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ABSTRACT
Nabutola, Kaloki, Ph.D., Embry-Riddle Aeronautical University, May 2020. AC-
TIVE DRAG REDUCTION OF GROUND VEHICLES USING AIR-JET WHEEL
DEFLECTORS.
Seven turbulence models were used to simulate the flow within the wheelhouse of a
simplified vehicle body. The performance of each model was evaluated by comparing
the aerodynamic coefficients obtained using computational fluid dynamics (CFD)
to data collected from wind tunnel experiments. The performance of large eddy
simulation (LES) and detached eddy simulation (DES) was largely dependent on the
time step and grid size to accurately resolve turbulent eddies. The standard k-,
realizable k-, k-kl-ω, DES, and LES all trended towards a drag coefficient which was
20% lower than the experimental value. In all numerical cases, the lift coefficient
was found to be at least 60% greater than the experimental value, but was consistent
with numerical studies by other authors. The standard k-ω and SST k-ω models
provided results which were the most consistent with experimental data for the three
different mesh sizes. Two types of flow modification devices were then added to
the simplified vehicle model to assess drag reduction potential. Conventional wheel
deflectors are compared to air-jet wheel deflectors on wheel drag and overall drag
reduction capabilities. Two parametric studies are conducted on the Fabijanic body
at a Reynolds number of 1.6x105: a study on the variation of the size and location
of a conventional wheel deflector, and a study on the jet speed and location of an
air-jet wheel deflector. Results show that wheel drag is decreased as the height of the
conventional wheel deflector is increased, and that the further the conventional wheel
deflector is from the wheelhouse, the more sensitive the wheel is to changes in drag
coefficient. The air-jet wheel deflector successfully decreases the wheel drag. The
closer the air-jet is to the wheelhouse the less of an impact it has on wheel drag, but
the greater the impact on the overall drag of the simplified body. A maximum overall
drag reduction of 2.76% is achieved with a configuration which also results in a wheel
drag reduction of 16%. Air-jet wheel deflectors were then simulated on the DrivAer
reference model—an open source model which blends features of the Audi A4 and
the BMW 3 Series. The air jets were found to be less impactful at low speeds, but
at higher speeds, they were observed to reduce wheel drag and cause an overall drag
reduction of upto 5.1%. Even though jet speeds as high as twice the driving speed
were investigated, and caused relatively large reductions in wheel drag, a jet speed
approximately 2/3 of the driving speed was observed to cause the greatest overall
reduction.
11. Introduction
The need to improve vehicle efficiency is constantly growing due to more stringent
environmental regulations and increases in the price of fuel. The Corporate Average
Fuel Economy (CAFE) regulations were first introduced by Congress in 1975 to im-
prove fuel economy of passenger vehicles and light trucks. Although recently rolled
back, CAFE has been a major driving force behind some ambitious fuel efficiency
goals. Nonetheless, reducing fuel consumption is still in the best interest of vehicle
owners, and car manufacturers are constantly making strides to make their fleets more
efficient. In order to reduce the amount of fuel consumed by passenger vehicles, it is
necessary to mitigate the drag force on vehicles. The underbody of a passenger vehicle
contributes about 50% of the overall drag of the vehicle (Skea, Bullen, & Qiao, 2000).
Part of the underbody flow includes the wheel and wheelhouse, which contributes
about 25-30% of the vehicle drag (Wickern, Zwicker, & Pfadenhauer, 1997).
Efforts to mitigate the drag associated with the wheel begins with an understand-
ing of the flow around a wheel. This can be done using experimental techniques where
a scale model of a vehicle is studied in a wind tunnel equipped with a moving ground
belt, which simulates the motion of the ground relative to the vehicle. Furthermore, a
qualitative flow visualization technique can be applied whereby light pieces of string
are attached to areas of interest and observed as the vehicle is driven. However, accu-
rately determining the flow field around a vehicle can be difficult to do experimentally
2because of the intensive instrumentation required. Therefore, numerical solvers have
become a popular way to fully describe the flow around vehicles.
The flow field around an isolated wheel is complex due to the interaction of differ-
ent vortices that develop around the wheel. The flow is further complicated when the
wheel is rotating, and even more so when the wheel is rotating within a wheelhouse.
The drag associated with the wheel is influenced, in part, by the voritces caused by
the interaction of the rotating wheel and the underbody flow. The resulting flow field
affects the pressure distribution on the wheel. The main objective of this work is to
understand the aerodynamics within a ground vehicle’s wheelhouse and to reduce the
aerodynamic wheel drag using flow control devices.
Numerical methods used to predict the flow field around vehicle models with
varying levels of complexity have become popular over the last few decades. Com-
putational fluid dynamics (CFD) is a powerful tool whereby differential equations
that govern the physical nature of fluid flow around an object of interest are solved
to provide insight on the flow field given some specified boundary conditions. While
CFD has become extremely useful in industry and academia, it is important to en-
sure that the numerical setup is able to produce accurate results and that the physics
associated with the flow are properly captured. In this work, CFD is used to sim-
ulate fluid motion around a simplified vehicle model, the Fabijanic body, as well as
a more detailed vehicle model, the DrivAer reference model. The study begins with
an assessment of various turbulence models in determining the flow field around the
Fabijanic body.
31.1 Fabijanic Wind Tunnel Experiments
In 1996, Fabijanic conducted wind tunnel experiments to determine the flow at
the surface and within the wheelhouse of a simplified vehicle geometry (Fabijanic,
1996). The Cornell University Upson Low Noise Wind Tunnel was used to test the
simplified car body. A 5-hp electric motor was used to power a belt attached to a
suction box that represented the moving ground plane. The model body was mounted
in a 0.75 m x 0.5 m test section by an adjustable strut system connected to a three-
component balance which measures the lift and drag force experienced by the right
wheel. Several model bodies with varying wheelhouse radii, wheelhouse depth, and
nose lengths were tested.
Four rows of pressure probes within the wheelhouse were used to measure the
pressure coefficient in 30◦ increments from the center of the wheel. Additional probes
determined the pressure coefficients on the surface of the model body in the vicinity
of the wheelhouse. Oil-flow visualization was used to provide further understanding
on the flow field around the simplified body. However, the oil-flow only revealed flow
phenomena on the surface of the model body, and not in the surrounding flow field.
Various authors have attempted to fully determine the flow field within the wheel-
house of the simplified body, developed by Fabijanic, using numerical techniques.
Krajnovic et al. conducted CFD simulations using the large eddy simulation (LES)
viscous model to visualize the flow field in the wheelhouse of the Fabijanic body
(Krajnovic´, Sarmast, & Basara, 2011). The authors investigated the effects of vary-
4ing the depth of the wheelhouse on the drag experienced by the vehicle and the
pressure coefficients within the wheelhouse. They found that the use of LES to sim-
ulate the flow around a vehicle is sensitive to the number of cells used, particularly
in the case of a deeper wheelhouse. The drag coefficients determined through the
numerical simulations were found to deviate by over 20% of the experimental value
obtained by Fabijanic, which is unacceptable by many standards.
Regert and Lajos studied four different simplified bodies, including the Fabijanic
body, to describe the flow within a wheelhouse using two different unsteady RANS
turbulence models (Regert & Lajos, 2007). They found that using the k-ω model
yielded better results than the k- model, although the best result obtained using the
k-ω model was 11% from the experimental value —an error large enough to warrant
further investigation.
A prerequisite for numerical studies is model validation using experimental results
for comparison. Various authors have used different turbulence models and observed
different results. In Chapter 3, seven different turbulence models are used to simulate
flow around the Fabijanic body and the results are compared to Fabijanic’s wind
tunnel experiments.
1.2 Flow Control Devices
Passive and active flow-control devices, designed to increase fuel efficiency and/or
increase downforce, have been tested and simulated for automotive applications. Ex-
perimental and numerical studies aimed at reducing the drag experienced by an
5Ahmed body using passive flow control surfaces have been conducted by Khalighi
and Verzicco, respectively (Khalighi et al., 2001; Verzicco, Fatica, Iaccarino, Moin,
& Khalighi, 2002). Barsotti et al. conducted a numerical study where air jets were
simulated, in lieu of passive flow control surfaces, on the rear end of the Ahmed body
to control the wake region and achieve drag reduction. Various air jet configurations
were achieved through a parametric variation of the position, speed, and angle of the
air jets. The authors found that a 22% drag reduction can be achieved by adding air
jets for active flow control (AFC) (Barsotti, Divo, & Boetcher, 2015).
One commonly used passive flow-control device is a wheel deflector which is placed
upstream of a rotating wheel causing incoming flow to yaw prior to reaching the wheel
and thereby altering the stagnation point of flow on the wheel. Sebben conducted
numerical simulations of a detailed vehicle geometry fitted with various front-wheel
deflector designs to assess the impact on the drag coefficient. Some designs were
found to reduce the overall drag of the vehicle by reducing the drag contribution of
the wheel, while others designs did not successfully cause a drag reduction. Sebben
concluded that while wheel deflectors had the potential of reducing the drag of a
vehicle by up to 10 drag counts, they had to be carefully designed and placed in
order to have a net positive effect (Sebben, 2004). Front wheel deflectors have since
been studied in more detail and incorporated in many vehicle designs. The Nissan
Qashqai, for example, is a crossover-SUV which benefits greatly from front wheel
deflectors that cause an overall drag reduction of 6% (Kremheller, 2014).
6Lee studied the effect of conventional wheel deflectors and air-jet wheel deflectors
on the Fabijanic body using very large eddy simulation (VLES) (Lee, 2018). Lee
found that the use of air jets upstream of the wheelhouse can reduce the overall drag
coefficient of the simplified body by changing the momentum of the incoming flow
without an additional drag inducing surface as is the case with conventional wheel
deflectors. However, Lee’s study did not include varying the location of the flow
modification devices. Additionally, it appears that the wheelhouse shape is slightly
different than the simplified body developed by Fabijanic, therefore making it unclear
whether the reduction in drag is due to the flow modification devices or the altered
wheelhouse geometry.
An analysis of conventional wheel deflectors and air-jet wheel deflectors on the
Fabijanic body is presented in Chapter 4. Numerical simulations have been conducted
using an unsteady RANS solver with a parametric variation of the location and height
of a conventional wheel deflector. Air-jet wheel deflectors are also simulated with a
parametric variation of the location and speed of air injection.
1.3 DrivAer Reference Model
The study of bluff bodies is useful in initial parametric studies but often presents
limitations in terms of transitioning to practical applications due to a lack of true
resemblence to modern passenger cars. The DrivAer model, developed by Technische
Universita¨t Mu¨nchen (TUM), in conjunction with BMW and Audi, is a combination of
the Audi A4 and a 3-Series BMW and is a better representation of a realistic passenger
7vehicle compared to other simplified generic models such as the Ahmed body (Heft,
Indinger, & Adams, 2012). The DrivAer model is a modular package which allows the
user to choose between a fastback, notchback or estateback configuration. The user
can also apply other features such as an engine bay, side mirrors, detailed underbody,
detailed wheels and an exhaust system. The authors presented experimental data
on the drag coefficient experienced by different configurations of the DrivAer model
with and without ground simulation as well as the pressure distribution along the
midplane of the body.
This open-source geometry has gained popularity in recent years due to more
experimental data being available for model validation. Wind tunnel experiments
have been conducted by Strangfeld et al. on the fastback DrivAer model to determine
the lift, drag and side force using a 6-component force balance and to visualize the flow
field using pressure probes and PIV (Strangfeld et al., 2013). Wieser et al. (Wieser
et al., 2014) conducted similar experimental work comparing the flow field of the
fastback and notchback DrivAer configurations with an applied sidewind using 25%
scale models mounted in a wind tunnel. Studies of flow control devices on the more
realistic DrivAer reference model have been used to relate findings based on simplified
vehicle models, such as the the Ahmed body, to production cars. Wieser et al.
investigated the effects of triangular and circular vortex generators on the notchback
DrivAer model using wing tunnel experiments (Wieser, Nayeri, & Paschereit, 2015).
Although previous studies showed that vortex generators are beneficial for the Ahmed
body, Wieser el al. found that the use of vortex generators on the notchback DrivAer
8model came with a larger drag penalty than drag reduction with both types of vortex
generators investigated (Pujals, Depardon, & Cossu, 2010).
Wieser et al. conducted similar experimental work comparing the flow field of
the fastback and notchback DrivAer configurations with an applied sidewind using
25% scale models mounted in a wind tunnel (Wieser et al., 2014). The authors found
that the notchback configuration was more susceptible to a drag increase with an
increased sidewind angle and also generally observed stronger streamwise vortices for
the notchback model. They used an array of pressure taps concentrated near the C-
pillar and towards the rear of the model to analyze the pressure field. The resultant
pressure signals were used for a spectral analysis and it was observed that the a
shedding frequency corresponding to a Strouhal number of 0.2 which is characteristic
of a typical bluff body frequency.
Aerodynamic drag is the dominant resistive force for passenger cars traveling on
the highway—about 50% of the engine power is used to overcome this force (W. H. Hu-
cho, 1998). For a road vehicle, unlike most commercial aircraft, pressure drag domi-
nates and friction drag forms a smaller portion of the total aerodynamic drag (W. Hu-
cho & Sovran, 1993). A reduction in aerodynamic drag leads to better fuel efficiency
which is a very desirable outcome in present day engineering when strict regulations
are being imposed for automotive manufacturers globally due to environmental con-
cerns. Additionally, an improvement in fuel efficiency is beneficial because it allows
the user to save money. Many small improvements to the aerodynamics of a vehicle
could add up to a substantial drag reduction and there have been some particular
9areas which have been deemed suitable candidates for drag reduction opportunities,
for example, the wheelhouse.
Chapter 5 presents a study on drag reduction of the DrivAer model using air-jet
wheel deflectors. Numerical simulations are performed on the notchback DrivAer
model at three different tunnel speeds while conducting a parametric variation of the
speed of air injection. A transient simulation using two different turbulence model-
ing approaches is first conducted to assess the accuracy of the numerical model by
comparing it to experimental data. A slight geometry variation upstream of the front
wheels is then implemented to introduce velocity inlets that simulate the function
of air-jet wheel deflectors. A relationship is then observed between the speed of the
air jets and the drag experienced by the DrivAer body and its wheels, showing that
there is an opportunity for significant drag reduction using air-jet wheel deflectors at
higher speeds.
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2. Background
Historically, aerodynamic analysis for the development of drag reduction devices be-
gan with a concept that materialized into a series of prototypes for testing. Extensive
wind tunnel experiments were conducted in a process that can be costly and time con-
suming. The instrumentation required to perform wind tunnel tests can be intensive
which leads to increased setup and tear down times. Recently, computational studies
have become a popular method for product and prototype development. However,
computational work still heavily relies on experimental data for model validation.
Vehicle models with varying levels of detail have been developed to study the flow
field around various modes of transportation. Bluff body models designed to emulate
features of passenger cars have been used to study the impact of those features on the
aerodynamics of cars. Good and Garry have presented a summary of vehicle models
developed for detailed studies of car features and entire cars (Good & Garry, 2004).
They designate vehicle models by three categories: simple bodies, basic car shapes
and series cars (which are based on production vehicles).
The Ahmed body is an example of a simple body that was designed to mimic
the C-pillar of a passenger car in order to study the trailing wake region (Ahmed,
Ramm, & Faltin, 1984). The initial study involved wind tunnel testing at a Reynolds
number of 4.29 million to study the turbulent flow structures, and impact to drag
force, when the slant angle was varied. This study led to a slew of experimental and
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numerical work using the Ahmed body to reduce the drag of bluff bodies using active
and passive flow control devices.
Figure 2.1. Ahmed body
The SAE reference model, also known as the Pininfarina model, is an example
of a basic car shape. It was designed to study the effects of varying ride height.
Wind tunnel experiments were conducted with a parametric variation of the ground
clearance of the model in order to assess the influence on drag (Cogotti, 1998). This
study also examined the significance of simulating a moving ground and rotating
wheels. The SAE reference model bears more resemblance to a passenger vehicle
than the Ahmed body, although it is still regarded as a simplistic alternative.
Another basic car shape developed in the 1990s is the Asmo model. This model
was created by Daimler-Benz and Volvo to study the aerodynamics of low-drag ve-
hicles. While not as popular as the Ahmed body, the Asmo model has been used to
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Figure 2.2. SAE reference model
study turbulent structures in the wake of vehicles. Experimental results are available
for the Asmo body making it a suitable vehicle model to validate numerical results.
The benefit of this model over the Fabijanic body is that it has front wheels and rear
wheels making it possible to understand how they interact. Aljure et al. employed
the Asmo model to analyze vortex shedding, flow reattachment and recirculation
in the wake region downstream of the vehicle body using CFD (Aljure, Lehmkuhl,
Rodr´ıguez, & Oliva, 2014). Wang et al. conducted additional numerical work focused
specifically on the wheel-vehicle interactions and the effects of having an underbody
diffuser (Y. Wang, Sicot, Bore´e, & Grandemange, 2020). The authors found that the
presence of wheels has an impact on underbody flow which could significantly affect
the lift and drag experienced by the vehicle.
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Figure 2.3. Asmo model
The DrivAer reference model has much greater detail than the other simplified
vehicle bodies. It is a collective effort by TUM, BMW, and Audi developed to bridge
the gap between the basic car shape and the series car. It blends features of a 3-Series
BMW and an Audi A4 to resemble a modern passenger car. Scale versions of the
DrivAer model have been built and tested in wind tunnels. Due to the availability of
wind tunnel data, the open-source DrivAer reference model has gained popularity in
recent years.
The DrivAer model has made it possible to analyze the flow field of a realistic car
in far greater detail. Additionally, as computational resources continue to develop,
the use of flow-resolving methods becomes more feasible. However, CFD can provide
misleading results if the physics are not simulated correctly so it is important to
apply the appropriate boundary conditions, viscous models, and time step size, among
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Figure 2.4. DrivAer reference model
other things, to ensure accurate resemblance to real-life flow conditions. Furthermore,
CFD simulations often include a number of simplifications that need to be chosen
judiciously to find a good balance between accuracy and efficiency.
Ground treatment plays a significant role in determining the flow field around a
vehicle. Bearman et al. experimentally determined that simulating a moving ground
has a significant impact on the lift, and a lesser impact on the drag experienced by
a simplified vehicle model (Bearman, Beer, Hamidy, & Harvey, 1988). Wind tunnel
experiments often implement a belt system to simulate a moving ground—the World-
wide Harmonized Light Vehicles Testing Procedure (WLTP) standards now require
that wind tunnel tests use a rolling belt system to mimic vehicle motion over the
ground (S. Wang, Avadiar, Thompson, & Burton, 2019). These authors conducted
numerical work to assess the impact of applying a moving ground boundary condition
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in simulating the DrivAer estateback model on an open road. Wind tunnel exper-
iments conducted at Monash University, Australia, were used for model validation
(Avadiar, Thompson, Sheridan, & Burton, 2018). The authors found that using a
stationary ground caused the development of a boundary layer that influenced the
wake region behind the car. Additionally, while the impact of the stationary ground
on the flow structures was limited, the surface pressure on the underbody was im-
pacted by the interaction of the underbody flow with the ground boundary layer.
Consequently, the lift coefficient was affected by a factor of approximately two, while
the impact to the drag coefficient was negligible. Other authors using numerical
methods have confirmed a similar trend with the aerodynamic forces (Krajnovic´ &
Davidson, 2005).
A need to develop a comprehensive understanding of the aerodynamics of a wheel,
and its impact on the flow field of the rest of the vehicle, has led to several exper-
imental and numerical investigations. Before CFD became a widely used tool in
academia and industry, wind tunnel tests were conducted with simplified geometry
to qualitatively describe the flow structures that exist around a wheel. Fackrell and
Harvey were among the first to determine the aerodynamic forces and pressure field
of a simplified wheel (Fackrell & Harvey, 1973, 1975). This inspired experiments by
Oswald and Borne who presented the difficulties associated with determining the flow
velocity at points of interest in the wheelhouse vicinity due to instrumentation limi-
tations (Oswald & Browne, 1981). The authors used a hot-wire anemometer probe to
determine the local speed of flow in the vicinity of the rotating wheel. A drawback of
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this type of flow measurement technique is that it is sensitive to debris and requires
rebuilding after each wind tunnel run. A single hot-wire probe was used because it
was easier to rebuild after each run; but, unlike a multi-wire probe, it could not de-
termine the flow direction and turbulence level. Therefore, the flow direction would
have to be determined in advance using tufts for flow visualization, and the probes
would then have to be aligned perpendicular to the flow direction at points of interest
to obtain the local airspeed. Velocity contours in the wheelhouse were obtained for
tunnel speeds ranging from 16 km/h to 96 km/h and were observed to have the same
general trend regardless of tunnel speed, suggesting that the flow field can be defined
as a linear function of the tunnel speed.
The experimental work conducted by Oswald and Borne led to a more detailed
study of the flow fields around stationary and rotating wheels, both isolated and
within a wheelhouse (Cogotti, 1983). Cogotti postulated that three prevalent types
of vortices exist around a wheel, as summarized in Fig. 2.5. The first type is a pair
of counter-rotating vortices that exist for an isolated wheel due to flow separation
at the top and the bottom of the wheel because of the shape of the wheel (A). The
second type of vortices emanate from the sides of the wheel due to the rotation of
the wheel (B). The third type of vortices develop near the bottom of the wheel due
to the ground effect when a ground plane is present (C). However, the details of the
flow field could not be discerned due to limitations of wind tunnel instrumentation
at the time.
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Figure 2.5. Vortices caused by rotation of a wheel in contact with a
rotating ground plane
McManus and Zhang ran CFD simulations of a stationary wheel and a rotating
wheel to provide more evidence of the vortices theorized by Cogotti (McManus &
Zhang, 2005). The details of the wheel used were geometrically similar to Fackrell
and Harvey’s experiments to elucidate the experimental results. Two turbulence
models—the one-equation Spalart-Allmaras model and the two-equation realizable
k- model—were implemented and compared to experimental results. The realizable
k- turbulence model was used because it is known to perform well in flow fields
characterized by rotation and separation. Both are prominent in the case of a rotating
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wheel. The authors observed that rotation of the wheel played a significant role in the
separation point of flow and majorly impacted the aerodynamic forces experienced,
a finding that was corroborated by Diasinos, who sought to determine the impact
of wheel simplification in numerical simulations (Diasinos, Barber, & Doig, 2015).
Therefore, rotation plays an important part in accurately determining the flow field
around a wheel.
An additional consideration is the interaction of the wheels and the ground. Nu-
merical and experimental work has been conducted by various authors to study the
development of flow structures in the vicinity of a rotating wheel in contact with
a moving ground. Wa¨schle conducted experiments on a quarter-scale E-Class Mer-
cedes Benz in a wind tunnel equipped with Laser-Doppler-Velocimetry (LDV) for
flow visualization (Wa¨schle, 2007). Numerical simulations using a two-layer turbu-
lence modeling method, similar to SST k-ω, were also conducted—a one equation
model near the wall and the standard k- model in the free stream. The author was
able to visualize the flow topology in the wheelhouse and compare the experimental
results with CFD. There was good agreement between the wind tunnel tests and the
numerical results—the same mean, large-scale flow structures were observed in both
cases.
The details of the wheel also affect the aerodynamic forces it experiences. For
many experimental and numerical studies, simplified wheels have been used because
they are easier to analyze, and because it is difficult to account for all the nuances
present in the many wheel designs that exist. However, in practice, treads, edge pat-
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terns, tire deformation, and rim design can influence the flow field and consequently
the aerodynamic forces on the wheel. In numerical analyses, the inclusion of wheel
details could result in a need for time-dependent remeshing and/or a moving refer-
ence frame which can drastically drive up the computational cost. Wind tunnel tests
and CFD results have found that the lift coefficient is impacted more significantly
than the drag as the tread and edge pattern details are included (Hobeika, Sebben,
& Landstrom, 2013; Hobeika, Lo¨fdahl, & Sebben, 2014). Experimental results have
shown that the rim design has more of an influence on the drag force (Landstrom,
Josefsson, Walker, & Lofdahl, 2012).
For a detailed analysis of the transient flow structures present in the flow field of a
moving vehicle, flow-resolving methods, such as LES and DES, need to be employed.
Huang et al. conducted numerical simulations of a simplified vehicle body, similar
in appearance to the DrivAer notchback reference model, to study the effects of
crosswind flow on a passenger car and to test a driver reaction model (Huang, Gu,
& Feng, 2017). The authors, who used LES to visualize the time-dependent flow
structures, compared their results to experimental work. They determined that the
accuracy of the results was largely dependent on the number of cells in the grid. The
authors found that at least 24 million cells were needed in order to obtain results
that were consistent with the experiments. The computational resources required
for this amount of calculations are sparse. Therefore, the use of simplified vehicle
models, such as the Ahmed body, is still common in analyzing time-dependent flow
structures. Gulya´s et al. built a modified Ahmed body with wheels to analyze the
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flow field within the wheelhouse in a wind tunnel equipped with PIV (Gulya´s, Bodor,
Regert, & Ja´nosi, 2013). The results were compared to time-dependent numerical
results obtained using LES.
Flow structures have an impact on the aerodynamic forces experienced by the vehi-
cle body. Analyzing the flow structures provides insight on the causes of the pressure
field which affects the pressure drag—the main contributor to the total drag. Ef-
forts to mitigate the drag have led to the development of flow modification devices
such as rear spoilers, front wheel deflectors, and underbody diffusers. These devices
are permanent fixtures which alter the aerodynamics of a vehicle without the need
for energy expenditure. Experiments have been conducted to show that passive de-
vices can be used to mitigate the drag force on non-circular cylinders (Pamadi &
Gauda, 1987). Additional experimental work has applied this knowledge to control
the flow around a bluff body using surface protrusions (Beaudoin & Aider, 2008).
However, the implementation of passive flow control devices might be detrimental
to the drag at some conditions. Additionally, shape modifications can be subject to
other limitations which can make them undesirable. Therefore, AFC devices have
recently become a common topic of investigation, particularly in the aerospace and
automotive industries, where there have been increased efforts to reduce drag and
emissions.
Several wind tunnel tests and numerical studies show that AFC can be used to
reduce the drag experienced by an Ahmed body. Leclerc et al. ran CFD simulations
of a synthetic jet blowing air in the streamwise direction to control the wake region
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over the slope of the Ahmed body (Leclerc, Levallois, Kourta, & Gillie´ron, 2006).
Flow topology downstream of the simplified vehicle was observed to be influenced
by the synthetic jet resulting in a drag reduction of upto 28%. The authors found
that continuous blowing can also impact the frequency of wake shedding from the C-
pillar. An experimental study conducted for a range of Reynolds numbers showed that
maximum drag reduction of 10% can be achieved on the Ahmed body by continuous
blowing of an air jet at 65% of the free stream speed (Mestiri, Ahmed-Bensoltane,
Keirsbulck, Aloui, & Labraga, 2014). Additional experimental work shows that pulsed
jets can be used to decrease the drag force on the Ahmed body by 6-8% (Joseph,
Amandole`se, & Aider, 2011).
AFC can also be implemented via a suction system. Flow separation leads to the
development of a wake region which causes an increase in pressure drag. Roume´as et
al. conducted an initial numerical study on the time-dependent structures that form
in the wake of a blunt body in order to propose flow control solutions (Roume´as,
Gillie´ron, & Kourta, 2008). In a separate study, the authors investigated suction as a
means to keep flow attached and mitigate the drag associated with the wake. Roume´as
et al. used CFD to show that a suction system can minimize flow separation over a
slope resulting in a drag reduction of 17% for the Ahmed body (Roume´as, Gillie´ron,
& Kourta, 2009).
Wind tunnel experiments have also been conducted on a scale model of a pro-
duction passenger vehicle with air jets to control the wake region (Heinemann et al.,
2014). Slim air-jet slots were introduced to the vehicle body that was subjected to a
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pressure overload, and the impact of the lift and drag on the front and rear axles was
analyzed. The shape of the production vehicle resembles an airfoil which results in a
natural tendency to lift. The air jets were used to change the effective shape of the
vehicle and were found to cause a lift reduction of up to 5% in the rear axle as well
as a drag reduction of 1%. LDV was used to provide flow visualization and develop
a better understanding on the effects of the air jets.
AFC has been investigated by several authors for wake control. However, this
dissertation is intended to develop a better understanding of the wheelhouse region
of a ground vehicle. It begins with a detailed analysis of several turbulence models
applied to simulate rotating wheels in the wheelhouse of a simplified vehicle body.
Conventional wheel deflectors and air-jet wheel deflectors are then introduced to the
vehicle body to assess the potential for drag reduction. Finally, air jets are introduced
to a more detailed vehicle body, the DrivAer reference model, in order to assess the
potential impact of implementing AFC for wheel drag reduction of modern ground
vehicles.
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3. Assessing Turbulence Models for Flow Within the Wheelhouse of a
Simplified Vehicle Model
Seven different viscous models were used to simulate the flow field around a simplified
vehicle model including four different URANS models: standard k-, realizable k-
, standard k-ω, SST k-ω and k-kl-ω turbulence models. DES and LES were also
studied and compared to the URANS models and the experimental results obtained
by Fabijanic.
3.1 Physical Model and Boundary Conditions
Fabijanic developed a modular, simplified vehicle model which allowed for varia-
tion of the nose length, wheelhouse diameter and wheelhouse depth. The details of
the model chosen for the turbulence model assessment are shown in Fig. 3.1. This
is the same model simulated by Krajnovic´ (Krajnovic´ et al., 2011) as well as Regert
and Lajos (Regert & Lajos, 2007).
127.0
36.2
50.5
190.5
12.7
25.4
52.3
38.3
37.0
15.7
184.7
591.1
Figure 3.1. Simplified vehicle geometry dimensions (in millimeters)
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The Cornell Upson Low Noise Wind Tunnel in which Fabijanic conducted his
wind tunnel experiments has the same test section cross-sectional dimensions as the
solution domain. The inlet of the solution domain was approximately two car lengths
upstream of the simplified body to ensure uniform incoming flow while the outlet
was approximately six car lengths downstream. A velocity of 30 m/s (67 mph) was
prescribed at the inlet for consistency with Fabijanic’s experiments. This corresponds
to a Reynolds number of 1.6x105 calculated using Eq. 3.1 with the wheel diameter as
the reference length and the properties of standard atmospheric air (ρ = 1.255 kg/m3
and µ = 1.81x10−5 Pa-s).
Re =
ρU∞D
µ
(3.1)
The inlet velocity was also specified as a translation velocity for the moving ground
plane. The rotating wall boundary condition was applied to the wheels such that the
tangential velocity component of the wheel at the contact point with the moving
ground plane would be 30 m/s. This corresponds to a rotational velocity of 783
rad/s. A pressure outlet with 0 Pa gauge pressure was applied several vehicle lengths
downstream of the simplified body. The symmetry boundary condition, which as-
sumes zero flux of all quantities, was applied to the rest of the boundaries.
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Figure 3.2. Solution domain dimensions
3.2 Governing Equations
Since the motion in the field is low subsonic, compressibility effects are neglected
and the incompressible Navier-Stokes equations are solved. The conservation of mass
and momentum equations are given below.
Conservation of mass
∇ · ~V = 0 (3.2)
Conservation of momentum
ρ
(
∂~V
∂t
+ ~V · ∇~V
)
= −∇p+ µ∇2~V (3.3)
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In these equations, ρ is the density, t is time, ~V is the velocity vector, µ is the dynamic
viscosity, and p is the pressure.
Direct numerical simulation (DNS) accurately represents three-dimensional, time-
dependent flows without the need to model turbulence by resolving the flow over all
spatial and temporal scales of turbulence (Argyropoulos & Markatos, 2015). However,
for many practical purposes, the use of DNS can be very computationally expensive
as it requires a mesh fine enough to resolve eddies of all length scales and a sufficiently
small time step to resolve time scales. For example, a DNS study of the turbulent
wake behind a wall-mounted rectangular prism with dimensions 0.0127m x 0.0127m
x 0.0508m—approximately the same size as an AA battery —required 35 million cells
with a time step size of 1x10−6s to produce results comparable to experimental data
(Saeedi, LePoudre, & Wang, 2014). Turbulence models were developed to compensate
for the physical nature of turbulent eddies which are dissipative and cause small-
scale fluctuations in momentum (Markatos, 1986). Other methods which are less
computationally expensive than DNS are often used to model eddies such as unsteady
Reynolds-averaged Navier-Stokes (URANS) and LES.
In order to assess the most appropriate turbulence model for a rotating wheel in
contact with a moving ground plane, seven different viscous models were simulated
and compared. The viscous models include four different URANS models: standard
k-, realizable k-, standard k-ω, SST k-ω and k-kl-ω turbulence models. Detached
eddy simulation (DES) and LES were also studied and compared to the URANS
models and the experimental results obtained by Fabijanic. These turbulence models
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employ different methods of solving the flow field near walls and within the free
stream.
3.2.1 Unsteady Reynolds-Averaged Navier-Stokes
Reynolds-averaged Navier-Stokes (RANS) is a solution process whereby time-
averaging of quantities is used to separate a mean value from a value that fluctuates
in time. The mean value is given by integrating the quantity over the time increment.
f(x, t) =
1
∆t
∫ t+∆t
t
f(x, t)dt (3.4)
f(x, t) = f(x, t) + f ′(x, t) (3.5)
Here, f is the instantaneous value, f is the mean value and f ′ is the fluctuation from
the mean value. The time average of the fluctuating part of a quantity is given by Eq.
3.6, while the time average of the product of the fluctuating parts of two quantities
is given by Eq. 3.7.
f ′ =
1
∆t
∫ t+∆t
t
f ′dt = 0 (3.6)
f ′g′ =
1
∆t
∫ t+∆t
t
f ′g′dt 6= 0 (3.7)
Applying this averaging technique to the conservation of mass and momentum
equations yields the modified conservation of mass and the RANS equations given in
Eqs. 3.8 and 3.9, respectively.
∂ui
∂x
= 0 (3.8)
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∂ui
∂t
+
∂(ui uj)
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
− ∂τij
∂xj
(3.9)
In this equation, xi and xj are directions with corresponding velocity components ui
and uj, ν is the kinematic viscosity of the fluid, and the term τij is the Reynolds-stress
tensor defined as
τij = u′iu
′
j (3.10)
The time-averaged approach leads to an under-determined system of equations
which requires closure. The Boussinesq assumption is commonly used for closure,
whereby the Reynolds-stress term is shown as
τij =
2
3
kδij − νt
(∂ui
∂xj
+
∂uj
∂xi
)
(3.11)
Here, k is the turbulent kinetic energy, νt is the turbulent kinematic viscosity and δij
is the Kronecker delta.
Substituting Eq. 3.11 into Eq. 3.9 yields
∂ui
∂t
+
∂(ui uj)
∂xj
= −1
ρ
∂p
∂xi
+
∂
∂xj
[
(ν + νt)
∂ui
∂xj
]
(3.12)
The turbulent kinematic viscosity is a function of a characteristic length and a
characteristic velocity. Additional differential equations are introduced to solve for
these quantities, which provides an estimate for the turbulent kinematic viscosity.
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In recent years, two-equation turbulence models have commonly been employed
to solve turbulent flows. The first equation is typically a transport equation for the
turbulent kinetic energy, while the second is a transport equation typically chosen
based on the anticipated nature of the flow. Since these models have been quite pop-
ular, their behaviors have been studied extensively, and their relative advantages and
disadvantages for different types of flows are known. Commonly used two-equation
models include the k- turbulence model and the k-ω turbulence model.
k- Turbulence Model
The k- turbulence model comprises two additional transport equations which
solve for the turbulent kinetic energy (k) and the dissipation rate of turbulence energy
().
∂k
∂t
+ uj
∂k
∂xj
=
∂
∂xj
[ν + νt
σk
∂k
∂xj
]
− + τij ∂ui
∂xj
(3.13)
∂
∂t
+ uj
∂
∂xj
=
∂
∂xj
[ν + νt
σ
∂
∂xj
]
+ C1

k
τij
∂ui
∂xj
− C2 
2
k
(3.14)
The turbulent kinematic viscosity is then calculated using the turbulent kinetic
energy and the dissipation rate
νt = Cµ
k2

(3.15)
Here, σk = 1.0, σ = 1.3, C1 = 1.44, C2 = 1.92, Cµ = 0.09. These closure constants
have been determined experimentally to work well for a wide range of flows—both
free shear flows and wall-bounded flows.
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The k-model was originally developed for use with low-speed incompressible flows
with isotropic turbulence. Launder and Sharma (Launder & Sharma, 1974) found
that it also accurately predicted the flow, heat and mass transfer in the vicinity of a
rotating disc. The k- model has been found to provide accurate results near the wall
provided that the mesh is sufficiently fine—although it is not suitable for predicting
flows with adverse pressure gradients. For many years it has been regarded as the
industry standard for modeling turbulent flows because it has proven to be stable and
numerically robust (Chung & Chung, 2002).
The realizable k- model was developed for better performance in separated flows.
A new formulation for the turbulence viscosity is introduced such that the Cµ value
is not simply a constant as with standard k-, it is calculated using a realizable eddy-
viscosity equation as defined as
Cµ =
1
A0 + AsU∗ k
(3.16)
In this equation, A0 = 4.0, AS is a function of the shear strain rate and U
∗ is a
function of the mean rotation rate and the shear strain rate.
This modification has been found to produce better results than the standard k-
model for a variety of flows including rotating homogeneous shear flows, boundary-free
shear flows and channel flows (Shih, Liou, Shabbir, Yang, & Zhu, 1995).
It is important to note that all of the closure coefficients have been tuned to model
specific flows. They can be tweaked accordingly to provide drastically different results
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which can either be largely beneficial or largely detrimental to the accuracy of the
results.
k-ω Turbulence Model
In 1942, Kolmogorov developed the k-ω turbulence model which did not gain
much popularity due to the non-linearity nature of the equations and computing
power constraints. However, given the advancement of computing technology over
the last few decades, the k-ω model has been developed by a number of scientists and
engineers, and has become the second most widely-used class of turbulence models
(Wilcox, 1991). The model comprises two additional transport equations which solve
for the turbulent kinetic energy (k) and the specific dissipation rate of turbulence
energy (ω) as given by Eqs. 3.17 and 3.18, respectively.
∂k
∂t
+ uj
∂k
∂xj
=
∂
∂xj
[(
ν + σ∗
k
ω
) ∂k
∂xj
]
− β∗kω + τij ∂ui
∂xj
(3.17)
∂ω
∂t
+ uj
∂ω
∂xj
=
∂
∂xj
[(
ν + σ
k
ω
) ∂ω
∂xj
]
− βω2
+
σd
ω
∂k
∂xj
∂ω
∂xj
+ a
ω
k
τij
∂ui
∂xj
(3.18)
In these equations, a = 0.52, σ = 0.5, σ∗ = 0.6, and β∗ = 0.09.
σd =

0.125
∂k
∂xj
> 0
0
∂k
∂xj
≤ 0
32
The quantity β is defined by the vortex-stretching function, fβ, which is a function
of the mean rotation tensor.
β = β0fβ (3.19)
Where β0 = 0.0708.
The turbulent kinematic viscosity is then calculated using the turbulent kinetic
energy and the specific dissipation as shown below.
νt = α
∗ k
ω
(3.20)
Here, α∗ is a damping factor used to correct for low Reynolds numbers; for highly
turbulent flows α∗ = 1.
The k-ω model was initially found to work well with adverse pressure gradients,
and with development of the turbulence model over the years it has been seen to
perform well in free shear flows as well as separated flows (Argyropoulos & Markatos,
2015).
The performance of the k-ω model in predicting flow separation and aerodynamic
coefficients depends largely on the near-wall mesh density to accurately resolve the
boundary layer.
Shear Stress Transport Turbulence Model
Menter (Menter, 1994) developed two additional two-equation models from the
k- and k-ω models, namely the new baseline model and the shear stress transport
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(SST) model. Both models combine the benefits of the k-ω model and the k- model
by utilizing the former near the wall, and the latter in the free stream flow (Menter,
1994). The SST model includes a transport equation for the turbulent shear stress,
which was found to be a major factor in the success of the Johnson-King model for
severe adverse pressure gradients (Johnson & King, 1985).
Dτ
Dt
=
∂τ
∂t
+ uk
∂τ
∂xk
(3.21)
According to Bradshaw’s assumption, the turbulent shear stress near the wall is
proportional to the turbulent kinetic energy.
τ = ρa1k (3.22)
Here, a1 is a constant of proportionality. The turbulent shear stress in conventional
two-equation models is
τ = ρ
√
productionk
dissipationk
a1k (3.23)
Conventional two-equation models end up over-predicting the turbulent shear
stress. The SST model takes into account the fact that the production of turbu-
lent kinetic energy within an adverse pressure gradient is greater than its dissipation
and ensures that Eq. 3.22 is satisfied.
Like other two-equation models, the SST model was developed empirically and
tuned for flows with pressure-induced separation. It has proven to be successful for
transonic flows and for simulating flows around turbomachinery blades.
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3.2.2 k-kl-ω Turbulence Model
The success of some of the aforementioned turbulence models in modeling tran-
sition flows has been found to be somewhat serendipitous. However, during the
development of those models, the transition of flow regime from laminar to turbulent
is a topic that was not entirely understood, and empirical relations that provided the
best results for the widest range of flows were adopted. Since then, advancements
have been made and more is known about the physics which governs transition and
turbulent boundary layers, which led to the development of transition models such as
the k-kl-ω model. This model, developed by Walters and Cokljat (Walters & Cokljat,
2008), solves the two additional transport equations solved by the k-ω model—for
turbulent kinetic energy and specific dissipation rate—as well as one more transport
equation for the laminar kinetic energy as shown in Eq. 3.24.
DkL
Dt
= νT,lS
2 − CRβBPkLω
fW
− CR,NATβNATkLΩ
−ν ∂
√
kL
∂xj
∂
√
kL
∂xj
+
∂
∂xj
[
ν
∂
√
kL
∂xj
] (3.24)
In this case, the turbulence viscosity is comprised of a small-scale and a large-scale
component. Large-scale fluctuations of flow near the wall are associated with laminar
kinetic energy production; small-scale fluctuations lead to turbulent kinetic energy
production. The terms containing BP and NAT subscripts represent quantities that
deal with the bypass and natural transition from laminar-to-turbulent flow, respec-
tively. The β terms specifically are threshold functions which govern transition based
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on a characteristic time-scale for turbulence production and the time-scale for viscous
diffusion.
3.2.3 Large Eddy Simulation
Smagorinsky (Smagorinsky, 1963) and Lilly (Lilly, 1967) made the first attempts
at introducing and applying LES to solve numerical problems in environmental sci-
ences. The LES approach to numerical simulation requires a mesh which is fine
enough to resolve the large eddies while modeling the small eddies. LES is less com-
putationally expensive than DNS, but still requires more computational resources
than a RANS model due to the finer mesh. A filtering process is used to distinguish
between the large eddy and sub-grid (small eddy) field using a length scale deter-
mined by the local spacing of the mesh. Similar to RANS, quantities are split into a
filtered portion and a fluctuating portion.
f(x) =
∫
D
f(x′)G(x, x′; ∆)dx′ (3.25)
In this equation, D is the solution domain, and G is the filtering function used to
distinguish between the large-scale and small-scale based on ∆, the filter width. The
filtered continuity and momentum equations are given in Eq. 3.26 and Eq. 3.27.
∂ui
∂xi
= 0 (3.26)
∂ui
∂t
+
∂(ui uj)
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
− ∂τij
∂xj
(3.27)
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Here u and p are the filtered velocity and pressure, respectively, and τ is known as
the sub-grid scale (SGS) stress tensor defined as
τij = uiuj − ui uj (3.28)
The SGS is a key influence on the interaction between small scales and large scales
of turbulence. The Boussinesq assumption is employed, as in RANS formulation, to
model the SGS stresses.
τij =
1
3
δijτkk − 2νtSij (3.29)
Here Sij is the strain rate tensor as defined by
Sij =
1
2
[∂ui
∂xj
+
∂uj
∂xi
]
(3.30)
The Smagorinsky-Lilly LES model is regarded as classical LES where the eddy-
viscosity is calculated as
νt = L
2
s|S| (3.31)
Ls is the SGS mixing length defined by Eq. 3.32 and |S| is a function of the strain
rate tensor given by Eq. 3.33
Ls = min(κd, Cs∆) (3.32)
|S|=
√
2Sij Sij (3.33)
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Here, κ is the Von Ka´rma´n constant, d is the perpendicular distance to the nearest
wall, Cs is the Smagorinsky constant, and ∆ is the local grid scale defined by Eq.
3.34. The value of Cs has been found to be a shortcoming of the Smagorinsky-Lilly
model. Lilly initially derived a value of Cs = 0.17 which was later found to excessively
damp large-scale fluctuations in the viscous sublayer. It has since been determined
that Cs = 0.1 produces the best results for a large range of flows.
∆ = (∆i∆j∆k)
1
3 (3.34)
In this equation, ∆i,∆j and ∆k are the local spacing in each direction.
Wall modeling in LES (WMLES) is a more recent development which does not
lead to damping of eddies which develop near solid walls (Shur, Spalart, Strelets, &
Travin, 2008). Instead of resolving the eddies which develop within and near the
viscous sublayer, WMLES employs a RANS turbulence model very close to the wall.
As a result, WMLES requires a much lower grid density near the wall, which saves
computational time. The use of WMLES negates the dependence of mesh density
on Reynolds number, which makes WMLES beneficial for flows with high Reynolds
numbers that tend to have a very thin viscous sublayer. At lower Reynolds numbers,
WMLES behaves like classical LES.
LES has the capability of solving a large variety of complex flows where RANS
models may not be suitable. However, a sufficiently small time step and spacing is
required to resolve the large-scale eddies and obtain accurate results.
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3.2.4 Detached Eddy Simulation
DES, sometimes referred to as a hybrid LES/RANS model, incorporates a blending
function, similar to the one discussed in the SST formulation that implements a RANS
model close to the wall and LES in the free stream. In 1997, Spalart et al. (P. Spalart,
Jou, Strelets, & Allmaras, 1997) first introduced the DES model (hereafter referred
to as DES97) as a proposed method of modeling massively separated flows with more
accuracy than RANS, but less computationally expensive than LES. The original
formulation used the Spalart-Allmaras turbulence model, a one-equation turbulence
model, but recent developments to DES97 allow the user to select two-equation models
such as the realizable k- model and the SST k-ω model.
The use of DES97 requires that the normal spacing for a cell adjacent to a wall
is roughly equal to the boundary layer thickness. Mesh refinement or boundary
layer thickening were found to cause the formulation to switch from RANS to LES
prematurely and attempt to resolve portions of the flow which did not have sufficiently
fine mesh. This would be detrimental to the accuracy of the results. In 2006, Spalart
introduced a new formulation known as Delayed DES (DDES) which would delay
the switch from RANS to LES (P. R. Spalart et al., 2006) if the flow is found to be
far within the boundary layer. This formulation also causes an abrupt switch from
RANS to LES in regions of massive flow separation.
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The improved delayed DES (IDDES) (Shur et al., 2008) has since been developed
which not only has empirical improvements, but blends aspects of DDES and WMLES
to better represent a wider range of flows.
3.3 Wall Functions and Boundary Layer Resolution
Accurate calculation of the aerodynamic coefficients depends on the shear stress
calculation at the wall which is highly dependent on the boundary layer profile. Gen-
erally, the boundary layer can be resolved numerically using a fine mesh resolution
near the wall, or by using wall functions which have been developed to mitigate
excessive grid and decrease computation time.
The wall y+ value is a dimensionless indication of the near-wall resolution of the
mesh and needs to be carefully considered after mesh generation. Specifically, it
indicates the relative height of the first cell compared to the boundary layer height.
y+ =
yu∗
ν
(3.35)
Where u∗ is known as the friction velocity and is given by
u∗ =
(τw
ρ
) 1
2
(3.36)
The non-dimensional speed of flow near the wall is a function of the friction
velocity and the local velocity as shown in Eq. 3.37.
u+ =
u
u∗
= f
(yu∗
ν
)
(3.37)
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The dimensionless velocity u+ is equal to the non-dimensional distance within the
viscous sublayer and is equal to the log of the non-dimensional wall normal distance
when y+ is greater than 30.
According to the law of the wall, which was developed by Von Ka´rma´n in the 1930s,
the velocity of turbulent flow, some distance away from a wall, can be approximated
as the logarithm of the distance away from the wall. This applies within the log-
law region and the outer region of the boundary layer where 30 ≤ y+ ≤ 300. This
is applied in the standard wall function which is based on Launder and Spalding
(Launder & Spalding, 1974). Standard wall functions were used with the standard
k- and realizable k- turbulence models.
For a well-resolved boundary layer, the height of the first cell should correspond
to a y+ value of less than 5, which implies that the first cell is entirely within the
viscous sublayer of the boundary layer—where flow is laminar.
3.4 Spatial and Temporal Discretization
The CutCell mesh method in ANSYS Mesher was used to create the discretized
solution domain for the standard k- and realizable k- simulations, which employed
standard wall functions. This mesh method implements an octree structure which
meshes and runs faster than a conventional Cartesian hexahedral mesh. A large
number of cells were concentrated within the wheelhouse since this is the region of
interest in the present study. The initial mesh contained 4.8 million hexahedral cells.
Two refined meshes were used to study mesh sensitivity. Refinement occurred in the
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wheelhouse region resulting in a “medium” mesh containing 6.4 million cells and a
“fine” mesh containing 8.8 million cells. The cell sizing was selected such that an
average wall mesh resolution of 30 ≤ y+ ≤ 50 is achieved. The y+ for the coarse,
medium, and fine meshes were 45, 38 and 30, respectively.
Fluent Meshing was used to construct the poly-hexcore mesh implemented for
standard k-ω, SST k-ω, k-kl-ω, DES and LES, which require much smaller wall-
normal spacing in order to resolve the boundary layer and accurately determine the
aerodynamic force coefficients. Ten layers of prismatic cells were extruded normal to
the wheels and simplified body with a first-cell height of 15 µm and a growth rate of
25%. This resulted in a resolved near-wall flow with an average y+ ≈ 1. The transition
between the prismatic cells and the octree cells that make up the rest of the solution
domain is achieved using polyhedral cells causing a lower cell count which led to a
shorter computation time than the CutCell mesh. Figure 3.3 shows the surface mesh
for the wheelhouse region of the simplified body as well as a closeup of the prismatic
cells extruded to capture the boundary layer. The medium and fine meshes retained
the same wall resolution, but the number of cells within the wheelhouse region was
increased. The coarse, medium and fine poly-hexcore meshes had 3.3, 6.5 and 8.9
million cells, respectively.
An initial time step of 5x10−4 seconds was chosen based on the LES of the Fabijanic
body conducted by Krajnovic´ et al. (Krajnovic´ et al., 2011). The simulations ran for
10,000 time steps, representing a physical time of 5 seconds, with a maximum of 20
iterations per time step. A time-step sensitivity study was conducted to determine
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Figure 3.3. Poly-hexcore mesh for the coarse-mesh case (4.8 million cells)
the impact of time-step size on DES and LES where temporal resolution of eddies is
required. Time steps of 1x10−4 and 5x10−5 seconds were used with the initial mesh
to investigate the effects of time step size on temporal resolution.
Wind tunnel experiments conducted by Fabijanic were used for model validation
(Fabijanic, 1996).
3.5 Numerical Solver and Boundary Conditions
A pressure-based transient simulation was conducted using ANSYS Fluent 19 to
solve for the flow field around the simplified vehicle body. The SIMPLE pressure-
velocity coupling scheme was used for the simulation. For the RANS simulation, the
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spatial discretization included the least squares cell-based gradient, as well as second-
order pressure, momentum, turbulence kinetic energy, and specific dissipation rate.
Bounded central differencing is the default momentum formulation for DES and LES
and was applied in these cases. The second-order implicit transient formulation was
used for all simulations.
A velocity of 30 m/s was specified at the inlet, consistent with the wind tunnel
experiments conducted by Fabijanic, with a turbulence intensity of 5% and a turbu-
lence viscosity ratio of 10. A moving-wall boundary condition was used to simulate
the ground traveling at 30 m/s relative to the simplified body. A gauge pressure of 0
Pa was specified at the outlet which was several lengths downstream of the simplified
body. The symmetry boundary condition, which assumes zero flux of all quantities,
was used for the sides and top surfaces. A moving-wall boundary condition was ap-
plied to the wheels with a rotational velocity of 783 rad/s such that the tangential
velocity at the base of the wheel equals the velocity of the moving ground plane.
A three-component force balance was used in Fabijanic’s experiments to determine
the aerodynamic forces experienced by the body and wheels of the test model. The
drag and lift for a single wheel were experimentally found to be 0.038 (±0.008) and
0.022 (±0.007), respectively (Fabijanic, 1996). These aerodynamic coefficients were
determined during the numerical simulation by integrating the forces acting on the
entire wheel in the X- and Y-directions.
The drag coefficient and lift coefficient were calculated using Eq. 3.38 and Eq.
3.39, respectively.
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CD =
FX
1
2
ρ∞U2∞AF
(3.38)
CL =
FY
1
2
ρ∞U2∞AF
(3.39)
The reference values used to calculate the drag coefficient were ρ = 1.225kg/m3,
U∞ = 30m/s and AF = 0.0254m2—the frontal area of the simplified body.
3.6 Results
3.6.1 Aerodynamic Coefficients
Drag Coefficient
Figure 3.4 shows a sample of the instantaneous drag coefficient taken at each time
step. This particular sample is for the DES turbulence model with the coarse mesh.
The solid lines correspond to the maximum and minimum values of the data set,
while the dotted line indicates the time-averaged drag coefficient once quasi-steady
state condition has been achieved.
The time-averaged drag coefficients from the CFD simulations were compared
to the experimental results obtained by Fabijanic (Fabijanic, 1996) as well as the
numerical results obtained by other authors.
Figures 3.5(a)-(c) show plots of the the time-averaged drag coefficient versus the
turbulence models assessed for the coarse, medium and fine mesh, respectively. The
dashed line denotes CD = 0.038, the drag coefficient obtained by Fabijanic for a single
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Figure 3.4. Instantaneous drag coefficient vs time, DES, time step =
5x10−4 seconds
wheel. The bars shown indicate the fluctuation range of the drag coefficient once
quasi-steady state was achieved, not the actual error associated with the simulations.
Table 3.1 shows the corresponding time-averaged drag coefficient for each turbulence
model assessed for the coarse, medium and fine meshes.
The performances of the standard k-ω and SST k-ω in calculating the drag coef-
ficient were found to be the most consistent through all the mesh sizes. Additionally,
the values obtained using standard and SST k-ω were the closest to the experimental
value. The largest deviation seen with the SST k-ω model was with the coarse mesh,
9%, which then reduced to less than 3% with the medium and fine meshes. The stan-
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Figure 3.5. Mean drag coefficient (a) All turbulence models, coarse mesh,
time step = 5x10−4 seconds (b) All turbulence models, medium mesh,
time step = 1x10−4 seconds, (c) All turbulence models, fine mesh, time
step = 5x10−5 seconds, (d) DES and LES time step study
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dard k-ω model had errors less than 6% with the coarse-mesh mean drag coefficient
being the closest to the experimental value.
Generally, for all of the other turbulence models considered, the coarse mesh
produced a drag coefficient that was closest to the experimental value. As the meshes
were refined, the drag coefficients trended towards a value that was about 20% less
than the experimental value.
The range of fluctuation for the k-kl-ω model was relatively large and on the
order of those seen for LES and DES for the coarse mesh and medium mesh—this
was unlike any other RANS case considered. However, with the fine mesh and smallest
time step, the fluctuation range was seen to reduce significantly and was on the order
of the range seen for the k- simulations. This may be because of a limitation in
predicting laminar-to-turbulent transition for the coarse and medium meshes due to
the spatial and temporal resolution of those cases—with all other turbulence models,
it is assumed that the flow is turbulent everywhere.
An initial time step size of 5x10−4 seconds led to a relatively large fluctuation range
of aerodynamic coefficients for both LES and DES. Additional time steps were studied
including 1x10−5 seconds and 5x10−5. Figure 3.5(d) shows that the minimum and
maximum drag coefficients are much closer to the time-averaged value when a smaller
time step is used for both DES and LES. This suggests that the large-scale flows are
not properly resolved temporally when the time step is 5x10−4 seconds. There is a
small percentage difference in aerodynamic coefficients when using a time step size of
1x10−4 seconds versus 5x10−5 seconds. Additionally, for solution stability purposes,
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a time step size of 1x10−4 seconds was used for the medium mesh simulations, and
5x10−5 seconds was used for the fine meshes.
Lift Coefficient
Table 3.2 shows that the lift coefficients vary quite substantially from the wind
tunnel results. RANS results varied on the order of 65% with the initial mesh while
DES and LES varied up to 142%. As the mesh size was increased and time step re-
duced, the lift coefficient found using LES trended towards the RANS results. DES,
however, maintained a substantial error from the experimental value which only in-
creased as the mesh became finer and the time step became smaller. All of the lift
coefficients obtained numerically were far greater than the experimental result, but
were consistent with the numerical work conducted by Lee using VLES (Lee, 2018).
Using RANS only, Regert and Lajos found a lift coefficient of 0.007 which is 65%
lower than the experimental value (Regert & Lajos, 2007). Krajnovic´ et al. found lift
coefficients on the order of 125% from the experimental value using LES (Krajnovic´
et al., 2011). Evidently, the lift coefficient is generally much more difficult to predict
numerically, likely due to the interaction of the wheel with the ground and the large
gradients present near the contact patch.
Experimentally determining the lift coefficient is a more challenging task than
the drag coefficient. The moving ground plane is necessary in experiments on rolling
wheels, but ensuring that the belt that simulates the moving ground is completely
flat can be difficult. The purpose of the suction box is to prevent the belt from
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moving out of plane. Fabijanic (Fabijanic, 1996) mentioned that the belt did not
appear to move during the wind tunnel experiments, but there were no measures in
place to quantitatively ensure that the belt was in a fixed position. The underbody
of the simplified body acts as a nozzle and accelerates the incoming flow causing
lower pressure between the body and the moving ground plane. This gives the belt
a tendency to lift, and any small displacement in the Y-direction could affect the
lift calculation for the wheel. Therefore, it is recommended that any wind tunnel
experiments conducted to obtain lift coefficients of a rolling wheel should include a
method of ensuring the moving ground plane does not lift.
Additionally, while many numerical models are used to simulate the open road
condition, comparison to lift coefficients obtained from wind tunnel experiments can
produce a substantial error. The inclusion of the physical wind tunnel has been found
to play a role in the lift coefficient calculation, although it has negligible impact on
the drag coefficient (Ljungskog, Sebben, & Broniewicz, 2020).
3.6.2 Flow Visualization
One advantage of using CFD over wind tunnel experiments is the ability to gather
more insight on the flow field without intensive instrumentation. Figure 3.6 shows
instantaneous surface streamlines within the wheelhouse at a plane located 0.9 m
from the midplane of the solution domain for all of the turbulence models assessed.
The averaging nature of the RANS models is seen in Fig. 3.6, which appear to
have much neater streamlines compared to DES and LES; although there are some
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common features observed in each case. Oncoming air is accelerated through the
underbody and deflected upwards when incident at the wheel where it gradually loses
momentum as it meanders between the wheel and the wheelhouse. An animation of
velocity contours at this plane revealed that this motion and its associated circulation
zones were found to be time-dependent and cyclic.
In all cases, there is a recirculation region above the high-speed underbody flow
at the entrance of the wheelhouse before it comes in contact with the wheel. The size
of this recirculation region changes as it comes in contact with the high-speed flow
deflected from the wheel surface which then causes a vortex to form that works its
way through the wheelhouse and contributes to the unsteadiness of the wheelhouse
flow. In Figs. 3.6(b)-(d) the development of this vortex can be seen at various stages
of development within the wheelhouse even through the use of different turbulence
models.
It is also evident in Fig. 3.6(a) and 3.6(b) that the boundary layer at the top of
the wheel appears to be thicker for both the standard and realizable k- turbulence
models—a consequence of using standard wall functions to determine the boundary
layer profile and not having a fine enough near wall mesh density to resolve the flow.
This will affect the accuracy of the friction-drag calculation, which will affect the
wheel drag calculation even though a large portion of the overall drag is pressure
drag.
Figure 3.7 shows surface pressure contours for the wheelhouse region for SST
k-ω and LES. These two turbulence models in particular will be used to draw some
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Figure 3.6. Wheelhouse velocity streamlines at Z = 0.9 m (a) standard
k-, (b) realizable k-, (c) standard k-ω, (d) SST k-ω, (e) k-kl-ω, (f) DES,
(g) LES
comparisons between averaging the flow and resolving the flow since common features
were observed in all RANS cases and between DES and LES. Even though the drag
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Figure 3.7. Wheel and wheelhouse surface pressure coefficient contours
(a) offset view SST k-ω, (b) offset view LES, (c) right side view SST k-ω,
(d) right side view LES
coefficients between SST k-ω and LES vary by about 20%, trends in the pressure field
appear to be fairly consistent in both cases. From the offset view, a high pressure
region (A) is visible where the underbody flow meets the wheel, forming a stagnation
region which is the main source of the pressure drag associated with the wheel. A
low pressure region (B) exists on the side of the wheel in the front lower area where
flow yaws past the stagnation region. In both cases, another stagnation region (C)
appears towards the aft, inboard portion of the wheelhouse which is also seen in
pressure contours presented by Krajnovic´ et al. (Krajnovic´ et al., 2011). This is due
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to the flow that yaws past the wheel on the inboard portion of the wheelhouse and is
accelerated towards the back of the wheelhouse where a stagnation point forms.
3.6.3 Vortex Structures
The velocity gradient tensor has eigenvalues, λ, which satisfy the characteristic
equation
λ3 − Pλ2 +Qλ−R = 0 (3.40)
In this equation, P ≡ uii, Q ≡ 12(u2ii − uijuji) and R = Det(uij). P, Q and R are
known as invariants of the characteristic equation. Vortex structures can be identified
using the second invariant, Q, of the velocity gradient tensor which represents the
relationship between the shear strain rate and the vorticity magnitude, locally (Jeong
& Hussain, 1995).
Figures 3.8(a)-(e) show isosurfaces of Q which correspond to Q(D/U∞)2 = 20,
where D is the diameter of the wheel and U∞ is the tunnel inlet velocity, for the
RANS cases with the fine mesh. Large vortex structures appear to develop in common
regions in all of the RANS models. According to Regert and Lajos, the development
and positioning of the larger vortex structures is independent of vehicle model and
common to any flow within a wheelhouse containing a rotating wheel (Regert & Lajos,
2007). The authors used the vortex skeleton method to visualize the formation of the
structures in the flow field (Perry & Hornung, 1984).
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Figure 3.8. Isosurfaces of the second invariant velocity gradient tensor,
time step = 5x10−5 seconds, (a) standard k-, (b) realizable k-, (c) stan-
dard k-ω, (d) SST k-ω, (e) k-kl-ω, (f) DES, (g) LES
The k-ω and SST turbulence models show more dynamic structures within the
wheelhouse than the standard and realizable k- models. This suggests that the k-
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ω models are more sensitive to small-scale unsteadiness than the standard k- and
realizable k- models.
Figures 3.8(f) and 3.8(g) show isosurfaces of Q which correspond to Q(D/U∞)2 =
300 for DES and LES for the fine mesh size. The structures shown appear to be much
smaller than those found in the RANS models, but appear to be concentrated in the
same areas. This demonstrates the difference between the averaging nature of the
RANS models and the resolving of large-scale eddies by DES and LES and further
confirms that the vortex structures develop in the same regions within a wheelhouse.
Figure 3.9 shows the surface streamlines, at five planes of interest within the
wheelhouse of the simplified body, colored by velocity for all seven turbulence models
evaluated. The effects of the large vortex near the bottom of the wheel in Fig. 3.8 are
revealed clearly as circulation zones for the RANS cases in Fig. 3.9. The vortex struc-
tures generally develop within the same regions regardless of the turbulence model
used, which explains why circulation regions also appear to be similar, independent
of turbulence model. These structures are also consistent with the vortices described
by Cogotti as shown in Fig. 2.5 (Cogotti, 1983). DES and LES are the most sensitive
to small-scale unsteadiness and the circulation zones are not quite as obvious as in
the RANS cases.
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Figure 3.9. Surface streamlines at wheelhouse (a) standard k-, (b) real-
izable k-, (c) standard k-ω, (d) SST k-ω, (e) k-kl-ω, (f) DES, (f) LES
3.6.4 Pressure Coefficient
The wind tunnel experiments conducted by Fabijanic also investigated the pressure
coefficient within and in the vicinity of the wheelhouse. Four rows of pressure probes
within the wheelhouse were used to determine the pressure coefficient using Eq. 3.41.
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CP =
p− p∞
1
2
ρ∞U2∞
(3.41)
The instantaneous pressure coefficient was calculated for 0°, 30°, 60°, 90°, 120°,
150°, and 180° at four equally-spaced rows within the wheelhouse of the simplified
body, as shown in Fig. 3.10.
Row 1
Row 2
Row 3
Row 4
Pressure probe location
Figure 3.10. Pressure Numerical pressure probes on the Fabijanic body
Figure 3.11 shows the time-averaged pressure coefficients for each of the turbulence
models assessed compared to the wind tunnel experiments by Fabijanic (Fabijanic,
1996) and the numerical work conducted by Krajnovic´ et al. (Krajnovic´ et al., 2011).
Unlike the drag coefficients, which either seem to agree well in the case of standard
k-ω and SST k-ω or trend towards a value that is 20% lower than the experimental
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Figure 3.11. Pressure coefficient within the wheelhouse (a) row 1, (b) row
2, (c) row 3, (d) row 4
value, there is noticeable difference between the pressure coefficients observed for each
of the turbulence models used and the experimental values. The largest discrepancies
between the wind tunnel experiments and the numerical simulations appear to occur
at 30° for row 2, row 3, and row 4. This is a point which is particularly sensitive
to changes in pressure coefficient due to the unsteadiness of the high-speed deflected
flow from the wheel attaching to the wheelhouse. For the various turbulence mod-
els assessed, this reattachment point will vary and lead to changes in the pressure
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coefficient observed. In almost all other cases, the pressure coefficient determined
numerically was generally found to be lower than the experimental value.
For all four rows, the pressure coefficients calculated using DES and LES appear
to agree most with the wind tunnel experiments and generally exhibit the same sort
of trends throughout the inside of the wheelhouse. These findings are also fairly con-
sistent with the LES results presented by Krajnovic´ in terms of the trends shown,
although there are a few data points with disparities (Krajnovic´ et al., 2011). Kra-
jnovic´ et al. stated that the reasons for the differences between the experimental
results and the numerical work they conducted were unknown, and the results ob-
tained in this work do not offer much more insight as far as the pressure coefficient
is concerned. Perhaps conducting the experiment again with some flow visualization
techniques which better describe the flow field within the wheelhouse—and not just
on the surface—would lend more of an explanation for the differences observed.
3.7 Concluding Remarks
The standard k-ω model provided the most consistent drag coefficient independent
of time step size and mesh size, but did not capture the true unsteady nature of the
flow due to the averaging technique of RANS.
The lift coefficients calculated were consistently higher than the experimental
value likely due to the large gradients present near the contact region of the wheel
and the ground. They were found to be on the order of 65% greater than the value
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determined by Fabijanic for a single wheel, but were found to be in agreement with
the numerical work done by Lee using VLES (Lee, 2018).
The dynamic structures depicted by the second invariant of the velocity gradient
were clearly identifiable within the same locations for the RANS models—undeviating
from previous work done by Regert and Lajos (Regert & Lajos, 2007) and Krajnovic´
et al. (Krajnovic´ et al., 2011). A much larger Q was required to identify the dynamic
structures for DES and LES simulations, which still appeared to be concentrated
in the same regions as for the RANS models, although the structures themselves
appeared to be much smaller.
The pressure coefficient study did not provide further validation of the experimen-
tal results. The results obtained using DES and LES were found to produce trends
similar to the wind tunnel experiments, although there was still a noticeable differ-
ence between the numerical work and the experimental work. Previous authors have
been unable to find a reason for the discrepancies, and with the vast range of pressure
coefficients obtained using the various turbulence models, this study does not offer
any more of an explanation.
LES best captures the physics of the flow field within the wheelhouse with min-
imal averaging compared to the RANS models investigated. However, for the most
accurate representation of the flow, more computational resources are required than
RANS. In order to validate the existence of the dynamic structures and the stream-
lines as presented by the LES simulations, it is necessary to reconstruct the Fabijanic
experiment in a more technologically-advanced wind tunnel equipped with flow visu-
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alization such as particle image velocimetry. This would lend more credibility to the
numerical work and allow for more confident conclusions to be drawn about which
turbulence model and numerical setup is truly the best for simulating this kind of
flow.
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4. Using Flow Modification Devices for Drag Reduction of a Simplified
Vehicle Model
An analysis of conventional wheel deflectors and air-jet wheel deflectors on a sim-
plified vehicle geometry is presented in this chapter. The work comprises two main
studies: the effects of varying the location and size of conventional wheel deflectors
on aerodynamic drag, and the effects of varying the location and speed of air-jet
wheel deflectors on aerodynamic drag. The former consists of incremental variations
of the position and height of conventional wheel deflectors on the Fabijanic body
to determine relationship between momentum change of underbody flow and drag
reduction capability. The single wheel and overall drag coefficients are analyzed to
observe trends caused by the parametric variation of the geometry. The subsequent
study involves an incremental variation of the position of air-jet wheel deflectors on
the Fabijanic body. The speed of the air-jets is also varied as a percentage of the free
stream air speed. The single wheel and overall drag coefficients are compared to the
results obtained from the conventional wheel deflector study, as well as the baseline
model, to assess the benefits of appending air-jet wheel deflectors to the Fabijanic
body.
4.1 Physical Model and Boundary Conditions
Details of the baseline model chosen for simulation and comparison with experi-
mental results are presented in Figure 4.1.
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Figure 4.1. Simplified vehicle geometry dimensions (in millimeters)
Figure 4.2 shows the overall dimensions of the solution domain and the positioning
of the Fabijanic body. The Cornell Upson Low Noise Wind Tunnel in which Fabi-
janic conducted his wind tunnel experiments has the same test section cross-sectional
dimensions as the solution domain.
Y
Z
X
Figure 4.2. Solution domain dimensions
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The inlet of the solution domain is approximately two car lengths upstream of the
simplified body to ensure uniform, incoming flow while the outlet is approximately six
car lengths downstream. A velocity of 30 m/s is prescribed at the inlet for consistency
with Fabijanic’s experiments. This corresponds to a Reynolds number of 1.6x105
calculated using Eq. 4.1 with the wheel diameter as the reference length and the
properties of standard atmospheric air (ρ = 1.255 kg/m3 and µ = 1.81x10−5 Pa-s).
Re =
ρU∞D
µ
(4.1)
The inlet velocity was specified as a translational velocity for the moving ground
plane. The rotating wall boundary condition was applied to the wheels such that
the tangential velocity component of the wheel at the contact point with the moving
ground plane would be 30 m/s. This corresponds to a rotational velocity of 783 rad/s.
A pressure outlet with 0 Pa gauge pressure was applied several vehicle lengths down-
stream of the simplified body. The symmetry boundary condition, which assumes
zero flux of all quantities, was applied to the rest of the boundaries.
4.2 Flow Modification Devices
4.2.1 Conventional Wheel Deflector
The baseline model was affixed with 4 mm thick wheel deflectors which varied in
height, h, and distance upstream of the wheelhouse, d, as shown in Fig. 4.3.
The height of the wheel deflector was non-dimensionalized to a percentage of the
height of the simplified body, H, as shown in Eq. 4.2. The non-dimensional height,
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Left Wheel
Left Wheel
Wheel Deector
Front
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50.5 mm
H
(a)
(b) (c)
Figure 4.3. (a)Fabijanic body with conventional wheel deflectors (b) front
view (c) right-side view
δ, was varied from 1 to 4 in intervals of 1. The distance upstream of the wheelhouse
was non-dimensionalized as a percentage of the wheelhouse radius as shown in Eq.
4.3. The non-dimensional distance, γ, was varied from 0 to 15 in increments of 5.
δ =
( h
H
)
100 1 ≤ δ ≤ 4 (4.2)
γ =
( d
Rw
)
100 0 ≤ γ ≤ 15 (4.3)
A parametric variation of the position and height of the wheel deflectors resulted
in sixteen individual simulations.
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4.2.2 Air-jet Wheel Deflector
Air-jets were introduced in place of the conventional wheel deflector to assess the
impact on the drag of a single wheel and the overall drag of the simplified body. The
speed of the air-jet was non-dimensionalized using the tunnel inlet speed as shown Eq.
4.4. The location of the air-jet was varied using the same non-dimensional distance
as for the conventional wheel deflector from γ = 0 to γ = 15 in increments of 5. The
air-jet speed was also varied from 4
6
≤ U ≤ 7
6
for all air-jet locations. This range was
observed to sufficiently depict the trends intended for this study.
U =
Ujet
U∞
4/6 ≤ γ ≤ 7/6 (4.4)
The air-jets were implemented using two 1.5 mm wide slots which span each
wheel entirely including the curvature of the simplified body. The wheel deflector
dimensions can be seen in Fig. 4.4, which shows the right-side and bottom view of
the simplified body.
A velocity inlet was used to simulate the air-jet wheel deflectors with a magnitude
based on the non-dimensional speed, U, shown in Eq. 4.4. The direction of air
injection was -Y—perpendicular to the ground, leaving the simplified body.
4.3 Governing Equations
The Reynolds Averaged Navier-Stokes (RANS) equations shown below were solved.
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Figure 4.4. (a) Fabijanic body with air-jet wheel deflectors (b) right side
view (c) bottom view
Conservation of mass
∂ui
∂x
= 0 (4.5)
Conservation of momentum
∂ui
∂t
+
∂(ui uj)
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
− ∂τij
∂xj
(4.6)
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The Boussinesq assumption is a commonly used closure method for this system of
equations. The Reynolds stress tensor, τij, is calculated using the turbulent kinematic
viscosity, νt, as shown in Eq. 4.7.
τij =
2
3
kδij − νt
(∂ui
∂xj
+
∂uj
∂xi
)
(4.7)
Here, k is the turbulent kinetic energy and δij is the Kronecker delta—a function of
two variables that is 1 when the variables are equal, and 0 when they are not.
The Reynolds stress term from the Boussinesq assumption is substituted into the
RANS momentum equations forming Eq. 4.8
∂ui
∂t
+
∂(ui uj)
∂xj
= −1
ρ
∂p
∂xi
+
∂
∂xj
[
(ν + νt)
∂ui
∂xj
]
(4.8)
Turbulence modeling involves additional differential equations that are introduced
to solve for the turbulent kinematic viscosity. The k-ω turbulence model is a com-
monly used two-equation solution method which solves for turbulent kinetic energy
and the specific rate of dissipation, ω, which are then used to determine the turbulent
kinematic viscosity.
∂k
∂t
+ uj
∂k
∂xj
=
∂
∂xj
[(
ν + σ∗
k
ω
) ∂k
∂xj
]
− β∗kω + τij ∂ui
∂xj
(4.9)
∂ω
∂t
+ uj
∂ω
∂xj
=
∂
∂xj
[(
ν + σ
k
ω
) ∂ω
∂xj
]
− βω2 + σd
ω
∂k
∂xj
∂ω
∂xj
+ a
ω
k
τij
∂ui
∂xj
(4.10)
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σd =

0.125
∂k
∂xj
> 0
0
∂k
∂xj
≤ 0
The turbulent kinematic viscosity is calculated using Eq. 4.11
νt = α
∗ k
ω
(4.11)
Here, α∗, is a damping factor used to correct for low Reynolds numbers. The Menter
SST k-ω turbulence model solves an additional transport equation for the turbulent
shear stress, Eq. 4.12 (Menter, 1994) .
Dτ
Dt
=
∂τ
∂t
+ uk
∂τ
∂xk
(4.12)
The shear stress and turbulent kinetic energy within a boundary layer are related by
a constant of proportionality, a1 as shown in Eq. 4.13
τ = ρa1k (4.13)
The eddy-viscosity in the SST k-ω model is defined as
νt =
a1k
max(a1ω;
∂u
∂y
F2)
(4.14)
Where F2 is a switching function equal to 1 within the boundary-layer flows and 0 in
free-shear flows.
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The empirical constants are a = 0.52, a1 = 0.31, β
∗ = 0.09, β0 = 0.0708, σ = 0.5 and
σ∗ = 0.6
In an adverse pressure gradient, where the production of turbulent kinetic energy
can greatly exceed its dissipation, the turbulent kinematic viscosity definition in Eq.
4.14 ensures that Eq. 4.13 is satisfied; for the rest of the flow Eq. 4.11 is used to
calculate the eddy-viscosity.
A mesh and time independent study was conducted while applying standard k-,
realizable k-, standard k-ω, SST k-ω, k-kl-ω, detached eddy simulation (DES) and
LES to simulate the baseline simplified body with no flow modification devices. Model
verification was conducted by comparing the CFD results of the baseline model with
the results obtained from Fabijanic’s wind tunnel experiments (Fabijanic, 1996). The
SST k-ω turbulence model produced the most consistent results almost independent
of grid size and time step. The time-averaged drag coefficient using SST k-ω deviated
only 1.29% from the experimentally obtained drag coefficient. Therefore, SST k-ω
was chosen to conduct this study on flow modification devices.
There are known limitations of using RANS models in simulating turbulent mixing
of a jet in crossflow (JIC). Various authors have compared experimental data to
numerical results using k- (Engblom, Georgiadis, & Khavaran, 2005), k-kl (Smith,
2015) and LES (Borghi, Thurman, Poinsatte, & Engblom, 2019) to describe the flow
field surrounding a jet flow. Generally, the availability of computational resources in
industry and academia has been a major deterrent to the use of LES even though it
73
is capable of providing more insight than RANS models. While SST k-ω has been
used in several JIC studies, it has presented shortcomings in accurately predicting
Reynolds stresses and fluxes, but has been successful in predicting the mean flow field
of a JIC (Galeazzo et al., 2011). Four main vortical structures were identified by Fric
and Roshko (Fric & Roshko, 1994) for a JIC: horseshoe vortices which develop at
the wall, a counter-rotating vortex pair (CRVP), jet shear-layer vortices and wake
vortices which form between the jet and the wall. The horseshoe vortices and CRVP
may more adequately be described using RANS while the other vortical structures
require scale-resolving methods to best capture their inherent unsteadiness (Borghi
et al., 2019). For the present study, the mean flow prediction is the most important
of these factors. The turbulence model selected must be able to mimic the large-
scale flow structures that develop as a result of the air jets—including the horseshoe
vortices and CRVP. Additionally, for a fair comparison between the baseline case and
the Fabijanic body with the flow modification devices, it was necessary to use the
same turbulence model.
4.4 Spatial Discretization and Numerical Solver
Three different meshes were created using Fluent Meshing and compared in a
mesh-independence study. The coarse, medium and fine meshes contained 3.3, 6.9
and 8.9x106 poly-hexcore cells, respectively. Each mesh comprised of prismatic cells
extruded from the walls of the Fabijanic body and wheels, octree cells, and a layer
of polyhedral cells between the prismatic and octree cells. All meshes were created
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such that the near wall resolution corresponded to a y+ ≈ 1, indicating that the first
cell height was well within the viscous sublayer. The medium mesh, shown in Figure
4.5, was chosen to conduct the numerical study of the flow modification devices.
Figure 4.5. Polyhexcore mesh of solution domain with closeups showing
the relative size of the wheelhouse region and the prism layers
Numerical simulations were conducted using ANSYS Fluent 19. Pressure-based
formulation was applied since the flow in the solution domain was low speed subsonic.
A constant time step size of 0.0001 seconds was applied for 20,000 time steps corre-
sponding to a physical time of 2 seconds. Semi-Implicit Method for Pressure Linked
Equations-Consistent (SIMPLEC) pressure-velocity coupling was implemented with
second order pressure, momentum, turbulent kinetic energy and specific dissipation
rate spatial discretization. Least squares cell based gradient formulation was used for
all runs. Due to the unsteady nature of the flow within the wheelhouse second-order
implicit transient formulation was used. All runs were initiated from a steady solution
and a maximum of 10 iterations per time step was specified thereafter.
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The drag coefficient was calculated using Eq. 4.15. The longitudinal force, FX , was
integrated over the surface of each wheel as well as the Fabijanic body to determine
the respective drag contributions.
CD =
FX
1
2
ρU2∞AF
(4.15)
In this equation, ρ = 1.225 kg/m3, U∞ = 30 m/s and AF = 0.0254 m2—the frontal
area of the simplified body.
Additionally, analyzing the surface pressure coefficient on the Fabijanic body gives
insight on the flow field very close to the walls. The pressure coefficient was calculate
using Eq. 4.16.
Cp =
p− p∞
1
2
ρU2∞
(4.16)
Here, ρ = 1.225 kg/m3, U∞ = 30 m/s and p∞ = 101325 Pa.
4.5 Results
4.5.1 Aerodynamic Drag
Due to the unsteady nature of the flow within the wheelhouse instantaneous drag
coefficients were averaged over a period of time where quasi-steady state was observed.
Figure 4.6 shows a sample of instantaneous drag coefficients calculated per time step.
The dashed line denotes the time-averaged drag coefficient over a period of 2 seconds.
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Figure 4.6. Sample of single-wheel drag coefficient data
Figures 4.7(a) and 4.7(b) show the time-averaged drag coefficient using a conven-
tional wheel deflector for a single wheel and for the whole simplified body (including
the wheels), respectively. The dashed line indicates the results from the baseline
model. The corresponding values are given in Tab. 4.1 and Tab. 4.2.
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Figure 4.7. Time-averaged drag coefficient for conventional wheel deflector
(a) Single wheel (b) Fabijanic body with wheels
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Table 4.1.
Time-averaged drag coefficients for a single wheel with a conventional
wheel deflector
δ
1 2 3 4
γ
0 0.0370(-1.6%) 0.0340(-9.6%) 0.0321(-14.7%) 0.0327(-13.1%)
5 0.0379(+0.8%) 0.0333(-11.5%) 0.0313(-16.8%) 0.0313(-16.9%)
10 0.0384(+2.2%) 0.0327(-13.1%) 0.0302(-19.7%) 0.0289(-23.2%)
15 0.0388(+3.3%) 0.0319(-15.1%) 0.0293(-22.2%) 0.0284(-24.3%)
Table 4.2.
Time-averaged drag coefficients for Fabijanic body and wheels with a con-
ventional wheel deflector
δ
1 2 3 4
γ
0 0.6620(+3.1%) 0.6358(-0.9%) 0.6572(+2.4%) 0.6618(+3.1%)
5 0.6805(+6.0%) 0.6510(+1.4%) 0.6636(+3.4%) 0.6633(+3.3%)
10 0.6842(+6.6%) 0.6656(+3.7%) 0.6631(+3.3%) 0.6636(+3.4%)
15 0.6866(+7.0%) 0.6642(+3.5%) 0.6623(+3.2%) 0.6627(+3.3%)
From Fig. 4.7(a) it is generally observed that increasing the distance of the wheel
deflector upstream of the wheelhouse causes an almost linear reduction in wheel drag.
Additionally, all of the wheel deflector configurations investigated lead to a reduction
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in the wheel drag. An exception to this observation is when the wheel deflector height
corresponds to δ = 1; the wheel drag increases as the distance from the wheelhouse
increases when the height of the wheel deflector is sufficiently small.
stagnation region
low pressure
(a)
large wheel 
deector 
close to 
wheelhouse
no wheel 
deector
small wheel 
deector far 
from 
wheelhouse
(b) (c)
Figure 4.8. (a) Baseline model (b) Large wheel deflector at γ = 0 (c)
Small wheel deflector upstream of γ = 10
Figure 4.8 shows a side view of a single wheel within a wheelhouse highlighting
the stagnation region that forms on the front of the wheel as well as the low pressure
region on the front lower side of the wheel. Having a large wheel deflector causes
a greater momentum change in the underbody flow which reduces the size of the
stagnation region. A small wheel deflector will only minimally deflect the underbody
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flow which then begins to expand downstream of the wheel deflector. As the wheel
deflector is moved further upstream the momentum of the flow just downstream of
the wheel deflector can cause it to miss the edge of the wheelhouse and expand to
make the stagnation region even larger than the baseline case.
It is also observed that the further away the wheel deflector is from the wheelhouse
the more sensitive the wheel is to changes in the height of the wheel deflector. This
can deduced from the fact that the mean slopes of the wheel deflector drag coefficient
for each δ tend to diverge i.e. the difference between the drag coefficients is growing
as the wheel deflector is moved further away from the wheelhouse. From the present
study, a maximum wheel drag reduction of 24% is achieved using a wheel deflector of
height δ = 4 at γ = 15.
The addition of a wheel deflector does not always guarantee a reduction in overall
drag. In fact, as seen in Fig. 4.7(b), of all the conventional wheel deflector config-
urations considered, only one leads to an overall reduction of drag and it does not
correspond to the minimum wheel drag. Therefore, the drag penalty of the conven-
tional wheel deflector on the Fabijanic body is generally greater than the drag benefit
since wheel drag accounts for only 6% of the overall drag. However, for modern pas-
senger vehicles, wheel drag makes up a much larger proportion of the overall drag
and the wheel deflector is more effective in mitigating the overall drag.
Figures 4.9(a) and 4.9(b) show the time-averaged drag coefficient for the Fabijanic
body with air-jet wheel deflectors. The corresponding values are given in Tables 4.3
and 4.4. The trends observed are not quite as straightforward as with the conventional
80
wheel deflector and do not appear to be of the same linear nature. However, one
immediate observation is that all cases investigated cause a wheel drag lower than
the baseline model.
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Figure 4.9. Time-averaged drag coefficient for air-jet wheel deflector (a)
Single wheel (b) Fabijanic body with wheels
Table 4.3.
Time-averaged drag coefficients for a single wheel with an air-jet wheel
deflector
U
4/6 5/6 6/6 7/6
γ
0 0.0340(-9.7%) 0.0322(-14.3%) 0.0329(-12.5%) 0.0336(-10.6%)
5 0.0343(-8.9%) 0.0335(-10.8%) 0.0332(-11.7%) 0.0316(-16.0%)
10 0.0339(-9.9%) 0.0345(-8.2%) 0.0321(-14.6%) 0.0305(-18.8%)
15 0.0359(-4.7%) 0.0358(-4.8%) 0.0337(-10.4%) 0.0321(-14.7%)
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Table 4.4.
Time-averaged drag coefficients for Fabijanic body and wheels with an
air-jet wheel deflector
U
4/6 5/6 6/6 7/6
γ
0 0.6320(-1.5%) 0.6268(-2.3%) 0.6242(-2.7%) 0.6245(-2.7%)
5 0.6330(-1.4%) 0.6267(-2.4%) 0.6256(-2.5%) 0.6241(-2.8%)
10 0.6360(-0.9%) 0.6556(+2.1%) 0.6558(+2.2%) 0.6533(+1.8%)
15 0.6646(+3.5%) 0.6618(+3.1%) 0.6595(+2.7%) 0.6570(+2.4%)
The wheel drag associated with U = 4/6 fluctuates the least as the position of
the air-jet wheel deflector is moved upstream. Additionally, for almost all γ, a wheel
deflector speed of U = 4/6 leads to the largest overall drag coefficient. The greatest
differences in wheel drag coefficient are observed to be for γ = 10. The lowest drag
coefficient is also seen to occur at this location with a jet speed of U = 7/6. When
the wheel deflector is moved further upstream past γ = 10 there is a notable increase
in wheel drag for all air-jet speeds. For a jet speed of U = 5/6 the single wheel drag
coefficient is seen to increase linearly as the air-jet position is moved upstream. This
trend is similar to that seen with a conventional wheel deflector of height δ = 1 and
is due to the expansion of flow downstream of the wheel deflector as shown in Fig.
4.8(c). A similar trend is observed with U = 4/6 with the exception of γ = 10 where
the wheel drag is observed to decrease slightly.
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Fluctuations in the drag coefficient using air-jet wheel deflectors are not expected
to be exactly the same as with the conventional wheel deflector because the air jets
form an aerodynamic “barrier” which is not as rigid as a solid wheel deflector. The
interaction of the air-jet stream and the underbody flow causes a disturbance to both
which could ultimately lead to less clean flow seen through the underbody conse-
quently increasing the overall drag. Figure 4.9(b) shows that for almost all of the
cases where γ ≥ 10 the overall drag coefficient surpasses the baseline drag coefficient
which suggests that for a bluff body such as the Fabijanic body the air-jet should
be quite close to the wheelhouse in order to achieve an overall drag reduction. This
trend was also observed with the conventional wheel deflector whereby the overall
drag coefficient was lower when the wheel deflector was closer to the wheelhouse.
4.5.2 Flow Structures
Determining the flow field using CFD provides a better understanding and ex-
planation of the aerodynamic forces experienced by the simplified body. The second
invariant of the velocity gradient tensor, which represents the local relationship be-
tween the shear strain rate and the vorticity magnitude, can be used to visualize
the formation of dynamic flow structures within the flow field (Jeong & Hussain,
1995). Figure 4.10 shows isosurfaces of the second invariant, Q, which correspond to
Q(D/U∞)2 = 80 for the Fabijanic body with a conventional wheel deflector at γ = 0.
There is evidence of a vortex structure, A, forming between the wheel deflector
and the underbody upstream of the wheel deflector. The size and length of structure
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Figure 4.10. Isosurfaces of Q(D/U∞)2 = 80 for a single wheel with con-
ventional wheel deflector at γ = 0, (a) δ = 1, (b) δ = 2, (c) δ = 3, (d) δ
= 4
A appears to be proportional to the height of the wheel deflector. This flow structure
changes the effective shape of the wheel deflector and is responsible for deflecting
underbody flow downwards towards the contact point of the wheel and the ground.
When the wheel deflector is moved upstream a similar structure forms on the back
of the wheel deflector.
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Two vortex structures B and C can also be seen in Fig. 4.10 forming from the
wheel and separating further as the height of the wheel deflector is increased. When δ
= 1, these two structures appear combined which was also observed with the baseline
model. These vortices wrap around the lower front side of the wheel as a result of
underbody flow yawing past the stagnation region and interacting with a low pressure
region on the lower front outboard portion of the wheel shown in Fig. 4.8. As the
height of the wheel deflector is increased and the stagnation region moves closer to
the ground, B also moves closer to the ground. Vortex structure C occurs as a result
of fluid motion from the side of the simplified body into the low pressure region
created when the underbody flow deflects off the wheel and is accelerated towards
the wheelhouse.
Another structure visible in Fig. 4.10 is D which forms on the underbody leading
up to the wheel deflector. This is due to the the underbody flow close to the wall
approaching the wheelhouse being subjected to the adverse pressure gradient caused
by the wheel deflector. The size of D increases as the height of the wheel deflector is
increased due to the larger stagnation region formed at the wheel deflector.
Figure 4.11 shows surface streamlines at four planes of interest within the wheel-
house using a conventional wheel deflector. Further insight is provided on the recir-
culation regions that develop as a result of conventional wheel deflectors. As seen
in the closeup figure, there is recirculation upstream and downstream of the wheel
deflector which changes its effective shape. The recirculation region upstream of the
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Figure 4.11. Surface streamlines for conventional wheel deflector, γ = 10,
δ = 3
wheel deflector corresponds to structure A in Fig. 4.10, and is the cause of underbody
flow diversion.
The large recirculation zone at the entrance of the wheelhouse is seen in Fig.
4.11. This region effectively constricts the deflected flow from the wheel causing it
to accelerate upwards towards the wheelhouse before meandering around the wheel.
The deflected flow results in a pocket of air which has a suction effect that leads to
the formation of vortex structure C in Fig. 4.10.
Air-jet wheel deflectors are intended to have the drag reduction capability that
conventional wheel deflectors have by creating similar flow structures. Figure 4.12
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compares the vortex structures created with a conventional wheel deflector versus an
air-jet wheel deflector at γ = 0.
(b)(a)
Figure 4.12. Isosurfaces of Q(D/U∞)2 = 80 for a single wheel with (a)
conventional wheel deflector δ = 3 at γ = 0, (b) air-jet wheel deflector U
= 6/6 at γ = 0
Both of these cases qualitatively appear to be quite similar with dynamic struc-
tures of comparable size forming within the same regions. The wheel drag produced
with the conventional wheel deflector is 2.4% lower than the air-jet wheel deflector
in this case, although the conventional wheel deflector results in an overall drag 2.3%
greater than the baseline drag, while the air-jet wheel deflector causes an overall drag
reduction of 2.8%.
Figure 4.13 shows surface streamlines within the wheelhouse when air-jet wheel
deflectors are used. The recirculation region upstream of the air jets is visibly smaller
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than for a conventional wheel deflector. Furthermore, the air-jet wheel deflector is
observed to be “flexible” unlike the conventional wheel deflector.
0
9
18
27
36
45
[m/s]
Figure 4.13. Surface streamlines for air-jet wheel deflector, γ = 10, U =
6/6
Figure 4.14 shows the effect of varying air speed on the formation of vortex struc-
tures. Isosurfaces of Q(D/U∞)2 = 80 show structures developing forward and aft
of the wheel. The size of the structures forward of the wheel are proportional to
the speed of the air jet—as the speed of the air jet is increased a larger structure
develops to deflect flow away from the wheel. However, for the four cases shown, the
lowest wheel drag is experienced when U = 5/6; the largest drag is experienced when
U = 4/6. This counter-intuitive phenomenon is due to the structures that develop
aft of the wheel. The vortex structures on the leeward side constrict the flow aft of
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the wheel and can reduce the pressure difference experienced by the wheel effectively
reducing the pressure drag.
(a) (b)
(c) (d)
Front Front
Front Front
Figure 4.14. Isosurfaces of Q(D/U∞)2 = 80 for a single wheel with air-jet
wheel deflector at γ = 0 (a) U = 4/6, (b) U = 5/6, (c) U = 6/6, (d) U =
7/6
Figure 4.15 shows the effect of varying the location of the air-jet wheel deflector.
Based on the time-averaged drag coefficient, the wheel drag appears to be more
sensitive to the location of the wheel deflector than the speed of the air jet. For a jet
speed of U = 6/6, the lowest wheel drag is observed when γ = 10. Here, fewer flow
structures develop downstream of the wheel resulting in flow that is less disturbed.
The largest drag is observed when U = 7/6 because the flow structure upstream of
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the wheel that is responsible for deflecting the underbody flow has separated from
the wheelhouse.
(a) (b)
(c) (d)
Front Front
Front Front
Figure 4.15. Isosurfaces of Q(D/U∞)2 = 80 for a single wheel with air-jet
wheel deflector with jet speed U = 6/6 at (a) γ = 0, (b) γ = 5, (b) γ =
10, (c) γ = 15
4.5.3 Pressure Field
The flow structures shown in Fig. 4.10 and 4.11 affect the surface pressure field
of the simplified body which in turn affects the pressure drag experienced. Figure
4.16 shows pressure coefficient contours calculated using Eq. 4.16 on the front of the
rotating wheel with a conventional wheel deflector at γ = 0.
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Figure 4.16. Pressure coefficient contours for a single wheel with conven-
tional wheel deflector at γ = 0, (a) δ = 1, (b) δ = 2, (c) δ = 3, (d) δ =
4
The drag experienced by the wheel is largely due to the stagnation region which
forms near the base of the front of the wheel. By moving the stagnation region closer
to the ground the longitudinal component of force on the wheel is decreased which
leads to a lower drag coefficient. It can be inferred from Fig. 4.16 that as δ is increased
there is a greater change in the momentum of the incoming flow which causes the
stagnation region to move lower on the wheel and in turn leads to a reduction in
wheel drag. The stagnation region is clearly seen to diminish in size as the height of
the wheel deflector, δ, is increased. However, as δ is increased the surface area of the
wheel deflector gets larger which causes the drag force on the wheel deflector, and
ultimately on the Fabijanic body, to increase. These competing effects could result in
a net increase in drag for the simplified body and the wheels, which would be counter
productive to the purpose of the conventional wheel deflector.
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Figure 4.17. Pressure coefficient contours for a single wheel with conven-
tional wheel deflector at γ = 0, (a) U = 4/6, (b) U = 5/6, (c) U = 6/6,
(d) U = 7/6
Figure 4.17 shows pressure coefficient contours for a single wheel with an air-jet
wheel deflector at γ = 0. As the speed of the air jet is increased the stagnation region
appears to decrease in size. However, this trend, while consistent with the pressure
coefficient contours shown in Fig. 4.16 for conventional wheel deflectors, does not
explain why the lowest single wheel drag is observed for U = 5/6 while the highest
single wheel drag is observed for U = 4/6. Upon further inspection, it was observed
that the air jet not only impacts the flow on the front of the wheel, it also affects the
way the airflow meanders around the wheel as a result of the vortex structures that
develop. Depending on where the airflow is incident in the wheelhouse, it could cause
a slightly higher pressure behind the wheel which would lead to a lower drag.
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4.6 Concluding Remarks
For the simplified body being studied the wheel drag is a very small portion of
the overall drag. For the baseline model, the drag of a single wheel was found to be
about 6% of the total drag of the simplified body whereas for a modern passenger
vehicle the drag is 25-30% of the overall drag. Therefore, it can be expected that
any improvements to the drag coefficient caused by a reduction of wheel drag will be
minimal for the Fabijanic body.
Some clear trends were observed with the wheel drag when conventional wheel
deflectors were attached to the simplified body. Generally, the wheel drag decreased
linearly as the wheel deflectors were moved upstream. However, when the wheel
deflector height was δ = 1 only a minute momentum change was observed and the
underbody flow downstream of the wheel deflector was seen to expand causing a larger
stagnation region as γ increased. The wheel drag was found to be more sensitive to
changes in wheel deflector height as the position of the wheel deflector was moved
upstream. The results presented in this work support the claim that conventional
wheel deflectors will reduce wheel drag. However, for the inlet velocity studied the
conventional wheel deflector was generally found to cause an increase in the overall
drag of the simplified vehicle model.
Air-jet wheel deflectors have the potential to reduce the wheel drag without the
additional drag penalty associated with a physical barrier. The time-averaged wheel
drag of all air-jet wheel deflector configurations considered was found to be lower
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than the baseline drag. The greatest drag reduction with an air-jet wheel deflector
was 19% (7 drag counts) achieved with a jet speed of U = 7/6 at γ = 10, although
this led to an overall drag increase of 1.8%. The lowest overall drag with an air-jet
wheel deflector was 2.8% with a jet speed of U = 7/6 at γ = 5 which caused a wheel
drag reduction of 16% (6 drag counts).
For both conventional and air-jet wheel deflectors drag reduction is achieved as a
result of vortex structures developing upstream of the wheel deflector which causes a
momentum change in the underbody flow lowering the stagnation region on the wheel.
However, the disturbance in the underbody flow could possibly lead to an increase
the overall drag since the underbody flow is not as “clean” with flow modification
devices present. Nonetheless, air-jet wheel deflectors have the potential to cause a
significant reduction in the overall aerodynamic drag if placed sufficiently close to the
wheelhouse.
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5. Using Air-jet Wheel Deflectors for Drag Reduction of the DrivAer
Reference Model
Simplified vehicle models are useful for conducting certain parametric studies but do
not provide a complete representation of the flow field around modern ground passen-
ger vehicles. The DrivAer reference model was developed to bridge the gap between
simplified vehicle models—such as the Ahmed body and the Fabijanic body—and
production vehicle models by incorporating some of the common features of modern
production cars with less intricacy such that more detailed parametric studies can
be conducted and general conclusions can be drawn. The DrivAer reference model
is a modular open source vehicle model which can either be modeled as a notchback,
fastback or estateback. In this chapter, air-jet wheel deflectors are simulated on the
DrivAer model to assess the drag reduction potential of using active flow control.
The first portion of this chapter compares the performance and computation time
of IDDES and WMLES in simulating the flow field around the DrivAer model. The
vehicle model was then fitted with air-jet wheel deflectors in order to assess the drag
reduction capabilities of this flow modification device. Three different tunnel speeds
are investigated in order to determine the influence of driving speed on the impact of
air jets.
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5.1 DrivAer Model and Solution Domain
A full-scale DrivAer model was simulated—the overall dimensions of the model are
shown in Fig. 5.1. The DrivAer model configuration chosen had a smooth underbody,
closed engine bay, closed wheels, no side mirrors and a notchback.
W=1753 L=4613
H=1418
Figure 5.1. Notchback DrivAer reference model with simplified under-
body, closed wheels and no mirrors, dimensions in mm
The solution domain had a cross-sectional width and height of 18H and 12W, with
a total length of 18L. The DrivAer model was positioned a distance of 5L from the
inlet of the domain and a distance of 12L from the pressure outlet.
5.2 Governing Equations
The incompressible Navier-Stokes equations were solved for the low speed subsonic
flow.
Conservation of mass
∇ · ~V = 0 (5.1)
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Figure 5.2. Solution domain and boundary conditions, dimensions in mm
Conservation of momentum
ρ
(
∂~V
∂t
+ ~V · ∇~V
)
= −∇p+ µ∇2~V (5.2)
In these equations, ρ is the density, t is time, ~V is the velocity vector, µ is the dynamic
viscosity, and p is the pressure.
5.2.1 Reynolds Averaged Navier-Stokes
The numerical study begins with a steady-state analysis using an averaging process
which involves splitting the flow into an averaged portion and a fluctuating portion.
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This averaging process leads to Eq. 5.3 and Eq. 5.4, the modified conservation of
mass and the RANS equation, respectively.
∂ui
∂x
= 0 (5.3)
∂ui
∂t
+
∂(ui uj)
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
− ∂τij
∂xj
(5.4)
The averaging portion leads to a system of underdetermined equations which requires
closure. The Boussinesq approximation is often used as a closure method whereby
the Reynolds stress term is represented as shown in Eq. 5.5
τij =
2
3
kδij − νt
(∂ui
∂xj
+
∂uj
∂xi
)
(5.5)
Here, k is the turbulent kinetic energy, νt is the turbulent kinematic viscosity and δij
is the Krondecker delta.
Substituting the Reynolds stress term from the Boussinesq approximation back into
the RANS equation leads to Eq. 5.6
∂ui
∂t
+
∂(ui uj)
∂xj
= −1
ρ
∂p
∂xi
+
∂
∂xj
[
(ν + νt)
∂ui
∂xj
]
(5.6)
Additional differential equations are introduced to solve for the turbulent kinetic
energy, k, and the specific rate of dissipation, ω.
∂k
∂t
+ uj
∂k
∂xj
=
∂
∂xj
[(
ν + σ∗
k
ω
) ∂k
∂xj
]
− β∗kω + τij ∂ui
∂xj
(5.7)
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∂ω
∂t
+ uj
∂ω
∂xj
=
∂
∂xj
[(
ν + σ
k
ω
) ∂ω
∂xj
]
− βω2 + σd
ω
∂k
∂xj
∂ω
∂xj
+ a
ω
k
τij
∂ui
∂xj
(5.8)
σd =

0.125
∂k
∂xj
> 0
0
∂k
∂xj
≤ 0
The quantity β is defined by the vortex-stretching function, fβ, which is a function
of the mean rotation tensor.
β = β0fβ (5.9)
The turbulent kinematic viscosity is then calculated using a damping factor, α∗, to
correct for low Reynolds numbers, as shown in Eq. 5.10
νt = α
∗ k
ω
(5.10)
The SST k-ω turbulence model introduced by Menter solves an additional transport
equation for the turbulent shear stress, Eq. 5.11 (Menter, 1994).
Dτ
Dt
=
∂τ
∂t
+ uk
∂τ
∂xk
(5.11)
Bradshaw’s assumption states that the shear stress in a boundary layer is proportional
to the turbulent kinetic energy and both are related by a constant of proportionality,
a1 as shown in Eq. 5.12
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τ = ρa1k (5.12)
In this model, the eddy-viscosity is defined as
νt =
a1k
max(a1ω;
∂u
∂y
F2)
(5.13)
Where F2 is equal to 1 for boundary-layer flows and 0 for free shear flows.
The empirical constants are a = 0.52, a1 = 0.31, β
∗ = 0.09, β0 = 0.0708, σ = 0.5 and
σ∗ = 0.6
The production of turbulent kinetic energy can be much greater than its dissipa-
tion in an adverse pressure gradient and this definition of eddy-viscosity ensures that
Eq. 5.12 is satisfied; for the rest of the flow Eq. 5.10 is used to calculate the eddy-
viscosity. The SST k-ω turbulence model has been shown to work well for simulating
flow separation where there is an adverse pressure gradient.
The use of RANS sacrifices a portion of the true physics of the flow through the
averaging process. This is beneficial because it allows the mesh resolution to be coarser
since the flow is not being resolved. Additionally, RANS is capable of determining
the drag coefficient fairly accurately, however, for a more realistic representation of
the flow field, flow-resolving eddy-viscosity models, such as LES and DES, should
be implemented. Both methods have much more stringent spatial and temporal
discretization requirements and therefore require more computational resources.
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Ashton and Revell compared the use of RANS and DES in simulating the flow
around the DrivAer reference model and validated their results using forces and pres-
sure coefficients determined experimentally (Ashton & Revell, 2015). The authors
found that DES produced more accurate results than various turbulence models as-
sessed including the one equation Spalart-Allmaras (SA) model and the more com-
monly used realizable k- and SST k-ω models. Cho et al. compared the performance
of the SST k-ω model and Improved Delayed Detached Eddy Simulation (IDDES)
on determining the flow field around the DrivAer model (Cho, Park, Yee, & Kim,
2018). The authors found that a transient analysis using IDDES produced a drag
coefficient more consistent with experimental results. Aljure et al. compared the
results obtained using classic LES and WMLES on numerical simulations of a Dri-
vAer fastback model (Aljure, Calafell, Baez, & Oliva, 2018). The authors found that
a 70% reduction in computation time could be achieved using WMLES instead of
classic LES. Based on these findings, the accuracy and computation time of IDDES
and WMLES were compared to experimental results.
5.2.2 Improved Delayed Detached Eddy Simulation
Direct numerical simulation (DNS) is a computational method designed to mimic
real flows with an extremely high level of accuracy. It requires a mesh fine enough
and a time step small enough to resolve eddies of all length and time scales. For most
practical purposes DNS is too computationally expensive and requires resources that
are not presently available. LES presents benefits in representing the flow field around
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detailed geometry such as the DrivAer reference model with sufficient accuracy while
using far less computational resources than DNS.
DES uses a blending function to switch between RANS in the boundary layer
and LES in the free stream. Originally introduced by Spalart et al. in 1997, DES
used the SA turbulence model near the wall and required that the first cell height
was approximately the height of the boundary layer (P. Spalart et al., 1997). This
requirement presented problems during mesh refinement where a change in near-wall
mesh resolution would cause the turbulence model to switch from RANS to LES
prematurely and attempt to resolve parts of the flow that did not have sufficiently
fine mesh. Delayed detached eddy simulation (DDES) was developed to mitigate this
problem by using formulation which would delay the transition from RANS to LES if
the flow was found to be sufficiently close to the wall and would also cause a sudden
transition to LES if massively separated flow is detected (P. R. Spalart et al., 2006).
Improved delayed detached simulation (IDDES) is a hybrid RANS/LES formula-
tion which comprises two branches, namely, DDES and wall modeling in LES (WM-
LES). It is designed to resolve log layer mismatch between the modeled flow and the
resolved flow within the boundary layer and includes empirical improvements imple-
mented to ensure the smooth coupling of both branches to accurately represent a
variety of flows (Shur et al., 2008). In both cases, the velocity is decomposed into a
resolved portion and a modeled portion through a filtering process based on the local
grid spacing and wall distance. This results in the modified conservation of mass and
momentum equations shown in Eq. 5.14 and Eq. 5.15, respectively.
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∂ui
∂xi
= 0 (5.14)
∂ui
∂t
+
∂(ui uj)
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
− ∂τij
∂xj
(5.15)
Delayed Detached Eddy Simulation (DDES)
In IDDES formulation, DDES is designed to work with flows which have undis-
turbed inflow conditions and for meshes that are sufficiently course such that domi-
nant eddies are not resolved (Shur et al., 2008).
lDDES = lRANS − fdmax{0, (lRANS − lLES)} (5.16)
Here, fd is the delaying function given in Eq. 5.17
fd = 1− tanh[(8rd)3] (5.17)
The quantity rd is an indication of wall proximity—it is equal to 1 within the log
layer and 0 in a free shear flow (P. R. Spalart et al., 2006).
rd =
ν + νt
κ2d2w ·max{[Σi,j(∂ui/∂xj)2]1/2, 10−10}
(5.18)
The length scales defined by Eq. 5.16 is substituted in place of the characteristic
length in the RANS turbulence model implemented. For the SST k-ω turbulence
model the characteristic length is given by Eq. 5.19 while the length scale for LES is
given by 5.20.
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lRANS =
√
k
Cµω
(5.19)
lLES = CDESΨ∆ (5.20)
In this equation, CDES is an empirical constant and Ψ is a correction factor for low-
Reynolds flow (P. R. Spalart et al., 2006).
Wall Modeling in Large Eddy Simulation (WMLES)
The WMLES branch of IDDES is designed to be active when the inflow conditions
are turbulent and when the mesh is fine enough to resolve dominant eddies within
the boundary layer (Shur et al., 2008).
lWMLES = fB(1 + fe)lRANS + (1− fB)lLES (5.21)
In this equation, fB is an empirical function used to rapidly blend RANS and LES
formulation based on the wall distance, dw and the largest local grid dimension,
hmax ≡ max(hx, hy, hz).
fB = min{2exp(−9α2), 1.0} (5.22)
Where α = 0.25− dw/hmax
The other empirical function in Eq. 5.21, fe, is instrumental in mitigating the
log-layer mismatch between RANS and LES close to their interface.
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Blending DDES and WMLES
The two IDDES branches—DDES and WMLES—are blended using a function
defined by Eq. 5.23 which is used to calculate the IDDES length-scale shown in Eq.
5.24
f˜d = max{(1− fdt), fB} (5.23)
Where fdt is a delaying function similar to Eq. 5.17 calculated using the turbulent
analog of rd given in Eq. 5.18.
lIDDES = f˜d(1 + fe)lRANS + (1− f˜d)lLES (5.24)
In this study, the performances of IDDES and pure WMLES are analyzed by
comparing the time-averaged drag coefficient obtained by each method to wind tunnel
experimental data from multiple authors.
5.2.3 Spatial Discretization and Temporal Discretization
Fluent meshing was used to create three different meshes for the baseline model
(with no flow modification devices) which were assessed for a mesh independence
study. In all cases, the cells in the free-stream were fairly coarse, ranging from 300-
500 mm and bodies of influence were used to concentrate cells near the DrivAer walls
and even more-so within the wheelhouse region. Advanced cell sizing features were
used to ensure that curvature was captured for the wheels and the DrivAer walls in
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order to accurately represent the geometry. For flow-resolving methods such as LES,
there are stringent grid requirements for the streamwise, wall-normal, and spanwise
cell dimensions near the walls. Best practices recommend that ∆x+ ≈ 100, ∆y+ ≈ 1,
and ∆z+ ≈ 30 (Davidson, 2009). Mesh sizing was chosen to ensure adherence to
these recommendations. Table 5.1 summarizes some of the mesh sizing details.
Figure 5.3. Surface mesh of notchback DrivAer Model and mid-plane
mesh with close-up of inflation layer
Figure 5.3 shows the surface mesh for the coarse mesh along with a part of the
mesh at the midplane of the solution domain with a closeup of the inflation layer.
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Table 5.1.
DrivAer cell sizing details
Coarse Medium Fine
BOI-DrivAer (mm) 40 35 32
BOI-Wheels (mm) 20 20 15
Minimum Cell Size (mm) 2.00 1.75 1.50
First Cell Height (mm) 0.020 0.017 0.016
Number of Layers 20 25 25
Number of Cells (Million) 34 50 60
Time Step Size (s)(x105) 5 4 3.5
Prismatic cells extruded from the walls of the DrivAer body and the wheels were
used to control the near-wall mesh density in order to resolve the boundary layer
and accurately determine the aerodynamic coefficients. Figure 5.4 shows contours of
the wall y+ distribution for the DrivAer body, front wheels and rear wheels. The
mean wall y+ values were 0.39, 0.60, and 0.82 for inlet speeds of 15, 25 and 35 m/s,
respectively, ensuring sufficient boundary layer resolution. Larger y+ values were
observed at the stagnation regions of the wheels, as well as other regions of flow
impact, such as the A-pillar, but generally do not exceed 1 for 15 m/s and 25 m/s.
For an inlet speed of 35 m/s the y+ value is as high as 2.5 in the stagnation region of
the front wheels, although the mean y+ for the front wheels alone in this case is 0.9.
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Figure 5.4. Wall y+ contours for the coarse poly-hexcore mesh (a) U∞ =
15 m/s, (b) U∞ = 25 m/s, (c) U∞ = 35 m/s
Time step size plays a key role in scheme stability particularly when working
with explicit solvers. Additionally, the time step has to be small enough to accu-
rately resolve turbulent eddies which is important when working with LES and DES.
The Courant-Friedrichs-Lewy (CFL) number is a quantity used to determine stabil-
ity particularly with explicit temporal schemes. A larger time step will require less
computational resources to simulate a specified physical time but may not sufficiently
resolve time scales. Ekman et al. conducted studies on the accuracy of scale-resolving
simulations with various time step sizes on the DrivAer reference model. The authors
found that significant savings in computation time could be achieved with sufficiently
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accurate results up to a CFL of 20 but as the time step size increased larger dis-
crepancies were seen at the A-pillar, side window, C-pillar and the wheels (Ekman,
Larsson, Virdung, & Karlsson, 2019). Accurately representing the flow, particularly
in the wheelhouse region, was deemed important in this study and a time step was
chosen such that a CFL less than one would be achieved for most of the solution
domain based on Eq. 5.25.
CFL =
U∞∆t
∆x
(5.25)
5.3 Numerical Solver and Boundary Conditions
Fluent 19 was used to conduct all CFD simulations of the DrivAer model. All
transient simulations were initiated from a converged steady-state solution using the
SST k-ω turbulence model. Wieser determined that IDDES produced more accurate
results than RANS therefore IDDES was implemented for transient simulations and
the results and computation time were compared to those produced using WMLES
(Wieser et al., 2015). Second order formulation was used for discretization of pressure,
turbulence kinetic energy and specific dissipation rate. Second order implicit tran-
sient formulation was applied with warped-face gradient correction. Bounded central
difference was applied for the momentum formulation as is recommended for LES
and DES due to its low numerical dissipation. The pressure-velocity coupling applied
for all cases was the Semi-Implicit Method for Pressure Linked Equations-Consistent
(SIMPLEC).
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The initial velocity was chosen for model validation using wind tunnel experiments
conducted by Heft et al. on the baseline DrivAer model (Heft et al., 2012). A
velocity inlet of 15 m/s was applied corresponding to a Reynolds number of 4.66x106
calculated using Eq. 5.26 with the vehicle length as the reference length and standard
air properties (ρ = 1.255 kg/m3 and µ = 1.81x10−5 Pa-s). Heft et al. found that the
model achieved Reynolds independence at approximately Re = 4.2x106 for lift and
drag coefficient while Strangfeld observed independence at a lower Reynolds number
of Re = 2.8x106. Therefore, as the freestream speed is increased the lift and drag
coefficient are not expected to vary significantly. Additional tunnel inlet velocities of
25 m/s (56 mph) and 35 m/s (78 mph), corresponding to Re = 7.6x106 and Re =
1.1x107, respectively, were also considered to assess the impact of the flow modification
devices at higher speeds. Furthermore, the other tunnel inlet velocities considered
are more representative of highway speeds where aerodynamic drag is the dominant
resistance to ground vehicle motion.
Re =
ρU∞L
µ
(5.26)
A moving ground plane was simulated to have the same translational velocity as
the inlet velocity. Twelve car lengths downstream of the DrivAer body a pressure
outlet with 0 Pa gauge pressure was specified. A symmetry boundary condition which
specifies zero flux of all quantities was applied for all other boundaries of the fluid
enclosure.
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A rotating wall boundary condition was applied to the wheels such that the tan-
gential component at the contact between the wheel and the ground would be equal
to the inlet speed.
ωwheels =
U∞
Rw
(5.27)
In this equation, Rw = 318 mm—the wheel radius. This resulted in rotational speeds
of 47, 79 and 110 rad/s for the inlet speeds of 15, 25 and 35 m/s, respectively.
The tangent velocity approach has been found to produce results that are in agree-
ment with the experimental results, without the need for time-dependent remeshing,
which leads to a major saving in computation time (Soares & de Souza, 2015).
The lift and drag coefficients were calculated using Eq. 5.28 and 5.29, respectively.
The longitudinal force components were integrated over the surfaces of the front and
rear wheels as well as the DrivAer body.
CD =
FX
1
2
ρU2∞AF
(5.28)
CL =
FZ
1
2
ρU2∞AF
(5.29)
Where ρ = 1.225 kg/m3 and AF = 2.105 m
2—the frontal area of the DrivAer model
with wheels and no mirrors.
Pressure coefficients were also calculated to provide further insight on the source
of pressure drag from the wheels and the DrivAer body. The pressure coefficient was
calculate using Eq. 5.30.
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Cp =
p− p∞
1
2
ρU2∞
(5.30)
In this equation, ρ = 1.225 kg/m3 and p∞ = 101325 Pa.
5.4 Flow modification devices
Sebben conducted numerical and experimental work of several conventional wheel
deflector designs on a simplified vehicle body with a detailed underbody and observed
a drag reduction with almost all designs considered—some designs being significantly
more effective than others (Sebben, 2004). The wheel deflector design that led to the
largest drag reduction inspired the shape of the air-jet wheel deflector considered in
the present DrivAer model study. The 10mm wide air-jet strip is aimed perpendicular
to the ground and curved to conform to the front of the wheelhouse as shown in Fig.
5.5.
The speed of air-injection was varied incrementally and the impact on wheel drag
and overall drag of the vehicle model was assessed. The speed was non-dimensionalized
using the free stream air-speed, as shown in Eq. 5.31, and varied in increments of U
= 1/3.
U =
Ujet
U∞
1/3 ≤ U ≤ 6/3 (5.31)
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Figure 5.5. (a) DrivAer notchback model with perpendicular air-jet wheel
deflector (b) bottom view
5.5 Results
5.5.1 Baseline Model Analysis
Aerodynamic Coefficients
The original published experimental work on the DrivAer model was conducted by
Heft et al. who studied numerous configurations of the reference car with and without
a moving belt ground system (Heft et al., 2012). The authors presented the time-
averaged drag coefficient obtained for each configuration along with time-averaged
pressure coefficient data at the mid-plane of the reference car.
Additional detailed experimental results were provided by James et al. who manu-
factured three full-scale models of the DrivAer body and tested them in three different
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wind tunnel facilities (James et al., 2018). However, the results presented by James
et al. were obtained using static ground—not a moving belt system. Therefore, the
aerodynamic drag of the three meshes studied were compared to experimental results
obtained by Heft et al. for a notchback DrivAer model with wheels, a simplified
underbody and no side mirrors.
Table 5.2 compares the overall drag coefficient obtained using CFD after the
initial steady analysis and the time-averaged drag of the transient analysis with the
experimental results.
The drag coefficient obtained using steady SST k-ω deviated the greatest from
the experimental results presented by Heft. Soares and De Souza assessed the perfor-
mance of various RANS models in determining the aerodynamic forces experienced
by the fastback DrivAer model at two different speeds: 16 m/s and 40 m/s (Soares &
de Souza, 2015). Among the RANS models assessed, SST k-ω was one of the weaker
performers with a drag coefficient deviating 19% from experimental values. However,
these authors found that the realizable k- model performed much better than SST
k-ω at both speeds (<2%).
Flow-resolving methods in the present study produced results that were more
consistent with the experiment, with WMLES performing better than IDDES. The
results presented here are on the same order of accuracy as those presented by Collin
et al. who conducted wind tunnel experiments as well as CFD using DDES (Collin,
Mack, Indinger, & Mueller, 2016). Although the physical model used by Collin et
al. included mirrors, while the present investigation has no side mirrors, their results
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were also based on a notchback DrivAer model with a simplified underbody, rotating
wheels and a moving ground system. Additionally, these authors conducted CFD
simulations with, and without, the top strut used to keep the vehicle model in position
in the wind tunnel. With the strut modeled, the average drag coefficient was 3.7%
different from Heft’s wind tunnel experiments; without the strut, the drag coefficient
was much more accurate (<1%).
Figure 5.6 shows the time-averaged lift coefficient obtained from CFD as well as
averaged results from various wind tunnel experiments. The corresponding values are
shown in Tab. 5.3.
-0.15
-0.10
-0.05
0.00
0.05
0.10
SST k-ω
Coarse Medium Fine
IDDES WMLES
Strangfeld et al. (2013)
Wieser et al. (2014)
James et al. (2018)
Collin et al. (2016)
Figure 5.6. Lift coefficients for coarse, medium, and fine meshes for steady
SST k-ω, IDDES and WMLES compared to experimental results
The lift coefficient has proven to be a more challenging task to validate. Heft et al.
conducted the first detailed experiments on the DrivAer reference model and focused
on the drag and pressure coefficient but neglected to present any results on lift coef-
ficient. Other authors who have presented data on the lift coefficient of the DrivAer
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model used a static ground with stationary wheels (Wieser et al., 2014; Strangfeld
et al., 2013). However, Heft et al. showed and stated that the drag coefficient ob-
tained for the notchback and fastback DrivAer models were significantly affected by
the operation of the moving ground belt system (Heft et al., 2012). Additionally,
in the case of a smooth underbody, it is likely that the overall lift coefficient would
be negative due to the accelerated underbody flow causing a low pressure under the
vehicle model. Collin et al. conducted both numerical and experimental studies on
the DrivAer model with the various backs installed. These authors used experimental
results from two different wind tunnel facilities with rotating wheels and a moving
ground to validate the CFD results. Although the drag coefficient determined by
these authors was greater than the results presented by other authors who did ex-
perimental studies, the lift coefficient obtained from one of the wind tunnel facilities
agrees well with the present investigation (Collin et al., 2016).
Numerical studies of ground vehicles are often performed in an open road setting
to simulate more realistic vehicle operation. These studies are often validated with
wind tunnel results. However, while there is good agreement with the drag coefficient
between wind tunnel experiments and numerical simulations, there are still disparities
for the lift coefficient, despite correction factors which account for blockage, ground
effects and wall effects (Ljungskog et al., 2020).
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Table 5.3.
Lift coefficients from CFD compared to experimental data for baseline
model
Viscous Model/Experiment Coarse Medium Fine Experiment
Exp. (Strangfeld et al., 2013) 0.057
Exp. (Wieser et al., 2014) -0.107
Exp. (Collin et al., 2016) -0.028
Exp. (James et al., 2018) 0.031
SST k-ω - Steady -0.088 -0.127 -0.096
IDDES - Transient -0.0232 -0.0518 -0.0369
WMLES - Transient -0.0232 -0.0549 -0.0575
Surface Pressure
The average pressure coefficient was compared to experimental data obtained
using pressure probes on the surface of the DrivAer reference model along the midline
of the upperbody and the underbody.
Heft et al. (Heft et al., 2012) observed very minute differences in the pressure
coefficients of the upperbody when a smooth or a detailed underbody is used. There-
fore, it is appropriate to compare the upperbody pressure coefficients obtained using
CFD with the simplified underbody to experimental work conducted with a detailed
underbody. Figure 5.7 (a) shows the upperbody pressure coefficient compared to ex-
perimental data from Heft et al. as well as results from three different wind tunnel
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tests presented by James et al. (James et al., 2018) for the DrivAer notchback model
with the coarse mesh.
Generally, there is good agreement between the pressure coefficients obtained nu-
merically with the coarse mesh and the experimental results used for comparison.
As seen in Fig. 5.7(a), there are a few regions of discrepancy, some of which can
be attributed to the number of pressure probes used during the wind tunnel tests
leading to a low resolution. Pressure coefficients obtained numerically seem to fall
much lower than the experimental results in region A. As expected, there are some
large surface pressure gradients near the front of the vehicle which are not adequately
captured experimentally due to the use of few pressure probes. Wind tunnel experi-
ments conducted at PVT are shown to capture a lower pressure in region A which is
consistent with the numerical results presented. Similarly, an inadequate number of
pressure probes near the top of the windshield leads to pressure gradients in region
B not being captured entirely in experimental studies. In this region the numerical
results also appear to agree more with the experiments conducted at PVT. In region
C, the experimental results from PVT deviate the furthest from numerical results and
from the results of other wind tunnel experiments. This was noted as a potentially
erroneous region at the attachment points of the main body and the interchangeable
rear-end (James et al., 2018). The numerical results appear to deviate slightly from
all of the experimental results in region D which is the rear windshield of the reference
model. This is a region largely influenced by vortex shedding from the roof and the
unsteady nature of the flow could have led to the discrepancies observed.
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Figure 5.7. Pressure coefficient along the symmetry plane on the DrivAer
model (a) upperbody (b) underbody
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Other authors who have used numerical methods have observed inconsitencies
in the same regions. Ru¨ttgers et al. used LES to visualize turbulent flow over the
DrivAer fastback model. Althought the vehicle geometry is slightly different for
the fastback, regions A, B, and C from Fig. 5.7(a) appear to be common regions
of deviation on the parts of the upperbody that are similar between the fastback
and notchback (Ru¨ttgers, Park, & You, 2019). Aljure et al., who also used LES
to study the turbulent flowfield of the DrivAer fastback model, observed differences
in the same regions (Aljure et al., 2018). Similar findings have also been presented
by Guilmineau who used CFD to analyze the impact of moving ground in DrivAer
simulation (Guilmineau, 2014). Additionally, all of these authors better resolved
regions E and F and presented similar findings to the present investigation for the
simplified underbody.
The wind tunnel experiments conducted by James et al. used a detailed underbody
which is not suitable for comparison with the numerical study. However, Heft et al.
presented results for a smooth underbody with a moving ground belt system, the
results of which are shown in Fig 5.7(b) compared to CFD results. There are some
large discrepancies seen in regions E and F due to the low resolution of the wind tunnel
results. The rest of the underbody flow appears to agree well with the experiments.
Region G shows a series of points from the numerical study which appear to capture
a minor pressure drop likely due to the interaction of the underbody flow and the rear
wheel vortices. This was not observed with the experimental results because only a
single pressure probe was used in that region.
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The surface pressure of the baseline model was also analyzed to visualize the main
sources of pressure drag. Figure 5.8 shows surface pressure coefficient contours for
the DrivAer reference model, the front wheels and the rear wheels.
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Figure 5.8. Surface pressure coefficient contours for the baseline DrivAer
model (a) Isometric view (b) Front view, front wheels (c) Front view, rear
wheels
As seen in Fig. 5.8, the DrivAer body has a large stagnation region in the vicin-
ity of the grill. This is the greatest cause of the pressure drag experienced by the
vehicle model. Efforts to mitigate this drag include rounding the front of the car to
promote more streamlined fluid motion over the hood, but due to the engine, and
other underhood components, there are limitations to the drag reduction that can
be achieved on the front end. Figure 5.8(b) shows pressure contours on the front of
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the front wheels. The irregular shape of the high pressure region is caused by the ac-
celeration of underbody flow as it approaches the wheelhouse opening. Figure 5.8(c)
shows pressure contours on the front of the rear wheels. There is evidence of a high
pressure region on the rear wheels although the pressure observed is much lower than
the front wheel pressure.
Flow Structures
The flow field surrounding a vehicle over a moving ground plane with rotating
wheels is defined by a combination of vortex structures which are revealed by analyz-
ing the velocity gradient tensor. The second invariant of the velocity gradient tensor,
Q, represents the local relationship between the shear strain rate and the magnitude
of vorticity (Jeong & Hussain, 1995). Figure 5.9 shows instantaneous isosurfaces of
the second invariant of the velocity gradient tensor corresponding to Q(D/U∞)2 = 10
for the baseline model.
Figure 5.10 provides a close up view of some of the more prevalent vortex structures
observed in the wheelhouse region of the front and rear wheels. Figure 5.10(a) provides
evidence of the three types of vortices postulated by Cogotti (Cogotti, 1983). At the
top of the wheel exists a structure which corresponds to the counter-rotating vortices
described in Fig. 2.5. However, since the inside of the wheel is contained in the
wheelhouse this structure would not exist in a pair. There is also evidence of the
structure caused by the rotation of the wheel emanating from the side of the wheel.
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Figure 5.9. Isosurfaces of the second invariant velocity gradient tensor,
Q(D/U∞)2 = 10
Finally, at the bottom of the front wheel, jetting vortices are observed due to the
interaction of the wheel and the moving ground.
Figure 5.10(b) shows some similar trends for the rear wheel. However, the struc-
tures observed for the rear wheel are smaller and appear to be weaker than the front
wheel vortices.
Figure 5.11 shows velocity vectors tangent to a plane perpendicular to the stream-
wise direction. The vectors provide additional evidence of the vortices described by
Cogotti.
Figure 5.12 shows surface streamlines at the midplane of the DrivAer reference
model. Higher speeds are observed over the hood and roof due to a constriction
of flow between the free stream and the walls of the vehicle body. A wake region
124
(a) (b)
Figure 5.10. Isosurfaces of the second invariant velocity gradient tensor,
Q(D/U∞)2 = 10 (a) Front wheel (b) Rear wheel
comprising two counter-rotating vortices exists aft of the base. High-speed underbody
flow interacts with upperbody flow in the wake region and forms a free stagnation
point whose position varies with time.
Spectral Analysis
Studies by Duell and George found that the characteristic frequency of vortex
shedding near the base of a bluff body corresponded to a Strouhal number of 1.157
using Eq. 5.32 with the tunnel speed as the reference velocity and the base height
as the reference length (Duell & George, 1999). Additionally, the authors found a
dominant frequency of the free stagnation point downstream of the base to be St
= 0.07. Other experimental studies conducted on the Ahmed body found dominant
frequencies of the free stagnation point which agreed with these findings (Khalighi et
al., 2001). Experimental work has also shown that vortex shedding from a bluff body
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Figure 5.11. Tangential velocity vectors at the midplane of the front left
wheel
has a dominant frequency of approximately 0.2 (Ho & Huerre, 1984). This has been
supported by numerical time-based simulations of the Ahmed body from which the
same shedding frequency has been observed (Bruneau, Creuse´, Depeyras, Gillie´ron,
& Mortazavi, 2010).
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Figure 5.12. Surface streamlines at the midplane of the DrivAer model
St =
fLref
Vref
(5.32)
In the present study, numerical probes were placed at the rear windshield and
the base of the DrivAer model as shown in Fig. 5.13 in similar locations as the
experimental study by Wieser (Wieser et al., 2014). An additional probe was placed
at the observed location of the free stagnation point. A fast fourier transform (FFT)
was used to analyze the pressure signals at the numerical probes in order to determine
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dominant frequencies present. The Strouhal number was calculated using Eq. 5.32
with Lref = 720 mm and Vref = 15 m/s.
Lref = 720 mm
pressure probe location
Figure 5.13. Numerical pressure probes on the DrivAer model
Several authors have described the frequency spectra associated with the DrivAer
model both experimentally and numerically. Frequency data from exeriments con-
ducted by Wieser showed that the base edges had a characteristic shedding frequency
of 0.18 ≤ St ≤ 0.22 with an additional notable frequency peak at St = 4.63 for the rear
windshield (Wieser et al., 2014). The additional peak was thought to correspond to
shedding of vortices from the roof of the DrivAer model. Numerical work conducted
by Aljure et al. studied several regions of the model and found that an energetic peak
was observed at a frequency of St = 0.2 for a numerical probe at the base of the car
(Aljure et al., 2018). A numerical probe was also placed at the center of the rear
windshield and the largest frequency peak was seen to occur at St ≈ 1.15.
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Figure 5.14 shows some typical frequency spectrum plots obtained from the nu-
merical probes on the DrivAer reference model. Figure 5.14(a) shows the power
spectral density (PSD) of frequencies for a single point on the left edge of the base
of the vehicle model. Figure 5.14(b) shows the PSD observed when the pressure co-
efficients along the left edge of the base are averaged. Figure 5.14(c) shows the PSD
of frequencies observed when the pressure coefficients along the midplane of the rear
windshield are averaged. Figure 5.14(d) shows the PSD for the free stagnation point
downstream of the vehicle model.
In Figs. 5.14(a)-(d) a peak is observed at St = 0.2 which is consistent with the
characteristic vortex shedding frequency of a bluff body such as the Ahmed body, as
well as the DrivAer model. Additional peaks are observed at the base edges at St =
0.4, St = 0.6 and St = 1.15, as shown in Fig. 5.14(a) and Fig. 5.14(b), which supports
the findings by Aljure (Aljure et al., 2018). Figure 5.14(c) shows an additional peak
at the rear windshield at St = 0.3 but there is no evidence of a signal spike at or
near St = 4.63. The free stagnation point pressure signal also shows a significant
frequency at St = 0.43 as seen in Fig. 5.14(d). The characteristic frequency of St =
0.07 observed by Duell and George was found to be lower for the DrivAer model at
St = 0.05 as seen in Fig. 5.14.
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Figure 5.14. Frequency spectra observed with numerical probes on the
DrivAer reference model (a) left edge single point (b) average left edge
(c) rear windshield midplane (d) free stagnation point
5.5.2 DrivAer Model with Flow Modification Devices
From the baseline results, the coarse mesh proved to be valid and was selected to
model and analyze the air-jet wheel deflectors. The analysis was focused on the flow
structures present in the wheelhouse region as well as the drag reduction capability.
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Pressure Field and Flow Structures
The pressure coefficient on the surface of the front wheels was analyzed to get a
better understanding of the source of pressure drag. Figure 5.15(a) shows pressure
contours on the front wheel of the baseline DrivAer reference model for a free stream
velocity of 15 m/s.
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Figure 5.15. Pressure coefficient contours on the front left wheel of Dri-
vAer reference model, U∞ = 15 m/s (a) baseline, (b) air-jet with U =
1/3, (c) air-jet with U = 3/3, (d) air-jet with U = 6/3
The high pressure region observed in Fig. 5.15(a) on the outboard side of the
wheel is caused by flow yawing at the front bumper, which does not span the entire
wheel. Consequently, a large portion of the flow directly impacts the outside and
lower of the wheel which is the main source of pressure drag on the wheel. The
purpose of the flow modification devices is to reduce the area of the high pressure
region by moving it lower on the wheel. The stagnation region caused on the front of
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the wheel causes the incoming underbody flow to accelerate as it yaws past the wheel
creating the low pressure region seen on the lower outboard side of the wheel.
Figures 5.15(b)-(d) show the DrivAer model fitted with air-jet wheel deflectors
with U = 1/3, U = 3/3 and U = 6/3, respectively, for a free stream velocity of 15 m/s.
The high pressure region on the front of the wheel is seen to diminish as the air-jet
speed is increased. The air-jet stream causes a momentum change in the underbody
flow pushing it closer to the contact region between the wheel and the ground as
the speed of the air-jet is increased. Consequently, the high-speed underbody flow
impacts a smaller area of the wheel and reduces the wheel drag.
The corresponding bottom view of the DrivAer model shown in Fig. 5.16shows
that as the air-jet speed is increased, there is evidence of a high pressure region
growing upstream of the air-jet wheel deflectors. This occurs as a result of the in-
coming underbody flow colliding with the jet stream. This provides more evidence
that disrupting the underbody flow causes an increase in body drag.
Figure 5.17 shows streamlines of the flow approaching the front left wheel for the
baseline model, U = 1/3, U = 3/3, and U = 6/3. In the case of the baseline model,
a small portion of the flow is observed to diverge as it enters the wheelhouse region.
Consequently, the underbody flow is seen to impact a large portion of the wheel
with no flow modification device present. As the speed of the air-jet wheel deflector
is increased the underbody flow is diverted more towards the bottom of the wheel.
Although this causes a reduction in the size of the stagnation region, it also causes an
acceleration in the underbody flow which may lead to higher pressures being observed
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Figure 5.16. Bottom view of pressure coefficient contours of DrivAer ref-
erence model (a) baseline, (b) air-jet with U = 1/3, (c) air-jet with U =
3/3, (d) air-jet with U = 6/3
over a smaller area. This is evident in Fig. 5.15(d) with the minute contour bands
corresponding to CP = 1.75 which are not seen with lower air-jet speeds.
Figure 5.18 shows surface streamlines at a plane 50 mm above the moving ground
plane to explain the effects of the air-jet wheel deflectors on the rear wheels.
A recirculation region, A, forms in the vicinity of the rear, outboard region of the
wheel in the baseline model. This changes the effective shape of the vehicle geometry
seen by the incoming airflow. Region A causes underbody flow to yaw away from
the vehicle body. After passing region A, the moving air is drawn back towards the
underbody, denoted by an arrow labeled B in Fig. 5.18, and a portion of the flow
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Figure 5.17. Streamlines approaching the front left wheel of DrivAer ref-
erence model (a) baseline, (b) air-jet with U = 1/3, (c) air-jet with U =
3/3, (d) air-jet with U = 6/3
directly impacts the rear wheel. When air-jet wheel deflectors are introduced, the size
of the recirculation region, A, grows proportionally to the speed of the air jets. As
region A grows, the yawed flow has a greater tendency to be drawn to the underbody,
as seen in Fig. 5.18(b) and 5.18(c). Due to the incident angle of the flow on the
rear wheel, the pressure drag experienced by the rear wheel decreases. However,
when region A becomes sufficiently large, the suction effect of the underbody causes
yawed flow on both sides of car to meet near the midplane and effectively reflect back
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Figure 5.18. Surface Streamlines at z = 50 mm above ground plane (a)
baseline, (b) air-jet with U = 1/3, (c) air-jet with U = 3/3, (d) air-jet
with U = 6/3
towards the rear wheels, as shown in Fig. 5.18(d), causing the rear wheel drag to
increase.
Figure 5.19 shows isosurfaces of the second invariant of the velocity gradient tensor
for the front left wheel when air-jet wheel deflectors are added. As the speed of air
injection is increased, the vortex structures around the wheelhouse are observed to
decrease. This is most evident when comparing Fig. 5.19(a), the baseline model, to
5.19(d), air-jet wheel deflector with U = 6/3. The flow instability associated with the
vortex structures contribute to the drag force experienced by the wheelhouse.
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Figure 5.19. Isosurfaces of the second invariant velocity gradient tensor
Q(D/U∞)2 = 80 for U∞ = 15 m/s (a) baseline, (b) air-jet with U = 1/3,
(c) air-jet with U = 3/3, (d) air-jet with U = 6/3
Furthermore, it is evident in Fig. 5.20, which shows a closeup of the front left
wheel with air jets at U = 6/3, that there are vortex structures forming on either
side of the jet streams. The air-jet wheel deflector cause an aerodynamic barrier
which lead to the formation of a small recirculation region upstream of the air-jet
which is also seen clearly in Fig. 5.17(d). This circulation region is responsible for
changing the effective shape of the DrivAer model just upstream of the wheelhouse
such that the underbody flow can be deflected as intended—the jet stream behaves
like an artificial, flexible wall.
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Aerodynamic 
Barrier
Figure 5.20. Isosurfaces of the second invariant velocity gradient tensor
for U∞ = 15 m/s, Q(D/U∞)2 = 80 for U∞ = 15 m/s, air-jet with U =
6/3
Drag Coefficient
The purpose of the air-jet wheel deflector is to reduce the wheel drag and effectively
reduce the overall drag experienced by the DrivAer model. However, there is a drag
penalty associated with disrupting the underbody flow and in order to make the wheel
deflector effective the drag penalty must not exceed the drag benefit.
Figures 5.21(a)-(d) show the time-averaged drag coefficients for the DrivAer body
with no wheels, front wheels, rear wheels and the DrivAer body with all wheels,
respectively. The dashed line indicates the baseline values. The corresponding values
are shown in Tabs. 5.4, 5.5, and 5.6.
The air-jet wheel deflectors not only affect the drag coefficient of the front wheels
but also impact the drag experienced by the DrivAer body and the rear wheels. The
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Figure 5.21. Time-averaged drag coefficient (a) DrivAer body (b) front
wheels (c) rear wheels (d) overall
DrivAer body accounts for 80% of the overall drag of the baseline model. Figure
5.21(a) shows that at a speed of 15 m/s, the body drag exceeds the baseline drag
in all cases. When the inlet speed is increased to 25 m/s, a body drag reduction is
observed when U = 1/3. A linear increase in the body drag is observed thereafter,
and all other cases considered exceed the baseline body drag. However, as the inlet
velocity is increased to 35 m/s, the body drag decreases significantly at lower air-jet
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Table 5.4.
Time-averaged drag coefficients for the DrivAer reference model with air-
jet wheel deflectors for U∞ = 15 m/s
U = Ujet/U∞
1/3 2/3 3/3 4/3 5/3 6/3
DrivAer Body 0.1945 0.1939 0.1931 0.1956 0.1999 0.2032
Front Wheels 0.0294 0.0291 0.0271 0.0272 0.0243 0.2170
Rear Wheels 0.0155 0.0142 0.0144 0.0162 0.0170 0.0177
Total 0.2394 0.2372 0.2345 0.2383 0.2412 0.2426
Table 5.5.
Time-averaged drag coefficients for the DrivAer reference model with air-
jet wheel deflectors for U∞ = 25 m/s
U = Ujet/U∞
1/3 2/3 3/3 4/3 5/3 6/3
DrivAer Body 0.1812 0.1848 0.1867 0.1892 0.1929 0.1994
Front Wheels 0.0298 0.0286 0.0287 0.0280 0.0222 0.0208
Rear Wheels 0.0150 0.0150 0.0146 0.0158 0.0160 0.0144
Total 0.2260 0.2285 0.2398 0.2330 0.2311 0.2345
speeds. The lowest body drag is experienced when U = 2/3—a drag coefficient of
0.177, which is 7 drag counts (3.9%) lower than the baseline drag coefficient—1 drag
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Table 5.6.
Time-averaged drag coefficients for the DrivAer reference model with air-
jet wheel deflectors for U∞ = 35 m/s
U = Ujet/U∞
1/3 2/3 3/3 4/3 5/3 6/3
DrivAer Body 0.1806 0.1772 0.1819 0.1884 0.1943 0.1982
Front Wheels 0.0282 0.0281 0.0276 0.0272 0.0225 0.0214
Rear Wheels 0.0150 0.0142 0.0148 0.0161 0.0174 0.0169
Total 0.2237 0.2194 0.2242 0.2317 0.2342 0.2365
count ≡ ∆CD = 0.001. At high speeds the presence of air-jet wheel deflectors reduces
the drag within the wheelhouse, which is part of the DrivAer body drag.
The front wheels alone account for 13% of the overall drag of the baseline model.
As observed in Fig 5.21(b), in all cases where air-jets are present, the wheel drag
is lower than the baseline model. The air-jet acts as a barrier to underbody flow
approaching the front wheels causing it to divert away from the wheels. As the speed
of the air-jets is increased the drag coefficient decreases due to the reduction in size
of the stagnation region. For all inlet speeds, the drag coefficients observed when
varying air-jet speeds appear to follow roughly the same trend. A steep decrease in
drag coefficient is observed when the air-jet speed is increased past U = 4/3. For the
inlet speeds considered, a front wheel drag reduction of approximately 10 drag counts
(31.0%) can be achieved when the air-jet speed is U = 2/3.
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The rear wheels constitute 7% of the total drag experienced by the baseline model.
Figure 5.21(c) shows that the rear wheel drag is also impacted by the presence of air-
jet wheel deflectors. For inlet speeds of 15 m/s and 35 m/s, the rear wheel drag
is observed to reduce upto approximately 1.8 drag counts (12.0%) when U = 2/3.
Similar trends in the drag coefficient are observed for these two tunnel speeds as the
air-jet speed is increased. However, at an inlet speed of 25 m/s a dissimilar trend is
observed—the drag coefficient decreases, increases, and decreases again, resembling
a third order polynomial. A maximum rear wheel drag reduction of 1.6 drag counts
(10.6%) is observed when U = 6/3. Note, however, that this not the case that results
in the minimum overall drag, since the drag contribution of the rear wheels is relatively
small.
Figure 5.21(d) shows the overall drag experienced by the DrivAer model i.e. the
sum of the drag coefficient of the DrivAer body, the front wheels and the rear wheels.
At an inlet speed of 15 m/s, the overall drag of the DrivAer model with air jets
is observed to be greater than the baseline model, in all cases. A minimum drag
coefficient of 0.234 (1.43% greater than the baseline drag) is achieved when the speed
of the air jets is equal to the inlet speed. At higher speeds, the aerodynamic drag
dominates and the air-jet wheel deflectors have more of an impact. When the inlet
speed is increased to 25 m/s an overall drag reduction of 5 drag counts (2.28%) is
observed for U = 1/3. A linear increase corresponding to the DrivAer body drag
is seen thereafter. At 35 m/s, a minimum overall drag reduction of 12 drag counts
(5.1%) is achieved using air-jet wheel deflectors with U = 2/3. Even though this is
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not the the air-jet speed that results in the lowest front wheel drag, it does correspond
to the lowest DrivAer body drag. In fact, for all tunnel speeds assessed, the lowest
overall drag is observed when the air-jet wheel deflectors cause the greatest reduction
of the DrivAer body drag.
5.6 Concluding Remarks
Several conclusions can be drawn from the results presented. First, there is clearly
a discrepancy between results obtained using a steady analysis and a transient analysis
of the DrivAer model due to the fact that the surrounding flow field is characterized by
several time-dependent vortex structures. Therefore, in order to accurately represent
the flow field around the DrivAer model and capture the unsteadiness it is necessary
to use flow-resolving methods such as LES and DES. However, such methods require
greater computational resources than RANS.
The baseline DrivAer model simulated using WMLES with the coarse mesh took
approximately 21 hours with 360 Linux processors. IDDES cases required, on aver-
age, 58% more computation time than WMLES cases—a significant amount of time
considering the resources required for computation. IDDES results were found to
be less accurate than WMLES results when compared to experimental data for the
coarse and medium meshes. A relatively small error was observed applying IDDES
with the fine mesh, but the computational time required to achieve this result was
169% greater than with WMLES with the coarse mesh.
142
At higher speeds, the resistance to motion for ground vehicles is dominated by
aerodynamic drag; at lower speeds, rolling resistance is the dominant force. Therefore,
a reduction in aerodynamic drag at lower speeds has less of an impact on the overall
drag than at higher speeds. Thus, the air-jet wheel deflectors do not cause a drag
reduction at 15 m/s and the drag penalty associated with disrupting the underbody
flow exceeds the drag benefit. However, at higher speeds the air-jet wheel deflectors
are more effective in causing an overall drag reduction to the DrivAer reference model.
Air-jet wheel deflectors have the potential to cause an overall drag reduction of upto
5.1%, corresponding to a wheel drag reduction of 9.7%. Greater reductions in wheel
drag were observed, but those cases did not necessarily equate to the lowest overall
drag.
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6. Conclusion
The purpose of this dissertation was to show the potential benefit of using air-jet
wheel deflectors compared to conventional, solid wheel deflectors. Conventional front
wheel deflectors are used to alter the stagnation region on the front wheels caused by
impingement of underbody flow, thereby reducing the drag force experienced by the
wheels. At high speeds, the drag benefit sufficiently exceeds the drag penalty caused
by the wheel deflector itself justifying its use. However, there is potential to achieve
the same effect using air-jet wheel deflectors which do not involve an additional drag-
inducing surface.
Furthermore, it may be possible to increase the overall efficiency of the engine by
using air from the underhood cooling system as the source of the air-jet wheel deflec-
tors. At high speeds, approximately 50% of the engine output is used to overcome
aerodynamic drag. According to experimental and numerical work by Zhang (Zhang,
Uddin, Robinson, & Foster, 2018) and Larson (Larson, Woodiga, Gin, & Lietz, 2017),
respectively, cooling drag accounts for approximately 10% of the total drag for pas-
senger vehicles. Cooling air often has a negative impact on underbody flow, but if
air-jet wheel deflectors are designed to use cooling air flow the result could be a great
drag benefit.
Numerical simulations presented in this work show that at a speed of 35 m/s (78
mph) the total drag experienced by a sedan vehicle, similar in size to the DrivAer
model, can be reduced by 5.12% using air-jet wheel deflectors. Additionally, based on
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an analysis of air-jet wheel deflectors at different speeds, it is evident that the greatest
drag reduction is achieved when the jet speed is between 2
3
U∞ and U∞ —where
U∞ is the driving speed of the vehicle. This suggests that it may be possible to
achieve drag reduction without the need for an active system, thus reducing cost
and mechanical complexity by taking advantage of the ram effect of cooling airflow.
However, according to the results, a purely passive system would be detrimental to
the aerodynamic drag at lower speeds. Therefore, it would be beneficial to develop a
system that can be closed off, similar to grill shutters.
According to the US Department of Transportation Federal Highway Administra-
tion, in 2018, drivers in the US traveled an average of 13,476 miles in their personal
vehicles. Collectively, drivers in the US consumed approximately 135 billion gallons of
fuel on the highways that year. In 2018, the average price of gasoline in the US was
approximately $2.71. Therefore, if air-jet wheel deflectors were generally adopted
in the design of passenger vehicles, the result could be a saving of over $9 billion
annually.
Finally, the consideration of aesthetics is important in vehicle design. Many cus-
tomers who purchase cars consider the appearance as well as the utility. Air-jet wheel
deflectors will potentially present drag reduction opportunities without any visible
modification to the vehicle exterior. Even though conventional wheel deflectors are
a minute feature of passenger cars, there is potential to eliminate their appearance
altogether while still achieving the intended effect of underbody flow deflection.
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7. Recommendations
For greater fidelity, numerical simulations involving the engine bay flow need to be
conducted. The engine bay is an additional module which can be integrated into the
DrivAer model to provide further insight on the feasibility of using underhood flow
to deflect underbody air. Such simulations will require vast computational resources
to accurately represent the underhood flow due to the intricacies of the engine bay
model. A passive method of sourcing air for the wheel deflectors by means of a
geometry modification would be less challenging to implement than active methods
involving additional devices.
Furthermore, wind tunnel experiments using particle image velocimetry (PIV)
would lend more credibility to the results presented in this work. Such experimental
work would involve building, or printing, a scale version of the DrivAer reference
model for use in a wind tunnel equipped with a moving-ground belt system. While
other authors have presented data on lift, drag, and longitudinal pressure coefficients,
PIV would provide flow visualization of the experiment and provide an opportunity
to validate the flow structures reported.
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