We present a technique and a program for the automatic clustering of graphs. The technique is based on several heuristics, which allows for an e cient implementation on a personal computer. Our approach is capable of clustering graphs with > 3000 vertices e ciently. The demonstration shows an interactive user environment that supports both automatic and user-controlled clustering. As an application, we consider the clustering of large WWW connectivity graphs.
Introduction
Clustering is the process of grouping information to achieve a more recognizable presentation of source data. The computation of a clustering generally requires a metric on the data to determine the closeness of data points. The clustering of graphs can be based on either graph structure, or on some semantic properties of the application domain. In this paper, we do not make any assumptions about the \meaning" of vertices and edges, but focus solely on the structure. In this context, the only available metric is the graph-theoretic distance of vertices, which is de ned as the length of the shortest path joining them, if one exists. If a drawing of a graph is known, the Euclidean distance between the vertex positions can be used instead of their graph-theoretic distance.
Under these assumptions, what are criteria for good clustering? We argue that the importance of a cluster vertex, i.e. a vertex in the resulting clustering that represents a group of vertices in the original graph, should be a function of its weight, i.e. the number of vertices and edges represented by it. Also, the cluster sizes should be approximately equal. In other terms, the standard deviation of cluster sizes should be minimal. Similarly, inter-cluster edges should be of approximately equal length and weight. These criteria may con ict with each other, a global optimization strategy must be used to assign weights to these criteria and to combine them.
Related work
The problem of clustering graphs is closely related to that of partitioning graphs, for which there is a variety of literature 2]. Little appears to be known about the problem of how to e ciently cluster large graphs in an interactive environment, although the problem is closely related to the task-scheduling This research was performed while the author was employed at Universit at Karlsruhe, Institut f ur Programmstrukturen und Datenorganisation.
problem for parallel processors. The requirement there is to have partitions of approximately equal size and sparse interconnectivity, which is similar to our notion of a well-clustered graph.
The well-known Basic-ISODATA algorithm for arbitrary clustering problems in Euclidean spaces is quite fast in practice, but it requires a priori knowledge of the number of clusters to partition into. Other general strategies for cluster analysis in Euclidean spaces are discussed in 1].
The idea of visualizing WWW graphs seems to have appeared rst in 3]. However, their approach is based on semantic information.
Cluster Drawings
In order to reveal information about the graph using clusterings, we need to nd ways to communicate the clustering. An intuitive technique is to visualize these clusters using graph drawing techniques.
In addition to the well-known global aesthetics criteria that spring embedder algorithms try to satisfy, drawings of clusterings should display vertex and edge weights, and hide intracluster edges.
Idea
Our approach for clustering large graphs is based on the successive identi cation of patterns in the graph. The existence of such groups of vertices suggests a close relationship between their constituent nodes and should therefore be clustered.
Among the simplest structural elements of a graph are nodes with indegree one and outdegree 0, the so-called leaves.
Other suitable patterns include paths, triangles etc. These patterns can be identi ed automatically. The clustering process can be repeated recursively at the user's discretion to yield a hierarchical clustering of desired weight and density.
Although the basic idea is straightforward, it remains a challenge to implement e ciently. A data structure suited for the hierarchical clustering of graphs should support the following basic operations e ciently: Insertion and deletion of nodes and edges as well as recursive clustering and unclustering nodes.
The need for e cient data structures is motivated by the following scenario. Assume rst that a dense graph has to be grouped into two clusters. After forming the rst cluster, all edges from a node outside the cluster that are connected to two or more nodes within the cluster need to be drawn as a single new, heavier edge. After the clustering step is completed, there will be only a single, very heavy edge connecting both clusters. In this situation, unclustering the rst group has to reveal all edges to vertices in the second cluster, and this should be e cient.
An Application: WWW graphs
As an application domain that readily results in very large graphs, we have chosen to consider WWW graphs. The vertices are given by the URL's of WWW documents, and the edges are de ned by the links between them. For example, we automatically gathered a large real-life graph with about 3000 nodes and 3500 edges using a web robot. This example can be clustered well, revealing the graph's structure, with little interaction in under two minutes of runtime.
We are going to demonstrate this on a regular IBMcompatible personal computer. Fig. 1 shows an example of a large real-life graph with about 3000 nodes and 3500 edges (cf. Fig. 1 ). This example can be clustered well (cf. Fig. 2) , revealing the graph's structure, with little interaction in under two minutes of runtime on a Pentium personal computer (60MHz). Fig. 3 shows a zoomed part of the graph. 
