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Abstract
Abstract In multi-target tracking, targets can appear and disappear in the surveillance region,
randomly varying the number of targets and their locations throughout the tracking process. More-
over, apart from measurement noise, observations of the targets are corrupted by misdetections, and
false alarms. Therefore, prior information such as the target birth locations, amount of measurement
clutter (false alarms) produced by the sensor, and the probability of detection targets have to be taken
into account to model the multi-target system as realistic as possible. In general, such information
is not available. As a result, the tracking algorithms have to be supplied with intuitive guesses of
these values, which usually results in inferior performances. Therefore, accurate inference of these
parameters is paramount for achieving acceptable tracking performance in practice. In this paper, we
propose a plug-and-play multi-target tracking algorithm based on the recent δ-Generalized Labeled
Multi-Bernoulli δ-GLMB) filter which remove the guess work in determining the parameters of the
target birth process, the detection probability, and clutter rate online. The simulation results of a
tracking scenario with targets having linear and nonlinear motion models prove the efficacy of the
proposed algorithm.
Keywords— δ-GLMB filter; RFS, Bayes filter, adaptive birth model; unknown clutter rate; unknown detec-
tion probability; bootstrapping method.
1 Introduction
Multi-target tracking is the process of estimating the number of targets and their kinematic states in a surveillance
region of space using noisy measurements of the multi-target state. Unknown target dynamics, uncertainty
due to measurements to track associations, measurement noise, false alarms, random target birth, and death
locations, and their statistics make the multi-target tracking a difficult problem to solve in practice. In the
Bayesian paradigm, there have been three main approaches to address the multi-target tracking problem; the
Joint Probabilistic Data Association (JPDA) [1], Multi-Hypothesis Tracking (MHT) [2] and the recent Random
Finite Set (RFS) based approach [3, 4].
Unlike JPDA and MHT, the RFS based approach involves top-down systematic modeling of the multi-target
tracking problem taking individual target dynamics, measurement statistics, target birth, death, and spawning
information into account. In RFS based approach, the multi-target state and measurements are represented as
RFSs, and a probability density function of the multi-target state is propagated in time using a recursive Bayes
filter. Due to the complexity, several approximations to the full multi-target posterior have been proposed. The
Probability Hypothesis Density Filter [5] approximates the full multi-target posterior using its first-order statistical
moment, called the intensity function. The Cardinalized PHD (CPHD) filter [6] further improves the performance
and utility of the PHD filter by propagating the probability distribution of the number of targets in addition to the
intensity function. However, both PHD and CPHD filters are moment based approximations to the multi-target
posterior, and consequently, results in poor performance compared to full multi-target posterior approximations
[4] due to higher information loss. Subsequently, the multi-target Multi-Bernoulli (MeMBer) filter was proposed
in [3], which, unlike the PHD, CPHD filters, propagates the full multi-target state posterior (approximately) in
time by propagating the parameters of a multi-Bernoulli RFS. However, the MeMBer filter overestimates the
number of targets, resulting in a bias in the estimated cardinality, as shown in [7]. The Cardinality Balanced
MeMBer filter [7] has been proposed to address this issue. All these filters (PHD, CPHD, MeMBer, CBMeMBer)
propagate the kinematic states of the targets without the target identities (labels), making them less suitable for
analyzing their target trajectories.
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The Generalized Labeled Multi-Bernoulli (GLMB) filter [8, 9] was developed in order address this issue,
which models the state of an individual target using both kinematic state and a label to identify their trajectories
uniquely. It has been proven in [8] that, the GLMB filter solves the multi-target Bayes filtering problem in
exact-closed form and results in a computationally tractable exact solution that is provably Bayes-optimal by
generalizing the concept of a RFS to that of a labeled RFS [4]. The labeled RFS, specifically the GLMB filter,
has been applied in practical problems with various extensions. The Labeled Multi-Bernoulli (LMB) filter was
proposed in [10] as a computationally efficient approximation to the GLMB filter. In [11], an alternative GLMB
filter was proposed by combining the prediction and update steps of the filter, and truncating the components of the
GLMB by using a Gibbs sampler based highly weighted hypotheses generation approach. This combination results
in reducing the computational requirements of the GLMB filter. In [12], an efficient multi-sensor implementation
with linear complexity in the total number of measurements was developed, to overcome the traditionally NP-
hard multisensor multi-target. An other extension of the GLMB filter to multiscan was developed in [13] with
linear time-complexity. Moreover, the GLMB filter has been extended to tackle the practical problems such as
track-before-detect (TBD) [14], spawning targets [15, 16], multiple model [17], merged measurements [18], and
extended targets [19]. Furthermore, it has been proved in [20, 21, 22, 23] that the GLMB filter can effectively
adapt for the distributed tracking. The advantages of this filter are also represented in the online applications
in some other fields of study such as computer vision [24, 25], Simultaneous Localisation and Mapping (SLAM)
[26], cell biology [27], sensor control [28, 29], control and collaborating of multiple drones [30, 31]. Particularly,
the GLMB filter has proved its effectiveness when tracking more than one million targets per scan online and
in clutter environment [33], this filter is currently considered the most effective multi-target tracker [34]. In the
multi-target tracking problem, the target detection is affected by two notable sources of uncertainty, namely the
clutter rate and detection probablity. These parameters are, in general, assumed known a priori in almost all
multi-target tracking algorithms. However, this assumption is unrealistic in some practical applications such as
radar-based multi-target tracking, where detection probability and clutter rate vary depending on the range and
the terrain parameters, among others. Any significant mismatching of the detection probability and the clutter
rate from the actual values of the tracker may deteriorate the performance of the multi-target tracking algorithm.
In practice, these parameters are either estimated from training data or manually tuned [35].
Several methods have been proposed in the RFS based multi-target tracking literature to handle the unknown
clutter rate and detection probability. In [36], the CPHD filter has been improved to accommodate the unknown
probability of detection. Further advancements to the CPHD filter have been proposed in [35], where both clutter
rate and detection probability are estimated online. Several other attempts to estimate clutter and detection
statistics online include the works in [32, 37]. More recently, several GLMB filter-based multi-target tracking
algorithms have also been proposed for online estimation of detection and clutter parameters [17, 38, 39].
In addition to the measurement clutter and detection probability, prior knowledge about the target birth
statistics such as birth locations can significantly enhance the tracking performance, as the time taken to converge
and lock the estimates to actual targets depends on that. Most of the RFS based multi-target tracking algorithms
assume that the target birth locations and their statistics are known and fixed. Although this may be the most
appropriate approach in the case of high false alarm rates in measurements, in general, it is desirable to take
advantage of the measurements to initiate target tracks. In [40], Beard et al. proposed a partially uniform target
birth model, which accommodates the advantage of measurement origins in the state space to initiate birth targets
for PHD and CPHD filters. Ristic et al. in [41], proposed to adaptively vary the target birth intensity at each
scan by distinguishing the persistent and newborn targets. Reuter et al. proposed an adaptive birth model for
Cardinality Balanced Multi-target Multi-Bernoulli (CBMeMBer) filter in [42], and the LMB filter in [10].
In this paper, we propose a plug-and-play multi-target tracking algorithm based on the Gibbs sampler based
efficient GLMB filter that removes the need for guessing model parameters such as birth, clutter and detection
profile. Spcecifically, a CPHD filter is run internally within the GLMB framework, providing estimates for the
clutter rate and the probability of detection, which are then bootstrapped into the GLMB filter at each filtering
step. Furthermore, a measurement based birth target initialization is adopted, resulting in a robust, practical
multi-target tracking algorithm.
The remainder of the paper is organised as follows. The details on the formulation of labeled RFS and the
Gibbs sampler based efficient GLMB filter implementation is presented in Section 2. The main contribution of
the paper is discussed in Section 3. The performances and efficacy of the proposed algorithm is illustrated using
a numerical study in Section 4, and Section 5 concludes the our work presented in this paper.
2 Backgrounds
This section presents the background and fundamental concepts related to RFSs.
2.1 The Labeled Random Finite Sets
To facilitate our discussion, we adopt the same systematic formulation and notations of the concept of a labeled
RFS as given in [8]. The kinematic state of a single target is represented by x and x, while multi-object states
are represented by RFSs X and X. The bold letters correspond to labeled states. The state space of unlabeled
RFSs representing multi-object states are denoted by X, the state space of labels is represented by L, and the
states space of measurements is represented by Z. Let F(S) denote all the finite subsets of a set S. The set
exponential is defined as [h (·)]X = ∏x∈X h (x), and the inner produce of two functions f and g is defined as
〈f, g〉 , ∫ f (x) g (x) dx. The Kronecker delta function whose arguments can be arbitrary objects such as integers,
vectors, sets, etc. is given by,
δS (X) =
{
1 X = S
0 X 6= S.
The indicator function is given by,
1S (X) =
{
1 X ⊆ S
0 otherwise.
The concept of a labeled RFS has been introduced by augmenting the kinematic state of a target x ∈ X with a
distinct label, i.e., x = (x, `) ∈ X×L, where the label ` is drawn from the discrete label space L. Therefore, each
label ` at time k is an ordered pair (tb, i), ` = (tb, i), where tb ≤ k denotes the time of birth and i is an index to
the set of targets born at time k. The birth labels at time k+1 belong to the label space B+ = {(k + 1, i) : i ∈ N}
, and hence L ∩ B+ = ∅ and the label space at time k + 1 becomes L+ = L ∪ B+.
The distinct label indicator [8] is given as,
∆ (X) = δ|X| (|L (X)|) , (1)
where |X| denotes the cardinality of the state X, and L : X× L→ L is a mapping from a labeled RFS to the
labels, which satisfies the projection L(x; `) = `. The concept of distinct label indicator is used to make sure that
the labeled RFS X has distinct labels.
The integral of a function f : F (X× L)→ R is given by [8]∫
f (X) δX =
∞∑
i=0
1
i!
∑
(`1,...,`i)∈Li
∫
Xi
f ({(x1, `1) , . . . , (xi, `i)}) d (x1, . . . , xi) (2)
Figure 1: Multi-target state target tracking with time
2.2 The multi-target Bayes Recursion
The evolution of the labeled multi-target state is modelled using a posterior probability density function 1 that
incorporates the multi-target transition density and the multi-target likelihood function [3] using the following
recursion,
pi (X+|Z) =
∫
f+ (X+|X)pi (X|Z) δX (3)
pi+ (X+|Z+) = g+ (Z+|X+)pi (X+|Z)∫
g+ (Z+|X+)pi (X+|Z) δX (4)
where the integral in Eq. (3) is a set integral as defined in Eq. (2), and the time sequence of measurements,
i.e. Z1:k and Z1:k+1 are denoted by Z and Z+ for compactness.
1This is not a probability density function, but is equivalent to one as shown in [43]. Hence, with a slight abuse of
terminology we regard this function as a probability density function
2.3 The multi-target transition model
Given the multi-target state X ∈ X at time k, let ps(x, `) denote the probability of survival of a target with state
(x, `) ∈ X. Then, the target either disappears from the sensor field of view probability qs(x, `) = 1 − ps(x, `), or
reappear with probability ps(x, `) at a new state (x+, `+) with probability density fS(x+|x, `)δ`(`+). Therefore,
the state transition model for a labeled RFS X can be written as,
fS+ (XS+|X) = ∆ (XS+) ∆ (X) 1L(X) (L (XS+)) [ΦS+ (XS+|·)]X (5)
where fS+ (XS+|X) is the spatial distribution of the surviving targets XS+ at time step k + 1 given the
multi-targets X at time k, and,
ΦS+ (XS+|x, `) =
∑
(x+,`+)∈XS+
δ` (`+) pS (x, `) fS+ (x+|x, `) +
[
1− 1L(XS+) (`)
]
qS (x, `) . (6)
In addition to the existing targets, at each time step, several new-born targets xB+ ∈ B+ with new-born
label ` can instantaneously appear with birth probability rB+(`), and kinematic state distribution pB+ (·; `). The
Labeled Multi-Bernoulli RFS distribution model of the new-born multi-target state XB+ is [8, 9]
fB+ (XB+) = ∆ (XB+)ωB (XB+) (L (XB+)) [pB+]XB+ , (7)
The weight of new-born targets ωB (L (XB+)) is
ωB (L (XB+)) = 1B+ (L (XB+)) [1− rB+]B+−L(XB+) [rB+]L(XB+) . (8)
Due to the independence between surviving targets and the new born targets, multi-target transition kernel
can be written as,
f+ (X+|X) = fS+ (XS+|X)fB+ (XB+) . (9)
where XS+ = X+ ∩ (X× L), and XB+ = X+ ∩ (X× B+).
2.4 The multi-target measurement model
Given the multi-target state X, each observation of a target with state (x, `) ∈X, either results in a measurement
z ∈ Z with a detection probability of pD(x, `) and measurement likelihood function g(z|x, `), or miss-detected with
the probability qD(x, `) = 1− pD(x, `). Furthermore, sensor imperfections and environmental conditions produce
false measurements (clutter) in addition to the noisy target generated measurements. Therefore, given the set
of measurements Z = z1:|Z| ∈ Z, and the multi-target state estimate X at time k, the multi-target likelihood
function can be written as,
g (Z|X) ∝
∑
θ∈Θ(L(X))
∏
(x,`)∈X
Ψ
(θ(`))
Z (x, `) (10)
where
Ψ
(θ(`))
Z (x, `) = δ0 (θ (`)) qD (x, `) + (1− δ0 (θ (`)))
pD (x, `) g
(
zθ(`)|x, `
)
κ
(
zθ(`)
) . (11)
In Eq. (10) and Eq. (11) , κ(.) is the Poisson distributed clutter rate and Θ is the set of all positive association
maps θ : L→{0 : |Z|} at time k, where each association θ possess the positive 1-1 property (i.e. each measurement
is assigned to at most one target (label)), and an assignment to zero indicates a miss-detection.
3 The proposed δ-GLMB filter
In this section, we provide detailed implementation of a plug-and-play δ-GLMB filter that has the capability to
track multiple targets with minimum prior knowledge from the users. In particular, we adopt a robust CPHD
filter to estimate the clutter rate and average detection probability. This information is then bootstrapped into the
δ-GLMB filter to generate tracking results. As the prior knowledge of births is unknown, we utilise measurement-
driven approach to initialise new tracks. The structure of the proposed algorithm is show in Fig.2. Thanks to the
low complexity of the CPHD filter, the clutter rate and detection probability are estimated on the fly efficiently
while the δ-GLMB filter allows the trajectories to be estimated given its formulation on labeled RFS state space.
3.1 Measurement driven birth model
In this work, we adopt the measurement-driven, so called adaptive birth model proposed in [10] to initialise new
tracks. The birth targets, which are modelled as a LMB distribution in the δ-GLMB filter ( Eq. (7)), can be
characterised by a set of birth probabilities and corresponding spatial distributions. The adaptive birth model
exploits this fact and generates a set of spatial distributions with lower birth probability around existing targets
and a set of spatial distributions with higher birth weights around all other areas where measurements were
received. Note that, adaptive birth model is applied at time k + 1 using the current observation set Zk and the
set of hypotheses obtained at time step k. Let rU (z) denote the probability that the measurement z is associated
to a track given by,
rU,k(z) =
∑
(I+,θ)∈F(L(i)+ )×ΘI+
1θ(z)ω
(I+,θ)
k (12)
where the inclusion function, 1θ(z) makes sure that the sum of weights only considers those hypotheses that
assign the measurement z to one of its tracks. Then, the probability of birth of a target based on the observation
z at next time step, k + 1, is given by [10] ,
rB+(z) = min
(
rB,max,
1− rU,k(z)∑
ξ∈Zk 1− rU,k(ξ)
.λB+
)
(13)
where λB,+ is the expected number of birth targets at time k + 1, and rB,max ∈ [0, 1] is the maximum birth
probability value.
Figure 2: Structure of the proposed tracker
3.2 The probability of detection and clutter rate estimation
The conventional CPHD is originally developed to track multiple targets via assuming i.i.d. cluster processes
on the multi-target RFS. Despite suffering the weakness of not being able to provide tracks identities, CPHD
filter is highly efficient by avoiding the data association problem. Given this strength and the fact that we are
not interested in the clutter labels, robust CPHD filter is a perfect candidate to estimate the clutter rate and
detection probability in our proposed filter.
In deed, the initial implementation of the CPHD filter [5] assumes that the probability of detection pD(x)
and the clutter rate λ are known parameters. However, such prior information is not always available in practice
and worse, these parameters can be time-varying which deteriorates the filtering performance due to assumption
mismatches. To address this issue, in [35], Mahler et al. proposed a robust version of CPHD filter by also letting
clutter and the probability of detection be variables for estimation.
The closed form filtering solution is obtained on the hybrid state space of augmented actual targets state
space and clutter targets state space. Specifically, let the state space of actual targets, clutter generated targets
and detection probability be denoted as X(1),X(0) and X(∆) = [0, 1] respectively, the hybrid state space is then
written as [35]
X(h) =
(
X(1) × X(∆)
)
unionmulti
(
X(0) × X(∆)
)
. (14)
It is noted that clutter and actual targets are assumed to be statistically independent. The CPHD filter then
estimates the PHD and the cardinality distribution of the multi-target posterior on this hybrid augmented state
space. Due to the statistical independence, the individual cardinality distributions can be easily extracted, from
which the clutter rate is inferred.
To facilitate the discussion on the recursive computation of the PHD and cardinality distributions for the
robust CPHD filter, we define the following dynamic and measurement models on the augmented state space.
For a single actual target state x
(h)
r = (xr, a) ∈ X(1) × X(∆), wherea ∈ X(∆) is its detection probability and a
single clutter target state x
(h)
c = (xc, b) ∈ X(0)×X(∆), whereb ∈ X(∆) is its detection probability, due to statistical
independence, the integral of a function f (h) : X(h) → R can be written as [35],∫
X(h)
f (h)
(
x(h)
)
dx(h) =
∫
X(∆)
∫
X(1)
f (h) (xr, a) dxrda+
∫
X(∆)
∫
X(0)
f (h) (xc, b) dxcdb (15)
The joint single target survival probability at time of measurement is now defined as follows [35]
p
(h)
S+(x
(h)) =
{
p
(1)
S+ x
(h) ∈ X(1) × X(∆)
p
(0)
S+ x
(h) ∈ X(0) × X(∆). (16)
The joint transition density is given piece-wise by:
f
(h)
+
(
x
(h)
+ |x
)
=

f
(1)
+ (xr+|xr) f+ (a+|a) x(h)r+ = (xr+, a+) ,
x(h) = (xr, a) ∈ X(1) × X(∆)
f
(0)
+ (xc+|xc) x(h)c+ = (xc+, b+) ,
x(h) = (xc, b) ∈ X(0) × X(∆)
0 otherwise.
(17)
The joint birth intensity at time k + 1 is written piece-wise and the joint birth cardinality distribution is
defined by a convolution as follows,
γ
(h)
+
(
x
(h)
+
)
=
{
γ
(1)
+ (xr+, a+) x
(h)
+ = (xr+, a+) ∈ X(1)+ × X(∆)+
γ
(0)
+ (xc+, b) x
(h)
+ = (xc+, b) ∈ X(0)+ × X(∆)+
(18)
ρ
(h)
XB+
(
n(h)
)
=
(
ρ
(1)
XB+
∗ ρ(0)XB+
)(
n(h)
)
(19)
Similarly, the joint detection probability and joint likelihood are defined piece-wise,
p
(h)
D
(
x(h)
)
=
{
a x(h) ∈ X(1) × X(∆)
b x(h) ∈ X(0) × X(∆) (20)
g(h)
(
z|x(h)
)
=
{
g(1)
(
z|x(h)
)
x(h) = (xr, a) ∈ X(1) × X(∆)
g(0) (z) x(h) = (xc, b) ∈ X(0) × X(∆)
(21)
Given the defined transition densities, the current time step PHD v(0), v(1) and cardinality distributions ρ(0), ρ(1)
the predicted intensity and cardinality distributions can be computed as [35]:
ν
(1)
+ (xr+, a+) =γ
(1)
+ (xr+, a+) +
∫ ∫ 1
0
p
(1)
S+ (xr) f
(∆)
+ (a+|a) f (1)+ (xr+|xr) ν(1) (a, xr) dadxr (22)
ν(0) (b) =γ
(0)
+ + p
(0)
S+ν
(0) (b) (23)
ρ
(h)
+
(
n(h)
)
=
n(h)∑
j=1
ρ
(h)
XB+
(
n(h) − j
)
Cmj ρ(h) (m) (1− φ)m−j φj . (24)
where
φ =
(
〈ν(1), p(1)S+〉+ 〈ν(0), p(0)S+〉
〈1, ν(1)〉+ 〈1, ν(0)〉
)
. (25)
Subsequently, given measurements set Z+, the predicted intensity and cardinality distributions are updated
via [35]
ν
(1)
+ (xr+, a+|Z+) =ν(1)+ (xr+, a+)

(1− a+) 〈Γ
(1)
+
[
ν
(h)
+ ,Z+
]
,ρ
(h)
+ 〉
〈Γ(0)+
[
ν
(h)
+ ,Z+
]
,ρ
(h)
+ 〉
〈1, ν(1)+ 〉+ 〈1, ν(0)+ 〉
+
∑
z∈Z+
a+ · g+ (z|xr+)
〈ν(0)+ , p(0)D+g(0)+ 〉+ 〈ν(1)+ , p(1)D+g(1)+ (z|·)〉

(26)
ν
(0)
+ (b+|Z+) =ν(0)+ (b+)

(1− b+) 〈Γ
(1)
+
[
ν
(h)
+ ,Z+
]
,ρ
(h)
+ 〉
〈Γ(0)+
[
ν
(h)
+ ,Z+
]
,ρ
(h)
+ 〉
〈1, ν(1)+ 〉+ 〈1, ν(0)+ 〉
+
∑
z∈Z+
b+ · g(0)+ (z)
〈ν(0)+ , p(0)D+g(0)+ 〉+ 〈ν(1)+ , p(1)D+g(1)+ (z|·)〉
 (27)
ρ
(h)
+
(
n(h)
)
=
0 n
(h) < |Z+|
ρ
(h)
+ (n
(h))Γ(0)+
[
ν
(h)
+ ,Z+
]
(n(h))
〈ρ(h)+ ,Γ
(0)
+ 〉
n(h) ≥ |Z+|
(28)
where
Γ
(s)
+
[
ν
(h)
+ Z+
] (
n(h)
)
=
0 n
(h) < |Z+|+ s
P
(n(h))
|Z+|+sΦ
(n(h)−(|Z+|+s))
+ n
(h) ≥ |Z+|+ s
(29)
Φ =1− 〈ν
(1)
+ , p
(1)
D+〉+ 〈ν(0)+ , p(0)D+〉
〈1, ν(1)+ 〉+ 〈1, ν(0)+ 〉
(30)
p
(1)
D+ (xr+, a+) =a+ (31)
p
(0)
D+ (b+) =b+, (32)
and P is the covariance matrix.
At each time step, the clutter rate then can be inferred via the updated cardinality distribution and the average
detection rate can be obtained from the updated intensity of the actual target. Given this information along with
the LMB birth density constructed in subsection 3.1, the labeled multi-target density can be propagated via the
efficient δ-GLMB filter provided in the next subsection.
3.3 The δ-Generalized Labeled Multi-Bernoulli filter
In this section, we briefly outline the equations of the alternative form of the GLMB filter, called the δa-GLMB
filter [11] which utilizes a Gibbs sampler to generate highly weighted hypotheses components of the δ-GLMB
distribution real-time. Let the probability density function of the multi-target state at time k is given in δ-GLMB
form,
pi (X) = ∆ (X)
∑
(I,ξ)∈F(L)×Ξ
ω(I,ξ)δI (L (X))
[
p(ξ)
]X
(33)
where I represents a set of labels (indices to labels), and ξ ∈ Ξ represents a history of association maps up to
time k. Each p(ξ)(·, `) represent a spatial distribution of a single target on X
(
with
∫
p(ξ) (x, `) dx = 1
)
, and each
non-negative weight ω(I,ξ) satisfies, ∑
I∈F(L)
∑
ξ∈Ξ
ω(I,ξ) (L) = 1, (34)
Then, by combining the traditional prediction and update steps, the measurement updated δ-GLMB at time
k + 1 can be written as [11],
pi+ (X+|Z+) ∝ ∆ (X+)
∑
I,ξ,I+,θ+
ω(I,ξ)ω
(I,ξ,I+,θ+)
Z+
δI+ [L (X+)]
[
p
(ξ,θ+)
Z+
]X+
(35)
where I+ ∈ F (L+) , θ+ ∈ Θ+ (I+), and
ω
(I,ξ,I+,θ+)
Z+
=1Θ+(I+) (θ+)
[
1− P¯ (ξ)S
]I−I+ [
P¯
(ξ)
S
]I∩I+
[1− rB,+]B+−I+ rB+∩I+B,+
[
ψ¯
(ξ,θ+)
Z+
]I+
, (36)
P¯
(ξ)
S (`) =〈p(ξ) (·, `) , PS (·, `)〉, (37)
ψ¯
(ξ,θ+)
Z+
(`+) =〈p¯(ξ)+ (·, `+) , ψ(
θ+(`+))
Z+
(·, `+)〉, (38)
p¯
(ξ)
+ (x+, `+) =1L (`+)
〈PS (·, `+) f+ (x+|·, `+) , p(ξ) (·, `+)〉
P¯
(ξ)
S (`+)
+ 1B+ (`+) pB,+ (x+, `+) , (39)
p
(ξ,θ+)
Z+
(x+, `+) =
p¯
(ξ)
+ (x+, `+)ψ
(θ+(`+))
Z+
(x+, `+)
ψ¯
(ξ,θ+)
Z+
(`+)
. (40)
Note that, as explained in the previous sub-section, our proposed adaptive δ-GLMB filter modifies the labelled
Multi-Bernoulli birth model with an adaptive, measurement-driven birth model. Also, instead of using fixed values
for the probability of detection and clutter rate, those parameters are estimated online using a parallel CPHD filter
and bootstrapped, making it a real-time practically applicable multi-target tracking algorithm. Furthermore, the
single target measurement likelihood function, state transition density, and the spatial distribution of a birth target
are modelled as Gaussian probability density functions, resulting in a Gaussian mixture based implementation.
4 Numerical study
For the effectiveness demonstration of the proposed tracker, both the linear dynamic model and non-linear dynamic
model are applied in this part.
4.1 Linear dynamic model
A multi-target tracking scenario involving twelve targets is simulated in this experiment. The ground truths of
the starting position and the ending position of target tracks are shown in Fig. 3. The state vector is a 4D
vector consisting of planar position and velocity of the targets, xk = [px, py, p˙x, p˙y]
T , where T denotes the matrix
transpose. The measurement vector zk = [zx, zy]
T captures the position of a target. The transition density and
the measurement model are given as follows,
f+ (x+|x) =N (x+;Fx,Q) (41)
h (z|x) =N (z;Hx,R) (42)
where F =
[
I2 ∆I2
02 I2
]
;Q = σ2ν
[
∆4
4
I2
∆3
2
I2
∆3
2
I2 ∆
2I2
]
;H =
[
I2 02
]
, and R = σ2εI2 with σν = 5m/s and
σε = 15m, respectively.
The surveillance region is an area of [−1000, 1000]m× [−1000, 1000]m, and a total of 100 time steps (K = 100)
are simulated with sampling time ∆ = 1s. The initial probability of detection pD value is set to 0.95, and the
probability of survival pS is set to 0.99. The probability of detection and probability of survival for clutter
targets, pDc, and pSc are set to 0.95 and 0.9, respectively. The initial value of the clutter rate is set to λc = 50
per scan. The birth probability, rb, and the birth covariance PB of newborn targets are set at rb = 0.01 and
PB = diag([10, 10, 10, 10]), respectively. The performance of the proposed GLMB filter (referred to as DP-GLMB
from here on, where DP stands for the dynamic parameter) is compared with the ideal CPHD filter (meaning
that the birth model and backgrounds are assumed to be known a priori) and the ideal GLMB filter. The number
of hypotheses for both DP-GLMB and ideal-GLMB is limited to 5000 components. The estimated probability of
detection and the clutter rate from the DP-GLMB algorithm is shown in Fig. 4 (a) and Fig. 4(b), respectively.
To capture the errors on distance, location and cardinality between the true and estimate sets of trajectories, we
have applied the OSPA(2) [33] in this experiment. Fig. 5(a) and Fig. 5(b) respectively show the OSPA [44] and
OSPA(2) error comparisons (from 100 Monte Carlo runs). Noting that, the OSPA errors for the filters with ideal
prefix serve as lower bounds for the OSPA error of the proposed filter. While the OSPA and OSPA(2) share the
same parameter p = 1, they use different value of the cut-off parameter, i.e., c = 50 for OSPA and c = 100 for
OSPA(2), respectively to make better comparison demonstration. Finally, the results of the estimated cardinality
over time among the three filters are compared and showed in Fig. 6
(a) The estimated detection probability. (b) The estimated clutter rate
Figure 4: The estimated detection probability and clutter rate
(a) OSPA error comparison (b) OSPA(2) error comparison
Figure 5: (a) OSPA error comparison among the fixed parameters ideal-CPHD filter, ideal-GLMB filter,
and the proposed tracker for linear dynamic scenario. (b) OSPA(2) error comparison between the ideal-
GLMB filter, and the proposed tracker for linear dynamic scenario
Figure 3: Ground truth for linear dynamic scenario, (◦ : initial postition of the track, ∆ : track ending
position) and the cardinality estimation
4.2 Nonlinear dynamic model
In this experiment, a multi-target tracking scenario involving ten targets, each having a constant turn motion
model is simulated. The ground truths, starting positions, and ending positions of the target trajectories are
Figure 6: Comparison of the cardinality estimation among three filters
Figure 7: The groundtruth of the nonlinear dynamic model scenario (◦ : initial postition of the track, ∆ :
track ending position)
shown in Fig. 7. The target state is represented by a 5D state vector xk =
[
pTk , p˙
T
k , ωk
]T
, where pk, p˙k, and ωk
respectively denote the position, velocity, and the turn rate of the target. The transition density is given by,
f+ (x+|x) = N (x+;F (x, ω) , Q) (43)
where F (x, ω) =
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∆ 0
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0 ∆
 .
In this experiment, the standard deviation values of velocity and turn rate are set at σν = 5m/s and σω =
pi/180rad/s, respectively. Noisy range and bearing values of the targets are captured as for a total of 100 time
steps with the sampling time ∆ = 1s. The measurement vector is given by zk = [θ, r]
T , where θ is the bearing value
with a standard deviation of pi/180rad, and r is the range value with the standard deviation 5m. The surveillance
area is a half-disk with a radius of 2000m. The survival probability pS is set to 0.99, and the initial values of the
probability of detection and the clutter rate are set at pD = 0.95 and λc = 50 per scan. The probability of birth
is set to rB = 0.02, and the covariance of the birth position is set to pB = diag([50, 50, 50, 50, pi/30]).
The estimation performance of the DP-GLMB algorithm was compared with ideal-GLMB and ideal-CPHD
(a) OSPA error comparison. (b) OSPA(2) error comparison.
Figure 8: (a) OSPA error comparison among the ideal-CPHD and ideal-GLMB filters with the proposed
tracker. (b) comparison on the OSPA(2) errors between ideal-GLMB with the proposed tracker
algorithms. The maximum number of hypotheses for DP-GLMB and ideal-GLMB algorithms were set to 5000.
The comparison results for OSPA and OSPA(2) algorithms by running 100 Monte Carlo runs are shown in Fig. 8
(a) and Fig. 8 (b). The cardinality estimate over time is compared in Fig.9. The estimates of the probability of
detection and the clutter rate over time are shown in Fig. 10 (a) and Fig. 10 (b).
Figure 9: The estimated cardinality comparison among ideal-CPHD filter, ideal-GLMB filter, and the
proposed tracker
(a) Estimations of the detection probability. (b) Estimations of the clutter rate
Figure 10: Estimations of the detection probability and the clutter rate
By comparing all the simulation results, it can be seen that both DP-GLMB and ideal-GLMB algorithms
outperform ideal-CPHD filer in terms of OSPA and OSPA(2) error comparison. This outstanding performance of
the GLMB filter further illustrates our choice of using it as the backbone for our proposed plug-and-play filter. It
can also be seen that the OSPA (and OSPA(2)) distance error in the DP-GLMB filter is slightly higher than that
of the ideal-GLMB filter. However, OSPA (and OSPA(2)) location error in DP-GLMB filter is smaller than that
of the ideal-GLMB filter. The OSPA (and OSPA(2)) cardinality errors in both DP-GLMB and ideal-GLMB are
almost identical. Even with unknown parameters such as clutter rate, detection probability, and birth model, the
proposed DP-GLMB filter outperforms the ideal-GLMB filter in terms of estimating the cardinality of targets.
Furthermore, it is apparent that the estimated probability of detection and the clutter rate converges to the true
values as more and more measurement update steps are performed (Fig.4 and Fig. 10. These results rationalize
the adoption of an internal CPHD filter to estimate the clutter rate and detection probability and to bootstrap
into the DP-GLMB filter with the adaptive birth model.
5 Conclusions
In this paper, we propose a robust multi-target tracker based on the recent Gibbs sampler based efficient δ-GLMB
filter to accommodate the unknown probability of detection, unknown clutter rate, and an adaptive measurement-
based target birth model. Due to the lower computational cost requirements, a robust CPHD filter [35] is run in
parallel to the δ-GLMB filter, which evaluates the unknown clutter rate and the probability of detection online.
The resultant time-varying clutter rate and the detection probability are then bootstrapped into the δ−GLMB
filter. The measurement-based adaptive birth model combined with the ability to accommodate unknown clutter
rate and the detection probability results in an efficient multi-target tracker robust enough for many medium and
low clutter multi-target tracking applications. This plug-and-play tracker removes the difficulties for the users in
finding the parameters for initiating trajectories as well as clutter and detection probability.
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