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A KALMAN FILTER POWERED BY H2-MATRICES FOR QUASI-CONTINUOUS DATA
ASSIMILATION PROBLEMS
JUDITH Y. LI ∗, SIVARAM AMBIKASARAN §† , ERIC F. DARVE §‡ , AND PETER K. KITANIDIS ∗§
Abstract. Continuously tracking the movement of a fluid or a plume in the subsurface is a challenge that is often
encountered in applications, such as tracking a plume of injected CO2 or of a hazardous substance. Advances in monitoring
techniques have made it possible to collect measurements at a high frequency while the plume moves, which has the potential
advantage of providing continuous high-resolution images of fluid flow with the aid of data processing. However, the applicability
of this approach is limited by the high computational cost associated with having to analyze large data sets within the time
constraints imposed by real-time monitoring. Existing data assimilation methods have computational requirements that increase
super-linearly with the size of the unknowns m. In this paper, we present the HiKF, a new Kalman filter (KF) variant powered
by the hierarchical matrix approach that dramatically reduces the computational and storage cost of the standard KF from
O(m2) to O(m), while producing practically the same results. The version of HiKF that is presented here takes advantage of
the so-called random walk dynamical model, which is tailored to a class of data assimilation problems in which measurements
are collected quasi-continuously. The proposed method has been applied to a realistic CO2 injection model and compared with
the ensemble Kalman filter (EnKF). Numerical results show that HiKF can provide estimates that are more accurate than
EnKF, and also demonstrate the usefulness of modeling the system dynamics as a random walk in this context.
1. Introduction. Monitoring the progress of injected fluid fronts in the subsurface is essential to
many field operations, such as storing CO2 underground for greenhouse gas mitigation [11, 19], tracking
infiltration [18], injecting steam for enhanced oil recovery [43], and controlling hazardous substances [35].
Time-lapse geophysical monitoring provides a cost-effective and noninvasive approach to image fluid flow in
the volumetric region that cannot be sampled by wells. Traditional time-lapse geophysical monitoring uses
a large temporal sampling interval. The vast improvements in monitoring technology allow collecting sub-
surface signals quasi-continuously [19]. Sampling the subsurface quasi-continuously, i.e., with high temporal
resolution, means that we can better separate the signal (e.g., CO2 leakage) from the noise, and identify
important events as early as possible [8]. Therefore, a data processing method is desired to efficiently exploit
the temporal redundancy resulting from fast data acquisition while also overcoming the computational chal-
lenges associated with analyzing large data sets as they arrive to obtain high-resolution fluid flow images in
real time.
One of the most appealing approaches to monitoring fluid flow in real time is to model the fluid and hydro-
geophysical measurements using a state-space model (SSM) and assume the errors are Gaussian processes.
Then the monitoring problems can be solved efficiently using algorithms such as Kalman filters. Kalman
filter (KF) methods are powerful statistical tools for processing data as they arrive to continuously improve
knowledge about a dynamical system. Recognizing that multiple solutions are consistent with the noisy data,
the data conditioning process of KF is based on Bayesian inference, which combines prior knowledge and
measurements to determine the posterior predictive distribution function. Unlike the Tikhonov approach [46]
that gives a single best solution associated with a particular choice of regularization, the solutions given by
KF represent a range of possible estimates with uncertainty quantification, characterized by the maximum a
posteriori (MAP) best estimate and a statistical covariance. In case of extreme events, such as CO2 leakage,
a proper uncertainty quantification is crucial for making informed decisions based on monitoring data.
The original KF [36] and its nonlinear extension, the extended Kalman filter (EKF) [5] do not scale
well with the problem size and, thus, do not meet the high computational requirements for assimilating
high frequency data. They have to store and operate on a large error covariance matrix of size m × m,
with m in general being proportional to the number of parameters. The computational constraints limit
the applications of KF to coarse-scale models, which are incapable of capturing the heterogeneity of the
subsurface, and lose information on variations at fine scale, e.g., fluid flow in small faults or high-permeability
channels. To address the computational challenges, one type of method reduces the effective dimension of
the model state vector through applying model reduction, e.g., the approximate KF [25] and the compressed
KF [28]. However, those algorithms still scale quadratically with the reduced state dimension. As these
model reduction techniques are generally developed for a particular application, it cannot be easily extended
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to work with real-time subsurface monitoring problems.
Another type of method retains the state space, but reduces the “working space” of KF by projecting
the error covariance on a basis with reduced dimension [20, 55, 48]. In other words, these algorithms resolve
the computational constraints by approximating the covariance using low-rank methods, not necessarily
reducing the size of the model state. For example, the singular evolutive extended Kalman filter (SEEK)
approximates the error covariance matrix by a singular low rank matrix, and makes correction only in those
directions associated with the singular basis. The ensemble square root filters [54], including the ensemble
Kalman filters (EnKF) and its variants [20, 15, 6, 32], find the low-rank approximation of the covariance
by constructing the square root of the covariance matrix using Monte Carlo methods. These methods,
especially the EnKFs, have gained popularity in solving problems in hydrology and other geosciences for
their computational efficiency. They do not require storing and updating the full covariance matrix, which
reduces the computational cost of KF dramatically to O(m).
However, replacing the full-rank covariance matrix by its low-rank approximation introduces additional
errors in the estimates. It is a well-known limitation of standardMonte Carlo methods that the approximation
errors decrease very slowly with the sample size, which suggests that EnKF may require a large ensemble size
to obtain a solution space with small statistical error. However, the EnKF is computationally efficient only
for modest sample size (∼ 100), which inevitably introduces large sampling errors that requires additional
tuning [6] or good sampling strategies [21]. The sampling bias in covariance matrices become significant
when the number of observations is larger than the ensemble size [37], which is common for assimilating
geophysical data [22]. Although remedies like sub-space psuedo inversion algorithm [21] or sequential version
of EnKF [34] can reduce the sampling bias, the implementation of EnKF in such cases becomes less efficient.
Fast linear algebra methods, such as fast fourier transform (FFT), fast multipole methods (FMM) [27] or
hierarchical matrices approach [14], provide fast and accurate alternatives to the low rank methods without
reducing the rank of the covariance matrix. These methods exploit special structures in the covariance
matrix that are associated with a covariance kernel, which allow them to compute the matrix-vector product
very accurately, i.e. without reducing the rank of the covariance, with a near-linear scaling. For example,
FFT-based inversion algorithms have been used to solve large-scale kriging problems [47, 24]. The H2
matrices, a class of hierarchical matrices [29, 30, 13] for which the FMM is applicable, can efficiently represent
the covariance matrices arising out of the generalized covariance function (GCF) kernels [52]. Recently,
the H2-matrices approach has been introduced to solve large-scale linear geostatistical inverse problems at
O(m) [3, 4]. Compared to the FFT-based approach, the hierarchical matrix approach does not require
uniformly-spaced regular grids [52], which are inappropriate assumptions for most realistic problems. The
term “hierarchical” is a description for a certain matrix structure, which is different from the “hierarchical
filter” [7].
In this paper, we incorporate the H2-matrices approach with KF to develop a computationally efficient
Kalman filter (HiKF) with O(m) scaling. The version of HiKF that is presented here employs a random-walk
forecast model, which is widely adopted in the medical-imaging literature to describe system dynamics [56],
and, more recently, in geophysical monitoring with rapid data acquisition [45, 50]. HiKF relies on two novel
ideas. First, it takes advantage of the hierarchical nature of matrices involved to accelerate the computation
of dense matrix vector products. Second, the Kalman filtering equations are rewritten in a computationally
efficient manner, which enables the use of these fast methods. These two new ideas reduce the computational
cost of KF from O(m2) to O(m), and allow HiKF to accurately reproduce the linear minimum mean square
error (LMMSE) estimates of both the state and covariance given by the full KF. For instance, the proposed
approach reduces the time of processing 105 unknowns on a single core CPU from over 4 hours to a few
minutes, making it feasible for real-time data processing. Moreover, because the implementation of HiKF
does not rely on any low-rank approximation of the covariance matrix, its performance will not be affected by
filter inbreeding [32], a term that describes the tendency of the ensemble filters to systemically underestimate
the state error covariances.
The rest of the paper is arranged as follows. Section 2 develops the methodology for the use of Kalman
filtering to solve the quasi-continuous data assimilation problems. We first introduce a state-space repre-
sentation of the physical system (subsection 2.1) and its solution given by the standard KF and the EnKF
respectively in subsection 2.2 and 2.3. Then the derivation of HiKF is presented in section 3. We first develop
the idea of using the cross-covariance for error propagation (subsection 3.1), which is then followed by an
introduction to the hierarchical matrices approach (subsection 3.2) and its implementation (subsection 3.3).
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In section 4, we take a synthetic crosswell seismic monitoring problem to demonstrate the efficiency of HiKF,
which is then compared to the standard KF and the EnKF in terms of accuracy and computational cost.
2. Theoretical Development.
2.1. Linear state space model with random walk forecast model. The CO2 monitoring problem
can be examined in the light of estimating a hidden Markov random process. The system state of interest
xt is a Markov random process governed by the forecast model f(xt|xt−1), where the unknown state xt is a
vector of size m at time step t. The term Markov process indicates that the value of the current state xt only
depends on previous state xt−1. The measurement zt is a vector of size n, and is related to the unknown
state through a measurement operator h(zt|xt). The data assimilation problem is to recover the unobserved
quantity xt from a sequence of observations z1, z2, ..., zt that are collected at discrete time steps.
We assume that the system dynamics are governed by a linear state space model, which is given as
xt = Ftxt−1 +wt (2.1)
zt = Htxt + vt (2.2)
The state evolution equation (2.1) represents our knowledge about the temporal behavior of system
state xt ∈ R
m×1, where Ft ∈ R
m×m is the state transition matrix. The input noise wt ∈ R
m×1 is the model
or input error. The measurement equation (2.2) relates the observations, zt ∈ R
n×1 to the state vector
xt ∈ R
m×1, through the linear measurement matrix, Ht ∈ R
n×m. The vector vt represents the measurement
noise.
In many applications, the state evolution is described by a random walk model [56, 38], in which the
transition matrix F is taken to be an identity matrix
xt = xt−1 +wt (2.3)
The random-walk model is a simplification that is useful for practical applications in which data are
acquired in rapid succession. Therefore, it is reasonable to assume that changes between subsequent states
are small, and the incremental change can be approximated using a white-noise random processwt. We show
later that the solution to the state-space equations can be computed very efficiently when the random-walk
forecast model (2.3) is adopted with our fast algorithm.
The noise processes vt and wt are specified as Gaussian processes with zero mean and known covariances
given by
E
[
wtw
T
t
]
= Qt (2.4)
E
[
vtv
T
t
]
= Rt (2.5)
The initial condition of the system state is assumed to be a random Gaussian variable with known mean
µ0 and known covariance P0. That is,
E [x0] = µ0 (2.6)
E
[
(x0 − µ0)(x0 − µ0)
T
]
= P0 (2.7)
As independent Gaussian processes, vt andwt do not depend on x0. The system state xt and observation
zt are jointly Gaussian.
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2.2. Kalman filter. The Kalman filter [36] can be used to compute the linear minimum mean square
error (LMMSE) state estimates xˆt compatible with the probabilistic model for the state evolution (2.1) and
the measurement process (2.2). The Kalman filter is implemented in two steps: (i) Predict and (ii) Update.
The prediction step estimates the state of the system at the next time step using only information from the
current time step. The estimate obtained from the prediction step is an a priori state estimate. The update
step combines this prediction with the measurements obtained at the next time step to refine the estimate of
the state of the system at the next time step. The estimate obtained from the update step is an a posteriori
state estimate. The a posteriori state estimate can be thought of as a combination of the a priori state
estimate and the estimate of the system based on the new measurements.
The KF solution to the random walk state-space equations from (2.2) to (2.7) is given below. In all
cases, we assume R, Q and H to be stationary, and hence remove the subscript t. Let xˆt2|t1 and Pˆt2|t1 denote
the estimate of the state, xˆt2 , and the covariance, Pt2 , of the system at time step t2, given measurements up
to time step t1.
Predict
xˆt+1|t = xˆt|t (2.8)
Pˆt+1|t = Pˆt|t +Q (2.9)
Update
Kt+1 = Pˆt+1|tH
T
(
HPˆt+1|tH
T +R
)−1
(2.10)
xˆt+1|t+1 = xˆt+1|t +Kt+1
(
yt+1 −Hxˆt+1|t
)
(2.11)
Pˆt+1|t+1 = Pˆt+1|t −Kt+1HPˆt+1|t (2.12)
Algorithm 1 Conventional KF algorithm for a random walk forecast model (m≫ n)
Prediction:
Operation Cost
a priori state estimate xˆt+1|t = xˆt|t -
a priori covariance estimate Pˆt+1|t = Pˆt|t +Q O(m
2)
Correction:
Operation Cost
Kalman gain Kt+1 = Pˆt+1|tH
T
(
HPˆt+1|tH
T +R
)−1
O(nm2)
a posteriori state estimate xˆt+1|t+1 = xˆt+1|t +Kt+1
(
yt+1 −Hxˆt+1|t
)
O(nm)
a posteriori covariance estimate Pˆt+1|t+1 = Pˆt+1|t −Kt+1HPˆt+1|t O(nm
2)
The number of operations required for each step are summarized in Algorithm 1. For underdetermined
data assimilation problems, i.e., the number of measurements n is much smaller than the number of unknowns
m, the computational cost is measured by leading-order terms of m. The major computational loads of
the random walk KF come from computing the Kalman gain using equation (2.10) and propagating the
covariance matrix using equation (2.9) and (2.12), which all involves O(m2) operations on a matrix of size
m×m. Therefore, in its standard form the KF is computationally prohibitive for high-dimensional modeling
domains.
2.3. Ensemble Kalman filter. To circumvent the computational hurdle, the ensemble Kalman filter,
originally proposed by [20], adopts a Monte Carlo approach to approximate the LMMSE estimates given by
the KF. Begin with N independent samples (ensemble) from the initial probability distribution N(x¯0, P0),
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EnKF propagates and corrects each ensemble member x˜j using the same procedures as KF. The sample
mean x˜ and sample covariance Σ˜ are used to approximate the mean xˆ and covariance Σ given by the KF in
section 2.2, which are defined as
xˆ ≈ x˜ =
1
N
N∑
j=1
x˜j (2.13)
Σ ≈ Σ˜ =
1
N − 1
N∑
j=1
(x˜j − x˜)(x˜j − x˜)T = AAT (2.14)
The sample Kalman gain is computed by
K˜t = AA
THT (HAATHT +R)−1 (2.15)
The sample covariance Σ˜ = AAT is never constructed explicitly during the implementation, which allows
the EnKF and other ensemble square root filters [54] to circumvent the computational bottleneck of Kalman
filter and to be applied to high-dimensional systems. In this article we will compare our methods against
the perturbation-based EnKF described in [32], the solution of which will converge to the LMMSE estimates
given a large enough ensemble size N [15]. In practice, small ensemble size limits the degrees of freedom of
the sample covariance, which requires ad hoc techniques, e.g., localization [31, 33] or covariance inflation [6]
to stabilize the filter performance. Comparison of the HiKF with other versions of the EnKF, e.g., ensemble
adjustment Kalman filter [6], ensemble transform Kalman filter [12] are left for future investigations.
3. HiKF: Kalman filter powered by H2 matrix approach. In this subsection, we introduce a com-
putationally efficient Kalman filter algorithm powered by H2-matrices (HiKF). The computational tractabil-
ity is achieved by taking advantage of a couple of key observations from Algorithm 1. The first observation
is that the initial covariance matrix can be well represented as a H2-matrix. This enables us to compute
the matrix product QHT in O(nm) as opposed to standard O(nm2). The second key observation is the
fact that rather than store and update the full covariance matrices Pˆt+1|t and Pˆt+1|t+1, it is enough to store
and update the cross-covariance matrices, i.e., Pˆt+1|tH
T and Pˆt+1|t+1H
T . As a result, HiKF (Algorithm 2)
reduces the computational cost of the standard KF (Algorithm 1) from O(m2) to O(m).
Algorithm 2 HiKF algorithm for a random walk forecast model (m≫ n)
Precomputation:
Operation Cost
Cross-covariance matrix (the H2-matrix approach) CQ = QH
T O(nm)
Prediction:
Operation Cost
a priori state estimate sˆt+1|t = sˆt|t -
a priori cross-covariance estimate Cˆt+1|t = Cˆt|t + CQ O(nm)
Correction:
Operation Cost
Kalman gain Kt+1 = Cˆt+1|t
(
HCˆt+1|t +R
)−1
O(n2m)
a posteriori state estimate sˆt+1|t+1 = sˆt+1|t +Kt+1
(
yt+1 −Hsˆt+1|t
)
O(nm)
a posteriori cross-covariance estimate Cˆt+1|t+1 = Cˆt+1|t −Kt+1HCˆt+1|t O(n
2m)
a posteriori variance estimate δ2
t+1|t+1 = δ
2
t+1|t −
n∑
j=1
(Kt+1)ij(Cˆt+1|t)ij O(nm)
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3.1. Uncertainty propagation using cross-covariances. In essence, KF requires storing and up-
dating the covariance matrix P between adjacent steps, which results in a quadratic computational cost.
Computing Kalman gain is also expensive as it requires forming the cross-covariance matrix C = PHT from
the covariance matrix P . However, if we assume the prior cross-covariance matrix Cˆt+1|t has already been
computed, then Kalman gain can be computed at the cost of O(n2m) according to equation (2.10),
Kt+1 = Cˆt+1|t
(
HCˆt+1|t +R
)−1
(3.1)
where the prior cross-covariance can be computed from the cross-covariance from last step and the
product of CˆQ = QH
T ,
Cˆt+1|t = Cˆt|t + CˆQ (3.2)
Equation (3.2) is based on the assumption of a stationary observation operator H and the random
walk dynamical model (2.3). Given a fixed observation operator H and the computed Kalman gain, the
cross-covariance C can be updated at O(n2m) according to variations of equation (2.9) and (2.12), that is,
Cˆt+1|t+1 = Cˆt+1|t −Kt+1(HCˆt+1|t) (3.3)
The posterior variance is given by
δ2t+1|t+1 = δ
2
t+1|t −
n∑
j=1
(Kt+1)ij(Cˆt+1|t)ij (3.4)
Therefore, we have derived an equivalent formulation of the KF by substituting equation (2.9) to (2.12)
with equation (3.1) to (3.3). With the assumptions that QHT and Cˆ0|0 have already been calculated, the
new formulation obviates the need to evaluate and store the full covariance matrix P . Instead, the cross-
covariance C ∈ Rm×n from last time step is stored and updated at each data assimilation step in order to
predict the state estimate at current time step. Therefore, the cost for each measurement update is O(m)
instead of O(m2).
To initialize the new KF algorithm, one needs the initial state vector xˆ0|0, its error cross-covariance
Cˆ0|0 = P0|0H
T and the model error cross-covariance CQ = QH
T . Since after a few iterations the estimation
process is usually independent from the choice of P0|0, the initial covariance P0|0 is assumed to be αIm,
where Im is a m×m identity matrix, and α can be chosen to be an arbitrary large value if no information
about the value of P0|0 is available. Hence the cross-covariance of the initial state, i.e., Cˆ0|0 = P0|0H
T can
be initialized to be αHT . The model error covariance Q is a m×m matrix, with each element Qij defined
using the generalized covariance function (GCF) K(rij), where rij is the spatial distance between xi and xj ,
to account for the spatial variability [39]. We will show in next section that this kernel representation gives
Q an underlying Hierarchical structure. Therefore, despite that Q is a dense matrix, the matrix product
CQ = QH
T can be computed at the cost of O(m) as opposed to O(m2).
3.2. Hierarchical Matrices. The H-matrix approach provides a data-sparse representation of dense
matrices arising in many engineering applications, e.g., the boundary element method (BEM) for discretizing
integral equations [9] and dense covariance matrices [3]. The data-sparse representation relies on the fact
that these matrices can be recursively sub-divided based on a tree structure, and most matrix sub-blocks
at different levels in the tree can be well-approximated using a low-rank block. There are many different
hierarchical matrices depending on the tree structure and algorithms to obtain the low-rank blocks. The main
advantage of the H-matrix approach is that the storage cost and the computational cost of matrix algebra
operations of aN×N H-matrix scales asO(N logaN) instead ofO(N2) orO(N3) [29, 30, 10, 14, 2, 44, 17, 16].
In this article, we will restrict our attention to a class of hierarchical matrices known as H2 matrices,
which efficiently represent the covariance matrices arising out of the GCF kernels [3]. H2-matrices are the
subset of the H matrices for which the fast multipole method (FMM) is applicable. One characteristic of an
error covariance Q with H2 structure is that the blocks corresponding to a distant cluster of points has low
rank even though the full matrix is dense. Observe that if HT is a matrix and we wish to evaluate QHT ,
then we have
QHT = [Qh(1)Qh(2) ... Qh(n)] (3.5)
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Hence, the FMM [27, 23] can be employed to compute and store the matrix-vector products of the summation
form
Qh
(k)
i =
m∑
j=1
K(xi, xj)h
(k)
j (3.6)
for i ∈ {1, 2, ...,m} in O(m) operations as opposed to O(m2) with a controllable error ǫ.
A key part of the FMM is the use of fast low-rank factorization algorithms to represent the interactions
K(xi, xj) between well-separated clusters of points. There are several low-rank factorization techniques
available. For instance, if the entries of the kernel matrix K arise from a Green’s function or some analytic
function (in some suitable region), the low-rank approximation can be computed using the multipole expan-
sion, as in the traditional fast multipole method [27], or using other analytic techniques such as Taylor series
expansions [13] or Chebyshev interpolation [23]. However, if the entries in the matrix K are only known
algebraically, then fast algebraic techniques, including adaptive cross approximation (ACA) [51] and pseudo-
skeletal approximations [26], can be used to obtain low-rank factorizations in almost linear complexity. In
this work, we rely on Chebyshev interpolation [23, 2] to construct fast low-rank factorizations. Theorems
are available [23] to determine the rank necessary to achieve accuracy ǫ.
3.3. Implementation. A summary of the HiKF algorithm can be found in Algorithm 2. The overall
cost of the HiKF is O(n2m) as opposed to O(nm2). Recall that for most problems n ≪ m. Therefore,
the solutions can be obtained in O(m) time. C++ Software packages related to the fast methods used in
this article, including FLIPACK and BBFMM (black box FMM), can be operated as a block box and are
available online at https://github.com/sivaramambikasaran/. A MATLAB version of BBFMM is available at
https://github.com/judithyueli/mexBBFMM2D, which allows the readers to implement HiKF in MATLAB.
We refer readers to [3] and [23] for details of the black box FMM algorithm. It is also worth noting that [3]
also exploits the sparsity of the measurement operator H in reducing the run time. The black box FMM
is compatible with a wide range of kernels including GCFs [41, 40, 42, 53] . Some of the commonly used
kernels are listed below,
1. Gaussian kernels
Q(r) = σ2 exp(−
r2
L2
) (3.7)
2. Exponential kernels
Q(r) = exp(−
r
L
) (3.8)
3. Logrithm kernels
Q(r) = A log(r), A < 0 (3.9)
A chart that demonstrates the scalability and the accuracy of BBFMM for the Gaussian kernel is shown
in Table 3.1. As shown from the table, usually a highly accurate approximation (≈ 10−9) can be obtained
using around 5 Chebyshev nodes. The accuracy can be improved by increasing the number of Chebyshev
nodes with only a slight increase in computational time. BBFMM has linear scaling and it takes only two
minutes to compute the matrix-vector product that contains one-million entries.
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Table 3.1: Comparison of BBFMM and the standard approach on matrix-vector multiplication using a 2.40
GHz single-core CPU
State dimension Time (seconds) Relative accuracy Number of Chebyshev nodes
Standard BBFMM
10, 000 7.25 0.61 4.08e − 9 5
0.96 5.84e − 10 6
1.07 3.28e − 11 7
100, 000 1627 11.54 3.27e − 11 7
1, 000, 000 − 132.6 − 7
4. Numerical Benchmark. In this section, we illustrate the performance of HiKF by comparing it
against the conventional KF and EnKF. The data assimilation methods are implemented to continuously
track a CO2 plume in the subsurface from seismic travel times, resulting in a dynamical system described
by a linear state space model with random walk forecast model.
4.1. Synthetic TOUGH2 CO2 Monitoring Experiment. A detailed reservoir flow model has been
developed for the Frio-II brine pilot CO2 injection experiment [19] using a state-of-the-art model reservoir
simulator TOUGH2 [49]. The Frio-II pilot injected 380 tons of CO2 into a 17m-thick deep brine aquifer
at the depth of 1657m. Based on well logs and core measurements, the brine aquifer is assumed to have a
dip of 18 degree and a layered permeability and porosity distribution. The flow simulation predicted the
spatial distributions of CO2 saturation and pressure for 5 days. The seismic wave velocity model is built
from the flow model using a patchy petrophysical relationship [58]. The baseline and the time-lapse changes
of the compressional seismic wave velocities are shown in Figure 4.1. CO2 can be monitored seismically
by mapping the time-varying CO2-induced velocity reductions from measurements of traveltime delays [57].
We conduct synthetic crosswell seismic surveys every 3 hours, with 6 sources deployed at the injection well
and 48 receivers deployed at the observation well 30 meters apart. The acquisition geometry follows [1] and
remains fixed during the monitoring experiment.
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Fig. 4.1: The base velocity model (top) before CO2 injection and the simulated CO2-induced velocity
reduction (bottom) 5 days after injection at FRIO II site. Data provided courtesy of Jonathan B. Ajo-
Franklin, Thomas M. Daley and Christine Doughty from Earth Science Division, Lawrence Berkeley National
Laboratory, Berkeley, CA, United States.
The travel time measurements are simulated by integrating the seismic slowness (reciprocal of velocities)
along the raypaths on which seismic waves propagate. In reality, the ray path will change in response to CO2
plume migration. For simplicity, we assume that the raypath follows a straight line connecting the source-
receiver pair, which is the high-frequency limiting case of the wave equation. By assuming the raypath l has
not been significantly altered due to CO2 injection, the traveltime yt can be expressed as a linear function
of the unknown slowness st, which varies with location r. That is,
yt =
∫
l
s(r)dl = Hst (4.1)
The time-invariant linear observation operator H embeds the information about the area sampled by
the raypath, with each element Hij representing the length of the i
th raypath within the jth cell. The CO2-
induced low velocity zone is imaged from traveltime delays ∆yt relative to the baseline traveltime, which
can be obtained by subtracting the baseline traveltime from the measurement equation (4.1). That is,
∆yt = H∆st (4.2)
The variable of interest ∆st is the perturbation of the background slowness at time step t. The differen-
tial tomography approach applies spatial and temporal regularizations directly on the slowness perturbations
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instead of slowness itself. The observation zt in equation (2.2) is simulated as traveltime delay ∆yt contam-
inated with white noise vt, resulting in a 65dB signal-to-noise ratio (SNR) defined as
SNR = 10 log10
‖∆y‖22
‖σ‖22
(4.3)
where ∆y is the measurement signal, and σ2 is the measurement variance. The measurement noise v
are realizations from N(0, σ2I).
4.2. State-space model parameter selection. The state-space representation of the dynamic trav-
eltime tomography problem is given in equation (2.2) to (2.7). The major error sources in the mathematical
model come from using the random-walk model (2.3) to approximate the true complex system dynamics, as
well as using noisy data sets. If the data assimilation method is based on Monte Carlo, e.g. EnKF, then
sampling errors become another error source. The parameterization of the noise structures incorporates our
prior knowledge of the dynamical process, which is given by
R = σ2I (4.4)
Qij = θ exp(−
||xi − xj ||
p
lp
) (4.5)
The observation noise vt ∼ N(0, R) is assumed to be uncorrelated, where I ∈ R
n×n is an identity matrix,
and σ2 is the observation variance. The noise process wt ∼ N(0, Q) accounts for the lag errors due to using
a random-walk forecast model. As shown in equation (4.5), the model error covariance Q is parameterized as
a kernel function, which possesses a hierarchical structure described in section 3.2. The correlation between
two points decays as their spatial separation increases. Small power p indicates sharp changes and a large
l indicates long-range correlation. The lag errors can be estimated approximately by selecting reasonable
values for p and l. The regularization parameters θ and σ control the relative influence of the lag errors
and the observational errors. If the slowness changes are significant, then the lag errors can be assumed to
prevail, therefore more weight should be put on measurements. Although Q is a large full-rank matrix, it
can be efficiently represented in a data-sparse manner as a hierarchical matrix, more specifically, as a H2
matrix [3, 52]. Therefore, the product QHT can be computed at O(mn), where m≫ n.
As we assume no CO2 is present before the injection, the initial guess for the slowness perturbation x0
is a zero vector, with zero initial error covariance P0. The effects of the choice of P0 die out relatively fast
as more data get assimilated [56].
4.3. Dynamic inversion results. The slowness changes induced by CO2 injection have been estimated
from simulated traveltimes acquired at 41 time frames using KF, HiKF and EnKF described in previous
sections. All prediction filters adopt the same random-walk state space equations from (2.2) to (2.7) to
describe the dynamical system, with the same noise structures and regularization parameters. Thus, the
difference in the estimates results solely from the choice of filter. Methods are compared in terms of accuracy,
uncertainty quantification, and computational cost. CO2-induced slowness changes are estimated at three
different resolutions, with 59×55, 117×109, and 234×217 pixels, respectively. The accuracy of the inversion
results is measured in terms of relative estimation error et defined as
et =
‖xest − xref‖2
‖xref‖2
(4.6)
The reference value xref for measuring estimation errors is the true solution xtrue or the LMMSE solution
xKF given by KF depending on the context. The true image as well as the reconstructed image of synthetic
CO2 plume are shown in Figure 4.2 at low resolution (59 × 55). The HiKF solution is also shown in
Figure 4.3 at high resolution (234 × 217). The estimation errors relative to the true image as well as to
the LMMSE estimate are plotted as a function of time in Figure 4.4. As shown from the figures, HiKF
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Fig. 4.2: True and estimated CO2-induced changes in compressional-wave slowness (×10
−4m/s) between
two wells at low resolution. EnKF results are obtained with 600 samples. Each state vector x represents a
59×55 image, each observation vector z contains 288 simulated tomographic travel time measurements with
65-dB SNR at each time instance. SNR is defined in (4.3). Data is acquired at 41 time instances, lasting for
5 days.
reproduces the LMMSE estimates given by KF very accurately while EnKF produces noisy estimates even
with an ensemble of 600 realizations. The predictions become increasingly accurate over time as more data
have been assimilated. Notice that after the CO2 breakthrough (2 days after injection), the volume of CO2
between the wells ceases to change. The crosswell seismic survey becomes less informative, which yields less
improvement in estimation errors.
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Fig. 4.3: True and HiKF estimates of the compressional-wave slowness (×10−4s/m) at high resolution. Each
state vector x represents a 234× 217 image.
0 50 100 150
10-1
100
101
Time (hours)
Es
tim
at
io
n 
er
ro
r r
el
at
iv
e 
to
 tr
ue
 s
ol
ut
io
n
 
 
HiKF
EnKF
KF
0 50 100 150
10-3
10-2
10-1
100
Time (hours)
Es
tim
at
io
n 
er
ro
r r
el
at
iv
e 
to
 K
F
 
 
HiKF
EnKF
Fig. 4.4: Estimation error relative to the true solution (left) and to the LMMSE solution by KF (right).
Definition is given in equation (4.6).
Figure 4.5 shows the estimated variance plotted as a function of the location at Day 5 after CO2 injection.
The uncertainty quantification given by KF indicates that the estimates inside the trapezoidal zone between
two wells has less uncertainty compared to the remainder of the model domain, which coincides with the
regions of high seismic ray coverage. As shown in the middle of the figure, HiKF reproduces the variance of
KF very accurately. In contrast, the variance predicted by EnKF is 1000 times greater than that given by
KF and has to be plotted on a different color scale. As the regularization parameters and initial conditions
are kept the same for the three experiments, the large variability of EnKF solutions can only result from
sampling errors.
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Fig. 4.5: Gridblock standard deviation of the compressional-wave slowness (×10−4s/m) estimated by KF,
HiKF and EnKF at last assimilation time step corresponding to Figure 4.2.
We further investigate why EnKF cannot give a reliable uncertainty quantification in our case by plotting
the eigenvalue spectrum and the effective rank of the posterior covariance in Figure 4.6. In comparison with
the eigenvalue spectrum at the last time step given by KF, which is flat and has a long tail, EnKF yields
a steep eigenvalue spectrum with excess variance associated with the leading eigenvectors and insufficient
variance with the rest. The same observation is reported in [31]. By increasing the ensemble size from
400 to 600, the variance in the tails of the spectrum increases yet the magnitude is still much lower than
KF. Figure 4.6 also shows the effective rank of the posterior covariance for each assimilation time step.
The effective rank is defined as the least number of principle eigenvalues needed to explain 95% of the
total variance. The plot suggests that EnKF suffers from rank deficiency associated with using insufficient
ensemble size. Overall, the results show that the information embedded in the covariance of KF cannot
be adequately represented by the proposed ensemble size. It is expected that with larger sample size, the
variance given by EnKF will approach the values given by KF; however, this comes at the expense of
increasing computational costs.
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Fig. 4.6: Eigenvalue spectrums of the posterior covariance at last time step (top). Covariance given by EnKF
are computed from 400- and 600-member ensembles respectively. Effective rank of the posterior covariance
is plotted for each assimilation step (bottom).
The computational cost of performing a single measurement update is summarized in Table 4.2 for
each data assimilation method and plotted against the number of unknowns in Figure 4.7 for comparison.
All computations are performed using C++ on a PC with 2.40 GHz single-core CPU. Compared to the
conventional KF, HiKF reduces the time of processing 105 unknowns from 4 hours to around 2 minutes,
making it a promising tool for fast online data processing. As shown from Figure 4.7, the computational
time and storage cost of KF grows quadratically with the number of unknowns, which involves propagating
and storing a full error covariance matrix of size m ×m. In comparison, the overall cost of HiKF is O(m)
because it operates on the cross-covariance matrix of size m×n. The computational cost of HiKF comprises
offline and online parts. The offline expense measures the cost of forming QHT from a dense covariance
matrix Q, which needs to be computed only once in each monitoring event before any data is processed.
The cost is normally O(m2), but it can be reduced to O(m) by efficiently representing Q as a H2 matrix [3].
The online portion only consists of forming the matrix-vector product associated with the cross-covariance,
thus both the update and storage costs are O(m). The computational and storage costs of EnKF also scale
linearly with the number of unknowns, as it propagates errors using an ensemble consisting of N realizations
of state vectors of size m× 1 instead of a large covariance matrix. However, EnKF is computationally more
expensive than HiKF in our case, as a very large ensemble size is required to produce accurate solutions.
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Fig. 4.7: Computational time (minutes) and storage cost (MB) of each data assimilation method plotted as
a function of the number of unknowns.
Table 4.1: Comparison of the HiKF with other KF variants
Criteria KF HiKF EnKF
Uncertainty propagation Covariance Cross-covariance Ensembles
Estimation error LMMSE LMMSE Large error for small ensemble size
Update cost O(m2) O(m) O(m)
Storage cost O(m2) O(m) O(m)
Reliable risk analysis Yes Variance and cross-covariance Require a large ensemble size
Generality Linear forecast model Random walk model Any forecast model
Table 4.2: Comparison of time taken on a 2.40 GHz single-core CPU for HiKF with other KF variants
Grid size Precomputation (minutes) Time for 41 assimilation time steps (minutes) Storage Cost (MB)
HiKF KF EnKF HiKF KF EnKF HiKF
59× 55 0.52 1.18 1.05 0.14 84.2 15.0 7.5
117× 109 1.53 19.8 4.10 0.57 1331.2 57.9 29.4
234× 217 4.67 263.7 16.3 2.25 21125.1 230.5 117
Complexity O(m) O(m2) O(m) O(m) O(m2) O(m) O(m)
Table 4.3: Comparison of the HiKF with other KF variants
Criteria KF HiKF EnKF
Uncertainty propagation Covariance Cross-covariance Ensembles
Estimation error LMMSE LMMSE Large error for small ensemble size
Update cost O(m2) O(m) O(m)
Storage cost O(m2) O(m) O(m)
Reliable risk analysis Yes Variance and cross-covariance Require a large ensemble size
Generality Linear forecast model Random walk model Any forecast model
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5. Conclusions. We have presented a novel fast and accurate Kalman filter variant, HiKF, for solving
quasi-continuous data assimilation problems. As shown in the numerical experiments, when vast data sets are
collected in rapid succession, it is beneficial to adopt the random-walk forecast model and assume spatially-
correlated Gaussian model errors described by a generalized covariance function. This allows the algorithm
to explore the low-rank structure of the sub-blocks in the model error covariance matrix using H2-matrix
algebra, and propagate errors without expensive operations involving a covariance matrix. As a result, the
computational and storage costs of HiKF scale linearly with the number of unknowns.
A comprehensive comparison of HiKF, KF and EnKF can be found in Table 4.1. As shown in the
example case, by selecting a reasonable number of Chebyshev interpolation points, the solution given by
HiKF can be as accurate as the LMMSE estimates given by KF within a controllable tolerance and with
much less computational effort. To achieve the same accuracy, EnKF needs a high number of realizations in
the example case. This is because when the ensemble size is small, the Monte Carlo approximation to the
cross-covariance is low rank, which yields spurious covariance estimates and results in unphysical updates
of the state variables. In comparison, HiKF propagates the cross-covariance in full rank, therefore gives
accurate state and variance predictions.
The scope of this paper is to design a fast data-driven algorithm for quasi-continuous subsurface mon-
itoring that is characterized by fast data acquisition using a permanent observation network. In such cases
the random walk forecast model has certain advantages over a full-order forward model because it is fast,
easy to implement, and the resulting solution relies more on the data and less on the model assumptions.
Furthermore, we have shown in this paper that if the dynamical system can be described using the random
walk state space model, then the Kalman filter solution can be obtained in linear running time using HiKF.
However, for cases where data is sparse and can only be collected occasionally, the EnKF may be a better
choice than the method presented here because the EnKF can incorporate a non-linear PDE solver for model
forecasting. This allows one to rely less on data and more on model assumptions for correction. As data
acquisition in the subsurface has became increasingly more affordable, collecting data in a quasi-continuous
manner is both feasible and desirable. Thus, Kalman filtering can be used to continuously improve the
quality of monitoring effects.
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