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A Study on Japanese Factuality Analysis∗
Kazuya Narita
Abstract
Event factuality is information pertaining to whether events mentioned in the
natural language correspond to either actual events that have occurred in the real
world or events that are of uncertain interpretation. In factuality analysis, suffi-
cient performance is yet to be achieved because of the complexity of issues such
as functional expression and linguistic scope. This paper discusses the issues
involved in factuality analysis by analyzing errors when applying a rule-based
system to 3,734 events in 1,533 sentences. We annotate functional expression
labels for all events. In the main events, the factuality analyzer, consisting of
simple functional expression rules, achieves approximately 90% accuracy if cor-
rect functional expression labels are provided. In subordinate events, we found
many errors specific to subordinate events, such as errors caused by predicates
and linguistic scopes. We provide guidelines for factuality analysis through addi-
tional discussion regarding predicates and linguistic scope. For improvement of
factuality analysis, we designed linguistic scope analysis, which is one of the is-
sues involved in factuality analysis. We constructed the corpus for scope analysis
and achieved approximately 80% accuracy by scope analyzer based on machine
learning.
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く，含意関係認識や知識獲得といった課題に対しても重要な技術である [1, 2, 3]．
先行研究では，事実性だけでなく，時制などの関連情報についても，付与基準



































































































1Fillmore (1968) [10]は，文が proposition（命題）とmodality（モダリティ）の 2つで構成
される，という見方をした代表的な研究であり，「Sentence→ Propositon + Modality」という書
き換え規則を導入している．
5



















































































研究として，PrasadらによるPenn Discourse TreeBank [14]における attribution
タグや，Sauŕı and Pustejovsky [15, 4]によるFactBank，松吉ら [5, 16]による拡
張モダリティタグ付与コーパスなどがある．








信念 (”PAtt”)，事実 (”Ftv”)，成り行き (”Ctrl”) のいずれかに分類される






Sauŕı and Pustejovsky (2009) [15, 4]は，事象を対象とし，以下の 2つ組のタ
グによって事実性を定義した．
modality 事実らしさに対する態度表明者の確信度．CT (Certain)，PR (Prob-
able)，PS (Possible)，U (Underspecified)の 4種類で表す
polarity 事象に対する確信の方向．+ (positive)，− (negative)，u (underspeci-
fied)の 3種類で表す
9
表 1: Sauŕı and Pustejovsky による事実性（[NA]は利用不可値を示す）
確信度 \肯否極性 positive (+) negative (−) underspecified (u)
Certain (CT)

















パスを構築した．以下に Sauŕı and Pustejovsky [4]による FactBankのアノテー
ション例を示す．
(4) He does not thinke0 she followede1 the rules.
f(e0, author) = CT−
f(e1, author) = Uu
f(e1, he author) = PR−
f(e, s)は態度表明者 sから見た事象 eの事実性を示している．この文では，著者か
ら見た e0 (think)の事実性がCT−，著者から見た e1 (followed)の事実性がUu
であることが付与されるとともに，文中の登場人物 heから見た e1 (followed)の
事実性を著者はPR−と判断している，ということが付与されている．de Marneffe
et al. (2012) [18]は，PR+とPS−，PS+とPR−をそれぞれ区別せず，同一のラ
ベルとして取り扱い，5種類のラベル体系による評価を行っている．










































事象 態度表明者 相対時 仮想 態度 真偽判断 価値判断
買お wr:筆者 未来 0 意志 高確率 ポジティブ
思っ wr:筆者 非未来 0 叙述 成立 0
買っ wr:筆者 未来 条件 問いかけ 0 0





タグ体系の内，＜真偽判断＞は Sauŕı et al. [4]の事実性に相当している．拡張モ
ダリティタグ体系を用いた解析では，項目間の依存関係を考慮することが可能で
あるが，それ故に処理が複雑化してしまうという問題がある．




























































英語においては，Sauŕı and Pustejovsky [25]や de Marneffe et al. [18]が事実性







現の曖昧性が大きな問題であることを報告している．Sauŕı and Pustejovsky [25]
のアノテーション基準では，事実性は可能な限り客観的に判断される．一方で，








































(6) a. もう ⟨⟨遅い ⟩⟩から、彼は先に ⟨⟨帰っ⟩⟩ているだろう。





























































































Underspecified (U) - -
Uu
0




付与する事実性ラベルは，Sauŕı and Pustejovsky [4]の体系を一部簡素にした






















図 1: 事実性に関わる言語要素の構造: 矢印は，要素が事象表現の事実性に影響
することを示す．













(9) a. 太郎は ⟨⟨走っ⟩⟩たんでしたよね態度







(10) a. 太郎は ⟨⟨走ら ⟩⟩ない否定。
b. 太郎は ⟨⟨走る ⟩⟩わけない否定。
c. 太郎が ⟨⟨走ら ⟩⟩ねぇ否定。






(11) a. 太郎は ⟨⟨走れ ⟩⟩なくなる否定ようだ推量。

















(12) a. 確か太郎は ⟨⟨走っ⟩⟩た。
b. 太郎は果たして⟨⟨走る ⟩⟩のだろうか。















(13) a. 太郎は／ ⟨⟨走る ⟩⟩／ことを／拒否した。
b. 太郎は／ ⟨⟨走る ⟩⟩と／言っていたが、／やめた。
c. 太郎は／ ⟨⟨走り ⟩⟩も／歩きも／しなかった否定。
23















(14) a. 太郎が ⟨⟨走ら ⟩⟩ない否定というのは間違っていた。（機能表現と後続す
る述語の組み合わせ）





































































事実性 CT+ PR+ PR− CT− Uu 合計
主事象 808 92 13 119 501 1,533

























































































































⟩ ⟨名詞化 ⟩ ⟨受益 ⟩ ⟨内容 ⟩ ⟨比較 ⟩ ⟨不必要 ⟩の 6ラベルは全ての事例が不一致
であった．












ラベル 適合率 再現率 F1(%)
疑問 92.81 (297/320) 94.59 (297/314) 93.69
判断 92.86 (247/266) 95.37 (247/259) 94.10
完了 80.85 (114/141) 93.44 (114/122) 86.69
結果状態 54.60 ( 89/163) 74.79 ( 89/119) 63.12
習慣 89.47 ( 34/ 38) 40.00 ( 34/ 85) 55.28
態度 90.79 ( 69/ 76) 88.46 ( 69/ 78) 89.61
否定 76.47 ( 52/ 68) 70.27 ( 52/ 74) 73.24
受身 100.0 ( 39/ 39) 92.86 ( 39/ 42) 96.30
継続 71.43 ( 10/ 14) 25.64 ( 10/ 39) 37.74
話題 100.0 ( 38/ 38) 97.44 ( 38/ 39) 98.70
無意志 82.93 ( 34/ 41) 100.0 ( 34/ 34) 90.67
勧め 76.92 ( 10/ 13) 34.48 ( 10/ 29) 47.62
理由 100.0 ( 21/ 21) 91.30 ( 21/ 23) 95.45
願望 100.0 ( 12/ 12) 85.71 ( 12/ 14) 92.31
自然発生 21.15 ( 11/ 52) 78.57 ( 11/ 14) 33.33
依頼 73.33 ( 11/ 15) 100.0 ( 11/ 11) 84.62
方向 0.00 ( 0/ 0) 0.00 ( 0/ 11) 0.00
不確実 100.0 ( 10/ 10) 100.0 ( 10/ 10) 100.0
着継続 47.37 ( 9/ 19) 100.0 ( 9/ 9) 64.29
許可 100.0 ( 5/ 5) 83.33 ( 5/ 6) 90.91
試行 85.71 ( 6/ 7) 100.0 ( 6/ 6) 92.31
可能 62.50 ( 5/ 8) 100.0 ( 5/ 5) 76.92
伝聞 100.0 ( 5/ 5) 100.0 ( 5/ 5) 100.0
当為 50.00 ( 3/ 6) 75.00 ( 3/ 4) 60.00
様態 100.0 ( 4/ 4) 100.0 ( 4/ 4) 100.0
程度 60.00 ( 3/ 5) 100.0 ( 3/ 3) 75.00
強調 100.0 ( 3/ 3) 100.0 ( 3/ 3) 100.0
自発 40.00 ( 2/ 5) 100.0 ( 2/ 2) 57.14
名詞化 0.00 ( 0/ 2) 0.00 ( 0/ 2) 0.00
受益 0.00 ( 0/ 0) 0.00 ( 0/ 2) 0.00
意志 66.67 ( 2/ 3) 100.0 ( 2/ 2) 80.00
内容 0.00 ( 0/ 1) 0.00 ( 0/ 2) 0.00
目的 100.0 ( 1/ 1) 50.00 ( 1/ 2) 66.67
例示 100.0 ( 1/ 1) 100.0 ( 1/ 1) 100.0
比較 0.00 ( 0/ 0) 0.00 ( 0/ 1) 0.00
不必要 0.00 ( 0/ 0) 0.00 ( 0/ 1) 0.00
容易 100.0 ( 1/ 1) 100.0 ( 1/ 1) 100.0












た素性を，「かもしれない」の「しれ」を例にして表 9に示す．表 9の s, p, p1, p2,
p3, cf , bf はそれぞれ，n番目の形態素wnの表層，品詞，品詞細分類 1，品詞細






















{p, p1} 品詞 + 品詞細分類 1 動詞 自立
{p, p1, p2} 品詞 + 品詞細分類 1 + 品詞細分
類 2
動詞 自立 *
{p, p1, p2, p3} 品詞 + 品詞細分類 1 + 品詞細分
類 2 + 品詞細分類 3
動詞 自立 * *
{bf, p} 基本形 + 品詞 しれる 動詞
{bf, p, p1} 基本形 + 品詞 + 品詞細分類 1 しれる 動詞 自立
{bf, p, p1, p2} 基本形 + 品詞 + 品詞細分類 1 +
品詞細分類 2
しれる 動詞 自立 *
bigram素性 {w′, w} 基本形 bigram かも しれ
{p′, p} 品詞 bigram 助詞 動詞
{bf ′, bf} 基本形 bigram かも しれる
{cf ′, s} 活用形 + 表層形 * しれ
表 10: 機能表現解析器の評価結果
精度 再現率 F1
















3: INITIALIZE C ← CT, P ← +
4: for all 付随する機能表現の各意味ラベル（文末側から順に） do
5: if 意味ラベルが更新ルール 1に該当する意味ラベルのいずれか then
6: if P = + then
7: P ← −
8: else if P = − then
9: P ← +
10: end if
11: end if
12: if 意味ラベルが更新ルール 2に該当する意味ラベルのいずれか then
13: if C = CT then
14: C ← PR
15: end if
16: end if
17: if 意味ラベルが更新ルール 3に該当する意味ラベルのいずれか then










1. 機能表現の意味ラベルが ⟨否定 ⟩⟨否定意志 ⟩⟨否定推量 ⟩⟨無意味 ⟩⟨不明確





2. 機能表現の意味ラベルが ⟨推量-不確実 ⟩⟨推量-高確実性 ⟩⟨否定推量 ⟩⟨意志
⟩⟨否定意志 ⟩⟨伝聞 ⟩⟨様態 ⟩⟨容易 ⟩⟨困難 ⟩のいずれかの場合，確信度をCT
から PRに下げる








(16) 小さい方がいい場合も ⟨⟨ある ⟩⟩らしい伝聞ので理由 一概にそうとも ⟨⟨言え
⟩⟩ない否定 みたい推量-不確実です判断。
主事象「言う」の事実性を決定する場合には，付随している 3つの機能表現「な
い」「みたい」「です」の意味ラベル列である ⟨否定 ⟩⟨推量-不確実 ⟩⟨判断 ⟩に基
づいて解析を行う．Algorithm 1中の C，P は，それぞれ確信度，肯否極性の値
をもつ変数であり，最終的にこれらの組み合わせで事実性の値を表す．初期値と




2に該当するため，CをPRに更新し，P は更新しない (line 12-16)．最後に，「な
い」は ⟨否定 ⟩の機能表現であり，更新ルール 1に該当するため，Cは更新せず，
P を−に更新する (line 5-11)．結果的に，C = PR，P = −となり，主事象「言
う」の事実性として PR−が得られる (line 21)．従属事象「ある」の場合は，直
後に連なる機能表現列である「らしい」「ので」の意味ラベル列 ⟨伝聞 ⟩⟨理由 ⟩に





































































表 12: 機械学習モデルで用いた素性一覧および (16) における素性抽出例
(16) の主事象 (16) の従属事象
素性 「言う」に対する素性 「ある」に対する素性
江口他
解析対象の事象を含む文節 (中心文節) ， 言え ない，言え ない みたい， ある らしい，ある らしい の，
(2010)
その前後の文節， そう と， 場合 も，一概 に
の素性
中心文節に係る文節， ある らしい，一概 に，そう と 場合 も，










































CT+ PR+ PR− CT− Uu マイクロ平均 マクロ平均
システム 事例数 808 92 13 119 501 1,533 -
ルールベース
精度
90.0 50.6 42.9 79.5 82.6 84.3 69.1
(711/790) (40/79) (3/7) (101/127) (438/530) (1,293/1,533)
再現率
88.0 43.5 23.1 84.9 87.4 84.3 65.4
(711/808) (40/92) (3/13) (101/119) (438/501) (1,293/1,533)
F1 89.0 46.8 30.0 82.1 85.0 84.3 66.6
機械学習
精度
79.6 63.3 - 76.5 90.0 81.9 61.9
(770/967) (19/30) (0/0) (88/115) (379/421) (1,256/1,533)
再現率
95.3 20.7 0.0 73.9 75.6 81.9 53.1
(770/808) (19/92) (0/13) (88/119) (379/501) (1,256/1,533)
F1 86.8 31.1 - 75.2 82.2 81.9 55.1
表 14: 主事象に対する事実性解析の各軸ごとの評価
確信度 肯否極性
CT PR U マクロ + − u マクロ
システム 事例数 927 105 501 平均 900 132 501 平均
ルール
精度
91.3 51.2 82.6 75.0 91.9 83.6 82.6 86.1
ベース
(837/917) (44/86) (438/530) (799/869) (112/134) (438/530)
再現率
90.3 41.9 87.4 73.2 88.8 84.9 87.4 87.0
(837/927) (44/105) (438/501) (799/900) (112/132) (438/501)
F1 90.8 46.1 85.0 73.9 90.3 84.2 85.0 86.5
機械学習
精度
82.5 63.3 90.0 78.6 85.6 81.7 90.0 85.8
(893/1,082) (19/30) (379/421) (853/997) (94/115) (379/421)
再現率
96.3 18.1 75.6 63.4 94.8 71.2 75.6 80.5
(893/927) (19/105) (379/501) (853/900) (94/132) (379/501)


























b. 入札前に ⟨⟨確認す ⟩⟩べき当為でし判断た完了ね態度。
（正解ラベルに基づく解析：CT+，正解：CT−）




⟨当為 ⟩や ⟨不許可 ⟩のように，更新ルールを割り当てるべき意味ラベルを追加す
ることで改善が期待できる事例が見られた．(17a)の機能表現「べき」「です」は
それぞれ ⟨当為 ⟩⟨判断 ⟩の意味をもっているが，これは，⟨当為 ⟩に関する更新










の場合，更新ルール 1の適用対象として ⟨当為 ⟩と ⟨完了 ⟩の組み合わせを追加し，
更新ルール 3は適用しないように変更することで正しく解析することができる．⟨
























































CT+ PR+ PR− CT− Uu マイクロ平均 マクロ平均
システム 事例数 1,538 177 36 163 287 2,201 -
ルールベース
精度
78.1 73.8 40.0 80.5 58.0 76.8 66.1
(1,491/1,910) (31/42) (2/5) (91/113) (76/131) (1,691/2,201)
再現率
96.9 17.5 5.6 55.8 26.5 76.8 40.5
(1,491/1,538) (31/177) (2/36) (91/163) (76/287) (1,691/2,201)
F1 86.5 28.3 9.8 65.9 36.4 76.8 45.4
機械学習
精度
77.4 55.6 - 66.9 53.7 75.1 50.7
(1,480/1,913) (25/45) (0/2) (89/133) (58/108) (1,652/2,201)
再現率
96.2 14.1 0.0 54.6 20.2 75.1 37.0
(1,480/1,538) (25/177) (0/36) (89/163) (58/287) (1,652/2,201)
F1 85.8 22.5 - 60.1 29.4 75.1 39.6
表 17: 従属事象に対する事実性解析の各軸ごとの評価
確信度 肯否極性
CT PR U マクロ + − u マクロ
システム 事例数 1,701 213 287 平均 1,715 199 287 平均
ルール
精度
81.8 72.3 58.0 70.7 85.0 84.8 58.0 75.9
ベース
(1,655/2,023) (34/47) (76/131) (1,659/1,952) (100/118) (76/131)
再現率
97.3 16.0 26.5 46.6 96.7 50.3 26.5 57.8
(1,655/1,701) (34/213) (76/287) (1,659/1,715) (100/199) (76/287)
F1 88.9 26.2 36.4 50.5 90.5 63.1 36.4 63.3
機械学習
精度
80.5 57.4 53.7 63.9 84.6 74.1 53.7 70.8
(1,648/2,046) (27/47) (58/108) (1,656/1,958) (100/135) (58/108)
再現率
96.9 12.7 20.2 43.3 96.6 50.3 20.2 55.7
(1,648/1,701) (27/213) (58/287) (1,656/1,715) (100/199) (58/287)
F1 88.0 20.8 29.4 46.0 90.2 59.9 29.4 59.8
4.2 従属事象における事実性解析












述語の種類 名詞 名詞以外 名詞 名詞以外
機能表現のみで 機能表現の更新ルールの不足 1 10 - - 11 (6.2%)
決定可能 機能表現のアノテーション誤り 2 13 - - 15 (8.4%)
副詞の影響を受ける
文脈と機能表現の組み合わせ 1 11 - - 12 (6.7%)
「たぶん」などの副詞，助詞など 1 7 2 0 10 (5.6%)
文節境界を越えて 後続する述語の影響 2 11 10 2 25 (14.0%)
表現の影響を受ける 後方の機能表現が影響する範囲 6 32 31 11 80 (44.9%)
その他
機能表現の省略 0 1 1 1 3 (1.7%)
対義語を同時に用いることによる否定 1 3 0 0 4 (2.2%)
事象参照表現が命令形 0 2 0 0 2 (1.1%)
その他 2 8 3 3 16 (9.0%)
事実性のアノテーション誤り 2 14 5 1 22 -












(21) a. 安いものだと ⟨⟨防水 ⟩⟩は怪しいです。
（正解：PR−，システム：CT+）

















































(22) a. 問題が ⟨⟨発生する ⟩⟩のを防いだ。




(23) a. 彼は ⟨⟨発言し ⟩⟩たのを忘れている。








見出し語 格 直前の事象の時制 述語自身の肯否極性 真偽判断 価値判断 評価極性
防ぐ を 未来 肯定 不成立 働きかけ ネガティブ
否定 成立 許可 ポジティブ
非未来 肯定 - - -
否定 - - -
忘れる を 未来 肯定 不成立 - -
否定 成立 - -
非未来 肯定 成立 - -
否定 成立 - -
知る を 未来 肯定 高確率 - -
否定 高確率 - -
非未来 肯定 成立 - -














































(24) a. [仕事で ⟨⟨行っ⟩⟩た] のではない否定。








































(26) 物語を楽しみつつ、⟨⟨冒険 ⟩⟩を ⟨⟨堪能し ⟩⟩てください依頼。
テ形接続 従属事象（「活かし」）がテ形接続で後続事象（「働く」）に係っており，
その後続事象の機能表現（「なかっ」）の影響を受けるパターン




(28) そんなに ⟨⟨難しい ⟩⟩試験が ⟨⟨ある ⟩⟩のでしょうか疑問？
名詞述語を修飾 従属事象（「質問し」が名詞述語（「子かな」）の名詞を修飾して
おり，その名詞述語の機能表現（「かな」）の影響を受けるパターン





































(30) a. うまく ⟨⟨活かし ⟩⟩て ⟨⟨働く ⟩⟩ことができなかっ否定た。（スコープ内）


























































































































表 22: ランダムに抽出した 140文中の従属事象の分布
主事象に最も近い従属事象 主事象から離れた従属事象 計
スコープ内 39 11 50
スコープ外 97 147 244
事象選択述語の影響を受ける 4 2 6
計 140 160 300
57
表 24: スコープのアノテーションによる事実性解析性能
CT+ PR+ PR− CT− Uu マイクロ平均 マクロ平均
事例数 51 10 1 11 47 120 -
スコープなし
精度
48.0 100.0 - 50.0 64.7 50.8 52.5
(47/98) (1/1) (0/0) (2/4) (11/17) (61/120)
再現率
92.2 10.0 0.0 18.2 23.4 50.8 28.7
(47/51) (1/10) (0/1) (2/11) (11/47) (61/120)
F1 63.1 18.2 - 26.7 34.4 50.8 28.5
スコープを考慮
精度
70.4 42.9 0.0 69.2 52.8 57.5 47.0
(19/27) (3/7) (0/1) (9/13) (38/72) (69/120)
再現率
37.3 30.0 0.0 81.8 80.9 57.5 46.0
(19/51) (3/10) (0/1) (9/11) (38/47) (69/120)
F1 48.7 35.3 - 75.0 63.9 57.5 44.6
表 25: スコープのアノテーションによる事実性解析結果の変化









































































1. うまく ⟨⟨活かし ⟩⟩て ⟨⟨働け ⟩⟩なかった否定









1. なぜ ⟨⟨分け ⟩⟩て ⟨⟨書い ⟩⟩ている結果状態のですか疑問？





機能表現 スコープ内 スコープ外 合計
否定 127 2,051 2,178
推量 341 160 501
疑問 500 410 910
⾜足と／シッポを／洗っ  ておい  て／ドライヤーで／乾かし  ている  のですか？
係り受け

























. . .，て EOC
c 後件の事象を含む文節の表層，原形，品詞，
表層＋品詞（1-Ngram）
乾かし，て，いる，. . .，BOC 乾かし，乾か
し て，. . .，？ EOC
d 係り受け木上での，事象間の表現の表層，原
形，品詞，表層＋品詞（1-Ngram）




て，いる，の，です，. . .，PRED て，て い
る，. . .，？ EOS
f dにおける，機能表現単位での表層，意味ラ
ベル，表層＋意味ラベル（1-Ngram）
ておい，て，PRED ておい，ておい て，. . .，
結果状態，順接確定，PRED 結果状態，結果




のですか，. . .，習慣，疑問，PRED 習慣，習





















機能表現 スコープ内 スコープ外 合計
訓練用データ
否定 118 1,960 2,078
推量 273 128 401
疑問 440 370 810
評価用データ
否定 9 91 100
推量 68 32 100
疑問 60 40 100
表 29: スコープの自動解析結果（機能表現の意味ラベルごとに分割した場合とそ
うでない場合との比較）；太字は性能が高いもの
否定 推量 疑問 マイクロ平均
一括 0.9461 (1,966/2,078) 0.726 (291/401) 0.728 (590/810) 0.8656 (2,847/3,289)



















素性 否定 推量 疑問 マイクロ平均
全素性 0.9466 (1,967/2,078) 0.723 (290/401) 0.738 (598/810) 0.8680 (2,855/3,289)
−素性 a 0.9471 (1,968/2,078) *0.706 (283/401) *0.709 (574/810) 0.8589 (2,825/3,289)
−素性 b *0.9461 (1,966/2,078) 0.723 (290/401) *0.733 (594/810) 0.8665 (2,850/3,289)
−素性 c *0.9461 (1,966/2,078) *0.721 (289/401) 0.742 (601/810) 0.8683 (2,856/3,289)
−素性 d 0.9466 (1,967/2,078) 0.723 (290/401) 0.738 (598/810) 0.8680 (2,855/3,289)
−素性 e 0.9471 (1,968/2,078) *0.721 (289/401) 0.744 (603/810) 0.8696 (2,860/3,289)
−素性 f 0.9471 (1,968/2,078) *0.721 (289/401) *0.736 (596/810) 0.8674 (2,853/3,289)
−素性 g 0.9471 (1,968/2,078) 0.733 (294/401) 0.738 (598/810) 0.8696 (2,860/3,289)
−素性 h *0.9461 (1,966/2,078) *0.721 (289/401) *0.727 (589/810) 0.8647 (2,844/3,289)
−素性 i 0.9466 (1,967/2,078) *0.718 (288/401) 0.746 (604/810) 0.8693 (2,859/3,289)
表 31: スコープの自動解析結果（素性ごとの比較）
素性 否定 推量 疑問 マイクロ平均
全素性 0.9466 (1,967/2,078) 0.723 (290/401) 0.738 (598/810) 0.8680 (2,855/3,289)
素性 aのみ 0.9447 (1,963/2,078) 0.706 (283/401) 0.726 (588/810) 0.8617 (2,834/3,289)
















表 32: スコープの自動解析結果（オープンテスト）；ベースラインは素性 aのみ
を用いて学習したもの
否定 推量 疑問 マイクロ平均
全素性 0.93 (93/100) 0.76 (76/100) 0.70 (70/100) 0.797 (239/300)
ベースライン 0.93 (93/100) 0.68 (68/100) 0.64 (64/100) 0.750 (225/300)

















(32) a. 郵便の料金て、郵便局まで ⟨⟨行っ⟩⟩て ⟨⟨確かめる ⟩⟩のですか疑問？
（正解：スコープ内，全素性：スコープ内，ベースライン：スコープ外）





表 33: オープンテストにおけるConfusion Matrix；太字は正解事例
否定
出力 \正解 スコープ内 スコープ外 計
スコープ内 2 0 2
スコープ外 7 91 98
計 9 91 100
推量
出力 \正解 スコープ内 スコープ外 計
スコープ内 62 18 80
スコープ外 6 14 20
計 68 32 100
疑問
出力 \正解 スコープ内 スコープ外 計
スコープ内 49 19 68
スコープ外 11 21 32
















































































































[1] Lauri Karttunen and Annie Zaenen. Veridicity. In Graham Katz, James
Pustejovsky, and Frank Schilder, editors, Annotating, Extracting and Rea-
soning about Time and Events, No. 05151 in Dagstuhl Seminar Proceedings,
2005.
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