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1. Introduction
In this article, we examine blow-up, and blow-up properties, in solutions to the
initial boundary value problem
uxt + uuxx − λu2x = I(t), t > 0,
u(x, 0) = u0(x), x ∈ [0, 1],
I(t) = −(λ+ 1) ∫ 1
0
u2x dx,
(1.1)
where λ ∈ R, and solutions are subject to periodic boundary conditions
u(0, t) = u(1, t), ux(0, t) = ux(1, t). (1.2)
Equations (1.1)i), iii) may be obtained by integrating the partial differential equa-
tion
uxxt + uuxxx + (1− 2λ)uxuxx = 0 (1.3)
and using (1.2) ([19], [4], [17])1. We refer to (1.1) as the generalized, inviscid,
Proudman-Johnson equation and note that the equation occurs in several different
contexts, either with or without the nonlocal term I(t). For λ = −1, it reduces
to Burgers’ equation. If λ = −1/2, the Hunter Saxton (HS) equation describes
the orientation of waves in massive director nematic liquid crystals ([13], [2], [8],
[24]). For periodic functions, the HS-equation also describes geodesics on the group
D(S)\Rot(S) of orientation preserving diffeomorphisms on the unit circle S = R\Z,
1Equation (1.3) was introduced in [17] with a parameter a ∈ R instead of the term 2λ− 1.
Since in this article we will be concerned with equation (1.1)i), iii), our choice of the
parameter λ over a is due, mostly, to notational convenience.
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modulo the subgroup of rigid rotations with respect to the right-invariant metric
〈f, g〉 = ∫S fxgxdx ([15], [2], [21], [16]). If λ = 1n−1 , n ≥ 2, (1.1) i), iii) can be
obtained directly from the n−dimensional incompressible Euler equations
ut + (u · ∇)u = −∇p, ∇ · u = 0
using stagnation point form velocities u(x,x′, t) = (u(x, t),−λx′ux(x, t)) for x′ =
{x2, ..., xn}, or through the cylindrical coordinate representation ur = −λrux(x, t),
uθ = 0 and ux = u(x, t), where r = |x′| , ([4], [22], [20], [17], [10]). Finally, in the
local case I(t) = 0, the equation appears as a special case of Calogero’s equation
uxt + uuxx − Φ(ux) = 0
for arbitrary functions Φ(·) ([3]). The earliest results on blow-up in the nonlocal
case I(t) = −2 ∫ 1
0
u2xdx for λ = 1 are due to Childress et al. ([4]), where the authors
show that there are blow-up solutions under Dirichlet boundary conditions. For
spatially periodic solutions, the following is known:
• If λ ∈ [−1/2, 0) and u0(x) ∈ W 1,2R (0, 1), ‖ux‖2 remains bounded but ‖ux‖∞
blows up ([18]). For λ ∈ [−1, 0), if u0(x) ∈ HsR(0, 1), s ≥ 3 and u′′0 is not
constant, ‖ux‖∞ blows up ([23]), similarly if λ ∈ (−2,−1), as long as
inf
x∈[0,1]
{
u′0(x)
}
+ sup
x∈[0,1]
{
u′0(x)
}
< 0. (1.4)
• For λ ∈ (−∞,−1/2), ‖ux‖2 blows up in finite-time as long as ([17])∫ 1
0
u′0(x)
3dx < 0. (1.5)
• If λ ∈ [0, 1/2) and u′′0 (x) ∈ L
1
1−2λ
R (0, 1), u exists globally in time. Similarly,
for λ = 1/2 as long as u0(x) ∈W 2,∞R (0, 1) ([18], [20]).
• If λ ∈ [1/2, 1) and u′′′0 (x) ∈ L
1
2(1−λ)
R (0, 1), u exists globally in time ([18]).
The purpose of this paper is to provide further insight on how periodic solutions
to (1.1) blow up for parameters λ ∈ (−∞, 0) as well as to study regularity under
differing assumptions on initial data when λ ∈ [0,+∞). To do this, we will examine
solutions arising out of several classes of periodic, mean zero, initial data: the first,
a class of smooth functions u0(x) ∈ C∞R (0, 1), and then two classes of data for
which either u′0(x) or u
′′
0 (x) ∈ PCR(0, 1), the family of piecewise constant functions.
The results are obtained via a direct approach which will involve the derivation
of representation formulae for ux along characteristics. The rest of the paper is
organized as follows. A brief summary of new blow-up results is given in §2. The
derivation of the solution representation formulae and proofs of the results are
given in §3 and §4, respectively, as well as in appendix A. Finally, some illustrative
examples are to be found in §5.
2. Summary of Results
Our first aim will be to obtain the representation formula, (3.19), for solutions to
(1.1)-(1.2), which will permit us to estimate their lifetime for arbitrary λ ∈ R. Given
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η∗ ∈ R+, to be defined, blow-up of solutions will depend upon the existence of a
finite, positive, limit t∗ defined by
t∗ ≡ lim
η↑η∗
∫ η
0
(∫ 1
0
dα
(1− λµu′0(α))
1
λ
)2λ
dµ. (2.1)
Let us suppose a solution u(x, t) exists on an interval t ∈ [0, T ], T < t∗. Denote by
γ(α, t) the solution to the initial value problem
γ˙(α, t) = u(γ(α, t), t), γ(α, 0) = α ∈ [0, 1], (2.2)
and define
M(t) ≡ sup
α∈[0,1]
{ux(γ(α, t), t)}, M(0) = M0, (2.3)
and
m(t) ≡ inf
α∈[0,1]
{ux(γ(α, t), t)}, m(0) = m0, (2.4)
where, for u0(α) ∈ C∞R (0, 1) and λ > 0, we will assume that the mean-zero function
u′0 attains its greatest value M0 > 0 at, at most, finitely many locations αi ∈
[0, 1], 1 ≤ i ≤ m. Similarly, for λ < 0, we suppose that the least value, m0 < 0,
occurs at a discrete set of points2 αj ∈ [0, 1], 1 ≤ j ≤ n. From the above definitions
and the solution formula, it can easily be shown that (see appendix C)
M(t) = ux(γ(αi, t), t), m(t) = ux(γ(αj , t), t). (2.5)
The main results of this paper are summarized in the following theorems and in
Corollary 2.9 below.
Theorem 2.6. Consider the initial boundary value problem (1.1)-(1.2) for the gener-
alized, inviscid, Proudman-Johnson equation. There exist smooth, mean-zero initial
data such that:
1. For λ ∈ [0, 1], solutions exist globally in time. Particularly, these vanish as
t ↑ t∗ = +∞ for λ ∈ (0, 1) but converge to a non-trivial steady-state if λ = 1.
2. For λ ∈ R\(−2, 1], there exists a finite t∗ > 0 such that both the maximum
M(t) and the minimum m(t) diverge to +∞ and to −∞, respectively, as t ↑ t∗.
In addition, for every α /∈ {αi, αj}, limt↑t∗ |ux(γ(α, t), t)| = +∞ (two-sided,
everywhere blow-up).
3. For λ ∈ (−2, 0), there is a finite t∗ > 0 such that only the minimum diverges,
m(t)→ −∞, as t ↑ t∗ (one-sided, discrete blow-up).
Subsequent results examine the behaviour, as t ↑ t∗, of two quantities, the jacobian
γα(α, t) (see (2.2)), and the L
p norm
‖ux(x, t)‖p =
(∫ 1
0
(ux(γ(α, t), t))
pγα(α, t) dα
)1/p
, p ∈ [1,+∞), (2.7)
with particular emphasis given to the energy function E(t) = ‖ux‖22.
Remark 2.8. Corollary 2.9 and Theorem 2.11 below describe pointwise behaviour
and Lp-regularity of solutions as t ↑ t∗ where, for λ ∈ R\[0, 1], t∗ > 0 refers to the
finite L∞ blow-up time of Theorem 2.6; otherwise the description is asymptotic,
for t ↑ t∗ = +∞.
2One possibility for admitting infinitely many αi and/or αj will be considered below for
the class PCR(0, 1).
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Table 1. Energy Estimates and Lp Regularity as t ↑ t∗
λ E(t) E˙(t) ux
(−∞,−2] +∞ +∞ /∈ Lp, p > 1
(−2,−2/3] +∞ +∞ ∈ L1, /∈ L2
(−2/3,−1/2) Bounded +∞ ∈ L2, /∈ L3
−1/2 Constant 0 ∈ L2, /∈ L3
(−1/2,−2/5] Bounded −∞ ∈ L2, /∈ L3(
− 2
2p−1 , 0
)
, p ≥ 3 Bounded Bounded ∈ Lp[
− 2
p−1 ,− 2p
]
, p ≥ 6 Bounded Bounded /∈ Lp
[0, 1] Bounded Bounded ∈ L∞
(1,+∞) +∞ +∞ /∈ Lp, p > 1
Corollary 2.9. Let u(x, t) in Theorem 2.6 be a solution to the initial boundary value
problem (1.1)-(1.2) defined for t ∈ [0, t∗). Then
lim
t↑t∗
γα(α, t) =

+∞, α = αi, λ ∈ (0,+∞),
0, α 6= αi, λ ∈ (0, 2],
C, α 6= αi, λ ∈ (2,+∞),
0, α = αj , λ ∈ (−∞, 0),
C, α 6= αj , λ ∈ (−∞, 0)
(2.10)
for positive constants C which depend on the choice of λ and α.
Theorem 2.11. Let u(x, t) in Theorem 2.6 be a solution to the initial boundary value
problem (1.1)-(1.2) defined for t ∈ [0, t∗). It holds,
1. For p ≥ 1 and 2
1−2p < λ ≤ 1, limt↑t∗ ‖ux‖p < +∞.
2. For p > 1 and λ ∈ R\(−2, 1], limt↑t∗ ‖ux‖p = +∞. Similarly, for p ∈ (1,+∞)
and λ ∈ (−2,−2/p].
3. The energy E(t) = ‖ux‖22 diverges if λ ∈ R\(−2/3, 1] as t ↑ t∗ but remains
finite for t ∈ [0, t∗] otherwise. Moreover, E˙(t) blows up to +∞ as t ↑ t∗ when
λ ∈ R\[−1/2, 1] and E˙(t) ≡ 0 for λ = −1/2; whereas, limt↑t∗ E˙(t) = −∞ if
λ ∈ (−1/2,−2/5] but remains bounded when λ ∈ (−2/5, 1] for all t ∈ [0, t∗].
See Table 1 for a summary of the results mentioned in Theorem 2.11.
Remark 2.12. Global weak solutions to (1.1)i) having I(t) = 0 and λ = −1/2
have been studied by several authors, ([14], [2], [16]). Such solutions have also been
constructed for λ ∈ [−1/2, 0) in [6] (c.f. also [5]) by extending an argument used
in [2]. Notice that theorems 2.6 and 2.11 above imply the existence of smooth data
and a finite t∗ > 0 such that strong solutions to (1.1)-(1.2) with λ ∈ (−2/3, 0)
satisfy limt↑t∗ ‖ux‖∞ = +∞ but limt↑t∗ E(t) < +∞. As a result, it is possible that
the representation formulae derived in §3 can lead to similar construction of global,
weak solutions for λ ∈ (−2/3, 0).
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The results stated thus far will be established for a family of smooth functions
u0(x) ∈ C∞R (0, 1) having, relative to the sign of λ, global extrema attained at
finitely many points. If we next consider periodic u′0(x) ∈ PCR(0, 1), the class of
mean-zero, piecewise constant functions, the following holds instead:
Theorem 2.13. For the initial boundary value problem (1.1)-(1.2) with u′0(α) ∈
PCR(0, 1) assume solutions are defined for all t ∈ [0, T ], T > 0. Then no W 1,∞(0, 1)
solution may exist for T ≥ t∗, where 0 < t∗ < +∞ if λ ∈ (−∞, 0), and t∗ = +∞
for λ ∈ [0,+∞). Further, limt↑t∗ ‖ux‖1 = +∞ when λ ∈ (−∞,−1) while
lim
t↑t∗
‖ux‖p =
{
C, − 1
p
≤ λ < 0,
+∞, −1 ≤ λ < − 1
p
,
for p ≥ 1 and where the positive constants C depend on the choice of λ and p.
Finally, the case of periodic u′′0 ∈ PCR is briefly examined in §4.2.2 via a simple
example. Our findings are summarized in Theorem 2.14 below.
Theorem 2.14. For the initial boundary value problem (1.1)-(1.2) with u′′0 (α) ∈
PCR(0, 1) and λ ∈ R\[0, 1/2], there are blow-up solutions. Specifically, when λ ∈
(1/2,+∞), solutions can undergo a two-sided, everywhere blow-up in finite-time,
whereas for λ ∈ (−∞, 0), divergence of the minimum to negative infinity can occur
at a finite number of locations.
Remark 2.15. In addition to providing an approach for the case λ ∈ (1,+∞) and
giving a more detailed description of the Lp regularity of solutions, the advantage
of having the solution formula (3.19) available is that conditions such as (1.4) and
(1.5), though sufficient for blow-up, will not be necessary in our future arguments.
3. The General Solution
We now establish our solution formulae for (1.1)-(1.2). Given λ ∈ R\{0}, equations
(1.1)i), iii) admit a second-order, linear, ordinary differential equation for the jaco-
bian γα(α, t). The case λ = 0 will be considered separately in appendix A. In the
reformulated problem, a general solution is constructed which shows ux(γ(α, t), t)
to satisfy (1.1)i) along characteristics, namely
d
dt
(ux(γ(α, t), t))− λux(γ(α, t), t)2 = I(t). (3.1)
Since γ˙(α, t) = u(γ(α, t), t),
γ˙α = (ux ◦ γ) · γα (3.2)
therefore, using (1.1) and (3.2),
γ¨α = (uxt + uuxx) ◦ γ · γα + (ux ◦ γ) · γ˙α
= (uxt + uuxx) ◦ γ · γα + u2x ◦ γ · γα
= (λ+ 1)
(
u2x ◦ γ −
∫ 1
0
u2xdx
)
· γα
= (λ+ 1)
(
(γ−1α · γ˙α)2 −
∫ 1
0
u2xdx
)
· γα .
(3.3)
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For I(t) = −(λ+ 1) ∫ 1
0
u2xdx and λ ∈ R\{0}, then
I(t) =
γ¨α · γα − (λ+ 1) · γ˙ 2α
γ 2α
= −γ
λ
α · (γ−λα )¨
λ
(3.4)
and so
(γ−λα )
¨+ λγ−λα I(t) = 0. (3.5)
Setting
ω(α, t) = γα(α, t)
−λ (3.6)
yields
ω¨(α, t) + λI(t)ω(α, t) = 0, (3.7)
an ordinary differential equation parametrized by α. Suppose we have two lin-
early independent solutions φ1(t) and φ2(t) to (3.7), satisfying φ1(0) = φ˙2(0) = 1,
φ˙1(0) = φ2(0) = 0. Then by Abel’s formula, W(φ1(t), φ2(t)) = 1, t ≥ 0, where
W(g, h) denotes the wronskian of g and h. We look for solutions of (3.7), satisfying
appropriate initial data, of the form
ω(α, t) = c1(α)φ1(t) + c2(α)φ2(t), (3.8)
where reduction of order allows us to write φ2(t) in terms of φ1(t) as
φ2(t) = φ1(t)
∫ t
0
ds
φ21(s)
.
Since ω˙ = −λγ−(λ+1)α γ˙α by (3.6) and γα(α, 0) = 1, then ω(α, 0) = 1 and ω˙(α, 0) =
−λu′0(α), from which c1(α) and c2(α) are obtained. Combining these results reduces
(3.8) to
ω(α, t) = φ1(t)
(
1− λη(t)u′0(α)
)
, η(t) =
∫ t
0
ds
φ21(s)
. (3.9)
Now, (3.6) and (3.9) imply
γα(α, t) = (φ1(t)J (α, t))− 1λ , (3.10)
where
J (α, t) = 1− λη(t)u′0(α), J (α, 0) = 1, (3.11)
however, uniqueness of solution to (2.2) and periodicity of u require
γ(α+ 1, t)− γ(α, t) = 1 (3.12)
for as long as u is defined. Spatially integrating (3.10) therefore yields
φ1(t) =
(∫ 1
0
dα
J (α, t) 1λ
)λ
, (3.13)
and so, if we set
Ki(α, t) = 1J (α, t)i+ 1λ
, K¯i(t) =
∫ 1
0
dα
J (α, t)i+ 1λ (3.14)
for i = 0, 1, 2, ..., we can write γα in the form
γα = K0/K¯0. (3.15)
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As a result of using (3.2) and (3.15), we obtain
ux(γ(α, t), t) = γ˙α(α, t)/γα(α, t) = (ln(K0/K¯0))
.
. (3.16)
In addition, differentiating (3.9)ii) gives
η˙(t) =
(∫ 1
0
dα
J (α, t) 1λ
)−2λ
, η(0) = 0, (3.17)
from which it follows that the existence of an eventual finite blow-up time t∗ > 0
will depend, in part, upon convergence of the integral
t(η) =
∫ η
0
(∫ 1
0
dα
(1− λµu′0(α))
1
λ
)2λ
dµ (3.18)
as η ↑ η∗ for η∗ > 0 to be defined. In an effort to simplify the following arguments,
we point out that (3.16) can be rewritten in a slightly more useful form. The result
is
ux(γ(α, t), t) =
1
λη(t)K¯0(t)2λ
(
1
J (α, t) −
K¯1(t)
K¯0(t)
)
. (3.19)
This is derived as follows. From (3.14) and (3.16),
ux(γ(α, t), t) =
1
K¯0(t)2λ
(
u′0(α)
J (α, t) −
1
K¯0(t)
∫ 1
0
u′0(α) dα
J (α, t)1+ 1λ
)
. (3.20)
However
u′0(α)
J (α, t) =
1
λη(t)
(
1
J (α, t) − 1
)
, (3.21)
by (3.11), and so ∫ 1
0
u′0(α) dα
J (α, t)1+ 1λ
=
K¯1(t)− K¯0(t)
λη(t)
. (3.22)
Substituting (3.21) and (3.22) into (3.20) yields (3.19). Finally, assuming sufficient
smoothness, we may use (3.15) and (3.19) to obtain ([20], [23])
uxx(γ(α, t), t) = u
′′
0 (α)(γα(α, t))
2λ−1. (3.23)
Equation (3.23) implies that as long as a solution exists it will maintain its initial
concavity profile. Also, since the exponent above changes sign through λ = 1/2,
blow-up implies, relative to the value of λ, either vanishing or divergence of the
jacobian. More explicitly, (3.15) and (3.23) yield
uxx(γ(α, t), t) =
u′′0 (α)
J (α, t)2− 1λ
(∫ 1
0
dα
J (α, t) 1λ
)1−2λ
. (3.24)
4. Global Estimates and Blow-up
In §4.1.1-4.1.3 we establish Theorem 2.6 and Corollary 2.9, while Theorem 2.11 is
proved in §4.1.4. Theorems 2.13 and 2.14 are proved in §4.2.1 and §4.2.2, respec-
tively.
For M0 > 0 > m0 as in (2.3) and (2.4), set
η∗ =
{
1
λM0
, λ > 0,
1
λm0
, λ < 0.
(4.1)
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Then, as η ↑ η∗, the space-dependent term in (3.19) will diverge for certain choices
of α and not at all for others. Specifically, for λ > 0, J (α, t)−1 blows up earliest as
η ↑ η∗ at α = αi, since
J (αi, t)−1 = (1− λη(t)M0)−1 → +∞ as η ↑ η∗ = 1
λM0
.
Similarly for λ < 0, J (α, t)−1 diverges first at α = αj and
J (αj , t)−1 = (1− λη(t)m0)−1 → +∞ as η ↑ η∗ =
1
λm0
.
However, blow-up of (3.19) does not necessarily follow from this; we will need to
estimate the behaviour of the time-dependent integrals
K¯0(t) =
∫ 1
0
dα
J (α, t) 1λ
, K¯1(t) =
∫ 1
0
dα
J (α, t)1+ 1λ
as η ↑ η∗. To this end, in some of the proofs we find convenient the use of the Gauss
hypergeometric series ([1], [9], [12])
2F1 [a, b; c; z] ≡
∞∑
k=0
(a)k (b)k
(c)k k!
zk, |z| < 1 (4.2)
for c /∈ Z− ∪ {0} and (x)k, k ∈ N ∪ {0}, the Pochhammer symbol (x)0 = 1, (x)k =
x(x+ 1)...(x+ k − 1). Also, we will make use of the following results ([9], [12]):
Proposition 4.3. Suppose |arg (−z)| < pi and a, b, c, a − b /∈ Z. Then, the analytic
continuation for |z| > 1 of the series (4.2) is given by
2F1[a, b; c; z] =
Γ(c)Γ(a− b)(−z)−b2F1[b, 1 + b− c; 1 + b− a; z−1]
Γ(a)Γ(c− b)
+
Γ(c)Γ(b− a)(−z)−a2F1[a, 1 + a− c; 1 + a− b; z−1]
Γ(b)Γ(c− a)
(4.4)
where Γ(·) denotes the standard gamma function.
Lemma 4.5. Suppose b ∈ (−∞, 2)\{1/2}, 0 ≤ |β − β0| ≤ 1 and  ≥ C0 for some
C0 > 0. Then
1
b
d
dβ
(
(β − β0)2F1
[
1
2
, b;
3
2
;−C0(β − β0)
2

])
= (+ C0(β − β0)2)−b. (4.6)
Proof. See appendix B. 
4.1. A Class of Smooth Initial Data
In this section, we study finite-time blow-up of solutions to (1.1)-(1.2) which arise
from a class of mean-zero, smooth data. In §4.1.1, we consider parameter values
λ ∈ [0,+∞) whereas the case λ ∈ (−∞, 0) is studied in §4.1.2 and §4.1.3. Finally,
Lp regularity of solutions is examined in §4.1.4 for p ∈ [1,+∞).
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4.1.1. Global estimates for λ ∈ [0, 1] and blow-up for λ ∈ (1,+∞).
In Theorem 4.7 below, we prove finite-time blow-up of ux in the L
∞ norm for λ ∈
(1,+∞). In fact, we will find that the blow-up is two-sided and occurs everywhere
in the domain, an event we will refer to as “two-sided, everywhere blow-up.” In
contrast, for parameters λ ∈ [0, 1], we show that solutions persist globally in time.
More particularly, these vanish as t → +∞ for λ ∈ (0, 1) but converge to a non-
trivial steady-state if λ = 1. Finally, the behaviour of the jacobian (3.15) is also
studied. We refer to appendix A for the case λ = 0.
Theorem 4.7. Consider the initial boundary value problem (1.1)-(1.2). There exist
smooth, mean-zero initial data such that:
1. For λ ∈ (0, 1], solutions persist globally in time. In particular, these vanish as
t ↑ t∗ = +∞ for λ ∈ (0, 1) but converge to a non-trivial steady-state if λ = 1.
2. For λ ∈ (1,+∞), there exists a finite t∗ > 0 such that both the maximum
M(t) and the minimum m(t) diverge to +∞ and respectively to −∞ as t ↑ t∗.
Moreover, limt↑t∗ ux(γ(α, t), t) = −∞ for α /∈ {αi, αj} (two-sided, everywhere
blow-up).
Finally, for t∗ as above, the jacobian (3.15) satisfies
lim
t↑t∗
γα(α, t) =

+∞, α = αi, λ ∈ (0,+∞),
0, α 6= αi, λ ∈ (0, 2],
C, α 6= αi, λ ∈ (2,+∞)
(4.8)
where the positive constants C depend on the choice of λ and α 6= αi.
Proof. For simplicity, assume M0 > 0 is attained at a single location
3 α ∈ (0, 1). We
consider the case where, near α, u′0(α) has non-vanishing second order derivative,
so that, locally u′0(α) ∼ M0 + C1(α − α)2 for 0 ≤ |α − α| ≤ s, 0 < s ≤ 1 and
C1 = u
′′′
0 (α)/2 < 0. Then, for  > 0
− u′0(α) +M0 ∼ − C1(α− α)2. (4.9)
Global existence for λ ∈ (0, 1].
By (4.9) above and the change of variables α =
√

|C1| tan θ + α, we have that∫ α+s
α−s
dα
(− C1(α− α)2) 1λ
∼ 
1
2
− 1
λ√−C1
∫ pi
2
−pi
2
(cos(θ))2(
1
λ
−1)dθ (4.10)
for  > 0 small and λ ∈ (0, 1]. But from properties of the Gamma function (see for
instance [11]), the identity∫ 1
0
tp−1(1− t)q−1dt = Γ(p) Γ(q)
Γ(p+ q)
(4.11)
holds for all p, q > 0. Therefore, setting p = 1
2
, q = 1
λ
− 1
2
and t = sin2 θ into (4.11)
gives ∫ pi
2
−pi
2
(cos(θ))2(
1
λ
−1)dθ =
√
pi Γ
(
1
λ
− 1
2
)
Γ
(
1
λ
) ,
which we use, along with (4.9) and (4.10), to obtain∫ 1
0
dα
(− u′0(α) +M0)
1
λ
∼ Γ
(
1
λ
− 1
2
)
Γ
(
1
λ
) √− pi
C1

1
2
− 1
λ . (4.12)
3The case of a finite number of αi ∈ [0, 1] follow similarly.
10 Alejandro Sarria and Ralph Saxton
Consequently, setting  = 1
λη
−M0 into (4.12) yields
K¯0(t) ∼ C3J (α, t) 12− 1λ (4.13)
for η∗ − η > 0 small, J (α, t) = 1 − λη(t)M0, η∗ = 1λM0 and positive constants C3
given by
C3 =
Γ
(
1
λ
− 1
2
)
Γ
(
1
λ
) √−piM0
C1
. (4.14)
Similarly, ∫ α+s
α−s
dα
(− C1(α− α)2)1+ 1λ
∼ Γ
(
1
2
+ 1
λ
)
Γ
(
1 + 1
λ
)√− pi
C1
−(
1
2
+ 1
λ ) (4.15)
so that
K¯1(t) ∼ C4J (α, t) 12+ 1λ (4.16)
for λ ∈ (0, 1] and positive constants C4 determined by
C4 =
Γ
(
1
2
+ 1
λ
)
Γ
(
1 + 1
λ
)√−piM0
C1
. (4.17)
Using (4.13) and (4.16) with (3.19) implies
ux(γ(α, t), t) ∼ CJ (α, t)λ−1
(J (α, t)
J (α, t) −
C4
C3
)
(4.18)
for η∗ − η > 0 small. But Γ(y + 1) = y Γ(y), y ∈ R+ (see e.g. [11]), so that
C4
C3
=
Γ
(
1
λ
)
Γ
(
1
λ
− 1
2
+ 1
)
Γ
(
1
λ
+ 1
)
Γ
(
1
λ
− 1
2
) = 1− λ
2
∈ [1/2, 1) (4.19)
for λ ∈ (0, 1]. Then, by (4.18), (2.5)i) and the definition of M0
M(t)→ 0+, α = α,
ux(γ(α, t), t)→ 0−, α 6= α
(4.20)
as η ↑ η∗ for all λ ∈ (0, 1). For the threshold parameter λ∗ = 1, we keep track of
the positive constant C prior to (4.18) and find that, for α = α,
M(t)→ −u
′′′
0 (α)
(2pi)2
> 0 (4.21)
as η ↑ 1
M0
, whereas
ux(γ(α, t), t)→ u
′′′
0 (α)
(2pi)2
< 0 (4.22)
for α 6= α. Finally, from (3.17)
dt = K¯0(t)2λdη, (4.23)
then (4.13) implies
t∗ − t ∼ C
∫ η∗
η
(1− λµM0)λ−2dµ. (4.24)
As a result, t∗ = +∞ for all λ ∈ (0, 1]. See §5 for examples.
Two-sided, everywhere blow-up for λ ∈ (1,+∞).
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For λ ∈ (1,+∞)\{2}, set b = 1
λ
in Lemma 4.5 to obtain∫ α+s
α−s
dα
(− C1(α− α)2) 1λ
= 2s−
1
λ 2F1
[
1
2
,
1
λ
;
3
2
;
s2C1

]
(4.25)
where the above series is defined by (4.2) as long as  ≥ −C1 ≥ −s2C1 > 0,
namely −1 ≤ s2C1

< 0. However, we are ultimately interested in the behaviour of
(4.25) for  > 0 arbitrarily small, so that, eventually s
2C1

< −1. To achieve this
transition of the series argument across −1 in a well-defined, continuous fashion, we
use proposition 4.3 which provides us with the analytic continuation of the series
in (4.25) from argument values inside the unit circle, in particular for the interval
−1 ≤ s2C1

< 0, to those found outside and thus for s
2C1

< −1. Consequently, for
 small enough, so that −s2C1 >  > 0, proposition 4.3 implies
2s−
1
λ 2F1
[
1
2
,
1
λ
;
3
2
;
s2C1

]
= C Γ
(
1
λ
− 1
2
)

1
2
− 1
λ +
C
λ− 2 + ψ() (4.26)
for ψ() = o(1) as → 0 and positive constant C which may depend on λ and can
be obtained explicitly from (4.4). Then, substituting  = 1
λη
−M0 into (4.26) and
using (4.9) along with (4.25), yields
K¯0(t) ∼
{
C3J (α, t) 12− 1λ , λ ∈ (1, 2),
C, λ ∈ (2,+∞) (4.27)
for η∗ − η > 0 small and positive constants C3 given by (4.14) for λ ∈ (1, 2).
Similarly, by following an identical argument, with b = 1 + 1
λ
instead, we find that
estimate (4.16), derived initially for λ ∈ (0, 1], holds for λ ∈ (1,+∞) as well. First
suppose λ ∈ (1, 2), then (3.19), (4.16) and (4.27)i) imply estimate (4.18). However,
by (4.19) we now have
C4
C3
= 1− λ
2
∈ (0, 1/2)
for λ ∈ (1, 2). As a result, setting α = α in (4.18), we obtain
M(t) ∼ CJ (α, t)λ−1 → +∞ (4.28)
as η ↑ η∗. On the other hand, if α 6= α, the definition of M0 gives
ux(γ(α, t), t) ∼ − CJ (α, t)λ−1 → −∞. (4.29)
The existence of a finite t∗ > 0 follows from (4.23) and (4.27)i), which imply
t∗ − t ∼ C(η∗ − η)λ−1. (4.30)
For λ ∈ (2,+∞), we use (3.19), (4.16) and (4.27)ii) to get
ux(γ(α, t), t) ∼ CJ (α, t)
(J (α, t)
J (α, t) − CJ (α, t)
1
2
− 1
λ
)
. (4.31)
Then, setting α = α in (4.31), we obtain
M(t) ∼ CJ (α, t) → +∞ (4.32)
as η ↑ η∗. Similarly, for α 6= α,
ux(γ(α, t), t) ∼ − CJ (α, t) 12+ 1λ
→ −∞. (4.33)
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A finite blow-up time t∗ > 0 follows from (4.23) and (4.27)ii), which yield
t∗ − t ∼ C(η∗ − η).
For the case λ = 2 and η∗ − η = 12M0 − η > 0 small, we have
K¯0(t) ∼ −C ln (J (α, t)) , K¯1(t) ∼ CJ (α, t) . (4.34)
Two-sided blow-up for λ = 2 then follows from (3.19), (4.23) and (4.34). Finally,
the behaviour of the jacobian in (4.8) is deduced from (3.15) and the estimates
(4.13), (4.27) and (4.34). See §5.1 for examples. 
Remark 4.35. Several methods were used in [4] to show that there are blow-up
solutions for λ = 1 under Dirichlet boundary conditions. We remark that these do
not conflict with our global result in part 1 of Theorem 4.7 as long as the data is
smooth and, under certain circumstances, its local behaviour near the endpoints
α = {0, 1} allows for a smooth, periodic extension of u′0 to all α ∈ R. Further details
on this will be given in future work. See also §4.2.2 where a particular choice of
u′′0 (α) ∈ PCR(0, 1) leads to finite-time blow-up for all λ ∈ (1/2,+∞).
4.1.2. Blow-up for λ ∈ (−∞,−1).
Theorem 4.36 below shows the existence of mean-zero, smooth data for which so-
lutions undergo a two-sided, everywhere blow-up in finite-time for λ ∈ (−∞,−2],
whereas, if λ ∈ (−2,−1), only the minimum diverges.
Theorem 4.36. Consider the initial boundary value problem (1.1)-(1.2). There exist
smooth, mean-zero initial data such that:
1. For λ ∈ (−∞,−2], there is a finite t∗ > 0 such that both the maximum M(t)
and the minimum m(t) diverge to +∞ and respectively to −∞ as t ↑ t∗. In
addition, limt↑t∗ ux(γ(α, t), t) = +∞ for α /∈ {αi, αj} (two-sided, everywhere
blow-up).
2. For λ ∈ (−2,−1), there exists a finite t∗ > 0 such that only the minimum
diverges, m(t)→ −∞, as t ↑ t∗ (one-sided, discrete blow-up).
Finally, for λ ∈ (−∞,−1) and t∗ as above, the jacobian (3.15) satisfies
lim
t↑t∗
γα(α, t) =
{
0, α = αj ,
C, α 6= αj
(4.37)
where the positive constants C depend on the choice of λ and α 6= αj .
Proof. For λ ∈ (−∞,−1), smoothness of u′0 implies that K¯0(t) =
∫ 1
0
J (α, t) 1|λ| dα
remains finite (and positive) for all η ∈ [0, η∗), η∗ = 1λm0 . Also, K¯0(t) has a finite,
positive limit as η ↑ η∗. Indeed, suppose there is an earliest t1 > 0 such that
η1 = η(t1) > 0 and
K¯0(t1) =
∫ 1
0
(1− λη1u′0(α))
1
|λ| dα = 0. (4.38)
Since
∫ 1
0
(1− u′0/m0)
1
|λ| dα > 0, then η1 6= η∗. Also, by periodicity of u0, there are
[0, 1] 3 α1 6= αj where (1− λη1u′0(α1))
1
|λ| = 1, and so, (4.38) implies the existence
of at least one α′ 6= αj where u′0(α′) = 1λη1 . But u
′
0 ≥ m0 and η∗ = 1λm0 , then
η∗ < η1. (4.39)
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In addition, (4.39) and m0 ≤ u′0 ≤M0 yield
0 <
∫ 1
0
dα
(1− u′0/m0)
1
λ
≤ K¯0(t) ≤ 1, 0 ≤ η ≤ η∗. (4.40)
Next, for λ ∈ (−∞,−1), we estimate K¯1(t) =
∫ 1
0
J (α, t) 1|λ|−1dα as η ↑ η∗ by
following an argument similar to that of Theorem 4.7. For simplicity, suppose m0
occurs at a single α ∈ (0, 1). We consider the case where, near α, u′0(α) has non-
vanishing second order derivative, so that, locally u′0(α) ∼ m0 + C2(α − α)2 for
0 ≤ |α− α| ≤ r, 0 < r ≤ 1 and C2 = u′′′0 (α)/2 > 0. Then, for  > 0
+ u′0(α)−m0 ∼ + C2(α− α)2. (4.41)
Given λ ∈ (−∞,−1), set b = 1 + 1
λ
in Lemma (4.5) to find∫ α+r
α−r
dα
(+ C2(α− α)2)1+ 1λ
=
2r
1+
1
λ
2F1
[
1
2
, 1 +
1
λ
;
3
2
;−r
2C2

]
(4.42)
for  ≥ C2 ≥ r2C2, i.e. −1 ≤ − r2C2 < 0, and λ ∈ (−∞,−1)\{−2}4. Then, as we
let  > 0 become small enough, so that eventually − r2C2

< −1, Proposition 4.3
implies
2r
1+
1
λ
2F1
[
1
2
, 1 +
1
λ
;
3
2
;−r
2C2

]
=
C
λ+ 2
+
C Γ
(
1
2
+ 1
λ
)

1
2
+ 1
λ
+ ξ() (4.43)
for ξ() = o(1) as → 0 and positive constants C which may depend on the choice
of λ and can be obtained explicitly from (4.4). Using (4.43) on (4.42), along with
(4.41) and the substitution  = m0 − 1λη , yields
K¯1(t) ∼
{
C, λ ∈ (−2,−1),
C5J (α, t)−( 12+ 1λ ), λ ∈ (−∞,−2)
(4.44)
for η∗ − η > 0 small, η∗ = 1λm0 , J (α, t) = 1− λη(t)m0 and
C5 =
Γ
(
1
2
+ 1
λ
)
Γ
(
1 + 1
λ
)√−pim0
C2
> 0, λ ∈ (−∞,−2). (4.45)
Setting α = α in (3.19) and using (2.5)ii), (4.40) and (4.44), implies
m(t) ∼ − CJ (α, t) → −∞ (4.46)
as η ↑ η∗ for all λ ∈ (−∞,−1)\{−2}. On the other hand, using (3.19), (4.40), (4.44)
and the definition of m0, we see that, for α 6= α,{
|ux(γ(α, t), t)| < +∞, λ ∈ (−2,−1),
ux(γ(α, t), t) ∼ CJ (α, t)−( 12+ 1λ ) → +∞, λ ∈ (−∞,−2)
(4.47)
as η ↑ η∗. A one-sided, discrete blow-up for λ ∈ (−2,−1) follows from (4.46) and
(4.47)i), whereas a two-sided, everywhere blow-up for λ ∈ (−∞,−2) results from
(4.46) and (4.47)ii). The existence of a finite t∗ > 0 follows from (3.17) and (4.40)
as η ↑ η∗. Particularly, we have the lower bound
η∗ ≤ t∗ < +∞. (4.48)
4The case λ = −2 is treated separately.
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The case λ = −2 can be treated directly. We find
K¯1(t) ∼ −C ln (J (α, t)) (4.49)
for η∗ − η > 0 small. A two-sided blow-up then follows as above. Finally, (4.37) is
deduced from (3.15) and (4.40). See §5.1 for examples. 
4.1.3. One-sided, discrete blow-up for λ ∈ [−1, 0).
Since (3.2) and γα(α, 0) = 1 imply the existence of a time interval [0, t∗) where
γα(α, t) = exp
(∫ t
0
ux(γ(α, s), s) ds
)
> 0 (4.50)
for α ∈ [0, 1] and 0 < t∗ ≤ +∞, (3.4) implies that for λ ∈ [−1, 0), (γ−λα (α, t))¨≤ 0.
But (γ−λα )
·|t=0 = −λu′0, thus integrating twice in time gives
γα(α, t)
−λ ≤ 1− λt u′0(α).
Provided there is α ∈ [0, 1] such that infα∈[0,1] u′0(α) = u′0(α) < 0, we define
t∗ = (λu′0(α))
−1, then γα(t, α) ↓ 0 as t ↑ t∗ for any λ ∈ [−1, 0). This along with
(2.5)ii) and (4.50) implies
lim
t↑t∗
∫ t
0
ux(γ(α, s), s) ds = lim
t↑t∗
∫ t
0
m(s)ds = −∞. (4.51)
More precise blow-up properties are now studied via formula (3.19). Theorem 4.52
below will extend the one-sided, discrete blow-up found in Theorem 4.36 for pa-
rameters λ ∈ (−2,−1) to all λ ∈ (−2, 0).
Theorem 4.52. Consider the initial boundary value problem (1.1)-(1.2) with arbi-
trary smooth, mean-zero initial data. For every λ ∈ [−1, 0), there exists a finite
t∗ > 0 such that only the minimum diverges, m(t) → −∞, as t ↑ t∗ (one-sided,
discrete blow-up). Also, the jacobian (3.15) satisfies
lim
t↑t∗
γα(α, t) =
{
0, α = αj ,
C, α 6= αj
(4.53)
where the positive constants C depend on the choice of λ and α 6= αj .
Proof. Since u′0 is smooth and λ ∈ [−1, 0), both integrals K¯i(t), i = 0, 1 remain
finite (and positive) for all η ∈ [0, η∗), η∗ = 1λm0 . Also, K¯0(t) does not vanish as
η ↑ η∗. In fact
1 ≤ K¯0(t) ≤
(
1− M0
m0
) 1
|λ|
(4.54)
for all η ∈ [0, η∗]. Indeed, notice that ˙¯K0(0) = 0 and
¨¯K0(t) =
(
(1 + λ)
∫ 1
0
u′0(α)
2dα
J (α, t)2+ 1λ
− 2λ
(∫ 1
0
u′0(α) dα
J (α, t)1+ 1λ
)2)
K¯0(t)−4λ > 0
for λ ∈ [−1, 0) and η ∈ (0, η∗). This implies
˙¯K0(t) = K¯0(t)−2λ
∫ 1
0
u′0(α)dα
J (α, t)1+ 1λ
> 0. (4.55)
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Then, using (4.55), K¯0(0) = 1 and m0 ≤ u′0(α) ≤ M0 yield (4.54). Similarly, one
can show that
1 ≤ K¯1(t) ≤
(
m0
m0 −M0
)1+ 1
λ
. (4.56)
Consequently, (2.5)ii), (3.19), (4.54) and (4.56) imply that
m(t) = ux(γ(αj , t), t)→ −∞
as η ↑ η∗. On the other hand, by (4.54), (4.56) and the definition of m0, we find
that ux(γ(α, t), t) remains bounded for all α 6= αj as η ↑ η∗. The existence of a
finite blow-up time t∗ > 0 is guaranteed by (3.17) and (4.54). Although t∗ can be
computed explicitly from (2.1), (4.54) provides the simple estimate5
η∗
(
1− M0
m0
)−2
≤ t∗ ≤ η∗. (4.57)
Also, since the maximum M(t) remains finite as t ↑ t∗, setting α = αi in (3.19) and
using (2.5)i) and (3.1) gives M˙(t) < λ(M(t))2 < 0, which implies
0 < M(t) ≤M0
for all t ∈ [0, t∗] and λ ∈ [−1, 0). Finally, (4.53) follows directly from (3.15), (4.54)
and the definition of m0. See §5.1 for examples. 
4.1.4. Further Lp Regularity.
In this section, we prove Theorem 2.11. In particular, we will see how the two-sided,
everywhere blow-up (or one-sided, discrete blow-up) found in theorems 4.7, 4.36 and
4.52, can be associated with stronger (or weaker) Lp regularity. Before proving the
Theorem, we derive basic upper and lower bounds for ‖ux‖p , p ∈ [1,+∞), as well as
write down explicit formulas for the energy function E(t) = ‖ux‖22 and derivative
E˙(t), and estimate the blow-up rates of relevant time-dependent integrals. From
(3.15) and (3.19),
|ux(γ(α, t), t)|p γα(α, t) = |f(α, t)|
p
|λη(t)|p K¯0(t)1+2λp
(4.58)
for t ∈ [0, t∗), p ∈ [1,+∞), λ 6= 0 and
f(α, t) =
1
J (α, t)1+
1
λp
− K¯1(t)
K¯0(t)J (α, t)
1
λp
.
Integrating (4.58) in α and using periodicity then gives
‖ux(x, t)‖pp =
1
|λη(t)|p K¯0(t)1+2λp
∫ 1
0
|f(α, t)|p dα. (4.59)
In particular, setting p = 2 yields the following formula for the energy E(t) :
E(t) =
(
λη(t)K¯0(t)1+2λ
)−2 (K¯0(t)K¯2(t)− K¯1(t)2) . (4.60)
5Which we may contrast to (4.48). Notice that (2.1) implies that the two cases coincide
(t∗ = η∗) in the case of Burgers’ equation λ = −1.
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Furthermore, multiplying (1.1)i) by ux, integrating by parts and using (1.2), (3.15)
and (3.19) gives, after some simplification,
E˙(t) = (1 + 2λ)
∫ 1
0
ux(x, t)
3dx
= (1 + 2λ)
∫ 1
0
(ux(γ(α, t), t))
3γα(α, t) dα
=
1 + 2λ
(λη(t))3
[
K¯3(t)
K¯1(t) −
3K¯2(t)
K¯0(t) + 2
( K¯1(t)
K¯0(t)
)2] K¯1(t)
K¯0(t)1+6λ .
(4.61)
Now K¯i(t), J (α, t) > 0 for η ∈ [0, η∗) (i.e. t ∈ [0, t∗)) and α ∈ [0, 1]. As a result
|f(α, t)|p ≤ 2p−1
(
1
J (α, t)p+
1
λ
+
K¯1(t)p
K¯0(t)pJ (α, t) 1λ
)
which can be used together with (4.58) to obtain, upon integration, the upper
bound
‖ux(x, t)‖pp ≤
2p−1
|λη(t)|p K¯0(t)1+2λp
(∫ 1
0
dα
J (α, t)p+
1
λ
+
K¯1(t)p
K¯0(t)p−1
)
(4.62)
valid for t ∈ [0, t∗), p ∈ [1,+∞) and λ 6= 0. For a lower bound, notice that by
Jensen’s inequality, ∫ 1
0
|f(α, t)|p dα ≥
∣∣∣∣∫ 1
0
f(α, t)dα
∣∣∣∣p
for p ∈ [1,+∞). Using the above in (4.59), we find
‖ux(x, t)‖p ≥
1
|λη(t)| K¯0(t)
2λ+ 1
p
∣∣∣∣∣∣
∫ 1
0
dα
J (α, t)1+
1
λp
− K¯1(t)K¯0(t)
∫ 1
0
dα
J (α, t) 1λp
∣∣∣∣∣∣ . (4.63)
Although the right-hand side of (4.63) is identically zero for p = 1, it does allow for
the study of Lp regularity of solutions when p ∈ (1,+∞)6. Before proving Theorem
2.11, we need to determine any blow-up rates for the appropriate integrals in (4.60)-
(4.63). By following the argument in theorems 4.7 and 4.36, we go through the
derivation of estimates for
∫ 1
0
J (α, t)−
(
1+ 1
λp
)
dα with λ ∈ (1,+∞), p ∈ [1+∞) and
η∗ = 1λM0 , whereas those for∫ 1
0
dα
J (α, t) 1λp
,
∫ 1
0
dα
J (α, t)p+ 1λ
follow similarly and will be simply stated here. For simplicity, assume u′0 attains its
maximum value M0 > 0 at a single α ∈ (0, 1). As before, we consider the case where,
near α, u′0 has non-vanishing second-order derivative. Accordingly, there is s ∈ (0, 1]
such that u′0(α) ∼ M0 + C1(α − α)2 for 0 ≤ |α− α| ≤ s and C1 = u′′′0 (α)/2 < 0.
Then  − u′0(α) + M0 ∼  − C1(α − α)2 for  > 0. Given λ > 1 and p ≥ 1, we let
b = 1 + 1
λp
in Lemma 4.5 to obtain∫ α+s
α−s
dα
(− u′0(α) +M0)b
∼
∫ α+s
α−s
dα
(− C1(α− α)2)b =
2s
b
2F1
[
1
2
, b;
3
2
;
C1s
2

]
(4.64)
6Also, for p ∈ (1,+∞), (4.63) makes sense as t ↓ 0 due to the periodicity of u′0.
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for  ≥ −C1 ≥ −s2C1 > 0. Now, if we let  > 0 become small enough, so that
eventually C1s
2

< −1, proposition 4.3 implies
2s
b
2F1
[
1
2
, b;
3
2
;
C1s
2

]
=
2s
(1− 2b)(−s2C1)b +
Γ
(
b− 1
2
)
Γ(b)
√
− pi
C1

1
2
−b + ζ()
for λ 6= 2/p, and ζ() = o(1) as → 0. Using the above on (4.64) yields∫ 1
0
dα
(− u′0(α) +M0)b
∼ Γ(b− 1/2)
Γ(b)
√
− pi
C1

1
2
−b (4.65)
for  > 0 small. Then, setting  = 1
λη
−M0 into (4.65) gives∫ 1
0
dα
J (α, t)1+ 1λp
∼ CJ (α, t)−( 12+ 1λp ) (4.66)
for η∗ − η > 0 small, η∗ = 1λM0 , p ∈ [1,+∞) and λ ∈ (1,+∞)
7. For the other cases
and remaining integrals, we follow a similar argument to find∫ 1
0
dα
J (α, t)1+ 1λp
∼ C
J (α, t) 12+ 1λp
, λ < −2
p
, p ∈ [1,+∞), (4.67)
∫ 1
0
dα
J (α, t) 1λp
∼
{
C, λ > 2
p
, p ≥ 1 or λ ∈ R−,
CJ (α, t) 12− 1λp , 1 < λ < 2
p
, 1 < p < 2
(4.68)
and ∫ 1
0
dα
J (α, t)p+ 1λ
∼ C, 2
1− 2p < λ < 0, p ≥ 1 (4.69)
where the positive constants C may depend on the choices for λ and p.
Recall from Theorem 4.7 (see also appendix A) that
lim
t→+∞
‖ux‖∞ < +∞, λ ∈ [0, 1]. (4.70)
In contrast, Theorem 2.6, which we established in Theorems 4.7, 4.36 and 4.52,
showed the existence of a finite t∗ > 0 such that
lim
t↑t∗
‖ux‖∞ = +∞, λ ∈ R\[0, 1]. (4.71)
Consequently, ‖ux‖p exists globally for all p ∈ [1,+∞] and λ ∈ [0, 1]. In the case of
(4.71), Theorem 4.72 below further examines the Lp regularity of ux as t approaches
the finite L∞ blow-up time t∗.
Theorem 4.72. Consider the initial boundary value problem (1.1)-(1.2) and let t∗ >
0 denote the finite L∞ blow-up time in Theorem 2.6. There exist smooth, mean-zero
initial data such that:
1. For p ∈ (1,+∞) and λ ∈ (−∞,−2/p] ∪ (1,+∞), limt↑t∗ ‖ux‖p = +∞.
2. For p ∈ [1,+∞) and 2
1−2p < λ < 0, limt↑t∗ ‖ux‖p < +∞.
3. The energy E(t) = ‖ux‖22 diverges as t ↑ t∗ if λ ∈ (−∞,−2/3] ∪ (1,+∞) but
remains finite for t ∈ [0, t∗] when λ ∈ (−2/3, 0). Moreover, E˙(t) blows up
to +∞ as t ↑ t∗ if λ ∈ (−∞,−1/2) ∪ (1,+∞) and E˙(t) ≡ 0 for λ = −1/2;
whereas, limt↑t∗ E˙(t) = −∞ when λ ∈ (−1/2,−2/5] but remains bounded, for
all t ∈ [0, t∗], if λ ∈ (−2/5, 0).
7When λ = 2/p, b = 3/2 and (4.66) reduces to (4.34)ii).
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Proof. Case λ, p ∈ (1,+∞).
First, consider the lower bound (4.63) for p ∈ (1, 2) and λ ∈ (1, 2/p). Then, λ ∈
(1, 2) so that (4.16), (4.27)i), (4.66) and (4.68)ii) imply
‖ux(x, t)‖pp ≥
∣∣∣∫ 10 f(α, t)dα∣∣∣p
|λη(t)|p K¯0(t)1+2λp
∼ CJ (α, t)σ(λ,p)
for η∗ − η > 0 small and σ(λ, p) = 3p2 − 12 − λp. By the above restrictions on λ
and p, we see that σ(λ, p) < 0 for 1
2
(
3− 1
p
)
< λ < 2
p
, p ∈ (1, 5/3). Then, by
choosing p− 1 > 0 arbitrarily small, ‖ux‖p → +∞ as t ↑ t∗ for λ ∈ (1, 2). Next, let
λ ∈ (2,+∞) and p ∈ (1,+∞). This means λ > 2
p
, and so (4.16), (4.27)ii), (4.66)
and (4.68)i) now yield
‖ux(x, t)‖p ≥
∣∣∣∫ 10 f(α, t)dα∣∣∣
|λη(t)| K¯0(t)
2λ+ 1
p
∼ C
J (α, t) 12+ 1λ
→ +∞ (4.73)
as t ↑ t∗. This proves part (1) of the Theorem for λ ∈ (1,+∞).8
Case λ ∈ (−∞, 0) and p ∈ [1,+∞).
For λ ∈ (−∞, 0), we keep in mind the estimates (4.40), (4.44)i), (4.54) and (4.56)
which describe the behaviour of K¯i(t), i = 0, 1 as η ↑ η∗. Consider the upper bound
(4.62) for p ∈ [1,+∞) and 2
1−2p < λ < 0. Then λ ∈ (−2, 0), equation (4.69), and
the aforementioned estimates imply that, as t ↑ t∗,
‖ux(x, t)‖pp ≤
2p−1
|λη(t)|p K¯0(t)1+2λp
(∫ 1
0
dα
J (α, t)p+
1
λ
+
K¯1(t)p
K¯0(t)p−1
)
→ C.
Here, C ∈ R+ depends on the choice of λ and p. By the above, we conclude that
lim
t↑t∗
‖ux(x, t)‖p < +∞
for 2
1−2p < λ < 0 and p ∈ [1,+∞). Now, consider the lower bound (4.63) with
p ∈ (1,+∞) and −2 < λ < − 2
p
< 2
1−2p . Then, by (4.67), (4.68)i) and corresponding
estimates on K¯i(t), i = 0, 1, we find that
‖ux(x, t)‖p ≥
∣∣∣∫ 10 f(α, t)dα∣∣∣
|λη(t)| K¯0(t)
2λ+ 1
p
∼ CJ (α, t)−( 12+ 1λ ) (4.74)
for η∗ − η > 0 small. Therefore,
lim
t↑t∗
‖ux(x, t)‖p = +∞ (4.75)
for p ∈ (1,+∞) and λ ∈ (−2,−2/p]9. Finally, let λ ∈ (−∞,−2) and p ∈ (1,+∞).
Then λ < − 2
p
and it is easy to check that (4.74), with different constants C > 0,
also holds. As a result, (4.75) follows for p > 1 and λ ∈ (−∞,−2]10. Since we
already established that ux ∈ L∞ for all time when λ ∈ [0, 1] (see Theorem 4.7),
this concludes the proof of parts (1) and (2) of the Theorem.
8If λ = 2, λ > 2
p
for p > 1 and result follows from (4.34), (4.63), (4.66) and (4.68)i).
9For the case λ = − 2
p
with p ∈ (1,+∞), we simply use (4.49) instead of (4.67).
10If λ = −2, λ < − 2
p
for p > 1. Result follows as above with (4.49) instead of (4.67).
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For part (3), notice that when p = 2, parts (1) and (2), as well as Theorem 4.7 im-
ply that, as t ↑ t∗, both E(t) = ‖ux‖22 and E˙(t) diverge to +∞ for λ ∈ (−∞,−1] ∪
(1,+∞) while E(t) remains finite if λ ∈ (−2/3, 1]. Therefore we still have to estab-
lish the behaviour of E(t) when λ ∈ (−1,−2/3] and E˙(t) for λ ∈ (−1, 0)\{−1/2}.
From (4.54), (4.56) and (4.60), we see that, as t ↑ t∗, any blow-up in E(t) for
λ ∈ (−1,−2/3] must come from the K¯2(t) term. Using proposition 4.3 and Lemma
4.5, we estimate11
K¯2(t) ∼

CJ (α, t)−( 32+ 1λ ), λ ∈ (−1,−2/3),
−C log (J (α, t)) , λ = −2/3,
C, λ ∈ (−2/3, 0)
(4.76)
for η∗ − η > 0 small. Then, (4.54), (4.56), and (4.60) imply that, as t ↑ t∗, both
E(t) and E˙(t) blow-up to +∞ for λ ∈ (−1,−2/3]. Now, from (4.61)i), we have that∣∣∣E˙(t)∣∣∣ ≤ |1 + 2λ| ‖ux‖33 (4.77)
so that Theorem 4.7 implies that E˙(t) remains finite for all time if λ ∈ [0, 1]. Also,
since 3+ 1
λ
≤ 0 for all λ ∈ [−1/3, 0), we use (4.54), (4.56) and (4.76)iii) on (4.61)iii)
to conclude that
lim
t↑t∗
∣∣∣E˙(t)∣∣∣ < +∞
for λ ∈ [−1/3, 0) as well. Moreover, by part (2), limt↑t∗ ‖ux‖3 < +∞ for λ ∈
(−2/5, 0). Then, (4.77) implies that E˙(t) also remains finite for λ ∈ (−2/5,−1/3).
Lastly, estimating K¯3(t) yields
K¯3(t) ∼
{
CJ (α, t)−( 52+ 1λ ), λ ∈ (−2/3,−2/5),
−C log (J (α, t)) , λ = −2/5. (4.78)
As a result, (4.54), (4.56), (4.76)iii) and (4.61)iii) imply that
lim
t↑t∗
E˙(t) =
{
+∞, λ ∈ (−2/3,−1/2),
−∞, λ ∈ (−1/2,−2/5].
We refer the reader to table 1 in §2 for a summary of the above results. 
Notice that Theorems 2.6, 4.72 and inequality (4.77) yield a complete description
of the L3 regularity for ux: if λ ∈ [0, 1], limt→+∞ ‖ux‖3 = C where C ∈ R+ for
λ = 1 but C = 0 when λ ∈ (0, 1), whereas, for t∗ > 0 the finite L∞ blow-up time
for ux in Theorem 2.6,
lim
t↑t∗
‖ux(x, t)‖3 =
{
+∞, λ ∈ (−∞,−2/5] ∪ (1,+∞),
C, λ ∈ (−2/5, 0) (4.79)
where the positive constants C depend on the choice of λ ∈ (−2/5, 0).
Remark 4.80. Theorem 4.72 implies that for every p > 1, Lp blow-up occurs for ux if
λ ∈ R\(−2, 1], whereas for λ ∈ (−2, 0), ux remains in L1 but blows up in particular,
smaller Lp spaces. This suggests a weaker type of blow-up for the latter which
certainly agrees with our L∞ results where a “stronger”, two-sided, everywhere
blow-up takes place for λ ∈ R\(−2, 1], but a “weaker”, one-sided, discrete blow-up
occurs when λ ∈ (−2, 0).
11Under the usual assumption u′′′0 (α) 6= 0.
20 Alejandro Sarria and Ralph Saxton
Remark 4.81. For V (t) =
∫ 1
0
u3xdx, the authors in [17] derived a finite upper bound
T ∗ =
(
3
|1 + 2λ|E(0)
) 1
2
(4.82)
for the blow-up time of E(t) for λ < −1/2 and
V (0) < 0,
|1 + 2λ|
2
V (0)2 ≥ 2
3
E(0)3. (4.83)
If (4.83)i) holds but we reverse (4.83)ii), then they proved that E˙(t) blows up in-
stead. Now, from Theorem 4.72(3) we have that, in particular for λ ∈ (−2/3,−1/2),
E(t) remains bounded for t ∈ [0, t∗] but E˙(t)→ +∞ as t ↑ t∗. Here, t∗ > 0 denotes
the finite L∞ blow-up time for ux (see Theorem 4.52) and satisfies (4.57). There-
fore, further discussion is required to clarify the apparent discrepancy between the
two results for λ ∈ (−2/3,−1/2) and u′0 satisfying both conditions in (4.83). Our
claim is that for these values of λ, t∗ < T ∗. Specifically, E(t) remains finite for all
t ∈ [0, t∗] ⊂ [0, T ∗], while E˙(t)→ +∞ as t ↑ t∗. From (4.61)i) and (4.83)ii), we have
that E˙(0)
2
2|1+2λ| ≥ 23E(0)3, or 1(|1+2λ|E(0))3 ≥ 43(|1+2λ|E˙(0))2 . As a result, (4.82) yields
T ∗ ≥
(
6
|1 + 2λ| E˙(0)
) 1
3
(4.84)
where we used E˙(0) > 0; a consequence of (4.61)i), (4.83)i) and λ ∈ (−2/3,−1/2).
Now, for instance, suppose 0 < M0 ≤ |m0|.12 Then
− V (0) =
∣∣∣∣ ∫ 1
0
u′0(x)
3dx
∣∣∣∣ ≤ maxx∈[0,1] ∣∣u′0(x)∣∣3 = |m0|3 , (4.85)
which we use on (4.61)i) to obtain 0 < E˙(0) ≤ |1 + 2λ| |m0|3 , or equivalently
6
|1 + 2λ| E˙(0) ≥
6
|1 + 2λ|2 |m0|3
. (4.86)
Consequently, (4.57), (4.84) and (4.86) yield
T ∗ ≥
(
6
|1 + 2λ|2 |m0|3
) 1
3
>
1
|1 + 2λ| 23 |m0|
>
1
|λ| |m0| = η∗ ≥ t∗ (4.87)
for λ ∈ (−2/3,−1/2). If λ ≤ −2/3, both results concerning L2 blow-up of ux coin-
cide. Furthermore, in [5] the authors derived a finite upper bound T∗ = 3(1+3λ)V (0)
− 1
3
for the blow-up time of V (t) to negative infinity valid as long as V (0) < 0 and
λ < −1/3. Clearly, T∗ also serves as an upper bound for the breakdown of ‖ux‖3 for
λ < −1/3, or E˙(t) = (1+2λ)V ((t) if λ ∈ (−∞,−1/3)\{−1/2}. However, (4.79) and
Theorem 4.72(1) prove the existence of a finite t∗ > 0 such that, particularly for λ ∈
(−2/5,−1/3], ‖ux‖3 remains finite for t ∈ [0, t∗] while limt↑t∗ ‖ux‖6 = +∞. This
in turn implies the local boundedness of E˙(t) for t ∈ [0, t∗] and λ ∈ (−2/5,−1/3].
Similar to the previous case, we claim that t∗ < T∗. Here, once again, we consider
the case 0 < M0 ≤ |m0|. Accordingly, (4.57) and (4.85) imply
T∗ =
3
(1 + 3λ)V (0)
1
3
≥ 3|1 + 3λ| |m0| >
1
|λ| |m0| = η∗ ≥ t∗.
12A natural case to consider given (4.83)i).
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For the remaining values λ ≤ −2/5, both our results and those established in [5]
regarding blow-up of V (t) agree. A simple example is given by u′0(x) = sin(2pix) +
cos(4pix) for which V (0) = −3/4, E(0) = 1, m0 = −2 and M0 ∼ 1.125. Then, for
λ = −3/5 ∈ (−2/3,−1/2), we have T ∗ = √15 > η∗ = 5/6 ≥ t∗ ≥ 0.34, whereas, if
λ = −7/20 ∈ (−2/5,−1/3), T∗ = 20(6)2/3 > 10/7 = η∗ ≥ t∗ ≥ 0.59.
4.2. Piecewise Constant and Piecewise Linear Initial Data
In the previous section, we took smooth data u′0 which attained its extreme values
M0 > 0 > m0 at finitely many points αi and αj ∈ [0, 1], respectively, with u′0 having,
relative to the sign of λ, quadratic local behaviour near these locations. In this
section, two other classes of data are considered which violate these assumptions.
In §4.2.1, Lp regularity of solutions is examined for u′0(α) ∈ PCR(0, 1), the class of
mean-zero, piecewise constant functions. Subsequently, the case u′′0 (α) ∈ PCR(0, 1)
is examined via a simple example in §4.2.2.
4.2.1. n−phase Piecewise Constant u′0(x).
Let χi(α), i = 1, ..., n denote the characteristic function for the intervals Ωi =
(αi−1, αi) ⊂ [0, 1] with α0 = 0, αn = 1 and Ωj ∩ Ωk = ∅, j 6= k, i.e.
χi(α) =
{
1, α ∈ Ωi,
0, α /∈ Ωi.
(4.88)
Then, for hi ∈ R, let PCR(0, 1) denote the space of mean-zero, simple functions:{
g(α) ∈ C0(0, 1) a.e.
∣∣∣∣ g(α) = n∑
i=1
hiχi(α) and
n∑
i=1
hiµ(Ωi) = 0
}
(4.89)
where µ(Ωi) = αi − αi−1, the Lebesgue measure of Ωi. Observe that for u′0(α) ∈
PCR(0, 1) and λ 6= 0, (3.14), (4.88) and (4.89) imply that
K¯i(t) =
n∑
j=1
(1− λη(t)hj)−i− 1λ µ(Ωj). (4.90)
We prove the following Theorem:
Theorem 4.91. Consider the initial boundary value problem (1.1)-(1.2) for periodic
u′0(α) ∈ PCR(0, 1). Let T > 0 and assume solutions are defined for all t ∈ [0, T ].
Then, the representation formula (3.19) implies that no global W 1,∞(0, 1) solution
can exist if T ≥ t∗, where t∗ = +∞ for λ ∈ [0,+∞) and 0 < t∗ < +∞ otherwise.
In addition, limt↑t∗ ‖ux(x, t)‖1 = +∞ if λ ∈ (−∞,−1), while
lim
t↑t∗
‖ux(x, t)‖p =
{
C, − 1
p
≤ λ < 0,
+∞, −1 ≤ λ < − 1
p
for p ≥ 1, λ ∈ [−1, 0) and C ∈ R+ that depend on the choice of λ and p.
Proof. Let C denote a generic constant which may depend on λ and p. Since
u′0(α) =
n∑
i=1
hiχi(α), (4.92)
for hi ∈ R as in (4.89), then (3.15) and (4.90) give
γα(α, t)
−λ = (1− λη(t)
n∑
i=1
hiχi(α))
(
n∑
i=1
(1− λη(t)hi)− 1λ µ(Ωi)
)λ
(4.93)
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for η ∈ [0, η∗), η∗ as defined in (4.1) and{
M0 = maxi hi > 0,
m0 = mini hi < 0.
(4.94)
Let Imax and Imin denote the sets of indexes for the intervals Ωi and Ωi respectively,
defined by Ωi ≡ {α ∈ [0, 1] |u′0(α) = M0} and Ωi ≡ {α ∈ [0, 1] |u′0(α) = m0}.
Global estimates for λ ∈ (0,+∞).
Let λ ∈ (0,+∞) and η∗ = 1λM0 . Using the above definitions, we may write
1− λη(t)
n∑
i=1
hiχi(α) = 1− λη(t)
 ∑
i∈Imax
M0χi(α) +
∑
i/∈Imax
hiχi(α)
 (4.95)
and
n∑
i=1
(1− λη(t)hi)− 1λ µ(Ωi) =
∑
i∈Imax
(1− λη(t)M0)− 1λ µ(Ωi)
+
∑
i/∈Imax
(1− λη(t)hi)− 1λ µ(Ωi).
(4.96)
Then, for fixed i ∈ Imax choosing α ∈ Ωi and substituting into (4.95), we find
1− λη(t)
n∑
i=1
hiχi(α) = 1− λη(t)M0. (4.97)
Using (4.96), (4.97) and (4.93), we see that, for η ∈ [0, η∗),
γα(α, t) =
 ∑
i∈Imax
µ(Ωi) + (1− λη(t)M0) 1λ
∑
i/∈Imax
(1− λη(t)hi)− 1λ µ(Ωi)
−1 .
(4.98)
Since 1− λη(t)u′0(α) > 0 for all η ∈ [0, η∗) and α ∈ [0, 1], (4.98) implies
lim
t↑t∗
γα(α, t) =
( ∑
i∈Imax
µ(Ωi)
)−1
> 0 (4.99)
for some t∗ > 0. However, (3.15), (3.17) and (4.92) give
dt =
(
1− λη(t)
n∑
i=1
hiχi(α)
)−2
γα(α, t)
−2λ
dη (4.100)
and so, for η∗ − η > 0 small, (4.93), (4.96) and the above observation on 1 −
λη(t)u′0(α) yield, after integration, t∗ − t ∼ C
∫ η∗
η
(1− λM0σ)−2dσ. Consequently,
t∗ = +∞. Finally, (2.5)i), (4.50) and (4.99) yield
lim
t→+∞
∫ t
0
M(s) ds = − ln
( ∑
i∈Imax
µ(Ωi)
)
> 0.
If α = α˜ ∈ Ωi for some index i /∈ Imax, so that 1 − λη(t)u′0(α˜) = 1 − λη(t)h˜ for
h˜ < M0, then (4.93) implies γα(α˜, t) ∼ C(1 − λη(t)M0) 1λ → 0 as t → +∞. Thus,
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by (4.50), we obtain
lim
t→+∞
∫ t
0
ux(γ(α˜, s), s) ds = −∞.
We refer to appendix A for the case λ = 0.
Lp regularity for p ∈ [1,+∞] and λ ∈ (−∞, 0).
Suppose λ ∈ (−∞, 0) so that η∗ = 1λm0 . We now write
1− λη(t)
n∑
i=1
hiχi(α) = 1− λη(t)
 ∑
i∈Imin
m0χi(α) +
∑
i/∈Imin
hiχi(α)
 (4.101)
and
n∑
i=1
(1− λη(t)hi)
1
|λ| µ(Ωi) =
∑
i∈Imin
(1− λη(t)m0)
1
|λ| µ(Ωi)
+
∑
i/∈Imin
(1− λη(t)hi)
1
|λ| µ(Ωi).
(4.102)
Choose α ∈ Ωi for some i ∈ Imin and substitute into (4.101) to obtain
1− λη(t)
n∑
i=1
hiχi(α) = 1− λη(t)m0. (4.103)
Using (4.102) and (4.103) with (4.93) gives
γα(α, t) =
 ∑
i∈Imin
µ(Ωi) +
∑
i/∈Imin(1− λη(t)hi)
1
|λ| µ(Ωi)
(1− λη(t)m0)
1
|λ|
−1 (4.104)
for η ∈ [0, η∗). Since 1 − λη(t)u′0(α) > 0 for η ∈ [0, η∗), α ∈ [0, 1] and λ < 0, we
have that limt↑t∗ γα(α, t) = 0 or, equivalently by (2.5)ii) and (4.50),
lim
t→t∗
∫ t
0
m(s)ds = −∞.
The blow-up time t∗ > 0 is now finite. Indeed, (4.93), (4.100) and (4.102) yield
the estimate dt ∼
(∑
i/∈Imin(1− λη(t)hi)
1
|λ| µ(Ωi)
)2λ
dη for η∗ − η > 0 small and
λ < 0. Since hi > m0 for any i /∈ Imin, integrating the latter implies a finite t∗ > 0.
Now, if α = α′ ∈ Ωi for some i /∈ Imin, then u′0(α′) = h′ for h′ > m0. Following
the argument in the λ > 0 case yields
γα(α
′, t) =
 ∑
i/∈Imin
(1− λη(t)hi)
1
|λ| µ(Ωi)
−1 (1− λη(t)h′) 1|λ| ,
consequently limt↑t∗ γα(α
′, t) = C ∈ R+ and so, by (4.50), ∫ t
0
ux(γ, s) ds remains
finite as t ↑ t∗ for every α′ 6= α and λ ∈ (−∞, 0).
Lastly, we look at Lp regularity of ux for p ∈ [1,+∞) and λ ∈ (−∞, 0). From (3.15)
and (3.19),
|ux(γ(α, t), t)|p γα(α, t) = K0(α, t)|J (α, t)
−1 − K¯0(t)−1K¯1(t)|p
|λη(t)|p K¯0(t)2λp+1
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for t ∈ [0, t∗) and p ∈ R. Then, integrating in α and using (4.90) gives
‖ux(x, t)‖pp =
1
|λη(t)|p
(
n∑
i=1
(1− λη(t)hi)− 1λ µ(Ωi)
)−(2λp+1)
n∑
j=1
{
(1− λη(t)hj)− 1λ
∣∣∣∣(1− λη(t)hj)−1 − ∑ni=1(1− λη(t)hi)−1− 1λ µ(Ωi)∑n
i=1(1− λη(t)hi)−
1
λ µ(Ωi)
∣∣∣∣pµ(Ωj)
}
for p ∈ [1,+∞). Splitting each sum above into the indexes i, j ∈ Imin and i, j /∈
Imin, we obtain, for η∗ − η > 0 small,
‖ux(x, t)‖pp ∼ CJ (α, t)−
1
λ
∣∣∣∣J (α, t)−1 − C (J (α, t)−1− 1λ + C) ∣∣∣∣p
+ C
∑
j /∈Imin
{
(1− ληhj)− 1λ
∣∣∣∣(1− ληhj)−1 − C (J (α, t)−1− 1λ + C) ∣∣∣∣pµ(Ωj)}
where λ ∈ (−∞, 0), J (α, t) = 1 − λη(t)m0 and the constant C > 0 may now also
depend on p ∈ [1,+∞). Suppose λ ∈ [−1, 0), then −1− 1
λ
≥ 0 and the above implies
‖ux(x, t)‖pp ∼ CJ (α, t)−(p+
1
λ ) + g(t) (4.105)
for g(t) a bounded function on [0, t∗) with finite, non-negative limit as t ↑ t∗. On
the other hand, if λ ∈ (−∞,−1) then −1− 1
λ
< 0 and
‖ux(x, t)‖pp ∼ CJ (α, t)−(p+
1
λ ) (4.106)
holds instead. The last part of the Theorem follows from (4.105) and (4.106) as
t ↑ t∗. See §5.2 for examples. 
4.2.2. Piecewise constant u′′0 (x).
When u′′0 (α) ∈ PCR(0, 1), the behaviour of solutions, in particular for λ ∈ (1/2, 1],
can be rather different than the one described in theorems 4.7 and 4.91. Below, we
consider a particular choice of data u0 with a finite jump discontinuity in u
′′
0 at the
point α where u′0 attains its maximum M0. We find that the solution undergoes
a two-sided blow-up in finite-time for λ ∈ (1/2,+∞). In particular, this signifies
the formation of singularities in stagnation point-form solutions to the 2D incom-
pressible Euler equations (λ = 1) ([4], [22], [20]). For λ ∈ (−∞, 0), we find that a
one-sided blow-up occurs at a finite number of locations in the domain.
Let
u0(α) =
{
2α2 − α, α ∈ [0, 1/2],
−2α2 + 3α− 1, α ∈ (1/2, 1] (4.107)
so that M0 = 1 and m0 = −1 occur at α = 1/2 and α = {0, 1} respectively. Then
J (α, t) = 1− λη(t), J (α, t) = 1 + λη(t) and η∗ = 1|λ| for λ 6= 0. Using (4.107), we
find
K¯0(t) =
J (α,t)
1− 1
λ−J (α,t)1−
1
λ
2(1−λ)η(t) , λ ∈ R\{0, 1},
1
2η(t)
ln
(
η∗+η(t)
η∗−η(t)
)
, λ = 1
(4.108)
and
K¯1(t) = J (α, t)
− 1
λ − J (α, t)− 1λ
2η(t)
, λ 6= 0. (4.109)
If λ ∈ (−∞, 0), a one-sided blow-up, m(t) → −∞, follows trivially from (3.19),
(4.108)i) and (4.109) as t approaches a finite t∗ > 0 whose existence is guaranteed,
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in the limit as η ↑ η∗, by (3.17) and (4.108)i). On the other hand, if λ ∈ (0,+∞)
and η∗ − η > 0 is small,
K¯0(t) ∼

λ
2(1−λ)J (α, t)1−
1
λ , λ ∈ (0, 1),
λ
2
1
λ (λ−1)
, λ ∈ (1,+∞)
−C log(η∗ − η(t)), λ = 1
(4.110)
and
K¯1(t) ∼ λ
2J (α, t) 1λ
. (4.111)
For α = α, the above estimates and (3.19) imply that, as η ↑ η∗,
M(t) = ux(γ(α, t), t)→
{
0, λ ∈ (0, 1/2),
+∞, λ ∈ (1/2,+∞).
Furthermore, for α 6= α,
ux(γ(α, t), t)→
{
0, λ ∈ (0, 1/2),
−∞, λ ∈ (1/2,+∞).
For the threshold parameter λ = 1/2, ux(γ, t) → −1 as η ↑ 2 for α /∈ {α, α},
whereas, M(t) = ux(γ(α, t), t) ≡ 1 and m(t) = ux(γ(α, t), t) ≡ −1. Finally, from
(3.17) and (4.110)
t∗ − t ∼

C
∫ η∗
η
(1− λµ)2(λ−1)dµ, λ ∈ (0, 1),
C(η∗ − η)(2− 2 log(η∗ − η) + ln2(η∗ − η)), λ = 1,
C(η∗ − η), λ ∈ (1,+∞),
and so t∗ = +∞ for λ ∈ (0, 1/2] but 0 < t∗ < +∞ when λ ∈ (1/2,+∞).
Remark 4.112. By following an argument analogous to that of §4.2.1 for piecewise
constant u′0, it can be shown that the results from the above example extend to
arbitrary data with piecewise constant u′′0 . In fact, if instead of having u
′
0 piecewise
linear in [0, 1], the above results extend to continuous u′0 behaving linearly only
in a small neighbourhood of αi for λ > 0. Similarly for parameters λ < 0 and u
′
0
locally linear near αj . Further details on the generalization of this result, as well
as new results for data with arbitrary curvature near the locations in question, will
be presented in a forthcoming paper.
Remark 4.113. We recall that if λ ∈ [1/2, 1) and u′′′0 (x) ∈ L
1
2(1−λ)
R (0, 1), then u
persists globally in time ([18]). This result does not contradict the above blow-up
example. Indeed, if u′′′0 ∈ L
1
2(1−λ)
R for λ ∈ [1/2, 1), then u′′0 is an absolutely continu-
ous function on [0, 1], and hence continuous. However, in the case just considered,
u′′0 is, of course, not continuous.
Remark 4.114. From Theorem 4.7, which examines a family of smooth u0 ∈ C∞R ,
notice that λ∗ = 1 acts as the threshold parameter between solutions that vanish at
t = +∞ for λ ∈ (0, λ∗) and those which blow-up in finite-time when λ ∈ (λ∗,+∞),
while for λ∗ = 1, ux converges to a non-trivial steady-state as t → +∞. In the
example above with u′′0 ∈ PCR, we have the corresponding behavior at λ∗ = 1/2
instead. Interestingly enough, when λ = 1/2 or λ = 1, equation (1.1) i), iii) models
stagnation point-form solutions to the 3D or 2D incompressible Euler equations
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respectively. An interesting question would be to examine the effect on blow-up of
cusps in the graph of u′0, for λ = 1/2.
5. Examples
Examples 1-4 in §5.1 have λ ∈ {3,−5/2, 1,−1/2}, respectively, and are instances
of theorems 4.7, 4.36 and 4.52. In these cases, we will use formula (3.20) and the
Mathematica software to aid in the closed-form evaluation of some of the integrals
and the generation of plots. Furthermore, examples 5 and 6 in §5.2 are representa-
tives of Theorem 4.91 for λ = 1 and −2. For simplicity, details of the computations
in most examples are omitted. Finally, because solving the IVP (3.17) is generally
a difficult task, the plots in this section (with the exception of figure 2A) will depict
ux(γ(α, t), t) for fixed α ∈ [0, 1] against the variable η(t), rather than t. Figure 2A
will however illustrate u(x, t) versus x ∈ [0, 1] for fixed t ∈ [0, t∗).
5.1. Examples for theorems 4.7, 4.52 and 4.36
For examples 1-3, let u0(α) = − 14pi cos(4piα). Then u′0(α) = sin(4piα) attains its
maximum M0 = 1 at αi = {1/8, 5/8}, while m0 = −1 occurs at αj = {3/8, 7/8}.
Example 1. Two-sided Blow-up for λ = 3. Let λ = 3, then η∗ = 1λM0 = 1/3 and for
the time-dependent integrals we find that
K¯0(t) = 2F1
[
1
6
,
2
3
; 1; 9 η(t)2
]
→ Γ
(
1
6
)
Γ
(
1
3
)
Γ
(
5
6
) ∼ 1.84 (5.1)
and ∫ 1
0
u′0 dα
(1− 3η(t)u′0)
4
3
= 2η(t) 2F1
[
7
6
,
5
3
; 2; 9 η(t)2
]
→ +∞ (5.2)
as η ↑ 1/3. Using (5.1) and (5.2) on (3.20), and taking the limit as η ↑ 1/3, we see
that M(t) = ux(γ(αi, t), t) → +∞ whereas, for α 6= αi, ux(γ(α, t), t) → −∞. The
blow-up time t∗ ∼ 0.54 is obtained from (3.17) and (5.1). See figure 1A.
Example 2. Two-sided Blow-up for λ = −5/2. For λ = −5/2, η∗ = 1λm0 = 2/5.
Then, we now have that
K¯0(t) = 2F1
[
−1
5
,
3
10
; 1;
25
4
η(t)2
]
→ Γ
(
9
10
)
Γ
(
7
10
)
Γ
(
6
5
) ∼ 0.9 (5.3)
and ∫ 1
0
u′0 dα
(1 + 5η(t)u′0/2)
3
5
= −3
4
η(t) 2F1
[
4
5
,
13
10
; 2;
25
4
η(t)2
]
→ −∞ (5.4)
as η ↑ 2/5. Plugging the above formulas into (3.20) and letting η ↑ 2/5, we find that
m(t) = ux(γ(αj , t), t)→ −∞ while, for α 6= αj , ux(γ(α, t), t)→ +∞. The blow-up
time t∗ ∼ 0.46 is obtained from (3.17) and (5.3). See figure 1B.
Example 3. Global Existence for λ = 1. Let λ = 1, then
K¯0(t) = 1√
1− η(t)2 and
∫ 1
0
u′0 dα
(1− η(t)u′0)2
=
η(t)
(1− η(t)2) 32 (5.5)
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both diverge to +∞ as η ↑ η∗ = 1. Also, (5.5)i) and (3.17) imply η(t) = tanh t,
which we use on (3.20), along with (5.5), to obtain
ux(γ(α, t), t) =
tanh t− sin(4piα)
tanh t sin(4piα)− 1 .
Then, M(t) = ux(γ(αi, t), t) ≡ 1 and m(t) = ux(γ(αj , t), t) ≡ −1 while, for
α /∈ {αi, αj}, ux(γ(α, t), t) → −1 as η ↑ 1. Finally, η(t) = tanh t yields t∗ =
limη↑1 arctanh η = +∞. It is also easy to see from the formulas in §3 and (5.5)i)
that I(t) ≡ −1 for I(t) the nonlocal term (1.1)iii). See figure 1C.
Example 4. One-sided Blow-up for λ = −1/2. For λ = −1/2 (HS equation), let
u0 = cos(2piα) + 2 cos(4piα). Then, the least value m0 < 0 of u
′
0 and the location
α ∈ [0, 1] where it occurs are given, approximately, by m0 ∼ −30 and α ∼ 0.13,
respectively. Also, η∗ = − 2m0 ∼ 0.067 and
K¯0(t) = 1 + 17pi
2η(t)2
2
,
∫ 1
0
u′0(α)
(
1 + η(t)
u′0(α)
2
)
dα = 17pi2η(t). (5.6)
Then, (3.17) and (5.6)i) give η(t) =
√
2
17pi2
tan
(
pi
√
17
2
t
)
. Using these results on
(3.20) yields, after simplification,
ux(γ(α, t), t) =
pi
(
2 sin(2piα) + 8 sin(4piα) +
√
34 tan
(
pi
√
17
2
t
))
√
2
17
tan
(
pi
√
17
2
t
)
(sin(2piα) + 4 sin(4piα))− 1
for 0 ≤ η < η∗. We find that m(t) = ux(γ(α, t), t) → −∞ as η ↑ η∗, whereas, for
α 6= α, ux(γ(α, t), t) remains finite. Finally, t∗ = t (−2/m0) ∼ 0.06. See figure 1D.
5.2. Examples for Theorem 4.91
For examples 5 and 6 below, we let
u0(α) =

−α, 0 ≤ α < 1/4,
α− 1/2, 1/4 ≤ α < 3/4.
1− α, 3/4 ≤ α ≤ 1.
(5.7)
Then, M0 = 1 occurs when α ∈ [1/4, 3/4), m0 = −1 for α ∈ [0, 1/4) ∪ [3/4, 1] and
η∗ = 1|λ| for λ 6= 0. Also, notice that (5.7) is odd about the midpoint α = 1/2 and it
vanishes at the end-points (as it should due to periodicity). As a result, uniqueness
of solution to (2.2) implies that γ(0, t) ≡ 0 and γ(1, t) ≡ 1 for as long as u is defined.
Example 5. Global estimates for λ = 1. Using (5.7), we find that K¯0(t) = (1−η(t)2)−1
for 0 ≤ η < η∗ = 1. Then (3.15) implies γα(α, t) = 1−η(t)
2
1−η(t)u′0(α)
, or
γ(α, t) =

(1− η(t))α, 0 ≤ α < 1/4,
α+ η(t)(α− 1/2), 1/4 ≤ α < 3/4,
α+ η(t)(1− α), 3/4 ≤ α ≤ 1
(5.8)
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0.05 0.10 0.15 0.20 0.25 0.30
Η
-4
-2
2
4
(B)
M HtL
mHtL
0.1 0.2 0.3 0.4
Η
-10
-8
-6
-4
-2
2
4
(C)
M HtL = 1
mHtL = -1
0.2 0.4 0.6 0.8 1.0
Η
-1.0
-0.5
0.5
1.0 M HtL
mHtL
(D)
0.01 0.02 0.03 0.04 0.05 0.06
Η
-250
-200
-150
-100
-50
Figure 1. Figures A and B depict two-sided, everywhere
blow-up of (3.20) for λ = 3 and −5/2 (Examples 1 and
2) as η ↑ 1/3 and 2/5, respectively. Figure C (Example 3)
represents global existence in time for λ = 1, whereas figure
D (Example 4) illustrates one-sided, discrete blow-up for
λ = −1/2 as η ↑ 0.067.
after integrating and using (5.7) and γ(0, t) ≡ 0. Since γ˙ = u ◦ γ, we have that
u(γ(α, t), t) =

−αη˙(t), 0 ≤ α < 1/4,
(α− 1/2)η˙(t), 1/4 ≤ α < 3/4
(1− α)η˙(t), 3/4 ≤ α ≤ 1
(5.9)
where, by (3.17) and K¯0 above, η˙(t) = (1 − η(t)2)2. Now, (5.8) lets us solve for
α = α(x, t), the inverse Lagrangian map, as
α(x, t) =

x
1−η(t) , 0 ≤ x < 1−η(t)4 ,
2x+η(t)
2(1+η(t))
, 1−η(t)
4
≤ x < 3+η(t)
4
,
x−η(t)
1−η(t) ,
3+η(t)
4
≤ x ≤ 1,
(5.10)
which we use on (5.9) to obtain the corresponding Eulerian representation
u(x, t) =

−(1− η(t))(1 + η(t))2x, 0 ≤ x < 1−η(t)
4
,
1
2
(1 + η(t))(1− η(t))2(2x− 1), 1−η(t)
4
≤ x < 3+η(t)
4
,
(1− η(t))(1 + η(t))2(1− x), 3+η(t)
4
≤ x ≤ 1,
(5.11)
which in turn yields
ux(x, t) =

−(1− η(t))(1 + η(t))2, 0 ≤ x < 1−η(t)
4
,
(1 + η(t))(1− η(t))2, 1−η(t)
4
≤ x < 3+η(t)
4
,
−(1− η(t))(1 + η(t))2, 3+η(t)
4
≤ x ≤ 1.
(5.12)
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Finally, solving the IVP for η we obtain t(η) = 1
2
(
arctanh(η) + η
1−η2
)
, so that
(3.18) gives t∗ = limη↑1 t(η) = +∞. See figure 2A below.
Remark 5.13. The vanishing of the characteristics in example 5 greatly facilitates
the computation of an explicit solution formula for γ˙(α, t) = u(γ(α, t), t). How-
ever, as it is generally the case, γ(0, t) may not be identically zero. In that case,
integration of (3.15) now yields
γ(α, t) = γ(0, t) +
1
K¯0(t)
∫ α
0
dy
J (y, t) 1λ
, (5.14)
which we differentiate in time to obtain
u(γ(α, t), t) = γ˙(0, t) +
d
dt
(
1
K¯0(t)
∫ α
0
K0(y, t)dy
)
. (5.15)
In order to determine the time-dependent function γ˙(0, t), we may use, for instance,
the ‘conservation in mean’ condition13∫ 1
0
u0(x)dx =
∫ 1
0
u(x, t)dx =
∫ 1
0
u(γ(α, t), t)γα(α, t)dα. (5.16)
Let us assume (5.16) holds. Then, multiplying (5.15) by the mean-one function γα
in (3.15), integrating in α and using (5.16), yields
γ˙(0, t) =
∫ 1
0
u0(α)dα−
∫ 1
0
K0(α, t)
K¯0(t)
d
dt
(
1
K¯0(t)
∫ α
0
K0(y, t)dy
)
dα. (5.17)
Omitting the details of the computations, (5.17) may, in turn, be written as
γ˙(0, t) =
∫ 1
0
u0(α)dα+
K¯0(t)−2(1+λ)
λη(t)
( K¯0(t)K¯1(t)
2
−
∫ 1
0
K0(α, t)
∫ α
0
K1(y, t) dy dα
)
(5.18)
The above and (5.15) yield a representation formula for u(γ, t). Integrating (5.18)
in time and using (5.14) gives an expression for the characteristics γ. Finally, we
remark that under Dirichlet boundary conditions and/or using initial data u0 which
is odd about the midpoint ([7], [23]), a general formula for u(γ, t) can be obtained
from (5.15) by simply setting γ˙(0, t) ≡ 0.
Example 6. Finite-time blow-up for λ = −2. Using (5.7) and λ = −2,
K¯0(t) =
√
1− 2η(t) +√1 + 2η(t)
2
and
∫ 1
0
u′0(α) dα
J (α, t)1+ 1λ
=
dK¯0(t)
dη
for η ∈ [0, η∗) and η∗ = 1/2. Then, (3.20) yields
ux(γ(α, t), t) =

M(t) =
(√
1−2η(t)+
√
1+2η(t)
)3
8(1+2η(t))
√
1−2η(t) , α ∈ [1/4, 3/4),
m(t) = −
(√
1−2η(t)+
√
1+2η(t)
)3
8(1−2η(t))
√
1+2η(t)
, α ∈ [0, 1/4) ∪ [3/4, 1],
(5.19)
13In [20], the authors showed that (5.16) follows naturally from the study of spatially pe-
riodic, stagnation point-form solutions to the n dimensional Euler equations with spatially
periodic pressure term.
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so that M(t)→ +∞ and m(t)→ −∞ as η ↑ 1/2. The finite blow-up time t∗ > 0 is
obtained from (3.17) and K¯0 above. We find
t(η) =
1
6η3
(
η2
(
6− 4
√
1− 4η2
)
+
√
1− 4η2 − 1
)
,
so that t∗ = t(1/2) = 2/3. See figure 2B below.
Figure 2. In figure A, (5.11) vanishes as t → +∞, while
figure B depicts two-sided blow-up of (5.19) as η ↑ η∗ = 1/2.
Appendix A. Global existence for λ = 0 and smooth data.
Setting λ = 0 in (3.3) gives
(ln γα)
¨= −
∫ 1
0
u2xdx = I(t).
Then, integrating twice in time and using γ˙α = (ux(γ, t))γα and γα(α, 0) = 1, yields
γα(α, t) = e
tu′0(α)e
∫ t
0 (t−s)I(s)ds. (A.1)
Since γα has mean one in [0, 1], integrate (A.1) in α to obtain
e
∫ t
0 (t−s)I(s)ds =
(∫ 1
0
etu
′
0(α)dα
)−1
. (A.2)
Combining this with (A.1) gives γα(α, t) = e
tu′0(α)
(∫ 1
0
etu
′
0(α)dα
)−1
, a bounded
expression for γα which we differentiate w.r.t. to t, to get
ux(γ(α, t), t) = u
′
0(α)−
∫ 1
0
u′0(α)e
tu′0(α)dα∫ 1
0
etu
′
0(α)dα
(A.3)
and so
0 ≤ u′0(α)− ux(γ(α, t), t) ≤
∫ 1
0
u′0(α) e
tu′0(α)dα, t ≥ 0.
The cases where u′0, u
′′
0 ∈ PCR are analogous, and follow from the above.
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Appendix B. Proof of Lemma 4.5.
For the series (4.2), we have the following convergence results [9]:
• Absolute convergence for all |z| < 1.
• Absolute convergence for |z| = 1 if Re(a+ b− c) < 0.
• Conditional convergence for |z| = 1, z 6= 1 if 0 ≤ Re(a+ b− c) < 1.
• Divergence if |z| = 1 and 1 ≤ Re(a+ b− c).
Furthermore, consider the identities [9]:
d
dz
2F1 [a, b; c; z] =
ab
c
2F1 [a+ 1, b+ 1; c+ 1; z] , 2F1 [a, b; b; z] = (1− z)−a, (B.1)
as well as the contiguous relations
z 2F1 [a+ 1, b+ 1; c+ 1; z] =
c
a− b (2F1 [a, b+ 1; c; z]− 2F1 [a+ 1, b; c; z]) (B.2)
and
2F1 [a, b; c; z] =
b
b− a 2F1 [a, b+ 1; c; z]−
a
b− a 2F1 [a+ 1, b; c; z] (B.3)
for b 6= a. For simplicity, we prove the Lemma for β0 = 0 and write F = 2F1.
Set a = 1/2, c = 3/2 and z = −C0β2

. Then, the assumptions in the Lemma imply
that −1 ≤ z ≤ 0 and a+ b− c = b− 1 < 1, so that (B.1)i) and the chain rule give
d
dβ
{βF [a, b; c; z]} = 2b
3
(zF [a+ 1, b+ 1; c+ 1; z]) + F [a, b; c; z] . (B.4)
But for b 6= a = 1
2
, (B.2) and (B.3) imply
zF [a+ 1, b+ 1; c+ 1; z] =
3
1− 2b (F [a, b+ 1; c; z]− F [b, c; c; z])
and
F [a, b; c; z] =
2b
2b− 1F [a, b+ 1; c; z]−
1
2b− 1F [b, c; c; z] .
Substituting the two above into (B.4) and using (B.1)ii)14 yields our result. 
Appendix C. Proof of (2.5).
We prove (2.5) for λ > 0. The case of parameter values λ < 0 follows similarly.
Suppose λ > 0 and set η =
1
λM0+
for arbitrary  > 0. Then 0 < η < η∗ for
η∗ = 1λM0 . Also, due to the definition of M0,
1− ληu′0(α) = + λ(M0 − u
′
0(α))
λM0 + 
> 0
for all α ∈ [0, 1], while 1−ληu′0(α) = 0 only if  = 0 and α = αi. We conclude that
1− λη(t)u′0(α) > 0 (C.1)
for all 0 ≤ η(t) < η∗ and α ∈ [0, 1]. But u′0(α) ≤M0, or equivalently
u′0(α)(1− λη(t)M0) ≤M0(1− λη(t)u′0(α)),
14Notice that no issue arises when using identity (B.1) because, in our case, −1 ≤ z ≤ 0.
32 Alejandro Sarria and Ralph Saxton
therefore (C.1) and u′0(αi) = M0, 1 ≤ i ≤ m, yield
u′0(α)
J (α, t) ≤
u′0(αi)
J (αi, t) (C.2)
for 0 ≤ η < η∗ and J (α, t) = 1 − λη(t)u′0(α), J (αi, t) = 1 − λη(t)M0. The repre-
sentation formula (3.20) and (C.2) then imply
ux(γ(αi, t), t) ≥ ux(γ(α, t), t) (C.3)
for 0 ≤ η(t) < η∗ and α ∈ [0, 1]. Finally, one can easily see from (3.20) that, as long
as the solution exists,
ux(γ(α1, t), t) = ux(γ(α2, t), t) ⇔ u′0(α1) = u′0(α2) (C.4)
for all α1, α2 ∈ [0, 1]. Then, (2.5)i) follows by using definition (2.3) and (C.3).
Likewise, u′0(α) ≥ m0 = u′0(αj), (3.20) and (C.1) imply (2.5)ii). Similarly for λ < 0,
(C.1) holds with η∗ = 1λm0 > 0 instead. Both (2.5)i), ii) then follow as above. 
References
[1] E.W. Barnes, “A New Development of the Theory of Hypergeometric Func-
tions”, Proc. London Math. Soc. (2) 6 (1908), 141-177.
[2] A. Bressan and A. Constantin, Global solutions of the Hunter-Saxton equation,
SIAM J. Math. Anal 37(3) (2005), 996-1026.
[3] F. Calogero, A solvable nonlinear wave equation, Stud. Appl. Math., 70, 3,
(1984), 189-199.
[4] S. Childress, G.R. Ierley, E.A. Spiegel and W.R. Young, Blow-up of unsteady
two-dimensional Euler and Navier-Stokes equations having stagnation-point
form, J. Fluid Mech. 203 (1989), 1-22.
[5] C. H. Cho and M. Wunsch, Global and singular solutions to the generalized
Proudman-Johnson equation, J. Diff. Eqns. 249, (2010), 392-413.
[6] C.H. Cho and M. Wunsch, Global weak solutions to the generalized Proudman-
Johnson equation, Commun. Pure Appl. Ana. Vol 11, No. 4, (2012), 1387-1396.
[7] A. Constantin and M. Wunsch, On the inviscid Proudman-Johnson equation,
Proc. Japan Acad. Ser. A Math. Sci., 85, 7, (2009), 81-83.
[8] C.M. Dafermos, Generalized characteristics and the Hunter-Saxton equation,
J. Hyperbol. Differ. Eq., Vol. 8, No. 1 (2011), 159-168.
[9] A. Erde´lyi, W. Magnus, F. Oberhettinger and F.G. Tricomi, “Higher transcen-
dental functions, Vol. I ”, McGraw-Hill, (1981), 56-119.
[10] J. Escher and M. Wunsch, Restrictions on the geometry of the periodic vorticity
equation, pre-print, arXiv:1009.1029, 2010.
[11] T.W. Gamelin, “Complex Analysis”, Undergraduate Texts in Mathematics,
Springer (2000), 361-365.
[12] G. Gasper and M. Rahman, “Basic Hypergeometric Series”, Encyclopedia of
Mathematics and Its Applications, Vol. 96, Second ed., Cambridge University
Press (2004), 113-119.
[13] J.K. Hunter and R. Saxton, Dynamics of director fields, SIAM J. Appl. Math.
51(6) (1991), 1498-1521.
Generalized Inviscid Proudman-Johnson Equation 33
[14] J.K. Hunter and Y. Zheng, On a completely integrable nonlinear hyperbolic
variational equation: I. Global existence of weak solutions, Arch. Rat. Mech.
Anal. 129 (1995) 305-353.
[15] B. Khesin and G. Misiolek, Euler equations on homogeneous spaces and Vira-
soro orbits, Adv. Math. 176 (2003) no. 1, 116-144.
[16] J. Lenells, Weak geodesic flow and global solutions of the Hunter-Saxton equa-
tion, Discrete Contin. Dyn. Syst. 18 (4) (2007), 643-656.
[17] H. Okamoto and J. Zhu, Some similarity solutions of the Navier-Stokes equa-
tions and related topics, Taiwanese J. Math. 4 (2000), 65-103.
[18] H. Okamoto, Well-posedness of the generalized Proudman-Johnson equation
without viscosity, J. Math. Fluid Mech. 11 (2009), 46-59.
[19] I. Proudman and K. Johnson, Boundary-layer growth near a rear stagnation
point, J. Fluid Mech. 12 (1962), 161-168.
[20] R. Saxton and F. Tiglay, Global existence of some infinite energy solutions for
a perfect incompressible fluid, SIAM J. Math. Anal. 4 (2008), 1499-1515.
[21] F. Tiglay, The periodic Cauchy problem of the modified Hunter-Saxton equa-
tion, J. Evol. Eq. 5 (4) (2005), 509-527.
[22] H. Weyl, On the differential equations of the simplest boundary-layer problems,
Ann. Math. 43 (1942), 381-407.
[23] M. Wunsch, The generalized Proudman-Johnson equation revisited, J. Math.
Fluid Mech. 13 (1) (2009), 147-154.
[24] Z. Yin, On the Structure of Solutions to the Periodic Hunter-Saxton Equation,
SIAM J. Math. Anal., Vol. 36, No. 1, (2004), 272-283.
Alejandro Sarria
Department of Mathematics
University of New Orleans
New Orleans, LA, 70148, USA
e-mail: asarria1@uno.edu
Ralph Saxton
Department of Mathematics
University of New Orleans
New Orleans, LA, 70148, USA
e-mail: rsaxton@uno.edu
