Generating polynomials for matrices with Toeplitz or conjugate-Toeplitz inverses  by Gover, M.J.C. & Barnett, S.
Generating Polynomials for Matrices 
with Toeplitz or Conjugate-Toeplitz Inverses 
M. J. C. Gover and S. Bamett 
School of Mathematical Sciences 
University of Bradford 
West Yorkshire BD7 lDP, England 
Submitted by Richard A. Brualdi 
ABSTRACT 
A complex matrix A = [a i j ] has been called conjugate-Toephtz if a i j = c i _ ‘(a i _ j), 
where c( ) denotes conjugation. A necessary and sufficient condition is derived for a 
matrix H to have a conjugate-Toeplitz inverse. The elements of H are generated from 
the coefficients of certain polynomials. The result is simplified either when H is to 
have a Toeplitz inverse, or when H is banded and is to have a conjugate-Toeplitz 
inverse. Each of these consequences of the main theorem is a different generalization 
of a previous result on banded matrices having a Toeplitz inverse. 
1. INTRODUCTION 
In earlier papers [2,4] we defined an extension of Toeplitz matrices called 
conjugate-Toeplitz (CT) matrices, and showed that some known results for 
Toeplitz matrices could be generalized to the CT case. 
It has been shown in [5] that certain banded matrices having Toeplitz 
inverses can be characterized by two polynomials. In this paper we demon- 
strate that the restriction to banded matrices is unnecessary. The results can 
also be extended to CT matrices, so that a matrix is the inverse of a CT matrix 
if and only if its elements are generated by the coefficients of two given 
polynomials. The proof used is different from that in [5]. In particular it 
reveals that the idea of two generating polynomials is closely related to 
formulae in [3] which also rely on two sets of parameters to define the inverse 
of a Toeplitz matrix. Indeed, since real Toeplitz matrices are a special case of 
CT matrices, all our results are stated and proved for the CT case, and the 
Toeplitz results then follow as corollaries. 
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At present our main motivation for the introduction and study of CT 
matrices is the mathematically interesting fact that they lead to generaliza- 
tions of many Toeplitz results. However, this revelation encourages the hope 
that CT matrices may be found useful in some of the many fields of 
applications (for example, control theory, signal processing, and statistics), 
where Toeplitz-type matrices have been employed. 
It is convenient at this point to record some basic definitions. The 
complex conjugate X of a complex number x is denoted by c(x), so that 
Cam= x and c2*-l (x) = f for positive integers m. If A = [ aij], then we 
define c’(A)= [c’(aij)]. 
An n X n matrix A over C is conjugate-Toeplitz (CT) if 
Uij=Ci-l(Ui_j), i,j=1,2 ,a*., 12. (1.1) 
If a, j are all real, a, j = ai _ j, which defines a Toeplitz matrix. We also need to 
use the reverse unit matrix of order n, I,, = [ ai, n_ j+ 1], where ai j is the 
Kronecker delta. 
The organization of the paper is as follows. In Section 2 we state and 
prove some preliminary lemmas which are needed for the proof of the main 
result (Theorem 3.1), which is given in Section 3. This gives the necessary and 
sufficient conditions for a given matrix to have an inverse in CT form. An 
illustrative numerical example is presented in Section 4. In Section 5 two 
special cases of Theorem 3.1 are derived. The first (Theorem 5.1) gives the 
necessary and sufficient conditions for a matrix to have a Toeplitz inverse. 
The result in [5] on banded matrices is then seen to be a special case of this. 
Moreover, this result in [5] is extended in a different way in Theorem 5.2 to 
characterize when a banded matrix has a CT inverse. 
2. PRELIMINARY LEMMAS 
Before considering the main theorem of this paper, we need to define a 
matrix which plays an important role in this theorem and in some of the 
lemmas to be used in the proof. 
DEFINITION 2.1. Given two polynomials of degree n - 1 
n-l n-1 
A(x)= c apxp, B(x) = c P& 
F=o p=o 
(2.1) 
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let a (2n - 2)th-order matrix S associated with A(x) and B(x) be defined as 
In all that follows it wiIl be assumed that a0 # 0 and & = 1. It wiIl be seen 
later that S is closely related to the Sylvester matrix defined in (5.1), details of 
which can be found in [l]. 
LEMMA 2.1. Two polynomiab 
n-l n-l 
C(x)= c YpXP, D(x)= c r.$x~, 
p=o /L=o 
related to A(x) and B(x) in (2.1) by the equations 
(2.3) 
n-i 
~~OICi~l(a~)skti-l-ci~l(PI+i-l)Y~] =O? 
n-i 
kFo [ci-l(“k+i-l)sk - ci-l(Pk)Yk+i-l] = O3 
with 6, = 1, are uniquely defined by (2.4) and (2.5) 
rwnsinguh. 
i=2,3 ,..., n, (2.4) 
i = 1,2 ,.**> R, (2.5) 
if and only if S is 
Proof. If we write the equations (2.4) i = n, n - 1,. . . ,2 and (2.5) 
i = 1,2,..., n, in that order, as a set of linear equations in Sp, p = n - 1, 
256 M. J. C. COVER AND S. BARNETT 
n - 2,..., l,andy,,p=O,l,..., n - 1, and compare with (2.2), we obtain 
4-l’ 
61 _--- 
YO 
Yn-1 
= 
9 
_---------- 
- a0 
- c”ya,_l) 
, 
(2.6) 
where up denotes the (n-1)X1 zero matrix and z=[-&_I,..., 
- c”-2(&)]? s ince PO = 1, the determinant of the first matrix in (2.6) is 
c”(ST) ST 1 s3’ - - CW) = 
WZT) - c”( SI) I I[ - c” s; s4’ [ I n-l 0 0 - k-1 Ii 
= ( - l)ncnlSTI, (2.7) 
where I,,_ I is the unit matrix of order n - 1. Hence this determinant is 
nonzero if and only if S is nonsingular, and this is therefore the condition for 
the solution of (2.6) to be unique. W 
LEMMA 2.2, Zf two n th order matrices H and H, are defined by 
H= 
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H, = 
I 
0 
C(Y,-1) 0 0 - 
pyyl) ... cn-l(y”_l) 0 
L 0 
PO 
44) 4Po) 0 
c”-‘(B,_J . . . A(~,) cn-Vo) 
X I 
Yo c(n) ... cn-‘(Y,-1) 
C(Yo) ... c”-YYn-2> . : 0.. : ""-?Yo) 
0 
da"-1) 1: ** 0 - Cn-l(al) . . : Cn-l(an_l) 0 
where p. = 8, = 1 and a0 # 0, then H, = C” + '( IH*I) if and only if equations 
(2.4) and (2.5) are satisfied. 
257 
(2.8) 
Proof. Suppose H,=c"+'(JH*J). If we conjugate this equation 12 + 1 
times and note that J2 = I, we obtain H = c""(JH~J). Hence, using the 
258 
expression for H, from (2.9), 
H= 
11 P,-1 ..* cn-‘(PO) 1 II : *. a, . 0 1 
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6 n-1 0 a1 
0 : !I an-1 0 
. . . c n-2(a,-l) 0 
! 0 . 
(2.10) 
Comparing the i, j elements in (2.10) and (24, we obtain 
min( i - 1, j - 1) 
c” 
k=O 
min(i-l,j-1) 
- 
c ci-l(Y,+l-i)cj~l(P,+Ii) 
Z=l 
min(npi,n-j) 
c c'-'(Yn-i_rn)Cj-l(Pnj-m) 
m=O 
min(n - i, n - j) 
- 
c Ci-l(Gi+p_l)Cj-l(,j+p_l) 
p=l 
i, j = 1,2 ,**a> n. (2.11) 
If in the third sum in (2.11) m is replaced by - 1 and in the fourth sum ‘p is 
replaced by - k, Equation (2.11) becomes 
min(i-l.j-1) 
c ci~‘(s,_,_,)cj-‘(~j_,_l> 
k=max(-n+i, --n+ j) 
min(ibl,jp1) 
- 
c Ci-L(Y,+[_i)Cj-l(Pn+I_i) =O. t2’12) 
l=max-nti, -fl+ i) 
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If i > j, let K = j - k - 1, L = n + 1 - i. Then (2.12) becomes 
n-i+j-1 n-i+j-1 
c ci-‘( GK_j+i)cj-yaK) - 
K=O 
LFo ci-yyL)cj-y pL_j+i) = 0 
(2.13) 
Finally,ifweleti-_+l=qin(2.13),wehaveq=2,3,...,nand 
n-q n-q 
c cq+j-2(6K+4_1)cj~1(,K) - C ~q+j~~(yL)~j-~(pL+~_J = 0. 
K=O L=O 
(2.14) 
Conjugating (2.14) q + j times gives (2.4). 
A similar analysis for the case i < j gives (2.5). 
Conversely, suppose (2.4) and (2.5) are given. Then reversing the above 
argument shows that if H and H, are given by (2.8) and (2.9) respectively, 
then H, = c”+ ‘( JHrJ). n 
Conditions on ao, PO, and 6, were imposed in the statement of Lemma 
2.2, and we can now show that if in addition S is nonsingular, then y. is 
nonzero. 
LEMMA 2.3. Zf C(x) is defined as in Lemmu 2.1 and S in (2.2) is 
nonsingular, then 
ISI y. = d-l (Yo’ . I 1 ISI (2.15) 
Proof. Using Cramer’s rule to solve (2.6) for y. and expanding the 
numerator by the upper left element and the denominator by the lower right 
element gives 
n-1 
=-c : 
(2.16) 
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where S,, r = 1,2,3,4, are defined in (2.2) and L is the matrix of order n - 1 
L= [‘a_2 “11. (2.17) 
A simplification of (2.16) now gives (2.15). w 
Finally we need the following result, which is a generalization of Theorem 
6.1, p. 86 in [3]. This generalization is proved in [2]. 
LEMMA 2.4. Let A = [a, j] be an arbitrary nonsingular CT matrix of order 
n such that aij = ci-l[ai_j], and let B = cn+‘(JA’J), SO that bij = cj-i(ai_j). 
Then if the (1,l) element of A-’ is nonzero, A-’ and B-l can be written in 
the form (2.8) and (2.9) where (letting & = 8, = 1 and I = [Sij]> a,+, & Y,, 
and$,p=O,l,...,n-1,satisfy 
i = 1,2 ,..., n, (2.18) 
i cS-l(aS_j)cS-l(a,_l) = a,,, j = 1,2 >***> n, (2.19) 
s=l 
yo e Cs-l(ai_s)Cs-l(~s_~)=~il~ i=1,2 ,..., n, (2.20) 
s=l 
n 
C Ci-1(as_j)Cs-1(ys_~)=61j, j=1,2 ,...,n. (2.21) 
s=l 
3. THE CHARACTERIZATION OF MATRICES WITH CT INVERSES 
For convenience of reference to the previous section, the same alphabeti- 
cal symbols will be used in the main theorem as in the lemmas. 
THEOREM 3.1. A matrix H=[hij], i,j=1,2 ,..., n, of order n whose 
(1,l) element is nonzero is the inverse of a CT matrix if and only if hi j is the 
coefficient of xj in 
xi CT-y A(x)] ci-1 
i 
[~~~~-V]-cj-‘[B(t)]ci-l[~=~~~+~l.r’]}, 
(3.1) 
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where 
n-l n-l 
A(x) = c apxP, B(x)= C ,8,p’, a0 ZO, PO =l, (3.2) 
p=O p=o 
and the coefficients in (3.2) satisfy the condition that S as defined in (2.2) is 
nonsingular. (The coefficients y, and 9, ,u = 0, 1, . . . , n - 1 are the unique 
solutions of (2.4) and (2.5), and CE-’ is defined as zero.) 
Before the proof is shown it should be pointed out that (3.1) and (2.8) are 
equivalent, since both can be obtained from (3.3) below. The theorem is 
stated in the above form in order to compare it with the corresponding 
theorem in [5]. 
Proof, Firstly suppose that H is the inverse of a CT matrix. We can then 
set A -’ = H in Lemma 2.4, so that H can be written in the form (2.8). Since 
H is nonsingular, its (1,l) element (ao) is nonzero. Taking the particular 
choice p, = y, = 0 we obtain 
min(i - 1, j - I) 
hij = ado [Ci-l(si~k_l)cj-l(,j_k~l) 
- Ci-l(Y"-i+l+k)Cj~l(P,-j+l+k)]l i, j=l,2 3.1.) n. 
(3.3) 
xj in (3.1). Next, 
’ such that H, = 
It can easily be verified that (3.3) is the coefficient of 
Lemma 2.4 implies that there exists a matrix H, = B- 
cnfl(JHTJ). Hence Lemma 2.2 shows that (2.4) and (2.5) are satisfied, these 
being used to define y, and 8,. It therefore remains to prove that IS] # 0. In 
order to do this, introduce the partitioned matrix 
Tl - T, 
T= 0 I,_, ’ L I 
where Tl and T, are the lower triangular CT matrices of order n - 1 
[ 
Go) 0 
Tl= : *. 
c”-‘(‘8”_2) *. : 1 c^-‘($) ’ 
0 
c”-l(Y,-l) I* (3.5) 
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Then from (2.2) and (3.4) 
TS = 
T,S, - T,S, T,S, - T,S, 
% 1 s4 ’ 
(3.6) 
and in fact 
T,S, - T,S, = 0. (3.7) 
To show this, note that since T,, T,, S,, and S, are lower triangular CT 
matrices, it is easy to verify that T,S, - T,S, is also a lower triangular CT 
matrix. Hence it is only necessary to prove that the elements in the first 
column of T,S, - T,S, are zero. We have 
i-l 
LTls2 - T2s41 il = C [ Ci(8k)C”((Yn-i+k) - c”(Pk)ci(Yn-i+k)] 3 
k=O 
i = 1,2 )..., n-l. (3.8) 
If we put j = n - i + 1 in the right hand side of (3.8) and conjugate n + j - 1 
times, we obtain (2.5), which confirms (3.7). Hence from (3.6) we have 
ITT = KS1 - w3l Is41 (3.9) 
and since ITI = IS,l = 1, it follows that ISI # 0 if and only if IT,S, - T,S,j # 0. 
In order to determine ITIS, - T,S,j, consider H in the form (2.8). If 
1 0 
- e(V 
p= . 1. 1 I ’ n-1 - &_,) (3.10) 
then premultiplying (2.8) by P and taking determinants shows that 
IPI IHI = +Y, - T,S,i (3.11) 
Equations (3.9) and (3.11) show that IS( # 0, since H is nonsingular, which 
establishes the first part of the theorem. 
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Conversely, suppose that (3.1) holds, and (3.2) is given such that S defined 
by (2.2) is nonsingular, and that y, and S,, p = O,l,. . . ,n - 1, are the unique 
solutions of (2.4) and (2.5) by Lemma 2.1. It is to be proved that H-’ is a CT 
matrix. 
It is easy to verify that if (3.1) holds, then H can be written in the form 
(2.8). The next step is to show that, given (Ye and fi,, there exists a unique set 
a 7) r= -n+l, -n+2 )...) n - 1, satisfying (2.19) and (2.20). If we write 
(2.19), j = n - 1,. . .) 1, n, and (2.20), i = 1,2,. . . , n, in matrix form, we have 
I 
C”_i(Si) c”_i(S,) 
&“, rr $7 
e n-1 
0 
Cn~wL‘) T 
T 
+ F&,) ..t,,, I_ 111 = un-’ ’ + 
(3.12) 
where rr= [c”-~(,~),...,,,_~], or= [~“~~(/3,_~),...,&], and e,_, is the 
last column of I,_ i. Note that y0 # 0, by Lemma 2.3. If we omit the (n + 1)th 
equation from (3.12), the coefficient matrix of the reduced system has a 
determinant which is nonzero, since (~a # 0 and S is nonsingular. If we denote 
the coefficient matrix on the left hand side of (3.12) by i’V, then N has rank 
2n - 1, the maximum possible. Hence for consistency of the equations (3.12), 
the augmented mat&namely 
M= I 
e n-1 
0 
N -1 
YO 
f#J 
must also have rank 2n - 1, and must therefore be singular. 
Now expand ]MJ by the last column to obtain, after some manipulation, 
IW=?G lCn-l(an)Cn-lISI - c”-l(pn)c”lsI (3.13) 
Since & = 1, (3.13) is zero by Lemma 2.3. Thus the uniqueness of the solution 
of (3.12), i.e. of (2.19) and (2.20), is established. 
Next, consider (2.19) and (2.20) as linear equations in (Y~ and pi, i = 
0, 1,. . . ,n - 1. (Recall that these equations are consistent.) They can be 
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written in the form 
a0 1 
AT 
c(ff1) 0 I : II.1 = . ) cn-$Y_,) 0 
where A is the CT matrix in Lemma 2.4, and 
c”+‘(JATJ) 
Conjugating (3.15) n + 1 times and premultiplying by J gives 
P*-1 0 0 
AT 
a-2) 
i : II = i cn-bo, cn-ko, 1. 
(3.14) 
(3.15) 
(3.16) 
To show that A is nonsingular, assume that AT is singular. Then the rows 
(P r,. . , ,p,,) of AT are linearly dependent. Equation (3.14) implies that p1 Z 0 
and hence one of pi is expressible in terms of those preceding it. Let p ( > 2)’ 
be the largest number such that 
v-1 
Pp = c wkPk 
k=l 
(3.17) 
Considering the (s - 1)th element of pD for s = 2,3,. . . ,n, (3.17) gives 
p-1 
cs-2(&p+s_l) = ‘c wkcs-2(u-k+s-l), 
k=l 
MATRICES WITH CONJUGATE-TOEPLITZ INVERSES 265 
which can be rewritten as 
cs-yu_p_l+s)= k~2uIILcI-2(us-k)y s= 2,3 ,***> n (3.18) 
Next, we conjugate (3.18), multiply it by ~~-‘(a~_~) and sum for s from 2 to 
n to obtain 
2 cs-l(u_ o-l+s)csc’(a,-l) = i c(wkbl) 2 cS-l(us_k)cS-l(a,_l). 
s=2 k=2 s=2 
Equation (2.19) shows that 
k cs-l(aS_k)cs-l(aS_I) = - aI_kaO, 
s=2 
and if p -c n, 
e cs-‘(a_ P-l+S)cS-l(a,-l) = - u_Pao. 
s=2 
Since a0 # 0, substituting (3.21) and (3.20) into (3.19) gives 
u-p = k~2c~wk-du~-k 
Finally if (3.18) is conjugated and combined with (3.22) we have 
cs-l(u-P-l+~) = k~2c(~,-~)c”-1(u~-~). s=1,2 12, ,***, 
which is the same as 
(3.19) 
(3.20) 
(3.21) 
(3.22) 
&+I= i ‘dWk4)Pk* 
k-2 
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This contradicts the choice of p as the largest number to satisfy (3.17). 
Hence p = n, and so p,, can be expressed as a linear combination of the 
preceding rows. This however contradicts (3.16), and so AT and therefore A is 
nonsingular. 
This part of the proof is similar to that on p. 87 in [3]. We now have a CT 
matrix A=[aij] with ~,~=a,_~, j=l,2,...,n, and n,,=c’-‘(ai+,), i= 
2,3,..., n, such that its inverse has the form (2.8) for some y,, 9, p = 
O,l,..., n - 1. There will then also exist a related matrix B = c”+‘( JATJ) such 
that B-’ can be written in the form (2.9), and (2.18) and (2.21) will be 
satisfied by Lemma 2.4. But by Lemma 2.2, the relationship between A and 
B implies that -y, and S, are given by (2.4) and (2.5), which by assumption 
are prespecified, and hence H = A -I. n 
4. NUMERICAL EXAMPLE 
To illustrate Theorem 3.1, arbitrarily select in (3.2) the two polynomials of 
degree three 
and 
A(x)=(l+i)+(2-i)x+2x2-ix3 (4.1) 
B(x)=l+(l-i)x+(3+i)X2-X3* (4.2) 
Then defining S by (2.2) gives IS] = 87 - 13i, so that S is nonsingular. If we 
now use (2.6) to obtain y,, and Sp, p = 0,1,2,3, with 6, = 1, we obtain 
C(X) = &, [ (4831- 25691) + (5159 - 3276i)r 
+ (2105 - 397i)x2 + 3869ix3] 
D(x)=&[3869+( -3472-1764i)x 
+ (9698 - 10736i) X2 + ( - 3700 - 1131i)X3] 
and so from (2.8) or (3.1) we can obtain hij and 
(4.3) 
(4.4) 
3869+3869i 7738+ 3869i 7738 3869 i 
1 Hz- - 5236 - 1708i - 4839 - 7682i - 3075+ 11266i 2105+ 3971 
3869 20434 - 1038 i 27001- 10463i 7845 - 14704 i 5159 - 3276 i ’ 
- 4831- 2569i 17062+ 2876i 7400 - 22621 4831+2569i 1 
(4.5) 
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This matrix H is the inverse of a CT matrix A, which we will now construct. 
To determine A we use (3.12), omitting the fifth equation, and obtain 
57- 809i 609+ 91i 935 + 305i - 1574 + 1OlOi 
1 - 
49+2053i 57+ 809i 609 91i 
- 
935 
- 
A 305i = -[ 7738 1731  275i - 49 - 2053 57- 809 609+ 91i ’ 
- 3855 55611 - 1731- 275i - 49+2053i 57+ 809i 
I 
(4.6) 
One can check that HA = 1. 
REMARK 1. The construction of H can be simplified by using (3.1) 
together with (2.4) and (2.5), once all four polynomials A(x), B(x), C(X), and 
D(x) are determined. This will be illustrated for a fourth order matrix H. 
From (3.1) and using (2.4) and (2.5) we obtain 
Thus for i + j < r~+ 1, (3.1) is used directly, and for i + j > n + 1 it is used in 
conjunction with (2.4) and (2.5). 
This simplification occurs because c”+ i( ]HTJ) = B- ‘, which, since B is 
CT, will also satisfy Theorem 3.1, with the roles of A(x) and B(x) and those 
of C(X) and D(X) being reversed. Hence, for example, the first row of BP1 is 
[yo, ui, ys, y3], which is the conjugate of the last column of H with the 
elements reversed. Note that y3 = E, from (2.6). 
5. CONSEQUENCES OF THEOREM 3.1 
5.1. Toeplitz Matrices 
It is clear that if in Lemma 2.4 and Theorem 3.1 the elements of the 
matrices are restricted to Iw, then results are obtained for real Toeplitz 
matrices. Because Toeplitz matrices are persymmetric, A and B in Lemma 2.4 
are identical and so (2.18) and (2.21) are redundant. Also, by equating the 
first rows and first columns of (2.8) and (2.9), one sees that A(x) = C(x) and 
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B(x) = D(X), and therefore Equations (2.4) and (2.5) are also redundant. If 
however the proof is reexamined, it becomes clear that the simplification 
comes from the persymmetry of a Toeplitz matrix and it is not in fact 
necessary to restrict the elements to be real. It should also be pointed out that 
the proof is very much simpler. Lemmas 2.1, 2.2, and 2.3 are no longer 
required, and S as defined in (2.2) is replaced by the Sylvester matrix 
Hence in the first part of the proof in Theorem 3.1, concerning the nonsingu- 
larity of S, when H is assumed to be the inverse of a Toeplitz matrix, it follows 
that S is replaced by S, and T in (3.4) is replaced by 
A $ - $2 
T= 0 I,_, ’ 
[ 1 
Thus (3.6) becomes, using (5.1) and (5.2), 
Since !$ and S, are lower triangular Toeplitz matrices and therefore 
commute, we have SdS, - !$,$ = 0. The argument following (3.7) is therefore 
unnecessary, and we obtain the following theorem. 
THEOREM 5.1. A matrix H = [ hii], i, j = 1,2,. . . , n, of order n whose 
(1,l) element is nonzero is the inverse of a Toeplitz matrix if and only if there 
exist polynomials 
n-l n-1 
A(x)= c aUxIL, B(r)= c &ra, a,#O, p=1, (5.3) 
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where hii is the coefficient of xi in 
i-l 
xi A(x) c ,8,x-“-B + 
i B’O ( 1 
n-1 
c ap” (5.4) 
p=n-i+1 1 
and the matrix g a.s defined in (5.1) is nonsingular. 
REMARK 2. It is well known (e.g. [l]) that the Sylvester matrix 3 is 
nonsingular if and only if A(X) and x”- ‘B(l/x) are relatively prime. Thus the 
statement involving 3 could be removed from Theorem 5.1, and replaced by 
the condition that A(x) and ~“-~B(l/x) are relatively prime. 
REMAN 3. The coefficients of A(x) and B(x) are precisely the elements 
which define (2.8) [ 3 (2.9)] in the Toeplitz case, which becomes 
0 
a,-1 -I 0 0 **. a1 .*. q-1 0 
to a1 -*- q-1 
a0 *.- a,_2 
0 *, : . . 
a0 1 _ 
0 &_, . . . Pl 
. (5.5) 
0 . Pn-1 
0 _ 
Thus in the Toeplitz case Lemma 2.4 is identical to Theorem 6.1 in [3], and 
Theorem 5.1 is therefore another way of expressing Theorem 6.3 in [3]. 
The connection between certain polynomials and the Gohberg-Fel’dman 
formulae was also discussed in [6]. 
To illustrate Theorem 5.1, let H be of order 4, and in (5.3) let 
A(x)= -2-~++2x~+x~, B(x) = 1 - 4x - 3x2 + X3. 
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Since A(x) = 0 has integer roots, it is easy to check that A(x) and x3&1/x) 
are relatively prime, and so for S in (5.1), we have ISI # 0, using Remark 2. 
Equation (5.5) then gives 
H= 
I -2 
; ; -; _; 
-1 6 2 8 -2 1 
Note that, because H is persymmetric, it is only necessary to find hij for 
i + j < 12 + 1 (n = 4 in this example). 
To determine A, the inverse of H, we use (3.12) with the submatrices of S 
replaced by those of 3, and omit the fifth equation in (3.12). This produces 
the Toephtz matrix 
- 76 89 
- 66 84 - 76 
- 66 84 * 
- 26 64 - 66 1 
It is easily verified that HA = I. 
5.2. Banded Matrices 
If we now consider H to be a banded matrix, we can reduce the degrees of 
some or all of the polynomials in Theorems 3.1 and 5.1. 
DEFINITION 5.1. If H = [ hij] is an nth order matrix such that h,j = 0 
when j - i > T and i - j > s for some integers r, s, 0 < r, s < n - 1, then H 
is said to be a banded matrix. In other words, H is banded if it has triangles 
of zeros in the upper right and lower left corners. Either or both of these 
triangles may in fact disappear if T or/and s are equal to n - 1. 
If Theorem 3.1 holds, then H can be written in the form (2.8) and so 
hlj = cj-yaj_l), hi, = “oci-1(6i_l). 
If H, = c”+‘(JHTJ), t i can be written in the form (2.9) by Lemma 2.4 and we 
also have 
[Hl]lj=cj-‘(Yj-1)) [HIIil=YoCi-l(Pi-l) (5.7) 
If H is banded with given values of r and s, then it is easy to see that H, is 
also banded with the same r and s. From (5.6) and (5.7) we therefore obtain 
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in this case 
since (Ye # 0 and y,, # 0. 
If we assume that hi j # 0 when j - i = r and i - j = s, then A(x) and 
C(x) are of degree r and B(x) and D(x) are of degree s. Theorem 3.1 can 
therefore be modified as follows. 
THEOREM 5.2. A matrix H = [hi .], i, j = 1,2,. . . ,n, of order n, whose 
(1,1) element is rwnzero, is bande d’ so that hij = 0 when j - i > r and 
i - j > s and hij # 0 when j - i = r and i - j = s, and is the inverse of a CT 
matrix, if and only if there exist polynomials 
A(x) = i (Y$‘, B(x)= i: ,f3,#, q,q,Ps + 0, Po = 1, (5.8) 
p=O p=o 
such that hij is the coefficient of xj in 
Xi 
i 
cW[A(x)] ci-l 
p=min(n-i+l. J 
and S as defined in (2.2) is nonsingular. 
REMARK 4. The coefficients y,, p = 0, 1,. , . ,r, and S,, p = 1,2,. . . ,s, 
6, = 1 are the unique solutions of 
min(r, s - i + 1) 
C [c~-~(cY~)~~+~_~-c~~~(/?~+~_~)~~] =O, i=2,3,...,s+l, 
k=O 
(5.10) 
min(s,r-i+l) 
kFo [f.~-~((~~+~_~)S~-c~-~(&)y~+~_~] =O, i=1,2,...,r+l. 
(5.11) 
272 M. J, C. GOVER AND S. BABNETT 
Also, in order to check whether S in (2.2) is nonsingular it is only necessary to 
consider the determinant of a matrix S, of order r + s where 
I- 
c”-y(a”) c’+‘(a,) 
s, = 0 c”-‘(a”) c”(a1) ___________--_______--__--_______- ----- 
p-“(pS) c”-‘(L&) C”(P”) 
i 0 
--- 
0 
Pi’-‘( a,) 
____--_----- 
0 
C”+‘-‘( p”) 
(5.12) 
On setting a,=O, p=r+l,..., n-l and &=O, p=s+l,..., n-l, it is 
straightforward to show that ISI is nonzero if and only if IS,1 is nonzero. 
The following example illustrates Theorem 5.2. Arbitrarily select 
A(x)=(l+i)+(2-i)x+2r2, 
B(x)=l+(l-i)x+(3+i)xvr3, 
and consider matrices A and H of order 5. Then the matrix (5.12) has 
determinant 
1+i 2+i 2 0 0 
l-i 2-i 2 0 
&I= 0” 0 l+i 2+i 2 =58+27i, 
-1 3-i l-i 1 0 
0 -1 3si 1+i 1 
showing that the condition on S in Theorem 5.2 is satisfied. From (2.6) we 
obtain y3 = yq = 8, = 0 and with S, = 1, 
5767 + 497i 10502 + 937i 
Yo = ’ Yl = 4093 4093 
s 
12327 - 23773 - 2635 - 31321 
1 
=5251+2515i ’ 6 = ’ 6, = 
4093 2 4093 4093 
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Using (2.8) or (3.1) and r = 2, s = 3 gives 
4093+40931 8186+4093i 8186 0 0 
7766 + 2736 i 17110 - 3872i 18688 - 9123i 8186 0 
14704+995Oi 34797+4837i 41764 - 8821 18688+9123i 8186 
- 5767 + 497i 6302 6321i - 37713 + 1427i 17206+90681 10502 937i - 
0 - 5767 - 4971 16804+7256i 5270+6264i 5767 + 497i 
Finally from (3.12), omitting the sixth equation, we determine the CT matrix 
- 1484 - 156i 526+ 386i 1044 - 486i - 2721- 67i 349O+ 69i 
1492 - 130i - 1484+ 156i 526 - 386 i 1044+486i - 2721+ 67i 
3200+ 204i 1492+ 13Oi - 1484 - 156i 526+386i 1044 - 486i , 
- 9234 + 4722i 32@- 204i 1492 - 130i - 1484+156i 526 - 386i 
6052 + 570i ~ 9234 - 4722i 3200+204i 1492+ 13Oi - 1484 - 1.56i I 
and it can be checked that HA = Z as required. 
REMARK 5. The equivalent of Theorem 5.2 for Toeplitz matrices will 
have A(x) = C(x), B(x) = D(x), so (5.10) and (5.11) are not needed and (5.9) 
is replaced by 
I 
min(i - 1, s) 
xi A(x) i a#’ . (5.13) 
p=min(n-i+l,r+l) 1 
If we now further restrict the banded matrix H so that r + s < n, we can 
consider hij separately for different values of i. Firstly, if i < n - r, then 
C,L=min(n-i+l,r+l) = 0 and so (5.9) reduces to 
xi&‘[A(x)]c’-’ l<i<s, (5.14) 
x’cj-i[ A(x)] cil[ D( i)], s+l<i<n-r. (5.15) 
Secondly, if i > n - r, (5.9) becomes 
xi Cj-l[A(x)]c'-' 
i 
[~(:!]-cj-l[~(~)]ci-l[~=~~+lY~x~]}~ 
n-r+l<i<n. (5.16) 
The restriction to r + s < n also gives the following result. 
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THEOREM 5.3. ZfH=[hij], i, j=1,2 ,..., n, is the inverse of the CT 
matrix A = [ai .] of order n, where aij = ci-‘[ai_j], and is banded according 
to Definition 5’.1 with T + s < n, then h,, # 0. 
Proof, Since H = A - ‘, we have HA = AH = I, which gives 
r+l 
c cY-1(ay_j)h,,=61j, j=1,2 ,..., n, (5.17) 
v=l 
and 
s+l 
C ci-‘(ai~,)h,l = ail, i = 1,2,...,n. (5.18) 
p=l 
Let p be the smallest integer such that h,, f 0 (note that 1~ p < s + l), and 
consider 
s+1 r+l 
A= c cppl(hpl) c cY~l(ap+u-p-l)hlv. 
p=l v=l 
(5.19) 
NOW h,, = 0 for p < p, and using (5.17) when ZJ > p shows that 
A = c+(h,,) (5.20) 
Reversing the order of summation in (5.19) and using (5.18) gives 
r+l s+l 
A= c hl, c cY-l(ap+v-p-l)cP-l(h~l) 
v=l p=l 
r+l 
= c 0 p~l(~~+p-l,l)~ 
v=l 
(5.21) 
If p > 1, then (5.21) shows that A = 0, contradicting (5.20), since h,, # 0. If 
p = 1, (5.21) agrees with (5.20), and the result is established. n 
Note that in order to obtain (5.21) using (5.18) it is necessary to have 
v+p-l<n,v=1,2 ,..., r + 1. Since p < s + 1, this shows that r + s must be 
less than n. 
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REMARK 6. If Theorem 5.2 is restricted to the Toeplitz case together 
with r + s < n, then (5.9), which has been replaced by (5.14), (5.15), and 
(5.16), is further reduced to 
i-l 
dA(x) c /!$x-‘“, l<i<s, (5.22) 
p=tl 
x’A(x)B ; , 
( i 
s+l<i<n-r, (5.23) 
1 
x'B ; c lqx~, 
( 1 
n-i 
n-r+l<i<n. (5.24) 
jl=o 
Hence, when r + s < n, Theorem 5.2 and Theorem 5.3 together reduce in the 
Toeplitz case to the main theorem in [5]. It does not seem to have been 
realized in [5] that this theorem is a different way of expressing a result in [3], 
restricted to the banded case r + s < n, or that this restriction can be removed 
as shown in Theorem 5.1. It should also be pointed out that the theorem in [5] 
is not stated in the strongest form. It should be worded as in Theorem 5.2, 
since the banded form of H is a consequence of (5.9), and not a prerequisite. 
The authors wish to thank the referee for helpful cmmnents and sugges- 
tions. 
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