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Abstract
To model vibrations in flexible structures, a variational formulation of
PDE control problems is considered in the frame of the method of integro-
differential relations. This approach allows to estimate a posteriori the qual-
ity of finite-dimensional approximations and, as a result, either to refine or
coarsen them if necessary. Such estimates also make it possible to correct the
input signals. The related control law is regularized via a quadratic cost func-
tional including the discrepancy of the constitutive equations. Procedures for
solving optimization problems in dynamics of linear elasticity have been de-
veloped based on the Ritz method and FEM. The verification of optimized
control for elastic rod motion involves the local and integral error estimates
proposed. A FEM solver for mechanical systems with varying distributed
parameters and linear boundary conditions of different kinds is presented.
Keywords: optimal control, dynamics, systems with distributed parameters,
elasticity, Ritz method, finite element method
1 Introduction
An actual direction of control theory is optimization of motion for systems with
distributed parameters. The mathematical basis for control problems described
by linear partial differential equations (PDEs) and convex functionals was laid
by Lions [21]. Hyperbolic equations are treated in [1, 6]. An introduction to
the control of vibrations can be found in [17]. Oscillating elastic networks are
investigated in [12, 18, 19]. Reliable modelling of such systems leads to specific
approaches for solving direct and inverse problems. Two alternate methods in
control design for spatially distributed processes can be mentioned. In the first
one, so-called late lumping, the optimal control law is directly derived for the
original PDE models and afterwards approximated by finite-dimensional functions.
The functional analysis can rely on spectrum theory of linear operators [4, 9]. The
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control decomposition proposed in [7] on the basis of the Fourier approach allows
to construct a constrained control that brings the dynamic system to a given state
in limited time. An approach to PDE-constrained optimal control problems is
adapted in [11] for hyperbolic equations and related with the method of choice.
The second method with early lumping is often used for numerical control de-
sign. According to this methodology, the initial-boundary value problem is first
discretized and reduced to a system of ordinary differential equations (ODEs). As
pointed out in [20], the finite element method (FEM) as well as finite volume
and finite difference schemes [3, 8] can be adapted for this purpose. If FEM are
applied, collocation methods, modifications of the Galerkin method [5], its Petrov–
Galerkin versions [2], or least-squares techniques [13] are often used in applications.
If eigenfunctions are available, a Fourier analysis can also be very efficient [9]. To
model vibrations in flexible structures, variational formulations of control prob-
lems with PDEs were proposed by using the method of integro-differential relations
(MIDR) [16]. By introducing integral constitutive relations, this approach gives the
possibility to estimate the quality of a finite-dimensional model, to refine or coarsen
the obtained approximations if necessary, and to correct the related control law. An
effective algorithm for solving optimal control problems in linear elasticity based on
the Ritz method and the FEM was proposed in [14, 15], for uniform elastic rods. As
shown, the accuracy of the approximate solution can dramatically fall down after
control optimization. To regulate the appearing error, the constitutive functional
is constrained by an isoperimetric error condition.
The novelty of the presented study can be summarized with the following sen-
tences. As compared with [14, 15], the variational formulation of initial-boundary
value problems in linear elasticity, which is based on the integral representation of
constitutive relations proposed by authors, is extended to the case of nonuniform
structures including the elements of different dimensions. Affine boundary con-
ditions of various kinds are considered in the new variational statement either as
natural or as essential constraints. The originality of this paper is also in developing
FEM procedures specially for these boundary conditions with piecewise polynomial
approximations in the space-time domain for unknown displacement, momentum,
and force fields. The optimization of elastic rod motions is performed by taking
into account variable mechanical parameters and boundary conditions of the third
kind (elastic support). The control law depressing undesired vibrations in the rod
is found with minimization of both mean and terminal energies over a fixed time
horizon. The strategy of feedforward control is generalized to the case of multiple
input system with different scheme of control parametrization depending on the
classes of excitations (kinematic or dynamic). It has been found the exact optimal
motion of the uniform elastic rod controlled at both ends and proved the invariance
of this solution with respect to the type of boundary conditions and weighting co-
efficients in the objective functional. The applicability of the numerical algorithm
is demonstrated on an example of a rod with piecewise constant parameters.
The paper is orginized as follows. In Sect. 2, an optimal control problems is
formulated. The FEM algorithm is described in Sect. 3. The numerical results is
discussed in Sect. 4. A short conclusions and outlook is given in Sect. 5.
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2 Controlled dynamics of elastic structures
2.1 Longitudinal motions of a thin elastic rod
Let us consider an initial-boundary value problem of longitudinal motions for a thin
rectilinear elastic rod (see Fig. 1). The PDEs describing motions of the dynamic
system with distributed parameters can be split into two parts. The first group is
the constitutive relations
p(t, x) = ρ(x)wt(t, x) and s(t, x) = κ(x)wx(t, x) (1)
between the momentum density p(t, x) and the velocities as well as between the
normal forces s(t, x) at the cross section and the material strains. Here, κ(x) is the
tension stiffness, and ρ(x) is the linear density. The function w(t, x) defined on the
time-space domain Ω = (0, T )× (x0, x1) is the displacements of the rod points.
Figure 1: Scheme of a rectilinear rod with elastic supports.
One PDE joints the momenta and forces according to Newton’s second law
pt(t, x) = sx(t, x) + f(t, x), (2)
where f(t, x) is the linear density of external loads. The initial conditions in this
statement are imposed on both the displacements and the momentum density by
w(0, x) = w0(x) and p(0, x) = p0(x). (3)
Finally, the nonhomogeneous (affine) boundary conditions of the third kind are
defined as follows
cosαis(t, x
i) = (−1)iχ sinαiw(t, xi) + ui(t) for i = 0, 1 with 0 ≤ 2αi ≤ π. (4)
Here, two values αi are introduced so that the coefficient χi = χ tanαi means
the stiffness of a lumped spring placed at x = xi with the characterictic stiffness
of the rod χ = (x1 − x0)−2
∫ x1
x0
κ(x)dx. The control value ui(t) defines either the
displacement w if 2αi = π or the force s if αi = 0. In all the other cases, relations (4)
represent elastic supports at the rod ends [10]. This expression is not unique but
helps to describe regularly a rather wide class of linear boundary conditions.
2.2 Variational principle in structural dynamics
To state the variational principle in dynamics for elastic structures in accordance
with the MIDR [16], an integral representation of the constitutive laws is used
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are first introduced. This leads to the modified constitutive relations
g(t, x) = 0 and h(t, x) = 0. (6)
Two auxiliary functions of relative displacements q(t, x) and dynamic potential
r(t, x) are then defined such that the change of the unknown variables
w(t, x) = q(t, x) + w0(x), s(t, x) = rt(t, x),





is performed. This transformation satisfies automatically the balance equation (2).
The variational reformulation of the direct dynamic problem (1)–(4) with re-
spect to the new variables, kinematic q(t, x) and dynamic r(t, x), can be given as
follows. Find such functions q∗(t, x) and r∗(t, x) in the Hilbert space H1(Ω) which
minimize the constitutive functional
J0
[




























hi(t) = cosαirt(t, x
i)− (−1)iχ sinαi
(
q(t, xi) + w0(x
i)
)
− ui(t), i = 0, 1.
(8)
In the numerical realization discussed below, the nonzero value of J0 estimates the
integral error of approximate solutions, whereas the integrand ϕ can be utilized for
local error estimates. The indicators βi := sgn sin 2αi define whether the boundary
relations are considered as essential constraints (rigid or free support, βi = 0) or as
generalized natural conditions (proper elastic support, βi = 1).
The minimization is subject to the initial and boundary constraints with respect
to both the kinematic variable q and the dynamic one r in the form
q(0, x) = 0 and r(0, x) = 0; (1− βi)hi(t) = 0 for i = 0, 1. (9)
2.3 Optimal control problem
The following optimal control problem is considered with weighted minimization of
the mean and terminal energies of the rod. Find control functions u∗i (t) for i = 0, 1
such that the energy functional J reaches its minimum over a fixed time horizon as
J [w, p, s, u∗0, u
∗






W (t) dt, J2 = W (T ), χ̄i =
{
χi, 2αi 6= π
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subject to the PDE constraints (1)–(4). Here, W (t) is the potential and kinetic
energy of the rod and the end springs if any, J1 denotes the mean energy of the
system during the process, J2 is the whole energy at the terminal time instant T .
It is worth noting that the weight coefficient γ1 is assumed to be positive to avoid
ill-definedness of the control problem, whereas γ2 ≥ 0 can be equated to zero.
The problem is directly generalized in the frame of the variational formulation
given in the previous subsection. For this purpose, the change of variables (7) in
the functional J is first performed and the differential constraints (1)–(4) are then
replaced for relations (8), (9).
3 FEM based on the Ritz method
3.1 Piecewise polynomial approximations
Regular triangulation of the space-time domain Ω in the frame of a finite-element
algorithm is described in detail in [16]. Here, just the main idea of discretization is
given without going into particulars. In the presented study, only meshes with the
uniform partition in time and space are utilized. Piecewise polynomial splines are













kxl for (t, x) ∈ ∆mnj . (11)
Here, K denotes the polynomial degree and {k, l} ⊂ N0. The triangular subdomains
∆mnj of the mesh with the indices j = 1, . . . , 4, m = 1, . . . ,M , n = 1, . . . , N are
shown in Fig. 2.
The mesh is defined by the nodes on the t-axis and x-axis respectively as{
xm = x
0 +M−1m(x1 − x0) for m = 0, . . . ,M,
tn = N
−1nT for n = 0, . . . , N,
where M and N are the only mesh parameters. The domain Ω is subdivided by the
straight lines x = xm and t = tn into MN rectangles Ωmn = (tn−1, tn)×(xm−1, xm)
with m = 1, . . . ,M and n = 1, . . . , N . The diagonals of Ωmn cut this rectangle into





for each mesh element ∆mnj is equal to 2N∆ = (K + 1)(K + 2).





jmn with the dimension Nl = 8MNN∆. The tuples q̂ and r̂ of discontinuous
basis functions are defined on Ω so that q̂ = q̂Tẑ and r̂ = r̂Tẑ correspond to
the unknown functions q̃ ∈ C(Ω) and r̃ ∈ C(Ω). Thus, they have to satisfy the
initial and boundary constraints (9) as well as the interface continuous conditions
in accordance with (8).
After the essential conditions are all imposed on q(t, x) and r(t, x), we can
construct the matrix Q ∈ RNl×Ng with Ng = 4MNK2 + (β0 + β1)KN which ties
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Figure 2: Regular triangulation of the space-time domain.
the original vector ẑ with the resulting independent parameters z by ẑ = Qz. The
unknowns are then represented in the form
q̃(t, x) = zTq(t, x) and r̃(t, x) = zTr(t, x) with z ∈ RNg . (12)
3.2 Regularization of the optimal control problem
As shown in [15], the error of the approximation (12) can increase after control
optimization. To limit the error range and to enhance thus the reliability of mod-
elling, the value of the constitutive functional J0 can be fixed by the isoperimetric
condition
J̄0[z, u0, u1] = ε J̄2[z, u0, u1] J̄1[z, u0, u1], (13)
where J̄i[z, u0, u1] := Ji[q̃, r̃, u0, u1] for i = 0, 1, 2 with the functions q̃, r̃ from (12).
In accordance with the Lagrange theorem [22], the isoperimetric condition (13)
leads us to the corresponding unconstrained control problem: Find the functions
u∗0(t) and u
∗
1(t) that minimize the modified cost functional
J̄ [z∗, u∗0, u
∗
1] = minu0,u1∈L2(0,T ) J̄ [z̄[u0, u1], u0, u1],
J̄ = γ0J̄0 + γ1J̄1 + γ2J̄2, γ1 > 0, γl ≥ 0, l = 0, 2, z∗ := z̄[u∗0, u∗1].
(14)
For arbitrary control signals u0, u1, the vector
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is the result of optimization of the constitutive functional J̃0. The approximation










3.3 Numerical algorithm of control optimization
In the presented realization, two finite-dimensional control signals u0(t) and u1(t)
are taken as piecewise polynomial functions. The corresponding time mesh has the
same nodes tn as in the domain triangulation described in Subsec. 3.1. If 2αi = π for
i = 0 or i = 1 in (4), the boundary displacement w(t, xi) is defined by a continuous
spline with the polynomial order K. The control values ui(t) can be represented









k (t− tn−1)k(tn − t)K−k, (16)
where n = 1, . . . , N , and CKk is a binomial coefficient. For all the time interval, the
control parameters vj have the through indexation j(i, k, n) = (iN + n − 1)K +
k. The coefficient viKN is defined unambiguously in accordance with the initial
conditions (4), namely, ui(0) = w
0(xi).
When 2αi < π for i = 0 or i = 1, the control value ui(t) is given, in contrast









k(tn − t)K−k−1 (17)
for the same time interval and index function j(i, k, n) as for 2αi = π. Note that
each coefficient vj in (17) relates only with one time interval, whereas polynomials
in (16) defined on two adjacent intervals [tn−1, tn] and [tn, tn+1] have the common
coefficient vj(i,K,n) due to the continuity of the displacement field in time. So, let
u = [v1 . . . vNu ]
T ∈ RNu (18)
denote the column vector of control parameters with the dimension Nu = 2KN .
After substituting either (16) or (17) in the functional J̄ from (13), the con-
stitutive function J̃0(z,u) := J̄0[z, ũ0, ũ1] can be expressed through the vectors of
























The minimization of J̃0 with respect to z gives the best state vector
z̃(u) = −F−1zz (Fzuu + fz) . (21)
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uTVu + vTu + v → min
u
. (22)
The vector of optimal control parameters is derived directly from (22) as
u∗ = −V−1v. (23)
The control vector u∗ defined by (23) generates the corresponding state vector
z̃∗ = z̃(u∗) and gives us the control functions ũ∗i (t) = ũi(t,u
∗) with i = 0, 1. The
kinematic and dynamic functions follow as
q̃∗(t, x) = q̃(t, x, z̃∗,u∗) and r̃∗(t, x) = r̃(t, x, z̃∗,u∗).
Finally, the approximate solution of the original control problems is obtained ac-
cording to the change of variables (7) by
w̃∗(t, x) = w(x, q̃∗(t, x)), p̃∗(t, x) = p(t, x, r̃∗(t, x)), s̃∗(t, x) = s(r̃∗(t, x)).
4 Results of optimization
4.1 Exact solution for the uniform rod
Introducing new coordinates and variables as
x = x0 + Lx
∗, t = τ0t
∗, w(t, x) = Lw∗(t, x),
















we turn to a dimensionless form of the rod’s dynamic equations (1)–(4). Here,
L = x1 − x0 denotes the length of the rod, τ0 is the characteristic time, ρ̄ and κ̄
are the mean linear density and stiffness, respectively. In the case when ρ = const
and κ = const, ρ∗ = κ∗ = 1 after such change of variables. For simplicity, the star
superscript will be omitted in what follows.
A uniform elastic rod with the dimensionless parameters ρ = κ = x1 = 1 and
x0 = 0 is first considered. Thus, the effective stifness of the rod is χ = 1. As an
example of the systems with the boundary conditions of the third kind in (4), we
choose α0 = π/3 at x = 0 and α1 = π/6 at x = 1. This means that
√
3s(t, 0) = w(t, 0) + 2u0(t) and s(t, 1) = −
√
3w(t, 1) + 2u1(t). (24)
We suppose from here that the distributed external force vanishes, in other words,
f(t, x) ≡ 0. Without loss of generality, the terminal state is fixed to zero:
w(T, x) = p(T, x) = 0 for x ∈ (0, 1).
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It is always possible for the control time horizon T ≥ 1 to find the exact control
displacement ū0(t) and force ū1(t) leading the rod from the initial state w0(x),
p0(x) to any desired terminal state [6]. If T = 1, the admissible control law is
unique and given by
2ū0(t) =
√










It is follows from the expressions for the first and second variations of the cost
functional J that the common control function
u∗i (t) =
{
ūi(t) for t ∈ [0, 1]
0 for t > 1
with i = 0, 1 (25)
is optimal to the problem (8)–(10) (without terminal constraints) for any weight
coefficients γ1 > 0, γ2 ≥ 0 and any time instant T > 0. As an example, the ini-
tial trigonometric displacements w0(x) = sin(πx) and the zero momentum density
p0(x) ≡ 0 are taken. The optimal displacements w(t, x) shown in the dimensionless
form in Fig. 3 are invariant of the boundary parameters αi for i = 0, 1, and only the
control functions ui change according to (25). Note that the corresponding force
field s(t, x) is discontinuous as presented in Fig. 4.
Figure 3: Optimal displacements for the uniform rod.
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Figure 4: Optimal forces for the uniform rod.
4.2 Numerical solution for a non-uniform rod
The case of the nonuniform rod is studied in this subsection for illustration. The
piecewise constant density in the dimensionless form is chosen as follows
ρ(x) =
{
ρ1 = 2.25 for x < 0.5
ρ2 = 0.25 for x > 0.5
.
The constant stiffness κ(x) = 1 and the length L = 1 are taken. The control
parameters are fixed as T = 2, γ1 = 1, γ2 = 10. Similar to the uniform rod
discussed in the previous subsection, the mechanical and geometrical constants are
chosen so that the time of the signal propagation from one end of the elastic rod to




ρ2)/2 = 1. Again, the boundary conditions (24)
are taken. The mesh sizes are N = 4 in time and M = 2 in space, while the
polynomial degree is K = 4. The resulting number of approximation degrees of
freedom is Ng = 512. The dimension of the control vector is Nu = 32. The
same as before, the modelling qualities are calculated for the initial displacements
w0(x) = sin(πx) and the momentum density p0(x) ≡ 0.
On the first stage, the zero weight coefficient γ0 = 0 at the energy error term J̃0
is fixed in the cost functional J̃ introduced in (14). For the given parameters, the
mechanical energy becomes small enough during the final stage of the optimized
motion and reaches its terminal value J̃2 = 5.90 · 10−6. At that, the mean energy
of the system equals to J̃1 = 0.0082. One of the control signals, namely, ũ
∗
0(t) at
x = 0 is shown in Fig. 5 by the dashed curve. In turn, the second signal ũ∗1(t) at
x = 1 is depicted in Fig. 6 (also by the dashed curve).
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Figure 5: Control signal ũ∗0(t) for γ0 = 0 (dashed) vs. γ0 = 10
6 (solid).
The displacement w̃(T, x) at the terminal instant is close to zero. However,
what has been obtained is a poorly approximate solution. Indeed, the constitutive
functional is equal to J̃0 = 1.027 · 10−4 for γ0 = 0. The relative error is ∆ = 0.63%
for the chosen mesh and the fixed polynomial degree. The distribution of the error
function ϕ(t, x) is presented in Fig. 7. The error reaches its maximum at x = 1
in the beginning of the control process. The magnitude of J̃0 does not fulfil the
inequality (13) (quite the contrary, J̃0  J̃2). Therefore, we cannot consider this
approximation as reliable. The accuracy of the terminal energy value J̃2 has to be
estimated by taking into account the relatively high level of discretization error.
There are two ways to refine the solution: either by increasing the dimension
of approximation or by regularizing the control law, as proposed in Subsec. 3.2.
Let us take the weight coefficient at the energy error J̃0 in the cost function J̃ as
γ0 = 10
4. The resulting finite-dimensional functions ũ∗0(t) and ũ
∗
1(t) are shown by
solid curves in Fig. 6 and 7, respectively. The mean value of the system energy, at
that, has increased up to J̃1 = 0.0262. The terminal energy remain small enough
J̃2 = 1.78 · 10−5  J̃1. But the value of the constitutive functional for γ0 = 104
has fallen to J̃0 = 2.23 · 10−6. The relative error is now ∆ = 4.26 · 10−3%. What
seems more important is that the ratios (13) among three functionals are certainly
fulfilled.
The displacements w̃∗(t, x) presented in Fig. 8 is continuous by construction.
The displacement field has a global maximum at the beginning of the process and
some local extrema during the rod motion. The corresponding force field s̃∗(t, x)
is shown in Fig. 9.
It is worth emphasizing that the force field s̃∗(t, x) as well as the control function
ũ∗i (t) for i = 0, 1 are discontinuous with possible jumps at mesh edges. The control
signals are switched at the instant t ∈ {0.5, 1, 1.5, . . .}. However, such instantaneous
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Figure 6: Control signal ũ∗1(t) for γ0 = 0 (dashed) vs. γ0 = 10
6 (solid).
changes after regularization of the optimized control, although presenting, are not
significant in magnitude, as seen in Figs. 6 and 7.
As demonstrated by numerical simulation, increasing the dimension of spline
approximation and the control dimension does not lead to sufficient minimization
of the mean energy for this control process. Further rise of the weight γ0 leads to
numerical instability of the algorithm. A good-tempered choice for the coefficients
γi, i = 0, 1, 2, remains an object of future study.
5 Concluding remarks and outlook
A strategy of energy optimization in structural dynamics has been proposed. As an
illustrative example, longitudinal motions of nonuniform elastic rods with kinematic
and dynamic control inputs are considered. The optimization algorithm is based
on the method of integro-differential relations, which makes it possible to combine
directly a variational statement of initial-boundary problems with the finite ele-
ment method. The verification of optimal control laws is performed by taking into
account a posteriori local and integral estimates.
In the future, the presented optimization algorithm is supposed to be extended
to more sophisticated control systems with multiple inputs and outputs, lumped
inertial and elastic parameters, oscillating distributed networks, as well as to the
modeling of the dynamic interaction of 3D elastic bodies. New mesh refinement
and mesh adaptation techniques can be implemented to increase the resulting so-
lution accuracy. Other dynamic models, for instance, viscoelastic structures are
interesting for an investigation based on the proposed variational formulation.
Verified solution to Optimal Control Problems of Elastic Rod Motion 405
Figure 7: Error distribution ϕ(t, x) for the rod motion optimized at γ0 = 0.
Figure 8: Optimized displacements w̃∗(t, x) at γ0 = 10
4.
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Figure 9: Optimized forces s̃∗(t, x) at γ0 = 10
4.
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