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ALGEBRAIC ANALYSIS OF THE HYPERGEOMETRIC
FUNCTION 1F1 OF A MATRIX ARGUMENT
PAUL GÖRLACH, CHRISTIAN LEHN, AND ANNA-LAURA SATTELBERGER
Abstract. In this article, we investigate Muirhead’s classical system of differ-
ential operators for the hypergeometric function 1F1 of a matrix argument. We
formulate a conjecture for the combinatorial structure of the characteristic va-
riety of its Weyl closure which is both supported by computational evidence as
well as theoretical considerations. In particular, we determine the singular locus
of this system.
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1. Introduction
Hypergeometric functions are probably the most famous special functions in
mathematics and their study dates back to Euler, Pfaff, and Gauß, earlier contribu-
tions to the development of the theory are due to Wallis, Newton, and Stirling, we
refer to [7]. Around the origin, they have the series expansion
(1.1) pFq(a1, . . . , ap; c1, . . . , cq; x) B
∞∑
n=0
(a1)n · · · (ap)n
(c1)n · · · (cq)n
xn
n!
,
where p, q are non-negative integers with q + 1 ≥ p and (a)n = a · · · (a + n − 1)
denotes the Pochhammer symbol. Hypergeometric functions are ubiquitous in
mathematics and physics: they are intimately related to the theory of differen-
tial equations and show up at prominent places in physics such as the hydrogen
atom. In recent years, there has been renewed interest in the subject coming the
connection with toric geometry established in [10, 11] and the interplay with mir-
ror symmetry, see also the article [34] in this volume for more details and further
references.
2020 Mathematics Subject Classification. 34M15, 33C70 (primary), 34M35, 13P10, 14Q15
(secondary).
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A natural generalization are hypergeometric functions of a matrix argument X
as introduced by Herz in [14, Section 2] using the Laplace transform. Herz was
building on work of Bochner [2]. Ever since, they have been a recurrent topic in the
theory of special functions. In [4, Section 5], Constantine expressed these functions
as a series of zonal polynomials, thereby establishing a link with the representation
theory of GLn. This series expansion bears a striking likeness to (1.1) and is usually
written as
(1.2) pFq(a1, . . . , ap; c1, . . . , cq; X) B
∞∑
n=0
∑
λ `n
(a1)λ · · · (ap)λ
(c1)λ · · · (cq)λ
Cλ(X)
n!
,
where the λ are partitions of n and the (ai)λ, (c j)λ are certain generalized Pochham-
mer symbols, see Definition 3.2.
In this article, we examine the differential equations the hypergeometric function
1F1(a; c; X) of a matrix argument X satisfies from the point of view of algebraic
analysis. If X is an (m × m)-matrix, the function (1.2) only depends on the eigen-
values x1, . . . , xm counted with multiplicities. So we may equally well assume
that X = diag(x1, . . . , xm) is a diagonal matrix. In [31], Muirhead showed that the
linear partial differential operators
(1.3) gk B xk∂2k + (c − xk)∂k +
1
2
∑
`,k
x`
xk − x` (∂k − ∂`)
 − a,
k = 1, . . . ,m, annihilate 1F1(a; c; X) wherever they are defined. We denote by Pk
the differential operator obtained from gk by clearing denominators and consider
the left ideal Im B (P1, . . . , Pm) in the Weyl algebra Dm, see Section 4. We refer
to Im as the Muirhead ideal or the Muirhead system of differential equations and
denote by W(Im) its Weyl closure. Our main result is:
Theorem 5.1. The singular locus of Im agrees with the singular locus of W(Im).
It is the hyperplane arrangement
(1.4) A B
x ∈ Cm
∣∣∣∣∣∣∣
m∏
k=1
xk
∏
`,k
(xk − x`) = 0
.
This leads to a lower bound for the characteristic variety of Im, by which we
essentially mean the characteristic variety of the Dm-module Dm/Im. We would
like to point out that the terminology used in this article is a slight modification
and refinement of the usual definition in the theory of D-modules, taking scheme-
theoretic structures into account. For details, see Definition 2.1 and the remarks
thereafter.
Corollary 5.5. The characteristic variety of W(Im) contains the zero section and
the conormal bundles of the irreducible components of A , i.e.,
(1.5)
Char(W(Im)) ⊇V(ξ1, . . . , ξm) ∪
⋃
i
V(xi, ξ1, . . . , ξ̂i, . . . , ξm)
∪
⋃
i, j
V(xi − x j, ξi + ξ j, ξ1, . . . , ξ̂i, . . . , ξ̂ j, . . . , ξm).
Here, (̂·) means that the corresponding entry gets deleted. Note that the varieties
on the right hand side of (1.5) are conormal varieties for the natural symplectic
structure on T ∗Am, see Section 2.2. More precisely, they are the conormal varieties
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to the irreducible components of the divisor A of singularities of the Muirhead
system. To formulate our conjecture about the structure of the characteristic variety
of W(Im), we introduce the following notation. Let J0|J1 . . . Jk denote a partition of
[m] = {1, . . . ,m}, such that only J0 may possibly be empty. We denote by ZJ0 |J1...Jk
the linear subspace given by the vanishing of all xi for i ∈ J0 and all xi − x j for
i, j ∈ J` and ` ∈ [k]. For a smooth subvariety Y ⊆ Am, we denote by N∗Y ⊆ T ∗Am
the conormal variety to Y . Then our conjecture can be phrased as follows:
Conjecture 6.2. Let CJ0 |J1...Jk B N∗ZJ0 |J1...Jk . The (reduced) characteristic variety
of W(Im) is the following arrangement of m-dimensional linear spaces:
Char(W(Im))red =
⋃
[m] = J0unionsq···unionsqJk
CJ0 |J1...Jk .
In particular, it has Bm+1 many irreducible components, where Bn denotes the
n-th Bell number.
By an explicit analysis of the differential operators in Im, we also obtain an
upper bound for Char(Im). For a partition J0|J1 . . . Jk, we define certain subspaces
ĈJ0 |J1...Jk ⊆ T ∗Am such that CJ0 |J1...Jk ⊆ ĈJ0 |J1...Jk with equality if and only if
|J`| ≤ 2 for all ` ≥ 1, see (6.3) for the precise definition.
Proposition 6.3. The (reduced) characteristic variety of Im is contained in the
arrangement of the linear spaces ĈJ0 |J1...Jk :
Char(Im)red ⊆
⋃
[m] = J0unionsqJ1unionsq···unionsqJk
ĈJ0 |J1...Jk .
It is the upper and lower bound together with explicit computations in the com-
puter algebra system Singular for small values of m, see Section 6.3, that led
us to formulate Conjecture 6.2. We believe that it may contribute to a better
understanding of the hypergeometric function 1F1. As Im turns out to be non-
holonomic in general, it seems that one should rather work with its Weyl clo-
sure W(Im), for which, in general, generators are not known. Clearly, one has
Char(W(Im)) ⊆ Char(Im). Therefore, Proposition 6.3 in particular also gives an
upper bound for Char(W(Im)).
Applications and related work.
Hypergeometric functions of a matrix argument possess a rich structure and are
highly fascinating objects. Not surprisingly, there is by now a long list of interest-
ing applications in various areas such as number theory, numerical mathematics,
random matrix theory, representation theory, statistics, and others; the following
short list does not claim to be exhaustive.
The relation to representation theory and statistics is classical. For the link to
representation theory, we refer to [1] and references therein. The connection with
multivariate statistics was already present in [14] through the connection to the
Wishart distribution, see [14, Section 8].
Unlike in the one-variable case, hypergeometric functions of a matrix argument
have been studied from the point of view of holonomic systems only recently. The
first instance we know of appeared in arithmetic [19]. Motivated by the study of
Siegel modular forms and the computation of special values of L-functions, the au-
thors of [19] study solutions of certain systems of differential equations. They are
equivalent to Muirhead’s system, see e.g. their Proposition 7.4 and Theorem 7.5.
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Holonomicity is shown explicitly in [19, Theorem 9.1]. Apart from number theory,
hypergeometric functions of a matrix argument and holonomic systems also made
an appearance in random matrix theory [6].
A large impetus came from numerical analysis with the advent of the holonomic
gradient descent and the holonomic gradient method developed in [33]. These
methods allowed to numerically evaluate and minimize several functions that are
of importance in multivariate statistics. In [33] and [27], these methods are applied
to the Fisher–Bingham distribution. In [12], the holonomic gradient method is
used to approximate the cumulative distribution function of the largest root of a
Wishart matrix. Motivated by this method, several teams, mainly in Japan, have
studied Muirhead’s systems from theD-module point of view such as [12, 13, 38].
This is the starting point for our contribution. We examine theD-module theoretic
properties of Muirhead’s ideal for the hypergeometric function 1F1 of a matrix
argument from a completely and consistently algebraic point of view.
Outline.
This article is organized as follows. In Section 2, we recall some basic facts
about the Weyl algebra and Dm-ideals. We recall the notion of holonomic functions
and give a characterization that is well suited for testing holonomicity. In Section 3,
we discuss hypergeometric functions of a matrix argument. In Section 4, we define
the Muirhead ideal Im and collect what is known about holonomicity of Im and
its Weyl closure. Section 5 contains our main results. We investigate the Muirhead
ideal of operators annihilating 1F1 and determine its singular locus. This section
also contains some results about holomorphic and formal solutions of the Muirhead
system. The characteristic variety of this ideal and its Weyl closure is investigated
in Section 6. Conjecture 6.2 suggests that the characteristic variety of the Weyl
closure can be described in a combinatorial way, using partitions of sets. We also
discuss some basic computations in low dimensions.
For computations around the characteristic variety, we mainly used the libraries
dmod [30], dmodapp [28], and dmodloc [29] in Singular [5]. We also performed
some Gröbner basis computations in the rational Weyl algebra, where we used the
Mathematica [20] package HolonomicFunctions [26].
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Nobuki Takayama for insightful discussions.
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2. The Weyl algebra
In this section, we recall basic facts about the Weyl algebra, the characteristic
variety, and the definition of holonomic functions. We mainly follow the presenta-
tion and notation given in [35, 37].
2.1. Ideals and characteristic varieties
We start by introducing some notation and terminology. Throughout this article,
N denotes the natural numbers including 0. For m ∈ N>0, we denote by
Dm B C[x1, . . . , xm]〈∂1, . . . , ∂m〉
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the m-th Weyl algebra and by
Rm B C(x1, . . . , xm)〈∂1, . . . , ∂m〉
the ring of differential operators with rational functions as coefficients. In this
article, we refer to Rm as m-th rational Weyl algebra. For a commutative ring
A, we will abbreviate A[x] = A[x1, . . . , xm] the polynomial ring and A(x) =
A(x1, . . . , xm) the field of rational functions. We will also use ξ as a set of variables
so that e.g. C(x)[ξ] = C(x1, . . . , xm)[ξ1, . . . , ξm].
For a vector w = (u, v) ∈ R2m with u + v ≥ 0 componentwise, we define a
partial order on the monomials xα∂β ∈ C[x1, . . . , xm]〈∂1, . . . , ∂m〉 for α, β ∈ Nm
by comparing the quantity
degw(x
α∂β) B α · u + β · v =
m∑
i=1
αiui + βivi,
where the indices refer to the coordinates of the vectors. We refer to w as a weight
vector and to degw as the w-degree. With the notation e = (1, . . . , 1) ∈ Nm and
w = (0, e) we recover the order of a partial differential operator as the leading
exponent for this w-degree.
Given an operator P ∈ Dm and a weight vector w ∈ R2m, we define its initial
form inw(P) to be the sum of all terms of maximal w-degree. Note that one has to
write P in the basis xα∂β in order to compute the w-degree, i.e., one has to bring
all differentials to the right.
The initial form inw(P) can be viewed as the class of P of the associated graded
algebra grw(Dm) to the filtration of Dm induced by w. The relation ∂ixi − xi∂i = 1
in Dm induces the relation
∂ixi − xi∂i =
0 if ui + vi > 01 if ui + vi = 0 in gr(u,v)(Dm).
To highlight this commutator relation notationally, one writes ξi instead of ∂i in
gr(u,v)(Dm) for all indices i with ui + vi = 0. In particular,
gr(u,v)(Dm) = C[x][ξ] if u + v > 0 and gr(u,v)(Dm) = Dm if u + v = 0.
A Dm-ideal is a left Dm-ideal. For a Dm-ideal I, the initial ideal with respect to
w is the left ideal
(2.1) inw(I) B ( inw(P) | P ∈ I ) ⊆ grw(Dm).
A Dm-module is a left Dm-module. Mod(Dm) denotes the category of Dm-modules.
Likewise for Rm-ideals and Rm-modules, respectively. Next we recall the important
notions of a characteristic variety and of holonomicity.
Definition 2.1. The characteristic variety of a Dm-ideal I is the subscheme of A2m
determined by the ideal in(0,e)(I) ⊆ C[x1, . . . , xm][ξ1, . . . , ξm] and is denoted by
Char(I). The Dm-ideal I is called holonomic if in(0,e)(I) has dimension m.
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Remark 2.2.
(1) Note that (0) and Dm are not holonomic. Therefore, if I is a holonomic
ideal, it is a non-zero, proper Dm-ideal.
(2) Recall that as a consequence of an important theorem of Sato–Kawai–
Kashiwara [36], we have dim Z ≥ m for all irreducible components Z
of Char(I), see also the discussion in Section 2.2.
(3) It is worthwhile to remark that the scheme structure of the characteris-
tic variety is not uniquely determined by the Dm-module Dm/I. Intrinsic
invariants of Dm/I are the set Char(I)red and the multiplicity of its irre-
ducible components, see e.g. [15, Section 2.2]. The point is that—unlike
in the commutative world—I cannot be recovered as the annihilator of the
Dm-module Dm/I, and so there can be I , J ⊆ Dm with Dm/I  Dm/J .
2.2. Conormality of the characteristic variety
We remark that A2m = SpecC[x1, . . . , xm, ξ1, . . . , ξm] should actually be con-
sidered as the cotangent bundle T ∗Am where the ξi are the coordinates in the
fiber of the canonical morphism T ∗Am −→ Am and the xi are the coordinates in
the base. Being a cotangent bundle, T ∗Am carries a natural (algebraic) symplectic
form σ which can explicitly be described in coordinates as
σ = dx1 ∧ dξ1 + · · · + dxn ∧ dξn.
The symplectic structure gives rise to the notion of a Lagrangian subvariety, that
is, a subvariety Z ⊆ T ∗Am such that at every smooth point z ∈ Zreg, the tangent
space TzZ ⊆ Tz(T ∗Am) = T ∗Am is isotropic (i.e., σ vanishes identically on this
subspace) and maximal with this property. Note that a Lagrangian subvariety au-
tomatically has dimension m. Examples for Lagrangian subvarieties in T ∗Am are
conormal varieties. Given a subvariety X ⊆ Am, the associated conormal variety
N∗X is defined as the Zariski closure of the conormal bundle N
∗
Xreg/Am ⊆ T ∗Am. This
is always a Lagrangian subvariety. We will make use of the following (special case
of) important results due to Sato–Kawai–Kashiwara [36, Theorem 5.3.2], see also
Gabber’s article [9, Theorem I] for an algebraic proof.
Theorem 2.3. Let I be a Dm-ideal. Then Char(I) ⊆ T ∗Am is coisotropic. If I is
holonomic, every irreducible component Z of the characteristic variety Char(I)
is a conormal variety. In particular, Z is Lagrangian.
To be more precise, the references above show that Z is Lagrangian. By defini-
tion, the characteristic variety is stable under the C∗-action given by scalar mul-
tiplication in the fibers of T ∗Am −→ Am, and therefore it is conormal by [23,
Lemma (3.2)], see also [15, Theorem E.3.6].
2.3. Holonomic functions
In this section, we recall the definition of a holonomic function and give a char-
acterization of this notion which turns out to be very useful in practice.
Definition 2.4. Let M be a Dm-module and f ∈ M. The annihilator of f is the
Dm-ideal
AnnDm( f ) B {P ∈ Dm | P • f = 0}.
An element f ∈ M is holonomic if its annihilator is a holonomic Dm-ideal.
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The definition generalizes in an obvious way to arbitrary subsets N ⊆ M. If
M is a space of functions (e.g. holomorphic, multivalued holomorphic, smooth
etc.) and f ∈ M is holonomic, then we refer to f as a holonomic function. The
definition of a holonomic function first appeared in the article [43] of Zeilberger.
Definition 2.5. The Weyl closure of a Dm-ideal I is the Dm-ideal
W(I) B (RmI) ∩ Dm.
We clearly have I ⊆ W(I). A Dm-ideal I is Weyl closed if I = W(I) holds.
In general, it is a challenging task to compute the Weyl closure of a Dm-ideal,
see [41] for the one-dimensional case and [42] in general. The following property
is in particular shared by spaces of functions.
Definition 2.6. A Dm-module M is torsion-free if it is torsion-free as module over
C[x1, . . . , xm].
This class of Dm-modules allows to deduce further properties of annihilating
Dm-ideals.
Lemma 2.7. Let M ∈ Mod(Dm) be torsion-free and N a subset of M. Then
AnnDm(N) is Weyl closed.
Proof. Write a given P ∈ W(AnnDm(N)) as P =
∑
i qiPi where qi ∈ Rm and
Pi ∈ AnnDm(N). We choose h ∈ C[x1, . . . , xm] such that hP ∈ AnnDm(N). Then
for every f ∈ N we have hP • f = 0 and therefore P • f = 0, since M is
torsion-free. 
Definition 2.8. For a Dm-ideal I, its singular locus is the set
Sing(I) B
⋃
Z ⊆Char(I)
pi(Z) ⊆ Am,(2.2)
where pi denotes the projection T ∗Am −→ Am and the union is over all irreducible
components Z of Char(I) distinct from the zero section {ξ1 = · · · = ξm = 0} as
sets. Moreover, we denote by
rank(I) B dimC(x)
(
C(x)[ξ]/C(x)[ξ] in(0,e)(I)
)
= dimC(x)(Rm/RmI)(2.3)
the holonomic rank of I.
The second equality is a standard fact, we refer to [35, Section 1.4]. If I is
a holonomic Dm-ideal, rank(I) gives the dimension of the space of holomorphic
solutions to I in a simply connected domain outside the singular locus of I by
the theorem of Cauchy–Kowalevski–Kashiwara Theorem [24, p. 44], see also [35,
Theorem 1.4.19]. The following result clarifies the relationship between the holo-
nomic rank and holonomicity.
Lemma 2.9 ([35], Theorem 1.4.15). Let I be a Dm-ideal. If I has finite holonomic
rank, then its Weyl closure W(I) is a holonomic Dm-ideal.
The following characterization of holonomicity is useful.
Proposition 2.10. Let M be a torsion-free Dm-module and f ∈ M. Then the
following statements are equivalent.
(1) f is holonomic.
8 P. GÖRLACH, C. LEHN, AND A.-L. SATTELBERGER
(2) For all k = 1, . . . ,m, there exists a natural number m(k) ∈ N and a non-
zero differential operator Pk =
∑m(k)
`=0 a`(x1, . . . , xm)∂
`
k ∈ AnnDm( f ).
(3) The annihilator of f has finite holonomic rank.
Proof. By the elimination property for holonomic ideals in the Weyl algebra (cf.
[43, Lemma 4.1], with a proof attributed to Bernstein), (1)⇒(2) holds. The equiv-
alence (2)⇔(3) is obvious. Finally, (3)⇒(1) follows from combining Lemma 2.7
with Lemma 2.9. 
Without the condition of torsion-freeness, there are counterexamples to the va-
lidity of (3)⇒(1), see e.g. [35, Example 1.4.10].
3. Hypergeometric functions of a matrix argument
In this section, we are going to introduce the hypergeometric functions of a
matrix argument in the sense of Herz [14], see Definition 3.2. We will follow
Constantine’s approach [4] via zonal polynomials.
3.1. Zonal polynomials
Zonal polynomials are important in multivariate analysis with applications in
multivariate statistics. Their theory has been developed by James in [21, 22] and
subsequent works, see the introduction of Chapter 12 of Farrell’s monograph [8] for
a more complete list. The definition given by James in [22] relies on representation
theoretic work of É. Cartan [3] and James also credits Hua [16, 17], see [18] for an
English translation. As a general reference, the reader may consult the monographs
of Farrell [8, Chapter 12], Takemura [40], and Muirhead [32]. The presentation
here follows [32, Chapter 7].
Let m be a fixed positive integer. Throughout, we only consider partitions of
the form λ = (λ1, . . . , λm) of an integer d = |λ| B λ1 + · · · + λm with λ1 ≥ λ2 ≥
· · · ≥ λm ≥ 0 if not explicitly stated otherwise.
Definition 3.1. For all partitions λ = (λ1, . . . , λm) of d, the zonal polynomials
Cλ ∈ C[x1, . . . , xm] are defined to be the unique symmetric homogeneous polyno-
mials of degree d satisfying the following three properties.
(1) The leading monomial with respect to the lexicographic order ≺lex with
xm ≺lex · · · ≺lex x1 is LM≺lex(Cλ) = xλ = xλ11 · · · xλmm .
(2) The functions Cλ are eigenfunctions of the operator
∆ =
m∑
i=1
x2i ∂
2
i +
m∑
i, j=1
i, j
x2i
xi − x j ∂i,
i.e, ∆ •Cλ = αλ ·Cλ for some αλ ∈ C.
(3) We have
(x1 + · · · + xm)d =
∑
|λ|=d
Cλ.
The uniqueness and existence of course have to be proven, we refer to [32,
Section 7.2], where also the eigenvalues αλ are determined to be
αλ = ρλ + d · (m − 1) with ρλ =
m∑
i=1
λi(λi − i).
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Zonal polynomials can be explicitly calculated by a recursive formula for the coef-
ficients in a basis of monomial symmetric functions. From this it follows that zonal
polynomials have in fact rational coefficients. The space of symmetric polynomials
has a basis given by symmetrizations of monomials. We can enumerate this basis
by ordered partitions; the partition of a given basis element is its leading exponent
in the lexicographic order. For a partition λ = (λ1, . . . , λm) we put:
Mλ B xλ + all permutations =
∑
µ∈Sm.λ
xµ,
where Sm.λ denotes the orbit of the m-th symmetric groupSm. We write the zonal
polynomials with respect to this basis:
Cλ =
∑
µ≤λ
cλ,µMµ.
Zonal polynomials can now be computed explicitly thanks to the following recur-
sive formula:
cλ,µ =
∑
κ
κi − κ j
ρλ − ρµ cλ,κ,
where the sum runs over all (not necessarily ordered) partitions κ = (κ1, . . . , κm)
such that there exist i < j with κk = µk for all k , i, j and κi = µi + t, κ j = µ j − t
for some t ∈ {1, . . . , µ j} and such that µ < κ ≤ λ after reordering κ.
3.2. Hypergeometric functions of a matrix argument
Let X ∈ Cm×m be a square matrix and λ = (λ1, . . . , λm) a partition. One defines
the zonal polynomial Cλ(X) as
Cλ(X) B Cλ(x1, . . . , xm),
where x1, . . . , xm are the eigenvalues of X counted with multiplicities. Note that
Cλ(X) is well-defined because Cλ is a symmetric polynomial.
Definition 3.2. The hypergeometric function of a matrix argument X is given by
(3.1) pFq(a1, . . . , ap; c1, . . . , cq; X) B
∞∑
k=0
∑
λ `k
(a1)λ · · · (ap)λ
(c1)λ · · · (cq)λ
Cλ(X)
k!
,
where, for a partition λ = (λ1, . . . , λm), the symbol (a)λ denotes the generalized
Pochhammer symbol
(a)λ B
m∏
i=1
(
a − i − 1
2
)
λi
.
Here, for an integer `, the quantity (a)` = a(a + 1) · · · (a + ` − 1) with (a)0 = 1 is
the usual Pochhammer symbol.
The parameters a1, . . . , ap and c1, . . . , cq in this definition are allowed to attain
all complex values such that all the denominators (ci)λ do not vanish. Explicitly,
(3.2) a1, . . . , ap ∈ C and c1, . . . , cq ∈
C \ (−N) if m = 1,C \ { k2 | k ∈ Z, k ≤ m − 1} if m ≥ 2.
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Remark 3.3. If X = diag(x1, 0, . . . , 0), it follows straight forward from Defi-
nition 3.1 of zonal polynomials that pFq(a1, . . . , ap; c1, . . . , cq; X) is the classical
hypergeometric function pFq(a1, . . . , ap; c1, . . . , cq; x1) in one variable. Therefore,
Definition 3.2 is indeed an appropriate generalization of hypergeometric functions
in one variable.
The convergence behavior of the hypergeometric function of a matrix argument
is analogous to the one-variable case, basically with the same proof. For p ≤ q,
this series converges for all X. For p = q + 1, this series converges for ‖X‖ < 1,
where ‖ · ‖ denotes the maximum of the absolute values of the eigenvalues of X. If
p > q + 1, the series diverges for all X , 0.
4. Annihilating ideals of 1F1
Let 1F1 be the hypergeometric function of a matrix argument as introduced in
Definition 3.2. In this section, we systematically study a certain ideal that annihi-
lates 1F1. This function depends on two complex parameters a, c satisfying (3.2).
As discussed in the last section, the value of this function on a symmetric ma-
trix X ∈ Cm×m is the same as the value on the unique semisimple element in the
GLm(C) (conjugacy) orbit closure of X. We may thus restrict our attention to the
case that X is diagonal. Then this hypergeometric function satisfies the following
differential equations.
4.1. Setup and known results about the annihilator
Theorem 4.1. [32, Theorem 7.5.6] Let m ∈ N>0. The function 1F1(a, c; X) of a
diagonal matrix argument X = diag(x1, . . . , xm) is the unique solution F of the
system of the m linear partial differential equations given by the operators
gk B xk∂2k +
c − m − 12 − xk + 12 ∑
`,k
xk
xk − x`
∂k − 12
∑
`,k
x`
xk − x` ∂`
 − a,(4.1)
k = 1, . . . ,m, subject to the conditions that F is symmetric in x1, . . . , xm, and F is
analytic at X = 0, and F(0) = 1.
In fact, we will point out in Proposition 5.6 that in this theorem, the condition
of symmetry in x1, . . . , xm can be dropped as it is implied by the other conditions.
By using the identity
xk
xk − x` = 1 +
x`
xk − x` ,
the operators from (4.1) can be written as
gk = xk∂2k + (c − xk)∂k +
1
2
∑
`,k
x`
xk − x` (∂k − ∂`)
 − a.(4.2)
Clearing the denominators in (4.1), we obtain
(4.3) Pk B
∏
`,k
(xk − x`)
 · gk ∈ Dm, k = 1, . . . ,m.
Definition 4.2. We denote by Im the Dm-ideal generated by P1, . . . , Pm and call
it the Muirhead ideal.
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Note that, by construction,
RmIm = (g1, . . . , gm).
Our goal is to systematically study the ideal Im. In this direction, Hashiguchi–
Numata–Takayama–Takemura obtained the following result in [12].
Theorem 4.3 ([12, Theorem 2]). For the graded lexicographic term order on Rm,
a Gröbner basis of RmIm is given by {gk = ∂2k + l.o.t. | k = 1, . . . ,m}.
An immediate consequence is:
Corollary 4.4. The holonomic rank of Im is given by rank(Im) = 2m. In particular,
the Weyl closure W(Im) of Im and the function 1F1 of a diagonal matrix are
holonomic.
Proof. This immediately follows from Theorem 4.3 and Lemma 2.9. 
At the end of Section 5 in [12], it is conjectured that Im is holonomic. Via direct
computation they show that I2 is holonomic in Appendix A of the paper. One can
still verify holonomicity of I3 for generic parameters a, c through a computation
in Singular. It turns out, however, that the above conjecture does not hold. We
are thankful to N. Takayama for pointing out that the D4-ideal I4 was shown to be
non-holonomic in the Master’s thesis [25]. We give an easy alternative argument
for this in Example 6.6.
5. Analytic solutions to the Muirhead ideal
In this section, we determine the singular locus of the Muirhead ideal Im and of
its Weyl closure:
Theorem 5.1. Let m ∈ N>0, a ∈ C and c ∈ C \ { k2 | k ∈ Z, k ≤ m − 1}. Then the
singular locus of Im agrees with the singular locus of W(Im). It is the hyperplane
arrangement
A B
x ∈ Cm
∣∣∣∣∣∣∣∣
m∏
i=1
xi
∏
j,i
(xi − x j) = 0
.(5.1)
The inclusion Sing(Im) ⊆ A is readily seen from
in(0,e)(Pi) = xi
∏
j,i
(xi − x j)∂2i .
To prove the reverse containment, we investigate analytic solutions to the Muirhead
system locally around points in the components of the arrangement A . Our main
technical tool is the following observation resembling [35, Theorem 2.5.5]:
Lemma 5.2. Let I be a Dm-ideal and let u ∈ Rm≥0. Then
dim SolC~x(I) ≤ dim SolC~x(in(−u,u)(I)),
where SolC~x(·) denotes the solution space in the formal power series ring C~x.
Proof. For f =
∑
α∈Nm λαxα ∈ C~x, we denote1
in−u( f ) B
∑
uTα min.
with λα,0
λαxα ∈ C~x.
1Our notation for the initial of a formal power series differs from the one used, among others,
in [35, 37]. Ours is more coherent with the definition of initial forms of linear differential operators.
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If P = in(−u,u)(P) + P˜ ∈ Dm annihilates f = in−u( f ) + f˜ , then
0 = P • f = in(−u,u)(P) • in−u( f ) + P˜ • f + in(−u,u)(P) • f˜
and all monomials appearing in the expanded expression P˜ • f + in(−u,u)(P) • f are
of higher u-degree than those of in(−u,u)(P) • in−u( f ). Hence, in(−u,u)(P) annihilates
in−u( f ). This shows that for every Dm-ideal I, we have
(5.2)
{
in−u( f ) | f ∈ SolC~x(I)} ⊆ SolC~x(in(−u,u)(I)).
Let F be a basis of the solution space SolC~x(I). Replacing F by a suitable linear
combination of its elements, we can assure that the initial forms in−u( f ) for f ∈ F
are linearly independent. Then (5.2) implies
dim SolC~x(in(−u,u)(I)) ≥ |{in−u( f ) | f ∈ F}| = |F| = dim SolC~x(I). 
In the following two lemmata, we apply Lemma 5.2 to the Muirhead system
and bound the spaces of analytic solutions locally around general points in A .
Note that up to Sm-symmetry, there are two types of components in A , namely
{x ∈ Cm | x1 = 0} and {x ∈ Cm | x1 = x2}. Lemma 5.3 considers points that lie in
exactly one component of A of the first type, while Lemma 5.4 is concerned with
the second type.
Lemma 5.3. Let p ∈ Cm be a point with distinct coordinates, one of which is
zero. Then the space of formal power series solutions to Im centered at p is of
dimension at most 2m−1.
Proof. Since Im is invariant under the action of the symmetric group Sm, we may
assume that the point p = (p1, . . . , pm) has the unique zero coordinate p1 = 0.
Studying formal power series solutions to Im around p is equivalent to substi-
tuting xi by xi + pi in each of the generators P1, . . . , Pm and to studying the
solutions in C~x of the resulting operators. Let us define u B (3, 2, . . . , 2) ∈ Rm.
Examining the expression for P1, . . . , Pm, we observe that
(5.3)
in(−u,u)
(
P1|x 7→x+p) = (−1)m−1 p2 p3 · · · pm 1x1 θ1(θ1 + c − m+12 ) and
in(−u,u)
(
Pi |x 7→x+p) = pi ∏ j,i(pi − p j) 1x2i θi(θi − 1) for all i ≥ 2,
where θi B xi∂i and Pi|x 7→x+p denotes the operator obtained from Pi by replacing
x with x + p. Note that an operator P(θ1, . . . , θm) ∈ C[θ1, . . . , θm] ⊆ Dm acts on
the one-dimensional vector spaces C · xα for α ∈ Nm with eigenvalue P(α). In
particular, the solution space in C~x of the operators (5.3) is spanned by the 2m−1
monomials xα with α1 = 0 and αi ∈ {0, 1} for all i ≥ 2. Here, we have used that
m+1
2 − c < N>0 by the assumption on c, which guarantees that θ1 + c − m+12 has no
non-constant solutions in C~x1. In particular, from Lemma 5.2, we conclude
dim SolC~x
(
Im|x 7→x+p) ≤ dim SolC~x (in(−u,u) (Im|x 7→x+p))
≤ dim SolC~x (in(−u,u) (Pi|x 7→x+p) | i = 1, . . . ,m) = 2m−1.

Lemma 5.4. Let p = (p1, . . . , pm) ∈ (C∗)m with #{p1, . . . , pm} = m − 1. Then the
space of formal power series solutions to Im centered at p is of dimension at most
2m−2 · 3.
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Proof. We proceed similar to the proof of Lemma 5.3. By symmetry of Im, we may
assume that p1 = p2, while all other pairs of coordinates of p are distinct. Denote
e = (1, . . . , 1) ∈ Nm. Then
in(−e,e)
(
P1|x 7→x+p) = 12 p1 ∏mj=3(p1 − p j) · (2(x1 − x2)∂21 + ∂1 − ∂2),
in(−e,e)
(
P2|x 7→x+p) = −12 p2 ∏mj=3(p2 − p j) · (2(x1 − x2)∂22 + ∂1 − ∂2),
in(−e,e)
(
Pi |x 7→x+p) = pi ∏ j,i (pi − p j) · 1x2j θi(θi − 1) for i ≥ 3
with θi B xi∂i. From the identity θi • xα = αixα for all α ∈ Nm we deduce
that a basis of SolC~x
({
Pi|x 7→x+p | i}) is given by f (x1, x2)xα33 xα44 · · · xαmm , where
α3, . . . , αm ∈ {0, 1} and where f varies over a basis of
SolC~x1,x2
(
2(x1 − x2)∂21 + ∂1 − ∂2, 2(x1 − x2)∂22 + ∂1 − ∂2
)
.
The latter is a 3-dimensional vector space spanned by {1, x1 + x2, x21 + 6x1x2 + x22}.
This can be easily verified as follows. After the change of variables
y1 B (x1 + x2)/2, y2 B (x1 − x2)/2, ∂y1 = ∂1 + ∂2, ∂y2 = ∂1 − ∂2,
this system becomes(
y2
(
∂y1 + ∂y2
)2
+ ∂y2
)
• f = 0,
(
y2
(
∂y1 − ∂y2
)2
+ ∂y2
)
• f = 0
From summing these two equations, we observe that a solution f ∈ C~y1, y2 needs
to be annihilated by the operator ∂y1∂y2 . Therefore, we can write any solution as
f =
∑
i≥0 λiyi1 +
∑
j≥1 µ jy
j
2. Plugging this into (y2(∂y1 + ∂y2)
2 + ∂y2) • f = 0, we
observe that λi = µi = 0 for all i ≥ 3, µ1 = 0 and λ2 = −2µ2, leading to the basis
of solutions {
1, 2y1 = x1 + x2, 8y21 − 4y22 = x21 + 6x1x2 + x22
}
.
With this, we have argued that the solution space of in(−e,e)
(
Im|x 7→x+p) is at most
3 · 2m−2-dimensional. Together with Lemma 5.2, this proves the claim. 
Proof of Theorem 5.1. First, we observe that
in(0,e)(Pi) = xi
∏
j,i
(xi − x j)ξ2i
and hence
Char(Im)red ⊆
m⋂
i=1
(
V(ξi) ∪ V(xi) ∪
⋃
j,i
V(xi − x j)
)
⊆ pi−1(A ) ∪ V(ξ1, . . . , ξm),
where pi : T ∗Am −→ Am denotes the natural projection. By definition of the singu-
lar locus, this proves the containment
Sing(W(Im)) ⊆ Sing(Im) ⊆ A .
For the reverse inclusion, consider a point p ∈ Cm contained in exactly one
irreducible component of A . By Lemma 5.3 and Lemma 5.4, the space of formal
power series solutions to Im (or, equivalently, to W(Im)) around p is of dimen-
sion strictly smaller than 2m = rank(Im) = rank(W(Im)). In particular, p needs
to be a singular point of Im and of W(Im), as otherwise the Cauchy–Kowalevski–
Kashiwara Theorem implies the existence of 2m linearly independent analytic so-
lutions around p. In particular, the singular loci of Im and of W(Im) must contain
those points. Since singular loci are closed, we conclude that they contain the entire
arrangement A . 
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This description of the singular locus gives rise to the following lower bound on
the characteristic variety. In Section 6, we will also discuss an upper bound and a
conjectural description of the characteristic variety.
Corollary 5.5. The characteristic variety of W(Im) contains the zero section and
the conormal bundles of the irreducible components of A , i.e.,
Char(W(Im)) ⊇V(ξ1, . . . , ξm) ∪
⋃
i
V(xi, ξ1, . . . , ξ̂i, . . . , ξm)
∪
⋃
i, j
V(xi − x j, ξi + ξ j, ξ1, . . . , ξ̂i, . . . , ξ̂ j, . . . , ξm).
Proof. As already noted in the introduction after (1.5), the linear spaces on the
right hand side of the claimed inclusion are conormal varieties. By Theorem 2.3,
the conormal varieties to the irreducible components of Sing(W(Im)) are contained
in Char(W(Im)). Moreover, the zero section V(ξ1, . . . , ξm) is always contained in
the characteristic variety. Theorem 5.1 concludes the proof. 
Above, we have studied bounds on solutions to the Muirhead system locally
around points in Cm contained in exactly one component ofA , while the Cauchy–
Kowalevski–Kashiwara Theorem describes the behavior around points in Cm \A .
A more detailed study around special points p ∈ A where several components of
A intersect may be of interest.
We finish this section by looking at the most degenerate case: p = 0. Recall
from Theorem 4.1 that 1F1 is the unique analytic solution to Im around 0 that is
symmetric and normalized to attain the value 1 at the origin. In fact, the restricting
factor assuring uniqueness here is not the symmetry, but the analyticity around 0.
Namely, using the techniques presented before, we arrive at the following refine-
ment of Theorem 4.1:
Proposition 5.6. Let m ∈ N>0, a ∈ C and c ∈ C \ { k2 | k ∈ Z, k ≤ m − 1}.
Then 1F1(a; c) is the unique formal power series solution to Im around 0 with
1F1(a; c)(0) = 1. In particular, 1F1(a; c) is the unique convergent power series
solution to Im around 0 with 1F1(a; c)(0) = 1.
Proof. Consider any weight vector u ∈ Rm≥0 with 0 < u1 < u2 < · · · < um. From
the definition of P1, . . . , Pm, we see that for all i ∈ {1, . . . ,m}:
in(−u,u)(Pi) =
(−1)i−1
2
x1 · · · xi−1 · xm−i−1i ·
2θ2i + (2c − i − 1)θi − m∑
j=i+1
θ j
,
where θi B xi∂i. In particular, the Weyl closure of in(−u,u)(I) contains the operators
Qi B 2θ2i +(2c− i−1)θi−
∑m
j=i+1 θ j. The action of operators in C[θ1, . . . , θm] ⊆ Dm
on C~x diagonalizes with respect to the basis of C~x given by the monomials.
In particular, SolC~x(Q1, . . . ,Qm) is a subspace of SolC~x(in(−u,u)(I)) spanned by
monomials. Therefore, by Lemma 5.2, it suffices to show that the only monomial
annihilated by Q1, . . . ,Qm is 1.
Let α ∈ Nm be such that xα is annihilated by Q1, . . . ,Qm. Assume for contra-
diction that α , 0 and let i ∈ {1, . . . ,m} be maximal such that αi , 0. Then
0 = Qi • xα = 2α2i + (2c − i − 1)αi −
m∑
j=i+1
α j = αi · (2αi + 2c − i − 1).
ALGEBRAIC ANALYSIS OF 1F1 OF A MATRIX ARGUMENT 15
Note that c < { k2 | k ∈ Z, k ≤ m− 1} guarantees 2` + 2c− i− 1 , 0 for all positive
integers `. This contradicts the assumption αi , 0. We conclude that
SolC~x(in(−u,u)(I)) ⊆ SolC~x(Q1, . . . ,Qm) = C · {1}
and therefore dim SolC~x(Im) ≤ 1. The last claim is now immediate. 
6. Characteristic variety of the Muirhead ideal
In this section, we give a conjectural description of the (reduced) character-
istic variety of the Weyl closure of the Muirhead ideal Im, see Conjecture 6.2.
The conjecture based on our computations and further evidence is provided by
the partial results obtained in Corollary 5.5 and Proposition 6.3. The description
of Char(W(Im)) is combinatorial in nature and would imply that the number of
irreducible components is given by the (m + 1)-st Bell number Bm+1.
6.1. Conjectural structure of the characteristic variety
Let us first explain some notations.
Notation 6.1. We denote [m] = {1, . . . ,m}. We consider partitions of this set
[m] = J0 unionsq J1 unionsq . . . unionsq Jk, where J0 is allowed to be empty, the Ji with i , 0 are
nonempty, and we consider the J1, . . . , Jk as unordered. Taking into account that
J0 plays a distinguished role, we denote such a partition by J0 | J1 . . . Jk.
For a partition [m] = J0 | J1 . . . Jk, we denote by CJ0 |J1...Jk the m-dimensional
linear subspace
V
{x j | j ∈ J0} ∪
∑i∈J` ξi
∣∣∣∣ ` = 1, . . . , k
 ∪
k⋃
`=1
{
xi − x j
∣∣∣∣ i, j ∈ J`}
(6.1)
of T ∗Am = A2m = SpecC[x1, . . . , xm, ξ1, . . . , ξm].
Let Bk ∈ N denote the k-th Bell number, i.e., the number of partitions of a set
of size k. For example B1 = 1, B2 = 2, B3 = 5, B4 = 15, B5 = 52, and so on. For
the Muirhead ideal Im, the characteristic variety of its Weyl closure W(Im) has the
following conjectural description.
Conjecture 6.2. The (reduced) characteristic variety of W(Im) is the following
arrangement of m-dimensional linear spaces:
Char(W(Im))red =
⋃
[m] = J0unionsq···unionsqJk
CJ0 |J1...Jk .
In particular, Char(W(Im)) has Bm+1 many irreducible components.
As I4 is not holonomic, it does not seem reasonable to make predictions about
Char(Im). The better object to study is its Weyl closure, which is challenging to
compute. The appearance of the Bell numbers in the conjecture is explained by the
following observation:
We have a bijection of sets
m⋃
k=1
{
Ordered partitions {0, 1, . . . ,m} = J˜1 unionsq . . . unionsq J˜k}/Sk
1:1

m⋃
k=0
{
Ordered partitions {1, . . . ,m} = J0 unionsq J1 unionsq . . . unionsq Jk}/Sk,(6.2)
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defined by J0 B J˜i \ {0} for 0 ∈ J˜i, where on the right hand side of (6.2), the
symmetric group Sk acts on J1unionsq . . .unionsq Jk. It is important to note that J0 is allowed
to be empty, and J0 is the only set among the Ji and J˜ j with this property.
6.2. Bounds for the characteristic variety
Next, we give an upper bound for the reduced characteristic variety Char(Im)red
and hence a fortiori an upper bound for Char(W(Im))red. By upper bound, we mean
a variety containing the given variety. Note that we already proved a lower bound
for Char(W(Im)) in Corollary 5.5.
For a partition J0 | J1 . . . Jk of [m], we defined the linear subspace CJ0 |J1...Jk of
A2m in (6.1). We denote by ĈJ0 |J1...Jk the linear space
V
(
{x j | j ∈ J0} ∪
k⋃
`=1
{xi − x j | i, j ∈ J`} ∪
{∑
i∈J`
ξi | ` = 1, . . . , k s.t. |J`| ≤ 2
})
(6.3)
of A2m. Clearly, ĈJ0 |J1...Jk ⊇ CJ0 |J1...Jk , with equality if and only if |J`| ≤ 2 for
` = 1, . . . , k. Further evidence for Conjecture 6.2 is given by the following result.
Proposition 6.3. The (reduced) characteristic variety of Im is contained in the
arrangement of the linear spaces ĈJ0 |J1...Jk :
Char(Im)red ⊆
⋃
[m] = J0unionsqJ1unionsq···unionsqJk
ĈJ0 |J1...Jk .
In particular, this also gives an upper bound for Char(W(Im))red.
Proof. The characteristic variety of Im is defined by the vanishing of the symbols
in(0,e)(P) ∈ C[x][ξ] of all operators P ∈ Im. Hence, describing explicit symbols in
in(0,e)(Im) bounds Char(Im) from above. We observe that
in(0,e)(Pi) = xi ·
∏
j,i
(xi − x j)
 · ξ2i for i = 1, . . . ,m.
Moreover, for i , j, consider the following operators in Im:
S i j B x j ·
∏
k,i, j
(x j − xk)
 · ∂2j · Pi + xi ·
∏
k,i, j
(xi − xk)
 · ∂2i · P j.
This expression can be seen as the S -pair of the operators Pi and P j for graded
term orders on Rm. A straightforward computation by hand reveals that
in(0,e)(S i j) = −12 xix j
( ∏
k,i, j
(xi − xk)(x j − xk)
)(
ξi + ξ j
)3
+ (xi − x j)Qi j
for some Qi j ∈ C[x][ξ].
Since these operators lie in the Muirhead ideal, we have
Char(Im) ⊆ V
(
in(0,e)(Pi), in(0,e)(S i j) | i , j
)
C Z,
so it suffices to see that Z is set-theoretically contained in the union of all ĈJ0 |J1...Jk .
We prove this by the comparing their fibers over Am = SpecC[x1, . . . , xm]. Let
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z = (z1, . . . , zm) ∈ Am and let [m] = J0 unionsq J1 unionsq · · · unionsq Jk be a partition of [m] such
that
zi = 0 ⇔ i ∈ J0 and zi = z j ⇔ ∃` : i, j ∈ J`.(6.4)
Note that this partition is uniquely determined by the point z up to permuting
J1, . . . , Jk. Let F denote the fiber of Z over the point z. We claim that F is
set-theoretically contained in the fiber of ĈJ0 |J1...Jk over z.
To prove this claim, it suffices to see that for all singletons J` = {n} and two-
element sets J`′ = {i, j} in our partition, where 1 ≤ `, `′ ≤ k, the polynomials ξ2n
and (ξi + ξ j)3 vanish on F. But for those n, i, j, the polynomial
(6.5) in(0,e)(Pn)
∣∣∣x = z = zn ·
∏
j,n
(zn − z j)
 · ξ2n
is a non-zero multiple of ξ2n by (6.4), since J` is a singleton, and
(6.6) in(0,e)(S i j)
∣∣∣x=z = −12ziz j ·∏
p,i, j
(zi − zp)(z j − zp)(ξi + ξ j)3
is a non-zero multiple of (ξi +ξ j)3. Here, we have used that zi = z j by construction
of the partition J0|J1 . . . Jk.
Both (6.5) and (6.6) vanish on F by the definition of Z, and hence ξn and
ξi + ξ j vanish on the set Fred, disregarding the scheme structure. This shows that
Fred ⊆ ĈJ0 |J1...Jk . In particular,
Char(I)red ⊆ Zred ⊆
⋃
[m] = J0unionsqJ1unionsq···unionsqJk
ĈJ0 |J1...Jk ,
concluding the proof. 
6.3. Examples
The computational difficulty of questions concerning the characteristic variety
Char(Im), the Weyl closure W(Im), its characteristic variety, irreducible compo-
nents, and more increases rapidly with the number of variables m. For m = 2, 3, we
succeed with straightforward computations in Singular to obtain the characteris-
tic variety and its decomposition into irreducible components. For m = 2, also the
Weyl closure W(Im) is computable, but already for m = 3 this is no longer feasible.
For m = 4, none of the computer calculations terminate. We provide more precise
information in the following examples.
Example 6.4. We consider the case m = 2. We perform our computations for
generic a, c, i.e., in
Q(a, c)[x1, . . . , xm]〈∂1, . . . , ∂m〉
with indeterminates a, c. Computations in Singular show that the characteristic
variety Char(I2) set-theoretically decomposes into the following five irreducible
components
(6.7) V(x1, x2) ∪ V(x1, ξ2) ∪ V(ξ1, x2) ∪ V(ξ1, ξ2) ∪ V(ξ1 + ξ2, x1 − x2).
Already for m = 2, the ideal Im and its Weyl closure W(Im) differ. The operator
P = g1 − g2 = (x1∂21 − x2∂22) − (x1∂1 − x2∂2) + (c −
1
2
)(∂1 − ∂2)
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is clearly in W(I2) \ I2. In fact, W(I2) = I2 + (P). Moreover, Char(I2)red =
Char(W(I2))red but the multiplicities of the irreducible components are different.
In the order of appearance in (6.7), the irreducible components have multiplicities
4, 2, 2, 4, 3 in I2 and 3, 2, 2, 4, 1 in W(I2).
The decomposition (6.7) will also turn out to be a byproduct of our more general
result presented in Proposition 6.3.
Example 6.5. Next we consider the case m = 3. Computations for generic a, c in
Singular show that Char(I3) decomposes into the 15 = B4 irreducible compo-
nents
V(x1, x2, x3) ∪ V(ξ1, x2, x3) ∪ V(x1, ξ2, x3) ∪ V(x1, x2, ξ3)
∪ V(ξ1, ξ2, x3) ∪ V(ξ1, x2, ξ3) ∪ V(x1, ξ2, ξ3) ∪ V(ξ1, ξ2, ξ3)
∪ V(x1 − x2, ξ1 + ξ2, x3) ∪ V(x1 − x3, ξ1 + ξ3, x2) ∪ V(x2 − x3, ξ2 + ξ3, x1)
∪ V(x1 − x2, ξ1 + ξ2, ξ3) ∪ V(x1 − x3, ξ1 + ξ3, ξ2) ∪ V(x2 − x3, ξ2 + ξ3, ξ1)
∪ V(x1 − x2, x1 − x3, ξ1 + ξ2 + ξ3),
as predicted by Conjecture 6.2.
If we compare this to our upper bound for the characteristic variety Char(W(I3))
from Proposition 6.3, we see that the only difference between the components
in (6.1) and (6.3) is that instead of V(x1, x2, x3) and V(x1 − x2, x2 − x3, ξ1 +
ξ2 + ξ3), we only have the component B B V(x1 − x2, x2 − x3) ⊆ T ∗A3 in the
upper bound. However, the Weyl closure is holonomic by Lemma 2.9 and thus
the components of its characteristic variety are the conormals to their projections
to A3 by Theorem 2.3. Such a projection is a closed subvariety of the diagonal
V(x1 − x2, x2 − x3) ⊆ A3, hence either equal to it or equal to a point. The corre-
sponding conormal varieties are V(x1− x2, x2− x3, ξ1 + ξ2 + ξ3) and the cotangent
spaces to the points pλ B (λ, λ, λ) for some λ ∈ C. It turns out that the components
V(x1 − x2, x2 − x3, ξ1 + ξ2 + ξ3) and V(x1, x2, x3) of Char(W(I3)) are the only
ones contained in B. In other words, the cotangent spaces to pλ are not contained
in the characteristic variety unless λ = 0. It does not seem to be very pleasant to
verify this last claim by hand. The operator P of lowest order we found in D3
whose symbol in(0,e)(P) does not vanish on pλ with λ , 0 has order 4 and one
needs coefficients of order 6 to show that P ∈ I3.
It is striking that the components of Char(W(I3)) contained in B are exactly
those conormal bundles contained in B that are bihomogeneous in the xi and the ξ j.
According to Conjecture 6.2, all components should have this property but for
the time being we do not see how to deduce bihomogeneity in general, see also
Problem 6.8.
Example 6.6. Computations in Singular for fixed a, c over a finite field suggest
that Char(I4) decomposes into 51 = B5−1 irreducible components. One of them,
K B V(x1 − x2, x1 − x3, x1 − x4), is 5-dimensional. The analogous computations
over Q(a, c) do not terminate. We can nevertheless verify its existence via the
following trick. Instead of I4, we consider the ideal J4 B I4 + (x1 − x2). Then we
clearly have:
Char(I4) ⊇ Char(I4) ∩ V(x1 − x2) ⊇ Char(J4).
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The computation of Char(J4) is much simpler and immediately terminates. It
turns out that K ⊆ Char(J4). Therefore, Char(I4) contains the 5-dimensional com-
ponent K and we conclude that I4 is not holonomic.
6.4. Open problems concerning the characteristic variety
As the examples above indicated, there are a lot of open problems which we
would like to put forward.
Problem 6.7. Compute the Weyl closure W(Im) of Im for any m.
A first step would be to explicitly write down differential operators in W(Im) \ Im.
Problem 6.8. Show that Char(W(Im)) (and possibly Char(Im)) are invariant under
the action of C∗ × C∗ on T ∗Am = Am × Am given by scalar multiplication on the
factors.
This would of course be an immediate consequence of a proof of Conjecture 6.2.
It should however be easier to tackle Problem 6.8 directly. One strategy could be to
write down a flat one-parameter family of ideals {Jt}t∈A1 , such that J1 = Im and J0
has an action by C∗ × C∗ and then to see how to relate the characteristic varieties
in a flat family.
One way to realize such a one-parameter family concretely is to apply a suitable
C∗-action to Im and take the limit as the parameter t of C∗ goes to zero. If e.g.
we decree the xi to have weight zero and the ξi have weight one, the commu-
tator relation of the Weyl algebra is preserved and for each t we obtain an ideal
Jt as claimed. The flat limit is stable under the C∗-action and can be found by
applying the action to a Gröbner basis. Note that the action on J0 induces an ac-
tion of C∗ × C∗ on Char(J0), as the latter always has a C∗-action given by scalar
multiplication on the fibers of T ∗Am −→ Am.
There are also other instances of annihilating ideals related by one-parameter
families. It is classically known that the hypergeometric functions 0F1 and 1F1
are related to one another through a scaling and limit process. More precisely,
1F1(a; c; 1a X) −→ 0F1(c; X) as a −→ ∞, see [32, Section 7.5]. Also, the hypergeo-
metric function 0F1 is known to be annihilated by the operators
xk∂2k + c∂k +
1
2
∑
`,k
x`
xk − x` (∂k − ∂`)
 − 1,(6.8)
where k = 1, . . . ,m. One directly checks that the gk from (4.1) scale accordingly
to give the system (6.8), see [32, Theorem 7.5.6].
Problem 6.9. Can the scaling relation between 0F1 and 1F1 be used to deduce
a relation between the characteristic varieties of Im and the corresponding ideal
generated by the operators (6.8)?
We would like to mention that 0F1 naturally appears when investigating the
normalizing constant of the Fisher distribution on SO(3), as described in [39].
6.5. Outlook
We think that Conjecture 6.2 deserves further study and that it will be helpful
to get a better understanding of the hypergeometric function 1F1 of a matrix ar-
gument. The goal of the present article was to put forward this very clear and
intriguing conjecture and to provide some evidence for it. The context in which
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we studied the function 1F1 was rather conceptual, but our methods were mainly
ad hoc. We believe that, eventually, the problem should be addressed using more
advanced methods from D-module theory. For this, one should look for a more
intrinsic description of the Muirhead ideal—or rather its Weyl closure. In partic-
ular, it would be interesting to understand if there is some generalization of GKZ
systems and a relation to the hypergeometric function of a matrix argument similar
to the one-variable case. We hope to be able to tackle these problems in the future.
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