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Abstract 
 Global Climate Models (GCMs) are the typical sources of future climate data 
required for impact assessments of climate change. However, GCM outputs are related to 
model-related uncertainties and involve a great deal of biases. Bias correction of model 
outputs is, therefore, necessary before their use in impact studies. The coarse resolution 
of GCM simulations is another hindrance to their direct use in fine-scale impact analysis 
of climate change. Although downscaling of GCM outputs can be performed by 
dynamical downscaling using Regional Climate Models (RCMs), it requires large 
computational capacity. When daily climate data from multiple GCMs are required to be 
downscaled, dynamical downscaling may not be a feasible option. Statistical downscaling, 
in contrast, can be efficiently used to downscale a large number of GCM outputs at a fine 
temporal and spatial scale. This study performs the bias correction and statistical 
downscaling of daily maximum and minimum temperature and daily precipitation data 
from six GCM and four RCM simulations for the northeast United Stated (US). The 
spatial resolution of the data set is 1/8°x 1/8° and it spans from 2046 to 2065. This fine-
scale daily climate data set, which has been created using Bias Correction and Spatial 
Downscaling (BCSD) approach, can be directly used in regional impact studies for the 
northeast US. 
 Using both raw and bias corrected daily precipitation data from two GCMs and 
two RCMs, one extreme precipitation index has been analyzed for the observed climate. 
The comparison between the results demonstrates that bias correction is important not 
only for GCM outputs, but also for RCM outputs. When the same analysis has been 
performed for future climate, bias correction has led to a larger level of agreements 
among the models in predicting the magnitude and capturing the spatial trend for the 
extreme precipitation index. Moreover, five extreme climate indices have been analyzed 
at 1/8° spatial resolution for future climate using the bias corrected and statically 
downscaled data from multiple GCMs and RCMs. The incorporation of dynamical 
downscaling as an intermediate step has not led to any considerable changes from the 
results of statistical downscaling. Statistical downscaling with bias correction has been 
sufficient to create a fine-scale daily climate data set to be directly used in impact studies. 
The future means of five extreme climate indices, which have been calculated from GCM 
and RCM ensembles, have been compared to their observed means. The decrease in total 
number of frost days because of the future warming will be similar over the entire 
northeast region. The earlier arrival of spring will lead to an extended growing season 
and the magnitude of the changes will be larger in the coastal area. The comparison of 
precipitation extreme indices indicates an increase in the heavy precipitation events in 
future climate for most of the region.  
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Chapter 1 
Introduction 
1.1 Background and Motivation  
 The term “climate change” refers to a persistent, and sometimes irreversible, shift 
in the long-term statistics of any climate variables in a specific region or the entire globe. 
Increase in the atmospheric concentrations of green house gases appears to be the 
predominant cause of recent climate change. The Fourth Assessment Report (AR4) of the 
Intergovernmental Panel on Climate Change (IPCC) estimated that the global 
atmospheric concentration of CO2 increased from a pre-industrial value of about 280 ppm 
to 379 ppm in 2005. The increase in CO2 concentration is mainly due to the elevated 
level of fossil fuel consumption. According to the Special Report on Emission Scenarios 
(SRES) in IPCC AR4, by the year of 2100, the minimum atmospheric concentration of 
CO2 is projected to reach about 600 ppm. This implies that climate change, which has 
already started to impact different sectors around the globe, will be more evident in future 
decades. Therefore, impact assessments of climate change, both global and regional, are 
drawing attentions from different groups of researchers and stakeholders. All impact 
assessments require observed or model simulated climate data (or both) at various spatial 
and temporal scales. 
Ecological systems respond to climate change by either adjusting or altering the 
physiological or other processes. Climate change will shift the pattern of the growth, 
productivity, as well as the distribution of species and biomes. Temperature warming and 
the resulting hydrological changes due to greenhouse gas accumulation in the atmosphere 
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have already manifested themselves in the terrestrial ecosystems in the past decade or so. 
For example, in the mid- and high-latitude, vegetation phenology is strongly related to 
seasonal variations in the maximum and minimum temperatures which define many of 
the critical elements of vegetation phenological system (Rotzer & Chmielewski 2000, 
Zhou et al. 2001, Zhang et al. 2004). The appearance of spring foliage or greenup onset 
often shows strong response to change in temperature and the onset of greenness is a 
crucial parameter in analyzing and interpreting the processes related to start and duration 
of the growing season under changed climate scenario (White et al. 1997, Cayan et al. 
2001, Chuine & Beaubien, 2001, Schwartz & Crawford, 2001). In regions where 
vegetation growth is limited by water, start and duration of the growing season depend on 
when the rainy season starts which need to be defined based on daily weather data. 
Therefore, the analysis of the effects of climate change on ecological system, like many 
other climate change impact studies, requires daily climate data at a fine spatial resolution. 
This study is motivated by the need for fine scale daily data in assessing climate change 
impact on invasive species in the New England region. 
  Observed daily climate data, usually at sufficiently fine resolution, are available to 
perform such impact studies for past decades. However, for future period analysis, 
General Circulation Models (GCMs) are the typical sources for simulated climate data. 
However, the spatial resolutions of those models are too coarse for direct use in fine-scale 
impact studies. Moreover, all model simulations involve a great deal of biases which, if 
not corrected, can lead to significant errors. Therefore, bias correction and spatial 
downscaling of GCM outputs are necessary before their use in regional impact analysis.  
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There are two distinct approaches of performing the downscaling of GCM outputs – 
dynamic downscaling using a Regional Climate Model (RCM) and statistical 
downscaling. Dynamic downscaling is computationally expensive and it is not always 
feasible to perform the dynamic downscaling of daily climate data at required spatial 
resolution, especially if predictions from multiple models are needed. Dynamically 
downscaled climate data at daily resolution are available from limited sources such as the 
North American Regional Climate Change Assessment Program (NARCCAP). 
Nevertheless, the spatial resolutions of those data (0.5°x0.5° in the case of NARCCAP 
data) are still not high enough for most of the impact assessments. Another drawback of 
dynamic downscaling is the fact that the outputs from RCM, too, are likely to contain 
biases that need to be removed. In contrast, statistical downscaling is computationally 
efficient and can be suitably used to perform the bias correction and spatial downscaling 
of outputs from multiple GCMs, or even RCMs. Therefore, statistical downscaling is 
chosen for this study in order to perform the bias correction and spatial downscaling of 
multiple GCM and RCM simulations of various climate variables required for ecological 
studies such as daily maximum and minimum temperature and daily precipitation. 
Because of the large uncertainty related to model dependency, it is desirable to conduct 
the impact assessments based on outputs from multiple models to account for the wide 
range of future predictions.  
The assessment of extreme climate events is another important aspect in the impact 
studies of climate change. Most of the studies on climate change focus on the changes in 
the climate mean although changes in climate extremes, because of their direct and 
immediate impacts on different socio-economic sectors, can induce more severe 
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problems. For example, an increase in heavy precipitation events can lead to the 
occurrence of untimely flood which will adversely affect the crop production. Exposure 
to both extreme cold and extreme hot weather can pose a serious threat to human health.  
The changes in climate extremes will also have an impact on ecological systems. 
Moreover, extreme climate events can induce a disproportionately larger shift in the 
climate patterns. It is, therefore, critical to assess how extreme events will change in 
future climate scenario.  
The scope of assessing climate extreme was hindered by the lack of global climate 
dataset in daily temporal scale (Folland et al. 2000). After the release of IPCC AR4, 
significant developments have been made in both global and regional climate modeling 
which provides the basis for the projections of future changes including the extremes. 
Substantial efforts have already been made by different research groups to identify and 
characterize various extreme temperature and precipitation parameters based on duration, 
frequency and intensity analysis (Adamowski and Bougadis 2003;  Ekstrom et al. 2005; 
Meehl and Tebaldi 2004; Palmer and Raisanen 2002; Semmler and Jacob 2004), mostly 
at very coarse spatial resolution. Regional analysis of the climate extremes needs daily 
temperature or precipitation data at very fine spatial resolution which has not been 
available to date.  
This study aims to create a bias corrected daily climate dataset which can be used in 
the impact assessment at the regional scale. In order to perform the bias correction and 
spatial downscaling of different GCM and RCM simulations, statistical approach is 
chosen because of their computational efficiency. A few climate extreme indicators will 
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be used to examine the model-related uncertainties and to compare results between 
GCMs and RCMs. 
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1.2 Literature Review 
The lack of daily temperature and precipitation data for future climate at adequately 
high spatial resolution has been a major obstacle to performing many fine-scale analysis 
of climate change impact. GCM biases preclude the direct use of GCM outputs in 
regional impact assessment. Therefore, bias correction is necessary to ensure meaningful 
applications of those outputs from GCMs (Chen et al. 1996; Kidson and Thompson 1998; 
Murphy 1999). Statistical approach of performing bias correction and downscaling can be 
very efficient in processing a large amount of GCM data (Hayhoe et al. 2007). It has been 
demonstrated that overall both dynamic and statistical downscaling methods possess 
similar level of skills and the use of dynamically downscaled climate data, as compared 
to the statistically downscaled ones, do not demonstrate significant improvement in the 
case of regional impact assessments (Murphy 1999, Wood et al. 2004). The performance 
of bias corrected and statistically downscaled climate models outputs in different 
hydroclimatological studies has been found to be satisfactory (Wilby et al. 2000, Wood et 
al. 2002, Dettinger et al. 2004). The probability mapping method described in Wood et al. 
(2002), or its variations, for bias correction and spatial downscaling of GCM (or RCM) 
outputs was adopted and successfully used to assess the hydrological impacts of climate 
change (Payne et al. 2004, VanRheenen et al. 2004, Christensen et al. 2004). Wood et al. 
2004 investigated the performances of three different approaches of statistical 
downscaling methods for GCM outputs along with the effects of incorporating RCMs as 
an intermediate process in hydrologic simulations. The study showed that when applied 
to both raw GCM data and dynamically downscaled GCM data, the method developed by 
Wood et al. (2002) produces similar results in retrospective hydrologic simulations using.    
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The importance of fine-scale daily climate data is well recognized in the field of 
ecoclimatology. Ecological Niche Models (ENMs), alternatively known as Species 
Distribution Model (SDMs) or Climate Envelope Models (CEMs), are statistical models 
that describe the current distribution of an ecological entity and predict any shift in the 
distribution under alternative scenario of climate change. A number of them were 
developed and extensively used to predict the ecological responses to climate change 
(Peterson et al., 2002; Bomhard et al., 2005; Thuiller et al., 2005; Araujo et al., 2006). 
One of the fundamental requirements to develop any ENM is climate data, such as 
temperature and precipitation, which are used as input for the model. Similar to any 
modeling exercise, ENMs are sensitive to the quality of input data. To predict the impact 
of climate change on an ecosystem, most of the recent studies involving ENMs used 
GCM simulations for future climate data (Mika et al. 2008). However, the disagreement 
among different GCM simulations and their coarse spatial resolutions can result in 
significant model uncertainties (Xu and Yan 2001, Wiens et al. 2009). Although the use 
of outputs from multiple GCMs using multiple emission scenarios can lead to a better 
prediction, it may not necessarily lead to robust prediction from ENMs (Xu and Yan 
2001). The coarse spatial resolution of GCM outputs bars their direct use in developing 
ENMs capable of performing fine-scale impact assessments. Recent studies used 
dynamically downscaled GCM data to increase the spatial resolution of input climate data 
to their ENMs (Cook et al. 2010, Wiens et al. 2009). Nevertheless, in order to perform 
many fine-scale impact studies of climate change on different ecological systems, ENMs 
require input data at finer spatial resolution. Cook et al. (2010), in their study to assess 
the impact of uncertainties related to climate data in phenological modeling, highlighted 
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the importance of daily climate data at fine spatial resolution (finer than GCMs’ and 
RCMs’) in ecological forecasting. 
The availability of observed data for the climate extremes is generally limited as 
the occurrence of the extreme events is comparatively rare. The use of simulated data in 
order to analyze the extremes events exhibits significant differences in the model 
performances among different climate models which only signifies the uncertainties 
associated with them (Tebaldi et al. 2006, Beniston et al. 2006). The level of consensus 
among different studies, as well as different models, is high in the case of temperature-
related extremes that indicate increase in extreme warm events and decrease in extreme 
cold events. However, the analysis of precipitation extremes is subject to a great deal of 
ambiguity and several sources of uncertainty (Orlowski and Seneviratne 2011).  
The trend of extreme precipitation may not be reflected by changes in mean 
precipitation, as the extreme precipitation events are more sensitive to changes in 
atmospheric moisture holding capacity (Allen and Ingram 2002, Trenberth et al. 2003). 
For example, the intensity of heavy rainfall events is controlled by the available moisture 
in the atmosphere (Trenberth 1999).  A significant increase in the uppermost quantiles of 
the rainfall distribution is predicted with the warming of the global climate (Emanuel 
1987, Boer 1993, Trenberth 1999). Using GCM data, Allen and Ingram (2002) projected 
almost 25% increase, which is more than double the increase in global mean precipitation, 
in the upper distribution of the rainfall in the tropics. 
Compared with temperature, simulating the future precipitation involves a 
significantly higher degree of uncertainty (Allen and Ingram, 2002; Covey et al., 2003; 
Collins and Allen, 2002; Jenkins and Lowe, 2003). Although changes in the extremes are 
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not directly related to changes in the mean, the differences among the models in 
estimating the precipitation extremes are largely due to the model biases in simulating the 
basic intensity and frequency of precipitation events (Frei et al 2006).  In a study to 
investigate the changes in precipitation extremes in Europe using PRUDENCE ensemble 
data, Fowler et al. (2007) showed that the magnitude of change is influenced more by the 
driving GCMs than the RCMs. Therefore, they suggested that it is more important to 
increase the number of driving GCMs than the number of RCMs in studying the future 
climate extremes based on dynamically downscaled future predictions. Climate data from 
RCMs, unlike those from GCMs, have shown the capability of capturing the observed 
mesoscale spatial patterns in precipitation extremes (Frei et al 2006). 
The approach of using multi-model ensemble, which involves data from different 
GCMs and RCMs, is more convincing in order to get robust estimates (Fowler et al. 
2007). One of the important aspects of multi-model ensemble is that it allows the 
generation of probabilistic functions for the study of climate change. Provided that no 
model is capable of perfect simulation, information garnered from a larger number of 
multi-model experiments provide a better estimate for the probabilistic range of climate 
change (Tebaldi et al 2004).  There are two very distinct ways to develop the probabilistic 
functions – either by equal weighting of the results from different models (Palmer and  
Raisanen 2002) or by incorporating the weighted average of the ensemble members 
(Giorgi and Mearns 2003, Lopez et al 2006). Tebaldi and Knutti (2007) extensively 
discussed the skills and performances of different probabilistic methods, which were 
developed from multi-model ensemble, in addressing the uncertainty related to climate 
modeling.   
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Frich et al. (2002) aimed to analyze the observed changes in global climatic 
extremes during the second half of the 20th century based on the ten extreme climate 
indices which were recommended by WMO CCL/CLIVAR Joint Working Group on 
Climate Detection. These indices were chosen for their ability to contain independent 
information so that a wide spectrum of climate extremes can be captured. Results from 
the Frich et al. (2002) study indicated that the global pattern of temperature and 
precipitation events has changed significantly over the past several decades making the 
world warmer and wetter. Another landmark study by Alexander et al. (2006) analyzed 
the changes in the seasonal and annual extreme indices for the period of 1951-2003.  
Their study showed a significant decrease in the number of cold nights per year for 70% 
of the global land area indicating a positive shift in the distribution of daily minimum 
temperature. The trend in daily maximum temperature demonstrated a similar but smaller 
shift. Although the trend for precipitation-related extreme events showed a shift to a 
wetter condition, the spatial pattern of the changes in precipitation globally was less 
coherent than that in the case of temperature. Inspired by the results of Frich et al. 2002, a 
similar effort was made by Tebaldi et al. (2006) in order to analyze the historical and 
future changes in extreme events based on ten indicators (defined by Frich et al. 2002) 
using the multi-model ensembles of nine General Circulation Models (GCMs) 
participating in the Fourth Assessment Report of the Intergovernmental Panel on Climate 
Change (IPCC-AR4). Tebaldi et al. (2006) showed the tendency of global climate 
towards a warmer and wetter condition with a projected positive trend for growing season, 
heat waves and warm nights and a negative trend for frost days and extreme temperature 
range over the globe with more frequent intensified precipitation events. Although these 
11 
 
studies were instrumental in setting the stage for further studies on climate extremes in 
future years, it lacks regional relevance because of the coarse spatial resolution of GCM 
outputs and the biases associated with them.  
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1.3 Research Objectives 
The objectives of this study are as follows –  
 to create a dataset of daily maximum and minimum temperature and daily 
precipitation, which can be directly used for the ecological or other impact assessments 
of climate change for the New England region, using the BCSD method at 1/8°x1/8° 
spatial resolution for the future period of 2046-2065 
 to evaluate the importance of bias correction of model outputs before their use in 
regional impact studies  
 to explore the effectiveness of the BCSD method in addressing the model-related 
uncertainties involved in future climate predictions 
 to assess the value of conducting dynamical downscaling as an intermediate step 
before statistical downscaling, by comparing the BCSD results from RCMs and those 
from their driving GCMs, using a few temperature and precipitation extreme indicators as 
examples.  
 
 
 
 
 
 
 
13 
 
1.4 Organization of the Thesis 
 This thesis is organized as follows: Chapter 2 describes all the dataset used in the 
study and briefly discusses the algorithm used for the bias correction and spatial 
downscaling.  It also contains the definitions of the five extreme indicators selected and 
rationale behind the selection. Chapter 3, at first, provides the sample results for the steps 
involved in the bias correction and statistical downscaling of daily climate data. Taking 
one extreme precipitation indicator for example, it also discusses the necessity of bias 
correction of model simulation before their use in regional impact analysis. The chapter 
concludes with the discussion on the future pattern of five extreme indicators which have 
been estimated based on the bias corrected and statistically downscaled model 
simulations. Chapter 4 summarizes the results and presents the conclusion. 
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Chapter 2 
Data and Methods  
2.1 Description of Data 
Daily precipitation and temperature data during future period of 2046-2065 from 
six GCMs (Table 2.1) and four RCMs (Table 2.2) are statistically downscaled to the 
spatial resolution of 1/8°x1/8°.  The GCM simulations are taken from the World Climate 
Research Program (WCRP)’s phase 3 of the Coupled Model Intercomparison Project 
(CMIP3). Six GCMs are so chosen that they cover the full range of model sensitivity to 
changes in the atmospheric concentration of carbon dioxide as found in IPCC AR4. The 
RCM simulations are taken from the North American Climate Change Assessment 
Program (NARCCAP) database that provides high resolution climate simulation using 
different RCMs driven by outputs from a number of GCMs. The chosen GCMs are 
CCSM, GFDL, PCM, CGCM, MPI and MIROC. The RCM-GCM combinations are 
RCM-CGCM, CRCM-CGCM, CRCM-CCSM and WRF-CCSM.  In all cases, emission 
scenario A2 (higher emission path) is used as an example.  
 The Bias Correction and Spatial Downscaling (BCSD) approach (Wood et al. 
2002, Wood et al. 2004, Maurer 2007) is adopted in this study to correct the model biases 
and statistically downscale the bias-corrected data to the desired spatial resolution. The 
bias correction algorithm is developed based on the comparison of observed climate data 
and a given GCM (or RCM) outputs for the same time period. The observed temperature 
and precipitation data used in this study are taken from the dataset developed by Maurer 
et al. (2002). This dataset, having a spatial resolution of 1/8°x1/8° and spanning the period 
15 
 
of 1951-1999, were derived from the National Oceanic and Atmospheric Administration 
(NOAA) Cooperative Observer (Co-op) stations data. The Co-op data were gridded to the 
1/8° resolution using the synergraphic mapping system (SYMAP) algorithm developed by 
Shepard (1984).  
 
WCRP 
CMIP3 ID Modeling Group, Country 
Primary 
Reference(s) 
CCSM National Center for Atmospheric Research, USA 
Collins et al., 2006 
GFDL 
US Dept. of Commerce / NOAA / 
Geophysical Fluid Dynamics Laboratory, 
USA 
Delworth et al., 
2006 
PCM National Center for Atmospheric Research, USA 
Washington et al., 
2000 
CGCM Canadian Centre for Climate Modeling & Analysis 
Flato and Boer, 
2001 
MPI Max Planck Institute for Meteorology, Germany 
Jungclaus et al., 
2006 
MIROC 
Center for Climate System Research (The 
University of Tokyo), National Institute for 
Environmental Studies, and Frontier 
Research Center for Global Change 
(JAMSTEC), Japan 
K-1 model 
developers, 2004 
 
Table 2.1: List of GCM simulations which were used for the bias correction and spatial 
downscaling of daily data 
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RCM Driving GCM 
Regional Climate Model – version 3 (RCM3) GFDL 
Regional Climate Model – version 3 (RCM3) CGCM 
Canadian Regional Climate Model (CRCM) CGCM 
Weather Research and Forecasting model (WRF) CCSM 
  
Table 2.2: List of RCM-GCM combinations from NARCCAP which were used for the 
bias correction and spatial downscaling of daily data 
 
2.2 Methodology of Bias Correction and Spatial Downscaling   
 The algorithm for BCSD method was originally designed to process monthly data. 
The method assumes that the model biases in both present and future climate simulations 
follow the same pattern. In order to perform the BCSD for the model simulations of 21st 
century climate, three datasets are needed – observed climatic data, a given GCM (or 
RCM) outputs for the same time period, and the model’s 21st century climate prediction. 
The bias correction algorithm is based on the first and second datasets. First, both the 
OBS data and the model output for the present climate are regridded to a common 
resolution (2°x2° for GCMs and 0.5°x0.5° for RCMs). At each grid cell, Cumulative 
Distribution Function (CDF) curves are then generated for both the model climate and 
OBS data respectively, by plotting the sorted values versus the rank probabilities. The 
CDFs for both the model and OBS data are then related through probability threshold to 
define the quantile map, which is then used for bias removal from the 3rd dataset. This 
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process, which is graphically described in Figure 2.1, is done on a location-specific and 
time-specific basis.  
 
 
 
 
 
 
Figure 2.1: Graphical representation of BCSD method 
(Source: http://gdo-dcp.ucllnl.org/downscaled_cmip3_projections/dcpInterface.html) 
 
Specifically for each data point from the 3rd dataset (i.e., for each data from the 
future prediction), its corresponding percentile is determined based on the climate model 
CDF. The observed data corresponding to the same percentile is identified and accepted 
as the bias corrected model prediction. The result of bias-correction is an adjusted model 
output that is statistically consistent with observations. Before applying the bias 
correction to model simulation of 21st century temperature, the future trend is first set 
aside, and will be added back later to the bias corrected dataset. Bias corrected model 
output reflects the same relative changes in mean, variance and other statistical moments 
as the raw model output. The procedure has been repeated for each grid point of the 
domain.  
The next step is to perform the spatial downscaling to translate the bias-corrected 
model outputs to 1/8°x1/8° from 2°x2° for GCMs and from 0.5°x0.5° for RCMs. The 
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spatial downscaling is conducted on climate factors. First, the spatially distributed value 
of observed mean is defined as the “observational datum”. A factor is then defined 
comparing the observational datum and adjusted model data. The factor value for 
temperature is the adjusted model data minus observational datum for each coarse grid 
cell, and for precipitation, the factor value is the ratio of adjusted model data to 
observational datum. These coarse resolution factors are interpolated to 1/8° resolution 
using the SYMAP algorithm (Shepard, 1984) and the interpolated factors are then applied 
to the OBS mean at 1/8° resolution in order to produce the downscaled model simulations. 
This method is based on the assumption that the topographic and the climatic features 
determining the fine-scale distribution of large-scale climate will remain unchanged in 
the future periods.  
For the impact analysis in many sectors, climate data are required at daily 
temporal scale. However, the BCSD method, as it was originally developed to process the 
monthly data, is not completely suitable to perform the bias correction of daily data, 
especially for precipitation. In models, it rains every day at lower rain intensity, while in 
observed dataset, there are many zero precipitation days and the rain intensity is larger 
during the rainy days. That creates an inconsistency between the CDFs of model and 
observed dataset for daily precipitation.  
In order to address this problem in this study, a modification was made in the 
CDF of model precipitation data. If P is the probability threshold of having zero 
precipitation days in the observed climatology, the values of any model precipitation 
having probability threshold lower than P, were set to zero. As such, the CDFs of both 
model and observed data were made consistent. One drawback, however, is that many 
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drizzling days are set to no-rain days which leads to slight underestimate of the rain 
amount.  
 
2.3 Climate Extremes  
 Table 2.3 lists the definitions for the extreme climate indicators discussed in this 
study, including three indicators for extreme temperature and two indicators for extreme 
precipitation. Four out of those five indicators, apart from Time for Greenup Onset 
(TGO), were defined in Frich et al. 2002.   
Temperature 
Indicators 
Definitions Unit 
Fd 
Total number of frost days, defined as the number of days 
per year with minimum temperature below 0° C 
days 
GSL 
Growing season length, defined as the period between the 
first spell of five consecutive days with mean temperature 
above 5° C and the first spell of five consecutive days with 
mean temperature below 5° C  
days 
TGO Time when the greenup onset occurs in the spring 
Julian 
day 
Precipitation 
Indicators 
  
R5d Maximum 5-day total precipitation  mm 
R10 Total number of days with precipitation greater than 10 mm   days 
 
Table 2.3: Extreme climate indicators which were selected and analyzed in this study 
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Several studies showed that the indicators chosen by Frich et al. 2002 have some 
limitations because they are defined based on fixed thresholds and limited climatology 
(Kiktev et al., 2003; Alexander et al., 2006). However, the main motivation to select 
those five indicators for this study was their strong relevance to plant ecology. For 
example, TGO was added in this study in order to see how changes in the maximum and 
minimum temperature can alter vegetation phenology. The greenup onset was determined 
by calculating the Growing Degree Day (GDD) for plant. GDD is the accumulated heat 
required by plants for blooming or maturity. In this study, the day of the year when the 
value of GDD reaches 150 was considered as the beginning of greenup according to the 
Integrated Biosphere Simulator (IBIS) vegetation model (Foley et al., 1996; Kucharik et 
al., 2000). 
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3. Results and Discussions 
3.1 Bias Correction and Spatial Downscaling of Daily Temperature Data 
Using the GFDL model output on January 1, 2046 as an example, Figure 3.1 
shows the spatial plots for different steps to perform the bias correction of the model 
simulated daily maximum temperature, Tmax. The first step is to subtract the rising trend 
of temperature to calculate detrened Tmax. In order to detrend a specific Tmax, the mean 
value of Tmax for present day model climate (1961-1999) is added to it following the 
subtraction of the mean Tmax for future climate (2046-2065). This is sufficient due to the 
shortness of the future time period (i.e., 20 years) relative to the interval between the 
present and future climate (i.e., 46 years). Figure 3.1 (b) shows the spatial plot for 
detrended temperature. The next step is to generate the CDFs of January 1 Tmax using 
GFDL present day simulation and observed climate during the period of 1961-1999. For 
any detrended Tmax, the corresponding percentile from the model CDF is identified and 
the observed Tmax having the same percentile is selected as the bias corrected model value. 
After this removal of bias, the 21st century trend is then added back. Figure 3.1 (c) and (d) 
show the spatial plot of bias corrected and adjusted Tmax for January 1, 2046. Taking one 
grid point as an example, the procedure of bias correction is demonstrated and explained 
in details in Appendix A. The steps involved in the downscaling process of bias corrected 
temperature from 2°x2° to 1/8°x1/8° spatial resolution following SYMAP algorithm are 
presented in Figure 3.2.   
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(a)           (b) 
 
(b)                                                                      (d)  
 
    
Figure 3.1: Spatial plots showing the steps of bias correction for maximum temperature 
for January 1, 2046 
(a) Raw GFDL temperature                     (b) Detrented temperature         
Interpolated at 2° 
   
(c) Bias corrected temperature    (d) Adjusted temperature with trend  
                       added back 
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             (a)                                                                  (b) 
 
 
 
 
 
 
 
 (c)                                                     (d) 
Figure 3.2: Spatial plots showing the steps of statistical downscaling of bias corrected 
temperature for January 1, 2046 
(a)  Temperature factors at 2°         (b) Factors downscaled at 1/8°  
(c) Observed mean at 1/8°         (d) Bias corrected and statistically          
                downscaled temperature (c+d) 
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3.2 Importance of Bias Correction  
Both GCM and RCM simulations suffer from model biases that eventually lead to 
significant errors in impact analysis using those data. This model bias issue is addressed 
using the bias correction approach. To illustrate the importance of bias correction, one of 
the extreme precipitation indicators R10 was analyzed for the same spatial and temporal 
conditions using both raw and bias corrected model outputs. Figure 3.3 and Figure 3.4 
demonstrate the biases involved in two GCM and two NARCCAP simulations and their 
deviation from observed climatology when they were used to calculate the climatic mean 
of R10. Figure 3.3 shows the mean of R10 calculated using the outputs from GFDL and 
CGCM interpolated at 2° spatial resolution and compares it with the observed mean for 
the period of 1961-1999 which was calculated using Maurer et al. 2002 dataset spatially 
aggregated from 1/8° to 2°. GFDL was found to overestimate the mean value for R10, 
while CGCM showed a tendency to underestimate.   
For meaningful impact studies, analysis of the extreme climate indicators needs to 
be performed at a much finer spatial scale. Using different RCMs is one of the commonly 
used strategies to perform dynamic downscaling of GCM data prior to their use in further 
analysis. Figure 3.4 shows results from the similar analysis of R10 for the period of 1971-
1995, which was performed using dynamically downscaled GCM outputs from two 
NARCCAP combinations RCM-GFDL and CRCM-CGCM, at a spatial resolution of 0.5°. 
It clearly shows that after the dynamic downscaling of GCM data, model biases remain or 
even become larger. The difference between the model output and observed data in the 
case of calculating the mean of R10 increased after the dynamic downscaling of GFDL 
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data using RegCM. The output from RCM-GFDL, as compared to that from GFDL, 
overestimated the mean value of R10 to a greater degree. 
On the other hand, the output from CRCM-CGCM continued to underestimate 
and the RCM biases are at similar level to the GCM biases. It is worth mentioning that 
although significant disagreements exists among different models, all of them were able 
to capture the main spatial patterns for the mean value of R10, with a gradual increase of 
heavy precipitation event from inland to the coast. However, the comparisons between 
the model simulation and observed data, when they were used to perform extreme climate 
analysis, made it evident that both GCM and RCM simulations can involve a great deal 
of biases. 
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Figure 3.3: Mean values (1961-1999) for R10 in present climate which were calculated 
using raw GCM simulations at 2° and their differences with observed mean  
 
 
         
 
 
 
 
 
 
 
Figure 3.4: Mean values (1971-1995) for R10 in present climate which were caculated 
using dynamically downscaled RCM simulations at 0.5° and their differences with 
observed mean 
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The mean values of R10 for the future period of 2046-2065 were calculated using 
daily precipitation data from GCM and RCM simulations before and after bias correction. 
Figure 3.5 shows that when the analysis was performed using raw data without bias 
correction, different models showed a large amount of disagreement. For raw GCM data, 
the mean value of R10, which was calculated using GFDL data, was always higher than 
what was calculated using CGCM data. Similar comparison between RCM-GFDL and 
CRCM-CGCM simulations shows a larger disagreement, with RCM-GFDL always 
predicting a greater number of large precipitation events. In future climate as well, all the 
models predicted similar spatial pattern for the mean value of R10. Nevertheless, the 
analysis of extreme indicator R10 for present and future climate makes it evident that bias 
correction is necessary for both raw and dynamically downscaled GCM data before their 
use in extreme climate or any other impact studies. 
Figure 3.6 demonstrates the spatial pattern of the mean values of R10 for the 
future period of 2046-2065 which were calculated using GCM and RCM simulations 
after the bias correction by BCSD method. It shows that bias correction of raw GCM data 
resulted in reasonable agreement between GFDL and CGCM simulations in predicting 
the heavy precipitation events in future climate. The agreement was higher when bias 
corrected data of RCM simulations were used to perform similar analysis at a finer spatial 
resolution. The similarity between the spatial patterns captured by both RCM simulations 
after bias correction was also remarkable. It leads to the question of whether the 
incorporation of dynamic downscaling by RCM prior to bias correction of GCM data can 
contribute to a higher degree of similarities. This will be discussed later in this section. 
However, from the analysis of R10 in future climate, the higher degree of agreement 
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between different models after the removal of biases signifies the importance of bias 
correction of model simulations before their use in impact analysis.     
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Figure 3.5: Future mean (2046-2065) for R10 which were calculated using raw GCM and 
RCM simulations at 2° and 0.5° respectively 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6: Future mean (2046-2065) for R10 which were calculated using bias corrected 
GCM and RCM simulations at 2° and 0.5° respectively 
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3.3 Extreme Climate Analysis 
3.3.1 Temperature Extremes 
The 20-years (2046-2065) mean of the total number of annual frost days (Fd)  was 
calculated for the northeast United States using bias corrected and spatially downscaled 
data from different GCM and RCM simulations. The spatial pattern of the calculated 
means for each model is presented in Figure 3.7. Figure 3.8 shows the mean Fd estimated 
based on observed minimum temperature for the period of 1976-1995 as well as the 
predicted changes, i.e., the differences between bias-corrected model prediction for 2046-
2065 and present day observation, averaged among GCMs and RCMs respectively. For 
all the GCM and RCM simulations, after bias correction, the spatial patterns for the 
future were very similar to one another and all of them followed the spatial pattern of the 
present climate that indicates a larger number of frost days for the inland areas than the 
coastal areas. All models predict a decrease in the future mean of the number of the frost 
days because of the warming of the climate. Although the decrease predicted by the 
GCM ensemble was slightly larger, the decrease ranges from 27 to 36 days for most of 
the area in northeast US. 
Figure 3.9 shows the growing season length (GSL) for the future climate and 
again the spatial patterns among different models were found to be very similar. Figure 
3.10 shows the observed present-day GSL and the model predicted future changes, 
showing strong increase from the past climate. Because of the warming of the climate, 
the growing season will start earlier and end later. Climatic means for GSL for the future 
years from all the simulations captures a similar spatial pattern to that of present day 
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climate. Because of the warmer temperature along the coastal areas, the mean growing 
season length was much larger as compared to that in inland areas. Similarly, the growing 
season length was also found to be longer in lower latitudes, consistent with temperature 
gradient. The increase in mean GSL calculated from the GCM ensemble was larger in the 
higher latitudes. The RCM ensemble predicts relatively a uniform increase ranging from 
15 from 25 days for the entire northeast US.  
The future TGO based on bias-corrected model prediction is present in Figure 
3.11. Again the patterns from different simulations were in general similar to the present 
day pattern shown in Figure 3.12. Due to the decrease in mean temperature from coastal 
to inland areas, a spatial trend for later greenup occurrence was found further from the 
coast or higher along the latitudes. The difference between the present day observation of 
TGO and the future prediction calculated from the bias corrected GCM and RCM data 
indicate an advance in greenup onset, which can be attributed to the warming of the 
climate as GDD required for leaf out will be met earlier in warmer climate. The RCM 
ensemble predicts more advance in greenup onset as we move further from the inland to 
the coastal areas, while the GCM ensemble predicts a uniform advance of 12 to 16 days 
for greenup onset for the majority of the northeast US except for the coastal region which 
will experience further advance.  
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Figure 3.7: Frost days (mean over 2046-2065) from bias corrected and spatially 
downscaled GCM & RCM simulations 
 
 
 
 
Figure 3.8: Frost days (mean over 1976-1995) from OBS and the predicted decrease 
based on the GCM and RCM ensembles. 
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Figure 3.9: Growing season length (mean over 2046-2065) from bias corrected and 
spatially downscaled GCM and RCM simulations 
 
 
Figure 3.10: Growing season length (mean over 1976-1995) from OBS and predicted 
increase based on the GCM and RCM ensembles 
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Figure 3.11: Time for greenup onset (mean over 2046-2065) from bias corrected and 
spatially downscaled GCM and RCM simulations 
 
 
Figure 3.12: Time for greenup onset  (mean over 1976-1995) from OBS and predicted 
change based on the GCM and RCM ensembles  
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3.3.2 Precipitation Extremes 
Figure 3.13 shows the 20-years mean (2046-2065) for the total number of days in 
a year to have precipitation greater than 10 mm/day (R10) derived from the bias corrected 
and downscaled GCM and RCM outputs. Predictions from most of the models are in 
agreement with each other resembling the present day pattern shown in Figure 3.14. 
From both historical and future means, the coastal areas are found to experience more 
heavy precipitation events than most of the inland area. The future means for R10 
predicted by two NARCCAP combinations (RCM-GFDL and CRCM-CGCM) were 
higher than other GCM and RCM simulations. Figure 3.14 shows that, for the majority of 
the northeast US, there will be an increase, albeit small, in the number of days per year to 
have precipitation greater than 10 mm/day. 
The 20-year mean (2046-2065) for maximum 5-day total precipitation is 
presented in Figure 3.15. The spatial pattern showed that the magnitude of R5d was 
higher along the coastal area which is in agreement with the spatial pattern of gt10. For 
some part of inland, the magnitudes of R5d predicted by RCM combinations were 
somehow greater than those predicted by GCMs. This is due to the finer spatial resolution 
of RCM data as it provides the finer initial grid points for the statistical downscaling of 
RCM data. The comparison between future prediction and present day observation in 
Figure 3.16 shows that most of the northeast US will experience moderate increase in 
maximum 5-day total precipitation. 
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Figure 3.13: Total number of days with precipitation greater than 10 mm (mean over 
2046-2065) from bias corrected and spatially downscaled GCM and RCM simulations 
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Figure 3.14: Total number of days with precipitation greater than 10 mm (mean over 
1976-1995) from OBS and predicted change based on the GCM and RCM ensembles 
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Figure 3.15: Maximum 5-day total precipitation (mean over 2046-2065) from bias 
corrected and spatially downscaled GCM and RCM simulations 
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Figure 3.16: Maximum 5-day total precipitation (mean over 1976-1995) from OBS 
predicted change based on the GCM and RCM ensembles 
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4. Conclusion 
The BCSD approach is applied in order to provide future climate data needed for climate 
change impact assessments. The BCSD method, which was originally developed for 
treating monthly data, was modified to deal with daily precipitation data. The satisfactory 
results produced by this method provided us bias corrected daily data for maximum and 
minimum temperature and precipitation from different GCMs and RCMs for the future 
period of 2046-2065 at a spatial resolution of 1/8°x1/8°. Using one extreme precipitation 
indicator (R10) in present climate as an example, the importance of bias correction of 
model simulation before their use in impact assessment was evaluated. The bias-corrected 
future climate predictions from both GCMs and RCMs are ready for use in impact 
assessments.    
 Using the bias corrected and downscaled dataset developed from GCM and RCM 
simulations for the A2 emission scenario, three temperature-related and two 
precipitation-related extreme indicators were analyzed for the northeast US. After the 
bias correction and spatial downscaling, the agreement among the GCM and RCM 
simulations were found to be high in predicting extreme events in the future climate. The 
patterns of extreme indicators in the past climate were also analyzed using the observed 
daily dataset. The spatial patterns of all the future extreme indicators resembled those of 
the present day observations. However, the incorporation of dynamic downscaling by 
RCMs prior to the bias correction and statistical downscaling did not result in significant 
differences in predicting both the magnitudes and the spatial patterns of the extreme 
indicators. This implies that statistical downscaling with bias correction is a sufficient 
and effective tool to derive fine resolution prediction directly from coarse resolution 
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GCMs’ output. Dynamic downscaling as an intermediate step causes little changes in 
results of the statistical downscaling.       
 In order to quantify the future changes in extreme events, future predictions from 
GCM and RCM ensembles were compared against the present day observation. Total 
number of frost days will decrease significantly in future because of the warming of the 
climate and the magnitude of the decrease will be fairly uniform across the most of the 
northeast US. In a warmer future climate, the earlier arrival of spring and delayed fall 
will lead to an extended growing season. The growing season will be longer by at least 15 
days by the mid-century. Because of the rise in temperature, the accumulated growing 
degree days required for the leaf greening up will be met earlier, leading to an earlier 
greenup onset by at least 10 days. Analysis of precipitation extremes showed that most of 
the region will experience an increase in the number of heavy precipitation events. 
Although the number of days having greater than 10 mm precipitation will not drastically 
change, the increase in the amount of maximum 5-day total precipitation can be 
significant.                                       
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Appendix A 
Table A.1 shows the values involved in calculating the bias corrected value of maximum 
temperature for January 1, 2046-2065. Here is an example on how the bias correction has 
been performed for maximum temperature for January 1, 2046.  
Traw = GFDL simulated January 1, 2046 maximum temperature (after the 21st century 
trend is subtracted) = –15.56 °C. 
In the time series of GFDL 20C3M simulation,  
Thigh = the temperature immediately higher than Traw = -12.66 °C and  
Tlow = the temperature immediately lower than Traw = -15.60 °C.  
In observed dataset, 
Tobs2 = the temperature having the same probability threshold as Thigh = -7.31 and  
Tobs1 = the temperature having the same probability threshold as Tlow = -7.95 
The following equation was used to perform linear interpolation between these 
temperature values in order to calculate the bias corrected temperature for January 1, 
2046.  
Tbc = Tobs1 +  
ሺT୭ୠୱଶି T୭ୠୱଵሻכሺT୰ୟ୵ି T୪୭୵ሻ
T୦୧୥୦ି T୪୭୵    
The bias corrected value was calculated to be -7.94 °C. 
 
 
 
43 
 
Year GFDL_20C3M OBS GFDL_20C3M (sorted) 
OBS 
(sorted) Year 
GFDL_A2 
(detrended) 
GFDL 
(Bias 
Corrected) 
1961 0.81 -3.66 -21.61 -13.74 2046 -15.56 -7.94 
1962 -7.07 -6.34 -20.35 -13.00 2047 -12.92 -7.26 
1963 -21.61 -13.74 -20.30 -12.11 2048 -14.78 -7.74 
1964 -7.70 -7.31 -20.22 -11.64 2049 0.92 2.29 
1965 -16.49 -7.20 -19.70 -10.49 2050 0.25 0.85 
1966 -8.59 9.88 -18.02 -10.17 2051 -11.83 -6.46 
1967 -9.58 -2.19 -16.49 -9.42 2052 -15.28 -7.87 
1968 -2.54 -10.17 -16.46 -9.10 2053 -2.17 -1.06 
1969 -15.60 -6.68 -15.60 -8.81 2054 -5.50 -1.95 
1970 0.79 -11.64 -15.60 -7.95 2055 -20.41 -13.03 
1971 -10.53 -9.42 -12.66 -7.31 2056 -6.84 -2.09 
1972 1.32 -5.72 -12.66 -7.20 2057 -2.72 -1.80 
1973 -12.66 4.94 -12.61 -6.84 2058 -11.18 -6.25 
1974 -2.20 -2.59 -12.50 -6.68 2059 -4.25 -1.86 
1975 -7.12 -1.06 -10.53 -6.34 2060 -10.53 -6.03 
1976 0.01 -1.79 -10.53 -6.03 2061 -1.07 -0.89 
1977 -20.22 -8.81 -10.48 -5.72 2062 -24.69 -15.74 
1978 -4.21 -7.95 -9.58 -5.70 2063 -13.77 -7.48 
1979 -6.45 7.73 -8.59 -4.05 2064 -4.71 -1.90 
1980 -20.35 -2.07 -7.80 -3.66 2065 8.82 11.88 
1981 -19.70 -10.49 -7.70 -2.59  
1982 -20.30 1.18 -7.12 -2.40  
1983 0.08 0.71 -7.07 -2.19  
1984 -0.46 -6.84 -6.80 -2.07  
1985 -10.48 0.66 -6.45 -2.02  
1986 -12.61 -0.85 -4.21 -1.86  
1987 -7.80 -2.02 -2.54 -1.79  
1988 -12.50 1.52 -2.20 -1.49  
1989 -6.80 -5.70 -2.20 -1.06  
1990 3.59 2.41 -0.81 -0.85  
1991 -0.81 -4.05 -0.46 -0.10  
1992 -16.46 -2.40 0.01 0.66  
1993 -18.02 -1.49 0.08 0.71  
1994 -15.60 -0.10 0.79 1.18  
1995 3.87 -1.86 0.81 1.52  
1996 -10.53 -6.03 1.32 2.41  
1997 1.32 -12.11 1.32 4.94  
1998 -12.66 -9.10 3.59 7.73  
1999 -2.20 -13.00 3.87 9.88  
 
Table A.1: Values involved in calculating the bias corrected value of maximum 
temperature for January 1, 2046-2065  
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