This paper discusses synchronization problem of two delayed stochastic neural networks. By constructing the Lyapunov functions, using stochastic analysis technique, some sufficient conditions guaranteeing the synchronization in mean square for the drive system with the response system have been derived in terms of linear matrix inequalities (LMIs) approach. Moreover, the main feature of this paper lies in that the present results are applicable for the drive system and the response system which all are considered not only in complex-valued domain but also with stochastic noise case. Two numerical examples are given to illustrate the effectiveness and merits of the present results. Complex-valued, delayed, synchronization, stochastic. 
I. INTRODUCTION
During the past several decades, neural network system has been a focal subject for research due to the widespread application in various of fields, such as pattern recognition, control theory and signal processing, associative memories and so on. Most applications are mainly rely on the dynamical properties of neural networks. Therefore, it is naturally that the qualitative analysis of dynamical behaviors for neural networks including, but not limited to stabilization [1] - [3] , stability [5] - [7] , dissipativity [10] - [12] , synchronization [20] , [21] , is to be the hot research topic.
The above discussed neural networks have real-valued activation functions, connection weights, state variables and external input. However, in recent years, complex-valued neural networks(CVNNs) become an attractive research topic because of their potential and successful applications in computer vision, optoelectronics, quantum devices, remote sensing,and artificial neural information. Accordingly, many fruitful achievements have been reported(see [13] , [15] - [19] and references therein). The main feature of CVNNs is that the states vectors, connection weights, activation functions The associate editor coordinating the review of this manuscript and approving it for publication was Kathiravan Srinivasan . are complex-valued. Compared with real-valued neural networks(RVNNs), CVNNs have shown more powerful capability and advantage than RVNNs, and have the potential to solve some problems than that can not be solved with RVNNs. For example, global stability [37] , global asymptotic stability problems for CVNNs with time delays [8] , [14] or time-varying delays [9] , [18] were investigated. Dissipativity [13] , [36] , exponential stability [19] , [38] , finite-time stability [4] were studied and some constructive results were established.
For the purpose of reflecting more realistic dynamical behaviors, in recent years, many researchers have put their attention to the synchronization of complex systems. With the deepening of the study, more and more fruitful results have been achieved(see [22] - [29] and references therein) since the poineer contribution of Pecora and Carroll [20] . For example, by providing a new complex-valued neural network model and defining module-phase synchronization, sliding mode controllers are designed to get the synchronization and module-phase synchronization theorems in [23] . Based on matrix measure method and matrix inequality theory, several criteria for the global exponentially synchronization of complex-valued neural networks are presented in [24] . The finite-time synchronization problem of complex-valued recurrent neural networks with time delays is studied. and by proposing a new inequality, some sufficient conditions have been established and the settling time for synchronization has been estimated in [28] .
On the other hand, stochastic complex networks systems have received widespread attentions in recent years because they are often subject to external stochastic disturbance. Numerous outstanding achievements on dynamical analysis of stochastic systems have been achieved, please refer to [30] - [38] and relevant references therein. Due to the random disturbance caused by environmental uncertainties lead to the instability of dynamical neural network system, subsequently, stochastic synchronization problem for complex neural networks systems have attracted many research interests in nearest years. Exponential synchronization problems of stochastic reaction-diffusion neural networks [39] , stochastic time-delayed memristor-based neural network [40] , stochastic jumping chaotic neural networks with mixed delays [41] are investigated, also some criteria and sufficient conditions are obtained. Moreover, finite time synchronization problems of stochastic neural networks [42] , [44] , sampled data synchronization [30] are studied. By stochastic analysis technique and the linear matrix inequality approach, some results are derived to guarantee the error system is globally stable.
As the authors know, there are few results considering the synchronization problem of two stochastic complex-valued neural networks owing to the difficulties of dealing with random disturbance, partial differential operators and complex-valued networks system. So, the object of this paper is to study the synchronization between two delayed stochastic complex-valued neural networks(SCVNNs). The main contributions of the paper are depicted as follow. Firstly, in the past studies, most of papers focused on the case that the drive system is deterministic while the response system is interfered with the outside stochastic noise, however in this paper, we investigate synchronization for two delayed stochastic neural network systems. Secondly, in dealing with the synchronization analysis of stochastic systems, stochastic analysis techniques are used. Then some sufficient conditions guaranteeing the synchronization are obtained. The results in this paper are more general and extend existing ones to more complex field. Finally, two numerical examples are given to demonstrate the effectiveness and the improvement of the present results.
The next of this paper is organized as follows. In section 2, some assumptions, lemma and definitions are presented in this section. In section 3, some sufficient conditions are obtained. In section 4, two numerical examples are given to illustrate the effectiveness of the result. Finally, conclusion are drawn in section 5.
Notation: Throughout this paper, let A be the complexvalued matrix, the superscript * and T denote the matrix complex conjugate transposition and matrix transposition, respectively. Let z be a complex number, z * denote the conjugate transpose of z, and | · | is the Euclidean norm in C n , and z 2 = z * z, |z| = [|z 1 |, |z 2 |, . . . , |z n |] T . The notion A > 0 (respectively, A ≥ 0) means that A is a complex symmetric and positive(respectively, semi-definite) matrix. I n is identity matrix. As matrix A, λ min (A) represents the smallest eigenvalue of A. Denote by L 2
stands for the correspondent expectation operator with respect to the given probability measure P. L[0, +∞) represents the space of square-integrable vector functions over [0, +∞).
II. PROBLEM FORMULATION AND PRELIMINARIES
In this paper, we consider the following stochastic complex-valued neural networks systems with time-varying delay: (1) and
The equations (1) and (2) are called the drive system and the response system, respectively. z(t) = col{z 1 (t), z 2 (t), . . . , z n (t)} ∈ C n is the state vector. f (z(t)) = col{f 1 (z 1 (t)), f 2 (z 2 (t)), . . . , f n (z n (t))} ∈ C n and f (z(t − τ (t))) = col{f 1 (z 1 (t − τ (t))), f 2 (z 2 (t − τ (t))), . . . , f n (z n (t − τ (t)))} ∈ C n are the vector-valued activation functions without and with the varying-time delay, respectively. D = diag(d 1 , d 2 , . . . , d n ) ∈ R n×n with d j > 0(j = 1, 2, . . . , n) is the self-feedback connection weight matrix. A = (a jk ) ∈ C n×n and B = (b jk ) ∈ C n×n are the connection weight matrices without and with varying-time delay, respectively. J = col{J 1 , J 2 , . . . , J n } is the external input vector and u(t) = col{u 1 (t), u 2 (t), . . . , u n (t)} ∈ C n is the control input. σ (z(t), z(t − τ (t))) = diag(σ 1 (z 1 (t), z 1 (t − τ (t))), σ 2 (z 2 (t), z 2 (t − τ (t))), . . . , σ n (z n (t), z n (t − τ (t)))) ∈ C n×n is the noise intensity function and w(t) = col{w 1 (t), w 2 (t), . . . , w n (t)} is an n-dimensional standard Brownian motion defined on the complete probability space ( , F , {F t } t>0 , P) with a filtration {F t } t≥0 satisfying the usual conditions. The initial conditions of systems (1) and (2) are given by
respectively.
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The neuron activation functions f j (·) satisfy the following Lipschitz conditions
From (6), it is clear to get
where L = diag(l 1 , l 2 , . . . , l n ) is Lipschitz coefficients matrix. Assumption 3: Moreover, we assume that the noise intensity function σ (·, ·) satisfies the following condition
Definition 1: The stochastic neural networks system (10) is said to be globally asymptotical stable in mean square if for any given condition such that
where E{·} is the mathematical expectation. Definition 2: The stochastic neural networks systems (1) and (2) are said to be globally asymptotical synchronization in mean square if and only if the error system (10) is globally asymptotically stable.
Lemma 1 [14] : Given a Hermitian matrix , then < 0 is equivalent to
where R = Re( ) and I = Im( ).
III. MAIN RESULTS
In this section, two kinds of global asymptotical synchronization criteria for two delayed stochastic complex-valued dynamical systems are obtained by means of strict mathematical deduction. Firstly, let (1) and (2) can be separated into real and imaginary parts as the following form
with the initial conditions
Define the error vector between the drive system (1) and the response system (2) (12) and (13), it can obtain than
Then, equation (14) can be rewritten as
whereK 1 andK 2 are the gain real matrices to be designed. Moreover, according to (15) , conditions (7) and (9) can be rewritten as
Remark 1: Obviously, for the case of activation functions and the noise intensity functions are real-imaginary separatetype, the stability for error system (10) is equivalent to that for system (16) . Therefore, in the sequel, we will study system (16) which satisfies the inequalities (18) and (19) to obtain the stable result of system (10) .
Theorem 1: Suppose that the activation functions and the noise intensity function are real-imaginary separate-type and Assumptions 1,2 and 4 hold. Systems (1) and (2) 
where 11 
If this is the case, the controller gains are given byK 1 = P −1 1 Q 1 andK 2 = P −1 1 Q 2 . Proof: Consider the following Lyapunov function as
where
T (θ (s))P 3f (θ (s))ds.
By using differential Itô formula, one has
According to (5) ,
. Then, combined with (18), (19) , and (21), we also have
. then, by (17) we have
Consider the Newton-Leibniz formulation
and via substituting (25) into (24), we can obtain that
Integrating two side of (26) from 0 to an arbitrary t > 0, we have
From the definition of V (t), one has
then,
where κ min is the minimal eigenvalue of P 1 > 0 and ρ max is the maximal eigenvalue of < 0. For both sides of (28), let t → ∞, we can get that = 0.
Therefore, system (16) is said to be a stable system. That is, systems (1) and (2) are said to be globally asymptotically synchronized in mean square. This completes the proof.
Secondly, we will regard systems (1) and (2) as an entire to derive the synchronization criterion. Here, we design the controller
where K 1 and K 2 are the gain matrices to be designed. 
Then the SCVNN (1) and (2) are said to be globally asymptotically synchronized. If this is the case, the controller gains are given by K 1 = P −1 1 Q 1 and K 2 = P −1 1 Q 2 . Proof: Consider the following Lyapunov function as
where V 1 (t) = e * (t)P 1 e(t), Taking the derivative towards to V (t), we can obtain that
. By merging and collating the items, we can obtain that LV (t) = {−e * t DP 1 e t + f * (e t )A * P 1 e t + f * (e τ t )B * P 1 e t − u * t P 1 e t } + {−e * t P 1 De t +e * t P 1 Af (e t )+e * t P 1 Bf (e τ t )−e * t P 1 u t } + trace[σ (e t , e τ t ) * P 1 σ (e t , e τ According to (5) , (8) and (31), one has
On the basis of (7), we have
According to (29) , (34) and (35), we can get
Similar to (25) , we have
and via substituting (37) into (36), we can obtain that
Based on (30) and taking the expectation to (38) , we have
Integrating two sides of inequality (39) from 0 to an arbitrary t > 0, we have
On the other hand, from the definition of V (t), it is easy to know that So, lim t→∞ E θ t 2 = 0. By Definitions 1 and 2, the stochastic error system (10) is globally stable in mean square. That is, systems (1) and (2) are said to be globally asymptotically synchronized in mean square. This completes the proof.
Remark 2: The complex-valued LMIs cannot be tested straightly by LMI tool box. Then, via Lemma 1, the sufficient conditions that verify the globally asymptotical stable of the SCVNNs (10) is proposed in the following corollary in terms of real-valued LMIs. These LMIs can be solved with the help of standard available numerical.
Corollary 1: Assume that the activation functions and the noise intensity functions are not explicitly expressed by separating real-imaginary parts and Assumptions 1-3 hold. If there exist positive Hermitian matrices P 1 = P 11 + iP 12 , P 2 = P 21 + iP 22 , P 3 = P 31 + iP 32 , M 2 = M 21 + iM 22 , appropriate dimension complex matrices Q 1 = Q 11 + iQ 12 , 12 and positive real number λ, such that the following LMIs holds: Then the SCVNN (1) and (2) are said to be globally asymptotically synchronizated. Remark 3: In [39] , [44] , [45] , the synchronization problem of deterministic drive system and stochastic response system is studied. In this paper, the synchronization problem of two stochastic systems driven by Brownian motion is studied.
Remark 4: In [25] , [40] - [43] , the synchronization problem of two stochastic systems is studied in the real number domain. and the synchronization analysis of the stochastic systems on the complex domain is almost not taken into account. In this paper, we pay attention to the synchronization problem of two stochastic systems over the complex domain. At present, this is the first paper to study the synchronization of two complex valued stochastic systems.
Remark 5: Indeed, in the existing literature on synchronization, the focus of the study is the two stochastic systems in the real field. In this paper, we study the synchronization of two stochastic systems driven by Brownian motion in complex domain. And in the following work, we will focus the research on the synchronization of the stochastic system driven by the lévy-jump. 
IV. NUMERICAL EXAMPLES
By simple calculation, we havē 
Let τ (t) = 0.1 + 0.1sint, then we can get that τ = 0.2, d = 0.1. Using standard available numerical packages to solve the LMIs (20) and (21) We assume that the initial states of systems (1) and (2) By applying Corollary 1, the given LMIs conditions (30) and (31) are feasible and the feasible solutions can be obtained, such as λ = 0.7492, P 1 = 0.0146 + 0.0000i −0.0009 + 0.0008i −0.0009 − 0.0008i 0.0138 + 0.0000i , We assume that the initial states of systems (1) and (2) 
V. CONCLUSION
In this paper, the problem of synchronization control for delayed stochastic complex-valued neural networks has been investigated. By using inequality technique and stochastic analysis technique, new synchronization criteria are derived. The obtained results are applicable for delayed complex-valued systems with stochastic drive and response systems case. The present models are more general and the results also makes certain improvements over existing ones.
Two numerical examples are provided to illustrate the advantages of the present results.
