














本稿では, 与えられた実係数 1変数多項式の組に対し, 近似最大公約子 (GCD)を計算する反復
算法を提案する. 本算法は, 与えられた問題を制約つき最小化問題に帰着させ, 勾配射影法の一
般化である修正Newton法を用いて反復計算で最適解を求めるもので, 同様に最適化法を用いる
他の近似 GCD算法と比較して, 同等の精度で大幅な効率化が図られている.
An Iterative Method for Calculating Approximate GCD of
Univariate Polynomials based on Constrained Optimization
Akira Terui
Graduate School of Pure and Applied Sciences, University of Tsukuba
Abstract
We present an iterative algorithm for calculating approximate greatest common divisor (GCD)
of univariate polynomials with the real coe±cients. The problem of approximate GCD is
transfered to a constrained minimization problem, then solved with the so-called modi¯ed
Newton's method, which is a generalization of the gradient-projection method, by search-
ing the solution iteratively. Our algorithm remarkably exceeds similar algorithms which use
optimization methods in e±ciency, while keeping accuracy almost the same.
1 はじめに
本稿では, 近似代数計算 [9] の算法として, 近似最
大公約子 (GCD) の問題を取り上げる. これは, 多
項式の組（一般的には互いに素）と, 次数 dが与え
られたときに, 与えられた多項式の係数に摂動を加










や Gauss-Newton法 [7], 構造化行列を用いた最小二
乗法の一種である STLN法 (Structured Total Least
Norm) ([2], [3]) 等が用いられており, 特に, 最近提












F (x), G(x) を互いに素な実係数 1変数多項式の組
とし, 次式で与えられるものとする.
F (x) = fmxm + fm¡1xm¡1 + ¢ ¢ ¢+ f0;
G(x) = gnxn + gn¡1xn¡1 + ¢ ¢ ¢+ g0:
(1)
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(m ¸ n > 0 とする.) 与えられた次数 d（ただし
n ¸ d > 0）に対し, F (x)とG(x)の係数に摂動を加
えることにより, 次式のような ~F (x)と ~G(x)を計算
することを考える.
~F (x) = F (x) +¢F (x) = H(x) ¢ ¹F (x);
~G(x) = G(x) +¢G(x) = H(x) ¢ ¹G(x):
(2)
ここに, ¢F (x), ¢G(x) は, 次数がそれぞれ F (x),
G(x)の次数を超えないような多項式, H(x)は d次
の多項式で, ¹F (x)と ¹G(x)は互いに素とする. 式 (2)
をみたす ~F , ~G, ¹F , ¹G, H が計算されたとき, H を F
とGの近似GCDと呼ぶ. 本稿では,与えられた次数
dに対し, 摂動のノルム k¢F (x)k22+ k¢G(x)k22をな
るべく小さく保ちつつ, F と Gの d次の近似GCD
H を探索する問題を解く.
~F (x), ~G(x)を, それぞれ
~F (x) = ~fmxm + ¢ ¢ ¢+ ~f0x0;
~G(x) = ~gnxn + ¢ ¢ ¢+ ~g0x0
(3)
と表す. ~F と ~Gが d次の GCDをもつとき, 部分終
結式の理論により, ~F と ~Gの d ¡ 1次の部分終結式






















（式 (4) のように, ~F の係数を n¡ d+1列, ~Gの係数
をm¡ d+ 1列並べた行列）はランクが full rankか
ら 1落ちるため, 互いに素な多項式 A(x)と B(x)が
存在して
A ~F +B ~G = 0 (5)
（ただし deg(A) = n ¡ d, deg(B) = m ¡ d）をみた
す. ゆえに, 本稿で考える問題は, 与えられた F (x),
G(x), dに対し, 方程式 (5) をみたすような ¢F (x),
¢G(x), A(x), B(x)で, k¢Fk22+k¢Gk22がなるべく
小さくなるものを探索する問題に帰着される.
A(x), B(x)を, それぞれ
A(x) = an¡dxn¡d + ¢ ¢ ¢+ a0x0;
B(x) = bm¡dxm¡d + ¢ ¢ ¢+ b0x0
(6)
と表すことにより, 方程式 (5) は
Nd¡1( ~F ; ~G) ¢ t(an¡d; : : : ; a0; bm¡d; : : : ; b0) = 0 (7)
と表され, k¢Fk22 + k¢Gk22 は
k¢Fk22 + k¢Gk22 =
( ~fm ¡ fm)2 + ¢ ¢ ¢+ ( ~f0 ¡ f0)2
+ (~gn ¡ gn)2 + ¢ ¢ ¢+ (~g0 ¡ g0)2 (8)
と表される. ゆえに, 方程式 (7) は, ~fm; : : : ; ~f0,
~gn; : : : ; ~g0, an¡d; : : : ; a0, bm¡d; : : : ; b0 を変数とする
m+ n¡ d+ 1個の連立方程式
g1 = ~fman¡d + ~gnbm¡d = 0;
...
gm+n¡d+1 = ~f0a0 + ~g0b0 = 0
(9)
と表される（式 (7) における第 j行の方程式を gj と
おいた）. さらに, A(x)と B(x)に対し, kA(x)k22 +
kB(x)k22 = 1なる制約を加える. これを
g0 = a2n¡d+ ¢ ¢ ¢+a20+ b2m¡d+ ¢ ¢ ¢+ b20¡1 = 0 (10)
とし, 方程式 (9) に加える.
ここで, これまでの多項式の係数を表す変数
( ~fm; : : : ; ~f0; ~gn; : : : ; ~g0;
an¡d; : : : ; a0; bm¡d; : : : ; b0) (11)
を, それぞれ x = (x1; : : : ; x2(m+n¡d+2)) に置き換え
る. すると, 式 (8) および方程式 (9)（方程式 (10) を
含む）は, それぞれ
f(x) = (x1 ¡ fm)2 + ¢ ¢ ¢+ (xm+1 ¡ f0)2
+ (xm+2 ¡ gn)2 + ¢ ¢ ¢+ (xm+n+2 ¡ g0)2; (12)
g(x) =
t(g0(x); g1(x); : : : ; gm+n¡d+1(x)) = 0 (13)
と表される.
以上により, 本稿で考える近似 GCDの問題は, 以
下の制約つき最小化問題に帰着される.




本章では, x 2 Rn に対し, 制約条件 g(x) = 0
（ただし g(x) = t(g1(x); g2(x); : : : ; gm(x)), m · n
とする）のもとで, 目的関数 f(x) : Rn ! R を最
小化する問題を考える. 許容領域を Vg = fx 2






が full rank, すなわち
rank(Jg(x)) = m が成り立つならば, Vg は Rn の
n ¡m次元微分多様体となる. このとき, Vg 上で f
を最小化する局所解の候補として, \1次の必要条件"
[8, 第 1章] をみたす点を探索する.
勾配射影法 [4]（詳細は紙面の都合で省略）は, Vg
上の点 xkに対し, 以下の計算を繰り返すことにより,
Vg 上で f を最小化する局所解を探索する.
1. [射影] 点 xk における f の最急降下方向
¡rf(xk)を, xk における Vg の接平面に射影
したベクトルを探索方向 dk とし, yk = xk +
®k ¢dk（®kは適当なステップ幅で, 0 < ®k · 1
をみたす）とする.
2. [引き戻し] 点 yk を適当な方法で Vg 上に引き
戻し, これを xk+1 とする.
田邉 ([5], [8, 第 4 章]) による修正 Newton 法は,
Newton法で用いられる Lagrange関数のHesse行列
を修正することにより, さまざまな解法を導出するも
のである. 勾配射影法と同値な解法では, Vg 上の点















（Iは単位行列.）探索方向 dkは, xkが許容領域 Vg内
にあるならば f の最急降下方向¡rf(xk)になり, xk
が許容領域から外れると, これに xk を許容領域 Vg
に引き戻す方向が加わる. この意味で, 方程式 (14)
による修正 Newton 法は, 勾配射影法における「射











以下では, 上記の項目 1. および 2. について述べる
（3.は紙面の都合で省略する. 論文 [6] を参照）. そ
の後, 実際の近似 GCD算法を示す.
4.1 ヤコビ行列のランク
反復計算の過程において, ヤコビ行列 Jg(x)が full
rankであることが保証される必要がある（そうでな
いと, 方程式 (14) の係数行列が特異になり, 探索方
向を決定できない）. この問題については, 許容領域
Vg 上の点 xに対応する多項式 ~F , ~GのGCDが dを
超えないならば, Jg(x)は full rankであることが示





初期値の設定は, F と Gの d ¡ 1次の部分終結式
行列Nd¡1(F;G)の特異値分解 (SVD)をもとに行う.
Nd¡1(F;G)の特異値分解Nd¡1(F;G) = U § tV を
U = (u1; : : : ;um+n¡2d);
§ = diag(¾1; : : : ; ¾m+n¡2d);
V = (v1; : : : ;vm+n¡2d)
で表す. ここに, uj 2 Rm+n¡d, vj 2 Rm+n¡2d,
§ = diag(¾1; : : : ; ¾m+n¡2d)（対角行列で, (j; j)成分
が ¾j）で, ¾1 ¸ ¢ ¢ ¢ ¸ ¾m+n¡2d をみたす. 最小特異
値 ¾m+n¡2d および特異ベクトルum+n¡2d, vm+n¡2d
は Nd¡1 ¢ vm+n¡2d = ¾m+n¡2dum+n¡2d をみたす.
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そこで, vm+n¡2d = t(¹an¡d; : : : ; ¹a0;¹bn¡d; : : : ;¹b0) に
対し
¹A(x) = ¹an¡dxn¡d + ¢ ¢ ¢+ ¹a0x0;
¹B(x) = ¹bm¡dxm¡d + ¢ ¢ ¢+¹b0x0
とおくと, ¹A(x) と ¹B(x)は, A(x) = ¹A(x), B(x) =
¹B(x)とおくことにより, kAk22 + kBk22 = 1をみたす
多項式 A(x), B(x)の中で kAF +BGk2 を最小にす
る. 以上より, 反復計算の初期値は, F , G, ¹A, ¹Bの係
数を用いて
x0 = (fm; : : : ; f0; gn; : : : ; g0;




算法 1 (GPGCD: 修正Newton法（勾配射影法）に
基づく近似 GCDの算法)
² 入力:
{ F (x); G(x) 2 R[x]（ただし deg(F ) ¸
deg(G) > 0）,
{ d 2 N (ただし d · deg(G)): 近似 GCD
の次数,
{ " > 0: 残差のしきい値,
{ u 2 N: 反復回数のしきい値.
² 出力: ~F (x); ~G(x);H(x) 2 R[x]
~F , ~Gは, それぞれ F , Gの係数に摂動を与えた
もので, d次の GCD H をもつ.
Step 1 [初期値の設定]第 4.2節の議論より,式 (15)
のように初期値 x0 を与える.
Step 2 [反復計算]修正Newton法により,式 (12)お
よび方程式 (13)に対し, 制約条件 g(x) = 0の
下で ¹f(x) = 12f(x)の最小解を求める（ ¹f(x) =
1
2f(x)とおくことについての詳細は論文 [6] を
参照）. 探索方向 dkが kdkk2 < "をみたすか,
反復回数が uを超えた段階で, 反復計算を終了
する.
Step 3 [ ~F , ~G, Hの計算]実際のGCDとなるH(x)
と, H を GCDとしてもつ ~F (x), ~G(x)の計算
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