Abstract-Recent trends in science applications call for long-range and large-scale collaboration among laboratories and super-computing sites. Long gone are the days of entering data manually into a spreadsheet on a local workstation. The world's most powerful and ground-breaking experiments generate exabytes of information, which must be distributed to multiple labs for analysis and interpretation. Such trends reveal the unwavering importance of new communication paradigms, like multicasting and manycasting, which provide point-to-multipoint data transfers. Typically, these all-important mechanisms are provided at the optical layer, where split-capable cross-connects split input signals into multiple output signals all-optically. Unfortunately, some of the world's largest and most powerful networks do not have the hardware infrastructure to support such functionality, but allow for point-to-point communication exclusively. In such split-incapable (SI) networks, multicast and manycast must be provided as a logical overlay to the pre-existing and limited unicast infrastructure. In this paper, we present two overlay models for providing manycast support in SI networks: Manycasting with Drop at Member Node (MA-DMN) and Manycasting with Drop at Any Node (MA-DAN). Through the development of integer linear programs (ILPs) and heuristics, we evaluate these models in terms of both optimal solutions and efficient approximations for both small-scale and large-scale networks and consider both static and dynamic traffic scenarios. Our results demonstrate that despite a small tradeoff in additional complexity and delay from signal conversion to the optical domain, our models provide efficient utilization of network resources and greatly surpass the standard naive approach of establishing paths to every destination.
simultaneously on different wavelengths. Such a technology is ideal for supporting the growing needs of scientific experiments that require voluminous data to be distributed and analyzed by a large number of geographically disperse users. Examples of such experiments include Large Hadron Collider (LHC) experiments (e.g., ATLAS [3] ), neutron scattering experiments at the Spallation Neutron source [4] , and the International Thermonuclear Experimental Reactor (ITER) project [5] . It is envisioned that such large experiments will dominate the trend of science in the foreseeable future.
Distributed applications, such as video conferencing, distributed interactive simulations (DIS), Grid computing, storage area networks (SANs), and content distribution networks (CDNs) require large amounts of bandwidth and an effective communication between one single source and a set of destinations. As pointed out in [6] [7] [8] , bandwidth-hungry applications often use the network as a data-cache. In such a scenario, a particular site often requires the ability to store the data generated by different experiments at different geographical locations across the network. In these environments, a service provider may host a number of servers that provide the same service. For example, there may be a number of servers that can be used simultaneously for distributed data storage (and retrieval). There may be a number of servers that can process computational tasks in parallel. The client will want to use some subset of these available resources to execute the storage or computation task. The subset may correspond to the lowest-cost servers or servers with lowest latency. In such scenarios, we can use manycasting to select the "best" subset of servers.
With the emergence of such large-scale science applications and a need for point-to-multipoint connections, manycasting has caught the attention of several researchers during the recent past. Manycast, also sometimes referred to as quorumcast, was first proposed in [9] , and is a powerful paradigm that supports communication from a sender (transmitting node) to some out of candidate destinations, wherein the candidate destination set is a subset of nodes in the network. 1 A subtle difference between manycast and multicast [11] is that in manycast, the actual destinations to be covered are to be determined instead of being given a priori as in multicast. The selected nodes may be chosen from the candidate set according to any number of metrics depending on application needs, such as their geographical distance from the source, their computational power, or the degree of computational load on each node.
In this work, we assume all nodes to be homogeneous with identical computational availability, and try to minimize the overall network cost of provisioning manycast sessions. More specifically, a manycast request is provisioned if any destination candidates are reached from the source. The problem of finding the minimum-cost Steiner tree to reach a variable subset of available candidate nodes, i.e., the manycast provisioning problem, has been shown to be NP-hard [12] .
There is abundant work in the literature that focuses on pointto-multipoint communications. The advantages of supporting these communication paradigms in the optical layer have been discussed in [13] and [14] . Manycast has been proposed over optical burst-switched (OBS) networks in [15] . The aforementioned work focuses on dynamic traffic and distributed routing algorithms to provide reliable manycast service on OBS networks. In [16] , the authors consider physical-layer impairments in the context of OBS networks and propose an algorithm to choose the set of candidate destinations ensuring that the signal quality is not severely degraded. In [17] , the authors address the problem of supporting the manycast communication paradigm at the optical layer and propose heuristics and integer linear programs (ILPs) to solve the routing and wavelength assignment problem of static manycast traffic demands. In the above referenced works, it is assumed that the optical cross-connects (OXCs) are split-capable, i.e., the OXCs are equipped with optical splitters that are capable of splitting a signal on a given input port to multiple output ports with no signal conversion to the electrical domain. Hence, manycasting is supported by creating light-trees [18] . 2 Note that the problem of finding the optimal route for a light-tree is equivalent to finding the minimal Steiner tree, which is known to be NP-complete [19] , although efficient heuristics do exist [20] .
A fundamental obstacle in supporting the manycasting communication paradigm over networks like the Department of Energy (DOE)'s Energy Sciences network (ESnet) [21] is that the underlying optical layer is not split-capable, i.e., the OXCs deployed in ESnet are not capable of all-optically splitting an incoming signal to multiple output ports; only direct port-to-port forwarding is supported by the network hardware. Such networks may be referred to as split-incapable (SI) networks. SI networks inherently fail to support the manycast communication paradigm optically. To overcome this problem, one can make use of the exclusively point-to-point connections of the optical layer and provide manycast functionality as a logical, overlay service. More specifically, for a given request, one can establish individual end-to-end lightpaths from the source node of the request to each selected candidate destination member of the request. However, as predicted by [22] , the continued evolution and growth of next-generation applications will render such a naive manycast overlay mechanism inefficient as a result of exceedingly high bandwidth consumption. In this paper, we propose efficient alternative overlay approaches to service the higher-layer (user's) manycast requests on SI networks.
Specifically, we present two solutions wherein we create a set of lightpath routes (possibly multiple hops) in the overlay 2 A light-tree is a generalization of a lightpath that starts at the source node of a manycast request and reaches all of its destinations all-optically by possibly branching (splitting the signal) at intermediate nodes.
network from the source node of the manycast request to the selected candidate destination nodes. We propose Manycasting with Drop at Member Node (MA-DMN), in which we restrict the termination of a lightpath only to member nodes of the manycast request, and Manycasting with Drop at Any Node (MA-DAN), wherein we allow a lightpath to be terminated at any node in the network. We compare the performances of these overlay approaches to the naive approach of establishing single-hop unicast connections to every selected destination, which we refer to as Manycasting Via WDM Unicast (MA-VWU). With this in mind, we first consider a static traffic model (the entire set of manycast requests is given a priori), and we present ILPs to solve the MA-DMN, MA-DAN, and the MA-VWU problems with an aim of minimizing the total number of wavelengths used to satisfy the requests. We also present efficient heuristics to approximate the above ILP solutions in realistic amounts of time and compare their performances to those of the ILPs for small networks. We then present a theoretical lower bound to calculate the minimum number of wavelengths required to satisfy a given request set and use this as a further baseline reference with which we can evaluate the heuristic performance. Furthermore, we also consider a dynamic traffic model, where requests arrive one by one following some stochastic process. We assume that each link in the network is equipped with a fixed number of wavelengths and evaluate the blocking performance of the proposed schemes on real-world, large-scale networks. We present evaluations of our proposed overlay solutions against comparable multicast solutions to investigate the benefits of manycast's destination-selection flexibility. We extend this final comparison even further through the practical implementation of a point-to-multipoint client application designed to be used with the world's leading virtual circuit provisioning software package and investigate the behavior of manycast/multicast reservations on a deployed system on a realistic backbone network.
The rest of the paper is organized as follows. In Section II, we formally define the overlay problems considered in this paper. In Section III, we present the ILP formulations for the MA-VWU, MA-DMN, and MA-DAN problems and present the corresponding heuristics in Section IV. The lower bounds are presented in Section V, after which we evaluate the ILPs and the heuristics on various network topologies and different traffic scenarios in Section VI. Finally, we conclude the paper in Section VII.
II. PROBLEM DEFINITION
Given a network topology graph , with nodes and links, a manycast request can be defined as , where is the source node of the request and is the set of candidate destination members (nodes)
. For a manycast request with destination members, we represent the destination set as . is the number of nodes necessary to reach in order to service the manycast request successfully. In the MA-VWU problem, we establish lightpaths from the source node of the request to each of the selected destination nodes. In doing so, we create unicast routes (single logical-hop) in the overlay network. In the MA-DMN overlay model, we find a set of lightpath routes that start at the source node and reach the destination members possibly via multiple logical-hops. While creating these lightpath routes, we take into account that we can terminate (i.e., drop) a lightpath only at nodes that belong to the destination set.
In Fig. 1 , we show a simple six-node network with bidirectional links and depict the number of wavelengths required to provision two manycast requests, and . Fig. 1(a) shows how lightpaths are established from the source to selected destination nodes in the MA-VWU model. For request , we establish individual lightpaths from the source node 1 to the destination nodes 2 and 5. Similarly for request , we create lightpaths from the source node 4 to destination nodes 2 and 5. It can be observed that the minimum number of wavelengths required to satisfy the manycast requests is 2 (wavelength is illustrated with a broken line, and is shown with a solid line. Fig. 1(b) shows how the lightpath routes are created for the same set of requests by the MA-DMN model. To satisfy request , we can create a set of lightpath routes as follows: a lightpath from node 1 to node 2 and another lightpath from node 2 to node 5. Notice that since node 2 is a destination member of the manycast request, we can drop a lightpath at this node. Similarly for request , we can create lightpath routes from node 4 to node 5 and from node 5 to node 2. To service the manycast requests, MA-DMN utilizes only a single wavelength as compared to the two wavelengths needed for the MA-VWU model. This decrease in the number of wavelengths comes at the expense of an increase in the average number of logical hops (2 for MA-DMN, 1 for MA-VWU), which in turn results in a greater delay due to the need to complete an optical-electronic-optical (O-E-O) conversion at each drop-point. These corresponding logical views are depicted in Fig. 1(c) and (d) .
For a static set of manycast requests, the overlay problems can be defined as follows.
Definition (MA-VWU): The solution must assign, for each request, a separate lightpath from the source node of the request to at least destination nodes, in such a manner that the number of wavelengths required is minimized while satisfying the wavelength continuity constraint (WCC), i.e., we use the same wavelength for a given lightpath on all the physical links of the network it traverses.
Definition (MA-DMN): The solution must assign, for each request, a lightpath-route to reach at least destination nodes in such a way that the number of wavelengths required is minimized while satisfying the WCC. The solution must also take into consideration that for any given manycast request, no lightpath terminates/originates at a non-member node (i.e., not a candidate destination node) of the request.
Definition (MA-DAN):
This problem is similar to the MA-DMN problem, with the exception that we now provide the flexibility to terminate/originate a lightpath at/from any non-member of the request set. Considering the example in Fig. 1 , it can be easily verified that MA-DAN too requires a single wavelength to service both the requests. However, there are some cases where MA-DAN outperforms MA-DMN.
For a dynamic traffic model, we assume that each link in the network is equipped with a fixed number of wavelengths and aim at minimizing the blocking probability of a request. In this case, the problems can be formally stated as follows.
Definition: Given a fixed number of wavelengths, , assign lightpaths (light-trees on the overlay layer) to incoming requests in such a way that the number of future requests that can be accommodated is maximized (minimize request blocking).
III. ILP FORMULATIONS
In this section, we formulate ILPs to solve the manycast overlay problem with an objective of minimizing the total number of wavelengths used throughout the network. Note that this is different from minimizing the maximum number of wavelengths on any particular link. We first formulate an ILP to solve the MA-VWU problem and then present the MA-DMN and MA-DAN ILPs. The MA-VWU model calls for establishment of several single-hop lightpaths from the source to the selected destinations in the overlay network. Each of these related lightpaths may be provisioned with a different wavelength from its siblings, however any single given lightpath established in the overlay network adheres to the WCC across its entire traversal. The MA-DMN and MA-DAN approaches service a given manycast request by setting up (multihop) lightpath routes in the overlay network, wherein we potentially terminate the lightpath at some intermediate node. As previously mentioned, each termination incurs an O-E-O conversion, thus allowing a fair and "free" wavelength conversion at any terminating node.
For a static set of manycast requests, we aim to minimize the number of wavelengths in order to maximize wavelength utilization, thus lowering overall cost of provisioning the request set. We assume that all nodes in the physical topology are equipped with O-E-O converters and that the overlay network extends across the entire physical topology. We do not consider minimizing the number of O-E-O converters in the physical topology in this paper, however minimizing the number of wavelengths consumed throughout the network does indeed minimize equipment costs in terms of optical transponders and receivers. 3 We use the principles of flow conservation on the physical topology and the routing of manycast connection requests on the virtual (overlay) topology using the following notation.
• and denote the source and destination nodes of a manycast request in the overlay network.
• and denote the end points of a physical link.
• denotes the th manycast request.
A. Manycast via WDM Unicast (MA-VWU)
In [24] and [25] , the authors have proposed ILPs to solve the traditional static lightpath establishment problem in WDM networks. In this work, the authors do not consider the WCC and restrict the maximum number of lightpaths established for a given pair of nodes to one. The goal of these ILPs was to minimize the maximum number of wavelengths on any link in the network. In what follows, we build on the ILP from [25] , taking into account the WCC, and formulate an ILP to satisfy a set of manycast requests according to the MA-VWU model with a goal of minimizing the overall number of wavelengths required to provision the request set. Furthermore, in our ILP formulations, we allow multiple lightpaths to be possibly established for a given pair of nodes.
The ILP can be formulated as follows. Given the following input parameters: the set of nodes in the network, which are numbered 1 through , i.e., .
1 if a physical link exists between node and node .
the set of manycast requests, which are numbered 1 through , i.e., .
the set of wavelengths per link. The wavelengths are numbered 1 through , i.e., .
the number of destination nodes (members) of a manycast request.
the number of destination nodes to be reached out of nodes.
We denote the source node of request , as and the set of destination nodes as , i.e., . The ILP will solve for the following variables:
1 if a lightpath is established for request from node to node on wavelength .
1 if there is a flow on the physical link from node to node on wavelength for lightpath request , from node to node . the largest wavelength index used. 3 We have considered the problem of network-wide energy efficiency in heterogeneous networks with some nodes powered by renewable energy sources to minimize greenhouse gas emissions in [23] .
(1)
Constraint (1) keeps track of the maximum wavelength index used. (2) specifies that for a given request, lightpaths have to be established originating at the source node of the request and terminating at (out of ) destination nodes of the request. Constraints (3)- (5) are the physical-layer constraints. Constraint (3) states that a wavelength on every physical link can be used by at most one manycast request. Constraint (4) specifies that for a given lightpath set up in the overlay network, the routing in the WDM layer is possible only if a physical link exists. Constraint (5) is the standard flow conservation constraint, which states that the sum of inflow is equal to the sum of outflow for any intermediate node on the route of a lightpath, and it is set to 1 if the node in question is either the source node or the destination node of the lightpath.
B. Manycasting With Drop at Member Node (MA-DMN)
In this section, we formulate the ILP for the MA-DMN model. In addition to the input parameters described for the MA-VWU ILP, we define: the number of nondestination nodes (non-members) of a manycast request .
The set of nondestination members is denoted as . We use the same variable definitions for , , , and define additional variables:
1 if wavelength is used to service manycast request , else it is 0.
the order node was added to the manycast request . This prevents loops being formed by the set of lightpath routes in the overlay network. 
The constraints for the MA-DMN model can be explained as follows. Constraint (6) is used to keep track of the maximum wavelength index used. Constraints (7)- (16) are used to build the set of lightpath routes to satisfy a multicast request. Constraints (7) and (8) ensure we build the set of lightpath routes for a given manycast request by using at least one wavelength. Constraint (9) specifies that there must be at least one lightpath emerging from the source node of a request. Constraint (10) ensures that we service a minimum of nodes for each manycast request. Constraint (11) specifies that there are no lightpaths that terminate at the source node of a request. Constraints (12) and (13) ensure that no lightpaths terminate at/originate from a non-member of a manycast request set. Constraint (14) specifies that for each candidate destination node, we can have at most one incoming lightpath, while constraint (15) specifies that a node can have an outgoing lightpath, only if it has an incoming lightpath that terminates at it. Constraint (16) is used to prevent the formation of routing loops. Finally, constraints (17)- (19) are the physical-layer constraints. Constraint (17) states that a wavelength on every physical link can be used by at most one manycast request. Constraint (18) specifies that for a given lightpath set up in the overlay network, the routing in the WDM layer is possible only if a physical link exists. Constraint (19) is the standard flow conservation constraint, which states that the sum of inflow is equal to the sum of outflow for any intermediate node on the route of a lightpath, and it is set to 1 if the node in question is either the source node or the destination node of the lightpath.
C. Manycasting With Drop at Any Node (MA-DAN)
To formulate the ILP for the MA-DAN problem, we use the same variable definitions as used in MA-DMN. To provide for the flexibility of dropping a lightpath at any node, we present the necessary changes to be made to the MA-DMN ILP (Section III-B). We remove constraints (12) and (13) and replace them with the following constraint: (20) This constraint states that nodes not in the candidate destination set that have an incoming lightpath must have at least one outgoing lightpath. Note that the limits on node in (14) and (15) should be changed to to allow the termination of a lightpath at any node in the network.
The runtime of the ILP solver may be marginally reduced by enforcing the additional constraint that in Constraints (1), (4), (8), (16) , and (18) . This constraint will minimize the solution search space for larger network inputs.
IV. HEURISTICS
In this section, we propose a heuristic for providing manycast capability over SI optical WDM networks. The Manycast Shortest Path Overlay (MA-SPO) heuristic, described in Algorithm 1, can be applied to solve both the MA-DMN and MA-DAN problems with subtle differences.
MA-SPO results in the attempted creation of -alternate (and possibly unique) overlay light-trees composed of multiple lightpaths at the optical layer. MA-SPO first generates these alternate trees and then selects that tree which best utilizes the current set of network resources (i.e., available wavelengths) and thus greedily reserves the tree which has the least impact on the current network state. The input to MA-SPO is a set of predetermined shortest paths (SPs) between pairs of nodes called . As mentioned above, MA-SPO serves as an approximation to both MA-DMN and MA-DAN solutions. It is through manipulation of that the heuristic changes its behavior. MA-DMN will populate with the SPs between only manycast request members (i.e., the list will contain only paths from the source to each candidate destination and from each candidate to every other candidate). For MA-DAN, the contents of are expanded to include the SPs between all destination members and every other node in the network topology. This slight variation in input between the two options ensures that all lightpaths in each of the alternate trees established by MA-SPO will terminate at a destination member for MA-DMN, or anywhere in the network for MA-DAN. The routes in this list are sorted on Line 3 of Algorithm 1, with the shortest routes (in terms of physical hop count) first. Note that routes connecting directly from the source node are given precedence over equi-length paths elsewhere in the topology. Beyond this constraint, a bakery algorithm serves to break ties between same-size SPs.
For each of the -alternate trees computed by MA-SPO, the first hop is mandatorily established from the source to the corresponding candidate destination (Line 6). For an illustrative example, refer to Fig. 2 , which shows the construction of three alternate trees for the manycast request . Considering this specific example, the first route added to will be the path from source node 2 to the first destination in the set, node 4 (via intermediate physical node 1). Accordingly, the first hop in is established between 2 and 5, and following the same logic, the first hop in connects 2 and 6 (via intermediate node 3). It is possible (though not applicable for this specific example) that the first hop in any of the trees may route through another destination. In other words, the shortest path from the source to destination may traverse another node in the candidate set. MA-SPO updates the number of successfully reached destinations as appropriate (Line 7). The algorithm will then proceed to traverse the remainder of and add routes to the tree such that the source node of a candidate route must already be in the tree and the destination of the candidate route is not (Lines 8-12 ). The algorithm also expects the destination of a candidate route from to be a member of the manycast destination set. Routes meeting these criteria will be added to the tree, thus constructing trees with the shortest-possible branches given the mandated first hop (Line 13). Once at least destinations have been reached in a single tree, that tree is considered complete and is a nominee for use in provisioning the manycast request (Lines 9-10 and 14). If a tree is unable to reach the requisite number of destinations (due to resource unavailability in the dynamic request domain), it is not considered a valid solution and is ineligible to satisfy the request. 4 Furthermore, 4 All shortest paths used in the MA-SPO overlay trees are assigned wavelengths using a first-fit approach. This assignment occurs on the optical network layer, and we have thus omitted the step from Algorithm 1. Using flexible wavelength provisioning may produce different results than those presented. We aim only to produce a fair comparison between the overlay approaches, and thus consider wavelength reassignment to fall outside the scope of this study.
if no trees can be constructed for a given manycast request, the entire request will be blocked. The complete trees for the previous illustrative example are again shown in Fig. 2 . Now that MA-SPO has generated its -alternate candidate trees, it must select only the least-cost tree for successful provisioning of the request. The least-cost tree is deemed to be the one that will result in the fewest additional wavelengths being added to the current network state. Specifically, for each additional wavelength consumed (by the tree) that was not already supporting any manycast sessions prior to processing the current request, the tree is charged a resource consumption penalty. The tree resulting in the lowest consumption penalty is the one with the smallest wavelength cost. If multiple trees share this minimum wavelength cost, the tie will be broken by selecting the one with the fewest number of logical hops, thus greedily minimizing the overall delay due to lightpath terminations.
Complexity: For a network with nodes and links, without considering the complexity of the underlying unicast lightpath reservations for an overlay manycast tree, the complexity of identifying a single tree can be represented by the product of the number of routes traversed in , , and the maximum number of nodes to traverse in a single tree, . Considering MA-SPO establishes -alternate trees, the worst-case complexity of Algorithm 1 can be expressed as . In Section V, we compare the performance of the MA-SPO heuristic to a simple Manycast-Shortest Path Unicast (MA-SPU) heuristic, which provides a suboptimal solution to the MA-VWU problem by establishing individual unicast lightpaths from the source node to the nearest candidate destination nodes. Due to space restrictions, we do not include a full description of the MA-SPU algorithm.
V. LOWER BOUNDS
In this section, we define a lower bound on the number of wavelengths required for the manycast overlay models (MA-DMN/MA-DAN). We derive two lower bounds, one based on comparing the logical (overlay) and physical nodal degrees, , and one based on the congestion of the network links, . Let be the physical nodal degree (out-degree) of node , and be the physical in-degree of node . Since we consider an undirected graph, ; for a given node, the in-degree and out-degree are identical. For a given set of requests , we calculate the following: the number of lightpaths originating from node in the overlay network.
the number of lightpaths terminating at node in the overlay network.
For example, consider a request set , with and . It can be easily observed that , and . To calculate the number of lightpaths terminating at a given node, we need to select the nodes used to provision a given manycast request. With an aim to minimize the number of wavelengths, we consider the requests in a sequential manner and implement a least-used node strategy to select the destination nodes to provision the request. For example, to provision , we select destination nodes 2 and 5. Then, for provisioning request , we select nodes 2 and 3.
With this in mind, the lower bound is calculated as follows:
Note that we take the ceiling since the number of lightpaths must be an integer. This lower bound simply finds the node that requires the most wavelengths. Note that this lower bound does not take the routing of requests into account. The next lower bound, , is derived by taking the routing of trees into account, providing a lower bound on congestion over any link, which is in turn a lower bound for the number of wavelengths required.
Let be the minimum number of physical links required to route a request . In [20] , it is shown that for a multicast request, , where is the number of physical links along the shortest path. To compute for a manycast request, we consider the nearest destinations and evaluate . Note that in the case of the MA-DMN model, necessarily consists of members of the manycast request. However, in the case of the MA-DAN model, node may be any node in the network This lower bound finds the congestion and uses it as a lower bound for the number of wavelengths required. This provides the total minimum number of physical links required by all of the requests. The average number of requests using each physical edge is this total divided by twice the number of edges (since we assume bidirectional links). The final lower bound, which is used in the evaluations presented in the next section, is defined as .
VI. PERFORMANCE EVALUATION
In this section, we present simulation-based evaluations of the ILP and heuristic performances. We first compare the performance of the ILPs to their respective heuristic solutions (MA-SPO and MA-SPU) on the simple six-node network shown in Fig. 1 . The ILPs for MA-DMN and MA-DAN are not practical for large networks, so we compare the performance of the heuristics (subjected to large sets of static traffic) on the realistic large-scale networks shown in Fig. 3 . 5 We further compare the performance of both ILPs and heuristics to the lower bounds presented in Section V. We also compare the performance of the heuristics under a dynamic traffic scenario, wherein we fix the number of wavelengths on each link in the network and observe the blocking performance. Finally, we pit the performance of the heuristics under various manycast scenarios against comparable multicast scenarios and measure the effect of manycast's destination-selection flexibility on connection blocking. In Sections VI-A-VI-E, we present the average values calculated for 30 independent request sets. We have also computed confidence intervals in our study, but choose not to present the results here to avoid cluttering of the figures. However, we note that the 95% confidence intervals were very narrow in all cases.
A. ILP Results
We use CPLEX v12.1 to solve all the ILPs. Both the ILPs and the heuristics are run on a machine with a 2.33-GHz QuadCore Xeon processor and 8 GB of RAM. The processor also has Hyper-Threading, so CPLEX is able to use 8 threads while solving the ILPs. For the six-node network, we run the ILPs and the heuristics for request set sizes of . The source node of each manycast request is uniformly distributed. For each request, the size of the candidate destination set is uniformly distributed from 3 to (a parameter that represents the maximum number of candidate destination nodes). For a particular manycast request , with , the minimum number of destination nodes to reach in order to satisfy the request is set to . The candidate destinations are also uniformly distributed across the whole network. We conduct simulations for values of set to 4. 6 In Fig. 4 , we depict the minimum number of wavelengths required by the ILPs and heuristics. Comparing the ILPs, it can be seen that MA-DMN and MA-DAN perform identically and require 3-5 wavelengths fewer than MA-VWU for all request set sizes. Furthermore, we also notice that the heuristics perform well compared to their corresponding ILPs. MA-DMN and MA-DAN even outperform the MA-VWU ILP.
In Fig. 5 , we show the corresponding runtimes for the ILPs and the heuristics. We observe a large increase in the runtime 5 The heuristics described in Section IV provision static manycast requests incrementally and sort the requests according the size of their respective destination sets. The larger requests are handled first to limit resource starvation. 6 We have also simulated the ILPs and heuristics for values of and 5, but do not present the results here due to space limitations. Trends similar to those shown for were observed. for the MA-DAN and MA-DMN ILPs as the request size grows larger (note the logarithimic scale on the -axis). This shows that the ILP is not practical, given the runtimes for the small set sizes and size of the small network. Furthermore, given the relatively small difference in wavelength consumption from heuristic to ILP, MA-SPO provides a reasonable tradeoff given the execution time savings. In Fig. 6 , we compare the average number of logical hops taken by MA-DMN and MA-DAN (ILPs) for . It is seen that MA-DAN takes a slightly higher number of (less than one one-hundredth) logical hops and produces the same results for the average number of wavelengths required to satisfy a given manycast request set. Note that MA-VWU has an average number of logical hops of 1 as we are establishing end-to-end lightpaths from the source node of a request to each selected destination member of the manycast request. 7 
B. Lower Bound Results
In this section, we compare the performance of the ILPs and the heuristics to the lower bound. Note that the lower bound does not represent the absolute value for the minimum quantity 7 We also simulated the ILPs and heuristics for values of and 5, but do not present the results here due to space limitations. Similar trends as those observed for were observed. of wavelengths required to provision a given set of manycast requests. Rather, we treat it as a theoretical bound and use it as a reference for comparison purposes.
In Table I , we compare the performance of the ILPs (MA-DMN and MA-DAN) to the lower bounds for the six-node network shown in Fig. 1. From Fig. 4 , note that for the six-node network, MA-DMN and MA-DAN produce identical results. This is because the values yielded by are greater than or equal to those of in all cases. Furthermore, is independent of the overlay heuristic and depends only on the shape of the network topology and the members of the manycast requests. In Table I , we represent the lower bounds for MA-DMN and MA-DAN as and , respectively, and also compute the difference in wavelengths for them as compared to their ILP solutions (represented as and , respectively). It can be observed that the lower bound is very accurate, with a maximum difference of 0.65-1.0 wavelengths as compared to the ILPs. In Table II , we use a similar structure to that of Table I and compare the performance of the heuristics to the lower bounds. We represent the performance of the MA-SPO heuristic for MA-DMN and MA-DAN models in columns 4 and 5, respectively (represented as and ), and show the difference in wavelengths (columns 6 and 7, respectively) as compared to the lower bound. It can be seen that this difference is maximum for a higher number of requests and is approximately 1.8-2.95 wavelengths. We would also like to point out that as the number of requests grows larger or the network size increases, the bounds become less accurate due to increased variation in routing possibilities. 
C. Heuristic Evaluation: Static Traffic
Due to unacceptable runtimes of the ILPs for MA-DMN and MA-DAN, it is infeasible to simulate them for larger networks. In this section, we compare the performance of our heuristics on real-world, large-scale WDM networks shown in Fig. 3 . We consider sets of static manycast requests of sizes up to requests. As in the previous sections, we assume that each link in the network is equipped with a sufficient supply of wavelengths to eliminate blocking, and we thus evaluate the number of wavelengths required to provision an entire manycast request set successfully. Again, we assume that the source node of the request is uniformly distributed, and we consider values of , 8, and 10. In Tables III-V, we show the results for the networks of Fig. 3 . We compare the performances of MA-DMN and MA-DAN overlay approaches to the naïve MA-VWU approach and show their percentage improvement (in terms of wavelength usage), %DMN and %DAN as compared to MA-VWU. From our results, it is clear that the MA-VWU approach results in poor wavelength utilization as it establishes unicast lightpaths from the source node to each of the selected candidate destination to service a manycast request. MA-DMN outperforms the MA-VWU approach and achieves a 26%-37% improvement in terms of wavelength usage. MA-DAN achieves a further 1%-4% improvement over MA-DMN, but at the expense of a slightly higher average number of logical hops as shown in Table VI . 
D. Heuristic Evaluation: Dynamic Traffic
All previous results assume that each link in the network is equipped with a sufficient number of wavelengths to completely eliminate connection blocking. The previous results further investigate how many wavelengths would be necessary in a network with unlimited wavelength resources to provision a complete set of manycast requests using our proposed approaches. In this section, we consider the performance of the heuristics in situations with realistic resource availability, i.e., we fix the number of wavelengths on each link in the network and compare the blocking performance of MA-VWU, MA-DMN, and MA-DAN approaches under a dynamic traffic setting.
In the simulations that produce the following results, manycast requests arrive according to a Poisson process with average arrival rate and exponentially distributed holding times with an average service rate . Each request set consists of 10 manycast requests, which once again all have uniformly distributed member nodes with values of 6, 8, and 10. The results presented in this section represent the average of 20 unique request sets. The source node of each request is uniformly distributed over all nodes in the network. The network load in Erlang is calculated as the ratio of the average total network arrival rate to the average service rate . In what follows, we present the results for the NSFnet and ESnet for and number of wavelengths per link, . 8 Fig. 7 shows the average blocking probability for request sets on the NSFnet. It can be observed that both MA-DMN and MA-DAN greatly outperform MA-VWU. This is particularly obvious at loads below 50 Erlang. For example, at 50 Erlang, MA-DMN improves blocking performance by one-and-a-half orders of magnitude over MA-VWU. This improvement becomes increasingly drastic as load decreases (3 orders of magnitude at 30 Erlang). MA-DMN also performs comparatively well against MA-VWU at higher loads, as can be observed from the figure. In all configurations, MA-DAN achieves slightly better performance than the more restrictive MA-DMN heuristic. Fig. 8 shows a similar blocking trend for the ESnet topology with the same and wavelength configurations. Note that although MA-DMN and MA-DAN greatly outperform MA-VWU, the blocking reduction is not as dramatic as seen on the NSFnet (please be aware that the -axes in the figures are not uniform as they are fitted for 8 We also performed simulations for and , but do not present the results as a similar trend in results was observed. optimal viewing). It should also be noted that even for lower loads, all heuristics yield higher blocking values relative to the NSFnet. It can also be observed that on the ESnet, the relative improvement in performance of MA-DAN over MA-DMN is very small and, in fact, nonexistent at very high loads. We also show how the logical hop count of the various overlay solutions is affected in realistic resource scenarios. For the same configurations as shown in Figs. 7 and 8 , we depict the average logical hop count of all three heuristics for the NSFnet and ESnet in Figs. 9 and 10, respectively. In general, both figures follow similar trends. The nature of the MA-VWU approach mandates that the logical distance from the source to any destination is always one hop. As expected, MA-DMN and MA-DAN require increased hop counts to obtain the improved blocking shown in the previous figures. In general, as load increases, so too does blocking (refer once again to Figs. 7 and 8) and consequently the hop count decreases since fewer requests are able to be satisfied at high loads. As more requests are fed into the network, more resources (wavelengths) are in use at any given time thus blocking longer paths, which requires more wavelength segments, thereby provisioning more shorter paths than longer ones. Note that even though the difference between MA-DMN and MA-VWU looks dramatic, the difference between the two hop counts is less than 0.5 hops for both network topologies, and even lower than 0.3 hops at high loads. This evidence serves to help justify the tradeoff between blocking and the number of lightpath terminations, and ultimately O-E-O delay.
E. Manycast Versus Multicast
We have so far compared our manycast overlay solutions for both static and dynamic traffic to the naive MA-VWU scheme and shown the benefit in wavelength consumption of MA-DMN and MA-DAN. In this section, we evaluate manycasting as a service relative to multicast and investigate the additional benefit of manycast destination-selection flexibility. Manycast inherently provides more opportunity for varying the approach by which destinations are selected. Here, we will compare the MA-SPO and MA-SPU heuristics for both manycast and multicast scenarios. Since the manycast paradigm provides candidate destinations, and required destinations for successful provisioning, such that , multicast can be considered as a special case of manycast, wherein . To make a fair comparison for the multicast request set, the number of destinations per manycast request, , is uniformly distributed between [3, ], with . The number of destinations per multicast request, , is uniformly distributed between [2, ]. In other words, the number of required destinations per request is in the same range for both multicast and manycast scenarios. The difference is that manycast has more options in selecting the destinations, which is particularly useful when wavelength resources are limited. Note that we will henceforth refer to the multicast flavors of the heuristics as Multicast via WDM Unicast (MVWU) and Multicast with Drop at Member Node (DMN). 9 Table VII shows the multicast/manycast comparison for the number of wavelengths needed by the heuristic approximations of MA-VWU and MA-DMN on the ESnet for , given static traffic scenarios identical to those described previously in Section VI-C. It is apparent that MA-VWU achieves 43% reduction in wavelength consumption compared to MVWU, while MA-DMN achieves 35% improvement over DMN (% MVWU and % DMN). We also simulated comparisons for and recreated these scenarios for the NSFnet topology as well. In all situations, the manycast flavors outperform their multicast counterparts by a fair margin.
Table VIII further compares the blocking performances of multicast and manycast flavors of our overlay models for dynamic traffic scenarios identical to those described in Section VI-D. We show the average results of 20 individual 9 We have investigated these overlay solutions for multicast traffic scenarios extensively in our previous works published in [26] and [27] . request sets per load value for and wavelengths. Other scenarios produced a similar trend. Once again, the number of required destinations is within the same range for both multicast and manycast, while manycast simply has more candidate destinations to choose from. Note that the table only shows loads of 40 Erlang and above to eliminate scenarios where manycast on average blocks no requests. It can be observed from the last two columns in the table that the manycast blocking performance significantly improves upon the corresponding multicast performance and, even at very high loads, reduces blocking by 60%. Interestingly, MA-DMN provides more relative blocking improvement over DMN than MA-VWU does to MVWU. These results convincingly promote manycast's runtime destination-selection flexibility as a huge advantage in overlay approaches, particularly our proposed multihop solutions.
VII. CONCLUSION
The scientific world is shifting into a paradigm of large-scale collaboration. Researchers and experimentalists are regularly sharing and distributing unprecedented quantities of information globally. Such collaborations inherently call for point-to-multipoint communication paradigms, like multicasting and manycasting, to satisfy their increasingly high-bandwidth demands. Some of the world's largest science data networks do not, however, have the network hardware to support these advanced delivery mechanisms. In such split-incapable networks, the point-to-multipoint service must be supported as a logical overlay to the existing point-to-point infrastructure. In this paper, we have presented two alternative overlay models for providing manycast in SI networks and compared their optimal solutions and suboptimal heuristic approximations to the naive approach of establishing independent lightpaths from the source to every single selected manycast destination. Through development of ILPs and lower bound calculations, we have presented and evaluated heuristics that provide efficient use of network resources in both static and dynamic traffic scenarios, with reasonable costs in complexity and O-E-O induced delay. We have further demonstrated through the evaluation of comparable multicast flavors of these same heuristics that manycasting has superior destination-selection flexibility, thus providing better network resource usage lowering connection blocking. Our results pave the way for supporting next-generation, large-scale science applications with extremely high bandwidth demands, particularly in networks that cannot support all-optical splitting capabilities.
Future extensions include investigating the MA-DMN and MA-DAN overlay approaches in consideration of increasingly flexible switch architectures such as those that support dropand-continue functionality. Colorless, directionless, and contentionless equipment will reduce end-to-end delay resulting from O-E-O conversions, while new photonic Grid technologies enable more efficient and flexible wavelength assignment. Some applications mandate consideration of manycast destination candidates as heterogeneous nodes with variable costs based on their geographical distribution in the topology or their load. Our heuristics can be altered to consider such scenarios and incentivize lower-cost paths when constructing the logical overlay trees. Another extension of interest is the formal derivation of upper bounds for MA-DMN and MA-DAN.
