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NOTATION GLOSSARY 
The following notation is used consistently in this thesis. The i
th element of a vector v  is denoted 
by  i v . The i
th column of matrix  M  is denoted by  i M .  ij M  denotes the ( ) j i,
th element of matrix 
M . The following symbols are used consistently. The bracketed numbers refer to the equations in 
which they are defined.  
Scalars: 
n  Number of design parameters 
m   Number of response parameters 
r   Number of experiments 
t   Number of model terms 
p  Number of design parameter constraints 
q  Number of response parameter constraints 
 
Sets: 
W  Design space   ( 6 ) 
{ }
n
i r ￿ ˛ c c c , ,..., 1   Set of design sites   ( 13 ) 
{ }
m
i r ￿ ˛ y y y , ,..., 1   Set of simulated values  
 
Vectors: 
n x ￿ ˛   Design parameter values   ( 1 ) 
m y ￿ ˛   Response parameter values   ( 2 ) 
t m· ￿ ˛ b   Meta-model parameters 
t m· ￿ ˛ b ˆ   Estimated meta-model parameters 
n l ￿ ˛   Design parameter lower bounds  
  vi 
n u ￿ ˛   Design parameter upper bounds 
 
Matrices: 
( ) ( ) [ ]
t r T
r h h X




· ￿ ˛ = y y ... 1   Matrix of simulated values   ( 14 ) 
 
Functions: 
m n f ￿ ﬁ ￿ :   Black box function   ( 3 ) 
m n f ￿ ﬁ ￿ : ˆ   Meta-model function   ( 15 ) 
p n d g ￿ ﬁ ￿ :   Design parameter constraint functions   ( 5 ) 
q m r g ￿ ﬁ ￿ :   Response parameter constraint functions   ( 7 ) 
￿ ﬁ ￿
m o g :   Objective function   ( 8 ) 
t n h ￿ ﬁ ￿ :   Basis function  
￿ ﬁ ￿ · ￿
n n : r   Distance between two design sites   
 
Abbreviations: 
APF  Approximate Pareto Front 
ASI  Attained Subdivision Index 
BLUP  Best Linear Unbiased Predictor 
CAD  Computer Aided Design  
CAE  Computer Aided Engineering 
CART  Classification and Regression Tree  
CFD  Computational Fluid Dynamics  
  vii 
CMM  Collaborative Meta-Modeling 
CV-RMSE  Cross-validation Root Mean Squared Error 
DACE  Design and Analysis of Computer Experiments 
DfSS  Design for Six Sigma 
DoCE  Design of Computer Experiments 
DoE  Design of Experiments 
FEA  Finite Element Analysis 
GP  Genetic Programming 
IFFD  Iterated Fractional Factorial Design 
IMSE  Integrated Mean Squared Error 
LHD  Latin Hypercube Design 
LP  Linear Programming 
MARS  Multivariate Adaptive Regression Splines 
MDO  Multi-Disciplinary Optimization 
MDDO  Meta-model Driven Design Optimization 
MLE  Maximum Likelihood Estimation 
MLSM  Moving Least Squares Method  
MOCO  Multi-Objective Combinatorial Optimization 
NAND  Nested Analysis and Design 
NLP  Non-Linear Programming 
OAT  One-At-a-Time (design)  
  viii 
ODDO  Objective Driven Design Optimization 
PCB  Printed Circuit Board 
RBF  Radial Basis Functions  
RMSE  Root Mean Squared Error 
SA  Simulated Annealing 
SAND  Simultaneous Analysis and Design 
SB  Sequential Bifurcation 
SFDP  Space-Filling Design Problem 
SO  Structural Optimization 
SOCO  Second-order Cone Optimization 
SVM  Support Vector Machine 
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1   Chapter 1 
1.   INTRODUCTION 
This chapter provides an introduction to simulation-based design optimization. Section  1.1 
describes the context, the problem formulation and a classification of methods. Section  1.2 
elaborates on the framework of the Meta-Model Driven Design Optimization (MDDO) approach. In 
Section 1.3, an overview of the most important references is given for each of the steps in the 
MDDO framework. In Section 1.4, we give an overview of the most important practical issues 
when using the MDDO method.  Section 1.5 concludes this chapter with a description of the 
contributions of this thesis. 
1.1  Design exploration 
1.1.1  Context 
Designing a product or process has become more complex during the last decade. Due to the ever-
increasing competition on many global markets, designers are faced with the problem of finding 
better designs in less time while exploring the boundaries of current technology. 
During the 1980’s, virtual prototyping (also called Computer Aided Design (CAD) and Computer Aided 
Engineering (CAE)) were successfully introduced into the engineering community. New products 
were first designed on the computer by simulation, in order to predict fundamental design problems 
as early as possible in the design process. Prototyping more than one concept and selecting the best 
suddenly became affordable. This led to the concept of aiming to use only one physical prototype 
before going into production. 
During the 1990’s, many academic publications appeared on the subject of design exploration: learning 
about the behaviour of a product or process in reality by using a virtual prototype. Structural 
Optimization (SO) (see e.g. Barthelemy and Haftka [1993]) and Multidisciplinary Optimization (MDO) 
(see e.g.  Sobieszczanski-Sobieski and Haftka [1997])  are scientific fields that search for 
methodological improvement in virtual design. Major industrial companies followed, e.g. in the 
automotive and aerospace industry. See also Oden [2006]. 
Another trend of the 1990’s is the increasing popularity and success of the Six Sigma approach for 
process improvement (see  e.g. Pyzdek [2003]). Using this structured approach,  the quality of  
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processes is increased. However, it appears that about 70% of all problems that are solved with 
process improvement can be prevented during design. Therefore, Design for Six Sigma (DfSS) (see 
e.g. Stamatis [2002] and Yang and El-haik [2003]) is one of the most promising trends of recent 
years in the design and engineering communities. It gives designers a structured way of working 
towards the aim of creating new products that can be manufactured with high yield (Six Sigma level ) 
from day one without the need of improvement of the manufacturing process.  
Virtual prototyping plays an important role in DfSS (see e.g. Koch et al. [2004]). Techniques that 
were initially developed for design exploration lend themselves perfectly for use in DfSS. They are 
not only used to find the best (nominal) design, but also to assess its robustness as early as possible. 
Situations that only rarely occur in reality can be evaluated very early in the design process using 
simulations. 
The ever-increasing importance of virtual prototyping has amounted to more than $ 1 billion spent 
annually in engineering design software worldwide, and another $ 10 billion in engineers and 
infrastructure. These investments have led to an increasing amount of software that has become 
available over the last years. Software is not only used for predicting the quality of a product or 
process, but also for the analysis of data that is generated with virtual prototyping software. The 
continuous development of one of these data  analysis packages,  called  COMPACT (see 
www.cqm.nl), has been an important motivation for this thesis. Some of the new techniques that 
are presented in this thesis have found their place in this software package. Other data analysis 
packages include HEEDS (see www.redcedartech.com), DOT (see Vanderplaats [1984]) and ISight 
(see Koch et al. [2002]). Data analysis modules are sometimes integrated into virtual prototyping 
software; see e.g. the electromagnetism simulation program ADS Momentum (Dhaene [2005]). 
1.1.2  Problem formulation 
We assume that a design can be represented by a limited number of design parameters. The values of 
the design parameters can  define, e.g.,  the geometry of a new ship  (see Section  6.2)  or the 
temperatures in a furnace (see Section 6.4). The values of design parameters can by definition be set 
easily by the designer, both in the virtual environment and in reality.  
The values of the design parameters define the design, and therefore, its quality. In the sequel, we 
represent a design by the n-dimensional vector 
  n x ￿ ˛ .  ( 1 )  
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In some design exploration problems, (some of the) design parameters can only take integer values. 
In those cases, we denote this constraint separately. The quality of a design can be characterized by 
a limited number of response parameters, also known as Key Performance Indicators (KPIs) or Critical To 
Quality (CTQs). Examples of such response parameters are the safety of a ship or the stresses in the 
glass tube of a television. We define the values of the response parameters as the m-dimensional 
vector 
  m y ￿ ˛ .  ( 2 ) 
Response parameters may be influenced by factors that the designer cannot control in reality. These 
factors are called noise parameters; see Taguchi [1993]. Examples of such parameters are the humidity 
in a production process or the usage conditions of a new product. Virtual prototyping is an 
important way of dealing with noise parameters, since they can usually be controlled in simulation. 












Figure 1. Schematic representation of the black box and its inputs and 
outputs. 
In virtual prototyping, the relation between the response parameters and the design parameters is 
often implicit, i.e., there is no known explicit function that defines the response parameters in terms 
of the design parameters. See Figure 1. We call such an implicit relation a black box. In the context 
of this thesis, the black box is actually a simulation tool. However, since a large part of the theory 
presented is generally applicable to black boxes, we use the term black box. An example of a black 
box is a Finite Element Analysis (FEA) model. One evaluation of a black box may be very time-
consuming. Examples exist in which one simulation takes two days on a modern computer. In this 
thesis, we assume that simulations are deterministic, i.e., when the same design and noise parameters 
are entered into the black box twice (replicate  experiments), this  results in exactly the same 
response parameter values. For virtual prototyping applications in engineering, this assumption is 
usually true. However, simulation models exist for which this does not hold, e.g., when a random 
number generator is used, as is often the case in discrete event simulation (see e.g. Fishman [2001]).  
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Although throughout this thesis we assume black boxes to be deterministic, they may suffer from 
what is called numerical noise. This means, that small deviations in the design parameters lead to 
relatively large changes in the response parameters compared to the reality described by the black 
box. This could occur for example in an FEA model in which the geometry is parameterized by a 
number of design parameters. A small change in the geometry (design parameters) may lead to a 
completely different mesh in the FEA model, causing relatively large changes in the outputs. We 
define the black box evaluation that defines the relation between the response parameters and the 
design parameters by  
  m n f ￿ ﬁ ￿ : .  ( 3 ) 
The design space is the set consisting of all combinations of design parameter values that can be 
evaluated by the black box, and that we want to consider in the design exploration. We assume that 
the design space is bounded, i.e., for each design parameter we can identify upper and lower 
bounds: 
  u x l £ £ ,  ( 4 ) 
in which l and u  are n -dimensional vectors containing all lower and upper bounds, respectively. 
These constraints are called box constraints. 
The design space is often further restricted by additional constraints that follow from the designers’ 
a-priori knowledge. This a-priori knowledge may be either knowledge of which combinations of 
design parameter values might lead to a good design and which will probably not, knowledge of the 
combinations of design parameters that lead to physical restrictions,  or knowledge  of the 
combinations of design parameters for which the black box can or cannot be evaluated. We assume 
that this knowledge can be formulated explicitly using design parameter constraints, which we define as 
  p n d g ￿ ﬁ ￿ : .  ( 5 ) 
We define the design space as 
  ( ) { } 0 , ‡ £ £ ￿ ˛ = W x g u x l x
d n .  ( 6 )  
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Usually, not all combinations of design parameters lead to a design that complies with specification 
with respect to the response parameters. Constraints that limit the response parameter values are 
called response parameter constraints, which we define as  
  q m r g ￿ ﬁ ￿ : .  ( 7 ) 
Further, we assume a scalar objective function, which quantifies the quality of the design as a function 
of the response parameters. We define this function as 
  ￿ ﬁ ￿
m o g : .  ( 8 ) 
A design is called feasible if all design parameter constraints and all response parameter constraints 
are satisfied. The main goal of design exploration is to the find the optimal design. The optimal design 
is the feasible design for which the objective function is minimal (or maximal). So, the optimal 
design can be found by solving:  























  ( 9 ) 
Note that this is not a regular mathematical programming problem, since the function  f , in 
contrast to 
o g , 
d g  and 
r g , is implicit (in Den Hertog and Stehouwer [2002], this type of problem 
is called High Cost Non Linear Programming). Solving this problem with an acceptable amount of 
black box evaluations is the main issue in design optimization. 
However, optimization is frequently not the only goal. Often, engineers need to get insight into the 
relations between response parameters and design parameters. From these relations, design rules can 
be deduced. These rules can be added to the knowledge base and used in the concept selection of 
future designs. Further, the use of modeling techniques forces designers to make the implicit 
assumptions and the gaps in their knowledge explicit. Design exploration is the process of learning 
from simulation and analysis. In this thesis, we treat design optimization as one type of design 
exploration.   
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1.1.3  Example 
For clarity, we give an example problem, in which the above-mentioned concepts are further 
explained. This example is taken from Parry et al. [2003], in which a heat sink is optimized. A heat 
sink is a device that is mounted on a component that generates heat, e.g. a microprocessor. See 
Figure 2. 
The function of a heat sink is the facilitation of the flow of heat out of the component. It consists 
of an unspecified number of metal fins placed on a base. Given the surrounding, i.e., the other 
components, the Printed Circuit Board (PCB), the system lay-out, and the fans, the temperature rise in 
the component on which the heat sink is mounted can be calculated using a time-consuming 
Computational Fluid Dynamics (CFD) calculation. 
             
Figure 2. A schematic representation of the airflow through a heat sink 
with fifteen fins (left) and with five fins (right) (source: 
www.flomerics.com). 
Suppose a 20mm x 20mm thermally enhanced board-mounted component, powered at 10W, has 
to be cooled below the design limit for the junction temperature of 95ºC (100ºC minus a 5ºC safety 
margin), based on a local ambient temperature of 45ºC. The objective of the optimization is to find 
the cheapest heat sink that can be used to achieve this by natural convection. We cannot directly 
calculate the cost of a heat sink. However, we can assume that the cost relates to the mass of the 
heat sink. Therefore, we take the response parameters that are listed in Table 1 into account. 
Response parameter  Symbol  Unit  Min value  Max value 
Heat sink mass  m   g  N/A  N/A 
Component temp. rise  T   ºC  N/A  50 
Table 1. The response parameters in the example case. 
The heat sink is parameterized by the design parameters listed in Table 2.   
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Design parameter  Symbol  Unit  Min value (l )  Max value (u ) 
Fin Height  fin h   mm  10  55 
Base Width  base w   mm  30  60 
Base Length  base l   mm  30  60 
Number of fins  fin n   -  5  50 
Fin Thickness  fin t   mm  0.5  2.5 
Base Thickness  base t   mm  1.0  5.0 
Table 2. The design parameters in the example case. 
To ensure that the heat sink fits into the system, the overall height of the heat sink is restricted by a 
design parameter constraint: 
  55 11 £ + £
fin base h t .  ( 10 ) 
The optimization task presented here is challenging for several reasons: 
•  For a given design, the mass and temperature rise are the output of a time-consuming 
calculation (approximately 30 minutes). 
•  There is a trade-off between the mass and the rise in temperature: increasing the mass 
causes more heat to flow through the heat sink. 
•  One of the parameters (
fin n ) can only take integer values. 
•  The range over which the parameters are being varied is large. 






, , , , ,
50
55 11
, , , , ,












T base fin fin base base fin
fin base
base fin fin base base fin
base fin fin base base fin
t t n l w h T m
n
u t t n l w h l
T
h t
t t n l w h f T
t t n l w h f m
m
base fin fin base base fin
  ( 11 ) 
in which l and u  are the bounds given in Table 2. Note that with the exception of the integrality 
constraint, this is a special instance of the general case ( 9 ):   
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  ( 12 ) 
For more example problems, see also Chapter 6 of this thesis. 
1.1.4  Approaches 
Approaches to design exploration that can be found in the existing literature can be categorized 
into two categories:  Objective Driven Design Optimization (ODDO) and  Meta-model Driven Design 
Optimization (MDDO). ODDO approaches aim primarily at finding the optimal design, whereas 
MDDO approaches aim primarily at finding explicit functions that approximate the behavior of the 
black box on the entire design space with acceptable accuracy, and subsequently using them for 
finding the optimal design. The explicit approximating functions are called meta-models, since they 
represent a “model of a model” (see Kleijnen [1987]). Meta-models are also called approximating 
models, compact models or response-surface models. The different philosophies on priorities in design 
exploration have a large impact on the methods that are chosen in ODDO and MDDO.  
 
Figure 3. A graphical overview of the black box evaluations in the design 
space for a local approximation ODDO approach. ( Legend: the white 
dots denote the experiments, the grey area represents the design space, the 
squared regions represent the moving trust-region) 
In ODDO, black boxes are evaluated sequentially, based on (a selection of) the results of previous 
evaluations. ODDO approaches can be categorized into two categories: local approximation methods 
and global approximation methods. Local approximation methods build meta-models of the black box 




d(x1, x2) = 0 
optimum  
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Often, linear or quadratic meta-models are used. Within the trust region, the optimal design is 
calculated based on the meta-models. The optimal design is then simulated and the trust region is 
relocated. Because this strategy may cause the evaluated simulations to be located in the design 
space in a way that is bad for the quality of the meta-model, sometimes a geometry improving iteration is 
generated. Figure 3 gives an example of the trust region movement during a design exploration. For 
examples of local approximation ODDO approaches we refer to the work of Loh and 
Papalambros [1991], Toropov [1999], Powell [1994], Conn and Toint [1996], Etman [1997], 
Alexandrov et al. [1998], Marazzi and Nocedal [2002], Van Keulen and Vervenne [2002] and 
Driessen [2006].  
Global approximation ODDO approaches overcome this drawback, by creating meta-models that 
are valid on the entire design space. Although the entire design space is explored, finding the 
optimal design is still the primary goal. Based on all previous black box evaluations, a meta-model is 
created that approximates the black box on the entire design space, and the optimal design is 
predicted. This design is evaluated, and a more accurate meta-model is created using the added 
experiment. To prevent the algorithm to explore only a small part of the design space, sometimes 
meta-model improving  iterations are  carried out.  An example of a global approximation ODDO 
approach is the EGO algorithm, which can be found in Jones et al. [1998]. For other examples, we 
refer to Gutmann [2001] and Regis and Shoemaker [2005]. An overview of global approximation 
ODDO approaches can be found in Jones [2001]. 
 
Figure 4. A graphical overview of the black box evaluations in the design 
space for an MDDO method. (Legend: The experiments denoted by the 
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MDDO approaches also create meta-models that are valid on the entire design space. In contrast to 
global approximation ODDO methods, the main goal of MDDO approaches is the creation of a 
good meta-model, instead of finding the optimal design. First, an experimental design consisting of 
combinations of design parameter values is determined. See  Figure  4.  After the black box 
evaluations are carried out according to the design, a meta-model is created and validated. If the 
meta-model turns out to be not accurate enough, then more black box evaluations are carried out 
in order to create a more accurate meta-model. When the meta-model is considered to be accurate 
enough, it is used for optimization and other types of analysis.  
ODDO methods and MDDO methods are complementary: after first searching for good areas in 
the design space using an MDDO method, ODDO methods can be used to further optimize the 
design in a smaller design space. In the remainder of this section, we compare ODDO and MDDO 
approaches. ODDO methods usually need fewer black box evaluations to converge to a locally 
optimal design than MDDO methods. They are typically used in situations in which an MDDO 
approach is too time-consuming; for example, when the number of design parameters is high, the 
design optimization problem is known to be highly nonlinear, or the black box evaluations are 
extremely time-consuming. Although MDDO methods usually require more black box evaluations 
than ODDO methods, the advantage of having accurate meta-models is considerable: 
Fast re-optimization: After the design optimization problem has been solved, new insights may 
lead to an adapted objective function and new or adapted constraints.  Therefore, a new 
optimization problem needs to be solved. In local approximation ODDO approaches, this would 
usually require new time-consuming black box evaluations. In the MDDO approach, however, 
when the design space is not increased, globally valid meta-models already exist, and there is no 
need for more black box evaluations for solving the adapted optimization problem.  
Multiple Objective Optimization:  In many optimization problems, there is not just one 
objective. When a range of objectives need to be minimized (maximized), it is often very difficult to 
decide a-priori on the trade-off for these objectives in the objective function. In MDDO methods, 
this decision can be made after the meta-models are created. A large number of optimization 
problems in which different trade-offs are  made can be solved without additional  black box 
evaluations, often leading to many interesting designs. 
Insight: As mentioned earlier, optimization is usually only one of the goals in design exploration. 
In many cases, it is also important to gain knowledge from the black box evaluations. Globally valid 
meta-models help to get insight in the relation between the response parameters and the design  
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parameters. A meta-model gives insight in the relative importance of design parameters, and thus 
helps, for example, to identify the design parameters that have a large influence on the quality. 
Parallelization: In MDDO, it is usually known a-priori which evaluations of the black box are 
needed. This knowledge can easily be used when multiple processors are present, by starting up 
multiple evaluations simultaneously. An example of parallelization can be found in Section 6.3. 
Global Optimization: MDDO approaches search over the entire design space for a globally 
optimal design. This is an important advantage over local approximation ODDO approaches, 
especially when the design optimization problem is not convex. 
Validation of simulation tool: Abnormal behaviour of the meta-model in a specific part of the 
design space or large inaccuracy of the meta-model for some experiments may indicate that the 
meta-model is partly based on erroneous results (outliers). The meta-model can help to identify the 
outliers. This is a starting point for finding out what went wrong. Further, the meta-models may 
contradict intuition. This is usually a motivation for further inspection of the black box. 
Flexibility: The meta-model that is created based on the black box is usually much more flexible 
than the black box itself. Non-simulation experts can easily interpret the results and explore new 
designs. Further, the meta-model can be transferred to local development centers without the need 
for investment in extra virtual prototyping software licenses and expertise.  
MDDO approaches are the subject of this thesis. In Section 1.2, we describe the framework for the 
MDDO approach. In Section 1.3, we discuss an overview of existing MDDO approaches using 
this framework. 
1.2  Meta-model driven design optimization 
MDDO approaches all follow a framework consisting of (a selection of) the following six steps: 
1.  Problem setup  
2.  Screening 
3.  Design of Computer Experiments (DoCE) 
4.  Black box evaluations  
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5.  Meta-modeling 
6.  Analysis 
If (one of) the meta-models created in step 5 is not accurate enough, more experiments may be 
added (step 3 and 4). Step 2 is sometimes skipped, for example, when it is known a-priori that all 
design parameters are important. In some approaches, step 2 is incorporated in the other steps (see 
e.g. Welch et al. [1992]). Some MDDO methods add new experiments sequentially, in contrast to 
the above described one-step approach. However, Jin et al. [2002] conclude that these sequential 
methods do not necessarily lead to better meta-models. In the sequel, each of these steps will be 
described shortly. In Section 1.3, we describe for each step a summary of the approaches as they 
appear in existing literature. 
Problem setup: In the first step of the MDDO method, a mathematical problem specification is 
set up (see ( 9 )). This very important phase is often underestimated. In the subsequent phases 
design decisions are made, based on the models that are developed according to specifications set 
up in the problem specification phase. In this phase, we have to decide which design parameters 
may be important and which response parameters are needed for judging the quality of a specific 
design. Furthermore, design parameter constraints have to be defined and it has to be decided how 
many simulation runs are going to be performed. 
Screening: Screening is the process of identifying the critical design parameters, i.e., selecting the 
design parameters that have a relatively large influence on at least one of the response parameters. 
This is useful when the number of possibly important design parameters is large, since the number 
of black box evaluations that are needed for the creation of meta-models increases exponentially 
when the number of design variables increases. This increase is usually referred to as the curse of 
dimensionality (Bellman [1961]).  
Design of  Computer  Experiments:  Design o f  Computer  Experiments is  the technique for 
finding the best combination of design sites (design parameter values of the experiments) for relating 
response parameters to design parameters, i.e., it prescribes the black box evaluations that need to 
be performed. In the sequel, the set of design sites, also called (experimental) design is denoted as 
  { }
n
i r ￿ ˛ c c c , ,..., 1 .  ( 13 )  
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Design of Experiments (DoE) is a widely known and elaborately described subject in statistics. Many 
concepts in DoE are based on experimenting with real systems instead of computer models. For 
example,  blocking,  randomization and  replication have no meaning in  deterministic  computer 
experiments (see Sacks  et al. [ 1989a]). These differences call for other criteria on which 
experimental designs are chosen. We elaborate on these differences and criteria in Section  1.3. 
Further, even though computer experiments are time-consuming, they are usually considered to be 
cheaper than real experiments, giving room for more experiments and therefore, more design 
parameters that can be varied. This requires increased flexibility with respect to the number of 
design sites that is proposed. 
Black box evaluations: In the fourth step, the black box evaluations corresponding to the design 
sites are performed. We define the response matrix containing the response parameter values 
corresponding to the experiments as 
  [ ]
m r T
r Y
· ￿ ˛ = y y ... 1 ,  ( 14 ) 
where 
m
i ￿ ˛ y  is the vector containing the response parameter values corresponding to the i
th 
experiment. 
Meta-modeling: During the meta-modeling phase, the relation between the design parameters and 
the response parameters is approximated, based on the black box evaluations. The exact relation is 
given by the black box, but as mentioned earlier, for practical reasons the number of evaluations of 
the black box is limited. Therefore, the behavior is approximated, based on a limited amount of 
experiments. The principle of parsimony from the scientific method prescribes that a theory (model) 
that is used to explain the observed results should be as simple as possible (see e.g. Gauch [2002]). 
A good meta-model accomplishes this task. In the mathematical field of approximation theory, 
many methods are known for  the  approximation of functions by simpler functions. In the 
following, we will refer to the meta-model as 
  m n f ￿ ﬁ ￿ : ˆ .  ( 15 ) 
An important step in the creation of a meta-model is its validation. We need to be certain enough 
that the created meta-model not only represents the observed data, but is also able to make 
predictions for new design sites on which the meta-model is not based. It may be concluded from 
the validation statistics, that the meta-model cannot make predictions on new design sites that are 
accurate enough. Two conclusions may be drawn from this observation: the assumptions that were  
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made for the meta-model structure were false, or the assumptions were right, but the amount of 
information from the experiments is not enough for the creation of an accurate meta-model. The 
first conclusion leads to fitting a new meta-model type, the second conclusion leads to the addition 
of more experiments (steps 3 and 4). 
Analysis: After meta-models are created that are accurate enough, they can be used in the analysis 
phase. We can predict designs that were not evaluated with the black box, create plots of the 
relation between response parameters and design parameters, and analyze the sensitivity of a 
response parameter to a change in a design parameter. Further, we can solve the approximate design 
optimization problem: 























  ( 16 ) 
Note that this optimization problem is explicit, in contrast to the optimization problem ( 9 ), since 
we substituted the black box evaluations  ( ) x f  by the meta-models  ( ) x f ˆ . This problem can be 
solved using classical (nonlinear) optimization methods. However, problem ( 16 ) may be non-
convex. A practical way of dealing with multiple local optima is to use a multi-start technique: the 
problem is solved using a number of starting points. The design sites that are created in step 3 of 
the MDDO method are usually good candidates for these starting points, since they are usually 
scattered through the entire design space. 
Another type of analysis that is often used is sensitivity analysis. For a given designx , we can calculate 
the effect of small changes in x  on the (predicted) response parameters using the meta-models. We 
can evaluate the robustness of a setting  x , for example by calculating the derivatives  x y ¶ ¶  or using 
Monte Carlo analysis. In Monte Carlo analysis, a probability distribution is assumed on (some of) the 
design parameters. A realization of the design parameters is drawn from a probability distribution, 
and the corresponding response parameter values are  estimated using the meta-models. This 
process is repeated thousands of times in order to assess the influence of the probability 
distribution on the response parameters or on the objective function. The results of the Monte 
Carlo analysis can be visualized in a histogram; see e.g. Section 6.3.  
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Another type of analysis that is often useful is bound sensitivity analysis. Using this type of analysis, we 
can calculate the effect of changing a bound on the optimal value of a design parameter, on the 
optimal value of a response parameter or on the optimal value of the objective function. We can 
use bound sensitivity analysis to create trade-off curves when more than one objective should be 
optimized; see e.g. Section 6.4.4, in which a Pareto Efficient Frontier of two objectives is given. 
1.3  Literature survey 
In the next subsections, we discuss the most important literature per step. This literature survey is 
not intended to give a complete categorization of every article published on the use of the MDDO 
method, but serves as a background for the remainder of this thesis. Therefore, some subjects may 
get more attention then they would get in a review article. 
1.3.1  Problem setup 
In the literature, little attention is given to the setup of a design exploration problem. In Stinstra et 
al. [2001], some suggestions are given on practical issues in parameterization of design optimization 
problems. In this section, we treat three issues in parameterization: compound responses, selection of design 
parameters, and redundant parameterization.  
Compound responses are explicitly known functions that depend on more than one response 
parameter. For example, it is often necessary to minimize the maximum over a number of response 
parameters (see e.g. Section 6.4.2). There are two approaches to define such compound response 
parameters: 
•  Generate one meta-model for the compound response, i.e., treat the compound response 
as one response parameter. 
•  Generate  meta-models for the original (non-compound) response parameters y , and 
substitute them into  a response parameter function ( ( ) y g
r
i )  during prediction and 
optimization. 
We observe that in practice often the first approach is followed, while in our opinion the last choice 
is usually the best one. The main reason for our preference is that in the second approach the 
known function structure  ( ) y g
r
i  is used, whereas in the first approach this has to be re-discovered 
by the meta-model. As a result, the meta-model for the compound response is usually less accurate 
than the models fitted to the individual response parameters. This has a negative effect on the  
  16 
prediction power of the models. A disadvantage of the second method is the requirement of 
multivariate analysis for the second approach. 
Figure 5 illustrates both approaches. The  x -axis represents a design parameter value, the  y -axis 
represents  the maximum of three  response  parameters that depend linearly on the design 
parameter. Creating meta-models for the individual linear response parameters is more efficient 
than creating a meta-model for the compound  response, which is discontinuous in the design 
parameter. There are two reasons for this efficiency increase. First, for an accurate fit of all linear 
meta-models, only two black box evaluations are needed. When we want to create one accurate 
meta-model on the compound  response, we need more black box evaluations.  Second, the 
individual response parameters can be approximated by relatively simple polynomial models. 
Approximating the compound response requires more complex models than polynomials because 
of the discontinuities.  
                            
Figure 5. On the left is the situation in which a meta-model is created for 
all three response parameters. On the right is the situation in which one 
meta-model is created on the compound function. 
Note that following the approach of creating meta-models for individual response parameters 
results in more meta-models. This is usually not a problem though, since the amount of time 
needed to fit a meta-model is usually negligible when compared to a black box evaluation.  
Another important issue is the selection of design parameters and their representation in the design 
optimization problem. The importance of transformations of design or response parameters is 
often underestimated. Not using transformations can lead to highly nonlinear meta-models that do 
not give the designer much insight, whereas linear meta-models might have been sufficient after a 
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Another situation that should be avoided is redundant parameterization: a parameterization for 
which the same design is defined by two locations in the design space. For example, consider the 
situation in which two identical objects are located in a one-dimensional space. The location of 
both objects are defined by the value of a design parameter,  1 x  and  2 x  respectively. Then, the 
design  ( ) ( ) 50 , 20 , 2 1 = x x  represents the same situation as the design  ( ) ( ) 20 , 50 , 2 1 = x x . So, symmetry 
may cause multiple different design sites to specify the same design, resulting in a design space that 
is unnecessary large. Using different design parameters or restrictions on combinations of design 
parameters can  avoid  such a situation.  In Chapter  5, we present some more aspects of 
parameterization and decomposition of compound  response parameters using the  Collaborative 
Meta-modeling (CMM) approach. 
1.3.2  Screening  
Many publications have appeared on screening designs for general (not necessarily simulation-
based) experiments. Examples of screening designs are Fractional Factorial designs and Plackett Burman 
designs (see Montgomery [1984]). 
In Campolongo et al. [2000], an overview of screening methods for computer experiments is given. 
Screening methods can be subdivided into  individual screening designs and  group screening designs. 
Individual screening designs need at least one black box evaluation per factor in order to determine 
its relevance. Group screening designs subdivide the set of design parameters into clusters. The 
importance of the clusters is then investigated and new clusters are formed. 
Examples of individual screening designs are One-At-a-Time (OAT) designs, in which a single design 
parameter is varied compared to a previous experiment. Typically – but not necessarily – ,OAT 
designs are used locally, i.e., only small (local) steps are made. Therefore, the results may depend 
heavily on the base design around which the steps are taken. Morris [1991] introduced OAT 
designs that  can be used for global sensitivity analysis by sampling a number of OAT designs 
through the design space, and subsequently estimating the main effects of the design parameters. 
The number of evaluations is much larger than the previously mentioned OAT designs, but the 
number of experiments increases only linearly in the number of design parameters. Compared to 2
n 
or 3
n designs that increase exponentially  in size  when  n   (the number of design parameters) 
increases, this is more efficient. 
Because group screening designs  aggregate design parameters into  clusters, the number of 
evaluations that is needed to identify the most important individual parameters is usually less than  
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the number of design parameters. Therefore, this class of designs is also referred to as supersaturated 
designs. An example of a group screening design is the Iterated Fractional Factorial Design (IFFD) 
introduced by Andres and Hajas [1993]. First, design parameters are assigned randomly to clusters. 
Then, a two-level Fractional Factorial design is created, in which the factors represent the clusters. 
Further, low and high values for each group are switched randomly per iteration. After the black 
box evaluations, influential clusters are detected. This process is repeated for a fixed number of 
iterations. The significant design parameters must be in the intersection of the influential clusters.  
Another group screening design technique is Sequential Bifurcation (SB), see Kleijnen et al. [2006]. 
The main assumptions of SB are the assumption that interaction effects are important only if the 
corresponding main effects are important, and the assumption that the signs of the main effects are 
known. In practice, this is often the case. SB works as follows. First, a random assignment of design 
parameters to clusters is made. A-priori knowledge may be used for assignments that are more 
efficient. The relevance of the clusters is investigated. Then, the design parameters that were in the 
non-relevant clusters are deleted from the set of possibly relevant  design parameters, and new 
(smaller) clusters are generated by assignment of the remaining design parameters. As design 
parameters are deleted, the clusters will become smaller, and eventually consist of only one factor. 
These factors are the most important design parameters. 
In Trocine and Malone [2000], a number of issues is raised considering screening designs. For 
example, the price one has to pay for using fewer experiments in a Fractional Factorial Design is 
the decrease in its ability to estimate interaction effects. Further, one factor might cancel out the 
effect of another factor, which is an effect that could be overlooked. In group screening 
procedures, interactions between factors from different groups that do not have important main 
effects are ignored. Besides pointing out these issues, Trocine and Malone present a decision tree to 
guide the user to a type of screening design for a given situation. 
1.3.3  Design of Computer Experiments 
The best type of design for a given situation depends on the assumptions that can be made about 
the black box and on the beliefs about the relationship between the response parameters and the 
design parameters. For an overview of Design of Computer Experiments, we refer to Koehler and 
Owen [1996]. In the following, we first discuss the criteria for which we need no assumptions on 
the meta-model structure. Next, we discuss criteria for which we need those assumptions.  
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Criteria for which no meta-model assumptions are made 
When no assumptions can be made on the black box and the meta-model that will be used, 
maximizing the amount of information means that all experiments should ‘fill’ the entire design 
space as good as possible. Experimental designs that have this property are called  space-filling 
experimental designs. We mention three measures that quantify space-fillingness: Maximin, Minimax 
and Uniformity.  
A Maximin design is a design for which the minimal distance between any two design sites is 
maximal according to a metric  ( ) j i c c r , , i.e.,  a design for which the following criterion is 
maximized: 
  { } ( ) ( ) j i
j i j i
r




= .  ( 17 ) 
The value of  { } ( ) r
maximin J c c ,..., 1  is called the separation distance of a design. The second measure, 
which is more difficult to compute, is the Minimax criterion. A Minimax design is a design for 
which the maximal distance between an arbitrary point in the design space to the nearest design site 
is minimal according to a metric  ( ) j i c c r , , i.e., minimizing 
  { } ( ) ( ) i
i x
r
inimax m x J c r c c , min max ,..., 1
W ˛
= .  ( 18 ) 
Johnson  et al. [1990] are the first authors that mention Maximin and Minimax experimental 
designs. The third measure for space-fillingness is Uniformity, defined by the discrepancy function 
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J   ( 19 ) 
in which  ) , 0 [ x  is the interval  ) , 0 [ ... ) , 0 [ 1 n x x · · ,  { } ( ) A N r , ,..., 1 c c  the amount of design sites from 
{ } r c c ,..., 1  in  A,  ( ) A vol  the volume of  A and d  a positive integer. Minimal discrepancy means that 
the design is as close as possible to the uniform design. Uniform designs are therefore also called 
low-discrepancy designs. See Niederreiter [1992] and Fang and Wang [1994]. Hickernell [1998] 
points out weaknesses of this uniformity criterion and proposes modified discrepancy functions, 
e.g. the centered discrepancy function.  Kalagnanam and Diwekar [1997] propose a method  to 
construct low discrepancy  designs using  Hammersley Sequence Sampling, based on the method 
proposed by Hammersley [1960] for Quasi-Monte-Carlo Sampling.  
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There may be dimensions that are not important, i.e., the response parameters do not change if 
those design parameters are changed. This may cause a space-filling design to collapse. If one or 
more  design parameters turn out to be unimportant,  design sites may coincide in the lower-
dimensional subspace consisting of only the important design parameters. Therefore, we  get 
replications, and since experiments are assumed to be deterministic, this is a waste of resources. In 
other words, we need an experimental design, which not only yields maximal information, but also 
has good projectional properties. When the design is projected onto a subset of dimensions, it should 
still be space-filling in this sub-design space. Figure 6 shows an example of a circle packing. It is 
easy to see that a circle packing solution can be transformed linearly into a Maximin space-filling 
design. The resulting space-filling design collapses to five replications of six experiments when the 
vertical dimension is unimportant, and collapses to three replications of ten experiments when the 
horizontal dimension is unimportant.  
For this reason, the Latin Hypercube Design (LHD) (see McKay et al. [1979]) is frequently used in 
combination with computer experiments. An LHD is defined as a design that is perfectly space-
filling when projected onto any dimension. This means that for all design parameters, all 
experiments take a different value for that design parameter. Therefore, an LHD cannot collapse by 
definition when it is projected onto a subset of the design parameters. An example of an LHD is 
given in Figure 7.  
Given the design space and the number of experiments, many different LHDs can be chosen. This 
gives room for optimal LHDs, e.g. minimal Integrated Mean Squared Error (IMSE) LHDs (see ( 21 )), 
maximal Entropy LHDs (see ( 26 )), or Maximin LHDs (see ( 17 )). Park [1994] introduces the 
concept of optimal LHDs based on minimal IMSE and maximum entropy. Fang et al. [2002] 
introduce optimal LHDs based on the centered  L2 discrepancy criterion.  Bates et al. [2003] 
introduced  optimal  LHDs using the  Audze Eglais criterion for uniformity. Van Dam [2005] 
investigates LHDs using the Minimax criterion (see ( 18 )). Van Dam et al. [2006] describe methods 
for the construction of  two-dimensional space-filling LHDs.  Jin et al. [2005] show how the 
computational efficiency can be drastically improved for the construction of optimal LHDs. 
Morris and Mitchell [1995] describe a Simulated Annealing (SA) based algorithm for the construction 
of Maximin LHDs based on an adapted measure that is minimized:  
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approx J ,  ( 20 ) 
with d  a fixed integer. When d  equals infinity, this criterion is equivalent to the Maximin criterion 
as defined in ( 17 ). 
 
Figure 6. A 30 circle packing solution that collapses when one of the 
dimensions appears to be unimportant. (source: www.packomania.com) 
Similar to an LHD, a Lattice is an experimental design for which projection onto any (one) 
dimension results in a space-filling set of points. The construction of a lattice is specified by a prime 
number for each design parameter. If good prime numbers are chosen, this results in a reasonably 
space-filling  design. Bates  et al. [1996a] use Lattices for experimental designs for computer 
experiments. 
When a high-dimensional LHD or lattice is projected onto more than one dimension, it may turn 
out to be not very space-filling in those dimensions. LHD only guarantees good one-dimensional 
projectional properties. The Orthogonal Array (OA) is another type of experimental design that has 
been used in combination with deterministic black boxes. An OA is created by subdividing the 
design space into a grid of subspaces. The OA consists of an LHD for which in each subspace an 
equal amount of design sites is located. The entire OA may be optimized to the criteria that can be  
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used for the optimization of an LHD. For an example of a two-dimensional OA, see Figure 8. OA 
based LHDs are studied by Owen [1992] and Tang [1993]. 
 
Figure 7. A Maximin Latin Hypercube Design consisting of 12 design sites. 
The projection of the design on any dimension results in a space-filling 
design in that dimension. (source: www.spacefillingdesigns.nl)  
Criteria for which meta-model assumptions are made 
The Integrated Mean Squared Error (IMSE) criterion places the design sites in such a way that the 
expected mean squared error of the meta-model over the entire design space is minimized. More 
formally, a design { } r c c ,..., 1  is an IMSE design, when the following function is minimized: 
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2 1 ˆ 1
,...,
s
c c .  ( 21 ) 
Box and Draper [1959] introduce this criterion. From ( 21 ), it can easily be seen that the IMSE 
criterion depends on the meta-model structure. In the following, we describe this criterion for the 
Kriging model. Therefore, we first have to discuss some properties of this meta-model type. The 
Kriging model can be denoted as 
  ( ) ( ) ( ) ( ) x Z x h x f i i
T
i i + = b ˆ ,  ( 22 ) 
where 
m t· ￿ ˛ b  is a matrix of model parameters,  ( ) ￿ i h  is a vector of basis functions used for response 
parameter  i,  () ￿ i Z  is a random stationary process with mean zero and covariance of  x¢ and  x¢ ¢  
equal to  
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  ( ) ( ) ( ) ( ) x x R x Z x Z Cov i i i i ¢ ¢ ¢ = ¢ ¢ ¢ , ,
2 s ,  ( 23 ) 
with 
2
i s  the variance and  ( ) ￿ ￿, i R  the correlation function, on which we elaborate in Section 1.3.4.  
 
Figure 8. An orthogonal array consisting of 18 sites. Each subspace, 
denoted by the dashed lines contains only two sites. 
For the Kriging model, Sacks and Schiller [1988] prove that the IMSE criterion can be expressed as 
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trace ,..., s c c ,  ( 24 ) 
with  
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  ( 25 ) 
Sacks and Schiller [1988] introduce a Simulated Annealing algorithm for the creation of bounded 
integer IMSE design. Sacks et al. [1989b] introduce an NLP-based algorithm for the creation of 
IMSE experimental designs for continuous design spaces.  
In information theory,  Entropy is a measure that quantifies the amount of information. The 
maximum Entropy criterion is based on expected increase of entropy. Lindley [1956] introduces a 
measure for the amount of information  provided by an experiment, based on the information 
theory notion of expected increase in entropy as defined by Shannon [1948]. Shewry and Wynn 
[1987] show that if the design space is discrete,  minimizing the expected posterior Entropy is 
x1 
x2  
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equivalent to m aximizing the prior  Entropy. It can be shown for the Kriging model that 
maximizing the prior Entropy is equivalent to minimizing 
  { } ( ) ( ) ( ) i r
entropy
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Currin et al. [1991] describe the maximum entropy criterion for finding an optimal design. 
A major drawback of both the IMSE and the entropy criterion is that the correlation function is 
assumed to be prior knowledge, which is often not the case. Furthermore, the design is optimal for 
a specific correlation structure. Since all response parameters usually have different correlation 
structures,  the design will only be optimal for one response parameter. Alternatively, we  could 
create a design separately for each response parameter, which is obviously not efficient. 
1.3.4  Meta-modeling 
Many types of meta-models have been used to approximate deterministic black boxes. In this 
section, we mention the most frequently used model types. Next, we describe techniques for the 
validation of meta-models. 
Meta-modeling techniques 
A key reference to meta-modeling is the book of Montgomery [1984], which gives an overview of 
Design and Analysis of Experiments. In this book, linear regression meta-models (see ( 28 )) are 
treated, in combination with traditional (i.e., non-deterministic) Design of Experiments.  
The linear regression model can be denoted as 
  ( ) ( ) e b + = x h x f
T
i i
ˆ ,  ( 28 ) 
where 
t n h ￿ ﬁ ￿ :  represents the  t  basis functions, 
m t· ￿ ˛ b  the model parameters and  e  is a 
term, that represents other sources of variation not accounted for by  ( ) x h
T
i b . A basis function is a 
(given) transformation of the design parameters. It is easy to see that this format includes, but is not  
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restricted to, linear and quadratic polynomials, which are regularly used in Design of Experiments. 
For the construction of linear regression meta-models, we need the Design Matrix 
  ( ) ( )






















M M .  ( 29 ) 
The linear regression parameters can be estimated by least squares: 
  [ ] i
T T
i Y X X X
1 ˆ -
= b .  ( 30 ) 
Another meta-model type that is associated with approximating computer experiments is the 
rational function meta-model. The rational function meta-model takes the form 
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i ˆ .  ( 31 ) 
A good reference for regression using the rational function is Cuyt and Verdonk [1992].  
The goal of stepwise regression is to determine a model by selecting the statistically significant basis 
functions. The forward stepwise method consists of an entry step and a removal step. In the entry 
step, the quality improvement is calculated for each basis function. If at least one basis function has 
a quality improvement value that is larger than the critical entry value, the basis function with the 
largest improvement is entered into the model. In the removal step, the basis function with the 
largest quality improvement is removed if at least one basis function has a quality improvement 
value smaller than the critical value. First, an entry step is carried out. If a basis function is entered 
into the model, a removal step is carried out. This process continues until neither procedure can be 
performed. The quality improvement may be measured by criteria like the F-test or by cross-
validation (see ( 46 )). See Draper and Smith [1985]. 
Since the  1980s, many publications have appeared on  meta-modeling in the context of 
approximating a computer experiment. A Bayesian approach to approximate a deterministic black 
box is usually based on the Kriging model. This meta-model was introduced in geo-statistics by the 
South-African mining engineer Krige, who used the meta-model to predict gold quantities for 
possibly interesting mining locations. The Kriging model is described in detail in Cressie [1993]. 
The application of the Kriging model for the approximation of computer models is first described  
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by Sacks et al. [1989a]. As already described in Section 1.3.3, the Kriging model consists of a 
parametric part and a non-parametric part: 
  ( ) ( ) ( ) x Z x h x f i i
T
i i + = b ˆ .  ( 32 ) 
In practice, for the parametric part often only a constant is used, because adding more parameters 
to the parametric part does not improve the model quality.  Further,  ( ) x Zi  is assumed to be a 
random stationary process with mean zero and covariance as in ( 23 ). Many correlation functions 
have been suggested. In Koehler and Owen [1996], cubic, exponential, Gaussian and Matérn correlation 
functions are mentioned. The Gaussian correlation function is most often used. In the sequel, we 
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( 33 ) 
where 
n
i ￿ ˛ q  and 
n
i p ￿ ˛  are parameters that can be estimated, e.g. using Maximum Likelihood 
Estimation (MLE), and 
n x ￿ ˛ ¢  and 
n x ￿ ˛ ¢ ¢  are two design parameter settings. The Best Linear 
Unbiased Predictor (BLUP) of the Kriging model is given by 
  ( ) ( ) i
T
i i Y x x f l = ˆ .  ( 34 ) 
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When using the Gaussian correlation function as defined above, it can be shown that  
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and 
  ( ) ( ) j n i i i ji e Y R 0
1 ˆ b b - =
- .  ( 39 ) 
The kriging model is an interpolating model. 
Friedman [1991] introduces another approach, called Multivariate Adaptive Regression Splines (MARS). 
This method divides the design space into subspaces like a Classification and Regression Tree (CART) 
meta-model (Breiman et al., [1984]). In contrast to the CART model, each subspace has its own set 
of basis functions (splines), based on selection, e.g., using cross-validation (see ( 46 )). The basis 
functions together form a smooth surface since they are connected on the edges of the subspaces. 
Powell [ 1987] introduces the  Radial Basis Functions (RBF) for the approximation  of computer 
models. This linear regression model uses one basis function (in this context also called kernel 
function) for each design site. Each basis function takes the form 
  ( ) ( ) ( ) i i
rbf
i i x d x h g c l , , = ,  ( 40 ) 
in which  i g   is a scale parameter and  ( ) ￿ ￿,
rbf
i l   is a  symmetric function in the distance to t he 
corresponding design site  i c , e.g.  
  ( ) ( ) ( ) ( )
2 , , , i i x d
i i
rbf
i e x d
c g g c l
- = .  ( 41 ) 
Note that there are as many basis functions as there are experiments. Therefore, in the basic form, 
the RBF is an interpolating model. 
The Moving Least Squares Method (MLSM) is another approach for meta-modeling. See e.g. Toropov 
[2005]. In contrast to the other meta-models described in this section, the MLSM model is not an 
explicit function in the design parameters. Given a design  x , MLSM assigns weights to the  
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experiments, based on the distance of the  experiments  to  x .  The regression parameters are 
estimated by 
  ( ) ( ) [ ] i
T T
i Y X X x W X x
1 ˆ -
= b ,  ( 42 ) 
where  ( ) x W  denotes the diagonal matrix of weights as a function of  x . Using the resulting linear 
meta-model, the prediction  ( ) x fi
ˆ  is made.  
A multi-layer perceptron neural network is another type of meta-model. See for example Stern [1996]. A 
neural network consists of a network of input, output and hidden nodes. If there is only one layer of 
hidden nodes, the neural network meta-model is represented by 




i i g b ˆ ˆ = ,  ( 43 ) 
with  i b ˆ  the weights of the basis functions,  i g  a vector of scale parameters and  ( ) ￿ h  the vector of 
basis functions. In fact, the RBF (see ( 40 )) is a special case of a neural network.  
A meta-model type that has gained much attention in recent years is Support Vector Machines (SVMs); 
see e.g. Clarke et al. [2003]. In order to explain general SVM, let us first describe the linear variant. 
The linear SVM is almost similar to the linear regression model. What distinguishes the SVM from 
the linear regression model is the way in which the regression coefficients are estimated. In linear 
regression, the coefficients are estimated by minimizing the sum of squared differences between the 
meta-model and the simulation results (least squares, see ( 30 )). In SVM, the sum of squared errors 
need not be minimal, but the individual errors for each experiment must be at most e . Errors that 
are larger than  e  are penalized in the objective function that we use for the estimation of the 
coefficients in the SVM. Next to this constraint, there is a second aim: creating a flat model, i.e., a 
model for which the linear coefficients  b ˆ  are small. So, the SVM coefficients can be estimated by 
solving the quadratic programming problem 
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in which C is a constant that is used as a penalty factor for regulating the trade-off between flatness 
and the degree to which errors that are larger than  e  are tolerated, and 
r lb ￿ ˛ x  and 
r ub ￿ ˛ x are 
variables used for modeling the amount of violation of the constraints. This is referred to as the e-
insensitive loss function, see Vapnik et al. [1997]. Problem ( 44 ) can be solved to optimality for large 
instances, i.e., many design parameters and many experiments. In the general case, non-linear basis 
functions are used instead of the linear basis functions. For a number of basis functions, it can be 
proven that  estimating the coefficients in the resulting SVM results in a convex quadratic 
programming problem (see Cristianni and Shawe-Taylor [2000]). In Clarke et al. [2003], SVM is 
compared to the Kriging model, the RBF model and the linear regression model. It is concluded 
that SVM has the best overall performance on 26 test cases. 
Symbolic Regression is a technique for searching in a very large class of functions that consist of basic 
building blocks. The basic building blocks can be operators like ‘+’ or ‘-’ or simple functions like 
( ) ￿ log  or  ( ) ￿ sin . The building blocks are changed systematically using e.g. genetic algorithms. This is also 
referred to as Genetic Programming (GP). See also Koza [1998]. In each generation (iteration), the 
existing meta-models are combined into new meta-models. These new meta-models are validated. 
The most successful meta-models form (part of) the new generation. This process is repeated until 
a good meta-model is found. In Chapter 3 of this thesis, a Simulated Annealing based Symbolic 
Regression approach is presented, and compared to some of the above-mentioned meta-modeling 
techniques.  
Model validation techniques 
We mention three criteria that can be used for the estimation of the quality of a meta-model. First 
of all, the Root Mean Squared Error (RMSE) (see Montgomery [1984]) is defined as the square root of 
the average of the quadratic differences between the meta-model prediction and the experimental 
results for a response parameter i: 
  ( ) ( ) ￿ - =
j




c .  ( 45 ) 
The RMSE measures only how well the meta-model corresponds to the observed data, and not 
how well it can make new predictions  for new design parameter settings. If the  number of 
parameters in a parametric meta-model is increased (e.g. by increasing the number of basis functions ), 
the RMSE can be improved without increasing its predictive quality. This phenomenon is called 
overfitting.   
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To test the predictive power of the meta-model, it is better to test the model with experiments that 
are not used for the construction of the meta-model. We call the set of experiments on which the 
meta-model is  estimated, the  training set, and the set of experiments on which the models is 
validated, the (independent) test set. The RMSE can also be calculated on the test set. 
The main disadvantage of using an independent test set is that extra experiments are needed. The 
Cross-Validation Root Mean Squared Error (CV-RMSE) (see e.g. Meckesheimer et al. [2001]) is a 
measure for meta-model quality for which extra black box evaluations are not necessary, and that is 
less sensitive to overfitting than the RMSE. For the leave-one-out CV-RMSE,  r  meta-models are 
created for a response parameter i. The  j
th meta-model 
j f ˆ  is created on the training set minus the 
j
th experiment. The leave-one-out CV-RMSE for response parameter  i is defined as the square 
root of the quadratic differences between the prediction by the j
th meta-model and the  j
th 
experimental result: 








c .  ( 46 ) 
Note that for linear regression meta-models, the CV-RMSE can be quickly evaluated using the 
Projection Matrix. This method needs to solve only one system of linear equations, whereas  r  
solutions to a linear system of equations are needed in the straightforward method for calculating 
formula ( 46 ). 
1.3.5  Analysis 
In the literature, not much attention has been paid to the last step of the MDDO method. Some 
attention has been given to optimization of meta-models in applied papers. Typical optimization 
problems are relatively small NLP problems that are often nonconvex. See e.g. Den Hertog and 
Stehouwer [2002]. In Pintér [1996], an overview of global optimization techniques can be found 
which can be used for solving these problems.  
Other authors have contributed to finding a robust design. A literature overview on robust design 
in combination with meta-modeling is given in Chapter 4.  
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1.4  Unresolved issues in the MDDO approach 
Even though many researchers have worked on the theoretical aspects of the MDDO approach, 
there are still some unresolved issues that we encountered in the industrial practice. In this section, 
we mention the most urgent ones that we have come across.  
Concerning the third step (Design of Computer Experiments), there are four important issues: 
•  It is very difficult to find a good experimental design when many design parameter 
constraints are present in the design optimization problem. This problem is specifically 
difficult when the design space is relatively small compared to the smallest box containing 
the design space.  
•  It is not clear which criterion for the DoCE leads the best meta-models. Some authors 
mention that Maximin designs work well, which is contradicted by others. See Liu and 
Wakeland [2005].  
•  Since  black box  evaluations are time-consuming, we want to use as few as possible 
evaluations. Therefore, we may want to start with a small set of design sites, and add more 
design sites later. When new design sites are added to the set of experiments, the Design of 
Computer Experiments  should still be optimal in some sense. Husslage et al. [2005] 
describe a construction method for LHDs that take possible future extensions into account. 
See also Kleijnen and Van Beers [2004]. However, both articles describe specific situations 
(in the first article, only two dimensional DoCE is treated, and in the second article only a 
one dimensional DoCE is treated in combination with Kriging models).  
•  Taking the simulation cost into account (e.g., when the black box can be evaluated in less 
time in one sub-area of the design space compared to another subarea) when constructing a 
DoCE is also an interesting open issue. An example of such a situation can be found in 
queueing theory, where the design parameters define the number of servers in a system. 
When there are few servers, it takes less time to simulate the average waiting time compared 
to the situation when many servers exist. 
Concerning the fifth step (meta-model creation),  there are four important issues that need 
attention.   
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•  The meta-models that are frequently used for modeling of highly non-linear relations have a 
difficult interpretation. Kriging models are very popular for such situations. It is not trivial 
to extract the most important design parameters from such models. In many cases, 
transformations on design parameters could be used. It may be possible to create models 
that can easily be interpreted on the transformed data. However, finding  good 
transformations is often a matter of trial and error.  
•  It is not clear how we can preserve a-priori known characteristics of the black box into the 
meta-model. For example, a-priori knowledge may be present about the relation between 
response parameters and design parameters, such as positivity (a response parameter should 
always have a positive value independent of the design parameter value), monotonicity (e.g., 
a response parameter value should increase when a design parameter value decreases) or 
convexity (the relation between a response parameter and design parameters should be 
convex). Preserving these characteristics leads to better user acceptance of the meta-model, 
but also to better meta-models. See Siem et al. [2005], where such situations are described 
for specific meta-model types. 
•  Estimating a meta-model for a multivariate response parameter in a deterministic setting is 
also an open issue. All techniques described in Section 1.3 estimate a meta-model per 
individual response parameter, ignoring the fact that the response parameters may be 
correlated, which could be estimated from the data. This information could be used to 
create meta-models more efficiently and to make better predictions. To the best of our 
knowledge, there is no literature available that treats this idea in a deterministic setting. For 
multivariate analysis in the n on-deterministic setting, see Arnold [1981], Breiman and 
Friedman [1997] and Wackernagel [2003]. 
•  Another interesting issue is dealing with uncertainty in the black box output. As mentioned 
earlier, simulation tools often suffer from numerical noise, which leads to inaccuracy of the 
simulation model in comparison with the real system. Taking these uncertainties into 
account will lead to better meta-models and eventually to final product designs that are 
more robust against the noise in the simulation tool.  
In the analysis step (step 6) of the MDDO method, optimization and robustness analysis with 
respect to implementation errors are usually treated sequentially; first, a design is optimized with 
respect to its nominal performance, and subsequently the robustness is analyzed. It would be better  
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to treat these problems integrally. Next to the implementation error, it would be good to take 
uncertainty about the meta-model and the simulation outcome into account when searching for an 
optimal design. 
Besides these issues, coping with a large number of design parameters is difficult for both steps 3 
and 5. The number of black box evaluations that is needed to find a good meta-model increases 
exponentially when the number of design parameters increases, which limits the use of the MDDO 
method. Screening is one answer to this problem, but still many design parameters may turn out to 
be relatively important. This issue is particularly of interest when complex products are designed 
that consist of many parts that interact, since in such cases all relevant design parameters should be 
considered in one design optimization problem.  
1.5  Contribution 
In the remainder of this thesis, we present solutions to some of the issues mentioned in Section 1.4.  
Chapter 2 provides a method for the construction of Maximin designs that is specifically suited to 
design spaces that are limited by many constraints. Using this method solves the first issue for the 
third step mentioned in Section 1.4. 
In Chapter 3, we introduce a method for Symbolic Regression, based on Simulated Annealing and 
linear regression. Using this method, relatively simple meta-models can be found - even when the 
data is highly nonlinear. Compared to genetic programming, we find better approximations in less 
iterations on our test problems.  
Chapter  4 provides  introduces a framework for robust optimization in simulation-based 
optimization. We define three types of systematic errors that are typically made: the simulation model 
error, the meta-model error and the implementation error. The simulation model error is defined by the 
difference between the simulation model and reality. Simulation models sometimes estimate this 
error. The meta-model error is defined by the difference between the meta-model and the 
simulation model predictions. The implementation error is caused by the fact that usually we 
cannot exactly implement the new design prescribed by the optimization, especially when large-
scale production is involved. We present a method that takes these errors into account during the 
optimization step. By using the knowledge of the uncertainty of the errors, we can find designs that 
are more robust. Many typical DfSS questions can be answered using the techniques proposed in 
Chapter 4.   
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Designing complex systems often implies the use of many design parameters. As mentioned earlier, 
the MDDO method needs many simulations for the creation of accurate meta-models for such 
situations. Decomposition of the design optimization problem into smaller problems for each part 
of a system is a practical way of coping with large systems. However, part-level design optimization 
problems may interact, and therefore cannot be dealt with separately. In Chapter 5, we propose an 
integral design optimization approach that is based on MDDO and that exploits a-priori knowledge 
of dependence among subsystems. 
The techniques proposed in this thesis have all  proven their practical relevance in industrial 
projects. In Chapter 6, we show the usefulness of the methods in several cases. We show cases 
from metal forming process design, ship design and television design. Chapter 7 summarizes the 
conclusions and suggests subjects for further research. 
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2   Chapter 2 
2.     CONSTRAINED MAXIMIN DESIGNS FOR COMPUTER EXPERIMENTS 
As mentioned in Section 1.3.3, many authors have contributed to finding experimental designs for 
computer experiments. One of the criteria that is often used for computer experiments is the 
Maximin criterion. However, little attention is paid to Maximin designs in arbitrarily constrained 
design spaces; often a box constrained design space is assumed, which is not the case when design 
parameter constraints  ( ) 0 ‡ x g
d  are present. In this chapter, we discuss a new construction method 
for constrained Maximin experimental designs.  
In Section 2.1 we formally define the problem of creating an arbitrarily constrained space-filling 
design and give a survey of existing literature on the construction of such a design. Section 2.2 
describes our method to create a Maximin constrained design. Section 2.3 describes a number of 
cases in which the techniques described in this chapter are used. Finally, Section 2.4 gives some 
conclusions of our research and ideas for possible extensions. 
2.1  Maximin problem formulation and relevant literature 
We assume that all design parameters are equally important. Therefore, we scale each interval [ ] i i u l ,  
linearly on [ ] 1 , 0  for all dimensions. Thus, a design site can be represented by a vector in [ ]
n 1 , 0 . Let 
the metric r  be the Euclidean distance, and let  ij d  be defined as the distance between design sites 
i c  and  j c , so  
  ( ) { } r j i d j i j i ij ,..., 1 , , ,
2 ˛ - = = c c c c r ,  ( 47 ) 
where
2 ￿  is defined by  x x x
T =
2 . Then, we define the Space-Filling Design Problem (SFDP) as 
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Note that  SFDP contains  nr variables and  pr constraints (the  [ ] 1 , 0  box constraints can be 
formulated as lower and upper bounds of the variables).  
A special case of  SFDP, the two-dimensional ( 2 = n ) box-constrained case, has already been 
defined and studied in location theory; see Drezner [1995]. In this area of research, the problem is 
usually referred to as the continuous multiple facility location problem or  p-dispersion problem
 
(note that  p in  p-dispersion does not have the same meaning in the context of this thesis). 
Facilities are placed in the plane such that the minimal distance to any other facility is maximal. This 
problem can be efficiently solved by using Voronoi diagrams; see Drezner [1995]. In every iteration, 
first a Voronoi diagram is calculated using the facility locations as data points. Then, the facilities 
are relocated t o the centers of their Voronoi  polygons. According to Seidel [1991], the 
computational complexity of the calculation of a Voronoi diagram on  r data points in a plane is 
( ) º ß ( )
2 / 1 + n rnr O . Therefore, this approach is efficient for the two-dimensional facility location case. 
However, the complexity of the solution method increases exponentially in the number of 
dimensions. Therefore, the Voronoi strategy would be extremely time-consuming and hence would 
be not practical for our general problem, where many dimensions are involved. Furthermore, to the 
best of our knowledge the strategy works only for rectangular regions. 
The Maximin design problem is also considered by Trosset [1999]. Inspired by Morris and Mitchell 
[1995], Trosset solves the problem by optimizing an alternative criterion (see ( 20 )) by solving the 
optimization problem: 
  ( )
, ,..., 1 ; ,..., 1 , 1 0
,..., 1 ; ,..., 1 , 0 ) ( s.t.
) ( min
n j r i
















  ( 49 ) 
where  ( ) ￿ f  denotes a decreasing function and  d  a positive parameter. Morris and Mitchell use 
Simulated  Annealing with  ( ) t t / 1 = f  for the discrete case. The larger the value of  d , the more 
accurately the problem resembles SFDP, but the more difficult the optimization problem becomes. 
Note that the problem formulation is not convex though, even when  ( ) ￿ f  is convex in  ij d  and all 
d
k g  are convex. A disadvantage of this formulation is the highly nonlinear objective function. This 
may be a problem for NLP-solvers. Another problem is that we must choose the function  ( ) ￿ f  and 
parameter  d . Which values to choose for the parameters depends mainly on the problem. In 
general purpose software that should be able to solve any problem without tuning, it is therefore  
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difficult to choose these settings. Besides these disadvantages, the large number of constraints may 
become a problem for the solver, especially when the number of design functions or the number of 
design sites is large. We compare our new technique with this method. 
Another approach to solve SFDP is to rewrite it such that it can be solved by standard NLP solvers 
more easily. First, the problem is rewritten i n order to avoid the nondifferentiability of the 
objective. We do this by introducing an extra variable,  min d , and  ( ) 2 1 - r r  extra constraints. The 
problem then becomes 
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In the following, we will refer to formulation ( 50 ) as SFDP*. A similar approach is described by 
Drezner and Erkut [1995] for solving the continuous  p-dispersion problem. In Trosset [1999], this 
formulation is given for Maximin design problems. Other approaches are described in Dimnaku et 
al. [2002] and Locatelli and Raber [2002]. 
Note that  SFDP* is still a difficult NLP problem due to its  nonconvexity and the number of 
constraints, especially when  r  is large. Our experience, however, is that powerful NLP solvers like 
CONOPT  (see Drud [1994]) are able to solve this kind of problem when the number of design 
sites is not too high. 
A number of drawbacks exist when solving SFDP*: 
•  When the number of design sites increases, the calculation time needed by the solver increases 
drastically. 
•  When the number of design sites increases, the number of constraints increases quadratically. 
Commercial solvers usually can be purchased in several capacities in terms of constraints and 
variables. Therefore, in practice, solver capacity may become a problem. 
•  When the feasible design space is small, it may become difficult to generate a feasible starting 
solution.   
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•  The optimization of SFDP* is driven purely by the minimal distance between any two design 
sites. Therefore, it is possible that the solution can be improved locally, i.e., the minimal 
distance of one design point to all other design points can be increased without decreasing the 
overall minimal distance. This does not improve the objective of SFDP*, but it does space the 
design sites more evenly over the design space. 
The first three drawbacks pertain to computational difficulties that arise when solving SFDP* by 
NLP. The last drawback is more fundamental; it challenges the quality of the Maximin criterion 
itself and applies regardless of how easily Maximin designs can be computed. 
2.2  Creating space-filling design schemes 
In this section, we propose a new method to solve SFDP*. Advantages compared to formulation   
( 50 ) are that it performs well when  r  is large, the volume of the feasible design space is small, or 
the above-mentioned local improvements are important. 
2.2.1  Solving the space-filling design problem sequentially 
The idea of our sequential heuristic is the following: First, we divide the design sites  i c  over the 
design space using the starting solution construction method that we shall describe later on. Next, 
we iteratively improve the overall solution by improving the location of one individual design site 
while fixing the remaining design sites. We continue this procedure until there is no improvement. 
Thus, the problem is divided into r  smaller problems 
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where all  i j j „ , c  are fixed. We will refer to formulation ( 51 ) as SFDPi**. Let 
opt
i d  be the value of 
the objective function in the optimal solution of SFDPi**. Note that the number of variables in 
SFDPi** is equal to  1 + n , whereas the number of variables in  SFDP* is equal to  1 + nr . 
Furthermore, the number of constraints in SFDPi** is equal to p r + -1 , whereas the number of 
constraints in SFDP* is equal to ( ) pr r r + - 2 1 .   
  41 
These smaller problems are still nonconvex but generally much easier to solve. An approximation 
of the solution to the total problem (SFDP) can be found by iteratively solving these problems. 
Algorithm 1 describes the procedure. The parameter 
old
i d  is used to store the minimal distance 
from  i c to any other design site. 
____________________________________________________________________________ 
 
find starting solution 
while (improvement > e) do 
 improvement := 0 
 for i = 1 to r do 
  solve SFDPi** 




i d  
  
old
i d := 
opt
i d  




Algorithm 1  
We can speed up this algorithm by storing the set of active constraints after SFDP** is carried out. 
If the locations of the design sites corresponding to these constraints have not changed since the 
previous iteration, and no other design sites lead to new active constraints, we can skip the current 
optimization step.  
Some problem sizes are summarized in Table 3. Note that the algorithms proposed are heuristics, 
which means that a global optimum cannot be guaranteed. This also applies for solving SFDP* at 
once, and for Trosset’s approach. 
  SFDP* ( 50 )
  SFDP** ( 51 )
  Trosset ( 49 
) 
# Variables  1 + rn   1 + n   rn  
# Constraints  ( ) pr r r + - 2 1   1 - + p r   rp  
Table 3. Problem sizes for three solution methods. 
2.2.2  Choosing a starting solution 
A starting solution can be chosen in several ways. We tried a number of methods, including a grid 
and random initialization, and compared t he quality of the final solution and the number of 
iterations that our algorithm took for several cases.  
From our tests, we conclude that an effective way to create a starting solution is by sequentially 
drawing the runs randomly from the feasible design space, using a standard acceptance/rejection  
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strategy. When the design space is constrained by equality constraints, the volume of the feasible 
region is 0, making it impossible to create a starting solution using this method. In this case, we 
create a design in the aforementioned way ignoring the equality constraints. We use the NLP solver 
to make the runs feasible. This, however, may lead to numerical problems, when the solver places 
two or more design sites on the same location. This solution is recognized by the solver as a local 
optimum in the formulation of SFDP* and SFDP**. We can solve this problem by moving one of 
the design sites to a slightly different location. 
        
Figure 9. Three examples of a Maximin design: a quarter of a 2D-ball, 
containing 10, 50 and 200 design sites respectively. (Legend: the parameter 
1 x  is plotted on the horizontal axis and the parameter  2 x  is plotted on 
the vertical axis.) 
           
Figure 10. Three examples of a Maximin design: a strip, a nonconvex case 
and a circle containing 20, 200 and 20 design sites respectively. (Legend: 
the parameter  1 x  is plotted on the horizontal axis and the parameter  2 x  
is plotted on the vertical axis.) 
2.3  Numerical examples 
In this section, we describe a number of artificial examples of space-filling designs produced by the 
methods described in this chapter. In Section 6.4.1, we describe a practical case in which our  
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sequential heuristic was used. In our numerical examples, we used the NLP solver CONOPT (see 
Drud [1994]), which is based on the generalized reduced gradient method. 
We compare the results from procedures based on our heuristic (the SFDP** approach), Trosset’s 
method, and the SFDP* approach. Quality measures of the schemes generated by the different 
approximating techniques for all examples are presented. To test our techniques, we  also 
implemented the technique that Trosset proposed, using  4 = d  for example 1,  10 = d  for examples 
2 and 3, and  )) 100 1 /( 1 1 log( ) (
2 x x + + = f . Trosset suggested using the function  ) / 1 1 log( ) (
2 x x + = f , 
which led to numeric instability in our experiments because for small values of  x , the gradients are 
large. Although we have tried several settings for the parameters used in Trosset’s algorithm, it 
remains a possibility that other parameters would lead to better results. 
Because the quality of the solution found by the three methods depends on the starting solution, 
we base our results on five replicates of a random starting solution, which we use for all algorithms. 
The results are the averages of the five solutions. For the SFDP** algorithm, we chose to fix the 
number of outer loops to 10. 
Example  1  is a low-dimensional  case with a regular convex constraint.  Example  2  is a high-
dimensional variant of the first example. Examples 3 , 4 , and  5 are low-dimensional irregular 
examples in which the feasible region is either very ‘thin’ or nonconvex. 
Example 1: quarter of a two-dimensional ball. The design space of this example is defined as: 










2 x x x x ,  ( 52 ) 
which is in fact a quarter of a two-dimensional ball. Using our sequential heuristic, we managed to 
create the scheme depicted in Figure 9, for 10, 50, and 200 sites.  
Example 2: part of a  ten-dimensional ball.  This example is a  ten-dimensional version of 


















i x x .  ( 53 ) 
Table 4 gives the minimal distances between two design sites in the solution found by the three 
methods. Table 5 gives the corresponding solution times. We do not have any results on the 100  
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and 200 design site cases for the SFDP* formulation, because the required number of constraints 
exceeded the solver capacity available (the available capacity was 5,000 constraints, whereas some of 
the examples required more than 20,000 constraints).  
From these figures we see that the quality of the solution (minimal distance) of the SDFP* 
approach is better than the SFDP** approach. However, for large cases, either the NLP problem 
becomes too large in the SFDP* approach, or the solution time is rather high. For almost all cases 
the quality measures of the solutions obtained by Trosset’s method are worse than the SFDP** 
approach, but the solution times of Trosset’s method are usually lower. A possible reason why 
Trosset’s method does not perform well for large cases is that the objective used in his approach is 
a good approximation for the separation distance for low-dimensional problems, but becomes 
worse for high-dimensional problems. 
It is also worth mentioning that giving the SFDP** algorithm, more solution time (20 outer loops 
instead of 10) results in solutions that outperform the other methods in almost all cases. However, 
this also doubles the solution time.  
Problem  Number of sites  SFDP*
  SFDP**
  Trosset 
Two-dimensional ball  10  0.3587  0.3522  0.2554 
  20  0.2394  0.1966  0.2212 
  50  0.1403  0.1188  0.1336 
  100  +  0.0486  0.0660 
  200  +  0.0259  0.0070 
Ten-dimensional ball  10  1.4142  1.2167  0.5017 
  20  1.0323  0.9591  0.4138 
  50  0.8811  0.7588  0.2952 
  100  +  0.6248  0.2753 
  200  +  0.5235  0.2559 
Table 4. Separation distances for three solution methods for examples 1 
and 2. (Legend: A ‘+’ indicates that the solver capacity was insufficient for 
the problem size.) 
We also compare the solutions by calculating the average minimal distances; i.e., we calculate the 
minimal distance for each design site to any of the other design sites, and take the average of these 
values. These figures are better for the solutions obtained by the SFDP** approach than for the 
solutions obtained by the SFDP* approach in almost all cases. This is in line with the observation 
made at the end of Section 2.1, namely the SFDP** approach also tries to improve the solution 
locally, in contrast to the SFDP* approach.  
We continue with some irregular examples.  
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Problem  Number of sites  SFDP*
  SFDP**
  Trosset 
Two-dimensional ball  10  0.3  2.3  0.07 
  20  0.6  5.3  0.7 
  50  12.1  18.0  10.2 
  100  +  52.9  49.5 
  200  +  183.4  268.3 
Ten-dimensional ball  10  0.6  3.2  0.1 
  20  3.5  8.7  0.1 
  50  112.3  30.2  0.4 
  100  +  81.8  1.8 
  200  +  266.6  12.1 
Table 5. Solution times for three solution methods for examples 1 and 2 
(in seconds). (Legend: A ‘+’ indicates that the solver capacity was 
insufficient for the problem size.) 
Example 3: a strip. An example of a design space in which it is hard to generate a space-filling 
design is a strip, i.e., a design space in which the feasible fraction of the total box-constrained region 
is very small. We generate such a strip in two dimensions in the design space defined by  




￿ ￿ ˛ + £ £ ￿ ˛ = W 2 1 , 0 , 1 . 0 1 2 1
2 x x x x x .  ( 54 ) 
We found the  design in Figure 10 (left panel) by using our sequential heuristic. Note that the 
solution is collapsing in both  1 x  and  2 x . 
Example 4: a nonconvex case. Another case in which it is generally considered difficult to create 
a space-filling design is a nonconvex case. As an example of such a nonconvex region, we used the 
following design space: 




￿ ￿ ˛ ‡ - + ￿ ˛ = W 2 1 , 0 , 25 . 0 2 5 . 0 2
2
1 7 . 0 2 x x x x .  ( 55 ) 
Using our sequential heuristic, we created the scheme depicted in Figure 10 (middle panel) on 200 
design sites. 
Example 5: a circle. An extreme case of nonconvexity is the following. Suppose that we want to 
find a space-filling design of 20 runs where all design sites must be positioned on the edge of a 
circle. Thus, one equality constraint is present in the design space: 




￿ ￿ ˛ = - + - ￿ ˛ = W 2 1 , 0 , 2 25 . 0 2 5 . 0 2
2 5 . 0 1
2 x x x x .  ( 56 )  
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We found the scheme depicted in Figure 10 (right panel) using the sequential heuristic.  
The resulting separation distances found by the three methods in the above three experiments are 
printed in Table 6. We do not have any results for the 200 design sites cases for the SFDP* 
formulation, because the required number of constraints exceeded the solver capacity available.  
Although the SFDP** formulation takes somewhat longer to compute, on large cases with difficult 
constraints, it outperforms  both  SFDP* and Trosset. On smaller cases, SFDP* and Trosset 
perform somewhat better in less computation time. 
Problem  Number of sites  SFDP*  SFDP**  Trosset 
Strip  20  0.0955  0.0908  0.0954 
Strip  200  +  0.0211  0.0237 
Nonconvex  20  0.2144  0.1892  0.2077 
Nonconvex  200  +  0.0203  ++ 
Circle  20  0.1300  0.1414  0.1564 
Circle  200  +  0.0094  0.0063 
Table 6. Separation distances for three solution methods for examples 3 - 
5. (Legend: A ‘+’ indicates that the number of constraints was too large for 
the available solver; ‘++’ indicates that the solver found no solution in 
acceptable time.) 
2.4  Conclusions and further research 
In this chapter we have proposed a new sequential method (SFDP** approach) for solving the 
Maximin design problem. We have compared this method with Trosset’s [1999] method and a 
method (SFDP* approach) that is inspired by Drezner and Erkut’s [1995] method for solving the p-
dispersion problem.  
We conclude that the methods presented here have proven to be an effective way of constructing a 
space-filling nonbox constrained design. We have used these methods in many practical situations.  
The three methods increase in solution time as the problem size increases. The SFDP* problem 
size increases  dramatically as the number of runs increases. The problem size of Trosset’s 
formulation also increases dramatically as the number of design constraints increases. Moreover, it 
seems that the quality of the solution found by Trosset’s method deteriorates for high-dimensional 
problems. The problem size of SFDP** is relatively insensitive to the number of runs and design 
constraints, but the number of problems that have to be solved increases linearly in the number of 
runs.  
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Which method to use, depends on problem size,  as well as on the available solver and 
computational capacity. We propose the following use of the methods  presented. When the 
problem is small enough, first solve SFDP*, then solve SFDP** to increase the average distance 
between design sites. If the problem size is too large for SFDP*, but small enough for solving 
Trosset’s formulation, first solve Trosset’s formulation and subsequently solve SFDP**. When the 
problem size is even too large for Trosset’s formulation, just solve SFDP**. 
When using the sequential heuristic given in Algorithm 2, it may be an interesting option to vary 
more than one design site at once. This may lead to faster convergence of the algorithm, especially 
when combinations of design sites are chosen in a clever way. 
Due to the observation that noncollapsingness in one dimension corresponds to space-fillingness in 
that dimension, another possible extension is to use the ideas presented in this chapter to create a 
design that is noncollapsing in one or more user-defined dimensions. This becomes important 
when one is not certain whether these dimensions are important for all response parameters. 
Restricting the design space to Orthogonal Array based sub-spaces may be a good approach for 
this goal (see Chapter 1, Owen [1992] and Tang [1993]).  
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3   Chapter 3 
3.     META-MODELING VIA SYMBOLIC REGRESSION AND PARETO SIMULATED 
ANNEALING 
In step 4 of MDDO approaches, meta-models are created; see Section 1.2. In Section 1.3.4, we 
have described a number of meta-model types. The subject of this chapter is a new approach for 
the construction of a Symbolic Regression meta-model.  
3.1  Introduction 
An important advantage of Symbolic Regression is its flexibility. A meta-model that is found by 
Symbolic Regression is not restricted to a certain class of functions. Further, Symbolic Regression 
models are usually better interpretable. To the best of our knowledge, Symbolic Regression models 
are always used in combination with Genetic Programming (e.g., see Koza [1998], and for an 
example in engineering see Gambling et al. [2001]). In this chapter, we introduce a Symbolic 
Regression approach that is not based on Genetic Programming, but on Simulated Annealing (see 
Aarts and Korst [1989]). The algorithm is extended with a number of new concepts. Complexity 
control is used to ensure interpretability of the resulting model. Pareto Simulated Annealing is used 
in order to find not only one best model, but a range of models on a best fit/complexity trade-off 
curve (see also Smits and Kotanchek [2004]). Further, linear regression (see Montgomery [1984]) is 
used to fit coefficients in the formulae. A binary tree data structure is used for fast neighborhood 
exploration. The resulting approximating model is compared to Kriging models and to Genetic 
Programming based Symbolic Regression for a number of typical cases from simulation-based 
optimization.  
The remainder of this  chapter is organized as follows: In Section 3.2, we describe the basic 
approach. Section 3.3 describes a number of extensions to the basic algorithm. In Section 3.4, we 
test our approach on several cases and compare the results to other meta-model types. In Section 
3.5, we draw conclusions. 
3.2  Symbolic regression approach 
Symbolic regression is a technique for finding the best model in a very large class of candidate 
models. The candidate models are explicit symbolic formulae. In this section, we first describe the  
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set of all possible approximating models. Next, we describe how to find the best approximating 
model.  
3.2.1  Model structure 
The set of functions in which we search for the best meta-model, consists of all functions that can 
be described as a linear combination of transformation functions (also called basis functions). Each 
transformation function defines a transformation of the original parameters into a transformed 
parameter, using operators like addition, subtraction, multiplication, division, exponentiation, sine’s 
and cosines. For simplicity of notation, we consider only one response parameter (meta-model) in 
the context of this chapter. Thus, the meta-model can be written as 
  ( ) ( ) x h x f
T b ˆ ˆ = ,  ( 57 ) 
where  i b ˆ  is the multiplier of transformation (basis) function  ( ) ￿ i h . Suppose for example, we 
consider a problem with three design parameters,  1 x ,  2 x  and  3 x , with the following meta-model: 
 
( ) ( ) 3
3
2
1 3 2 1 exp 114 . 2 sin 231 . 1 341 . 0 , , ˆ x
x
x






+ + = .  ( 58 ) 
 
Operator  Formula    Operator  Formula 
SUM  L R +     ROOTB  R  
DIFFA  R L-     LOGA  ( ) L log  
DIFFB  L R -     LOGB  ( ) R log  
MULT  R L￿     EXPA  L e  
DIVA  R L     EXPB  R e  
DIVB  L R     SINA  ( ) L sin  
POWERA  R L
    SINB  ( ) R sin  
POWERB  L R
    LEFT  L 
ROOTA  L    RIGHT  R 
Table 7. The operators that are used in the transformation functions. 
(Legend: ‘L’ refers to the value of the left sub-tree, ‘R’ refers to the value 
of the right sub-tree.) 
Once we know the transformation functions, the coefficients  i b ˆ   can be  estimated using the 
simulation results  and  least squares fitting. The problem of finding suitable transformation 
functions  ( ) ￿ i h  that lead to a meta-model that fits the data well, and is not too complex, remains. 
Each transformation function can be represented by a binary tree, consisting of nodes that  
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represent (binary or unary) operators, design parameters or constants. The operators that we can 
select for a transformation tree are listed in Table 7. A terminal node can only be a constant or a 
design parameter; other nodes can only be operators. The second transformation function of 

















To make referencing to a node in the tree easier, we assign an index to each node. The assignment 
is done from left to right as depicted in Figure 12. This numbering has the advantage that we can 
distinguish between function and terminal nodes just by looking at the index: all function nodes 
have an odd numbered index and all terminal nodes an even numbered index. Since terminal nodes 
have a distinct application in our algorithm (they contain only variables or constants), this speeds 
up the algorithm. 
 
 
Figure 12. The data structure of the model tree. 
7 
3  … 
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sum  … 
x1 
diva 
x2  x3 
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  52 
3.2.2  Finding the best transformation functions 
In this section, we describe how to find good transformation functions that compile the meta-
model. First, we describe the basic algorithm. Then we zoom into details on data representation 
and on the quality aspects of the meta-model. The Simulated Annealing algorithm is formulated in 
Algorithm 2. For a general description of Simulated Annealing, we refer to Aarts and Korst [1989]. 
_______________________________________________________________ 
 
0: Initialize: select a good initial set of transformation functions 
   Repeat  
1:   Adapt annealing temperature 
2:   Select a transformation function 
3:   Change the selected transformation function 
4:   Check the integrity of the model 
     If the integrity-check is OK then 
5:     Estimate the coefficients of the model 
6:     Evaluate the quality of the approximating model 
7:     Accept the change if the model is better, or accept with probability 
         based on annealing temperature when the model is worse 
       If the model is changed then 
8:       Simplify the selected transformation function 
       Endif 
     Endif 
9: Until stopping criterion is reached  
_______________________________________________________________ 
Algorithm 2.  
In the following, we describe each of these steps: 
Step 0: initializing. The transformation function  i is initialized as depicted in Figure 13. The 
abbreviations “r.o.” and “r.v.” mean random operator and random variable respectively.  
 
 
Figure 13. The initialized transformation function. 
The number of transformation trees and their depths are user defined and fixed during the 
algorithm.  
left 
left  r.o. 
r.v. 
r.o. 
r.v.  r.v. 
left 
r.v.  
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Step 1 :  adapting the annealing temperature.  We describe the changing of the annealing 
temperature in Step 7. 
Step 2: selecting a transformation function. A random transformation function is selected to be 
changed in the next step. 
Step 3: changing a transformation function. A transformation function is changed by randomly 
selecting a position in the function tree, and setting its contents to a randomly chosen operator, or a 
random design parameter, or a constant. In case a constant is set, the value of this constant is 
chosen randomly. An example of such a change is the following. Suppose that at some point during 
the algorithm a transformation function has the form depicted in Figure 11. This tree evaluates to 
 









1 3 2 1 sin , ,
x
x
x x x x h .  ( 59 ) 
After changing the node containing the operator DIVA to ROOTA, the transformation function 
becomes 
  ( ) ( ) 2 1 3 2 1 sin , , x x x x x h + = .  ( 60 ) 
Step 4:  integrity checking.  Since the transformation functions are changed randomly, it is 
possible that a proposed transformation cannot be evaluated in one or more points of the design 
space W  for which the meta-model is used. Examples are singularities caused by division by zero 
and square roots of a negative number. Usually this is not desired behaviour. It is therefore 
necessary that we restrict the algorithm to those transformation functions that can be evaluated on 
the entire domain. The validity on a domain can be calculated using interval arithmetic, see Keijzer 
[2003]. The basic idea of interval arithmetic is the following.  
Given the domain of the design parameters, we can easily calculate a (sometimes conservative) 
domain for each node in the function tree. Using these node domains, we can easily compute 
whether or not a function is valid on the domain; for example, a partly negative domain in 
combination with a square root leads to an invalid function. 
The interval arithmetic rules are denoted in  Table  8. The columns lower bound and upper bound 
describe the formulae needed to calculate the domain of the function represented by a subtree 
based on the domain of the left and the right subtree. The invalid if column describes when a (sub) 
tree is considered to be possibly invalid.  
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Operator  Lower bound  Upper bound  Invalid if 
SUM  2 1 lb lb +   2 1 ub ub +    
DIFFA  2 1 ub lb -   2 1 lb ub -    
DIFFB  1 2 ub lb -   1 2 lb ub -    
MULT  { } 2 1 2 1 2 1 2 1 , , , min ub ub lb ub ub lb lb lb   { } 2 1 2 1 2 1 2 1 , , , max ub ub lb ub ub lb lb lb    
DIVA  { } 2 1 2 1 2 1 2 1 / , / , / , / min ub ub lb ub ub lb lb lb   { } 2 1 2 1 2 1 2 1 / , / , / , / max ub ub lb ub ub lb lb lb   [ ] 2 2, 0 ub lb ˛  
DIVB  { } 1 2 1 2 1 2 1 2 / , / , / , / min ub ub lb ub ub lb lb lb   { } 1 2 1 2 1 2 1 2 / , / , / , / max ub ub lb ub ub lb lb lb   [ ] 1 1, 0 ub lb ˛  
POWERA  { } 0 , , , , min 2 2 2 2
1 1 1 1
ub lb ub lb ub ub lb lb  
if  [ ] 1 1, 0 ub lb ˛  
{ }
2 2 2 2
1 1 1 1 , , , min
ub lb ub lb ub ub lb lb  
otherwise 
{ } 0 , , , , max 2 2 2 2
1 1 1 1
ub lb ub lb ub ub lb lb  
if [ ] 1 1, 0 ub lb ˛  
{ }
2 2 2 2
1 1 1 1 , , , max
ub lb ub lb ub ub lb lb  
otherwise 
0 1 < lb  
POWERB  { } 0 , , , , min 1 1 1 1
2 2 2 2
ub lb ub lb ub ub lb lb  
if  [ ] 2 2, 0 ub lb ˛  
{ }
1 1 1 1
2 2 2 2 , , , min
ub lb ub lb ub ub lb lb  
otherwise 
{ } 0 , , , , max 1 1 1 1
2 2 2 2
ub lb ub lb ub ub lb lb  
if  [ ] 2 2, 0 ub lb ˛  
{ }
1 1 1 1
2 2 2 2 , , , min
ub lb ub lb ub ub lb lb  
otherwise 
0 2 < lb  
ROOTA 
1 lb   1 ub   0 1 < lb  
ROOTB  2 lb   2 ub   0 2 < lb  
LOGA  ( ) 1 log lb   ( ) 1 log ub   0 1 < lb  
LOGB  ( ) 2 log lb   ( ) 2 log ub   0 2 < lb  
EXPA  ( ) 1 exp lb   ( ) 1 exp ub    
EXPB  ( ) 2 exp lb   ( ) 2 exp ub    
SINA  1 -   1   
SINB  1 -   1   
LEFT  1 lb   1 ub    
RIGHT  2 lb   2 ub    
Table 8. Rules for interval arithmetic. 
As mentioned, this approach may be quite conservative: some valid functions are rejected based on 
the above rules. For example, consider Figure 14. Suppose that the range of design parameter  1 x  is 
[ ] 1 , 1 - . Using the rules, the domain of the subtree starting at ‘mult’ will be estimated at [ ] 1 , 1 - . This 
is an invalid tree, because the square root of a negative number is irrational. In reality of course, the 
range of the sub-tree starting at ‘mult’ should be [ ] 1 , 0 , leading to a valid tree. However, this is not 
an important problem, since we simplify the function and check again if the function is considered 
to be invalid. 
Step 5: estimating the coefficients.  After the transformation functions are determined, the 
problem of estimating the coefficients b  is a linear regression problem.  
Step 6: evaluating the quality of a meta-model.  The quality of the resulting meta-model is 
evaluated based on two criteria. First, the meta-model should fit well to the data in the training set. 
We therefore calculate the RMSE; see ( 45 ). Since trying to find a perfect RMSE introduces the  
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danger of overfitting, we also use the leave-one-out cross-validation measure ( 46 ). Note that for 
the calculation of the CV-RMSE, we only re-fit the linear coefficients and not the model structure. 
Second, the meta-model should be interpretable, i.e., not too complex. A complexity measure is 
described in Section 3.3.1. 
 
Figure 14. Example of a model tree for which the interval arithmetic rules 
are too strict. 
Step  7:  accepting a change.  If the change in the transformation function results in an 
improvement of the objective function, the change is always accepted. To avoid getting trapped in a 
local minimum,  Simulated Annealing  sometimes accepts a deterioration of the objective. The 
greater the deterioration, the smaller is the probability of acceptance. The probability of acceptance 
is given by 
  c objective e P
D - = ,  ( 61 ) 
where  objective D is the change in the quality of the meta-model compared to the previous iteration, 
and  parameter  c is the annealing temperature. In Simulated Annealing, this parameter gradually 
decreases for every iteration, lowering the probability of accepting big deteriorations of the 
objective. The general idea is that at the start of the search, we would like to have a broad look at all 
parts of the solution space. Thus, we have to accept relatively large deteriorations. The closer we get 
to the end of the search, the smaller the probability that a large deterioration will eventually lead to 
an improvement of the objective; hence the smaller the probability should be that large 
deteriorations are accepted. 
A difficulty using Simulated Annealing is determining a start value for the annealing temperature c, 
because this implies that we have to quantify a “large deterioration”. This is particularly difficult in 
symbolic regression, because this means that we need to be able to tell beforehand how low the 
quality measure will be after the optimization. Therefore, we introduce the new concept of re-




...  ... 
mult 
x1  
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The annealing is started with a temperature that is a percentage of the first objective value. After a 
number of iterations, it is checked how often a change is accepted. If too many changes are 
accepted, the starting temperature was too high, so we start the annealing again with half the 
temperature. If on the other hand too few changes were accepted, the temperature was too low and 
we start with double the temperature. We continue until a suitable temperature is found.  
Step 8: simplifying. Obviously, random changes in the transformation functions may lead to 
functions that can be simplified. Unfortunately, symbolic simplification is very time-consuming. 
Therefore, only some simple rules are checked after each iteration:  
•  If a function node evaluates to a constant, the sub-tree starting at that node is replaced by a 
constant term. The value of the constant term is equal to the constant output of the 
function node. 
•  If the left and right arguments of a function node are equal, we can make replacements for 
certain functions. For example, 
o  ( ) ( ) x h x h +  is replaced by  ( ) x h 2 . 
o  ( ) ( ) x h x h -  is replaced by 0. 
o  ( ) ( ) x h x h /  is replaced by 1. 
o  ( ) ( ) x h x h  is replaced by  ( ) x h
2 . 
The simplification is only carried out when the changed solution is accepted by the Simulated 
Annealing algorithm. The simplification rules are applied as long as changes are made during the 
previous application of the simplification rules. Whether this simplification step has a positive effect 
on the search is very case-dependent. The effect may be negative, since simplifications make the 
transformation functions smaller. The decreased size of the transformation trees  result in an 
increase of the effect of a change of a transformation function (step 3). This may have a negative 
influence on the search algorithm. 
Step  9: stopping criterion.  If  either  the maximum  number of iterations is reached or the 
approximation is evaluated as good enough, the algorithm stops. The maximum n umber of 
iterations is typically 200,000.  
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3.3  Extensions to the basic algorithm 
As mentioned in Chapter 1, meta-models are often used in situations where getting data with the 
simulation model is time-consuming. Fitting functions on these data sets implies the risk that we 
find a function that only fits well on this particular data set but does not describe the general 
behaviour of the black box. This problem is called overfitting. Using the CV-RMSE instead of only 
the RMSE to measure the quality of the meta-model already reduces the risk of overfitting, but it 
does not completely remove it.  
Furthermore, to improve interpretability of the meta-model, the depth of the function trees is 
limited in the basic algorithm. However, this has two drawbacks. Firstly, the function tree depth 
does not always represent the complexity of a function. For instance, a sine operator is often 
considered more difficult to interpret than a plus-operator although they both require a single 
function node. Secondly, the upper bound on the tree depth has to be set by the user; it is difficult 
to set this value beforehand. 
The extensions we describe in the next subsections are meant to reduce overfitting and improve 
interpretability. First, we introduce a complexity measure, which aims to measure interpretability 
and penalize possible overfitting. Second, instead of putting an upper bound on the complexity 
value, we add minimization of complexity as a second objective. To deal with the two objectives, 
we use a Pareto Simulated Annealing algorithm. 
3.3.1  Complexity measure 
The basic idea of the complexity measure is that the complexity of a meta-model is measured by 
the minimal degree of the polynomial necessary to approximate the meta-model with a precision e  
in a set of points  S. The idea behind this measure is that overfitted meta-models often show high 
oscillation. This makes them difficult to approximate by polynomials of low degree. Therefore, the 
lowest degree of the polynomial that can approximate the meta-model within the required precision 
gives an indication of its oscillation.  
The determination of the complexity of the approximating polynomial is a very time-consuming 
operation, especially when there are many design parameters. Therefore, we approximate the 
complexity using the function tree representation. We calculate the complexity in every node from 
the terminal nodes to the root node. We use calculation rules for the binary and nested operators. 
For the unary operators we calculate the complexity by successively approximating the function by 
a polynomial of increasing degree. This method is based on Garishina and Vladislavleva [2004]. 
However, we use different calculation rules and a different method for the approximation of unary  
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operators. The main difference concerns the method for the approximation of unary operators. In 
Garishina and Vladislavleva’s measure, a polynomial with increasing degree is fit in a fixed number 
of points until the approximation of the polynomial to the unary operator in these points is 
accurate enough. In our approach, however, we apply polynomial interpolation through an 
increasing number of training points until the accuracy in a certain test set is high enough. Other 
differences are that we use different calculation rules and take the number of nodes in a function 
explicitly into account to make the measure more discriminative. 
To determine the complexity of the terminal and binary function nodes, we use a set of calculation 
rules. The complexity of a constant node is zero and the complexity of a variable node is one. The 
rules for binary and nested operators are derived from relations between polynomial interpolations 
and are listed in Table 9.  
Operator  Complexity rule 
) ( ) ( y g x f +   { } )) ( ( )), ( ( max y g compl x f compl  
) ( ) ( y g x f -   { } )) ( ( )), ( ( max y g compl x f compl  
) ( * ) ( y g x f   )) ( ( )) ( ( y g compl x f compl +  
) ( / ) ( y g x f   )) ( / 1 ( )) ( ( y g compl x f compl +  (special case of  ) ( * ) ( y g x f ) 
)) ( ( y g f   )) ( ( * )) ( ( y g compl x f compl  
const x f ) (   const x f compl * )) ( (  if  N ˛ ￿ ‡ const const 0 (special case of  ) ( * ) ( y g x f ) 
) ( * )) ( (
const y compl x f compl  otherwise, where y is a variable with the 
same range as  ) (x f  
) (x f const   ) ( * )) ( (
y const compl x f compl  with y a variable with the same range as 
) (x f  
) ( ) (
y g x f   Use the relation  ))) ( ln( * ) ( exp( ) (
) ( x f y g x f
y g =  in combination with the 
previous rules. 
Table 9: Complexity rules for binary and nested operators. 
The complexity rules serve as an approximation of the complexity defined by the minimal degree of 
the polynomial necessary to approximate the meta-model adequately.  To explain the above 
calculation rules, let us first define  )) ( ( x f P S  as a polynomial that interpolates  ) (x f  in a set of points 
S. The function  )) ( ( )) ( ( y g P x f P T S +  then forms a polynomial interpolation of  ) ( ) ( y g x f +  in the set of 
points  T S· , because the sum of two polynomials is again a polynomial. The degree of this 
polynomial is at most the maximum of the degrees of  )) ( ( x f PS  and  )) ( ( y g P T . This explains the 
calculation rule for addition. The calculation rule for nested functions follows from replacing every 
x  in  )) ( ( x f PS  by  )) ( ( y g P T . This gives a polynomial with a degree equal to the product of the degrees 
of  )) ( ( x f PS  and  )) ( ( y g P T . The other rules are obtained in a similar way and will therefore not be 
discussed.  
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The complexity of a unary function node is determined in the following way. First, we determine 
the minimal size of the set of points such that the unique polynomial interpolation through the data 
in this set approximates the unary operator well enough. We define this set as  1 S . The polynomial 
interpolation is considered only on the range of the input argument of the unary operator. This 
range is determined by the interval arithmetic (see Section 3.2.2, step 3). The approximation is 
adequate if the maximum approximation error on a set of points  2 S  is below a user-defined 
threshold e. The set  1 S  is created using Chebyshev points. The set  2 S  consists of a number of data 
points located between the interpolation points from  1 S .  
The algorithm to determine the complexity of a unary function node is described in Algorithm 3. 
_______________________________________________________________ 
 
Initialize: Approximate the range of the input values with interval 
arithmetic 
  Set k = 1 
Repeat 
  Increase k by 1  
  Create a S1 consisting of k Chebyshev points 
  Find the interpolating polynomial of degree at most k-1 
  Create set S2 
Until the maximum error on S2 is below e  
 
Complexity of the unary operator is k-1 
_______________________________________________________________ 
Algorithm 3.  














= p .  ( 62 ) 
The reason for sampling Chebyshev points instead of equidistant points for the training set is to 
avoid Runge’s phenomenon, which implies that for some functions the approximation by a 
polynomial interpolation through an increasing number of equidistant points on a fixed interval 
gets worse when the number of points increases. However, in Algorithm 3 we assume that the 
approximation does get better when we use more points. Fortunately, this does hold for Chebyshev 
points because they do not suffer from Runge’s phenomenon (Mathews and Fink [2004]).  
3.3.2  Pareto Simulated Annealing 
After we have determined the complexity measure, we still need a method for finding a function 
with a desired quality and complexity. The main problem is that functions with better fit generally  
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have a higher complexity (overfitting). The trade-off decision between fit and complexity is difficult 
to make before we have any results. We regard maximizing meta-model quality and minimizing 
complexity as two separate objectives and use a Multi-Objective Combinatorial Optimization (MOCO) 
method to find multiple good solutions. 
The use of Simulated Annealing in the basic algorithm makes it a natural choice to use the multi-
objective extension called Pareto Simulated Annealing; see Czyzak and Jaszkiewicz [1998]. Pareto 
Simulated Annealing does not try to find a solution that is optimal according to a single objective, 
but instead to find an approximation of the Pareto set, which is the set of Pareto optimal solutions. 
In our situation, Pareto optimal solutions are defined by the fact that their meta-model quality 
cannot improve without deteriorating the complexity and vice versa.  
The two main differences between standard Simulated Annealing and Pareto Simulated Annealing 
are the method for comparing two solutions and the method for determining the performance 
difference of two solutions.  
In Pareto Simulated Annealing, comparing two solutions  ) ( ˆ 1 ￿ f  and  ) ( ˆ 2 ￿ f  leads to four possible 
scenarios: 
•  ) ( ˆ 1 ￿ f  and  ) ( ˆ 2 ￿ f  are equally good:  ) ( ˆ 1 ￿ f  and  ) ( ˆ 2 ￿ f  are equally good on all objectives. 
•  ) ( ˆ 1 ￿ f  dominates  ) ( ˆ 2 ￿ f :  ) ( ˆ 1 ￿ f  is at least equally good as  ) ( ˆ 2 ￿ f  on all objectives and better on 
at least one. 
•  ) ( ˆ 1 ￿ f  is dominated by  ) ( ˆ 2 ￿ f :  ) ( ˆ 1 ￿ f  is at most equally good as  ) ( ˆ 2 ￿ f  on all objectives and 
worse on at least one. 
•  ) ( ˆ 1 ￿ f  and  ) ( ˆ 2 ￿ f  are mutually non-dominating:  ) ( ˆ 1 ￿ f  is worse than  ) ( ˆ 2 ￿ f  on at least one 
objective and better on at least one other objective. 
We choose to always accept  ) ( ˆ 2 ￿ f  if it dominates  ) ( ˆ 1 ￿ f  or if it is equally good as  ) ( ˆ 1 ￿ f . We only 
accept  ) ( ˆ 2 ￿ f  with a certain probability if it is dominated by  ) ( ˆ 1 ￿ f  or if  ) ( ˆ 1 ￿ f  and  ) ( ˆ 2 ￿ f  are mutually 
non-dominating.  
The acceptance probability depends  (among others  things)  on the  size  of  the performance 
difference of the two solutions. To determine this difference, we need to convert the performances  
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on multiple objectives into a single measure. Therefore, we choose to use the dominance based 
performance measure. This measure is introduced in Smith  et al. [2004] for general Pareto 
Simulated Annealing, and solves some drawbacks of more traditional measures like the weighted 
sum. The dominance based performance measure is defined by:  




￿ - = ￿ ￿ ￿ ￿ 2 1 ˆ ˆ
2 1 ~ ~
~
1 ˆ , ˆ ? f f F P A F P A
F| P |A
f f E ,  ( 63 ) 
with: 
-  APF : Set of solutions that approximate the Pareto front. 
- F P A~ : ( ) () { } ￿ ￿ ¨
2 1 ˆ , ˆ f f APF  
- ( ) ￿ f F P A ˆ
~ : Set of solutions in  F P A~  that dominate ( ) ￿ f ˆ . 
An example of an APF is depicted in Figure 15 by the circles. 















Figure 15. Example of the APF and the attainment surface. 
So, the performance of a solution is measured by the percentage of solutions in  F P ~ A  that it 
dominates. An advantage of this measure is that solutions that are not dominated by a solution in 
the current  APF  are always accepted, which is not always the case with other measures. 
Furthermore, solutions in sparsely populated areas of the APF generally have a better performance 
than solutions in densely populated areas. This stimulates the search for a set of solutions that is 
evenly spread over the APF.   
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_______________________________________________________________ 
 
0: Initialize: find a good initial set of transformation functions 
   Repeat  
1:   Adapt annealing temperature 
2:   Select a transformation function 
3:   Change the selected transformation function 
4:   Check the integrity of the model 
     If the integrity-check is OK then 
5:     Estimate the coefficients of the model 
6:     Evaluate the quality and complexity of the approximating model 
7:     Always accept the change if the model dominates its predecessor or if 
         it is equally good. Otherwise, accept the change with a probability 
         based on the performance difference and the annealing temperature. 
       If the model is accepted then 
8:       Simplify the selected transformation function       
9:       Compare the model with the current APF and update the APF if  
           necessary 
       Endif 
     Endif 
10: Until stopping criterion is reached  
_______________________________________________________________ 
 
Algorithm 4. (Legend: The differences to Algorithm 3 are described in 
italics.) 
The main drawback of the measure is that performance differences can be relatively high when the 
APF contains few points. This may result in a coarse acceptance probability distribution meaning 
that a slightly worse fit or complexity may result in a large reduction of the acceptance probability. 
Smith et al. [2004] present a number of methods to alleviate this problem. We create extra points 
evenly spread on the attainment surface of the APF to prevent this event, as described in Smith et 
al. [2004]. The attainment surface of the APF is the boundary of the area containing all points 
dominated by the points in the APF. The points in the APF are thus on the attainment surface. In 
Figure 15, the attainment surface is depicted by the black line. The extra points are created on the 
part of the attainment surface that lies between the solution with the highest complexity and the 
solution with the lowest complexity. This part of the attainment surface is depicted in Figure 15 by 
the bold part. Half of the extra points are now evenly spread over the horizontal parts and the 
other half over the vertical parts. An important advantage of this solution is that it maintains both 
advantages of the dominance based performance measure described above. 
The Pareto Simulated Annealing version of Algorithm 2 is described in Algorithm 4. Note that 
steps 6 and 7 are adapted and that step 9 is added. To efficiently store and update the APF, we use 
two vectors containing the complexities and fits of the functions in the APF respectively. In these 
vectors, the functions are ordered according to increasing complexity. For functions in the APF, 
this is equivalent to sorting them according to decreasing fit. With these two vectors, we can easily  
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determine if the current solution dominates other solutions or if it is dominated by other solutions 
in the  APF. We change the APF only  in two ways. Firstly, if some solutions in the APF are 
dominated by the current solution, we remove these solutions. Secondly, if no solution in the APF 
dominates our current solution, the current solution is added to the APF. 
3.4  Numerical comparison to other meta-model types 
In this section, we present a comparison between our approach and two other approaches, namely 
to the Kriging model and to Symbolic Regression based on Genetic Programming. The results 
from the latter meta-model are generated using the implementation of Smits and Kotanchek [2004]. 
3.4.1  The Six-hump-camel-back function 
The first test case is called the Six-hump-camel-back function, defined by  
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+ - = .  ( 64 ) 
See also Figure 16. This is an explicit formula, which has the advantage that we can accurately 
assess how the approximations compare to the real function. For the training set, we created a two-
dimensional space-filling Latin Hypercube Design (LHD) containing 30 experiments on the range 
[ ] [ ] 1 , 1 2 , 2 - · - . 
The best symbolic regression function that was found on this data set is selected by choosing the 
function with the lowest RMSE with an acceptable complexity from the Pareto Front. This 
selection process depends on the priorities of the user. If a simple model were requested, then a 
worse model fit would be accepted. The meta-model chosen is  




1 7 6 2 5 2 1 4 1 3 1 2 1 2 1 sin cos 2 cos cos , ˆ x c x c c x c x x c x c x c c x x f + + + + + + = ,  ( 65 ) 
 
Figure 16. The six-hump camel back function (left) and the meta-model 
(right).  
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where  8 ,.., 1 , = i ci , are constants. See Figure 16. Note that all constants can be fit using least squares 
except  7 c  (within the sin operation), which is randomly entered by the algorithm. Further, note that 
unfortunately formula ( 65 ) has very little resemblance to formula ( 64 ). With less complex test 
functions, we have rediscovered the original functional format.  
 
Figure 17. A linear interpolation of the points in the APF for the six-
hump-camel-back case after 200,000 iterations. Note that this is not the 
attainment surface of the APF. (Legend: the crosses represent the Pareto 
optimal solutions.)  
The calculation of 200,000 iterations of Algorithm 4 takes a few minutes. The resulting APF is 
depicted in Figure 17. In order to compare the actual quality of the meta-model, we created another 
test set of 30 experiments. The results are denoted in Table 10. These results were found with a 
maximal tree depth of four. Increasing the tree depth to six led to considerably more complex 
meta-models, but also even better results on the test and training set. 
  Training set RMSE  Test set RMSE 
Symbolic regression model / SA  0.0367  0.0386 
Symbolic regression model / GP  0.114  0.141 
Kriging model  0  0.1119 
Table 10. Results for the meta-models on the six-hump-camel-back case 
3.4.2  The Kotanchek function 
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where e  represents noise. In Figure 18, a plot of the Kotanchek function is depicted without noise. 
This example originates from Smits and Kotanchek [2004] of Dow Core R&D. The data consists 
of five design parameters ( )
5
5 1 ] 4 , 0 [ ,..., ˛ x x , of which only the first two ( 1 x  and  2 x ) are relevant.  
 
Figure 18. The Kotanchek function without noise. 
We assume the noise to be uniformly distributed in the interval [ ] 05 . 0 , 05 . 0 - . On 100 data points, 
four Pareto fronts were created in 200,000 iterations using different settings of the algorithm: two 
or six terms and a tree depth equal to four or seven. For each of the settings, a good function was 
chosen from the Pareto front by selecting a function with a low RMSE and an acceptable 
complexity. Then, a test set of 50 data points is generated. Table 11 contains the results for this 
experiment. The results are compared with the Kriging model. On the test set, the result of the 
Kriging model is comparable to the best symbolic regression model. It is f ar less interpretable 
though, since it consists of 100 terms in which all five dimensions are present. 
Meta-model  Number of 
terms 




Symbolic regression/SA/1  2  4  0.111  0.090 
Symbolic regression/SA/2  2  7  0.104  0.088 
Symbolic regression/SA/3  6  4  0.056  0.052 
Symbolic regression/SA/4  6  7  0.041  0.037 
Kriging      0  0.039 
Symbolic regression/GP      0.033  0.048 
Table 11. The training set and test set results for the four symbolic 
regression models and the Kriging model. 
The four meta-models are depicted in Figure 19. We conclude that for this experiment, even the 
complexity used by the model with six terms and a tree depth of seven, overfitting has not 
occurred. Meta-models 1, 2 and 4 consist of variables  1 x  and  2 x  only. Meta-model 3 consists of 
variables  1 x ,  2 x  and  3 x . The Kriging model contains all five design parameters.  
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  2 terms, depth   42 terms, depth 7 
 
  6 terms, depth 4   6 terms, depth 7 
Figure 19. The four Symbolic Regression/SA meta-models for the 
Kotanchek set. The variable  3 x is fixed to 0 for meta-model 3. 
3.5  Conclusions and further research 
In this chapter, we have described a Simulated Annealing based approach to Symbolic Regression. 
We have elaborated on the algorithm and data structures, and have presented the results based on 
two test functions. We conclude that although it requires some effort to find the best Symbolic 
Regression model, the quality of the meta-models that were found is very promising. An advantage 
of Symbolic Regression compared to Kriging is interpretability. The complexity measure described 
in this chapter is a quantification of the interpretability. Even though the expressions found by 
symbolic regression are less complex, the fit results are comparable or better than Kriging models. 
Compared to Genetic Programming approaches, our method offers a better way of dealing with 
constants in the model via linear regression. Estimating constants is a weak part of  Genetic 
Programming, for which no solution has been found so far. Further, the number of meta-models 
that need to be evaluated will on average be smaller compared to the tens of thousands of models 
that need to be evaluated in each generation of Genetic Programming. Usually many generations 
are needed in order to come up with an acceptable model.  
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Nevertheless, there are some open issues. One significant improvement of the algorithm might be 
found by first applying a number of transformations of the response data. Next, the search 
procedure can check the meta-model on all transformations without much computational effort 
and select not only the best transformation functions for the design parameters, but also the best 
transformation for the response parameter. Another interesting extension to the algorithm could be 
the use of rational functions of the transformation functions. This would increase the number of 
parameters in the meta-model that can be efficiently calculated, and thus probably increase the 
quality of the meta-model. Finally, it would be beneficial to be able to dynamically alter the number 
of terms and the depth of the trees during the search.   
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4   Chapter 4 
4.     ROBUST OPTIMIZATION USING COMPUTER EXPERIMENTS 
Three types of implicit errors are typically made during meta-model driven optimization. We define 
these errors as the simulation model error, the meta-model error, and the implementation error. In this 
chapter, we present new ideas on how to use information about these errors during optimization, 
such that the final solution is robust with respect to these errors. We apply the robust counterpart 
theory of Ben-Tal and Nemirovsky [2002] for the most used meta-model types: linear regression 
meta-models and Kriging meta-models. In Section 6.4, we show examples that prove the practical 
usefulness of the theory presented in this chapter. 
This chapter is organized as follows. In Section 4.1, we define the error types, and give an overview 
of the relevant literature. In Section 4.2, we introduce notation that we use in the remainder of this 
chapter. In Section 4.3, we describe the robust counterpart method that can be used to find robust 
solutions against all error types. In Sections 4.4, 4.5 and 4.6, we elaborate on the application of the 
robust counterpart method with respect to the simulation model error, the meta-model error, and 
the implementation error, respectively. In Section  4.7, we draw c onclusions and give 
recommendations for further research. 
4.1  Introduction 
As we mentioned in Section 1.1.1, the popularity of  DfSS is increasing in the engineering and 
development community. One of the key aspects of DfSS is to design products or processes that 
are robust, i.e., relatively insensitive against errors and environmental variation. Coping with errors and 
variation in a virtual prototyping environment is therefore a very important issue. In this chapter, 
we define three types of implicit errors that are typically made during a design process in which 
meta-models are used. Figure 20 shows in which stages of the modeling process the errors are 
made. All three errors should be taken into account to obtain a robust optimal design. 
The first error type is the simulation model error, which we define as the difference between the real 
system and the  simulation model. The simulation model error is caused by the fact that by 
definition a simulation model is a simplification of the real system that it describes. For example, if 
environmental conditions have a relatively small influence on the aspects that are to be modeled,  
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then they are usually not taken into account in the simulation model. Numerical noise is another 
source for the simulation model error. In the context of stochastic simulation, estimating simulation 




Figure 20. Three types of errors are made during the meta-modeling 
process. 
The second error type is the  meta-model error, which we define as the difference between the 
simulation model and the meta-model. Even though in step 3 of the MDDO procedure, the meta-
model is validated to check if it represents the simulation model accurately, the meta-model is still a 
simplification of the simulation model. Note though, that the difference between the meta-model 
and the reality may be smaller than the simulation model error, since meta-models do not suffer 
from numerical noise. See Kleijnen and Sargent [2000].  
The third error type is the implementation error. In reality, continuous design parameters can often not 
be set at the precise value that was predicted to be the best setting. In practice, this spread is often 
caused by variation in the fabrication processes, for example through the purchased input material. 
In Chapter 1, noise parameters are defined as parameters that have a significant influence on the 
response parameters, and that  cannot be controlled by the designer, e.g., the humidity or 
temperature during a production process. In the context of this chapter, we can treat noise factors 
as ordinary design parameters that have an implementation error, even though they can usually not 








Simulation model error  
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In this chapter, we present new ideas on how to cope with the above-mentioned errors during 
optimization. We apply the robust counterpart theory of Ben-Tal and Nemirovsky [2002] for the 
most used meta-models: linear regression meta-models ( 28 ), and Kriging models ( 32 ). Ben-Tal 
and Nemirovsky [2002] treat uncertain parameters in mathematical optimization problems as 
follows. Based on knowledge of the uncertainties, they define an uncertainty region, containing all 
possible values that the parameters can take. Then, they formulate a robust counterpart problem, 
containing constraints that should hold for each parameter value in the uncertainty region. When 
the uncertainty region is a continuous subspace, this is a semi-infinite problem. However, Ben-Tal and 
Nemirovsky [2002] show that for several important classes of problems and several types of 
uncertainty regions, the resulting robust optimization problem is tractable, i.e., it can be transformed 
into a problem that can be solved in polynomial time. Using this theory, we formulate a number of 
mathematical programming problems that result in robust solutions with respect to the three error 
sources, and suggest methods to solve these problems.  
In most publications on robust design, only the implementation error is treated. In these papers, 
the implementation error is expressed by a known or estimated error distribution. This leads to 
probabilistic constraints.  Because such problems are difficult to solve, the problem is often 
reformulated in terms of expectations and variances. The goal is to find a setting of the design 
parameters for which the expected performance of the system is good, and the variance of the 
system performance is small. See e.g., Mavris et al. [1996], Sanchez [2000], Putko et al. [2001], Jin et 
al. [2003], Simpson et al. [2004], the six sigma approach of Koch et al. [2004], and the DACE 
approach of Bates and Wynn [1996b] and Bates  et al. [1999]. Several techniques have been 
described for approximating the response mean and variance, e.g.,  using  Taylor expansion 
approximations, DoE-based Monte Carlo simulation and the Product Array approach; see Koch et al. 
[1998], Sanchez [2000], Putko et al. [2001] and Doltsinis and Kang [2004]. Taguchi [1993]. Jin et al. 
[2003b] give a comparison of approximate modeling techniques and optimization formulations 
suitable for robust optimization when implementation errors are present. They conclude that the 
performance of the approximating model is essential to predict the variance and expected 
constraint infeasibility. For example, in their analysis, Kriging meta-models generally perform better 
than linear regression meta-models when robustness is taken into account. A different approach is 
taken by Gu et al. [2000] and Su and Renaud [1997], who do not work with expectations and 
variances, but with worst-case uncertainty. This notion relates closely to the robust counterpart 
notion of Ben-Tal and Nemirovsky [2002].  
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Only a few papers deal with robust optimization with respect to meta-model errors. These papers 
all concentrate on robust design problems in either real experiments or stochastic simulations. See 
e.g. Rajagopal and Del Castillo [2005]. We are not aware of papers  that  deal with robust 
optimization with respect to simulation model errors in the context of deterministic simulation, 
even though Sacks et al. [1989a] have already mentioned the issue. In Watson [2004], a robust 
fitting technique is proposed for the estimation of a meta-model that is as good as possible for all 
possible realizations of the measurement given its uncertainty. Note that this is a different goal our 
goal, which is to find the best settings for the design parameters for all possible realizations of the 
errors described above. In our opinion, robust optimization with respect to simulation errors 
should get more attention, because the consequences of these errors can be very large in practice. 
This is illustrated by a TV-tube design problem in Section 6.4. 
4.2  Assumptions and notation 
For simplicity of notation, we assume that  ( ) ￿
o g  and ( ) ￿
r g  in ( 16 ) are not compound functions, but 
represent exactly one response parameter. Further, we assume that we want to minimize response 
parameter  0 y , while the other response parameters are bounded by upper bounds. Then, we can 


















  ( 67 ) 
where g  represents the upper bounds of the m  constrained response parameters, and therefore as 
  ( )
( ) . ,.., 1 , ˆ s.t.
ˆ min 0







  ( 68 ) 
In Section 6.4.2, we give an example to which the theory of this chapter is applied, for which these 
assumptions do not hold. This shows that the techniques are more generic than the notation may 
suggest.  
Further, in the remainder of this chapter, we omit the constraint  W ˛ x , we denote the estimators 
b ˆ  by b , and we write “ i " ” instead of “ m i ,.., 1 = " ” for simplicity of notation.  
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4.3  Basic robust counterpart method 
In the approximate optimization problem ( 16 ), the simulation error, the meta-model error and the 
implementation error are not taken into account. Consequently, the solution may not be robust 
against any of these errors. We therefore use information on these errors to obtain robust solutions. 
We enforce that the constraints in ( 68 ) hold for all (reasonably speaking) possible scenarios for 
the uncertainty. This set of scenarios is called the uncertainty region. Note that the uncertainty 
region can be pessimistic or optimistic, given the interpretation of “possible scenarios”. In the 
following, we describe the robust counterpart approach in more detail for the three error types.  
Simulation-model error: Often, a simulation tool not only  reports a predicted value for each 
response p arameter, but also a tolerance, indicating e.g., that in reality  the  value is somewhere 
between a lower and an upper bound. We define  additive errors and  multiplicative errors  for the 
simulated results for each experiment i and for each response parameter  j  with the symbols 
a
ij e  
and 
m
ij e , respectively, such that  




ij ij Y Y e e + + = 1
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 is the matrix containing the real system’s response parameter values. 
We define the uncertainty region of 
m
i e  by 
r m
i U ￿ ￿  for each response parameter i, as the set of all 
possible realizations of 
m
i e . We define the uncertainty region of 
a
i e  by 
r a
i U ￿ ￿  for each response 
parameter i.  
The robust counterpart problem that we need to solve in order to find a robust solution is 
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  ( 70 ) 
Note that  under assumption  ( 69 ), the approximations  ) ( ˆ x fi   depend on the real response 
parameter values Y
(
. In Section 4.4, we show how ( 70 ) can be reformulated to obtain a solvable 
mathematical programming problem for several meta-model classes and several uncertainty regions.  
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Meta-model error: Suppose that  ) (x
u
i k  is the upper level of the approximated interval for the 
error  ) (x i k  for the  i
th meta-model in a design site  x . To get a solution robust against the meta-
model error, we propose to solve the problem 
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which is equivalent to 
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In Section 4.5 we describe how to obtain good estimates for these error upper levels. 
Implementation error: We consider two types of implementation errors separately: additive errors 
and multiplicative errors. We define additive implementation errors 
n U ￿ ￿ ˛ e   such 
that j j j x x e + a . Then, the robust counterpart of problem ( 68 ) is 
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We define multiplicative implementation errors 
n U ￿ ￿ ˛ e  such that  ) 1 ( j j j x x e + a . Then, the 
robust counterpart of problem ( 68 ) is 
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where  L  is a diagonal matrix with  i ii x = L . In Section 4.6, we show how this problem can be 
reformulated as solvable mathematical programming problems for several meta-model classes and 
several types of uncertainty regions.  
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4.4  Simulation model error 
In this section, we describe how to obtain optimal solutions that are robust with respect to 
simulation model errors for linear regression meta-models and Kriging meta-models.  
4.4.1  Linear regression models 
For general linear regression models, problem ( 68 ) can be written as 
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b   ( 75 ) 
Box constrained uncertainty region: We define the box constrained uncertainty region for the additive 
(simulation model) error by 










i U s e s e £ £ - ￿ ˛ = | ,  ( 76 ) 
and for the multiplicative error by 










i U s e s e £ £ - ￿ ˛ = | ,  ( 77 ) 
where 
m
i s  and 
a
i s  are given vectors defining the maximal uncertainty. If we use the least squares 
criterion to fit the linear regression models, the coefficients for the meta-models can be estimated 
(see e.g. ( 30 ), Montgomery et al. [2001]) by 
  [ ] Y X X X
T T 1 -
= b ,  ( 78 ) 
where  X  is defined analogous to ( 29 ). Note that in case of interpolation  [ ] X X X
T 1 -
 reduces to 
1 - X , so the theory presented here can also be used for interpolating models (see e.g. RBFs, ( 40 )). 
Substituting the additive and multiplicative errors into this formula gives the coefficients as they 
would have been, given a realization of the errors: 












i X X X Y X X X e e b e e b + P + = + + =
- - 1 1
1
(
,  ( 79 ) 
where  i P  is defined as the diagonal matrix with ( ) ji jj i Y = P . So, the robust counterpart of ( 75 ) is  
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with the uncertainty regions 
















i i i i
t
i i G F s e s s e s e e b b b £ £ - £ £ - + + = ￿ ˛ = Q , ,
( (
,  ( 81 ) 
where  
  [ ] i
T T
i X X X F P =
-1 ,  ( 82 ) 
and  
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T T X X X G
1 -
= .  ( 83 ) 
Now, we can rewrite each constraint i in ( 80 ) as 
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Note that when all  ( ) x h  are linear in  x , then not only ( 75 ) but also ( 85 ) are linear programming 
problems. However, ( 85 ) has  1 + + + r mr n  variables and  r mr m 2 2 1 + + +  constraints, whereas        
( 75 ) consists of only  1 + n  variables and  m + 1  constraints. When all  ( ) x h  are quadratic functions in 
x , then both ( 75 ) and ( 85 ) are quadratically constrained quadratic programming problems, 
which are not necessarily convex.   
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Ellipsoidal constrained uncertainty region: Because box constrained uncertainty is often too 
pessimistic, we analyze ellipsoidal constrained uncertainty. The motivation is as follows. Suppose 
that  i e  is a random variable with mean 0 and variance 
2
i s  and the errors may be assumed not to be 
correlated, then it is unlikely that all random variables will have values close to their extremes. This 
is the case, e.g., when the uncertainty in the simulation output is not defined by an interval, but by 
the expectation and the standard deviation of a normal distribution. Note that this does not mean 
that the simulation tool is non-deterministic; i.e., a replication experiment will still give the same 
outcome. In this context, the Normal distribution is only a quantification of the uncertainty of the 
outcome. We therefore restrict the uncertainty region to the confidence interval: 
2 s e e £ Q
T , in 
which Q  is a positive definite matrix.  
Let us again distinguish between  additive and multiplicative errors in the simulation data as in         
( 69 ). In that case, instead of ( 81 ), we have 
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where  i Q  and  i P  are positive definite matrices,  i F and G are as defined in ( 82 ) and ( 83 ), and 
m
i s  
and 
a
i s  are given constants. We can rewrite each constraint in ( 80 ) by maximizing the left-hand 
side with respect to 
m
i e  and 
a
i e  (see Ben-Tal and Nemirovsky [2002]) as 
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Hence, we can rewrite the robust counterpart problem ( 80 ) as the problem 
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with  1 + n  variables and  1 + m  constraints.  
Because both  i P  and  i Q  are positive definite matrices, both 
T
i i i F Q F
1 -  and 
T
i G GP
1 -  are positive 
definite, according to Sylvester’s law of inertia. Therefore, when all  ( ) x h  are linear in  x , ( 88 ) is a  
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Second-order Cone Optimization (SOCO) problem. Such SOCO problems can be solved efficiently 
nowadays; see for example Sturm [2002]. 
Unfortunately, in general we cannot prove any special properties of this problem if not all  ( ) x h  are 
linear in  x , not even for the quadratic case. Suppose, for example, that the original problem is a 
convex problem, then the robust counterpart is likely to be nonconvex. 
4.4.2  Kriging models 
The Kriging meta-model for the i







ji ij i Y x x f
1
) ( ˆ l ,  ( 89 ) 
in which  ) (x ij l  is given in ( 35 ) when the Gaussian correlation function is used. Substituting this 
model format, we can rewrite the i
th constraint of ( 68 ) as  
  ( ) i i i i
T
i U Y Y x ˛ " £
( (
, g l .  ( 90 ) 
Box constrained uncertainty region: Suppose the uncertainty region is defined as a box, so 
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Then, we can rewrite the constraint ( 90 ) as 
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This problem has  1 + + + r mr n  variables and  r mr m 2 2 1 + + +  constraints. However, the  r mr +  extra 
variables appear only linearly in the constraints. 
Ellipsoidal constrained uncertainty region: Suppose the uncertainty region is defined as 
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Then, we can rewrite the constraint ( 90 ) as 
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Note that  i i iQ P P
-1  and 
1 -
i P  are positive definite. The robust counterpart problem can be written 
as 
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Like the original problem ( 68 ), this problem has to be solved with global optimization methods 
when Kriging meta-models are used.  
4.5  Meta-model error 
In this section, we describe how the meta-model error can be taken into account in ( 68 ) to obtain 
a robust solution. We consider both linear regression models and Kriging models.  
4.5.1  Linear regression models 
In a stochastic setting, we can estimate the error that we make when using a linear regression model 
(see Montgomery et al. [1984], Xu and Albin [2003]). However, in our deterministic setting, this 
theory makes no sense. In the special case of interpolation, we may use the Kowaleckski-Ciarlet-
Wagschal formula to obtain an upper bound for the interpolation error (see Waldron [1998]). In the 
more general regression case, cross-validation or bootstrap statistics may be used to estimate the 
mean-squared-error of the meta-model (see Efron and Tibshirani [1993], Kleijnen and Van Beers 
[2004] and equation ( 46 )). A disadvantage of this method is that it predicts non-zero errors in the 
simulation points, even when an interpolating model is used. In fact, we observed that the error  
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may even be predicted to be the largest in these points; of course, it should then be exactly zero. 
Rajagopal and Del Castillo [2005] describe a Bayesian approach to obtain an expression for the 
model-averaged posterior predictive density, which can also be used as an approximation for the 
meta-model error. Given the expressions for the meta-model error, we have to solve ( 72 ). 
4.5.2  Kriging models 
According to the Kriging variance formula (Sacks et al. [1989a], Lophaven et al. [2002]), the error 
that is made by using a Kriging model  ) ( ˆ x fi  can be estimated by 
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where 
2 s  is the process variance,  ( ) ( ) n i i
T
n e x r R e x u - =
-1  and  i R  and  ( ) x r i  as defined in ( 28 ) and         
( 36 ) respectively. Note that if the Kriging parameters are unknown, ( 97 ) is an approximation of 
the MSE as pointed out by Den Hertog et al. [2006]. We propose to use the upper bound of the 
) 1 ( w -  confidence interval to obtain a robust solution, so ( 72 ) can be written as 
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where  w t is the  ) 1 ( w - quantile of the t-distribution. To obtain global solutions, Jones [2001] also uses 
these confidence intervals.  
4.6  Implementation error 
In this section, we show how we can cope with the implementation error during optimization. 
Because we can derive special results for linear and quadratic meta-models, we treat them 
separately.  
4.6.1  Linear models 
In the context of this section, we assume that the meta-model is linear in  x . So, we  define 
m a ￿ ˛ and  m i b
n
i ,..., 1 , = ￿ ˛ , such that  
  ( ) x b a x f
T
i i i + = ˆ .  ( 99 )  
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We consider four cases: additive and multiplicative errors, with box or ellipsoidal constrained 
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Box constrained uncertainty with additive errors: Suppose the uncertainty region is defined by 
the box constraints  j j j s e s £ £ - . Then, it is easy to see that the robust counterpart of the additive 
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in which  | |￿  denotes the component wise absolute value of a vector. 
Box constrained uncertainty with multiplicative errors: We assume that the uncertainty region 
is defined by the following box constraints:  s e s £ £ - , with s a vector of given constants. Then, it 
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Ellipsoidal constrained uncertainty with additive errors: In this case, the uncertainty region is 
the ellipsoid 
2 s e e £ Q
T , in which Q  is a positive definite matrix. It is easy to verify that the robust 
counterpart of problem ( 100 ) becomes the linear programming problem  
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Another derivation for the same robust counterpart can be obtained by adding confidence intervals 
for the linear functions. To be more precise, the variance of response parameter  i due to the 
spread in e  is equal to  
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where  w t  is again defined by the  ) 1 ( w -  quantile of the t-distribution. 
Ellipsoidal constrained uncertainty with multiplicative errors:  The robust counterpart 
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4.6.2  Quadratic models 
In the context of this section, we assume that the meta-model is quadratic in  x . So, we define 
m a ￿ ˛ ,  m i b
n
i ,..., 1 , = ￿ ˛ , and  m i C
n n
i ,..., 1 , = ￿ ˛
· , such that  
  ( ) x C x x b a x f i
T T
i i i + + = ˆ .  ( 108 ) 
 
Box constrained uncertainty with additive errors: In the case of box constrained uncertainty 
and additive errors, the robust counterpart of problem ( 73 ) is  
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Note that in general  i C  is not positive semi-definite; Den Hertog et al. [2002] show that even if the 
underlying true function is convex, then the least squares quadratic approximation is not necessarily 
convex. It can be shown that the maximum of a convex quadratic function over a box-constrained 
region attains its maximum at one of the corners. So, when all  i C  are positive semi-definite, then 
problem ( 109 ) can be formulated as 
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in which  V  is the finite set of corners of the box constrained region. Note that although the 
number of variables in simulation-based optimization is often not very large, the number of corners 
n V 2 =  may still be very large. Therefore, formulation ( 110 ) is useful only for very small values of 
n . Suppose now that some of the  i C  are not positive semi-definite. Then, a practical way of dealing 
with ( 109 ) is to ignore the second-order term for  e , since this is  in general very small. Then,         
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We can also calculate accurate lower and upper bounds for the optimal value. It can easily be seen 
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in which  ) ( min
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Box constrained uncertainty with multiplicative errors: In the case of multiplicative errors, the 
robust counterpart of problem ( 74 ) is 
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When all  i C are positive semi-definite (and hence  L L i C are positive semi-definite), this can be 
rewritten as 
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in which V  is again defined as the set of vertices of the box constrained region. This is a quadratic 
programming problem. When  n  is too large or when  i C  is not positive semi-definite, we may still 
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which is again a quadratic programming problem. Of course, we can also formulate problems 
equivalent to ( 112 ) and ( 113 ) to obtain lower and upper bounds for the optimal value of ( 114 ). 
Ellipsoidal constrained uncertainty with additive errors:  The uncertainty region is again 
defined by the ellipsoid  .
2 s e e £ Q
T  By ignoring the second-order terms, it can easily be shown that 
the robust counterpart is the SOCO problem 
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We can again formulate problems equivalent to ( 112 ) and ( 113 ) to obtain lower and upper 
bounds for the optimal value of ( 117 ). 
Ellipsoidal constrained uncertainty with multiplicative errors: By ignoring the second-order 
terms, it can easily be shown that the robust counterpart can be approximated by 
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Note that this problem is not a second-order cone optimization problem, and even if the original 
problem is convex, this problem may be nonconvex. Again, we can formulate problems equivalent 
to ( 112 ) and ( 113 ) in order to obtain lower and upper bounds for the optimal value of ( 118 ). 
4.6.3  Other meta-model types 
For meta-model types that cannot be described as linear or quadratic function in x , problem ( 73 ) 
is very difficult to solve. If we assume that the implementation error is relatively small compared to 
x , we may linearize with respect to e . The robust counterpart for the additive case ( 73 ) can be 
approximated by   
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in which for linear regression models,   







j ij i x h x f
1
) ( ˆ b ,  ( 120 ) 
and for Kriging models with a Gaussian correlation structure, if we assume  2 = ik p  in ( 37 ),  
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For the multiplicative case ( 74 ), the robust counterpart can be approximated by 
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Box constrained uncertainty with additive errors: Suppose the uncertainty region is defined by 
the following box constraints:  j j j s e s £ £ - . Then it is easy to see that the robust counterpart 
problem ( 119 ) can be approximated by the NLP problem 
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This problem can be rewritten as 
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Box constrained uncertainty with multiplicative errors: We assume that the uncertainty region 
is defined by the following box constraints:  j j j s e s £ £ - . Then it is easy to verify that problem     
( 122 ) can be reformulated as the NLP problem  
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Ellipsoidal constrained uncertainty with additive errors: We restrict the uncertainty region to 
the ellipsoid 
2 s e e £ Q
T , in which Q  is a positive definite matrix. Then problem ( 119 ) becomes 
the NLP problem 
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Ellipsoidal constrained uncertainty with multiplicative errors: For this case, it can easily be 
shown that problem ( 122 ) becomes the NLP problem 
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4.7  Conclusions and further research 
In this chapter, we have argued that there are three types of errors that are made when meta-
models are used to optimize a design. The simulation error in deterministic simulation models 
receives little attention in the literature, while in practice this error may have a significant impact. 
The robust counterpart methodology can be used to obtain robust solutions, i.e., solutions that are 
less sensitive with respect to the errors. For several meta-model types (i.e., linear regression and 
Kriging models) and for different types of errors we have developed solvable robust counterpart 
optimization problems; see Table 12. Even though some of the problem types listed in Table 12 are 
considered intractable, the small size of practical design optimization problems in terms of variables 
and constraints will still lead to problems that can usually be solved, e.g. using global optimization 
techniques. For practical examples, we refer to Section 6.4. In these examples, it is shown that even 
though we make only weak assumptions about the errors, the effect of using a robust solution can 
be large. In comparison with Taguchi methods, our approach has a somewhat different aim: we 
concentrate on the worst case, whereas Taguchi methods minimize spread around a target.   
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In this  study, we treated the three error types (simulation error, meta-model error, and 
implementation error) separately. An interesting topic for further research is to analyze how these 
errors can be modeled in a single robust counterpart problem simultaneously. Another interesting 
extension would be to model the errors of a multivariate response in a single uncertainty region, 
which would allow the modeling of correlations between the errors of  different response 
parameters. 
 Error type                        Meta model ﬁ 
      ﬂ  
Linear  Quadratic  Lin. 
Regression 
Kriging 
Box   LP  QP  NLP  NLP  Simulation model 
error  Ellipsoid  SOCO  NLP  NLP  NLP 
Meta-model error  NLP  NLP  NLP  NLP 
Multiplicative  LP  QP  NLP  NLP  Box 
Additive  LP  QP  NLP  NLP 




Additive  LP  NLP  NLP  NLP 
Table 12. Overview of optimization problem classes for all robust 
counterpart problems.  
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5   Chapter 5 
5.     COLLABORATIVE META-MODELING 
If a black box may be considered as a system of multiple black boxes, we can exploit this structure in 
order to use computer resources more efficiently. This chapter presents a method that extends the 
MDDO approach for those situations. 
5.1  Introduction 
Complex products often consist of several parts. The combined quality of these parts defines the 
quality of the final product. Often, there are many interaction effects among these parts: the design 
of one part influences the quality of other parts. Therefore, these parts cannot be designed 
separately. Due to continuously increasing pressure on cost-down and time-to market, existing 
concepts are put to their limits, causing these interaction effects to become increasingly important.  
Combining this trend with the increasing attention on virtual prototyping (see Section 1.1.1) has led 
to a series of new approaches for integrally designing (parts of) products, often referred to as Multi 
Disciplinary Optimization (MDO). Balling and  Sobieszczanski-Sobieski [1996] give an overview of 
these approaches. They categorize MDO approaches in eight categories, based on two options in 
three dimensions:  
•  The structure of the optimization problem formulation (single-level or multi-level). 
•  The treatment of state variables on part-level. State variables are variables that need to be 
solved as part of the simulation. Solving the problem for these state variables (i.e., carrying 
out a simulation) and solving the optimization problem simultaneously is called Simultaneous 
Analysis and Design (SAND), whereas solving the state variables separately from the design 
parameters is called Nested Analysis and Design  (NAND). 
•  The use of SAND or NAND on system-level.  
Much attention has recently been given to multi-level approaches. Examples of such approaches 
are given by Braun [1996], Sobieski et al. [1998], Kim et al. [2000] and Tosserams et al. [2006]. All 
of these papers focus o n decomposition of the optimization problem into several smaller  
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optimization problems. Decomposition can be based on  parts ( objects),  disciplines ( aspects) or 
information sequence; see also Michelena and Papalambros [1996]. In this chapter, we refer to part-
level when we describe a sub-problem. After this decomposition, the entire system of sub-problems 
is solved by optimizing the parameters in the sub-problem such that they correspond as much as 
possible to parameters in the other sub-problems. The sub-problems are subsequently solved in a 
clever order, such that convergence is assured. This approach is similar to a local approximation 
ODDO approach: it searches for a locally optimal design by carrying out black box evaluations 
sequentially. In this chapter, we propose a global approximation approach that is similar to the 
MDDO approach. 
Optimal use of the interaction effects among parts can be achieved by treating the simulation of an 
entire system as one black box. Unfortunately, this is not very efficient, since much information 
about the structure of the black box is not used. Using this information, efficiency can be gained. In 
this chapter, we refer to the example in Figure 21 to clarify some of the concepts. 
 
Figure 21. A black box may consist of a set of black boxes that interact. 
Using this structure by treating it as a collection of black boxes is the 
subject of this chapter. 
Our new approach, to which we will refer as the Collaborative Meta-modeling (CMM) approach, is a 
systematic single-level NAND NAND approach: one explicit optimization problem is solved using 
explicit relations on both the part-level and the system-level. The state variables are solved during 
the simulation phase, and meta-models are created based on results for which the state variables are 
solved. These meta-models are created on part-level (i.e., black box 1 to black box 6 in the example 
of Figure 21), in such a way that as few as possible black box evaluations are needed. Note that the 
term “single level” only applies to the way in which the optimization problem is solved, and not to 
the problem structure itself. The single level  structure has many advantages over multi-level 
approaches. These advantages are exploited in the  CMM approach. The explicit integral  
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optimization model can be used to (i) give insight in bottlenecks, trade-offs and dependencies, (ii) 
enables prediction of quality characteristics, and (iii) facilitates integral optimization and robust 
design. Moreover, the integral model can be used to provide a globally optimal design in contrast to 
multi-level approaches. In Section 5.2, we summarize the approach. The use of multiple connected 
simulation tools in combination with CMM leads to many new questions for each of the steps of 
the MDDO approach. One of the interesting new issues is coordination: which simulations should 
be run and in which order? Can we make use of information gathered by previous simulation 
results from all other simulation tools? Section 5.3 deals with these questions. Finally, Section 5.4 
draws conclusions and gives an outlook on the future of integral optimization. 
The CMM approach was introduced at LG.Philips Displays in a project that focuses on the integral 
optimization of the shadow mask involving multiple disciplines. The implementation of the approach 
has led to a significantly shortened design cycle, better tube designs, and a more structured way-of-
working. These benefits have led to  continuing and widespread use of the approach within 
LG.Philips Displays. Section 6.4.4 addresses the specific implementation of the approach, and 
proves its practical applicability.  
5.2  The CMM approach 
The CMM approach consists of four steps, similar to the steps mentioned in Section 1.2: 
1.  Definition of the system-level problem-structure 
2.  Creation and validation of part-level meta-models 
3.  Creation and validation of the integral model 
4.  Analysis of the integral model. 
These steps are now further explained.  
Definition of system-level problem-structure: The first step defines the system-level problem-
structure. Relevant questions in this step are: Which are the critical parts and disciplines that should 
be taken into account for integral optimization? How can we simulate the behavior of all individual 
parts and disciplines? Does the performance of one aspect influence the performance of other 
aspects? When is a design optimal?   
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The result of the first step is a problem formulation and a decomposition that can be represented as 
a decomposition graph with nodes and directed arcs as follows: 
•  Nodes representing black boxes, including its inputs (design parameters) and outputs (response 
parameters).  
•  Nodes modeling explicit relations, including inputs and outputs. Examples of such white-box 
nodes are relations that take the average of all numbers in the input vector, or a relation that is 
already known explicitly from laws in physics. 
•  Directed arcs connecting nodes are used to represent a relation between the outputs of one 
node and the inputs of another node.  
 
 
2  3 
6 
 
Figure 22. The system-level problem structure for the example from 
Figure 21. 
In Figure 22, the system-level problem structure of the example in Figure 21 is shown. We assume 
that black box 6 can be replaced by an explicit relation. Further, we assume that two of the black 
boxes (black box 2 and black box 3) have a common input parameter. Such common input 
parameters are called  linking  parameters.  Such a parameter is modeled using a white box 
corresponding to the identity function. The white box has one input: the linking parameter. The 
white box has two outputs, which are copies of the linking parameters. The copies of the linking 
parameters are used as inputs for the black boxes. 
Other considerations in step 1 include the possibility of the clustering of multiple black boxes into a 
single black box. Clustering may seem contradictory to using the problem structure, but is may be 
beneficial in some situations. Consider for example the situation in Figure 21, where black box 3 
has many outputs that are connected to black box 5. Then, creating a meta-model for black box 5 is 
impractical because of the many inputs, whereas it may be easy to create a meta-model for a black 
box containing both black box 3 and black box 5.   
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Further, step 1 considers the coordination method that defines the order in which the evaluations 
of the black boxes are carried out. The coordination method has consequences for the throughput 
time of the simulations. We elaborate on this subject in Section 5.3. 
Creation and validation of part-level meta-models: Step 2 takes care of creating meta-models 
for each of the black boxes. In this step, steps 1 to 6 in Section 1.2 are carried out. The analysis step 
is carried out integrally on the system-level. 
Creation and validation of the integral model: The third step consists of connecting the part-
level meta-models of step 2 according to the decomposition graph defined in step 1. The integral 
model of the example from Figure 21 is given in Figure 23. System-level constraints may be added 
to the integral model. These are constraints in which parameters of multiple part-level models are 
present. 
In general, predicting the quality of a design for  one setting of the design parameters involves 
solving a system of non-linear equations. However, if the graph turns out to be acyclic, we can 
define a topological order on the nodes. Prediction can then be carried out more efficiently: we first 
predict the outputs of meta-models that have no predecessors. The predicted results are used as 
input for successive meta-models and white-boxes following the topological order. Note that in 
that case, the integral model is actually an explicit model that is obtained by recursively substituting 























x x f y  
( ) 3 5 5 5 , ˆ y x f y =   ( )
2 1




y y x f y
£ £
=  












Figure 23. The integral model for the example of Figure 21. 
Since the decomposition graph may prescribe that the output of an approximating model is used as 
input of the next meta-model, the danger of error-propagation exists. Therefore, it is very important to 
validate the meta-models not only at the part-level (step 2) but also at the system-level. Therefore,  
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we use an independent test set: a set of settings of the adjustable design parameters (i.e., those design 
parameters that are not the result of black box output) that are located in the predicted feasible region, 
i.e., the part of the design space that leads to a predicted feasibility accounting for all constraints. 
Note that the predicted feasibility is based on the meta-models. Since the predicted feasible region 
may be constrained by a large number of constraints, the space-filling design for an independent 
test set is created using the techniques presented in Chapter 2 of this thesis. The test set results are 
then compared with the predictions of the integral model, and the RMSE is calculated. 
Analysis of the integral model: Once the integral model is deemed accurate enough, we can use it 
to  optimize  the integral design  and to  gain insight into the robustness of a design.  For the 
optimization, all sub-system meta-models are substituted into one explicit NLP problem. A typical 
optimization involves finding values for the design parameters of all parts such that all constraints 
for all sub-problems specified in step 2 are satisfied and such that a system-level objective function 
is minimized.  For this purpose, we use the NLP solver CONOPT described by Drud [1994] in 
combination with a multi-start technique to search for the global optimum. For the set of starting 
points, a space-filling design is created, again using the techniques presented in Chapter 2 of this 
thesis. The resulting design sites are used as starting points for the solver. The integral optimization 
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Other types of analysis include robustness analysis using Monte Carlo simulation and bound-
sensitivity analysis. This technique gives designers insight into the trade-offs among parts, without 
the need of new time-consuming simulations. Sensitivities of the system-level objectives to the part-
level inputs can be calculated and visualized.   
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5.3  Coordination methods 
In this section, we focus on one aspect of the first step of the CMM approach, i.e., the problem 
specification. Three coordination methods are defined that enable an efficient construction of 
meta-models for the coupled black boxes.  
5.3.1  Three coordination methods 
The coupling among black boxes asks for some kind of coordination of the product design 
process. We define a coordination method to be a rule that determines the order in which 
simulation runs are carried out and meta-models are constructed. In this section, we introduce and 
analyze the following three coordination methods.  
Parallel simulation: Every black box is dealt with separately, i.e., independently of all other black 
boxes. The connections among black boxes are ignored in the coordination, so all parameters are 
treated as local design parameters. A design is constructed based on restrictions defined for this 
black box only. The black boxes are evaluated concurrently.  
Sequential simulation:  In  sequential simulation, we use simulation results from black boxes 
preceding the one in question. Once a component design has been simulated, the simulation results 
are transferred to all its successors (if any). When a particular black box has received the simulation 
results from all its predecessors, a simulation run is carried out, i.e., one component design is 
simulated. This procedure is repeated until the necessary number of simulations is reached. It is 
important to note that the evaluations are processed through the chain one by one, following the 
precedence ordering in the black box chain and using simulation results of predecessors. 
Sequential modeling: This method closely resembles sequential simulation. The main difference 
is that the simulation runs are carried out per black box and the simulation results, along with the 
meta-model constructed, are transferred to all its successors. Again, the precedence ordering in the 
black box chain is followed, but now we have to wait until all preceding black boxes are completely 
evaluated and modeled. Note however, that this provides much information about the inputs: from 
preceding meta-models, we can derive which input settings are likely to occur.  
Note that both sequential coordination methods imply a precedence ordering, i.e., the 
decomposition graph is assumed to be acyclic. In the next section, we look at the coordination 
methods more closely. We define and analyze several aspects, in order to compare the three 
coordination methods.   
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5.3.2  Aspects of coordination methods 
In this section, we compare the three coordination methods defined in Section 5.3.1. As a measure 
for comparison, we look at the following five aspects:  
•  Use of preceding information 
•  Coordination complexity 
•  Simulated system designs 
•  Flexibility 
•  Throughput time 
 
For every aspect, after defining it, we discuss the performance of the three coordination methods 
on this aspect and compare the methods. Finally, in Section 5.3.3, we summarize the results and 
give recommendations on the choice of a coordination method.  
Use of preceding information: This aspect refers to the use of simulation and modeling results 
from preceding  black boxes in the decomposition graph. These results can help in the 
determination of combinations of design parameters that are expected to yield the most valuable 
information. Note that in case of a connection among design parameters and response parameters, 
the use of preceding information  is a necessity to obtain  simulated  system designs. Clearly, both 
sequential coordination  methods use preceding information by means of the  response input 
parameters. In parallel simulation, no preceding information is used. 
Coordination complexity: Coordination complexity refers to the amount of communication and time 
that is needed to implement a coordination method. It includes costs that are incurred by, e.g., the 
need for an automated communication system. Often part-level problems are solved by several 
design teams. When the parallel simulation coordination-strategy is used, every design team operates 
independently and there is no need for a complex organizational structure; see, e.g.,  Krishman 
[1996], where managing the simultaneous execution of two coupled development phases plays a 
central role. In sequential simulation, communication is needed after each evaluation of a black box. 
Therefore, this coordination method results in a complex coordination process that needs 
sophisticated communication methods, which have to be supported by the design tools. 
Communication  among design teams is also required in  sequential modeling, be it only after a  
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complete design has been run. Hence, the coordination process is relatively simple compared to 
sequential simulation. 
Simulated system designs: A system design is a particular setting of all the design parameters in 
the system. When we simulate such a setting, we obtain a simulated system design or system-level 
simulation. However, the simulations are carried out by simulation tools at the part-level; each tool 
has a subset of the system design parameters as input. Further, linking design parameters and 
design parameters that are black box outputs create overlap in the sets of design parameters and 
couple the black boxes. In order to obtain a simulated system design, we must use the same setting 
for the linking design parameters at every black box and use the simulation results of response 
input parameters as design parameter settings in successive simulation tools. Clearly, it is not 
possible to obtain simulated  system designs in  parallel simulation,  because all linking design 
parameters  are  treated  independently. Simulated  system designs can be obtained in sequential 
simulation and sequential modeling, since these coordination methods use the simulation results 
from preceding simulation tools as inputs. Besides, it is also necessary to use the same settings for 
the linking design parameters in all simulation tools. This can be accomplished by the construction 
of coupled designs (see Husslage et al. [2005]). Obtaining simulated system designs may require 
some effort, but it is a great help in the system design process. After step 2, promising designs may 
have been found even without using the meta-models.  
Flexibility: Flexibility of a coordination method means that it does not take much effort to validate 
or adjust the constructed meta-models, when a small change is made to one or more simulation 
tools. Meta-models are based on results found by the black boxes. Hence, should a simulation tool 
be adjusted, (e.g., due to changes in the underlying component) then the constructed meta-model 
will probably no longer be valid. In parallel simulation, this can be fixed by simulating an extra set 
of designs for the corresponding component, since the meta-models for the various black boxes are 
constructed independently. However, in the two sequential coordination methods, one must be 
more careful, since coupling among simulation tools is preserved in the construction of  meta-
models. Therefore, invalidity of one meta-model can affect the validity of the meta-models of all its 
successors. Since small changes may require much effort in the validation and, possibly, adjustment 
of many meta-models, the sequential coordination methods are not flexible with respect to changes 
in the simulation tools, whereas parallel simulation is flexible.  
Throughput time: The throughput time of a coordination method is defined as the total required 
time to carry out all simulation runs needed to construct meta-models for every black box in the  
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chain. From a time-to-market perspective, it is desirable to have short product development times, 
so the throughput time should preferably be small. Since the construction time of meta-models is 
assumed to be negligible relative to the simulation run time, we ignore it in this analysis. Parallel 
simulation always leads to the shortest throughput time; sequential simulation takes more time; 
sequential modeling takes the most time. One can simply compute the exact throughput time for 
each coordination method in a specific problem instance (see the formulas in Husslage et al. 
[2003]). This information, along with the four other aspects, can be used to make a decision about 
the coordination method to use.  
Suppose for example that the simulation times for the black boxes in the example of Figure 21 are 
given by Table 13, and we need to run 40 simulations for each black box. Then, the throughput 
time for parallel simulations is 2,400 min., for sequential modeling 2,438 min., and for sequential 
simulations 3,520 min. 
Black box  Simulation time 
1  60 min. 
2  30 min. 
3  25 min. 
4  35 min. 
5  60 min. 
6  3 min. 
Table 13. The simulation times for the black boxes of the example from 
Figure 21. 
5.3.3  Comparison of coordination methods 
We now summarize the results found above. Table 14 gives the five aspects discussed in Section 
5.3.2, as well as the scores for each of the three coordination methods for these aspects. The main 
advantages of parallel simulation are a small throughput time, high flexibility, and low complexity in 
the coordination process. However, for the designers it may be important to obtain accurate meta-
models for both the parts and the system. Parallel simulation may need several extra simulation 
runs, besides the designs already simulated, to properly include the coupling among black boxes in 
the meta-models. Choosing between the two sequential coordination methods mainly depends on 
the throughput time and the availability of good means of communication among the design teams. 
Using sequential simulation results in a more complex coordination process, whereas sequential 
modeling yields a larger throughput time. Therefore, when dealing with large simulation times and 
an automated communication system, the sequential simulation method is preferable. Sequential 
modeling is a good choice when communication among design teams is hard and the simulation 
times are not too large. Of course, the determination of the best coordination method is not so  
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strict and depends on the kind of product design problem we are dealing with. This is why a careful 
study of all aspects for each of the three coordination methods is extremely important.  
Since the initial sets of simulation runs may not suffice to construct proper meta-models for each 
black box, a two-stage simulation procedure  can be used. For the first stage, we advise to use 
parallel simulation and to run all  designs concurrently. This gives  insight  into the black box 
behavior and the most important parts of the component and product design spaces. In the second 
stage, we can combine the simulation results with a sequential method, and simulate extra sets of 
component designs. These extra simulation runs give more insight into the most important parts of 
the design space. Therefore, the resulting meta-models give good representations for the entire 
design space, but they still emphasize its most important parts. 
Aspect  Parallel sim.  Sequential sim.  Sequential mod. 
Use of precedent information  --  +  ++ 
Coordination complexity  ++  --  + 
Simulated product designs  -  ++  ++ 
Flexibility  ++  --  -- 
Throughput time  ++  +  -- 
Table 14. Comparison of the three coordination methods with respect to 
the five aspects. (Legend: Two pluses (++) indicate that the coordination 
method has a positive effect on a particular aspect; one plus (+) indicates a 
moderately positive effect. With one minus (-) the effect of the 
coordination method on a particular aspect is slightly negative; with two 
minuses (--) this effect is negative. Note that a (moderately) positive effect 
(+ or ++) on the coordination complexity means that the coordination 
process is not complex.) 
5.4  Conclusions and further research 
One of the most prominent advantages of the CMM approach is the possibility to break down the 
problem into a problem structure, containing black boxes that have fewer inputs than the entire 
problem. For the designer, this means that less time-consuming simulations are needed compared 
to solving the problem as a single black box optimization problem.  
Compared to other MDO approaches, the main benefits of the CMM approach arise from the 
creation of an explicit system-level meta-model, enabling fast sensitivity analysis, optimization, and 
robust design. Moreover, the resulting meta-models at part-level can be re-used in following 
studies. On the other hand, our approach is sensitive to meta-model errors. Future research should 
focus on finding optimal settings of design parameters that are relatively insensitive (robust) to 
these errors. Techniques from Chapter 4 may be used for this goal.  
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6   Chapter 6 
6.     CASE STUDIES 
The theory that we developed in Chapters 1-5 is inspired by many real life projects. In this chapter 
we show a number of cases in which the newly developed methods did not only prove to be of 
academic interest, but also very useful in industry. 
6.1  Introduction 
In Section 6.2, we describe the application of MDDO in ship design. This project has been carried 
out  in collaboration with the ship building consultancy firm SARC and Delft University of 
Technology. In Section 6.3, we show how meta-models can be used for the identification of the 
most important sources of variation using the MDDO method in a case from the metal industry. 
This project has been carried out in collaboration with Philips Domestic Appliances. Section 6.4 
shows applications in the television display industry of the space-filling design theory described in 
Chapter 2, the robust design theory described in Chapter 4, and the application of the CMM 
method described in Chapter 5. These projects were carried out in collaboration with LG.Philips 
Displays. Table 15 gives a survey of the theory that is used for the applications described in this 
chapter. 
  Chapter 
Section  Title  1  2  3  4  5 
6.2  Damage probability prediction in ship 
design 
X         
6.3  Process design for metal industry  X         
6.4.1  Space-filling design    X       
6.4.2  Robust optimization of furnace profiles        X   
6.4.3  Robust optimization of the shadow mask        X   
6.4.4  Integral mask design optimization    X      X 
Table 15. Overview of Chapter 6, linking the theory from previous 
chapters to the examples. 
6.2  Case 1: Damage probability prediction in ship design 
Ship design regulations prescribe that a ship must be subdivided into watertight compartments to 
ensure its safety. One measure for safety is the probabilistic damage stability. The measure was 
introduced in the 1960s and 1970s as a more flexible and more realistic alternative to its  
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deterministic counterpart. Ship designer were supposed to be able to create a safe ship without 
being bothered by regulations limiting their creativity. The deterministic damage stability calculation 
implies that there is a maximum volume for each compartment, whereas the probabilistic method 
looks  only  at the effects of the selected subdivision and does not prescribe any geometric 
boundaries. The probabilistic calculation is used to determine the safety of a ship by assessing the 
effect of damages in case of a collision. The presumed effect of such an accident is that water 
enters the hull, which changes the distribution of weight inside the ship and thus its heeling angle 
and stability characteristics. To examine these effects, it is crucial to know the position of watertight 
bulkheads and decks, as they determine the boundaries of potential damages. Assuming the ship 
hull form has already been chosen, one can say that these positions are the main design parameters 
in the computation of the damage stability.  
The regulations we are referring to can be found in IMO [1991] and IMO [1992]. In these two 
references, the probabilistic damage stability calculation is explained step by step and a requirement 
is formulated, being the minimum stability that a ship is allowed to possess. It can be argued that 
since a minimum stability value is defined, the optimum ship subdivision is the one with exactly 
that value. It is nevertheless interesting to find the subdivision that provides the best stability. The 
difference between the theoretic maximum and the imposed minimum can then be regarded as 
additional freedom for the designer, who is enabled to decide which ship form and subdivision, 
along with cargo capacity and distribution give the best ship. Hence, we will call the ship with the 
highest damage stability the optimum and any compromise that the designer makes to improve 
other ship characteristics are considered sub-optimal.  
The principle of the probabilistic damage stability is to make an inventory of all damages that may 
occur in a collision and assign a probability of occurrence to each damage type, based on statistics 
concerning accidents in the past. Next, the effects of leakages are quantified in terms of the ship 
survivability, which can be calculated using a static stability analysis. The Attained Subdivision Index (A) 
is a measure that quantifies the damage stability. It equals  the sum of  the product of the 
aforementioned probabilities for all damage cases denoted by the set C , so we can define 




i i accident survival P accident P A | ,  ( 129 ) 
where  ( ) i accident P  denotes the probability that accident  i occurs, and  ( ) i accident survival P |  the 
probability of survival given that accident  i occurs. Note that the attained subdivision index 
addresses the safety, based on the contribution of each damage case to the safety of the ship, rather  
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than to the probability of sinking. The attained subdivision index should exceed the required 
damage stability, which depends on the ship length only, albeit that the number of passengers is 
taken into account too if a passenger ship is concerned.  
The probability of an accident is a given constant. The stability of the ship on the other hand is 
difficult to compute and has a dynamic character. In case of a collision, the damaged compartments 
will be flooded and this continuous process changes the ship’s stability from second to second. 
However, it is practically impossible and probably not even useful to consider the stability at every 
moment between the collision and the final equilibrium stage (if there is one), but somehow this 
flooding process has to be accounted for. The solution found is to compare the survivability 
numbers corresponding to different filling percentages of the damaged compartments. Since the 
weight distribution plays an important role in this calculation, it is necessary to repeat this 
investigation for sufficiently many different loading conditions of the ship. 
Calculation of the attained subdivision index is complicated, since the number of damage cases is 
always very high. Usually the simplest cases (consisting of only one flooded compartment) have the 
largest contributions to the attained subdivision index, whereas the least likely cases (consisting of 
more than a dozen flooded compartments) lead to unnoticeable increments of the index, but one 
cannot say in advance after how many damage cases the computation can be aborted. Note that for 
the checking of compliance with regulations, there is no objection to ending the calculation 
prematurely. If a sufficient safety index has been reached after a number of damage cases has been 
handled, it can only profit from the remaining cases.  
However, the attained subdivision index is only an approximation, because it is partly based on 
statistics from previous accidents. Realistic scenarios in which the base of the damage does not 
coincide with the bottom of the ship, or in which multiple holes are observed, are not covered by 
the regulations (see Jensen [1995]). 
In order to utilize computer power for such complex design problems, many researchers have 
proposed optimization methods in the quest for the best design. The first steps were taken with 
conventional gradient methods (for example Broyden’s method, Broyden [1965]) and with non-
gradient methods (e.g., the Simplex method of Nelder and Mead [1965] and Hooke and Jeeves 
[1961]). These methods were applied to design subjects such as the optimization of the local hull 
shape and the minimization of the construction weight (see Nowacki [2003] and Bertram [2003]). 
These conventional methods have proven to be very efficient for continuous functions, as opposed 
to functions of a discontinuous nature like the attained subdivision index as a function of bulkhead  
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positions. As a consequence, genetic algorithms have been introduced in ship design applications 
including the field of the probabilistic damage stability in recent years (see Sommersel [1997], 
Gammon and Alkan [2003], Zaraphonitis et al. [2003], Ölçer et al. [2003], Guner and Gammon 
[2003] and Chen et al. [2003]). It appeared that even though a good solution can always be found, a 
large number of iteration cycles are wasted with the (time-consuming) calculation of impossible or 
irrelevant bulkhead configurations.  
 
Figure 24. Kriging models of the attained subdivision index as a function 
of the position of the bulkheads. 
The MDDO is specifically suited to these situations. Not only will it need fewer iterations than 
genetic algorithms, it will also give the designer insight into the safety as a function of the bulkhead 
positions. To prove this, we have applied the MDDO method to an actual ship design, namely a 
general cargo ship of 100 meters containing only two transverse bulkhead positions as design 
parameters. The selected bulkheads are named  01 trans  and  02 trans  and their original locations are 
at 66.00 and 83.50 meters, respectively. We have allowed them to move 6 meters back or forward. 
Since the behaviour of the Attained Subdivision Index is expected to be non-linear in terms of the 
bulkhead positions, Kriging models are used in the meta-modeling step. It is up to the designer to 
determine how detailed the Kriging model should be. A rough estimate of the best subdivision can 
be obtained with a Maximin LHD consisting of only 10 experiments. However, a Kriging model 
based on a Maximin LHD consisting of 100 experiments is much more accurate. See Figure 24.  
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Figure 25. A rough meta-model of the attained subdivision index (left) and 
the rough meta-model that is made more accurate in the interesting part 
(right). The design sites that are used for the construction of the right 
meta-model are shown in the middle. 
Alternatively, first a rough approximation of the design space can be made, e.g. using a Kriging 
model based on 20 experiments. This meta-model can then be used for the identification of 
interesting regions in the design space. The meta-model can be made more accurate in the 
interesting region by adding experiments in this part of the design space. See Figure 25. See also 
Kleijnen and Van Beers [2004]. 
We conclude that the MDDO method is an efficient methodology for the ship design problem, 
because the  number of simulations that  is needed to estimate the  optimal design is  limited 
compared to the amount usually needed by Genetic Algorithms. Further, the designer has control 
over the  number of simulations  and  the designer gains more insight compared to other 
optimization methods. 
6.3  Case 2: Process design for metal industry 
The second case is a study on the effect of a number of metal forming process parameters on the 
geometry and hardness of a fictitious product, see Figure 26. The metal type of interest is a specific 
type of steel that belongs to the group of metastable austenites, which means that during plastic 
deformation, a strain-induced transformation from  austenite to  martensite takes place. This 
transformation changes the material properties of the steel.  After  the  deformation, the 
transformation continues as a result of internal, residual stresses. A  so-called FEA model is 
implemented incorporating an advanced model that simulates the material properties (see Voncken 
et al. [2004]). Using this model, a multi-stage metal forming process is simulated.  
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Figure 26. The example product. 
The fictitious product is stamped during three metal forming steps and a heat treatment. The total 
production process consists of the next steps:  
1.  Metal forming step 1: a deep drawing operation. 
2.  Waiting step: simulating the transport of the product between stamping steps 1 and 2. 
3.  Metal forming step 2: a second deep drawing operation. 
4.  Waiting step: simulating the transport from stage 2 to stage 3. 
5.  Metal forming step 3: biaxial stretching in reverse direction. 
6.  Waiting step: simulating the time from stamping to precipitation. 
7.  Heat treatment step: 15 minutes of heating at 823 K. 
During the metal forming processes, the product becomes partly martensitic, because during the 
plastic deformation, strain-induced  transformation takes place.  During the waiting  steps, two 
mechanisms occur: 
•  The temperature distribution changes. Because of the changing  temperature, the strain-
induced transformation in the  following  metal  forming steps changes because this 
transformation is temperature dependent. 
•  There is a stress-assisted transformation in the product, depending on the duration of the 
waiting step. Because of this transformation, the transformations in the next forming steps 
will also be different.  
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The aim of this study is to look at the effect of the variance in the waiting times on the product’s 
accuracy and hardness. We want to compare this effect to the effects of other sources of variation, 
including variation in the initial material properties, variation in the tools that are used for the metal 
forming, variation in the friction and in the initial temperature.  
A possible way to get more understanding of this accuracy is by creating meta-models of the FEA 
model, following the MDDO approach described in Section 1.2 of this thesis.  
The 10 design parameters are categorized into parameters concerning material properties, tool 
properties, friction, temperatures and waiting times (see Table 16). In fact, all of these design 
parameters are noise parameters: they cannot be controlled by the engineer. There are two response 
parameters: the hardness and the bearing radius of the final product. 
A space-filling LHD is created (see Section 1.3.3), consisting of 120 experiments ( 120 = r ) in 10 
dimensions ( 10 = n ). The huge throughput time needed for these simulations (a total of about 2,000 
hours) is decreased by using a distributed computing technique on a Local Area Network (LAN) 
consisting of 30 CPUs. The 120 simulations are carried out within 70 hours. Using the simulation 
results, Kriging models are constructed. 
Design parameter  Category  Nominal 
value 
Unit  Distribution 
Material thickness  Material 
properties 
0.5  mm  N(0.5,0.003) 
Initial flow stress austenite  Material 
properties 
330  MPa  N(330,16.6) 
Time between step 1 and step 2  Waiting time  300  s  U(0,600) 
Time between step 2 and step 3  Waiting time  300  s  U(0,600) 
Waiting time after step 3  Waiting time  5450  s  U(100,10800) 
Ram depth step 1  Tool properties  0  mm  N(0,16.6) 
Ram depth step 2  Tool properties  0  mm  N(0,16.6) 
Ram depth step 3  Tool properties  0  mm  N(0,16.6) 
Coulomb friction  Friction  0.079  -  N(0.079,0.01) 
Initial temperature  Temperature  293  K  N(293,1.67) 
Table 16. Noise distribution of the design parameters. 
Realistic probability distributions on the design parameters are defined (Table 16). To assess the 
robustness of the design, a Monte Carlo study is used to analyze the effect of the noise specified by 
the probability distribution on the response parameters. The results for the hardness and the radius 
are shown in Figure 27. The expected hardness is 462.7 HV with a standard deviation of 15.6 HV. 
The expected radius is 4.068 mm with a standard deviation of 5.7 mm.   
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Figure 27. Histograms showing the effect of the noise on the design 
parameters on the hardness (left) and on the radius (right). 
The aim of the study is to investigate the effect of waiting time on the form accuracy and the 
hardness. Therefore, another Monte Carlo analysis is carried out. Noise is introduced only into the 
waiting time design parameters; the other parameters are kept constant on their nominal value 
(Table  16). Note that possible interactions between waiting times and other parameters are 
excluded this way. The results are shown in Figure 28. It can be concluded from these results that 
the waiting times between the different steps have some influence but are not the main factors for 
the accuracy of the radius and hardness of the product.  
 
Figure 28. Histograms showing the effect of the noise on the waiting times 
on the hardness (left) and on the radius (right). 
To determine the main causes for the spread in accuracy, Monte Carlo analyses have been carried 
out for the other design parameter categories (material properties, tools, temperature and friction).  
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The results are given in Table 17. It can be concluded from this table that variation in the material 
properties have the main influence on the deviation of the radius and the hardness. 
Variation on  Exp. radius   Std. dev. Radius  Exp. hardness  Std. dev. 
Radius 
All  4.0682  0.0057  462.74  15.63 
Material properties  4.0665  0.0045  465.64  14.86 
Tool properties  4.0668  0.0013  465.32  0.99 
Friction  4.0664  0.0024  465.42  3.32 
Temperature  4.0664  0.0003  465.30  0.69 
Waiting Time  4.0677  0.0018  461.93  2.69 
Table 17. The expected radius and hardness and standard deviations when 
different sources of noise are taken into account. 
By creating meta-models, we are able to perform a sensitivity analysis for a time-consuming FEA 
model. The 10,000 evaluations that are needed for the Monte Carlo analysis could not have been 
carried out using the FEA model within reasonable time. Using the results of the sensitivity 
analysis, we are able to point out the most important source of variation in the production process, 
which are the material properties. We conclude that in order to reduce the variation in the 
production process, most effort should be spent on reducing the variation in material properties. 
6.4  Case 3: TV tube design 
A color picture tube consists mainly of a glass bulb with a picture screen at the front, and an 
electron gun and a deflection coil at the back; see Figure 29.  
 
Figure 29. Color picture tube (source: F&GA report, Philips Components 
[1995]). 
The screen is coated internally with a light-sensitive layer of phosphors consisting of red, green, and 
blue dots or lines. The color picture is composed of these three primary colors. At the back of the 
tube is the electron gun containing three cathodes, one each for the red, green and blue signals. The  
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cathodes are coated with a substance that emits electrons when it is heated. The beams of emitted 
electrons are focused by the metal parts of the electron gun, called the grids, which are connected to 
different voltages, and hence act as a lens. High-speed electrons that cause the screen’s phosphor 
coating to light up at the points where the electrons hit it, bombard the screen. Inside the picture 
screen is a thin metal plate with a pattern of small holes. This is called the shadow mask. Its function 
is to ensure that the electrons from the three separate cathodes impact the screen on the right spot. 
LG.Philips Displays is one of the largest producers of color picture tubes in the world. In the 
architecture phase of new tubes, several part design groups work together very closely in an architecture 
team to translate system-level specifications to part-level specifications for the detailed design phase. 
Typical for this phase is the use of CAD and CAE tools for virtual prototyping of parts in 
combination with design space exploration techniques like the ODDO and MDDO approach. We 
refer to Den Hertog and Stehouwer [2002] for an overview of such picture tube optimization 
applications.  
In Section 6.4.1, we apply the space-filling design techniques described in Chapter 2 to the design 
of the glass bulb and screen. Further, in Sections 6.4.2 and 6.4.3, we apply the robust optimization 
techniques described in Chapter 4 to the design of a part of the production process of the TV tube 
and to the design of the shadow mask. In Section 6.4.4, we apply the integral design optimization 
approach presented in Chapter 5 to the multi-disciplinary optimization of the shadow mask.  
6.4.1  Space-filling design 
In the design optimization process of television tubes, the MDDO approach is used. In step 3 of 
the MDDO approach, an experimental design is created. The resulting meta-models are used to 
optimize the geometry  of the tube  and the screen  such that the stresses and the weight are 
minimized. Each simulation takes several hours. 
The geometry of the tube is parameterized by 23 design parameters. There are 8 parameters that 
refer to the thickness on specific locations on the screen, and 15 parameters that refer to the height 
of the tube on specific locations. Geometry restrictions on the tube lead to 44 (nonbox) design 
parameter constraints on the 15 height parameters, enforcing monotonous behavior and convexity 
of the geometry of the tube. Due to these 44  design parameters constraints, only 0.4% of the 
smallest bounding box that includes the design space is feasible, which makes it more difficult to 
find a space-filling design.  
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Although simulations are time-consuming, 300 runs are performed. Thus in this case,  23 = n , 
300 = r  and 44 = p . For step 3, we consider the three techniques described in Chapter 2: SFDP*, 
SFDP**, and the heuristic originally described by Trosset. The above setting leads to the problem 
sizes given in Table 18. 
  SFDP*  SFDP**  Trosset 
Number of variables  6,901  24  6,901 
Number of constraints  58,050  343  13,200 
Table 18. Problem sizes for three solution methods for the TV tube 
problem. 
Unfortunately, the number of variables and constraints for SFPD* and Trosset exceed the available 
solver capacity. Therefore, we use the heuristic SFDP** with the random feasible starting solution. 
In this way, we are able to create a space-filling design. Quality figures of the design after random 
initialization and after the 20 iterations of the SFDP** procedure are presented in Table 19. 
  Distance 
  Minimum  Average  Maximum 
After initialization  1.196  2.573  4.199 
After 20 iterations  1.414  2.656  4.272 
Table 19. Some quality measures for SFDP** for the practical case: the 
minimum, the average and the maximum over all design sites of the 
distance to its nearest neighbor. 
For the comparison of the different methods, we also calculated the experimental design for 50 
design sites. The results are given in Table 20. For the SFDP* approach, this problem is still too 
large for our NLP-solver (more than 14,000 constraints). As in the ten-dimensional ball case (see 
Section 2.3), we see that the quality of the solution of Trosset’s method is much worse than that of 
the SFDP** approach. Therefore, we conclude that SFDP** is a very practical approach for the 
generation of a space-filling design of experiments in this large case. 
Number of sites  SFDP*
  SFDP**
  Trosset 
50  +  1.8903  0.7609 
300  +  1.414  + 
Table 20. Separation distances for three solution methods for the TV tube 
problem. (Legend: A ‘+’ indicates that the number of constraints was too 
large for the available NLP solver.) 
6.4.2  Robust optimization of furnace profiles 
The second TV tube design application concerns the optimization of the enameling process. Given the 
geometry of the screen and the cone, the thermal stresses during the enameling process can be  
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influenced by changing the furnace temperature profile on the screen and cone. Figure 30 gives an 
example of a temperature profile. When the stresses on critical areas are too high, there is much 
scrap due to implosions. To minimize the scrap, the designer is interested in a furnace temperature 
profile, for which 
•  the temperature differences between nearby temperature locations on the screen are physically 
realizable, i.e., not too high; 

















Figure 30. An example of a temperature profile. 
The imposed temperature on 23 locations defines the profile. An FEA model is developed to 
calculate the thermal stresses at 210 nodes for a given temperature profile. A typical simulation run 


















" ‡   ( 130 ) 
with variables  max y  representing the maximum stress,  x  representing the vector of temperatures, 
and l and u  the lower and upper bounds of the temperatures. The function  ) ( ˆ x fi  represents the 
meta-model created for the response parameter that indicates the stress at node  i. The fixed 
parameter  max T D  represents the maximal allowed temperature difference between combinations of 
nodes. The matrix  A contains the coefficients of the constraints that enforce that the temperatures 
on nodes that are close to each other do not differ more than  max T D .   
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As described in Den Hertog and Stehouwer [2002] the stresses can be modeled as linear functions 
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where  i a  and  i b  represent the least squares estimates of the meta-model’s coefficients for stress i. 
In contrast to Den Hertog and Stehouwer [2002], who assumed no simulation error, we assume for 
this case that the simulation tool gives a result with an accuracy of 4%, i.e., we have a multiplicative 
error with  04 . 0 =
m
i s (as defined in  (  77 ) )  for each simulation outcome. Then, the robust 
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in which  [ ] i
T T
i X X X F P =
-1  (see also ( 79 ) and ( 82 )). We have solved this linear programming 
problem, and we have compared this robust solution with the nominal solution, i.e., the solution of 
( 131 ). In Figure 31, the effect of robust optimization is visualized. We have simulated a number of 
error realizations. The errors were assumed  uniformly distributed and independent. Given a 
realization of the possible simulation model outcome, meta-models have been estimated using least 
squares. Using these meta-models, the maximum stress over all nodes is predicted in the (nominal) 
solution of ( 131 ) and in the (robust) solution of ( 132 ). For the robust solution, both the mean 
and the variance of the objective over all realizations are significantly smaller than for the nominal 
solution.  The optimal value for the nominal solution is 14.16. Note that all objective values 
resulting from the realizations in the nominal solution are worse. This is caused by the fact that the 
objective is equal to the maximum of the stresses at many nodes. Therefore, it is very unlikely that 
the objective value will be better than the nominal predicted solution. This would only be the case 
if in a scenario, the errors lead to meta-models that all predict a smaller value in the nominal design 
than in the original models.  
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Figure 31. The effect of uniformly distributed noise (4%) in the simulation 
results on the predicted objective value (100 samples); left in the nominal 
solution of ( 131 ), right in the robust solution of ( 132 ). 
Now, we assume that the errors are normally distributed and independent. This assumption implies 
that the uncertainty region is an ellipsoid. Suppose we would like to take 99% of all possible 
situations into account. The uncertainty region can then be defined as  
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Then, the robust version of the furnace optimization problem becomes (see ( 88 )) 
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in which  [ ] i
T T
i X X X F P =
-1 . We have solved this SOCO problem, and we have compared this 
robust solution with the nominal solution, i.e., the solution of ( 131 ); see Figure 32.  
We have simulated a number of error realizations, as in the uniform distribution case. However, 
now the errors are drawn from a normal distribution. Again, for the robust optimum, both the 
mean and the variance are significantly smaller than for the nominal optimum. Note that the 
variance of the objective both in the nominal and in the robust optimal design is smaller than in the 
box constrained uncertainty case. 
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Figure 32. The effect of normally distributed noise (4%) in the simulation 
results on the predicted objective value (100 samples); left in the nominal 
solution of ( 131 ), right in the robust solution of ( 134 ). 
We conclude that in this case, it is very important to take simulation error uncertainty into account. 
Otherwise, a small deviation in the simulation outcome will lead to a dramatically worse design, 
which results in higher stresses.  The robust optimal design is very insensitive against slightly 
different simulation outcome.  
6.4.3  Robust optimization of the shadow mask 
The third application within TV design concerns the robust optimization of the shadow mask 
design. The essence of shadow mask design is to find the best mask geometry. In this case, the 
mask has a curved surface with a geometry that is described by three parameters, named  1 x ,  2 x , 
and  3 x . The mask surface is given by the polynomial  
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where v  and  w  are the scaled (screen) coordinates. In Figure 33, the mask surface for a specific 
combination of  1 x , 2 x , and 3 x  is shown. In Table 21, the lower and upper bounds for  1 x , 2 x , and 3 x  
are given. 
 
Figure 33. Example of the geometry of a shadow mask as a function of 
v and  w .  
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•  The mask should fit well within the given screen. This means that the given screen geometry 
restricts the set of possible mask geometries. Moreover, the shadow mask height, given by 
3 2 1 x x x + +  must be between 20 and 32 mm, so,  
  32 20 3 2 1 £ + + £ x x x .  ( 136 ) 
•  High accelerations due to impacts may cause a shadow mask to buckle. The buckling load is 
defined as the minimal force on the convex side of the mask such that the mask buckles. To 
optimize its drop resistance, the buckling load of a mask should be as high as possible. 
•  The picture quality of the final TV tube should be acceptable under a variety of conditions. 
Mask displacements due to heating of the mask negatively influence the picture quality of a 
tube. Therefore, the maximal mask displacement under heating should be minimal. In this case, 
the picture quality is expressed as the ratio of the predefined allowed displacement and the 
actual displacement. The picture quality ratio has to be larger than 1.0.  
Design parameter  Lower bound  Upper bound  Std. deviation 
1 x   9.40  17.40  0.1 
2 x   5.17  11.17  0.1 
3 x   1.79  7.79  0.1 
Table 21. Bounds and distribution on geometry parameters. 
An FEA model of the mask is used to evaluate mask designs. Mask displacements and buckling 
loads are calculated using a thermal analysis and a linear  eigenvalue analysis, respectively. 
Computation time of a typical simulation run is about one hour of CPU time. The mask geometry 
optimization problem is to find values for the three mask geometry parameters such that the three 
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where  b denotes the buckling load and  q denotes the picture quality ratio. We refer to Stehouwer 
and Den Hertog [1999] and Den Hertog and Stehouwer [2002] for more detailed information on 
shadow mask optimization. 
In reality, a design defined by the setting of parameters  1 x ,  2 x , and  3 x  will have a slightly different 
geometry due to implementation errors. We assume that this effect can be approximated by 
additive  implementation errors  on the design parameters that are  normally distributed with a 
standard deviations given in Table 21. 
Since changing the design parameters has a strong nonlinear effect on the simulated drop test and 
picture quality  ratio, Kriging models are used. Since we have assumed that the implementation 
errors are normally distributed, we have defined an ellipsoid uncertainty region such that 99% of all 
realizations of the implementation error are within this uncertainty region. To find a design that is 
robust against all possible realizations for the implementation errors from the uncertainty region, 
we use techniques described in Section 4.6.3 to find the robust optimal design.  
 
 
Figure 34. The objective values (left) and sum of constraint violations 
(right) of the nominal optimal design (top) and the robust optimal design 
(bottom) in 10,000 samples.  
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We have simulated a number of implementation error realizations. Given a realization of the 
implementation error, the objective and the infeasibility in the nominal optimal design and in the 
robust optimal design are predicted. The results are depicted in Figure 34. 
It appears that when the nominal optimal design is used, only 13.1% of the designs are feasible. 
When the robust optimal design is used, 99.7 % of the designs are feasible. Note however, that the 
robust solution leads to a reduction in the objective value.  
The nominal optimal design is often located on the bound of the feasible part of the design space. 
Therefore,  implementation errors will have a large impact on the probability of feasibility. 
Therefore, they should be taken into consideration. 
6.4.4  Integral mask design optimization 
Because of many degrees of freedom and various interactions among parts, developing a tube 
architecture is a complex process. In the architecture team, part-design groups try to collaboratively 
meet the ever-tightening product requirements. This process is iterative: targets are set as a 
conclusion of a discussion, parts are designed by the part design groups, then more realistic targets 
are set, parts are redesigned, etc. This means that finishing the system design phase in limited time 
is a difficult job. Moreover, a lot of time and energy is spent on part optimization, which is not 
necessarily beneficial for the system performance. This section demonstrates the benefits of the 
CMM approach (outlined in Chapter 5) to the design of an actual tube architecture. 
Step 1: Definition of system-level problem structure. In this study, we consider the integral 
design of several physical aspects of mask and screen. Therefore, black boxes are not associated 
with parts but with disciplines. The outcome of step 1 is the problem structure that is depicted in 
Figure 35. Based on this structure, we make the following observations: 
•  There are four black boxes in the structure, and one white box. 
•  A number of design parameters of black box 1 are also design parameters of black box 4. Of 
course, in the final design, only one value for these design parameters can be chosen (in 
Chapter 5, such parameters are called linking parameters). 
•  Black box 4 has a large number of design parameters (namely 28).  
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Figure 35. The system-level problem structure of the mask design 
problem. 
In the following, we describe each of the black boxes, their inputs and outputs and the objective 
function. In this case, each black box is associated with a separate department of LG.Philips 
Displays that is responsible for a specific calculation. In order to avoid communication effort, the 
parallel simulation coordination method is used. 
Landing: The landing model relates the shape of the inner contour of the screen with the shape of 
the mask. This relation uses the distance of the phosphor dots or lines in horizontal direction. This 
distance is called the screen pitch, denoted in  Figure 36 as  s a . From this figure, a simple 
relationship between the mask to screen distance  q, the distance  s  between the electron beams as 









.  ( 138 ) 







» .  ( 139 ) 
Therefore, knowing either the mask shape or the screen inner shape and the screen pitch, the other 
shape can be calculated. This model is called the landing model, because the red, green and blue 
electron beams land in the middle of the phosphor lines or dots if the combination of mask and 
screen shape is designed properly. The screen pitch can be chosen freely within certain constraints. 
  






Figure 36. A simple 'landing' model, relating screen, mask, and pitch. 
The design parameters for this black box are the parameters that define on one hand the screen 
pitch, and on the other hand, the mask shape. The landing model is used in this case to predict the 
inner shape of the screen. The three-dimensional geometry of the mask is  again defined by a 
polynomial (see also Section 6.4.3), in which the coefficients can be chosen by the designer. In 
general, more terms are included in the polynomial. Therefore, we describe the geometry of the 
mask by 
  ( ) { } 1 , 1 : , , ) , , ( £ £ " =￿
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where the given positive integers  i c  and  i d  denote the exponents of v  and  w  for term i, T  the 
set of terms, and x  the design parameters by which the geometry is parameterized. Note that this is 
a generalization of ( 135 ).  
Not every combination of design parameters leads to a design that can be simulated. We know a-
priori that a mask must be convex. This condition is translated into design parameter constraints as 
follows. First, a grid of  ( ) w v,  combinations is defined. Then, constraints are derived that enforce 
convexity on the grid. When the grid is dense enough, we have found in practice that convexity on 
the grid results in a convex polynomial on the entire range of  v  and  w . It is well known that 
( ) w v x z , ,  is convex in ( ) w v, , if the Hessian of  ( ) w v x z , ,  is positive semi-definite. We can check this 
property by checking whether the determinants of all principal sub-matrices of the Hessian are 
non-negative. This leads to the following constraints for each point ( ) i i w v ,  on the grid defined by 
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Note that ( 141 ) is a linear constraint in terms of x  and ( 142 ) is a quadratic constraint in terms of 
x .  
Next to the convexity constraints, the mask height is constrained (see also Section 6.4.3). The mask 
height is equal to the sum of the coefficients in the polynomial. This is obviously a linear constraint 
in the design parameters. 
Micmac: As described above, the mask is a thin sheet of metal with a pattern of holes in it. Because 
of these holes, the bulk material properties of the mask material do not apply anymore. In order to 
use an FEA for structural analysis, these  microscopic bulk material properties must be converted to 
overall, macroscopic properties, taking into account the specific geometry of the mask holes at a certain 
place. This conversion is done with a program called Micmac. 
Input for  the  Micmac model is the hole geometry at a certain mask position. Outputs are 
macroscopic material properties at this mask position. We use two positions to assess the quality of 
the design: the center of the mask and the corner of the mask.  
Microphony: The mask has a thickness of approximately 200 mm. Therefore, it is vulnerable to 
external vibrations. Such vibrations may result in vibrations of the mask and displacements of the 
mask hole from its designed position. Consequently, the electron beams will shift as well. This shift 
might be so large that  (for instance) the electron beam that is supposed to land on the green 
phosphors shifts so much that it lands on a red or blue phosphor. Of course, this event should be 
avoided. To investigate how sensitive a mask is to external vibrations, a modal analysis is performed 
to determine the mask eigenfrequencies and the accompanying mode shapes. These mask mode 
shapes are converted into electron spot displacements on the inside panel contour.  
Output of the Microphony simulation are the spot displacements at 80 positions on the screen in 
nine modes. We define the set of all combinations of positions and modes as  M . Input for the 
Microphony model are the mask coefficients, the (corresponding) panel coefficients that are output 
of the landing model, and the material properties that are output of the Micmac models. Of course, 
only convex masks are relevant in this study, so the same constraints as in the landing case are used. 
Furthermore, the panel geometry must be convex as well. This leads to another set of linear and 
quadratic constraints.   
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Objective: The quality of the tube is defined by the maximum of all absolute values of the spot 
displacements. This objective value should be minimal.  
For each black box, the number of design parameters, response parameters and simulations, and 
the time needed per simulation run are given in Table 22. 














Landing  12  10  300  2 seconds  3% 
Micmac center  10  5  300  45 minutes  3% 
Micmac northeast  10  5  300  45 minutes  4% 
Microphony  28  720  350  2 minutes  9% 
Table 22. An overview of the black boxes in that are used in the mask 
design study. 
Step 2: Creation and validation of meta-models. For all black boxes, meta-models are created 
using stepwise regression based on the CV-RMSE criterion (see Section 1.3.4). For each black box, 
the average relative CV-RMSE is calculated. The relative CV-RMSE is calculated by calculating the 
cross-validation (see (  46 ) ) as a percentage of the range of the simulated response parameter 
values. The average relative CV-RMSE is calculated by taking the average of the relative CV-
RMSEs over all response parameters that are the output of a black box. The results are denoted in 
Table 22. 
Step 3: Creation and validation of a system-level model. In the third step, the meta-models are 
connected into the system-level structure. The landing and Micmac output parameters are linked to 
the Microphony input parameters. Furthermore, the design parameters that describe the mask 
geometry are linked to both the landing and the Microphony model. There are no system-level 
constraints. 
For this case, not all models turned out to be very accurate; see e.g. Figure 37, middle panel. This 
could be a problem in the analysis phase. A solution to this problem would be to create better 
meta-models on the part-level by evaluating more simulations. In this case, we decided to use the 
model even though the system-level model was not very accurate, because the critical response 
parameters (i.e., the mode location combinations that usually cause the largest spot sizes) could be 
predicted with acceptable accuracy.  
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Figure 37. For three spot sizes, the predicted results on the test set, 
including the predicted optimum (square)) are plotted against the 
simulation results. Ideally, all points would be situated on the diagonal. 
Step 5: Analysis of the system-level model. The entire optimization problem consists of 412 
variables and 963 constraints. Since we used only quadratic meta-models and all design parameter 
constraints are linear o r quadratic polynomials, the mathematical programming problem is a 
(nonconvex) quadratic programming problem. Solving this problem from one starting point takes 
approximately 4 seconds of computation time on a 200Mhz Pentium PC. We used 15 starting 
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where  obj  is the objective, i.e., the maximum of the absolute values of the spotsizes 
microphony
i y ; 
microphony f ˆ ,,
landing f ˆ , 
center f ˆ and 
northeast f ˆ represent the meta-models, 
center x  and 
northeast x  the material 
properties at center and north-east corner, 
mask x denotes the mask coefficients, 
panel x the panel 
coefficients and 
mask u  the maximum mask height. The box constraints on the design parameters 
are denoted by l and u  respectively. 
System optimization results in an optimally designed product with a maximum spot size that is over 
50%  lower than the originally used  design (see  Figure  38).  This is  partly  due to the  integral 
optimization approach, partly due to the increased degrees of freedom by varying the  Micmac 
inputs, which were not varied in earlier cases. It should be noted that this increased freedom is a 
side effect of the CMM approach as well. The optimal hole geometry at a certain position depends 
on the shape of the mask. Up to now, a combined optimization of mask hole and mask shape 
geometry was impractical and was never done, because too many parameters would be involved.  
 
Figure 38. Original vs. optimized design. (Legend: On the x-axis are the 
modes/locations on which the spot displacements are calculated (the first 
half in the upper graph, the second half in the lower graph), on the y-axis 
the simulated spot displacements of the original and the optimal design.) 
Furthermore, we can now investigate the effect of changing a bound on the optimal product 
design. For example, if we decide that the mask height should not be limited to 25, but to 22 
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sensitivity analysis, the mask height upper limit is varied in 10 steps. In each step, the problem is 
optimized and the critical spot sizes are plotted; see Figure 39. Note that the critical spot size is not 
always on the same position. Using such bound sensitivity analysis, the system-level architect can 
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Figure 39. Sensitivity analysis of the spot sizes to the mask height upper 
limit. The data series represent the spot sizes on a mode/location 
combination in the optimal design when the mask height is limited to the 
x-axis value. In this graph, only the mode/location combinations are 
shown that have the maximum spot displacement for at least one setting 
of the upper limit. 
For LG.Philips Displays, the main benefits for the architecture phase are: 
•  A s hortened design cycle: T he throughput time of the architecture phase  is reduced  by 
providing insight in bottlenecks and dependencies at system-level. Therefore, more effort can 
be spent where needed, and time-consuming sub-optimization can be avoided. 
•  Tube design improvement: Better tube designs are created because of collaborative treatment 
of coupled design problems and integral system-level optimization. 
•  Improved design process: Insight at system-level is built and stored, which can be exploited for 
redesign.  The CMM approach supports the architecture team  in efficiently setting up its 
bottleneck task: the time-consuming CAE simulation of parts. This is done very early in the  
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architecture phase. Next, the different part design groups can do the time-consuming CAE 
simulation of parts independently and simultaneously in a highly automated way. 
Further research should investigate the effects of implementation errors on the optimal design, 
which may be taken into account using the techniques presented in Chapter 4.  
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7   Chapter 7 
7.     CONCLUSIONS AND FURTHER RESEARCH 
 
7.1  Conclusions 
In this thesis, we have investigated simulation-based design optimization methods. The methods 
that are described in the literature can be categorized into Objective Driven Design Optimization 
(ODDO) methods and Meta-model Driven Design Optimization (MDDO) methods. Methods in 
the first category are primarily driven by obtaining the best objective value (see also Driessen 
[2006]). This thesis concentrates on MDDO methods, which are primarily focused on obtaining 
meta-models that approximate the simulation model for the entire design space. The meta-models 
can be used for many types of analyses, e.g., identification of the most important design parameters, 
design optimization and sensitivity analysis. The MDDO approach consists of the following six 
steps: 
1.  Problem setup  
2.  Screening 
3.  Design of Computer Experiments (DoCE) 
4.  Black box evaluations 
5.  Meta-modeling 
6.  Analysis 
In this thesis, we have contributed to steps 3, 5, and 6. 
In many design optimization problems, the design space is restricted by non-box design parameter 
constraints, i.e., constraints on combinations of design parameters. These constraints may originate 
from three sources:  
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•  A-priori knowledge of which combinations of design parameter values might lead to a good 
design and which will probably not 
•  A-priori knowledge of physical restrictions 
•  A-priori knowledge of the combinations of design parameters for which the black box cannot 
be evaluated. 
In Chapter 2, we have introduced a new method for solving the Maximin design problem (step 3 of 
the MDDO method). This  sequential  method is based on N on  Linear  Programming, and is 
specifically suited to cope with many design parameter constraints. We called our method SFDP**. 
We have compared this method with Trosset’s [1999] method and a method that is inspired by 
Drezner and Erkut’s [1995] method for solving the p-dispersion problem, which we called SFDP*.  
We conclude from our analysis in Chapter 2 that our methods have proven to be an effective way 
of constructing a space-filling non-box constrained design. The three methods increase in solution 
time as the problem size increases. The SFDP* problem size increases dramatically as the number 
of design sites increases. The problem size of Trosset’s formulation also increases dramatically as 
the number of design constraints increases. Moreover, it seems that the quality of the solution 
found by Trosset’s method deteriorates for high-dimensional problems. The problem size of 
SFDP** is relatively insensitive to the number of design sites and design constraints, but the 
number of problems that have to be solved increases linearly in the number of design sites. Which 
method to use, depends on problem size, as well as on the available solver and computational 
capacity. We propose the following use of the methods presented. When the problem is small 
enough, first solve SFDP*, then solve SFDP** to increase the average distance between design 
sites. If the problem size is too large for SFDP* but small enough for solving Trosset’s formulation, 
then first solve Trosset’s formulation and subsequently solve SFDP**. When the problem size is 
even too large for Trosset’s formulation, solve SFDP** only. 
In  Chapter  3, we have introduced a new method  for meta-modeling (step 5 of the MDDO 
method). The method is a variant of Symbolic Regression. A Symbolic Regression meta-model 
consists of operators, functions, and constants that are combined to form a formula (the meta-
model). Symbolic Regression models usually use a genetic algorithm in order to find the best 
combination and order of building blocks. Our variant, however, uses Simulated Annealing. 
Further, we use a linear combination of formulas, in order to be able to use least squares for the 
estimation of  coefficients.  This is an advantage of our approach compared to  Genetic  
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Programming algorithms.  Further,  our  variant takes the  complexity of  the  meta-model into 
account, in order to avoid overfitting. Complexity is defined by a measure that estimates the 
minimal order of the polynomial that is necessary to approximate the model with acceptable 
accuracy. For the two test cases that we discussed, the Symbolic Regression meta-models have a 
quality comparable to Kriging meta-models, but they are much less complex and therefore more 
interpretable. Compared to other Symbolic Regression methods, we found that the combination of 
Simulated Annealing and least squares results in a comparable solution using  fewer  function 
evaluations than Genetic Programming methods.  
In Chapter 4, we have investigated three sources of systematic errors that should be taken into 
account when applying the MDDO method: the simulation model error, the meta-model error, and 
the implementation error. The simulation error receives little attention in the literature, while in 
practice this error may have a significant impact. The robust counterpart methodology can be used 
to obtain robust solutions, i.e., solutions that are less sensitive with respect to these three errors. 
For two meta-model types (i.e., linear regression and Kriging models) and for different types of 
errors, we have developed solvable robust counterpart optimization problems. For an overview, see 
Table 12, page 88. The practical examples described in Section 6.4 show that small errors could 
have a large impact on the quality of a design. Therefore, it is always advisable to investigate the 
robustness of the proposed design.  
In Chapter 5, we have investigated the application of MDDO in a large-scale environment. We 
assumed that the black box could be split up into multiple connected black boxes. This prevents a 
waste of computer time while searching for interaction factors that cannot exist due to the black 
box structure. The suggested CMM approach has many advantages compared to existing large-scale 
techniques, such as  sensitivity analysis,  global  optimization and robust design. Moreover, the 
resulting meta-models at part-level can be re-used in following studies. Coordination is one of the 
many issues raised by the CMM approach. Three coordination methods are proposed and 
compared, namely parallel simulation, sequential simulation and sequential modeling.  
In Chapter 6, we have presented a number of practical cases in which the theory from the 
preceding chapters is used.  We have investigated ship design,  the design of a metal forming 
process, and several applications in TV tube design. We conclude that the MDDO approach is very 
useful in these applications. Further, we see that the extensions that are described in this thesis are 
applicable in industry.   
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7.2  Further research 
Concerning the SFDP** approach for finding Maximin designs, it may be an interesting option to 
vary more than one design site at a time. This may lead to faster convergence of the algorithm, 
especially when combinations of design sites are chosen in a clever way. Further, due to the 
observation that noncollapsingness in one dimension corresponds to space-fillingness in that 
dimension, another possible extension is to use the SFDP** method to create a design that is 
noncollapsing in one or more user-defined dimensions. This becomes important when we are not 
certain whether these dimensions are important for all response parameters. Restricting the design 
space to Orthogonal Array based sub-spaces may be a good approach for this goal (see Chapter 1, 
Owen [1992] and Tang [1993]). 
Concerning the Symbolic Regression approach described in Chapter 3, there are some open issues 
for further research. One significant improvement of the algorithm may be found by first applying 
a number of transformations to the response data. Then, the search procedure can check the meta-
model on all transformations without much computational effort, and select not only the best 
transformation functions for the design parameters, but also the best transformation function for 
the response parameter. Another interesting extension to the algorithm would be the use of rational 
functions of transformation functions. This would increase the number of parameters in the meta-
model that can efficiently be estimated, and therefore this extension would probably increase the 
quality of the resulting meta-model. Finally, it would be beneficial to be able to dynamically alter the 
number of terms and the depth of the trees during the search. 
So far, we treated the three  systematic error types  that occur during  simulation-based design 
optimization  (simulation error, meta-model error, and implementation error) separately. An 
interesting subject for further research is to analyze how these errors can be modeled in one robust 
counterpart problem simultaneously. 
The CMM approach is sensitive to meta-model errors due to error propagation. Future research 
should focus on finding optimal settings of design parameters that are relatively insensitive (i.e., 
robust) to these errors. Techniques from Chapter 4 may be used for this goal. Another interesting 
issue is the clustering of black boxes for the CMM approach. Future research should investigate the 
allocation of black boxes to clusters, such that, e.g., the total simulation throughput time is 
minimized for a certain coordination method.  
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SAMENVATTING 
Dit proefschrift gaat over optimalisatie methoden die special geschikt zijn voor optimalisatie 
rondom tijdrovende computer simulaties. Dergelijke methoden worden veelvuldig gebruikt bij het 
ontwerpen van nieuwe producten en processen. De in de literatuur beschreven methoden kunnen 
ingedeeld worden in twee categoriën, die in dit proefschrift de Objective Driven Design Optimization 
aanpak en de Meta-model Driven Design Optimization aanpak worden genoemd. Dit onderscheid wordt 
gemaakt op basis van het volgende  criterium: methoden in de eerstgenoemde categorie richten zich 
primair op het vinden van het optimale ontwerp, terwijl methoden uit de tweede categorie zich 
primair richten op het construeren van een benaderend model van de computer simulatie. Met 
behulp van dit benaderende model kan men vervolgens  een snelle inschatting geven over de 
kwaliteit van een nieuw ontwerp.  Bovendien kan men het benaderende model gebruiken voor het 
identificeren van de belangrijkste invloedsfactoren (ontwerpparameters), het zoeken naar het optimale 
ontwerp en gevoeligheidsanalyse.  
Dit proefschrift concentreert zich op de laatstgenoemde aanpak. Iedere methode in die categorie 
volgt een variatie op het volgende schema: 
1.  Probleem definitie: in deze stap worden de te variëren invloedsfactoren gedefinieerd, maar ook 
de kwaliteitskarakteristieken die voor het ontwerp belangrijk zijn.  Bovendien wordt 
gespecificeerd wanneer een ontwerp optimaal is (de doelfunctie). 
2.  Screening: met behulp van deze techniek wordt bekeken welke invloedsfactoren belangrijk zijn. 
3.  Design of Computer Experiments: met behulp van deze techniek wordt bepaald welke combinaties 
van ontwerpparameters gesimuleerd moeten worden. Door de juiste combinaties te kiezen 
wordt maximale informatie gewonnen uit de computer simulatie. Deze informatie is nodig voor 
het construeren van het benaderende model. 
4.  Computer simulaties. 
5.  Meta-modeling: in deze fase wordt voor ieder  kwaliteitscriterium een benaderend model 
geconstrueerd waarmee een voorspelling kan worden gedaan voor een nieuwe combinatie van 
ontwerpparameters. 
6.  Analyse: met behulp van de meta-modellen kunnen allerlei soorten analyses uitgevoerd worden.   
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In dit proefschrift wordt een bijdrage geleverd aan stappen 3, 5 en 6. 
In hoofdstuk 2 wordt een nieuwe aanpak voor het construeren van een spacefilling  Design of 
Computer Experiments beschreven. Spacefilling wil zeggen dat de combinaties van 
ontwerpparameter instellingen zo ver mogelijk bij elkaar vandaan liggen in de ontwerpruimte. 
Hierbij kan de ontwerpruimte ingeperkt worden door  niet-lineaire restricties op combinaties van 
ontwerpparameters. Dergelijke restricties kunnen voorkomen uit: 
•  Kennis over welke combinaties van ontwerpparameter instellingen zouden kunnen leiden tot 
een goed ontwerp; 
•  Kennis over fysieke restricties; 
•  Kennis over welke combinaties van ontwerpparameter instellingen gesimuleerd kunnen 
worden. 
De methode die in hoofdstuk 2 wordt voorgesteld, is een sequentiële methode waarvoor vele kleine 
Niet-Lineaire Programmeringsproblemen worden opgelost. In vergelijking met andere methoden blijkt 
deze aanpak bijzonder geschikt wanneer het aantal simulaties dat voorgesteld moet worden en het 
aantal restricties op combinaties van ontwerpparameters groot zijn. 
In hoofdstuk 3 wordt een nieuwe aanpak voorgesteld voor stap 5 van de MDDO methode: het 
maken van benaderende modellen. De voorgestelde methode is een variant op Symbolic Regression. 
Een dergelijk model wordt gerepresenteerd d oor een wiskundige formule, opgebouwd uit 
operatoren (zoals ‘+’, ‘-’ en ‘/’), constante getallen en de ontwerpparameters (variabelen). Vaak 
worden genetische algoritmen gebruikt voor het vinden van de formule die het beste bij de data 
past. De variant die  in dit proefschrift beschreven wordt, werk met behulp van Simulated 
Annealing. Bovendien wordt een deel van de constante getallen bepaald met behulp van de kleinste 
kwadraten methode. Dit is mogelijk omdat we de zoekruimte beperken tot een lineaire combinatie 
van deelformules. Daarnaast wordt expliciet aandacht besteed aan de complexiteit van het 
benaderende model. Hoe lager de complexiteit van het model, hoe kleiner de kans op overfitting. De 
complexiteit voor delen van het model wordt gemeten aan de hand van de laagste graad van de 
polynoom waarmee dat deel benaderd kan worden. Daarnaast worden rekenregels gebruikt om de 
complexiteit van het totale model te benaderen.  
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In hoofdstuk 4 worden drie bronnen van onzekerheid bestudeerd die invloed hebben op het 
gebruik van de MDDO methode: de simulatiemodel fout (het verschil tussen de simulatie en de 
werkelijkheid), de meta-model fout (het verschil tussen het benaderende model en de simulatie) en de 
implementatie fout (het verschil tussen de waarden van de ingestelde ontwerparameters en de waarden 
zoals ze in werkelijkheid zijn ingesteld). Voor iedere bron van onzekerheid hebben we in kaart 
gebracht op welke manier rekening gehouden kan worden met deze onzekerheid, om tot 
oplossingen (ontwerpen) te komen die minder gevoelig zijn voor variaties in deze onzekerheden. 
De theorie die in hoofdstuk 4 beschreven is, kan gezien worden als een uitbreiding op de analyse 
fase van de MDDO methode. 
Hoofdstuk 5  behandelt een nieuwe methode voor het toepassen van de MDDO methode wanneer 
er niet één, maar vele simulatie gereedschappen gebruikt worden. De voorgestelde methode is van 
belang wanneer meerdere onderdelen van een product ontworpen worden met behulp van 
verschillende simulatie gereedschappen, terwijl de combinatie van deze onderdelen bepaalt wat de 
kwaliteit van het product is. Doordat de instellingen van de ontwerpparameters voor het ene 
onderdeel invloed hebben op de invloed die de ontwerpparameters van het andere onderdeel 
uitoefenen op de kwaliteit, kunnen deze ontwerp problemen niet los van elkaar gezien worden. De 
Collaborative Meta-Modeling aanpak creëert benaderende modellen voor ieder onderdeel. Deze 
benaderende modellen worden vervolgens gecombineerd om tot een totaal ontwerp te komen. 
In hoofdstuk 6 van dit proefschrift wordt de pracitsche relevantie van de getoonde technieken 
aangetoond aan de hand van voorbeelden uit de praktijk. Aan de orde komen het ontwerp van een 
metaalbewerkings proces, het ontwerpen van de indeling van schepen om de veiligheid te 
maximaliseren, en een aantal cases uit de televisie industrie. 
  
 