In machine learning, ensembling is a technique which uses a collection of models in order to obtain better results than any model in the collection [6] . Bagging is one of the most popular ensemble techniques. MapReduce is a programming model and an associated implementation for processing and generating large data sets [7] . In order to solve those problems mentioned above, a method named MBK-means is proposed in this paper, which adopts bagging to improve the stability and accuracy of k-means, and uses MapReduce to solve the inefficiency problem in clustering on large data sets. The main contributions of this paper can be summarized as follows: a) To overcome the instability and the sensitivity to outliers of k-means, an ensemble learning method bagging is introduced to improve the stability and accuracy. b) The inefficiency problem in clustering on large data sets is solved by using a distributed computing framework MapReduce. c) Extensive experiments have been performed to show that our method is efficient in solving the problems mentioned above.
II. RELATED WORK

K-means
James MacQueen first used the term "k-means" in 1967, though the idea can be traced back to Hugo Steinhaus in 1956 [3] . Stuart Lloyd first proposed the standard algorithm in 1957, though it was not published until 1982 [8] . K-means clustering is a cluster analysis method which aims to partition n objects into k clusters, in which each object belongs to the cluster with the nearest centroid. It attempts to find the centers of natural clusters in the data set [9] . Given a set of objects (x1, x2,…, xn), where each object is a d-dimensional vector, the kmeans clustering aims to partition the n objects into k sets (k < n) S = {S1, S2,…, Sk}. The kmeans algorithm is composed of the following steps: 1) Given an initial set of k means m1 (1),…, mk (1), which may be specified randomly or by some heuristic. 2) Assignment step: Assign each object to the group that has the closest centroid. ( ) ( ) ( ) * t { :|| t || || t || for all *=1,..., } i j j i j i S = x x − m ≤ x −m i k 3) Update step: When all objects have been assigned, recalculate the positions of the k centroids.
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Repeat Steps 2 and 3 until the means no longer move. This produces a separation of the objects into groups from which the metric to be minimized can be calculated.
The k-means algorithm is usually effective, particularly when the clusters are compact and well separated, but it is less effective when clusters are nested. The results produced depend on the initial values for the means, and it frequently happens that suboptimal partitions are found. Regarding computational complexity, if k and d are fixed, the problem can be exactly solved in time O(ndk+1logn), where n is the number of objects to be clustered and the d is the vector dimension of objects.
Bagging
Ensemble methods employ multiple learners and combine their predictions to solve the problem together, which can obtain better performance than any of the constituent models [3] . Bagging, a name derived from bootstrap aggregation, was proposed by Leo Breiman in 1994. It is the first effective method of ensemble learning to improve models in terms of stability and accuracy, and reduce variance and help to avoid overfitting [10] . And it also is one of the simplest methods of arching. The method uses multiple versions of a training set by using the bootstrap, and each data set is used to train a different model. The outputs of these models are combined by averaging or voting to obtain a single output.
Bagging is a special case of model averaging, was originally designed for classification, and can be used with any type of model, although it is usually applied to decision tree models
MapReduce
MapReduce is a programming model and an associated implementation for processing and generating large data sets, which was introduced by Google to solve certain kinds of distributable problems. Programs written in MapReduce's functional style can be automatically parallelized and executed on a high performance computing cluster of a large number of low-cost ordinary personal computers. It is inspired by the map and reduce functions, Users specify a map function that processes a (key, value) pair to generate a set of intermediate (key, value) pairs, and a reduce function that merges all intermediate values associated with the same intermediate key [7] .
MBK Algorithm 2.4.1. Data Splitting and Distance Measure
Given a standard training set D of size n, bagging generates m new training sets Di of size n'
, by sampling examples from D uniformly and with replacement. In this paper, the n' is set as n, while m is set as k, which is the number of clusters in k-means. Since similarity is fundamental to the definition of a cluster, a measure of the similarity between two objects is essential to most clustering procedures. It is common to calculate the dissimilarity between two objects using a distance measure. Distance is a numerical description of how far apart objects are. In physics or everyday discussion, distance may refer to a physical length or estimation based on other criteria. In mathematics, a distance function or metric is a generalization of the concept of physical distance. In this paper, the Minkowski distance is used to measure the similarity or dissimilarity between two objects, which is defined as:
where obji=(xi1, xi2,…, xid) and objj=(xj1, xj2,…, xjd) are two d-dimensional data objects, and q is a positive integer. In this paper, q is set as 2. Therefore, the Minkowski distance evolves into the Euclidean distance. The Distance function can be calculated in O(d).
K-means with MapReduce
The k-means algorithm spends most execution time on calculating the distances between objects and cluster centroids. For very large data sets, the iterative computation of distances between objects often causes a system to overload. This process is, however, necessary for the algorithm itself, and thus we must consider about improving the efficiency of the algorithm from other aspects. Therefore, enhancing the performance of the distance calculation is the key to improve the time performance of the algorithm. It is easy to note that the execution orders of distance calculation of objects will not effect on the final result of clustering. Therefore, the distancecalculating process can be executed in parallel by using the MapReduce framework. The k-means framework with MapReduce is shown in Figure 1 and details are as follows:
Using
Figure1. K-means framework with MapReduce 1) Place k points into the space represented by the objects that are being clustered. These points represent the centroids of initial groups.
2) Assign each object to the cluster that has the closest centroid 3) When all objects have been assigned, recalculate the positions of the k centroids: This step is operating on reducers showing in Figure 2 , and Figure 4 outlines the k-means_in_Reduce algorithm.
Repeat Steps 2 and 3 until the centroids no longer move. This produces a separation of the objects into clusters from which the metric to be minimized can be calculated.
The map function of the k-means algorithm using MapReduce is shown in Figure 3 , and this function runs on each mapper in the cluster. This function assigns the object to the nearest centroid. This function uses a distance method to calculate the distance between the object and each centroid in clusters in step 3. After finding the nearest centroid to the object, this function puts the object into the cluster which contains the centroid in step 8.
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The reduce function of the k-means algorithm using MapReduce is shown in Figure 4 , and this function runs on each reducer in the cluster. This function calculates the new centroid of the cluster. This function first gets all objects in this cluster in step 3, and then uses a reCalCentroid function to recalculate the centroid with the objects in the cluster in step 5. After getting the new centroid of the cluster, this function returns the centroid in step 6.
Function K-means_in_Map
Input: centroids, input. // The key of the input is the offset of the input segment in the raw text (data set), and the value of the input is an object for clustering. The centroids are raw centroids, and are given to the map function by the JobConf of MapReduce.
Output: output. // The key of output is the nearest cluster to the object, and the value of output is the object. 
Ensemble
Each data set can use the k-means algorithm to get k centroids. Since our MBK-means generates k new data sets from the original data set D, we can get k centroid sets from Centroids1 to Centroidsk. Therefore, the k centroid sets must be merged into a finally centroid set.
In this paper, a simple merging algorithm is used to ensemble, which can be processed with the following steps using a greedy style. a) Initialize the finally centroid set centroids, which records the finally k centroids of the given original data set D, as empty; 
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where ci comes from centroid set centroidsi (i=1… k) and c is the centroid. Then remove ci from centroidsi (i=1,…, k), and add c into centroids. Go to step b. There are k * k centroids, shown in Figure 5 .
According to the combination principle, there are kk different vectors of centroids (c1,…, ck), of which ci comes from centroid set centroidsi (i=1… k). Therefore, step c) in the merging process, which calculates the inner distances of kk centroid vector, spends the most execution time.
It is obvious that the calculation of each inner distance is independent from others. Therefore, all inner distance calculations can be performed parallelly.
The map function of the ID algorithm, calculates the centroid of the k centroids (input. value) recorded as c , and then calculates the inner distance. This function employs a Distance method to calculate and accumulate the distance between c and each centroid in step 4 to obtain the inner distance. Then, it sets the centroid vector (c1,…, ck) and the inner distance in the output and passes them out. The reduce function of the ID algorithm using MapReduce does nothing but passes the input out.
Function ID_in_Map
Input: input. // The value of the input is a vector of centroids (c1,…, ck), where ci comes from centroid set centroidsi (i=1… k).
Output: output. // The key of the output is the same as input. key, and the value of the output is the inner distance. 
1: output. collect(input. key, input. value);
The merging process merges k2 centroids into new k centroids; each new centroid comes from k centroids respectively. The k centroids from this process are the final centroids. Then we finish the clustering process by assigning each object in the data set to its nearest centroid.
III. (COMPARISON) PROS and CONS
K-Means Clustering
Advantages:
 If variables are huge, then K-Means most of the times computationally faster than hierarchical clustering, if we keep k smalls.  K-Means produce tighter clusters than hierarchical clustering, especially if the clusters are globular.
Disadvantages:
 Difficult to predict K-Value.  With global cluster, it didn't work well.  can (potentially) query live data  can (conceptually) be highly efficient at joining data sets that are identically sharded on the join key (the joins can be pushed down into the key-value store itself)
 Full scans (the most common pattern for map-reduce) is most likely to be much faster with raw file system access  Because of the better decoupling of computation and storage in the GFS+Map-Reduce model -tolerating hot spots (resulting from MR jobs) is much easier  Key-value stores are rarely arranged to have schemas optimized for analytics
IV. CONCLUSION
In this paper, we find a method using an ensemble learning method bagging to overcome the instability and the sensitivity to outliers of k-means, while using a distributed computing framework MapReduce to solve the inefficiency problem in clustering large data sets.
