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Abstract
The injection of fluid into rock masses as a part of industrial processes, such as
hydraulic fracturing, can lead to an increase in seismic activity. The movement of the
injected fluid and resulting stresses can be simulated and analyzed. One aspect of this
analysis is the predicted rate of seismic activity, obtained via the Dietrich rate-and-state law
and the Coulomb Failure Stress. This work produces simulations for two fracturing scenarios
in the Duvernay Shale region. Model parameters, such as layer permeability and timing of
fault slip, are varied to determine their impact on the model results. The simulated results
show that increases in activity are primarily derived from pore pressure increases, and that
changes in permeability between models have the most effect on the results.
Keywords: Induced seismicity, geomechanical modelling, poroelasticity, finiteelement analysis, hydraulic fracturing.

Summary for Lay Audience
Hydraulic fracturing, commonly known as fracking, involves the injection of large
amounts of water into a section of rock, and is known to be capable of leading to
earthquakes. This leads to an increase in pressure that can put stress on the rock surrounding
the injection point. These stresses, along with the movement of the water through the rock,
can be examined to determine the potential for earthquakes to occur. The pressure increases
and stresses on the rock can be combined into a single measurement that can be used to
estimate the rate of seismic activity. This work produces simulations for two fracturing
scenarios in the Duvernay Shale region in Alberta. These models include variations to
determine which aspects are most important, such as how easily the water, can flow through
the surrounding rock and when the fault moves in response to the changing stress or
increased pressure. Results from the simulations show that the former of those parameters
has one of the largest impacts in the overall rate of earthquake occurrence. The results also
show that most of the earthquakes were triggered as a result of pressure increases instead of
stress changes within the rock itself.
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Chapter 1

1

Introduction and Literature Review
1.1

Problem Statement

Most seismic events are of little concern since they are often too small to be
noticed. In general, earthquakes are a result of the natural tectonic activity taking place in
the brittle outer layer of the Earth in relatively narrow and well-established zones. Natural
sources of stress, such as tectonic plate movement, can cause an earthquake when the
stress buildup becomes large enough to cause movement along a fault surface. However,
seismic events can also be triggered by human activity - referred to as induced seismicity
(Ellsworth, 2013, Eaton, 2018, Schultz et al., 2020). It is important to study induced
seismicity because it can lead to larger events than would be expected within a region,
and thus buildings and other structures may not have been built with the capability to
withstand said events.
Industrial processes that can induce seismicity involve removing material from
the Earth, as in mines, or adding material, such as impounding a reservoir behind a dam
or injecting fluid into the subsurface rock layers directly (Grigoli et al., 2017). While
different activities have varied mechanisms for triggering seismic events, the injection of
fluids under subsurface is commonplace in several processes. These include wastewater
disposal (Zhai et al., 2019), enhanced geothermal reservoir stimulation (Baisch et al.,
2010), hydraulic fracturing for resource exploitation (Bao and Eaton, 2016), and carbon
capture and storage (Chang et al., 2018). Of these processes, hydraulic fracturing,
informally referred to as fracking, has been particularly controversial for its potential
environmental impacts, including induced seismicity, and has received mainstream
attention as a result.
In order to safely perform these processes which plays an important role in
economy, it is vital that scientists gain an understanding of the underlying processes that
cause induced seismic events. Interest in induced seismicity dramatically increased after a
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5.9-magnitude earthquake occurred in Oklahoma in November 2011, believed to have
been caused by wastewater injection (Grigoli et al., 2017).
In order to forecast and understand the effect of energy related anthropogenic
activities and the potential for induced seismicity, detailed physical models that describe
the evolution of the stresses and propagation of fluids in porous media are needed.
Current predictive models of earthquake frequency and magnitude are lacking newly
available theoretical information, which can be solved by expanding the existing models
with more parameters. It is particularly important to have robust forecasting since the
seismicity of an injection site can peak after injection has stopped. This is potentially due
to the time it takes for the changes in pore pressure and stresses to propagate to
seismically prone areas (Segal and Lu, 2015, Chang et al., 2018). The current standard
method for closing wells is based on a reactionary response when an earthquake occurs
(Bao and Eaton, 2016). Coupled with the difficulty in installing dense networks of
sensing equipment (seismometers) to detect earthquakes with smaller magnitudes
(Ellsworth, 2013), it becomes very important to have physically realistic methods for
determining when and how to stop injections, rather than the current standard, which is
based on a reactionary response when significant seismic events occur (Bao and Eaton,
2016). Important aspects to consider include the movement of injected fluid, stresses on
the rock as a result of injection or fault movement, and how the presence and location of
various features of the formation affect these stresses.

1.1.1

Research Questions
This work is a forward-modelling study based on hydraulic fracturing operation

data from the Duvernay formation and has both practical and theoretical benefits. From
this, the scope of the model is expanded so that it can cover similar operation scenarios,
approaching the point at which the model is robust enough to be usable for real-life
scenarios in risk assessment of potential injection sites.
This thesis contributes to the study of induced seismicity through the development
of two geomechanical models of seismic activity as a result of fluid injection from
hydraulic fracturing operations, modelling activity in scenarios based on field data
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gathered from the Western Canada Sedimentary Basin. This work examines how pore
pressure diffusion, poroelastic stresses, and slip on a fault interact with each other and
determine the overall seismicity of a system undergoing a hydraulic fracturing operation.
The impact of varying fault properties including permeability, slip magnitude, and
orientation with respect to other features is investigated, as well as the impact of the
distribution of fluid injection and the parameters determining the areas surrounding the
faults.
To understand the process of how induced seismicity occurs during hydraulic
fracturing, it is necessary to understand the interplay between poroelastic stresses, pore
pressure diffusion, and the slip on a given fault. Questions to be answered are:
•
•
•

Can a model be developed based on existing data that explains the seismic activity
similar to the recorded seismic events?
Can this model be expanded to incorporate different arrangements of faults and/or
fracture zones?
Using these models, what is the effect on the overall stress state due to changes in the
model parameters such as the angle of a fault and the surrounding rock permeability?

1.2
1.2.1

General Overview
Injection-Induced Seismicity

One of the earliest major review papers on injection-induced seismic activity is by
Ellsworth, (2013). Ellsworth (2013) identified increases in pore pressure and poroelastic
stressing as two main mechanisms by which stress might be transferred to a fault and
cause it to slip resulting in an earthquake. Additionally, he noted that high volume
injections, such as those used in large-scale wastewater injection, are more likely to
trigger larger earthquakes. These two mechanisms of stress transfer were repeated in a
later review, with note of the need for improved monitoring systems at injection sites
(Grigori et al., 2017). The importance of the underlying structure of the formation in
determining the expected activity was noted in Kernanen and Weingarten (2018).
The introduction of poroelastic stresses into numerical models of fluid injection is
a recent development (Segall and Lu, 2015, Deng et al., 2016, Chang and Segal, 2016,
Chang et al., 2018, Yehya et al., 2018, Kernanen and Weingarten, 2018, Verdeccia,

4

Cochran, and Harrington, 2021). In addition to examining models that include poroelastic
stresses, newer surveys of the literature, such as Atkinson et al. (2020) and Schultz et al.
(2020), also included loading from aseismic slip occurring on other faults as a method of
stress transfer and fault activation, noting works such as Bhattacharya and Viesca (2019)
and Eyre et al. (2019) that focused on aseismic loading. However, these reviews
suggested increases in pore pressure as the most significant method of fault activation
(Atkinson et al., 2020, Schultz et al., 2020). More recently, hydraulic fracturing
operations are now included in the analyses when they were previously disregarded due
to the process involving a smaller injection volume than other injection activities
(Atkinson et al., 2020, Schultz et al., 2020).

1.2.2

Hydraulic Fracturing
Hydraulic fracturing, abbreviated as hydrofracturing and often colloquially

referred to as fracking, is a process by which fluid is injected into a rock mass in order to
produce fractures to increase the permeability for resource extraction (Ellsworth, 2013,
Ge et al., 2020). Despite the low tensile strength of rocks, the injection pressure must be
significant, since it needs to exceed the ambient compressive stresses acting at depth
(Eaton, 2018). The volume of fluid injected is small compared to other industrial
processes, since the fluid storage of the rock mass is not used for the injected fluid (Bao
and Eaton, 2016).
Much of the earlier hazard data for induced seismicity comes from operations that
involve large volumes of fluid at comparatively low pressure, such as the disposal of
wastewater (Ellsworth, 2013, Segall and Lu, 2015, Chang and Segall, 2016, Yeyha et al.,
2018, Zhai et al., 2019, Verdecchia et al., 2021) and geothermal projects (Altmann et al.,
2014, Deichmann et al., 2014, Atkinson et al., 2016, Meller and Ledesert, 2017). For this
type of injection, the expected magnitude of an induced earthquake is strongly tied to the
total injected volume (McGarr, 2014, Atkinson et al., 2016). Carbon capture operations
can use this data as well, since CO2 is occasionally injected dissolved in brine (Bickle,
2009), and it was determined by Nicot et al. (2011) that an accurate model of the
resulting stresses could be obtained without modelling the incoming CO2 and the preexisting water separately.
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Hydraulic fracturing operations are distinct from high volume wastewater
injection operations since they entail a relatively small injection volume and a much
higher injection pressure (Bao and Eaton, 2016). Additionally, the standard purpose of
hydrofracturing operations means they are used in less permeable formations (Rutqvist et
al., 2013), which may have led to the earlier belief hydraulic fracturing (HF) seismic
hazard was going to be low. Hydrofracturing operations can trigger larger earthquakes
than their injection volume may suggest based on the power law used for other injections
(Atkinson et al., 2016, Castro et al., 2020). Hydrofracturing earthquakes frequently have
a less organized structure than the normal foreshock-mainshock-aftershock sequence of
tectonic earthquakes (Schultz et al., 2020). This may be due to the rock type associated
with HF operations: less granitic regions are noted to have more swarm-like earthquakes
under geothermal operations (Meller and Ledesert, 2017). For these reasons, hydraulic
fracturing operations need to have their own class of models to determine the associated
hazard. Several numerical models of hydraulic fracturing operations often focused on the
details of crack expansion over the possibility of induced seismicity, as in Damjanac and
Cundall, (2016) and de Borst (2018). These works noted that the path of injected fluid
can be altered by pre-existing faults (Zhao and Young, 2011) and that the applied stresses
from fracturing can exceed the threshold for slip on a fault (Ge et al., 2020).
Major reviews on the study of fracturing-induced seismicity have been published
in recent years. In Schultz et al. (2020), the locations of seismic events relative to the
injection wells were discussed. They note that most earthquakes are close enough in
space and time to the injection and activity can be ascribed to increases in pore pressure
at the fault. In another recent review, it was noted that induced events often have lower
stress changes than natural events but shallower foci when compared to natural events
(Atkinson et al., 2020). This in turn leads to induced events being capable of resulting in
similar damage to natural ones at short distances. Both of these reviews noted the
difficulty in accumulating statistical data from industrial operators (Atkinson et al., 2020,
Shultz et al., 2020).
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1.2.3

Hydraulic Fracturing in Canada
Much of the fluid injection activity in Canada is part of the hydraulic fracturing

operations in the Western Canada Sedimentary Basin. Other processes occurring in this
region, such as wastewater disposal, show reduced correlation with recorded seismicity
(Atkinson et al., 2016). By contrast, statistical analysis shows a very strong correlation
between hydraulic fracturing operations and recorded seismic activity in the area, which
has been historically inactive (Atkinson et al., 2016). Some of these operations occur in
the Fox Creek region in Alberta, as part of oil and gas extraction from the Duvernay
formation (Atkinson et al., 2016, Bao and Eaton, 2016, Deng et al., 2016). Several
noticeable earthquakes have occurred in this region and are believed to be consequences
of the fracturing and extraction operations. These include a moment magnitude Mw 4.27
event on June 13. 2015 and a M 4.1 event on January 12, 2016 (Atkinson et al., 2016,
Bao and Eaton, 2016). Given the low permeability of the shale being worked on, aseismic
movement has been invoked as an explanation for recorded events occurring sooner after
injection than would be expected based on pore pressure diffusion alone (Eyre et al.,
2019, Atkinson et al., 2020).
As a result of concerns about the seismic activity in the area, the Fox Creek region
also houses the Tony Creek Dual Microseismic Experiment, a set of injection wells and
sensors designed to measure the response to fluid injection (Eaton et al., 2018, Igonin et
al., 2021). In order to simulate the behaviour of industrial fracturing projects, fluid was
injected into these wells (Igonin et al., 2021). The results of this work demonstrate the
possibility of networks of cracks in a rock formation acting as a permeable channel and
allowing high pore pressure to be transferred faster than normal (Igonin et al., 2016). This
explanation was backed up by similar data from Castro et al. (2020), which came to a
similar conclusion when analyzing a Mw 4.2 earthquake in the Montney formation near
the border between Alberta and British Columbia.

1.2.4

Injection-Induced Seismicity in the US
In contrast to induced seismicity in Canada being ascribed primarily to hydraulic

fracturing operations, much of the activity in the US appears to result from the large-scale
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disposal of wastewater from both hydraulic fracturing operations and other industrial
activities (Ellsworth, 2013). In these processes, fluid is often injected into a permeable
reservoir surrounded by impermeable formations to reduce leaching of the wastewater.
Many earthquakes in the last decade have been recorded at a depth corresponding with
wastewater disposal projects (Ellsworth, 2013, Atkinson et al., 2016). These situations
can also lead to seismic activity even years after the injection has concluded (Gan and
Frolich, 2013, Zhai et al., 2019,)

1.3
1.3.1

Concepts Overview
Direct Effects of Pore Pressure

Three major mechanisms for stress transfer in fluid injection systems have been
proposed for triggering injection-induced earthquakes: pore pressure effects, poroelastic
stress, and aseismic slip (Ellsworth, 2013, Bhattacharya and Viesca, 2019, Atkinson et
al., 2020,). Of these, pore pressure effects were examined earliest, such as in Mazzoldi et
al. (2012), Gan and Frolich (2013), Woods (2015), Shapiro (2015), and Zoback (2019).
Increases in pressure act against the ambient normal stress on a fault, reducing the
effective frictional strength and pushing the fault towards failure (Ellsworth, 2013). The
direct effects of pore pressure increases are limited to regions close to or hydraulically
connected to the injection site (Keranen and Weingarten, 2013). Since hydraulic
fracturing often takes place in less permeable environments, this limitation may have
contributed to a belief that fracturing projects are less capable of producing injectionrelated seismicity. This in turn may have led to a large number of sources on hydraulic
fracturing not mentioning potential seismic impacts (Zhao and Young, 2011, Rutqvist et
al., 2013, Damjanac and Cundall, 2015, Eaton, 2018, Zoback, 2019, Ge et al., 2020).
Other triggering mechanisms are used to explain seismic events that do not occur in
pressurized areas, most significantly, poroelastic stressing from the injection sites and
aseismic movement on other faults that are pressurized (Atkinson et al., 2020).
Recently, pore pressure interactions have been re-examined as a principal
triggering mechanism even for systems where the well is not obviously connected to the
fault. Networks of small fractures in the rock mass can create a permeable channel
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through which fluid can flow into and pressurize a fault. The work done by Castro et al.
(2020) emphasized this, noting that older formations are likely to have cracks, and a
connection to another region can be inferred by a relative lack of recovered fluid
compared to other injection wells, and that including a permeable connection into a
simulated model of an injection site significantly increases the possibility of slip on the
examined fault. Similar results were reported by Igonin et al. (2021), where the effects of
other stressors were smaller than the pressure increase in areas connected to the injection
via fracture corridors. These corridors were also noted to have been found in field
measurements of the studied formation.

1.3.2

Poroelastic Effects
Poroelastic theory was developed mainly following Biot (1941) and Skempton

(1954) and is well established in geophysics contexts. These original works focused on
the context of groundwater aquifers. Changes in the fluid content of reservoirs can lead to
changing seismicity from natural processes such as seasonal rain (Hsu et al., 2021)
compared to deliberate fluid injection. Indirect stresses from injection may also be
derived from thermal (Cheng, 2016) and chemical transfer (Sherwood, 1993) in addition
to changes in pore pressure. Thermal factors are only occasionally considered for models
of induced seismicity (see Andres et al., 2019 and Jiang et al., 2021), but have generally
not been considered a major mechanism for stress transfer when compared to the direct
and indirect effects of pore pressure movement due to the pressures involved being much
higher than other contributors to the solid deformation (Atkinson et al., 2020).
Poroelastic contributions to the stress state are often small compared to the
pressure increase in areas where fluid can reach but are more significant at larger
distances and in less permeable environments (Verdecchia, Cochran, and Harrington,
2021, Grigoli et al., 2013, Segall and Lu, 2015, Chang and Segall, 2016, Deng et al.,
2016, Zhai et al., 2019). Unlike the reduction in friction related to an increase in pore
pressure, poroelastic stresses can inhibit slip in areas close to the fault (Yehya et al.,
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2018) and cause faults to slip in directions other than their unperturbed stress state would
indicate (Altmann et al., 2014)

1.3.3

Aseismic slip
A fault can also slip without producing a seismic event. This occurs when

velocity-dependant variables, such as the critical slip distance, produce negative feedback
and inhibit further movement (Im et al., 2020). Stress changes resulting from this slow
movement can be transferred to other parts of the rock, and this stress transfer has been
used to explain the occurrence of large tectonic earthquakes (van den Ende et al., 2020).
This movement can propagate faster than pore pressure changes under the right
conditions (Bhattacharya and Viesca, 2019). At deeper depths, this effect is less apparent
since it is dominated by the ambient stresses being applied, but it can be relevant at
shallower depths (Sgambato et al., 2020). Since induced seismicity often occurs at a
shallower depth than tectonic seismicity (Yenier and Atkinson, 2015), and sudden
changes in pore pressure can lead to aseismic slip (Viesca and Dublanchet, 2019),
aseismic loading has been considered as a mechanism for triggering induced earthquakes.
It has been assumed as the main mechanism for earthquakes occurring soon after
injection in hydrofracturing systems, where the lower permeability of the surrounding
rock is assumed to lead to pore pressure increases travelling too slowly to reach an
existing fault in time for an observed event (Eyre et al., 2019). However, more recent
studies suggested that fluid pressure can reach farther than originally anticipated by using
fracture networks (Castro et al., 2020, Igonin et al., 2021, Wang et al., 2021).
Regardless of whether aseismic slip leads to the triggering of induced
earthquakes, it has been noted to occur in fluid-injection systems (Cappa et al., 2019).
Cornet (2016) noted that activation of existing fractures and shear failure at a lower pore
pressure than is required for tensile fracturing. It has been noted that hydraulic fracturing
operations can lead to seismic activity long after injection ends (Bao and Eaton, 2016).
This can be explained via aseismic movement. A sufficient stress drop from aseismic
movement can lead to an earthquake occurring later than it normally would have been
observed (Liu et al., 2021).
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1.4
1.4.1

Modelling of Faults
Fault Properties

There are several ways a fault can be simulated. In one approach, faults are
represented as an area with different properties to the surrounding rock (Treffeisen and
Henk, 2020). Because faults are often quite thin compared to the size of the space being
modeled, this can result in overly large simulated faults if the resolution of the simulation
model is not high enough (Treffeisen and Henk, 2020). Even so, this approach is often
used in studies of injection-induced seismicity because it more easily allows simulation
of fluid moving through the fault. This approach was used in (Chang and Segall, 2016,
Deng et al., 2016, and Igonin et al., 2021). An alternative approach is to represent a fault
as a border of model elements that does not transfer shear stress through it (Treffeisen
and Henk, 2020). This approach is often used in studies where a crack is allowed to
expand, such as in Basich et al., 2010, Damanjanac and Cundall, 2016, and Cundall,
2020. The former of these two approaches will be used in this work.

1.4.2

Stressing and Seismic Activity Rate
A commonly used relation between the stress state of a system and the rate of

seismic activity was established by Dieterich (1994). This relation describes the frictional
strength of the fault as dependant on both the current stress state and its rate of change
and is sometimes referred to as the Dietrich rate-and-state law (Hiemisson and Segall,
2018). This law is capable of replicating the observed behaviour of earthquake
aftershocks, which follow a pattern referred to as Omori decay (Dieterich, 1994).
Dieterich’s law is often simplified by combining several stress terms into one parameter,
the Coulomb Failure Stress (CFS) (Cocco and Rice, 2002, Segall and Lu, 2015, Chang
and Segall, 2016, Heimisson and Segall, 2018). The original work on the rate-and-state
law did not include changes in pore pressure within the rock, but pressure can be included
into the CFS (Segall and Lu, 2015). It has been attempted to model pressure changes in
other parts of the relation, however this was noted to only be particularly accurate under
specific conditions (Cocco and Rice, 2002).
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1.4.3

Forward-Modelling Simulations of Induced Seismicity
For the case of high-volume injection, such as wastewater disposal, several

forward-modelling studies have been performed to examine the effects of the injected
fluid after injection has concluded. These models include the work done by Segall and Lu
(2015), Chang and Segall (2016), Chang, Yoon, and Martinez (2018), Zhai et al. (2019),
Shirzaei et al. (2019), and Shiu et al. (2021). Within these models, the fluid flow was
calculated using Darcy’s law, and the stress state of the rock matrix is coupled to the pore
pressure. Occasionally, as in Chang and Segall (2016), the model was fully coupled, with
the pore pressure also being dependant on the stress state of the surrounding rock. These
works showed that activity can peak some time after injection finishes. This can suggest
that a more gradual cutoff of injection may reduce the risk of earthquakes (Chang et al.,
2018). It was similarly noted by Basich et al., (2010) that the most seismically active
regions appear to be where the stress state is changing rapidly instead of simply the areas
with the highest pore pressure.
Another notable work in this area is by Jiang, (2021), which examined the
importance of several parameters in determining the surface displacement after fluid
injection into a reservoir. Their results suggest that the permeability and porosity of the
simulated rocks are the most prominent factors in the displacement (Jiang, 2021).
However, it did not include analysis of the resultant stresses or seismic activity on a fault.
Within the context of hydraulic fracturing, there does not appear to be a consensus
as to the triggering mechanism for induced earthquakes. Papers, such as Deng et al.
(2016), Eyre, et al. (2019), and Lui, Huang, and Young (2021), suggest that stress is
transferred via aseismic movement of other faults. These sources suggest that the lowpermeability rock being injected into cannot transfer fluid fast enough for recorded
earthquakes to have occurred as a result of increasing pore pressure. By contrast, recent
papers including Igonin et al (2021) and Wang et al. (2021) suggest that the earthquakes
were triggered by increases in pore pressure, with fluid moving through permeable cracks
in the rock.
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1.5

Outline of the Thesis

In order to better understand which factors are most significant for determining
the likelihood of earthquakes induced by a hydraulic fracturing operation, I performed
numerical simulations of injection operations into the Duvernay formation.
The details of the physical laws and computational implementations used in these
simulations are described in Chapter 2. The solid stresses on the rock mass are detailed
first, including the contribution of the pore pressure on the stress state. Then, the
governing equations for the pore fluid flow are reviewed, including the contribution from
the stress state. The solid and fluid stresses are then combined into the Coulomb Failure
Stress, which is used to calculate the rate of seismic activity.
Chapter 3 showcases the simulations for normal and reverse faulting regimes
using a vertical cross-section of the formation. Model parameters are described first, then
a series of case studies exploring the impact of several simulation parameters. Those used
in the calculation of the activity rate are examined first before moving on to variations in
the slip magnitude, timing, and direction. Following those examples, the system
geometry and material properties are explored, starting with a non-conductive fault and
differences in the angle of the fault. Finally, the permeability of certain rock layers is
altered.
Chapter 4 then continues by examining the simulations for strike-slip faults using
a top-down model. After the model parameters are described, case studies follow similar
to in Chapter 3. A second fault hydraulically disconnected from the injection sites is
introduced to serve as a comparison point. Following this, the direction in which injection
proceeds is inverted, as is the direction of fault slip. The angle of the second fault is then
altered to explore the effect of having multiple faults at different angles. Finally, the
propagation of fluid from the injection sites to the fault is examined by changing the size
and permeability of the fracture corridor connecting them.
The relative importance of the parameters explored in Chapters 3 and 4 are
examined in greater detail in Chapter 5. The two models are compared to the field data
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used to construct them in order to determine their accuracy. How much each parameter
affects the overall activity is ranked. Values for these parameters are suggested such that
the models align best with recorded activity.
Finally, conclusions drawn from this work are described in Chapter 6. The
research questions described in 1.1.1 are revisited and answered.
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Chapter 2

2

Methods
Some aspects of the behaviour of faults, and the effects of the fluid injection into

the subsurface are based on common approaches to modelling poroelastic rock materials.
The possibility of fault failure and resulting occurrence of earthquakes use relations that
are standard for both induced and tectonic earthquakes. The state of the rock can be
determined from the stress tensor, which can also be used to calculate the displacement of
each modelled particle, while the diffusion of pore fluid can be modelled using Darcy’s
law. These factors can be coupled together to form a comprehensive picture of the
system. This data can then be used to calculate the expected rate of seismic activity using
the Rate-and-State Law. This chapter contains the derivation of the equations used, as
well as the implementation common to all simulations. The specific models and their
parameters are described later, in Chapters 3 and 4.

2.1

Stresses on the Solid Matrix

In solid mechanics, the two principal quantities are the stress 𝜎 and the strain 𝜖.
Stress measures the force experienced by sections of material as a result of adjacent
sections, while strain measures the resulting relative deformation. Knowing the stresses
and strains of a system allows the behaviour, such as when the material fails, to be
modelled. The rock surface can be described using these quantities, with the stresses and
strains each forming a 3 × 3 tensor. The stress tensor is often expressed as it appears
below (Zoback, 2007):
𝜎𝑥𝑥
𝜎
𝜎
⃡ = ( 𝑦𝑥
𝜎𝑧𝑥

𝜎𝑥𝑦
𝜎𝑦𝑦
𝜎𝑧𝑦

𝜎𝑥𝑧
𝜎𝑦𝑧 ).
𝜎𝑧𝑧

(2.1)

Stresses along the diagonal are classified as normal stresses, and those not on the
diagonal are classified as shear stresses (Zoback, 2007). Shear stresses are also labelled
by 𝜏 instead of 𝜎 when not denoted by their location in a tensor. The stress tensor is
symmetric, i.e., 𝜎𝑖𝑗 = 𝜎𝑗𝑖 . Like other matrices, the stress tensor can be diagonalized to
reduce the number of parameters used to calculate the state of the system. The matrices
used to diagonalize the stresses can be interpreted as a set of rotations through Euler
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angles, so the process itself corresponds to a change in the coordinate system (Zoback,
2007):
𝜎𝑖
⃡ ∗ (0
𝜎
⃡=𝑅
0

0
𝜎𝑖
0

0
⃡−1 .
0) ∗ 𝑅
𝜎𝑖

(2.2)

⃡ represents the rotation matrix used to diagonalize the stress tensor
In equation (2.2), 𝑅
and is composed of the sines and cosines required for the coordinate transform. The
resulting eigenvalues of the stress state 𝜎𝑖 are referred to as the principal stresses of the
system and are conventionally labelled as 𝜎1 , 𝜎2 , and 𝜎3 with |𝜎1 | ≥ |𝜎2 | ≥ |𝜎3 | while the
⃡ is composed of the normalized eigenvectors of that state. For a rock
rotation matrix 𝑅
formation, the effects of gravity and the interface with a fluid at the surface not
supporting shear loads mean that one of these principal stresses is nearly always vertical
(Zoback, 2007), with the other two varying in rotation through the horizontal plane. For a
2D system, the normal and shear stresses for a fault at angle 𝜃𝑓 to the first principal stress
can be calculated via the following equations (King and Deves, 2015):
𝜎=

𝜎1 +𝜎3
2

𝜏𝐿 =

−

𝜎1 −𝜎3
2

𝜎1 −𝜎3

𝜏𝑅 = −

2

cos(2𝜃𝑓 ),

sin(2𝜃𝑓 ),

𝜎1 −𝜎3
2

sin(2𝜃𝑓 ).

(2.3)
(2.4)
(2.5)

These equations include two different shear stresses, 𝜏 𝐿 and 𝜏 𝑅 , to provide for the
possibility of the fault to slip in both the right-lateral (i.e. when viewing across the fault,
the section opposite the observer moves rightward) and left-lateral (the reversed
movement of right-lateral) directions.
Like stress, the strain of a system can be described as a second-order tensor. It is
formally defined using the derivatives of the displacements 𝑢𝑖 with respect to the
positions 𝑥𝑖 (Zoback, 2007):
1 𝜕𝑢

𝜕𝑢

𝜖𝑖𝑗 = 2 (𝜕𝑥 𝑖 + 𝜕𝑥𝑗 ) .
𝑗

(2.6)

𝑖

Similar to the principal stresses, diagonalizing the strain tensor produces what are
referred to as the principal strains of the system: 𝜖1 , 𝜖2, and 𝜖3 . If the properties of the
medium do not vary with position or angle (i.e., the material is homogenous and

16

isotropic), the principal strains will match the directions of the principal stresses (Zoback,
2007).
It is however more useful to have a relation between the strain and the applied
stress. The primary model used for the deformation of a rock mass is referred to as linear
elasticity, reflecting both that stress and strain are linearly proportional, and that the
deformation can be reversed. The rock is then referred to as a linearly elastic material. In
this case, the constant of proportionality relating compressive axial stress 𝜎𝑖𝑖 to the strain
in the same direction 𝜖𝑖𝑖 is the Young’s modulus E (Zoback, 2007)
𝜎𝑖𝑖 = 𝐸𝜖𝑖𝑖 .

(2.7)

In addition to compacting in the direction of an applied compressive stress, a material
will also expand in the directions perpendicular to that stress (see Figure 2.1). The
perpendicular strain in the case of loading in the direction of 𝜎11 is given by another
material property, the Poisson’s ratio 𝜈 (Zoback, 2007):
𝜖

𝜈 = − 𝜖33 .

(2.8)
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In equation (2.8), the sign change is included since it relates compaction in one direction
to expansion in another. For an incompressible fluid, 𝜈 is equal to 0.5, and an idealized
solid known as a Poisson solid has a ratio of 𝜈 = 0.25 (Zoback, 2007).
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Figure 2.1: Depiction of uniaxial compression showing the relationships between the
strains and elastic moduli.
In the case of other stressing conditions, other elastic moduli are preferred. For
volumetric compression equal on all sides of magnitude 𝜎00 , the bulk modulus 𝐾 and the
compressibility 𝛽 are used (Zoback, 2007),
1

𝜎00 = 3 (𝜎11 + 𝜎22 + 𝜎33 ), 𝜖00 = 𝜖11 + 𝜖22 + 𝜖33 ,
𝐾=

𝜎00
𝜖00

1

=𝛽

(2.9)
(2.10)

while for the case of shear loading, the shear modulus 𝐺 is used (Zoback, 2007)
1 𝜎

𝐺 = 2 ( 𝜖 𝑖𝑗 ).

(2.11)

𝑖𝑗

The Lamé constant 𝜆 is another elastic modulus, used for the ability to describe a system
with relatively simple relations combined with the shear modulus, though it does not have
a simple physical representation (Zoback, 2007). It is however more optimized for
producing a constitutive equation, which can describe the stresses and strains under
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arbitrary conditions instead of being limited to specific circumstances like (2.7) -(2.11):
(2.12)

𝜎𝑖𝑗 = 𝜆𝛿𝑖𝑗 𝜖00 + 2𝐺𝜖𝑖𝑗 .

In (2.12), the Kronecker delta 𝛿𝑖𝑗 is used to denote which terms only apply when the
indices 𝑖 and 𝑗 are equal:
0
𝛿𝑖𝑗 = {
1

𝑖𝑓 𝑖 ≠ 𝑗
.
𝑖𝑓 𝑖 = 𝑗

(2.13)

If the material’s properties do not depend on orientation relative to the stress field, it is
referred to as isotropic. For isotropic materials, any two of the above elastic moduli can
fully describe the behaviour of the material. In this case, the moduli are related as follows
(Zoback, 2007):
𝐾=

2𝐺(1+𝜈)
3(1−2𝜈)

𝐸

= 3(1−2𝜈) =

𝐸
𝐸
𝐺

,

(2.14)

9𝐾𝐺

(2.15)

3(3− )

𝐸 = 2𝐺(1 + 𝜈) = 3𝐾(1 − 2𝜈) = 3𝐾+𝐺 ,
𝐸

1−2𝜈

3𝐾𝐸

𝐺 = 2+2𝜈 = 3𝐾 2+2𝜈 = 9𝐾−𝐸 ,
3𝐾−2𝐺

𝐸

𝜈 = 6𝐾+2𝐺 = 2𝐺 − 1 =

(3𝐾−𝐸)
6𝐾

,

2

𝜆 = 𝐺 − 𝐾.
3

(2.16)
(2.17)
(2.18)

Anisotropic materials would require additional moduli for different orientations.
While many rocks are anisotropic, the models used in this work use isotropic materials to
streamline computation.
Rocks are porous due to imperfect packing of irregular grains. The amount that
these pores affect the properties of the rock is determined by the porosity 𝜙, defined as
the ratio of pore volume to total volume of the material
𝜙=

𝑉𝑝
𝑉

.

(2.19)

If the pores in a material are filled with fluid, it can impact the response of the rock to
applied stress. At one extreme, referred to as drained conditions, the pore fluid can freely
move in and out of pores in the solid material, equivalent to applying a constraint of zero
pore pressure (Cheng, 2016). Drained conditions are often used when the timescale is
large enough to allow pressure to equilibrate and uses the same parameters as a dry
material (Cheng, 2016). The other extreme condition is referred to as undrained. For
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undrained conditions, fluid is not allowed to enter or exit the pores of the solid material,
either because of an impermeable barrier or because the timescale is too short to allow
the fluid to move (Cheng, 2016). This changes the values of 𝐾, 𝐸, and 𝜈, but does not
change the value of 𝐺 since the pore fluid is not capable of resisting shear stress. The
subscript 𝑢 is added when referring to undrained parameters (e.g., 𝐾𝑢 denotes the
undrained bulk modulus). In addition to the various drained moduli, the undrained moduli
also depend on the Biot-Willis coefficient 𝛼𝐵 and the Skempton coefficient 𝐵. The BiotWillis coefficient describes the magnitude of the pore pressure’s contribution to resisting
volumetric stress, and ranges between values of 0 (in the case where the pore pressure has
Δ𝑝

no effect) and 1. Meanwhile, the Skempton coefficient 𝐵 = Δ𝜎 represents how much the
00

pore pressure 𝑝 is increased under a compressive load (Cheng, 2016). The undrained
moduli are described below (Cheng, 2016):
𝐾

(2.20)

𝐾𝑢 = 1−𝛼 𝐵,
𝐵

9𝐾𝐺

,

(2.21)

3𝐾−2𝐺(1−𝛼 𝐵)

(2.22)

𝐸𝑢 = 3𝐾+𝐺(1−𝛼

𝐵 𝐵)

𝜈𝑢 = 6𝐾+2𝐺(1−𝛼𝐵 𝐵).
𝐵

The relationships between different undrained moduli is the same as the relationships
between those moduli’s drained equivalents (Cheng, 2016) i.e.
𝐾𝑢 =

2𝐺(1+𝜈𝑢 )
3(1−2𝜈𝑢 )

𝐸

𝑢
= 3(1−2𝜈

𝑢)

=

𝐸𝑢
𝐸 ,
3(3− 𝑢 )

(2.23)

𝐺

9𝐾 𝐺

𝐸𝑢 = 2𝐺(1 + 𝜈𝑢 ) = 3𝐾𝑢 (1 − 2𝜈𝑢 ) = 3𝐾 𝑢+𝐺,

(2.24)

𝑢

𝐸

1−2𝜈

3𝐾 𝐸

𝑢
𝐺 = 2+2𝜈
= 3𝐾𝑢 2+2𝜈𝑢 = 9𝐾 𝑢−𝐸𝑢 ,
𝑢

3𝐾 −2𝐺

𝑢

𝐸

𝜈𝑢 = 6𝐾𝑢 +2𝐺 = 2𝐺𝑢 − 1 =
𝑢

𝑢

(3𝐾𝑢 −𝐸𝑢 )
6𝐾𝑢

(2.25)

𝑢

.

(2.26)

For an isotropic, fluid-filled medium, the relationship between the stresses 𝜎𝑖𝑗 and
strains 𝜖𝑖𝑗 depends on elastic moduli, such as the shear modulus 𝐺 and the drained
Poisson ratio 𝜈, as with other solid materials. In addition, the pore pressure within the
medium contributes to the normal stress, with the magnitude of that interaction
determined by the Biot-Willis coefficient 𝛼𝐵 . A constitutive equation can be produced
that includes both the pore pressure effects and the stresses on the surrounding rock,
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(Wang et al., 2000):
2𝐺𝜈

𝜎𝑖𝑗 = 2𝐺𝜖𝑖𝑗 + 𝛿𝑖𝑗 (1−2𝜈 − 𝛼𝐵 𝑝).

(2.27)

Equation (2.27) can describe the stress state of a system, but in its current form cannot
calculate the displacements.
The conservation of momentum in the solid matrix can be expressed as follows
(Wang, 2000):
𝜕𝜎𝑗𝑖
𝜕𝑥𝑗

(2.28)

− 𝐹𝑖 = 0

summing across the index 𝑗. 𝐹𝑖 is representing the applied force on the section of the
material being considered in a given direction. Equation (2.28) relates the stresses and
positions, and the displacements can be determined using the positions and strains by way
of equation (2.6). Substituting in equation (2.27), which relates the stresses and strains,
to equation (2.28) then gives a constitutive relation for the displacements 𝑢𝑖 (Wang,
2000)
𝐺

𝜕2𝑢

𝜕𝑝

𝐺∇2 𝑢𝑖 + 1−2𝜈 𝜕𝑥 𝜕𝑥𝑘 = 𝛼𝐵 𝜕𝑥 − 𝐹𝑖
𝑖

𝑘

(2.29)

𝑖

summing across the index 𝑘. Solving (2.29) calculates the displacement of the material
particles as a result of the external force and the pore pressure differential, allowing the
deformation of the material to be examined. This dependence on the pressure differential
couples the fluid behaviour to the solid stress state. The steps used to produce these
pressure values are outlined below.

2.2

Fluid flow in a Porous Medium

The rate of fluid flow 𝑞⃗ through a porous medium is given by Darcy’s law:
𝜅𝜌

𝑞⃗ = − ( 𝜂 𝑓 ) ∇𝑝,

(2.30)

𝑓

where it is dependent on the pressure gradient ∇𝑝, the pore fluid’s density 𝜌𝑓 and
viscosity 𝜂𝑓 , and the permeability of the material 𝜅 (Wang, 2000, Chang and Segall,
2016). 𝜅 determines how much the material impedes fluid movement, with higher
permeability corresponding to a more free-flowing fluid. Meanwhile, the change in fluid
mass can be calculated with the constitutive equation (Wang, 2000):
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(2.31)

Δ𝑚 = 𝑆𝜎 𝐵𝜎 + 𝑆𝜎 𝑝,

where 𝐵 is the Skempton coefficient, and 𝑆𝜎 is the unconstrained specific storage of the
material. 𝑆𝜎 relates the change in fluid volume to the change in pressure under the
condition of constant applied stress. It can be derived from 𝛼𝐵 , 𝐺, and both the drained
(𝜈) and undrained (𝜈𝑢 ) Poisson ratios (Chang and Segall, 2016):
𝑆𝜎 =

2 (1−2𝜈)2 (1+𝜈 )
𝛼𝐵
𝑢

(2.32)

.

2𝐺(1+𝜈)(𝜈𝑢 −𝜈)

Lower values of 𝑆𝜎 imply the surrounding rock does not expand as much as a result of a
pore pressure increase. Finally, the continuity of the fluid can be expressed in terms of
the flow rate and specific discharge, as well as the external fluid added 𝑄𝑒𝑥𝑡 (Chang and
Segall, 2016):
𝑑𝑚
𝑑𝑡

(2.33)

+ ∇ ∙ 𝑞⃗ = 𝑄𝑒𝑥𝑡 .

Substituting (2.30) and (2.31) into the above equation produces an inhomogeneous
diffusion equation (Chang and Segall, 2016):
𝐵 𝜕𝜎𝑘𝑘

𝑆𝜎 ( 3

𝜕𝑡

𝜕𝑝

𝜅

+ 𝜕𝑡 ) − (𝜂 ) ∇2 𝑝 = 𝑄𝑒𝑥𝑡 .

(2.34)

𝑓

Rearranging this shows that the contribution from the changing normal stress is
equivalent to another source term (Wang, 2000), which is how this coupling is applied in
this work:
𝜕𝑝

𝑆𝜎 𝜕𝑡 −

𝜅𝜌𝑓
𝜂𝑓

∇2 𝑝 = 𝑄𝑒𝑥𝑡 −

𝑆𝜎 𝐵 𝜕𝜎𝑘𝑘
3

𝜕𝑡

.

(2.35)

In addition to the unconstrained specific storage, this diffusion equation can also
be rewritten in terms of the constrained specific storage 𝑆𝑐 (which is used for the case of
a constant volume) and includes a source term based on the displacement vector 𝑢
⃗⃗
(Chang and Segall, 2016),
𝜕𝑝

𝜕

𝜅

𝑆𝑐 𝜕𝑡 + 𝛼 𝜕𝑡 (∇ ∙ 𝑢
⃗⃗) − (𝜂 ) ∇2 𝑝 = 𝑄𝑒𝑥𝑡 .

(2.36)

𝑓

This storage can likewise be defined in terms of other parameters (Chang and Segall,
2016),
𝑆𝑐 =

2 (1−2𝜈)(1−2𝜈 )
𝛼𝐵
𝑢

2𝐺(𝜈𝑢 −𝜈)

.

(2.37)
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Under uniaxial strain and constant vertical stress, the diffusion equation does not include
an additional source term and can be written in terms of the uniaxial specific storage
𝑆𝑢 (Chang and Segall, 2016)
𝜕𝑝

𝜅

𝑆𝑢 𝜕𝑡 − 𝜂 ∇2 𝑝 = 𝑄𝑒𝑥𝑡 ,

(2.38)

𝑓

𝑆𝑢 =

2 (1−2𝜈)2 (1−𝜈 )
𝛼𝐵
𝑢

2𝐺(1−𝜈)(𝜈𝑢 −𝜈)

.

(2.39)

For this work, Equation (2.35) is used since the source term is easier to calculate.
Similarly to equation (2.29) that includes a coupling term to apply the effects of
the fluid pressure to the solid stresses, equation (2.35) includes the contribution of the
normal stress differential on the fluid system. This contribution can be considered
mathematically equivalent to an additional fluid source term (Wang, 2000) as if
additional fluid is being introduced by being squeezed out of the rock pores by increases
in normal stress. For the computed model, this interpretation is used to simulate this term.
The overall model is fully coupled between the solid stresses and the pore pressure since
the equations used for both sets of variables include terms detailing the contribution from
the other set.

2.3

The Coulomb Failure Stress

Once both the pressure and the solid stresses are known at a location, that location
can be examined for the possibility of failure. The point of shear failure on a fault is often
determined by comparing the shear stress and frictional strength. When they are equal,
the fault begins to favour slip:
𝜏 = −𝜇𝜎 ,

(2.40)

where 𝜏 denotes the shear stress on the system, 𝜇 the coefficient of friction, and 𝜎 the
normal stress on the system (Zoback, 2007). Here, extensional normal stress is taken as
positive. Pore pressure acts to decrease the frictional strength, and its inclusion changes
(2.40) to
𝜏 = −𝜇(𝜎 + 𝑝)

(2.41)

with 𝑝 representing the pore pressure (Cocco and Rice, 2002). The likelihood of a fault
slipping is examined with the changes in these parameters, referred to as the Coulomb
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Failure Stress 𝑆, abbreviated as CFS (Cocco and Rice, 2002)
(2.42)

Δ𝑆 = Δ𝜏 + 𝜇(Δ𝜎 + Δ𝑝).
Positive changes in the CFS indicate a fault is more likely to fail. Other methods of

examining ongoing fault movement exist, such as the Chen-Neimeijer-Spiers model
(Verberne et al., 2020) and the various criteria outlined by Reches (2020), but the CFS is
more optimized for determining the effect of changes in the pore pressure. This makes it
particularly valuable for studying injection-induced seismicity, where the introduction of
fluid and the resulting pressure increases are the main perturbations the system undergoes
(Ellsworth, 2013). The calculated changes in the CFS can then be used to compute the
expected seismic activity in an area.

2.4

Seismicity Rate
𝑟

The rate of seismic activity relative to background 𝑅 = 𝑟 is dependant on the
0

background shear stressing rate 𝜏0̇ and state variable 𝛾 (Heimisson and Segall, 2018)
1

(2.43)

𝑅 = 𝜏̇ 𝛾 .
0

𝛾 is described by a differential equation,
1
𝜏
𝛾̇ = 𝐴𝜎 [1 − 𝛾𝜏̇ + 𝛾 (𝜎 − 𝑎) 𝜎̅̇],

(2.44)

which involves the applied normal and shear stresses, and two constitutive parameters 𝐴
and 𝑎 relating the friction to the slip rate and changes in effective normal stress,
respectively (Hiemisson and Segall, 2018).

𝜏

If the ratio of the stresses is assumed to be constant, 𝜎 − 𝑎 can be condensed into
a single parameter. The contribution of the changing stresses is then analogous to the
change in Coulomb failure stress (Dieterich et al., 2000)
𝜏
−𝛾𝜏̇ + 𝛾 (𝜎 − 𝑎) 𝜎̅̇ → −𝛾(𝜏̇ − 𝜇𝜎̅̇) = −𝛾𝑆̇.

(2.45)

As such, in this case, the state variable can be expressed with only one other variable, the
change in Coulomb Failure Stress 𝑆̇:
1

𝛾̇ = 𝐴𝜎 (1 − 𝛾𝑆̇).

(2.46)
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The assumption of a constant ratio between normal and shear stresses can still produce
accurate results compared to the more general case provided the effective coefficient of
friction is chosen well (Norbeck and Rubenstien, 2018).
The state variable 𝛾 can then be removed, producing a differential equation for the
seismic activity rate in terms of the change in CFS (Segall and Lu, 2015, Chang, Yoon,
and Martinez, 2018):
𝑑𝑅
𝑑𝑡

𝑅

𝑆̇

𝑎

0

(2.47)

= 𝑡 (𝑆 ̇ − 𝑅).

With 𝑆0̇ representing the background Coulomb stressing rate, and 𝑡𝑎 the characteristic
decay time of the system, equation (2.47) can then be solved numerically. 𝑡𝑎 determines
how quickly the activity rate decays back to the background value after a perturbation in
the CFS and can itself be derived from the background stress rate, effective normal stress
𝜎, and the direct-effect parameter of the rate-and-state law 𝐴, shown below.
𝑡𝑎 =

𝐴𝜎
𝑆0̇

(2.48)

In addition to the Coulomb stress rate produced by the poroelastic model, two
other static parameters are required to solve equation (2.47), 𝑆0̇ and 𝑡𝑎 . In the case where
𝑅

𝑠0̇ and 𝜎 are unchanging, this can be reduced by the substitutions 𝑦 = 𝑡 and 𝐴𝜎 = 𝐴𝜎,
𝑎

transforming the equation into
𝑑𝑦
𝑑𝑡

𝑆̇

(2.49)

= 𝑦 (𝐴 − 𝑦),
𝜎

which only requires one additional constant. 𝑡𝑎 can then be divided after the calculation
of the differential equation is completed to produce 𝑅. This is done to increase
computational efficiency. An alternate method to simplify the differential equation being
𝑡

calculated is to change the timescale with the substitution 𝑡𝑅 = 𝑡 . This produces an
𝑎

equation that only requires 𝑆0̇ to be input, and the scaling can be reversed after the
differential equation calculation is completed:
𝑑𝑅
𝑑𝑡𝑅

𝑆̇

= 𝑅 (𝑆 ̇ − 𝑅).
0

(2.50)
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2.5

Computational Modelling

This work makes use of two distinct finite-element models, both two-dimensional
cross-sections. A full three-dimensional model was deemed too computationally
intensive. The two models are at different orientations in an attempt to include
information that would be lost with a single two-dimensional model. The first is a vertical
cross-section that includes a fault experiencing normal and reverse faulting, while the
second is a horizontal cross-section that deals with strike-slip fault movement. These
models, along with their simulated results, are detailed fully in Chapters 3 and 4.

2.5.1

CFS Calculation
Calculations were done on a mesh of elements using the commercially available

finite-element software COMSOL 5.4. The meshes themselves are two-dimensional, with
the system assumed to have a consistent width. This simulation made use of the fully
coupled model described by Equations (2.29) and (2.35). The solid stresses and pore
pressure are calculated separately following Equations (2.27) and (2.35) using the
preconstructed modules for solid mechanics and Darcy’s law, respectively, which are
then combined into the Coulomb Failure Stress. Coupling was achieved through the
addition of terms dependant on the other module, determined by Equations (2.29) and
(2.35).
The CFS is then recorded, alongside its components: the pore pressure, shear
stress, and normal stress. The size of the mesh varies between the two distinct models and
are detailed in sections 3.2.2 and 4.2.2, respectively. Similarly, the boundary conditions
of each model are distinct from each other and detailed in sections 3.2.2 and 4.2.1. Stress
data was recorded every 0.1 𝑑𝑎𝑦𝑠, and the simulation time steps were set to always
include those time points (using the ‘strict’ setting in the COMSOL interface). However,
the actual calculation used significantly shorter time steps adaptively determined by the
software.
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2.5.2

Seismic Activity Rate Calculation
Seismic activity rate was calculated using the MATLAB function ode45, using

Equation (2.49). The function is set with an absolute tolerance of 10−9, a relative
tolerance of 10−8 , and assuming a nonnegative solution. An input file is read containing
the CFS at specified coordinates from the Finite-Element model described above, focused
on the area near the faults and injection wells. This input file had a time step of 0.1 𝑑𝑎𝑦𝑠
between stress measurements. This work contains two significantly different model
geometries, and as a result the range of the data used for activity rate calculation is
different between them. These ranges are detailed in 3.2.5 and 4.2.2 respectively.
Equation (2.49) is then solved for each point, and the rate is displayed for the area
at a specified time. Equation (2.50) was also tested but produced the same results for a
single set of input parameters.

2.6

Summary

The above equations allow for examining the potential for fluid injection to
produce an earthquake in a given scenario. The CFS is calculated using a fully-coupled
poroelastic model, obtained by introducing additional terms into the formulae for linear
elasticity and pore pressure diffusion. The CFS calculations are done using COMSOL
and are then used to produce a simulated activity rate over time for the relevant regions
using MATLAB. The scenarios considered for this work, as well as the results each
produces, are detailed next, starting with the scenarios for normal and reverse faulting in
Chapter 3 and followed by the models for strike-slip faults in Chapter 4.
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Chapter 3

3

Geomechanical Modelling of the Effect of Fluid Injection
on Normal and Reverse Faults
3.1

Introduction

This chapter contains the details of a model for fluid injection and the resulting
seismicity in and around the Duvernay shale. Modelling is performed in order to
determine which aspects of the system most impact the possibility of dangerous
earthquakes. General parameters of the model and those of the base case are described
first in Section 3.2, with each of the case studies following. All models in this section are
vertical cross-sections, and deal with normal or reverse faulting regimes. Which
parameters to vary were selected based on what was deemed to have the most impact on
the calculated activity The parameters affecting the calculation of the seismic activity rate
are examined first in order to establish values for the other simulations to use. The
magnitude, timing, and direction of the slip on the fault are varied, followed by the
permeability and angle of the fault. Finally, the permeability of other rock layers in the
system is changed.

3.2

Model Definition and Simulation Parameters.

The geomechanical model and its several variations studied in this chapter are
based on the observational work of the specific case of induced seismicity by Bao and
Eaton (2016) and are designed to represent features of the Duvernay formation in Alberta
(Figure 3.1). This sequence was chosen since it was a hydraulic fracturing project, and
the resulting seismic data provided an indication of where to place faults in the simulation
Fluid injection was modelled based on hydraulic fracturing operations that occurred
during the time period studied by that work. This model simulated the propogation of
fluid from injection points into the surrounding rock structures using Darcy’s Law, as
well as the stresses on said structures using fully coupled linear poroelasticity. The
seismicity rate was then calculated using the state of the pore pressure and stresses.
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Figure 3.1: Seismic data from Bao and Eaton (2016), showing the locations of
recorded earthquakes, as well as the injection wells and rock layers. Earthquakes
recorded during the injection, from December 2014 to early January 2015, are
coloured as dark blue. The first cluster of events occurring after injection finishes
occurred throughout January and are coloured light blue. Following are two more
clusters which occurred in February (coloured yellow) and March (coloured red).
The size of the circle corresponds to the magnitude of the recorded event. The
clustering of earthquakes into the east and west groups is used to infer the locations
of faults in the system

3.2.1

Model Geometry and Material Parameters
The bulk of the model is composed of several horizontal layers of rock. A shale

layer is inserted between a cap section and an intermediate layer, which share the same
material properties. These three layers are then placed above the basement layer. Two
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faults extend from the upper part of the basement into shortly below the shale layer.
These faults are defined by rectangular areas 10 𝑚 across, with material properties
distinct from the surrounding rock layers. The faults are modelled in this way in order for
fluid to be able to move through them (see Chapter 1.4.1). With the exception of case
study 5, the faults are more permeable than other regions and form a pathway for fluid
diffusion into the basement. This geometry is shown in Figure 3.2 and the parameters
used to construct the geometry are given in Table 3.1. While the geometry is twodimensional, the system is assumed to extend laterally for 1000 𝑚 as part of calculating
variables that depend on a third dimension, such as pore pressure propagation relying on
a volume of injected fluid. The properties of the simulated layers and faults are given in
Table 3.2. These parameters are believed to be typical for the type of rock layers in
question. Several measurement points were specified within the mesh geometry to
investigate the changes of the pore pressure and stresses during the simulation of the
model. In addition to points within and horizontally across from the two faults, there are
measurement points in each of the main rock layers, arranged in five columns (Figure
3.2). Each of these columns included measurement points above the shale layer at 𝑦 =
−3 000 𝑚, within the shale layer at 𝑦 = −3 375 𝑚, within the middle layer at 𝑦 =
−3 700 𝑚, and two within the basement layer at 𝑦 = −5 000 𝑚 and 𝑦 = −7 000 𝑚,
respectively. Note that the value in Table 3.1: Parameters used to construct the model
geometry shown in Figure 3.2. Locations of features approximated from Bao and Eaton
(2016).Table 3.1 for the fault angle is what was used to construct the simulated geometry
and corresponds to a dip angle of 80°.
The top boundary of the model is free to move and set to a pore pressure of 𝑝 = 0,
while the other three sides of the model share boundary conditions. These shared
conditions prevent flow across the boundary and movement perpendicular to the
boundary but allow movement along the boundary edge. The behaviour of permitting
parallel but not perpendicular movement is referred to as a roller boundary.
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Figure 3.2: Model geometry considered in this study, showing the entire scope of the
model, the faults (Fault 1 and Fault 2), the layers of differently modelled rock, and
the five columns of measurement points A-E. The injection wells are within the
reservoir near column B but are too small to be distinct at this magnification. The
area near the injection wells can be seen in more detail in Figure 3.3. The simulated
area shown in this figure is much larger than the area shown in Figure 3.1 in order
to minimize possible boundary effects.
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Table 3.1: Parameters used to construct the model geometry shown in Figure 3.2.
Locations of features approximated from Bao and Eaton (2016).
Parameter

Value

Parameter

Value

Horizontal length of model (m)

10000 Fault 2 centre 𝒙 (m)

Starting 𝒙 position of model

-3000

Fault 2 centre 𝒚 (m)

-3850

Full model width (m)

1000

Fault 2 length (m)

800

Height of cap rock (m)

3350

Fault angle (°)

100

Width of shale layer (m)

50

Injection well height (m)

-3375

Width of intermediate layer

600

𝒙-Midpoint between two wells

0

575

(m)

(m)
Height of basement rock (m)

(m)
6000

Distance from midpoint to well

100

(m)
Fault thickness (m)

10

Size of enhanced mesh area (m)

25

Fault 1 centre 𝒙 position (m)

75

Spacing for measurement points

250

tied to fault location (m)
Fault 1 centre 𝒚 (m)

-3850

Starting 𝒙 position for

-500

fixed measurement points (m)
Fault 1 length (m)

800

Spacing between fixed
measurement columns (m)

500
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Table 3.2: Material properties used for simulation. Parameters marked with A are
from Chang and Segall (2016), while other Skempton coefficients (marked with B)
are from Deng et al. (2016). Other parameters have been selected as being
reasonable values based on knowledge of typical rock masses. Most values are
similar to Chang and Segall (2016).
Shale

Basement

layer
𝐤𝐠

2 500

2 900

Poisson ratio 𝝂 (−)

0.25

0.2

Young’s Modulus 𝑬 (𝐌𝐏𝐚)

25 000

Biot-Willis coefficient 𝜶 (−)
Porosity 𝝓 (−)

Skempton CoefficientB 𝑩(−)

3.2.2

FaultA

layers

Density 𝝆 (𝐦𝟑 )

Permeability 𝜿 (𝐦𝟐 )

Other rock

2 500

2 500

0.25

0.2

66 000

40 000

14.4 000

0.9

0.23

0.4

0.8

0.2

0.2

0.2

0.02

10−16

10−18

10−15

10−13

0.75

0.75

0.75

0.75

Finite-Element Calculations
This simulation made use of the fully coupled model described by Equations

(2.29) and (2.35). The solid stresses and pore pressure were calculated separately
following Equations (2.27) and (2.35), which are then combined into the Coulomb
Failure Stress. The CFS was then recorded, alongside its components: the pore pressure,
shear stress, and normal stress.
These calculations were done on a mesh of elements using the commercially
available finite-element software COMSOL 5.4 (Figure 3.3). The mesh was constructed
using the preset options from this software. Most of the model domain uses the “average”
resolution option, while near the injection wells uses the “fine” option so that fluid
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propagation from the point sources proceeds in a circular pattern within the reservoir. The
total mesh is composed of 10452 triangular elements, 925 edge elements, and 72 vertex
elements. Data was extracted with a time step of 0.1 𝑑𝑎𝑦𝑠 during the simulations. The
simulation begins at 𝑡 = 0 𝑑𝑎𝑦𝑠 with no movement or stress applied to the system and
pore pressure set to 0 𝑀𝑃𝑎 throughout.

Figure 3.3: Simulation finite-element mesh of the area near the injection wells and
faults. More elements have been included near the locations of the injection wells.

3.2.3

Injection Parameters
The injected fluid in this system matches the values used in Chang and Segall
𝑘𝑔

(2016), with a density of 𝜌𝑓 = 1000 𝑚3 , a viscosity of 𝜂 = 0.001 𝑃𝑎 ∙ 𝑠, and a
compressibility of 4 ∙ 10−10 𝑃𝑎−1 . Injection followed a similar procedure to the field
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experiment described in Bao and Eaton (2016). There were two time periods in which
injection occurs, from 𝑡 = 6 𝑑𝑎𝑦𝑠 to 𝑡 = 10 𝑑𝑎𝑦𝑠 and from 𝑡 = 19 𝑑𝑎𝑦𝑠 to 𝑡 =
28 𝑑𝑎𝑦𝑠. During both periods, the two wells were injected into simultaneously, and
injection was continuous within these periods. The combined injection rate during these
𝑚3

periods was 2015 𝑑𝑎𝑦. This rate was determined by examining the average rate from the
field work (see Figure 3.4) and dividing by the ratio of the well length in the field
(1900m) by the model width used in the simulation. The field procedure included an
attempt at recovering fluid from the injection wells after injection had occurred
(represented by the dashed segments of the line in Figure 3.4), however the volume of
fluid recovered was minimal (Bao and Eaton, 2016), and so recovery through the wells
was not considered for this simulation.

Figure 3.4: Injection data from Bao and Eaton (2016). A solid red line indicates the
total injected volume, which was used to determine the injection rate for this work.
A red solid line indicates the total injected volume, which was used as the basis for
the injection rate in this work. The dashed section of the red line indicates the small
reduction in injected fluid from recovery operations.

3.2.4

Fault Slip Parameters
While the faults surrounding the Duvernay formation are primarily strike-slip

(Igonin et al., 2021), a vertical 2D cross-section is not capable of modelling movement
outside of its plane. As such, this model applies movement on the fault as if it were in
normal and reverse faulting regimes instead. A strike-slip model of a fault affected by the
fluid injection into the Duvernay shale is modelled in Chapter 4.
In order to determine when the fault slip should occur, the change in CFS,
determined by Equation (2.42) within the fault is examined. Once the CFS reaches a
threshold of Δ𝑆 = 0.05 𝑀𝑃𝑎, a value capable of triggering earthquakes (King et al.,
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1994), slip is introduced on the fault. The slip is modeled as a displacement imposed on
each side of the fault. For a fault of length 800 𝑚, a 4.0 Magnitude earthquake
corresponds to a fault slip of 0.0376𝑚, with half that value (0.0188𝑚) being applied to
each side of the fault (Figure 3.5) (Leonard, 2010). Without any of the variations applied
in the case studies detailed below, this threshold is met at 𝑡 = 7.2 𝑑𝑎𝑦𝑠 (Figure 3.6)
within the upper regions of Fault 1. Therefore, the displacement is applied to Fault 1
because the change in CFS is larger than that in Fault 2. Most of the simulations here
concern themselves with the case of normal faulting (see Figure 3.5), with the case of
reverse faulting being considered one of several variations to the model.

36

Figure 3.5: Displacement at 𝒕 = 𝟖 𝒅𝒂𝒚𝒔, shortly after slip occurs. Arrows show the
direction of movement at that point in space, with magnitude of displacement
corresponding to arrow size.

37

Figure 3.6: Coulomb failure stress at 𝒚 = −𝟑𝟔𝟓𝟑𝒎, ¾ up the height of the fault
with no slip applied. The 𝒙-coordinates of the data points were determined relative
to the position of the faults at that height and have values of 𝟒𝟎. 𝟐𝟕𝒎 (within Fault
1), −𝟐𝟎𝟕. 𝟕𝒎 ( 𝟐𝟓𝟎𝒎 outside of Fault 1), 𝟕𝟗𝟎. 𝟑𝒎 (𝟐𝟓𝟎𝒎 outside of Fault 2)
𝟓𝟒𝟎. 𝟑 (within Fault 2), and 𝟐𝟗𝟎. 𝟑𝒎 (at the midpoint between faults) respectively.
Injection periods are bounded by dashed lines. The slip threshold of 𝟎. 𝟎𝟓 𝑴𝑷𝒂 was
passed at approximately 𝒕 = 𝟕. 𝟐 𝒅𝒂𝒚𝒔 within Fault 1, denoted by the black solid
line. The CFS peaks within the fault at 𝒕 = 𝟐𝟗 𝒅𝒂𝒚𝒔.
Before the slip, the CFS in the region aligns closely with the pore pressure, shown
in Figure 3.7. The slip only impacted the pore pressure very close to the fault endpoints,
as seen in Figure 3.8, but had a more noticeable effect on the CFS. The CFS is increased
along the length of the fault, while the endpoints have regions of positive and negative
changes. The largest regions of negative CFS are in line with the fault, with much smaller
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ones approximately 120° from that angle (Figure 3.8). The slip-induced changes are
more difficult to distinguish near the injection wells since they are partially masked by
the high stresses resulting from injection.
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A)

Pressure (MPa)

B)

CFS (MPa)
Figure 3.7: (A) Pore pressure and (B) Coulomb Failure Stress immediately before
slip is applied to Fault 1, at 𝒕 = 𝟕 days. Contour lines are spaced every 𝟎. 𝟐 𝑴𝑷𝒂 in
the range between −𝟏 𝑴𝑷𝒂 and 𝟏 𝑴𝑷𝒂, including those endpoints.
A)

40

Pressure (MPa)

B)

CFS (MPa)
Figure 3.8: (A) Pore pressure and (B) Coulomb Failure Stress after the fault slip
occurs, at 𝒕 = 𝟖 𝒅𝒂𝒚𝒔. Contour lines are discontinuous at boundaries between
layers as a result of the layers having different properties.
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3.2.5

Seismic Activity Rate Calculation
Seismic activity rate was calculated using the MATLAB function ode45, using

Equation (2.49). The function is set with an absolute tolerance of 10−9, a relative
tolerance of 10−8 , and assuming a nonnegative solution. An input file is read containing
the CFS at specified times and special coordinates from the finite-element model
described above. For this model, the data is separated by time steps of 0.1 days and
covers a square area 2000𝑚 on a side, centred about (500𝑚, −4000𝑚). The data points
in this area are spaced by 10𝑚 in both the 𝑥- and 𝑦-directions.
Equation (2.49) is then solved for each point, and the rate is displayed for the area
at a specified time. Equation (2.50) was also tested but produced the same results for a
single set of input parameters.

3.3

Case study 1: Seismic Activity Rate Parameters

In addition to the CFS generated by the geomechanical model, the seismic activity
rate also depends on the other two parameters of Equation (2.49), 𝑡𝑎 and 𝐴𝜎 . 𝑡𝑎 , the
characteristic decay time of the system, determines how quickly the activity rate subsides
after a disruption to the stress state occurs. 𝐴𝜎 is a composition of the background stress
and the constitutive parameter of the rate-and-state law. These parameters need to be
examined to ensure the activity rate takes on reasonable values.
Several values of 𝐴𝜎 and 𝑡𝑎 were tested in order to determine what values the
parameters should have for the other case studies. All of these tests use the same CFS
data obtained from the model described in Section 3.2. Both parameters were set
manually for these tests instead of being calculated via equation (2.48).
At low values of 𝑡𝑎 , decay can be seen in the activity rate even before the model is
affected by the fluid injection or slip (Figure 3.9). That behaviour was deemed
inappropriate for examining the effects of injection and slip, and so 𝑡𝑎 values less than
104 𝑑𝑎𝑦𝑠 were rejected for further tests. Values of 𝑡𝑎 higher than 104 𝑑𝑎𝑦𝑠 did not
appear to significantly affect the activity rate during the simulation period (Figure 3.9), so
104 𝑑𝑎𝑦𝑠 was used as the baseline for further case studies. This figure is within the same
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order of magnitude as the reference case used in (Chang and Segall, 2016) of 50 𝑦𝑒𝑎𝑟𝑠

Seismicity Rate

Seismicity Rate

Seismicity Rate

Seismicity Rate

or approximately 1.8 × 104 𝑑𝑎𝑦𝑠.

Figure 3.9: Comparison of the activity rate for (A) 𝒕𝒂 = 𝟏𝟎𝟎 𝒅𝒂𝒚𝒔, (B) 𝒕𝒂 =
𝟏 𝟎𝟎𝟎 𝒅𝒂𝒚𝒔, (C) 𝒕𝒂 = 𝟏𝟎 𝟎𝟎𝟎 𝒅𝒂𝒚𝒔, and (D) 𝒕𝒂 = 𝟏𝟎𝟎 𝟎𝟎𝟎 𝒅𝒂𝒚𝒔. 𝑨𝝈 remains
𝟎. 𝟑 𝑴𝑷𝒂 in all instances. This data was taken at the midpoint of Fault 2, at
(𝟑𝟕𝟓𝒎, −𝟑𝟖𝟓𝟎𝒎). The timing of the fault slip is denoted by a dashed line.
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The magnitude of the calculated rate is sensitive to changes in 𝐴𝜎 , with the rate
changing by orders of magnitude with a 0.1 𝑀𝑃𝑎 change in 𝐴 (Figure 3.10). Higher
values of 𝐴𝜎 led to decreased activity rates, and lower values of 𝐴𝜎 led to increased
activity. A value of 𝐴𝜎 = 0.3 𝑀𝑃𝑎 was selected since it produced only small areas where

Seismicity Rate

Seismicity Rate

Seismicity Rate

the calculated rate exceeded 𝑅 = 100, even soon after slip occurs (Figure 3.11).

Figure 3.10: Comparison of activity rate over time for 𝑨𝝈 values of (A) 𝟎. 𝟏 𝑴𝑷𝒂,
(B) 𝟎. 𝟐 𝑴𝑷𝒂, and (C) 𝟎. 𝟑 𝑴𝑷𝒂. 𝒕𝒂 was set to 𝟏𝟎 𝟎𝟎𝟎 𝒅𝒂𝒚𝒔, and data was gathered
at the measurement point nearest the middle of Fault 1, at (𝟎, −𝟑𝟕𝟎𝟎). Fault slip is
denoted by a dashed line.
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Relative Rate
Seismicity
Relative Seismicity
(-)
Figure 3.11: Calculated activity rate for 𝒕 = 𝟖 𝒅𝒂𝒚𝒔, shortly after fault slip. This
calculation uses 𝒕𝒂 = 𝟏𝟎 𝟎𝟎𝟎 𝒅𝒂𝒚𝒔 and 𝑨𝝈 = 𝟎. 𝟑 𝑴𝑷𝒂. Sites of high activity are
shown with yellower pixels, with the scale given on the right.
These values of 𝑡𝑎 = 104 𝑑𝑎𝑦𝑠 and 𝐴𝜎 = 0.3 𝑀𝑃𝑎 are used for the following
case studies, as well as those presented in Chapter 4. This corresponds to approximately a
𝑀𝑃𝑎
background Coulomb stressing rate of 𝑆0̇ = 10−5 𝑑𝑎𝑦 , a background normal stress of

𝜎0 = 50 𝑀𝑃𝑎, and a rate-and-state constitutive parameter of 𝑎 = 0.0086.

3.4
Case Study 2 and Case Study 3: Variations in the
Amount of Slip on a Fault and the Slip Timing
One of the parameters being examined was the stress change required to apply
slip on the main fault. Instead of the 0.05 𝑀𝑃𝑎 threshold used for the other case studies,
the slip is imposed at the time the CFS peaks within the upper region of the fault, at 𝑡 =
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29 𝑑𝑎𝑦𝑠 (Figure 3.6). These are the only simulations done with altered timing for the slip
on the fault. Two simulations were run with this timing. One of them maintained the slip
magnitude of 0.0376 𝑚 the same as in the other simulations, while the second doubled
the slip magnitude to 0.0752 𝑚 to reflect the triggering stresses being higher. The stress
state after the slip in both cases is shown in Figure 3.12. Larger slip produces larger stress
changes, as expected, and this increased stress change also corresponds to an increase in
activity rate (Figure 3.13). The long-term behaviour of the activity was not significantly
affected for the case of a later slip with the same magnitude compared to Case Study 1
(see Figure 3.14).
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A

CFS (MPa)

B

CFS (MPa)
Figure 3.12: Comparison of CFS after an (A) 𝟎. 𝟎𝟑𝟕𝟔 𝒎 and (B) 𝟎. 𝟎𝟕𝟓𝟐 𝒎 fault
slip, at 𝒕 = 𝟑𝟎 𝒅𝒂𝒚𝒔. Despite the wider scale in B, an increased area affected by
stress changes is still visible. Near the injection wells, the larger slip begins to have a
significant effect despite the high pressure-related stresses.
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A)

Relative Seismicity Rate (-)

B)

Relative Seismicity Rate (-)
Figure 3.13: Comparison of seismicity rate for a slip occurring at 𝒕 = 𝟐𝟗 𝒅𝒂𝒚𝒔, for
slip magnitudes of (A) 𝟎. 𝟎𝟑𝟕𝟔 𝒎 and (B) 𝟎. 𝟎𝟕𝟓𝟐 𝒎. Both snapshots were taken at
𝒕 = 𝟑𝟎 𝒅𝒂𝒚𝒔.

Seismicity Rate
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Figure 3.14: Comparison of activity rate over time at the midpoint of Fault 2 under
different slip timings. The slip is set to 𝟎. 𝟎𝟑𝟕𝟔𝒎 in both instances.

3.5

Case Study 4: Reverse slip on the Fault

Another case simulated is that of reverse faulting. The slip timing and magnitude
are unchanged from the primary model, only the direction of slip is changed. The
displacement after the slip is shown in Figure 3.15. The pressure propagation from the
injection wells changes little compared to the base case (See Figure 3.8A and Figure
3.16). Under the assumption that the rest of the model is prone to slip in the same
direction as the fault, the change from normal to reverse faulting only changes the angle
of the regions of positive and negative CFS (see Figure 3.8B and Figure 3.17). However,
this angle change does move a region of positive stress farther away from Fault 2.
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Figure 3.15: Displacement at 𝒕 = 𝟖 𝒅𝒂𝒚𝒔 for case study 4. Arrows show the
direction of movement at that point in space, with magnitude of displacement
corresponding to arrow size.
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Pressure (MPa)
Figure 3.16 : Pore pressure after Reverse faulting at 𝒕 = 𝟖 days. The state near the
wells is relatively unchanged, while the lower endpoint has the pressure differential
inverted.

51

CFS (MPa)
Figure 3.17: CFS after reverse (Case Study 4) faulting with 𝟎. 𝟎𝟑𝟕𝟔 𝒎 of slip along
the fault, taken at 𝒕 = 𝟖 𝒅𝒂𝒚𝒔.

3.6

Case Study 5: Non-conductive Faults

For this simulation, the permeability of both faults was decreased to 1 ∙ 10−21 𝑚2,
following the data in Chang and Segall, 2016 for a sealing fault. Other simulation
parameters, including the slip timing, were not changed. The stress state was similar to
that of a conductive fault during the earlier times of the simulation, before large amounts
of fluid are able to diffuse out into the intermediate layer and basement (Figure 3.8B and
Figure 3.18). However, at later times, the lack of a permeable channel into the basement
resulted in fluid remaining within the intermediate rock layer, producing an increase in
pore pressure when compared with a conductive fault (Figure 3.19).
In addition to the lack of transfer into the basement, the faults being impermeable
also impacted the fluid and stress propagation within the intermediate layer. An
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impermeable Fault 2 restricted the fluid from easily moving beyond it, resulting in lower
activity at that location (Figure 3.20). Both of these effects lead to the longer-term
activity in the intermediate layer between the two faults being higher than for other case
studies (Figure 3.21)

CFS (MPa)
Figure 3.18: CFS at 𝒕 = 𝟖 𝒅𝒂𝒚𝒔 for Case Study 5. The permeability of the faults has
been decreased, restricting fluid movement.
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A

Pressure (MPa)

B

Pressure (MPa)
Figure 3.19: Pore pressure at 𝒕 = 𝟓𝟎 𝒅𝒂𝒚𝒔 for (A) Case Study 1 and (B) Case Study
5.

Seismicity Rate

Seismicity Rate
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Figure 3.20: Activity rate over time beyond Fault 2 at (𝟏𝟎𝟎𝟎, −𝟑𝟕𝟎𝟎) for (A) Case
Study 1 and (B) Case Study 5. Slip is denoted by the dashed line.
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Relative Seismicity
Rate Seismicity
(-)
Relative
Figure 3.21: Calculated activity rate at 𝒕 = 𝟓𝟎 𝒅𝒂𝒚𝒔 for an impermeable fault.

3.7
Cases Studies 6, 7, and 8: Varying the Angle of
the Fault
Simulations were performed for three different orientations of the fault with
respect to the horizontal direction. In Case Study 6 the fault was oriented 115° from the
horizontal line (Figure 3.22A) and corresponding to a dip angle of 65°, while for Case
Study 7, the fault angle was decreased to 85° from the horizontal (Figure 3.22B). Finally,
in Case Study 8, the fault angle further decreased to 70° from the horizontal in order to
examine a less vertical fault oriented in the new quadrant (Figure 3.22C). As part of the
change in quadrants, the angles used for the construction of the latter two Case Studies
are equal to the respective dips of the constructed systems. In order to maintain the
position of Fault 1 between the two injection wells, the relative position of the faults was
adjusted. For Case Study 6, the 𝑥-position of the faults was increased by 100𝑚, while it
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was decreased by 75𝑚 and 175𝑚 respectively for Case Studies 7 and 9. These altered
geometries are shown in Figure 3.22.
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A)

B)

C)

Figure 3.22: Model geometry for Case Studies (A) 6, (B) 7, and (C) 8; displaying the
different fault angles and centre positions.
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The seismic activity was relatively higher near the edge of the basement on the
less-vertical fault compared to the base model (Figure 3.23). This is potentially due to the
shallower angle leaving more time and length for fluid to diffuse out of the fault, after
which point it has difficulty infiltrating the basement.

Relative Seismicity Rate (-)
Figure 3.23: Predicted activity rate after slip on a 𝟏𝟏𝟎° fault (Case Study 8) at 𝒕 =
𝟖 𝒅𝒂𝒚𝒔.

3.8
Case Study 9 and Case Study 10: Varying the
Permeability of the Middle Layers
In order to determine the effects of different permeability in the intermediate rock
layers, simulations were performed with the shared permeability of the cap and
intermediate regions (Figure 3.2) increased and decreased to 5 ∗ 10−15 𝑚2 and 0.5 ∗
10−15 𝑚2, respectively. These values were chosen as they are partway to the next order
of magnitude. Higher permeability allows for faster diffusion of pore pressure out from
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the injection wells and Fault 1. By comparing these cases to each other as well as the
permeability of 1 ∗ 10−15 𝑚2 used for the other simulations, it can be noted that areas of
increased activity are smaller and closer to Fault 1 when permeability is lower, but the
increase in activity is larger. Figure 3.24 shows a comparison between the later activity in
Case Studies 1, 9, and 10.
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A)

Relative Seismicity Rate (-)

B)

Relative Seismicity Rate (-)

C

Relative Seismicity Rate (-)
Figure 3.24: Activity comparison after 50 days for Case Studies (A) 9, (B) 1, and (C)
10, arranged in order of increasing permeability for the intermediate layer.
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3.9
Case Study 11, 12, and 13: Permeability of the
Basement
In addition to the intermediate layers examined in Case Studies 9 and 10, it was
also believed that the permeability of the basement would also impact the overall
behaviour. Three simulations were performed to test this. In Case Study 11, the
permeability of the basement is set to 10−15 𝑚2, matching the middle layer. Case studies
instead increase and decrease the basement permeability by a factor of 10, respectively,
with values of 10−17 𝑚2 for Case study 12 and 10−19 𝑚2 for Case Study 13. These
changes only slightly affect the pore pressure diffusion from the injection wells but do
noticeably impact the decay of the pressure changes resulting from the slip at the bottom
endpoint of the fault (Figure 3.25).
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A

Pressure (MPa)

B

Pressure (MPa)
Figure 3.25: Comparison of pore pressure at 𝒕 = 𝟓𝟎 𝒅𝒂𝒚𝒔 for basement
permeabilities of 𝟏𝟎−𝟏𝟗 𝒎𝟐 (A) and 𝟏𝟎−𝟏𝟕 𝒎𝟐 (B). The pressure differential at the
lower endpoint is still clearly visible in A, but has nearly vanished in B.
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This ended up producing similar effects to the permeability changes in Case
Studies 9 and 10, where lower permeability led to more intense and localized areas of
high simulated activity, and lower permeability lead to wider areas of less intense
activities. (Figure 3.26) However, unlike those Case Studies, the changes in basement
permeability only primarily affected the stresses produced inside the basement by the
slip.
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A

Relative Seismicity Rate (-)

B

Relative Seismicity Rate (-)
Figure 3.26: Comparison of activity rate at 𝒕 = 𝟓𝟎 𝒅𝒂𝒚𝒔 for Case Stuides 12 (A) and
13 (B).

3.10

Summary

Slip on Fault 1 was triggered as a result of pore pressure increases from the
nearby injection. The slip increased the rate along the length of Fault 1 in all cases, with
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the magnitude of slip determining how far the significantly affected area extends.
Differences in slip timing did not significantly impact the behaviour of the system, nor
did the case of a reverse faulting regime. The permeability of the different features was
the most important in determining the seismicity rate at later times, with lower
permeability restricting access to features farther from the wells and increasing the
activity in closer regions. Changes as a result of different fault angles were minor and
appear to be more related to differences in fluid diffusion than changes in the slipproduced stresses.
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Chapter 4

4

Modelling Strike-Slip Faults
4.1

Introduction

This chapter contains results from simulations of a geomechanical model
formulated to describe the behaviour of a strike-slip fault during fluid injection
operations. The simulations start with a base case approximating the field data and
applying variations to several parameters to examine their effects on the model
behaviour. Case Studies 1 and 2 are the base cases to which other variations are applied.
Case Study 3 examines the effect of a different injection sequence, while Case Study 4
explores the possibility of fault movement occurring in the opposite direction. Case
Studies 5 and 6 look at different angles of the test fault. Case Studies 7,8, 9, and 10 alter
the size of the fractured area connecting the fault to the injection sites. Finally, Case
Studies 11 and 12 change the permeability of the same fracture zones. Similar to the
models in Chapter 3, the study area is within the Duvernay formation in Alberta (Figure
4.1), though the exact wells are different from those used previously in this work.
Common features of several simulations are described first, followed by the base case
and the variant simulations. Variations were selected based on which properties of the
fault system were believed to have substantial impact on the predicted activity. All
models are top-down cross-sections and describe the behaviour of a strike-slip fault.
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Figure 4.1: Features of the injection system from Igonin et al., (2021). Data was
taken during October and November of 2016. Points show recorded events, with
coloured points having occurred at the corresponding time. Fracture corridors are
noted as magenta lines, while inferred fault locations are shown in cyan. The wells
are noted by the grey lines, with each injection point marked by a cross.

4.2

Model Properties

The geomechanical model investigated in this chapter and its variations are based
on the field study and modelling done by Igonin et al. (2021). It includes fluid injection
emulating those used for the seismic experiments studied in that work. In order to
examine the processes involved in injection-induced seismicity, the model simulates both
the fluid propagation (using Darcy’s Law), and the stresses on the rock formations (using
linear poroelasticity). From the simulation data, the rate of seismic activity can be
estimated.
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4.2.1

Model Geometry

The studied model is a top-down cross-section of four injection wells A-D that connect to
a large fault via a permeable fracture zone (Figure 4.2). The simulated geometry only
includes the larger NS1 fault from the field data, and not the smaller NS2 or SW1
features that were also inferred to exist. SW1 appears to be another fracture corridor that
does not connect to a fault, and NS2 would have significant overlap with the larger
fracture zones used in the simulations. The NS1 fault, denoted as Fault 1 within the
simulated model, is composed of a rectangular region 10𝑚 across. This method of
simulating the faults is to allow fluid to flow through the fault (see Chapter 1.4.1) The
fracture corridors SW2-SW5 are modelled as larger regions with a higher permeability
than the surrounding material. The northmost SW2 is not modelled since it does not
connect to the fault. Calculations were performed using the finite-element modelling
software COMSOL 5.4. Several measurement points have been inserted into the domain,
including within and near Fault 1 and a grouping of fixed points arranged in four
columns. The finite-element mesh for the strike-slip fault simulations is shown in Figure
4.3, while the parameters used to construct the geometry of the model are described in
Table 4.1. Note that the angle present in Table 4.1 is the one used within the software to
construct the model and does not correspond to the strike angle. The mesh was
constructed using the ‘extremely fine’ preset settings throughout to ensure the diffusion
out of the wells was modelled accurately. The total mesh is composed of 17816 vertices
and 35230 triangular elements. The material properties used by the model are described
in Table 4.2.
Each of the four boundaries of the model is set to have no flow across it and to be
a roller boundary (i.e., the surface can move parallel to the boundary but cannot move
inwards or outwards). As well, each boundary is set that no fluid can flow across it.
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Figure 4.2:Simulated geometry based on the region depicted in Figure 4.1. Wells are
labelled with green lines and A-D, with measurement points being labelled with
orange lines and 1-4.
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Table 4.1: Parameters used to assemble the base case for Model 2. Data chosen to
approximate the geometry of Igonin et al., (2021)
Parameter

Value Parameter

Model width in

4000

Lowest 𝒚-

Value Parameter
2500

𝒙-coordinate of first

𝒙-direction

coordinate of

fracture zone centre

(𝒎)

injection wells

(𝒎)

Model width in

(𝒎)
Spacing between

4000

𝒚-direction
(𝒎)
Model offset in

1000

𝒙-direction
(𝒎)
Model offset in

1000

coordinate (𝒎)
Fault centre 𝒚-

fracture zone centre

Well A 𝒙-

(𝒎)
Fracture zone spacing

3600

Well B 𝒙-

2725

coordinate (𝒎)

Well C 𝒙-

2500

2400

400

(𝒎)
3300

coordinate (𝒎)
2475

𝒚-coordinate of first

well points (𝒎)

coordinate (𝒎)

y-direction (𝒎)
Fault centre 𝒙-

100

Value

Total height of model

300

(𝒎)
3100

Spacing from fault to

coordinate (𝒎)

measurement points

Well D 𝒙-

(𝒎)
𝒙-coordinate for

2800

coordinate (𝒎)

100

1950

measurement point
column 1(𝒎)

Fault length

800

Fracture zone

1500

length (𝒎)

(𝒎)

𝒙-coordinate for

2200

measurement point
column 2(𝒎)

Fault thickness

10

Fracture zone

100

width (𝒎)

(𝒎)

𝒙-coordinate for

2400

measurement point
column 3(𝒎)

fault angle (°)

85

Fracture zone
angle (°)

60

𝒙-coordinate for
measurement point
column 4(𝒎)

2600
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Figure 4.3: Simulation mesh for the model strike-slip fault system. High resolution is
used throughout the model.
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Table 4.2: Material properties for model 2. A Fault data is from (Chang and Segall,
2016), using the data for a conductive fault. B Skempton Coefficient is noted as a
typical value in (Deng et al., 2016). Other data is determined by the research team
based on what are believed to be typical values for the rock type in question.
Surrounding shale

Fracture Zones

FaultA

Density 𝝆 (𝒎𝟑 )

2 500

2 500

2 500

Young’s Modulus 𝑬 (𝑴𝑷𝒂)

40 000

40 000

14 400

Poisson ratio 𝝂 (−)

0.25

0.2

0.2

Biot-Willis coefficient 𝜶 (−)

0.4

0.23

0.8

0.065

0.15

0.02

0.5 ∗ 10−14

10−13

10−13

0.75

0.75

0.75

Parameter
𝒌𝒈

Porosity 𝝓 (−)
Permeability 𝜿(𝒎𝟐 )
Skempton CoefficientB 𝑩 (−)

4.2.2

Calculation Parameters
This simulation made use of the fully coupled model described by equations

(2.29) and (2.35). The model was run from 𝑡 = 0 𝑑𝑎𝑦𝑠 to 𝑡 = 150 𝑑𝑎𝑦𝑠, gathering data
every 0.1 𝑑𝑎𝑦𝑠. Injection occurred starting at 𝑡 = 1 𝑑𝑎𝑦. First, Well C was injected into,
𝑚3

with each noted point on that well receiving an injection rate of 2.2 𝑚𝑖𝑛 for one day. After
all the points along Well C have been injected into, Wells A, B, and D were injected
𝑚3

concurrently at a rate of 3.2 𝑚𝑖𝑛 split evenly between the three active points, with each
row of points again being active for one day each. These figures approximately match the
average volume injection rate given in Eaton et al. (2018). The injected fluid is based on
𝑘𝑔

the properties from Chang and Segall (2016), with a density of 𝜌𝑓 = 1000 𝑚3 , a viscosity
of 𝜂 = 0.001 𝑃𝑎 ∗ 𝑠, and a compressibility of 4 ∗ 10−10 𝑃𝑎−1 .
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The CFS, calculated using Equation (2.42), was examined to determine when slip
should occur on the fault. 0.05 𝑀𝑃𝑎 was chosen as the required stress threshold for slip
to occur since stresses of that size are capable of triggering earthquakes (King et al.,
1994). The slip is modelled as a displacement imposed on each side of the fault. For an
800𝑚 fault, a 4.0 Magnitude earthquake corresponds to a fault slip of 0.0376𝑚, with
half that value (0.0188𝑚) being applied to each side of the fault (Leonard, 2010).
The CFS calculated by the finite-element simulation described above was then
used to calculate the activity rate over time. The CFS is recorded in a grid of 63001 data
points evenly spaced within a rectangular area from (1500, 2000) to (4000, 4500),
every 0.1 𝑑𝑎𝑦𝑠. This data was then used to calculate the activity rate using Equation
(2.49) and the ode45 function in MATLAB. The other parameters used for solving (2.49)
are 𝑡𝑎 = 104 𝑑𝑎𝑦𝑠 and 𝐴𝜎 = 0.3 𝑀𝑃𝑎, based on the results from Chapter 3.3. The solver
used an absolute tolerance of 10−9 , a relative tolerance of 10−8, and assumes the solution
is nonnegative.

4.3

Case Study 1: North-to-South Injection

Following Igonin et al. (2021), injection starts at the northernmost well points and
proceeds southwards for all case studies except Case Study 3. The CFS increases
significantly a few days after injection begins, corresponding to when injection occurs
within an area connected to the fault (see Figure 4.4). A threshold was established for
when the fault would slip at a CFS increase of 0.05 𝑀𝑃𝑎, which has been noted to be
sufficient to trigger earthquakes (King et al., 1994). Despite the steep increase, the
stresses applied during the injection of Well C did not meet this threshold. This threshold
is surpassed at approximately 𝑡 = 34.7 𝑑𝑎𝑦𝑠, during the injection into Wells A, B, and
D. (Figure 4.4). The western edge of the fault is moved northwards, and the eastern edge
of the fault is moved southwards (defining a right-lateral strike-slip fault), in such a way
that areas parallel to the fault experience a positive change in CFS (see Figure 4.5). Each
side of the fault is subject to a displacement of 0.0188𝑚, producing a total fault slip of
0.0376𝑚. This corresponds to a 4.0M earthquake (Leonard, 2010).
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Figure 4.4: Coulomb Failure Stress over time inside the fault. Data was taken at
(𝟐𝟒𝟗𝟐, 𝟐𝟗𝟐𝟒), (𝟐𝟒𝟕𝟓, 𝟐𝟕𝟐𝟓), and (𝟐𝟒𝟓𝟖, 𝟐𝟓𝟐𝟔), representing the points 0.75, 0.5,
and 0.25 along the length of the fault, respectively, starting from the bottom. The
stress threshold of 𝟎. 𝟎𝟓 𝑴𝑷𝒂 (solid black line) is crossed at approximately 𝒕 =
𝟑𝟒. 𝟕 𝒅𝒂𝒚𝒔. The injection period is denoted by the dashed lines.

75

A

B

CFS (MPa)
Figure 4.5: (A) Displacement and (B) resulting Coulomb failure stress of a
𝟎. 𝟎𝟑𝟕𝟔𝒎 slip on the fault. Snapshot was taken at 𝒕 = 𝟑𝟓 𝒅𝒂𝒚𝒔. Areas directly East
and West of the fault have increased CFS and would be more likely to produce
activities. The calculated CFS includes the contribution from the fluid movement.
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Outside of the permeable fracture zones and fault, the pore pressure takes a very
long time to diffuse away from the injection wells, with the location of the wells still
being visible from the locations of high pressure after injection finishes (Figure 4.6).

Pressure (MPa)
Figure 4.6: Pore pressure at 𝒕 = 𝟓𝟎 𝒅𝒂𝒚𝒔, after injection concludes. Isolated wells
are still discernable as vertical areas of high pressure, particularly in the case of
Well C s as a result of higher individual injection at that location.

4.4

Case Study 2: Second Fault

In order to examine the ability of slip on one fault to induce slip on other faults, a
second fault needs to be inserted into the model. For this case, a copy of the main fault is
placed 100𝑚 to the west of the original (Figure 4.7), with the same angle and 𝑦-position
of the centre. The distance was chosen to be close enough that stresses from the main
fault slipping would be noticed at the location but far enough that it was unlikely to
interfere with the fluid propagation to the main fault. Similarly, a large fault placed to the
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east of the main fault would affect the fluid movement through the fracture zones.
Injection and slip proceed as in Case Study 1. This second fault is included in later case
studies, and the addition increases the mesh size to 19239 vertices and 38076 triangular
elements.

Figure 4.7: Model geometry including a secondary fault parallel to the first. The
secondary fault does not have any permeable connections to the injection wells,
fracture zones, or the main fault.
This secondary fault is not hydraulically connected to the main fault or the
fracture zones. As a result, it has minimal change in pore pressure. The only increase in
seismic activity noted occurs when the main fault moves (Figure 4.8). The poroelastic
stresses on the second fault produce a small reduction in the CFS compared to this
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increase from the slip. The test fault is not significantly stimulated and does not have a

Seismicity Rate

substantial activity rate (Figure 4.9).

Figure 4.8: Activity within the midpoint of Fault 2. The activity is increased at 𝒕 =
𝟑𝟒. 𝟕 𝒅𝒂𝒚𝒔 when the fault slip occurs but is otherwise decreasing throughout as a
result of the poroelastic stressing from the injection.

Activity Rate (-)
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Figure 4.9: Calculated activity rate for Case Study 2 at 𝒕 = 𝟑𝟓 𝒅𝒂𝒚𝒔. Sites of high
activity are shown with yellower pixels, with the scale given on the right. Since the
secondary fault is not stimulated compared to the surrounding rock, it does not
appear distinct. Meanwhile, the main fault and any isolated wells are clearly visible
by virtue of having different activity from their surroundings.

4.5

Case Study 3: South-to-North Injection

To better examine the poroelastic stresses before the fluid reaches the fracture
zones and proceeds to the fault, the injection was switched to proceed starting from the
south instead of the north. This allows the lower points to complete their injection before
the fault is in permeable contact with a fluid source. The unconnected wells produce
compressive stresses in the direction of the fault (Figure 4.10). This leads to the fault
experiencing a negative CFS change in the time before the injection reaches the fracture
zones at approximately 𝑡 = 10 𝑑𝑎𝑦𝑠 (Figure 4.11). As a result, the main fault reaches the
slip threshold at approximately 𝑡 = 31.5 days, when the movement is applied to the
system. Within Fault 2, increases in activity rate are still caused by the slip, but the drop
in CFS as a result of poroelastic stressing from the wells is more prominent in times
before the slip occurs (Figure 4.12).
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CFS (MPa)
Figure 4.10: system CFS at 𝒕 = 𝟑𝟎 𝒅𝒂𝒚𝒔. The faults are in a region of negative
stress, inhibiting slip. The data range has been reduced so that the decreases in
stress from the injection wells is visible.
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Figure 4.11: CFS within the main fault for injection proceeding from the south
upwards to the north. No slip is applied to the fault in this simulation. The injection
period is denoted by the dashed lines The slip threshold of 𝟎. 𝟎𝟓 𝑴𝑷𝒂, shown by the
solid black line, was passed at approximately 𝒕 = 𝟑𝟏. 𝟑 𝒅𝒂𝒚𝒔.

Seismicity Rate
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Figure 4.12: Activity and CFS over time for Case Study 3, taken at the midpoint of
Fault 2. Except for an upwards shift at the time of the fault slip, CFS and activity
continue trending downwards.
The calculated activity for the simulation after the slip occurs near the main fault
is shown in Figure 4.13B, along with the accompanying CFS at that time (Figure 4.13A).
Gaps in the areas of high activity match the locations of isolated wells, particularly along
Well C which was injected into earliest. Within the fracture zones, this is masked by the
relatively low initial rate from the fluid diffusing outwards. This effect is the most
pronounced for Case Study 3, as the isolated wells are injected into earlier.
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A

CFS (MPa)

B

Activity Rate (-)
Figure 4.13: (A) Coulomb Failure Stress and (B) calculated activity rate for Case
Study 3 at 𝒕 = 𝟑𝟓 𝒅𝒂𝒚𝒔.
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4.6

Case Study 4: Inverted Slip Movement

For this simulation, the movement on Fault 1 is inverted, with the west side
moving southward and the east side moving northward (Figure 4.14). This forms a leftlateral fault slip. The slip magnitude and timing are unchanged from Case Study 1, as is
the injection sequence.

Figure 4.14: Displacement after a 𝟎. 𝟎𝟑𝟕𝟔𝒎 fault slip for Case Study 4.
When examining the possibility of failure in the same direction as Fault 1, the
CFS is very similar to that of Case Study 2 (Figure 4.15). However, when examining the
potential for right-lateral slip also looked at for the other case studies, this movement
instead reduces the CFS in the region of Fault 2 (Figure 4.16).
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CFS (MPa)
Figure 4.15: CFS assuming right-lateral failure for Case Study 4 at 𝒕 = 𝟑𝟓 𝒅𝒂𝒚𝒔.
The stress pattern is similar to that seen in Case Study 2.
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CFS (MPa)
Figure 4.16: Coulomb Failure Stress Assuming left-lateral failure for Case Study 4.
Snapshot was taken at 𝒕 = 𝟑𝟓 𝒅𝒂𝒚𝒔, shortly after the fault slip occurred. Solid
stresses from the slip result in a decrease along the length of the fault, while areas
stimulated by high pore pressure still have positive CFS.

4.7

Case Studies 5 and 6: Angle of Fault 2

For these cases, the angle of Fault 2 was changed so that it is no longer parallel to
the main fault. For these cases, the CFS is calculated based on the direction of Fault 2
rather than Fault 1, though slip on the main fault proceeds as normal. For Case Study 5,
the test fault is set to 70°, while for Case Study 6 it is set to 100°. In order to prevent the
two faults from overlapping with one another, Fault 2 was also moved 25𝑚 more
westward. The model geometry for these case studies is shown in Figure 4.17. Injection
and the timing of the slip on Fault 1 proceed as in Case Study 1.
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A

B

Figure 4.17: Simulation geometry for (A) Case Study 5 and (B) Case Study 6.
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The calculated CFS can be compared to Case Study 2 (Figure 4.18). The
contributions from pore pressure are the same regardless of the orientation and account
for most of the increases near the wells and fracture zones. However, the solid stresses do
vary based on orientation. Despite being close to the main fault at the endpoints, the pore
pressure within Fault 1 takes a long time to diffuse into Fault 2 (Figure 4.19).
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A

CFS (MPa)

B

CFS (MPa)

C

CFS (MPa)
Figure 4.18: Coulomb Failure stress after fault slip for (A) Case Study 2, (B) Case
Study 5 and (C) Case Study 6. Stress changes from the fault slip are more
favourable for Case Study 6, while poroelastic stresses from injection are more
positive in Case Study 5.
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A

B

Figure 4.19: Pore pressure over time for the midpoints of each fault in (A) Case
Study 5 and (B) Case Study 6. Despite the proximity of the two faults, pressure does
not equalize between them before fault slip occurs.
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4.8

Case Studies 7, 8, 9 and 10: Fracture Zone Size

Since the slip appears to be triggered by pore pressure diffusion through
permeable fracture zones, simulations were performed with smaller fracture zones in
order to examine when and if the fault would still slip. For Case Study 7, the fracture
zones are halved in width to 50𝑚. It failed to meet the 0.05 𝑀𝑃𝑎 threshold for slip
during the simulation period (Figure 4.20). Case Study 8 was then run with an
intermediate value of 75𝑚 for fracture zone width. It reached a peak CFS within the fault
of 0.046 𝑀𝑃𝑎, still falling short of the threshold (Figure 4.21). Both case studies were
rejected from further examination.

Figure 4.20: Coulomb Failure stress over time within the faults for Case Study 7.
The 𝟎. 𝟎𝟓 𝑴𝑷𝒂 threshold is not met.
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Figure 4.21: Coulomb failure stress within the fault for Case Study 8. The slip
threshold is closer to being met than in Case Study 7, but is still not reached
For Case Study 9, the width of the fracture zones was increased to 150𝑚. The
fracture zones were also cut off by Fault 1 to prevent fluid transfer into Fault 2 (Figure
4.22). The increased width led to the stress threshold being met earlier, at 𝑡 = 31.8 𝑑𝑎𝑦𝑠
(Figure 4.23). Compared to Case Study 2, the activity rate after both models have slipped
is similar (Figure 4.9 and Figure 4.24)

93

Figure 4.22: Model geometry for Case Study 9. Regions highlighted in blue use the
properties for the main rock.

94

Figure 4.23: CFS over time within fault for Case Study 9. The slip threshold (solid
black line) is met at 𝒕 = 𝟑𝟏. 𝟖 𝒅𝒂𝒚𝒔.
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Activity Rate (-)
Figure 4.24: Activity rate at 𝒕 = 𝟑𝟓 𝒅𝒂𝒚𝒔 for Case study 9. Rate as a result of fault
slip has not noticeably changed.
Finally, in Case Study 10, a simulation is performed without the presence of the
fracture zones. Since the poroelastic stresses from injection inhibit slip in the region of
the fault, the fault does not meet the stress threshold at any time during the simulation
and no slip occurs (Figure 4.25).
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Figure 4.25: CFS within the faults for Case Study 9. The CFS is not positive at any
point in the simulation, so no fault slip occurs.

4.9
Case Studies 11 and 12: Fracture Zone
Permeability
For these simulations, the permeability of the fracture zone was altered to
examine its impact. For Case Study 11, it was increased by an order of magnitude to
10−12 𝑚2, while it was decreased by an order of magnitude to 10−14 for Case Study 12.
Increased permeability did not significantly change the timing of when the CFS reaches
the threshold for slip (Figure 4.26), and the threshold is not met during Case Study 12
(Figure 4.27). Both cases were deemed unsuitable for further examination.
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Figure 4.26: CFS within faults for Case Study 11. The stress threshold is met
slightly earlier, but still within the injection into Wells A, B, and D.
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Figure 4.27: CFS within fault for Case Study 12. The increases in CFS are much
smoother than in cases with higher permeability, but fail to meet the threshold of
𝟎. 𝟎𝟓 𝑴𝑷𝒂 in order to produce slip

4.10

Summary

Increases to pore pressure were the primary source of high CFS encouraging fault
slip. In areas separated from the injection wells, solid stresses instead are more prevalent
due to the inability for pore pressure to be transferred. Hydraulically isolated injection
produced noticeable poroelastic stress, and it is dependant on the relative position and
orientation of a fault whether those stresses encourage slip on said fault. In the
arrangement common to many of these simulations, these stresses do not encourage slip
and slip on the main fault is determined entirely by the amount of fluid capable of
diffusing into the fault. Larger and more permeable fracture corridors allow slip to occur,

99

while more restrictive parameters result in the stress threshold for slip not being met. Slip
on Fault 1 did produce an increase in CFS and activity in the vicinity of Fault 2, but this
was not as far-reaching as those from the fracture corridors being pressurized. Altering
the relative orientation of the two faults and the direction of slip on Fault 1 produced
slight changes within this smaller area.
The results from these simulations, as well as the vertical cross-section
simulations of Chapter 3, will be examined more in the upcoming Chapter 5: Discussion.
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Chapter 5

5

Discussion
In Chapters 3 and 4, several simulations for the effects of hydraulic fracturing

injection on a fault system have been described. These models can be examined for
which mechanisms of stress transfer are responsible for producing expected seismicity.
Additionally, since both models are based on field research performed near the Duvernay
shale, the simulated results can be compared with the field data to examine if the
simulations produce accurate results. Finally, which parameters of the model play an
important role in determining the behaviour of the system are looked into.

5.1

Earthquake Triggering Mechanisms

Three potential methods for stress transfer to a fault were identified in the
literature (see Chapter 1.3): increases in pore pressure within the faults, poroelastic
stressing, and solid stresses resulting from slip on another fault. How these processes are
represented in the simulated models is detailed below and summarized in Figure 5.1.
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Pore Pressure Increases
•
•

Correlated with CFS increases in all simulations
Permeable channel required for slip in top-down
model

Poroelastic Stresses
•
•
•

More apparent on the Strike-Slip model
Depends on orientation compared to the wells
Decreases CFS with the simulated positions

Slip on a Nearby Fault
•
•
•

Sharp change in CFS
Stress increases beside the fault
Most noticeable in unpressurized areas

Figure 5.1: Summary of stress transfer mechanisms within the simulated models

5.1.1

Pore Pressure Increases
Both simulated models had slip triggered by pore pressure increases. This is a

commonly attributed cause of injection-induced seismicity (Kernanen and Weingarten,
2018, Castro et al., 2020). This is more clearly shown with the strike-slip model covered
in Chapter 4, where the fault does not slip without the aid of a permeable connection to
the fault as demonstrated in Case Studies 7, 8, 10, and 12. The model used in Chapter 3
placed the fault sufficiently close to the injection wells that fluid could diffuse into Fault
1 without the requirement of an additional connection.

5.1.2

Poroelastic Stressing
The forward and reverse faulting model examined in Chapter 3 model does not

clearly show poroelastic effects on the faults, due to the faults being close enough to
experience pressure increases. However, Case Study 3 on the strikes-slip fault model has
a period of time where all active injection wells are not connected to the fault (see Figure
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4.10). As such, during the early parts of the injection on most of the simulations, the
Coulomb failure stress at the fault is instead determined mainly by the transfer of
poroelastic stresses during this time period. Due to these stresses including a large
amount of compressive normal stresses, the CFS change is negative at that time and fault
slip is inhibited before the fault becomes pressurized (Figure 5.2). The inclusion of
poroelastic stress into a model has been known to sometime decrease the activity in an
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area as well as increase it (Yeyha et al., 2018).

Figure 5.2: Activity rate over time for Case Study 3 of the strike-slip model, taken at
the midpoint of Fault 1. No slip has been applied in order to better show the
pressure-related and poroelastic changes.
It is however important to note that there are still areas where the poroelastic
stresses encourage slip, specifically areas to the north or south of the active wells. As a
result, faults positioned there would likely still encounter an increase in CFS. Since many
faults activated via fluid injection are not previously known (Atkinson et al., 2020), it
would be difficult to predict for a new injection site in the field whether any faults would
be in an area of increased or decreased CFS as a result of poroelastic stressing.

5.1.3

Effects of Slip on Neighbouring Faults
The introduction of slip on one fault leads to a sharp change in the CFS in all

cases for both models. Whether this change increases or decreases the expected activity
depends on the position relative to the fault undergoing slip. Regions aligned with the
fault have reduced CFS, and regions beside the fault experience an increase. For the
simulated models, the second fault was always positioned beside the first one, placing it
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in an area of increased stress. This change is larger close to the fault and is a larger
component of the stress state at places and times that have not experienced increases in
pressure, such as in the strike-slip model discussed in Chapter 4.

5.2

Comparing the Normal/Reverse Faulting Model

The observed activity from the field data examined by Bao and Eaton (2016) can
be compared to the simulations for the similar systems examined in Chapter 3: Modelling
Normal and Reverse Faults. It is worth noting that the system examined in the field is in a
strike-slip faulting regime, while the limitations of a cross-sectional model require the
simulated fault to experience normal and reverse faulting. The analysis performed by Bao
and Eaton (2016) suggests both poroelastic stressing and pressure diffusion as causes for
increased activity in the region. The simulated results show clear increases in activity
related to changes in pore pressure, but they do not show significant increases related to
poroelastic effects at the locations of the faults. As a result, the simulated results suggest
pore pressure diffusion as the primary triggering mechanism for injection-related
earthquakes. This discrepancy may be due to the limitations of a cross-sectional model.
The injection points varied in the field data across the length of the horizontal wells,
potentially leading to injection occurring farther from the faults at certain times, in turn
potentially allowing for noticeable poroelastic effects that are not masked by high pore
pressure at the fault.

5.2.1

Activity at Fault 1
The simulated Fault 1 undergoes slip very quickly after injection begins. This is in

contrast to the field data, which shows significant activity within the system only
occurring during the later stages of injection (Figure 5.3). One possible explanation is
that a higher increase in stress was required to trigger an event on this fault. The largest
recorded earthquake of the sequence occurred shortly after injection concludes. This is
similar to the timing used in Case Study 2, which uses the peak stress within the fault
which occurs 1 𝑑𝑎𝑦 after injection finishes. Despite this, the Case Study 2 results
indicate that the timing of slip on the main fault does not significantly affect the long-
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term behaviour of the system, so the other simulations are still likely to have provided
usable data.

Figure 5.3: Recorded activity from Bao and Eaton (2016). Red dots represent
seismic events. Injection periods are bounded by dashed lines.

5.2.2

Activity at Fault 2
Within the field data, the eastern fault strand experienced activity mostly during

the injection period. Within the simulated data, the activity rate is increasing during this
time, matching the field data (Figure 5.4). The simulated activity does peak later, near
𝑡 = 70 𝑑𝑎𝑦𝑠, as a result of fluid diffusion reaching the fault, but this is not significantly
higher than the value obtained during the injection period. Only small changes to the
system would likely be required to have activity on Fault 2 cluster near the end of the
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injection period, matching the field results.

Figure 5.4: Activity within Fault 2 for Case Study 1. Injection periods are bounded
by dashed lines and slip on Fault 1 is denoted by a solid line.
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5.3

Comparing the Strike-Slip Model

The field data gathered by Igonin et al. (2021) was the basis for the model
described in Chapter 4: Modelling Strike-Slip Faults. This data includes early injection
wells that did not connect to the main fault under study in the simulation. Regardless, the
behaviour of those wells that did connect to the main fault can still be compared to the
simulation results. The field data shows a delay of approximately 1 𝑑𝑎𝑦 between
injection at a connected well and activity on the fault. Slip on the simulated fault is
dependant primarily on the size and permeability of the regions connecting the injection
wells and the fault, supporting the conclusions drawn by Igonin et al. (2021) suggesting
that the fault was activated by pressure diffusion through a fracture network.

5.3.1

Slip Timing
Within the field data, the southern parts of the NS1 fault section are noted to have

experienced seismic activity during the injection into well C. This was not the case for
the simulated fault, where the threshold for slip was met during the later injection into
wells A, B, and D for all simulations that produced slip. Since the CFS is pressure-driven,
the earlier slip in the field data is likely due to another source of pressure increase not
covered in the simulation model. The northern part of the NS1 structure appears to be the
most likely candidate for this. This part of the system was not modelled as part of the
fault during simulation in order to match the simulated fault length to the slip length for a
4.0𝑀 earthquake (Leonard, 2010). Another possibility is that the stress threshold for slip
needed to be lowered in order for slip to occur during the earlier injection, but this is
inconsistent with the results from the normal/reverse faulting model that seems to imply
that a threshold of 0.05 𝑀𝑃𝑎 may be too low.
While this section of NS1 did not experience seismic activity during the well C
injection, it connects to both the northernmost fracture corridors and the part of NS1 that
did experience earlier earthquakes. If it is a conductive fault structure, this would allow
for an indirect connection between the southern part of NS1 and more northern injection
wells. The additional fluid from these wells could then have led to a larger increase in
pore pressure and CFS during the earlier injection.
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5.4

Examining the Parameters

It is important to determine which aspects of a system are most influential on the
overall stress state if forward-modelling approaches are to be used for risk assessment. A
new project would involve uncertainty in many aspects that a single simulation cannot
encompass. As such, by examining which parameters have a larger impact on the seismic
activity, it informs what measurements are most important to perform to reduce the
overall uncertainty in the stress state.
Of the examined parameters, the permeability of various features is the most
important for determining the overall behaviour of the simulations. Since the Coulomb
failure stress is dominated by the pore pressure in particularly active areas, the ability of
that pressure to diffuse outwards significantly affects the stress state. Higher permeability
leads to less intense activity over a wider area, while lower permeability results in smaller
areas of more intense predicted seismicity, most clearly shown in Chapter 3 Case Study
5. The presence or absence of a permeable channel between injection sites and faults can
determine whether or not the faults are likely to slip. This aspect is consistent with other
numerical models in the literature, where permeable fracture corridors are considered to
be a primary method of transferring stress to a fault (Castro et al., 2020, Igonin et al.,
2020, Igonin et al., 2021, Wang et al., 2021).
Within the tested parameters, the angle of the fault being examined did not
significantly alter the results of the simulations, seen in Chapter 3 Case Studies 6-8 and
Chapter 4 Case Studies 5 and 6. Orientation does not affect the contribution of pore
pressure to the CFS, and so the areas with the highest activity are only determined by the
fault angle by way of having a differently oriented conductive fault connect different
regions of the model. Differing angles become more significant when the stress is not
being driven by pore pressure, though it would likely require a larger change in angle
than was simulated in order to change the overall image.
For these models, the precise timing of the slip on the fault does not appear to
produce a significant change to the long-term state. The slip does not significantly affect
the pore pressure distribution, meaning that the pressure diffusion proceeds much the
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same regardless of when the slip occurs. The end result is that after enough time has
passed that the slip has occurred in both simulations, the stress state is not very different.

5.5

Future Investigations

One obvious avenue of future investigation would be to use additional
computational resources in order to produce a fully three-dimensional model. This could
allow for study of aspects such as a strike-slip fault extending into other rock layers with
differing properties. As well, since most of the modelled systems included multiple
faults, introducing multiple instances of slip in different locations will potentially yield
useful information.
Many of the variant Case Studies were focused on different model geometry, with
a smaller amount dedicated to differences in permeability. With the uncovered
information that the permeability is the most prominent factor in determining the
presence and timing of the simulated slip, it may be useful to examine the other material
properties with more scrutiny. These changes could also include introducing anisotropic
properties to the materials.
It would also be possible to use statistical analysis methods to determine if the
simulated activity rates would be reasonably capable of producing the sequence of
recorded events in addition to qualitatively comparing the events to peaks in the
simulated rates.

5.6

Summary

The simulated models appear capable of predicting active locations similar to
recorded field data. The highest contributions to the activity are provided by increases in
pore pressure, and parameters such as material permeability that affect pore pressure
diffusion are the most significant when determining the behaviour of the simulations.
However, the timing of fault activation shows more differences from the pre-existing
data. The fluid-related stressing occurs mostly independently of the slip, so this is not
believed to significantly affect the overall behaviour of the system. In the case of the
normal and reverse faulting model, these differences seem to indicate that a higher stress
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threshold is required to produce larger earthquakes. For the strike-slip model, the
differences can potentially be explained with the introduction of a longer fault that was
only partly activated.
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Chapter 6

6

Conclusions
The injection of fluid into rock masses is becoming increasingly common in

industrial processes, and so modelling of the systems involved should be used to increase
understanding of the underlying effects and to inform risk assessment of new projects. In
particular, hydraulic fracturing operations use relatively low injection volumes and high
injection pressures compared to other activities, and as a result require specific models.
Fluid injection can lead to observed seismic activity as a result of increased pore pressure
and changes to the solid stresses within the rock matrix as a result of poroelastic stressing
or slip on another fault. Finite-element analysis is a useful tool for examining these
effects.
This work uses a simulation that is fully coupled between the solid mechanics of
the rock matrix and the flow of pressure within the rock pores. The normal stresses, shear
stresses, and pore pressure through a model can be determined through their respective
constitutive equations, then combined into the Coulomb Failure Stress in order to
estimate the likelihood of slip occurring in an area. The Coulomb Failure Stress can then
be used to determine the predicted rate of seismic activity.
Simulations were performed based on field data gathered from the Duvernay
region using the commercially available software COMSOL Multiphysics. Both vertical
and horizontal cross-sectional models have been examined. Parameters were then altered
in order to determine their impact on the simulated system, including those associated
with the model geometry, material properties, and application of slip on a fault.
Altering the permeability of model components led to significant changes in the
simulation results, while parameters such as the slip timing had little change to the longterm behaviour of the system. The high dependence on permeability also extends to the
activity on a second fault farther away from the injection. For the vertical models detailed
in Chapter 3, the intermediate rock layers were somewhat permeable, allowing fluid to
reach the secondary fault after some time. This was not the case for the top-down models
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of the shale in Chapter 4, where the secondary fault received little increase in pore
pressure. Those models also showed that the presence of permeable fractured areas
between an injection site and pre-existing faults were required for the faults to undergo
slip.
Much of the predicted activity was produced by increases in pore pressure, which
is consistent with the literature. Poroelastic effects are noticeable in unpressurized areas
but lead to lesser increases in CFS when compared to the contributions of pressure in
areas hydraulically connected to the injection sites. Fault movement applies a noticeable
change in the stress state near the fault and whether this change increases or decreases the
CFS is dependant on the relative position from the fault.
Examining sites for fracture networks and determining the permeability of
surrounding features would be important parts of determining the risk of seismic activity
at a hydraulic fracturing operation. The model systems can be expanded into a more
comprehensive three-dimensional model.
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Appendix: List of Variables
Variables are listed in order of appearance
Variable

Description
Stress tensor

Units

Variable

𝑞⃗

Description
Undrained
Young's Modulus
Undrained
Poisson’s Ration
Applied force
components
Fluid flow rate

𝑀𝑃𝑎

𝐸𝑢

𝑀𝑃𝑎

ν𝑢

⃡𝑹⃗⃗

Stress tensor
components
Rotation matrix

−

𝐹𝑖

𝝈𝒊

Principal stresses

𝑀𝑃𝑎

𝑚3 𝑠 −1

𝜽𝒇

Fault angle

°

𝜌𝑓

Fluid density

𝑘𝑔𝑚−3

𝝈

Normal stress

𝑀𝑃𝑎
MPa

𝜅

Permeability

𝑚2

𝝉

Shear stress

𝜂

Viscosity

MPa

𝑆𝜎

MPa

𝑚

Unconstrained
specific storage
Mass

−

𝑄𝑒𝑥𝑡

𝒖𝒊

Left-lateral shear
stress
Right-lateral shear
stress
Strain tensor
components
Displacements

𝑚2 𝑠 −1
𝑀𝑃𝑎−1

𝝉𝑳

𝑚

𝑆𝑐

𝒙𝒊

Positions

𝑚

𝑆𝑢

𝝐𝒊

Principal strains

−

𝜇

𝑬

Young's Modulus

MPa

𝑆

𝝂

Poisson’s Ratio

−

𝑅

𝝈𝟎𝟎

Volumetric stress

MPa

𝑟

𝝐𝟎𝟎

Volumetric strain

−

𝑟0

𝑲

Bulk Modulus

MPa

𝜏0

⃡⃗
𝝈
𝝈𝒊𝒋

𝝉𝑹
𝝐𝒊𝒋

Fluid volume
change
Constrained
specific storage
Uniaxial specific
storage
Coefficient of
friction
Coulomb failure
stress
Relative seismic
activity rate
Seismic activity
rate
Background
activity rate
Background shear
stress

Units
MPa
−
𝑁

𝑘𝑔
𝑚3
𝑀𝑃𝑎−1
𝑀𝑃𝑎−1
−
𝑀𝑃𝑎
−
events/time
events/time
𝑀𝑃𝑎
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𝑀𝑃𝑎−1

𝛾

𝑮

Bulk
Compressibility
Shear Modulus

MPa

𝜎̅

𝝀

Lamé Constant

𝑀𝑃𝑎

𝑡

𝝓

Porosity

−

𝐴

𝑽

Volume

𝑚3

𝑎

𝑽𝑷

Pore Volume

𝑚3

𝑡𝑎

𝜶𝑩

Biot Coefficient

−

𝑆

𝑩

Skempton
Coefficient
Pore pressure

−

𝑦

MPa

𝐴𝜎

MPa

𝑡𝑅

𝜷

𝒑
𝑲𝒖

Undrained Bulk
Modulus

Activity rate state
variable
Effective normal
stress
Time

𝑀𝑃𝑎−1 𝑠

Direct-effect
parameter
Constitutive
parameter
Characteristic time

−

Background
Coulomb stress
Simplified activity
rate
Simplified stress
parameter
Simplified time
step

𝑀𝑃𝑎
days

−
days
𝑀𝑃𝑎
𝑑𝑎𝑦𝑠 −1
𝑀𝑃𝑎
−
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