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1 Introduction
This thesis concentrates on the mechanical properties of highly porous
ceramics, in which microstructural features are the most determining
factor. These highly porous ceramics can be regarded as a
geometrically random skeleton (figures 1.1 a and b). Recently random
1
2 
3 and porous
4 materials received increasingly international scientific
attention due to their interesting properties in the framework of crack
nucleation, propagation, failure and scaling behaviour.
The highly porous ceramics under investigation are used in the
chemical industry as catalyst carriers. Its large (internal) area per
volume, creates a very large specific area and this high inner surface
area (typical 250 m
2 /g) provides a large contact area between catalyst
and the material being converted. Porosity in these materials may
easily attain up to 70 vol.% and pore diameters in these materials are
usually between 7 nm and 200 nm, which can be fine-tuned using
particular processing. Decreasing the pore size of these materials will
increase the specific area, but may also lead to conditional reaction,
since the material may act as an molecular sieve. These properties only
reflect the chemical aspects of the material, but there are also
motivations that stem from a materials science point of view. Indeed,2C HAPTER 1
Fig 1.1 a Typical microstructure of a highly porous SiO2 ceramic material.
Fig 1.1 b Typical microstructure of a highly porous Al2O3 ceramic material.these materials must be able to operate in typical petro-chemical
conditions and must therefore have suitable mechanical properties in
order to withstand the applied load under operation. These materials
are typically used in chemical reactors. Problems will arise when
catalyst carriers at the bottom of the reactor crumble under the load of
other carriers. The flow through the reactor is affected by this and
efficiency of the process will diminish. Thus the mechanical properties
are of great importance to the practical performance of the carrier. 
This is why we need to characterise the mechanical behaviour of this
kind of materials. In order to assess this behaviour, a standardised test
was developed at the Shell/KSLA laboratory in which the single
particle strength was determined under specific test conditions.
Because failure initiated under tensile stresses is very common in
practical situations, we will focus on the tensile fracture stress. Since
the materials in this study are brittle ceramics, a considerable scatter in
failure strength is to be expected. This is why not only the mean
strength at failure is of importance, but the whole failure distribution
has to be known in order to make a prediction of its mechanical
performance. The mechanical strength of the material is not a
particular number, but is described in a statistical sense, by a failure
distribution (van den Born
5). In that study, the failure distribution was
shown to be approximated better by the Duxbury-Leath distribution
6
than the more commonly used Weibull description. Besides the
volume dependence of the distribution of defects, the assumed random
distribution of defects plays a crucial role in this analysis. 
To attain a deeper insight in real structures, the main objective of this
thesis is to evaluate experimentally the effect of microstructural
features of highly porous materials upon the mechanical behaviour.
The microstructure was studied using several microscopic techniques:
Mercury Porosimetry, Atomic Force Microscopy and (low voltage)
Scanning Electron Microscopy. The mechanical properties were
INTRODUCTION 3studied using several mechanical tests. The tensile failure stress was
determined indirectly using the so-called Side Crushing Strength (SCS)
test and the influence of compressive stresses was studied using
so-called Three Point Crushing Strength (TPCS) tests. During these
deformation experiments the fracture process was monitored using
Acoustic Emission. All of these techniques are discussed in more detail
in chapter 2.
In chapter 3 we will present a theoretical framework necessary for the
analysis of our experiments. Here we will focus on the more
fundamental side of fractals and fracture and dynamical aspects of
fracture are discussed as well.
The mechanical and acoustical studies are presented in chapter 4. The
nature of the acoustic measurements in relation to the geometrical
structure of the material and its mechanical behaviour is examined.
Also the influence of the scaling behaviour of fracture surfaces is
incorporated into the model describing this behaviour.
In chapter 5 we will scrutinise further experimentally the scaling
behaviour in fracture. In literature the question is raised whether
fracture surfaces exhibit scaling behaviour or not. Scaling behaviour
often originates from systems in a critical situation and fracture might
be characterised as a critical phenomenon. If limits of scaling behaviour
are found, it may lead us to the determining factors in fracture.
Finally, chapter 6 summarises and concludes this work in conjunction
with an outlook on future work.
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2 Basic Concepts
In this chapter, the experimental techniques that have been used to
process, test or characterise the highly porous ceramics are described.
These include extrusion, mechanical testing, acoustic emission, Atomic
Force Microscopy (AFM) and low voltage Scanning Electron
Microscopy (LV-SEM).
2.1 Processing
The precursor powder is produced by a spray drying process. A
solution made of small precipitates of SiO2 or Al2O3 is made, where the
size of the particular precipitates can be controlled using a number of
processing parameters. These precipitates are called the primary
particles, which can be as small as 13 nm. Next, the solution is
atomised into a hot gas stream and depending on the temperature, the
temperature gradient and the velocity of this gas stream, the primary
particles will cluster together to form the secondary particles. Typical
sizes of these secondary particles are of the order of 150 mm.
After the spray drying process, the powder is mixed with water and,
depending whether it is SiO2 or Al2O3 powder, a base or an acid is
added to the mix. The charged OH
- or H
+ groups connect to thesecondary particles and create a surface charge on these particles
causing the particles to break up again. The mixing process takes place
in a so called mix-muller. Two heavy wheels compact the mix while
turning around. After a while the mix starts to form agglomerates and
it becomes ready for extrusion. 
The extruder is usually a screw extruder which forces the mix through
a hole in a die plate, shaping the extrudate. Extrusion pressures can be
as high as 100 bar. Usually the extrudate is shaped as a cylinder, but
other shapes are possible as well. After extrusion, the extrudates are
dried and subsequently sintered. During firing the primary particles
will sinter together and form a three dimensional network.
The process parameters involved in the mixing process are of
importance to the extrudability of the mix and also to the physical and
catalytic properties. When designing a catalyst carrier, the operating
window can be enlarged using additives, consisting mainly of
polymers, that can control the amount of water bound to the mix.
2.2 Mechanical Properties
2.2.1 Mechanical Testing
The mechanical properties of the catalyst carriers are characterised
using an indirect tensile test. In this test, the Side Crushing Strength
test (SCS), the cylinder is slowly uni-axially deformed, at a constant
strain rate of 0.5 mm per min., using a HOUNSFIELD 5000E tensile
testing machine. The tensile stress has its maximum in the plane
between the contact points (figure 2.1) and shows an almost
homogeneous distribution. This tensile stress at failure can, as will be
shown in § 4.2.1, be calculated in the case of a perfect, homogeneous
cylinder
1. The tensile failure stress can than be expressed in terms of
8C HAPTER 2the maximum force experienced by the specimen during testing, the
length of the specimen and its diameter. The procedure of the SCS test
is to stop mechanical loading after the force on the specimen has
dropped to 60% of the maximum force. A typical experiment consists
of 100 tests on individual extrudates. These 100 tests are statistically
treated in order to get a good description of the failure distribution.
Beside this Side Crushing Strength test, where failure occurs under
pure tensile stresses, we also developed a test that involves
compressive stresses (§ 4.3), by increasing the number of contact points
(figure 4.5). Due to the fact that we abandon the SCS geometry where
all contact points are in line, and apply a geometry with the contact
points not in line, a second stress component perpendicular to the first
one is introduced. The two stress components together result in both a
tensile and compressive stress area.
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Figure 2.1 The side crushing strength (SCS) test and its tensile stress
distribution in-between the points of contact.Failure Distributions
Since these disordered materials are brittle in nature, fluctuations in
the mechanical strength are to be expected. Actually, the failure
strength does not only depend on the microstructural features, but also
on the macroscopic size of the specimen. So, instead of investigating
the average strength, we describe the mechanical strength by a
complete failure distribution. A typical example of a failure
distribution is displayed in figure 2.2 . 
In literature the Weibull distribution
2 is commonly used. This
distribution describes the statistical size effects as follows:
(2.1) FV = 1-exp(-cVsm)
Where FV represents the cumulative chance on failure, s is the stress at
failure, V is the volume of the particle, m is the Weibull modulus and c
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Figure 2.2  A typical failure distribution.a constant. The semi-empirical relationship between V, s and the
chance to failure has been tested with numerous experimental data.
There are however some non-physical assumptions made in this
distribution. The s dependency arises from mathematical convenience
and it is assumed that the shape of the stress field and its intensity can
be separated. The Weibull distribution can only be used for predicting
crack-initiation behaviour, not to describe the crack-propagation.
Another problem is that it is only applicable to homogenous systems
and that failure occurs under pure tensile stresses.
More recently, Duxbury and Leath (D-L) proposed another type of
failure distribution
3. The principal difference with the Weibull statistics
is that here a different volume dependence is introduced by
considering explicitly a distribution function of the size of the cracks.
While the Weibull approach is based on the weakest link principle, that
is to say the chance on a larger crack scales with the volume, D-L's
model implies a 'hottest spot' criterion where failure occurs at the site
of the largest local stress. A concise summary is as follows:
In the beginning of this century, Griffith
4 explained the low strength of
glass by relating the failure strength of the specimen to the crack size a
in the material:
(2.2) s~ 1
a
This stress field at the tip of the crack is the most important parameter
rather than the macroscopic applied stress. Due to the geometry of the
crack, the stress at the crack tip itself can be amplified, which is
characterised by the stress intensity factor   (see also § 3.2). If KI =s p a
the stress at the crack tip exceeds a critical value, failure will occur and
the crack will propagate. This critical value is characterised by the
critical stress intensity factor KIc . 
BASIC CONCEPTS 11Another important parameter in characterising fracture is the energy
release rate G. In general a crack will propagate if the energy released
upon propagation (quasi-statically) is at least equal or larger than the
energy needed for creating a new surface. The (elastic) energy release
rate of a propagating crack under tensile stress can be derived by
minimising the total energy of a crack with respect to its length. The
stress intensity factor, the energy release rate and dynamic crack
propagation will be discussed in more detail in chapter 3.
Duxbury and Leath combined the observations of Griffith with a defect
size distribution and derived a failure distribution for lattice models:
(2.3) FV = 1-exp é
ë
-cVexpæ
è
-k
sm
ö
ø
ù
û
Where k is the Duxbury-Leath constant and m a screening constant.
There are several assumptions made in this Griffith approximation. In
the case of stationary crack growth and an elliptical crack-shape, the
failure stress depends on the crack-length (eq. (2.2)). If however
crack-growth is regarded as a dynamic process, the failure stress
depends also on the radius of the crack.
Van den Born has shown that the Duxbury-Leath distribution
describes the failure distribution of highly porous ceramics better than
the Weibull distribution. Especially the lower strength particles, which
are extremely important in practical use, are better described using the
Duxbury-Leath distribution. Also the determination of the
Duxbury-Leath parameters proved less difficult and better
reproducible than in the Weibull case. 
Both distributions, the Weibull and D-L, assume that global failure
occurs when fracture is initiated. However, this would only be the case
for ideal brittle materials and in practice we see damage being built up
12 CHAPTER 2before global failure occurs. The strength of a batch of material can be
characterised by the expectation value,  , which is the stress at s1/2
which a specimen of standardised volume (so we can compare results
of different batches) has a 50 % chance on failure
2.2.2 Acoustic Emission
Acoustic Emission
5 (AE) is based on the generation of transient elastic
waves due to rapid changes in displacement fields and stress fields,    u
.
and  . Crack propagation and initiation, for example can cause release s
.
of the stress waves, as can moving dislocations. AE has been know for
a long time. The well know "cry of Tin" is such a AE phenomenon,
induced by moving dislocations during the phase transformation.
Kaiser
6 pioneered in this field in the early fifties, recognising the
importance of these effects also in other materials. 
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Figure 2.3 The experimental setup with the Hounsfield 5000E tensile testing
machine and the PAC Locan 320 acoustic analyser.The main advantage of AE techniques are that nucleation and growth
of cracks can be observed in time and in addition not only on the
fracture surface, but also within the bulk of the sample. It is also a time
resolving technique because the AE source strength is rather a function
of the rate of change of cracks than of absolute size. So brittle materials
with their high crack velocities are an ideal case for AE techniques.
Basically an Acoustic Emission set-up consists of a piezoelectric
transducer and a signal processor. The transducer converts the
movements on the surface of the specimen into an electric signal. This
signal is amplified using a high-pass preamplifier and finally sampled
by a PAC LOCAN 320 acoustic emission analyser (figure 2.3). It does
not analyse the complete wave packet, but only its main characteristics,
which are described in figure 2.4 .
The interpretation of AE signals is rather complex. Unless very well
defined samples
7 are used and the AE system is well calibrated
8,
dispersion, reflection and attenuation
9 of the signals will remove most
of the characteristics of the AE signal. Consequently, it is very difficult
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Figure 2.4 The main features of an acoustic emission wave package.
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Countsto make a full quantitative evaluation of the signals and link them to
specific fracture processes. Because of these difficulties, usually
resonant Piezo transducers with a higher sensitivity are used rather
than the non-resonant transducers. Its very important to realise that, as
a result of the fact that the transducer is resonant, this will remove all
kinds of frequency information from the AE signal. This leaves us with
only a few characteristics of the signal to be measured (figure 2.4).
Because this type of transducer is resonant, most of the stored
characteristics are linked to each other. If the resonance frequency of
the piezo is known, and we assume it to be a damped oscillator, we
may calculate the duration and number of counts from the amplitude
of the signal. This leaves us only with the total number of acoustic
events during a test and the amplitude distribution to use for gaining
physical insight into the failure mechanism.
2.3 Structure and Morphology
2.3.1 Local Probe Microscopy
In the early 1980's Binnig and Rohrer
10 introduced the scanning
tunneling microscope
11 (STM). With the ability to study structural as
well as electronic properties at a very local scale, the advent of this new
microscopy enables observations with atomic resolution at a wide
range of materials. Its operation is based on tunneling of electrons
between two (semi-) conducting materials, separated by a vacuum as is
schematically displayed in figure 2.5 . Maintaining a bias voltage
between the two (semi-) conductors will effectively lower the Fermi
energy level with respect to each other and will bring some empty
energy levels in correspondence with filled ones, enabling a tunneling
current. This tunneling current is very sensitive to the distance
between tip and surface and in order for the tunneling phenomenon to
occur, the distance between specimen and tip has to be in the
BASIC  CONCEPTS 15sub-nanometer range. Since the place where tunneling takes place is
localised, we may scan the surface at several discrete points in order to
get a picture of the electronic properties near the Fermi surface of the
specimen from which topographic information is derived. Considering
that a tunneling current will only occur in a (semi-) conducting
material, Binnig kept searching for a local probe technique that could
be used on a wider range of materials, including non-conducting
12
(AFM).
Atomic Force Microscopy
13 (AFM) is based on measuring the forces
acting on a tip in the vicinity of a surface. Most of the times the
attractive van der Waals forces dominate the interaction between tip
and specimen, but frictional, capillary, magnetic or electrostatic forces
may be predominant as well. 
The tip is mounted on a flexible cantilever with a very low spring
constant. The deflection of this cantilever can accurately be measured
using electrical (capacitive, tunneling) or optical (interferometry,
16 CHAPTER  2
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Figure 2.5 Electron tunneling between two metals with a bias voltage.optical beam deflection) methods. Several types of cantilevers exist.
The most popular cantilever is equipped with a standard pyramidally
shaped silicon tip. The tip is etched along the <100> plane of silicon
and has a top angle of 60°. Also cantilevers with sharper Si3N4 tips are
available. The main advantage is the much sharper top angle of 15 °.
A schematic set-up of the AFM is shown in figure 2.6 . A piezo electric
scanner is used to scan the specimen surface. At each discrete (x,y)
co-ordinate, the deflection of the cantilever (and hereby the force on
the tip) is measured using a laser diode set-up. The laser beam is
reflected from the cantilever onto a split photo diode. A shift in
intensity from one section of the photo diode to the other can be used
to measure the deflection of the cantilever. It can be shown that this
relative simple method of measuring the deflection, is just as accurate
as the interference method. The accuracy (in the order of 0.01 nm) can
be improved by increasing the distance between cantilever and photo
diode. This system can also be used for frictional measurements when
using a detector with photo diodes divided in four segments.
BASIC CONCEPTS 17
XYZ Piezo-
electric
scanner
Cantilever
substrate
Laser Diode
Mirror
Split
Photo Diode
Flexible Cantilever
Specimen
Figure 2.6 A schematic set-up of the AFM.In this study a Digital Instruments Nanoscope II equipped with AFM-3
head was used. Two scanners were to our disposal, a 12 mm - and a 1
mm scanner.
Modes of operation
Keeping the AFM tip within a few nanometers of the surface is not an
easy task and operating an AFM became only possible due to the
development of high speed control electronics. The AFM can be
operated in two different modes: the constant height - or constant force
mode. In the constant force mode the piezo is used to keep the force
interaction between tip and specimen constant. The electronic
feedback-loop keeps the deflection of the cantilever constant by
correcting each deviation using the piezo. This means that the piezo z
voltage can be used to mimic the topography of the surface. 
The constant height mode can be used to measure the changing
interaction between tip and surface and to create a force plot. In this
mode the feed back loop is very slow and is only used to keep the
average deflection constant. The actual deflection signal can be used to
mimic the force field.
2.3.2 Scanning Electron Microscopy
Scanning Electron Microscopes
14 (SEM) offer particular advantages
over conventional (light) microscopes. The resolution of microscopes in
general is limited by the wavelength of the beam used. Depending on
the acceleration voltage used, the De Broglie wavelength of the
electrons is substantially smaller than the wavelength of visible light.
Also depth of field is much larger, making it the perfect instrument for
studying fracture surfaces.
18 CHAPTER 2The electron source is generally a heated hair pin filament or a heated
LaB6  crystal, the latter giving a higher yield of electrons within a
narrower energy range. More recently, field emission guns (FEG) came
commercially available. These FEG sources generally make use of a
single crystal of tungsten. A very high electrostatic field (in the order of
10
10 V/m) at the surface enables electrons to tunnel through the
potential barrier. The high brightness and high spatial coherence make
these sources excellent for use in high resolution electron microscopes.
The basic set-up of an SEM is schematically displayed in figure 2.7 .
Electromagnetic lenses are used to focus the beam on the surface and
this beam is swept across the surface. As the primary electrons enter
the surface, several processes will be initiated. The most important
processes are schematically drawn in figure 2.8 . Some valence
electrons, excited from the conduction band, can escape from the
surface. Coming from a very small region of the solid (the mean free
path of these electrons is in the order of nanometers), makes these
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Figure 2.7 The basic set-up of a Scanning Electron Microscope.secondary electrons (SE) ideal for a study of the topography of the
surface. The small volume from which SE's can escape, results in a very
good lateral resolution (in the order of nm's). The primary electrons
can also be backscattered (BE) by atoms in the surface of the specimen,
depending on characteristics of the material at the surface. Due to the
larger volume of solid contributing to the BE's, the resolving power is
much lower (in the order of micrometers). These SE's and BE's can be
observed using appropriate detectors and combining the position of
the electron beam with the intensity of SE's or BE's gives us a spatial
picture of the surface.
Conventional SEM's use high voltage electrons in order to increase
resolution and the lens systems of these microscopes are optimised for
high acceleration voltages (typically 20 - 30 kV). The penetration depth
of the electrons however, will also increase with increasing acceleration
voltage. When studying non-conducting materials, this will lead to
charging of the specimen surface. The electrostatic charge on the
20 CHAPTER  2
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Figure 2.8 Interactions between the electron beam and the specimen. The path
of the backscattered electron is indicated with the dashed line. Secondary
electrons are indicated using a solid line.surface will deflect the electron beam, giving rise to distortion of the
image. Sputtering a metal layer on top of the surface (usually 10-20
nm) will help to avoid charging, but will also decrease the resolving
power of the microscope. 
High Resolution Low Voltage Scanning Electron Microscopy
Another solution to the charging effects is balancing the number of
electrons coming in, with respect to the number of electrons emitted
from the surface
15-16. If we look at the emission of secondary electrons
versus incident beam energy (figure 2.9), we can generally see two
crossover points, where the electron yield per incoming electron equals
unity. Two different regions can be distinguished: if the electron yield
< 1 then negative charging will occur which will manifest itself as a
very bright region. If the electron yield > 1, positively charging will
occur, resulting in a darkened region. If the electron yield equals unity
we can avoid charging and keep the surface neutral. The second
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Figure 2.9 Secondary electron yield per incoming electron versus incident
beam energy. This example is based on carbon.crossover voltage E2 for non-conducting materials is typically in the
order of 3.0 keV Reducing the accelerating voltage however, has its
disadvantages. The following equation shows the principal factors
determining the resolution limit
14 :
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The first term deals with the beam itself, B is proportional to the
brightness of the source and i is the beam current and a the beam
divergence. The second term represents the diffraction limit, l being
the electron wavelength. The third and last term concern the effects of
aberration. If we now decrease the acceleration voltage, not only the
wavelength of the electrons increases, but the chromatic aberration
increases as well.
This is why a low voltage high resolution SEM (LVSEM) uses a Field
Emission Gun to generate their low energy electrons. When using a
FEG, the first term of eq. (2.4) becomes very small since the brightness
B is much larger than for a conventional source. Also the contribution
of the chromatic aberration will decrease, since the energy spread DE of
the electrons is much smaller than in the conventional case. Also
optimisation of the lenses for low energy electrons can decrease the
aberrations Cc and Cs . All this together makes a FEG LVSEM ideal for
studying small features.
2.3.3 Mercury Porosimetry
Mercury Porosimetry is used to characterise the pore structure of the
material. It is based on the resistance of a liquid on entering a small
volume. If we assume all pores to be cylindrical, we may estimate the
pore diameter, using eq. (2.5), from a plot of applied pressure against
the cumulative volume of the specimen that has been intruded by the
22 CHAPTER 2mercury. A typical measurement is shown in figure 2.10 . We can link
the applied pressure with the pore-diameter Pd (if we have cylindrical
shaped pores) using the following equation:
(2.5) Pd = 2Gstcosq
Ap
where Ap is the applied pressure, Gst the surface tension of mercury and
q the wetting angle of mercury on our materials. The resolution of this
technique depends on the maximum pressure that can be applied on
the mercury. The main drawback of mercury porosimetry is the
assumption that the pores are of a specific shape. A comparative study
with TEM however
17, has shown that the outcome of mercury
porosimetry can be related to the actual microstructure.
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Figure 2.10 A typical example of a mercury porosimetry experiment. The
cumulative volume of intruded mercury is plotted as function of the applied
pressure (dashed line), from which we can calculate the pore size distribution
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3 Fractals and fracture: a theoretical framework.
This chapter presents the theoretical framework necessary for the
analysis of the experiments. The challenge in this thesis work is to link
the microstructural features to macroscopic mechanical properties. The
former are described through the concept of fractal dimensions as
determined by atomic force microscopy (chapter 5), whereas the latter
is actually the dynamic fracture behaviour as captured by the
technique of acoustic emission (chapter 4). Consequently, this chapter
is divided into two subsections. Several concepts were already
discussed in a quasi-static description in chapter 2, i.e. energy release
rate and acoustic emission, but in essence we are dealing with dynamic
effects. Therefore we address the question whether quasi-static
descriptions in terms of the commonly applied critical energy release
rate are appropriate. This specific point will be considered at the end of
chapter 3.
As a matter of course, it would not be necessary to write a chapter in
this thesis just to connect fracture surfaces to fractal behaviour, since it
is clearly established that fracture surfaces can be considered as fractal
objects
1-2-3-4-5-6-7-8-9-10-11. Many experiments, following the pioneering work by
Mandelbrot and co-workers
11, have shown that fracture surfaces exhibitscaling properties on several decades of length scales. The interesting
point here is that this conclusion was drawn for materials as different
as steel
11-12-13, aluminium alloys
14, intermetallic compounds
15-16, visco
elastic pastes
17 and even rock
18. In addition, the principal view was
derived from quite different experimental methods as well: e.g.
profilometry
18-19, electrochemistry
16, microscopy and image
analysis
12-14-15-16-17-20. So, a connection between fractal behaviour and
fracture planes is well known. In our work, however, we would like to
go one step further by considering the relationship between fractal
behaviour, as a fingerprint of the microstructure, and in-situ fracture
mechanisms as detected by AE measurements. In that sense we are
interested in the dynamics of fractal surfaces, rather than the post
mortem static description.
3.1 Fractals and fractal dimensions.
Mandelbrot's fractal geometry provides a mathematical model for the
description of many complex shapes found in nature. That is to say,
from small scale structures in disordered materials, to coastlines,
mountains, clouds and even the distribution of stars
21-22-23-24-25-26. Such
shapes often possess an invariance under a change of magnification
and this self-similarity is characterised by a fractal (Hausdorff)
dimension D. The most useful mathematical model for random fractals
has been the fractional Brownian motion (fBm) of Mandelbrot and
Wallis
22. An fBm function VH is a single valued function of one variable
t (usually time). The increments of this random walk have a Gaussian
distribution, the variance of which is
25 :
(3.1) VH(t+Dt)-V H(t)
2 » Dt
2H
The parameter H has a value between one and zero, whereas the
brackets in eq. (3.1) refer to averages over many samples. The special
value of H=½ gives the familiar Brownian motion with  . DV
2 »D t
26 CHAPTER 3This corresponds to uncorrelated Gaussian white noise where
Brownian motion is said to have independent increments. For H > ½
there exists a positive correlation and for H < ½ the increments are
negatively correlated. There exists a large effect indeed on the
graphical appearance of the fBm such as displayed in figure 3.1 .
It is noteworthy that VH exhibits statistical scaling behaviour, i.e. if the
parameter t is changed by a factor l, then the increments of equation
(3.1) change by a factor l
H :
(3.2) VH(lt+Dlt)-V H(lt)
2 »l 2 H D V H( t )
2
Now a VH(t) trace requires different scaling factors in the coordinates
(l
H for VH and l for t). Any specific VH may occur at multiple t's
although each t can correspond to just one value of VH. In contrast to
the statistically self-similar case (eq. (3.1)), eq. (3.2) reflects a non
uniform scaling which is known as self-affine rather than self-similar.
We could say that a self-similar object can be covered with N non
overlapping copies of itself, each of which is scaled down by a ratio l
in all coordinates of the object. More formally, let us consider a set of
points at position r= (r1, r2,..,rE ) in E (Euclidean) dimensional space.
Under a similarity transformation with real scaling ratio 0 <  l < 1 , the
set transforms into: lr= (lr1,lr2,..,lrE ). The fractal or similarity
dimension of the set is then given by:
(3.3) 1 = NlD or D = lim
l®0
lnN
ln1/l
This means that the apparent "length" of a topologically
one-dimensional fractal curve varies with the measuring ruler size. At
smaller scale, the length is related to the maximum size Lm by: L = lLm .
From eq. (3.3) it follows that the curve exists out of N=(1/l)
D segments
of length L. For D > 1 follows that the apparent length varies with the
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Figure 3.1  Fractional Brownian motion functions with different scaling
exponents H as calculated via successive random displacements
 23-25 .measuring ruler size L and equals:
(3.4) LN=Læ
è
1
l
ö
ø
D
=Læ
è
L m
L
ö
ø
D
~ 1
L D - 1
On the other hand, if we look at an affine transformation, each of the E
coordinates of r may be scaled by a different ratio (l1,l2,...,lE ). Thus the
set Q is transformed to l(Q) with points at l(r)=(l1r1, l2r2,.., lErE ). The
fractal dimension is however, not as easily defined as in the self-similar
case. To summarise this we return to eq. (3.2). VH(t) is statistically
self-affine when t is scaled by l and VH is scaled by l
H. Suppose t is
divided into N equal intervals, Dt=1/N, each of which contains one
position of VH(t) with "vertical range" DVH=(Dt)
H=1/N
H . The occupied
position of each interval will be covered by   
DVH
Dt = æ
è
1
NH
ö
ø/æ
è
1
N
ö
ø =
1
NH-1
square boxes of linear scale L=1/N. In terms of box dimensions, as t is
scaled down by the ratio l=1/N, the number of square boxes covering
the trace goes from 1 to N(L), i.e. the number of intervals times the
number of boxes per interval:
(3.5) NS-Affine(L)=N 1
N H - 1 = 1
N H - 2 = 1
L 2 - H
Analogous to eq. (3.4) for the case of self-similar boxes of linear size L
we may say that if the set Q is contained within one box of size Lm,
then each of the N=1/l
D subsets will fall within one box of size L=lLm .
The number of boxes of size L, needed to cover Q in a self-similar way
becomes (analogous to eq. (3.4)) :
(3.6) NS-Similar(L) = æ
è
Lm
L
ö
ø
D
or NS-Similar ~ 1
LD
By comparison between eq. (3.5) and (3.6) follows:
(3.7) D = 2-H
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important to note that the association of a similarity dimension D with
a self-affine fractal is implicitly fixing a scaling between the otherwise
independent coordinates. Since fracture surfaces are self-affine rather
than self-similar, it would be better to speak about the (roughness)
Hurst exponent H instead of D. To avoid confusion, since D is much
more familiar that the Hurst exponent H, the experiments (chapters 5
and 6) are analysed in terms of D.
The difference between H and D becomes quite clear if one attempts to
estimate D for a trace of eq. (3.5). As we did before, one may divide the
t axis into N segments of size Dt = 1/N and for each of these segments
there is a typical variation DV=(Dt)
H. The length l along these segments
is typically   and the total is: l = (Dt)
2 +(DV)
2
(3.8) Nl» æ
è1+(
D V
D t)
2ö
ø » æ
è1+(
1
D t)
2 - 2 Hö
ø
On small scales with Dt << 1, the second term dominates and the total
length can be approximated by (1/Dt)
1-H and therefore D=2-H (eq.
(3.4)). However, if Dt >> 1, the total length is independent of Dt and
D=1 ! Therefore, if one uses D=2-H, as is usually done in literature, the
result and its validity strongly depend on whether one is looking at
scales large or small compared to the (artificially) introduced
characteristic length. We will return to this point later.
Random functions in time like V(t) are usually characterised by their
spectral densities S(n), where S(n) gives information about the time
correlations of V(t)
3-25-26. An alternative characterisation of the time
correlation of V(t) is given by the two-point auto-correlation function
G(t) :
(3.9) G(t) =á V ( t ) V ( t+t)ñ-á V(t)ñ
2
30 CHAPTER 3This function provides a measure of the way fluctuations at times t
separated by t are interrelated. As might be expected, the spectral
density S(n) and the two point correlation function G(t) are not
independent, but related by the Wiener-Khintchine theorem
27-28-29
stating that the Fourier Transform of the auto-correlation function is
equal to the energy or power spectrum of the function:
(3.10) G(t) =ò
0
¥
S(v)cos(2pvt)dv
It is interesting to note that for Gaussian white noise S(n)=constant and
G(t)=(DV)
2 d(t) is uncorrelated. If we assume the spectral density to
have a power law shape, the two point auto-correlation function can be
calculated. If the spectral density is described by:
(3.11 a) S(v)~ 1
v b
then the two point auto-correlation function (eq. (3.10)) is given by:
(3.11 b) G(t) = (2p)
b-1tb-1G(1 -b)sin æ
è
bp
2
ö
ø
where   represents the gamma function (Euler integral G=( 1-b)
equation). The auto-correlation function of eq. (3.11 b) is exact only in
the range 0 < b < 1. Because of the singularity in  , for the 1/n at n=0
whole range of b > 0 eq. (3.10) can only be numerically integrated, the
solution of which approximates:
(3.11 c) G(t) »t b-1
Gæ
è
1-b
2
ö
ø
Gæ
è
b
2
ö
ø
+o(b)
The second term in eq. (3.11 c) contains hypergeometric functions in b
30
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(3.12) V(t+t )-V (t )
2 =2[áV2ñ-G(t)] ~ t
2H
Meaning that a spectral density of n
-b corresponds roughly to a
correlation function G(t) ~ t
b-1 and an fBm of 2H=b-1. Therefore we
can conclude that the statistically self-affine fractional Brownian
function V(t) with r in an E-dimensional Euclidian space, has a fractal
dimension D and a spectral density S(n) ~ n
-b for the fluctuations along
a straight path in any direction in E with (see also eq. (3.7) ) :
(3.13) D = E+1-H = E+
3-b
2
So, in summary, the mean square increments which are proportional to
t
2H for the fBm with a Hurst exponent H, are directly related to the
auto-correlation function, which in turn defines the spectral density by
means of a Fourier transform via the Wiener-Khintchine relation. This
spectral synthesis method (also known as the Fourier filtering
method
25) can be used to generate the fBm for various D's as displayed
in figure 3.2 .
In chapter 5 we make a step from the present framework of the fBm
function VH, a single valued function of variable t in which the
increments possess a Gaussian distribution, to the description of a
surface profile as a random process. The question is whether this
transition is physically sound. The introduction of statistical methods
to surface profilometry was originally due to Abbott and Firestone
31.
The bearing area curve for a surface profile specification was in fact the
cumulative probability function for surface height, i.e. the conventional
statistical approach for the representation of random events. The
Gaussian distribution and its application was put on a firm footing by
Greenwood et al
32. They argue that surfaces are formed by many
independent effects and the overall result is subject to a cumulative
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Figure 3.2  Fractional Brownian motion functions with different scaling
exponents H as calculated using the Fourier filtering method 
23-25.effect that is governed by the Gaussian form. The two most widely
used roughness parameters are the root-mean-square (RMS) and the
center-line average Ra
33. The latter is the most commonly used
parameter, because of its ease of measurement:
(3.14) Ra = 1
Lò
L
z(x,y) dx
where z(x,y) is measured from the mean line along the x-direction. The
RMS is defined by:
(3.15) s= 1
Lò
L
z 2( x ,y ) dx
As it is weighted by the height squared, it tends to be more sensitive to
large deviations from the mean line than Ra. In terms of the height
distribution z(x,y), the RMS roughness is the standard deviation s, i.e.
it is the square root of the variance or second moment of z(x,y). A
drawback of both Ra and s is that the values give very little information
about the exact nature of the surface. It is not difficult to imagine
completely different profiles with identical Ra and s values, For that
reason, it might be worthwhile to describe the surface by its fractal
dimension where the surface height z(x,y) is considered to be a random
function of the mean-plane coordinates x and y.
The height of a profile taken in the x-direction will be a random
function, h(x), which is one realisation of an infinity of possible
profiles. In particular we are concerned with the collection of all
possible h(x1) over all possible realisations where x=x1 is fixed, as well
as the resulting probability density p(h(x1)). In dealing with random
functions, the auto-correlation and auto-covariance functions are of
special importance when these functions are stationary (i.e. invariant
under translations of the x-axis) and ergodic (i.e. p(h(x1)) is
34 CHAPTER  3independent of x1 and p(h(x1),h(x2)) depends on |x1-x2| only). The
auto-covariance function R(t), where t=x2-x1, is given by:
(3.16) R(t) = lim
L®¥
1
2L ò
-L
+L
h(x)h(x+t)dx
in the usual way we define the profile power spectral density (PSDF)
G(w) to be the Fourier transform of the auto-covariance function:
(3.17) G(w) = 1
2p ò
-¥
+¥
R(t)e-iwtdt
It then follows that the auto-covariance function is the inverse Fourier
transform of the PSDF:
(3.18) R(t) = ò
-¥
+¥
G(w)eiwtdw
It may be noted that we have not referred to the Fourier transform of a
stationary random function h(t); this is because a transform defined in
the usual way does not exist, or more precise:
(3.19) ò
-T
+T
e-iwth(t)dt®¥as T ®¥
An attempt at normalising this per unit t is also unsuccessful since the
transform will go to zero as  . For a stationary random T ®¥( w¹0 )
function of zero mean value the average transform is thus zero.
However, averages carried out on the auto-correlation or
auto-covariance functions, do not average to zero, so that the averaging
procedure of eq. (3.17) has a useful meaning. For stationary random
functions, the ensemble averaging technique gives results which are
formally identical to those obtained using time averaging. For this
FRACTALS AND FRACTURE 35reason, a connection can be made between fractal dimension of VH(t)
with time as variable and z(x,y) with the coordinates (x,y) as variable.
In chapter 5, the structure function S(Dx), similar to eq. (3.12), is
introduced. Using a spectral density approach and Gaussian random
functions, Berry
34 arrives after some cumbersome calculations at the
following relationship:
(3.20) S(Dx) » (Dx)
4-2D
Here D represents the fractal dimension. However, after we made the
transition in the fBm description of VH in terms of the variable time t to
a surface (x,y), this is quite easy to deduce from eq. (3.12):
(3.21) S(Dx) = h(x+Dx )-h (x )
2 » D x
2 H
With H=2-D (eq. (3.7)), eq. (3.21) becomes identical to Berry's findings.
We conclude this section with several remarks which are relevant for
the further analysis of the experiments, as presented in chapter 5. All
fracture surfaces are self-affine objects. As said before, a self-similar
surface would only be a special case of a self-affine one, for which H=1.
In this basic statement of self-affinity we did not specify any fractal
dimension and therefore, the concept of fractal dimension is not
intrinsically related to H. The fractal dimension will only be defined
once we specify the measuring tool. The habit of qualifying a self-affine
surface by D, only comes from the original use of a given measure
which is specific to single valued surfaces z(x,y). In this case only, and
if one uses the box counting method, with proper box aspect ratio
13, the
standard result of eq. (3.7) holds: for profiles D=2-H, but for surfaces
D=3-H, so that for functions the general inequality d-1 < D < d holds (d
is the embedding space dimension). The yard stick method on
self-affine profiles may lead to D=1/H in the non-trivial scale regime.
This indicates that one should be extremely careful with techniques
36 CHAPTER 3which deal with all space directions on the same footing.
Consequently, RMS roughness and spectral analysis are suitable
methods
18 to such anisotropic scaling.
3.2 Fracture toughness and fractal behaviour.
In the previous section we dealt with the concept of fractal dimensions
in relationship with the fracture surface morphology. The fracture
surface is thought to be due to a random process and formed by many
independent effects. Irrespective of the exact form of the particular
distribution governing each individual effect, the overall profile is
subject to the central limit theorem and the cumulative effect is of a
Gaussian form. To make a linkage between structure and property, we
now have to make a connection between a surface profile that can be
quantified experimentally and a particular mechanical property that
can be measured as well. For the latter we choose the fracture
toughness as the most relevant mechanical quantity. 
3.2.1 Fracture toughness
The first systematic study of fracture phenomena was carried out by
Griffith
35 who measured the tensile strength of glass rods. Based on his
idea of the existence of crack like flaws, one is able to explain that
freshly drawn glass rods fracture at a higher stress than older rods of
the same diameter do and that thin rods fracture at higher stress levels
than thick rods do. This basic assumption of the existence of crack-like
flaws however, cannot explain the whole story of fracture of brittle
solids. How failure is initiated at sharp cracks is still obscure. The crack
can act as a stress amplifier by concentrating the stress at the crack tip
and at first sight one would guess that failure occurs if the stress at the
notch tip of the crack exceeds the materials strength. The smaller the
radius of the notch, the larger the stress concentration. This would
imply that at the crack tip (zero root radius), the stress concentration
FRACTALS AND FRACTURE 37tends to go to infinity and failure occurs at near zero stresses of all
cracks, which is in contrast of course to the experimental and daily
observation. For that reason, it was suggested that the criterion for
failure due to crack growth is determined by a balance between surface
energy G (needed to create free surfaces) and strain energy caused by
the mechanical loading. Symbolically, unstable crack growth will occur
if:
(3.22) G ³ 2G
Where G is the strain energy release rate (per unit area of crack
growth) and G is the work required to form unit area of new crack
surface (set equal to the surface energy). The surface energy retarding
force and the elastic strain energy driving force for crack extension will
depend critically on the crack length 2a. Assuming that the stress
concentration extends a distance comparable with the crack length, the
elastic energy stored (per unit thickness) is simply:
(3.23) Uel ~ 1
2
s2pa2
E
Where s is the stress and E the Young's modulus. Spontaneous fracture
will occur if the magnitude of the retarding and driving forces are
equal. Thus at fracture s=sF or:
(3.24) d
da
é
ë
4ag-ps2a2
E
ù
ûs=sF
= 0
where   equals the surface tension. This leads to: g
(3.25) sF =
2gE
pa
Intuitively one would like to relate the concept of the strain energy
release rate G as introduced by Griffith (see also chapter 2) to the
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Figure 3.3  Stress contours at the crack tip. Von Mises stress s (maximum
shear stress                                                ) as a function of the distance to the
crack tip in units of half the crack length. The uppermost figure shows an
enlargement of the lower on, showing the stress field near the crack tip.
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1
4(sxx -s yy)2ù û
1
2critical stress intensity at the crack tip. Irwin
36-37-38-39-40-41 solved several
two-dimensional crack problems in linear elasticity and showed that
the stress field sij at a point (r,q) near the crack is given by:
(3.26) sij(r,q) = K
2pr
fij(q) + other terms
The origin of the coordinates is at the crack tip itself, q is measured
from the crack plane at q=0 and K is called the stress intensity factor.
As  , the leading term in eq. (3.26) dominates, whereas the others r ® 0
tend to zero. In figure 3.3, the stresses sij(r,q) at the crack tip are
displayed. 
Explicitly,  syy is given by:
(3.27) syy = KI
2pr
cos q
2
æ
è1+sin q
2
sin 3
2
qö
ø
As materials can experience different failure modes under different
stress fields (figure 3.4), stress intensity factors can be derived for the
different failure modes. The opening mode (or Mode I) stress intensity
factor may in general be defined as (from eq. (3.27)):
(3.28) KI = lim
r®0
2pr syy(r,q=0 )
And the sliding mode (mode II and III) stress intensity factors are
given by:
(3.29a) KII = lim
r®0
2pr sxy(r,q=0 )
(3.29b) KIII = lim
r®0
2pr syz(r,q=0 )
40 CHAPTER 3The displacements uy can easily be derived from the stress fields in
linear elasticity using the Airy stress functions or the more general
complex stress functions developed by Muskhelishvili
42. For example:
(3.30) uy = KI
m
r
2p
sin æ
è
q
2
ö
ø
é
ë
2(1-n )-cos2q
2
ù
û
Where µ is the shear modulus and n Poisson's ratio. The stress intensity
factor of eq. (3.28) can now be related to the energy release rate by
considering the amount of work necessary to close a crack that has
advanced over an infinitesimal distance d, i.e. :
(3.31) GI = lim
d®0
ì
î
í
1
d ò
0
d
syyuydr
ü
þ
ý
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Figure 3.4  Three different fracture modes: the opening mode I, sliding mode II
and the tearing mode III .After substituting eq. (3.27) and (3.30) for respectively syy and uy into
eq. (3.31) follows:
GI = lim
d®0
ì
î
í
1
d
KI
2(1-n 2)
E ò
0
d
d-r
r
dr
ü
þ
ý or
(3.32) GI =
KI
2(1-n 2)
E
Similarly for the sliding mode II and tearing mode III we arrive at:
(3.33) GII =
KII
2(1-n 2)
E
and GIII =
KIII
2 (1+n)
E
In case of mixed mode loading, the total energy release rate in linear
elasticity can be written as a summation of the separate contributions
in Ki
2. 
The two approaches to fracture can be considered to be equivalent if
the critical stress intensity factor KIc is set proportional to the square
root of the energy release rate. From eq. (3.25) then follows:
(3.34) sF = 2GE
pa = GE
pa ~ KIc
pa
The criterion for failure due to unstable crack growth can be expressed
as follows: failure will occur if   (plane strain) or   (plane K ³ KIc K ³ Kc
stress) where KIc and Kc are considered to be constants, called the
fracture toughness of the material.
42 CHAPTER 33.2.2 Fractals and fracture
How can we link the concept of fractals to this (classical) Griffith
approach ? The stress singularity in the vicinity of the crack tip is
proportional to  , with   in the case of Griffith's description (eq. r-e e=1/2
3.32). The elastic energy released is:
(3.35) DEelastic =
K2(1-n 2)
E ò
a
r - 2ewrdr =
K2w(1-n 2)
(2-2e)E
a(2-2e)
Where w is the width of the specimen along the crack line and a is the
increment of the crack length. With   eq. (3.35) reduces to the e=1/2
same form as eq. (3.32). The fractality comes into the description of the
crack resistance force due to the surface energy term  . G
Intuitively one would expect a conditional relationship between    e
involved in the crack extension force and the fractal dimension
embedded in the crack resistance force, since at spontaneous fracture
these are equalised. In a more mathematical sense, this can be derived
by taking eq. (3.21) as a starting point. The self affine fracture surface
h(r) can be described at point  by: r = x2 + y2
(3.36) h(r)~æ
è
r
x
ö
ø
H
With the Hurst exponent 0 < H <1. It is assumed that the self affine
surface is fractal upto the correlation length  . At larger distances, the x
surface can be considered to be flat. That is to say: H=1 with D=3-H.
The surface energy corresponding to the opening of the crack is now:
(3.37) DEsurface ~ 2Gwò
a
1+ æ
è
dh(r)
dr
ö
ø
2
dr
FRACTALS AND FRACTURE 43and depends on the local slope of the self affine fracture surface. From
eq. (3.37), a new length scale rc is introduced, depending on the local
slope. If r << rc and dh/dr >> 1, we can approximate the surface energy
by:
(3.38a) DEsurface » 2Gwæ
è
a
x
ö
ø
H
if a < rc
(3.38b) DEsurface » 2Gwa if a > rc
In the latter case, even at a length scale smaller than the correlation
length, the surface free energy term is similar to the one needed for the
creation of a flat surface, although the actual surface is rough. On the
contrary, eq. (3.38a) suggests the existence of a non trivial singularity
close to the crack tip. Equating the elastic energy term (eq. (3.35)) and
the surface energy term (eq. (3.38a)) leads to the following condition:
(3.39) H = 2-2e
This suggests that rougher fracture surfaces (H << 1) are associated
with stronger singular stress fields than in the pure Griffith case.
Further we may conclude that the fracture toughness, usually regarded
as a material constant, also depends on the correlation length and the
fractal dimension. If a <  rc :
(3.40a) KIc ~ 2GE
1-n 2 H(x)
- H
2
If  a  >   r c  , the critical stress intensity factor is similar to the one
necessary to create a flat surface:
(3.40b) KIc ~ 2GE
1-n2
44 CHAPTER 3up to distances of the order of  . It can be shown 
4 that if the lengths x
scale rc becomes larger than the correlation length, the critical stress
intensity factor does still depend on  , but not on   (eq. (3.40a)) x H
(3.40c) KIc ~ 2GE
1-n2 x -
1
2
Since the cross over between   and the    singularity 1/2 (2-H) e=1/2
occurs now at   and rc is no longer the relevant length of the problem. x
Mosolov
5 did a similar analysis of the stress intensity factor, but the
averaged stress field was described either in   (tension) or    x-e y-e
(compression), instead of  . Consequently, different results are r-e
obtained, e.g.  (tension),  (compression). In his KIc ~ D-1 KIc ~
(D-1)
(2-D)
case only in the range   and the stress fields possess a 1/2 < H < 1, e>0
singularity at the crack tip in compression. In tension   for all e>0
 and no conflicts arise. 0 < H < 1
In chapter 6 we will make this interesting conclusion, namely that the
fracture toughness depends on the correlation length and fractal
dimension, even more explicit in relation to the experiments. At this
point we refer already to numerous experiments published in
literature
11..19 where a positive relationship between fracture toughness
and fractal dimension was proposed. These experiments suggest that
the fracture toughness is proportional to the square root of D. By
equating the elastic and surface energy changes (eq. (3.35) and (3.38)) it
can be seen that K depends on  , introduced through the D
denominator  . Nevertheless, one should realise that the (2-2e)
correlation length also comes into play. For instance, a tougher
material generates a smaller correlation length (eq. (3.40)) and the
apparent Hurst exponent measured in a fixed length scale regime will
become larger than the actual one. This could well be the reason that in
numerous experiments the observed Hurst exponents H scatter in a
wide range, since the correlation lengths vary
43.
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homogeneous, linear elastic solid. One would imagine a positive
relation between the roughness and fracture toughness. A rough
surface with H << 1 would imply a higher toughness. In dual phases
and composite materials however, also a negative relation could occur.
For instance, when the concentration of voids in a material increases,
this would reduce the toughness and H as well. In contrast, an increase
in concentration of second phase particles in a composite, often
increases the toughness but will also reduce H. Consequently, for
inhomogeneous solids one could state equally well that there is no
correlation whatsoever between KIc and H. For that reason, very
controlled and accurate measurements are necessary to conclude on
the Hurst exponent in multiphase systems
44.
3.3 Dynamic crack propagation
The experimental tool applied in this work is, amongst others, acoustic
emission (AE). The results and analyses will be reported and discussed
in chapter 4. The term acoustic emission is used to describe stress
waves emitted from a moving defect or due to other rapidly changing
responses in the local stress fields. If an existing crack propagates in
response to the local stress field, a local stress drop is induced which
acts as a centre of radiation of elastic waves. The propagation of these
waves can be detected by transducers and are recorded as an AE event.
Further details will be discussed in the next chapter, but here we
address questions about the dynamic effects of crack propagation. In
the previous section, we were dealing with quasi-static and stationary
cracks. Since we would like to correlate structural information,
characterised in terms of fractality, to mechanical properties, expressed
in terms of fracture toughness, we should worry about differences due
to the dynamics looked at in the AE experiments.
46 CHAPTER 3Nabarro
45 was the first to treat moving defects, like a moving
dislocation source. His work for defects in an infinite isotropic, linear
elastic solid may well be considered the first theoretical paper in AE.
The representation of stress fields by Mura
46 in terms of Green's
functions, provide a general framework from which quantitative
predictions of AE can be developed. Following Mura, there has been
an extensive literature of source modelling in the field of AE
39-47-48-49-50-51.
Generally these can be divided into two categories, dealing with the
forward or the inverse problem. The former concentrates on the AE
response from a known source, whereas the latter concerns the source
characteristics derived from as-received signals. It is certainly beyond
the scope of this work to make a quantitative prediction of the source
characteristics and to solve in detail either the forward or inverse
problem for our highly porous ceramics. Instead we like to understand
the differences in response among the various materials under
investigation. As is well known, the energy radiated from a
dynamically expanding fault is used to find a value for the energy
released in the cracking / faulting process, as described in eq. (3.31).
Consequently, much can be learned from applying linear elastic
models on a macroscale. The starting point for our discussion is eq.
(3.31). The total energy radiated from a dynamically expanding crack
can formally be written as:
(3.41) Erad = ò
-¥
+¥
ò
A
sijnju
.
idAdt
Here   is the time-derivative of the change in displacement from the u
.
i
initial (equilibrium) state, the corresponding change in the stress field
we call sij . We take A to be a spherical surface of radius r centred
around the crack and nj is the unit normal to A, pointing to the crack.
The integrand is the rate of work done on the material. For far-field
motion, the stress change and particle velocity are proportional to r
-1,
leading to a non zero value of Erad. A physically desirable condition is
FRACTALS AND FRACTURE 47that the energy dissipated, should be finite for all finite times. When
the crack nucleates at t=0 and expands in a particular plane (t>0), the
initial condition ui(t)=0 for t   0 and the equation of motion
47  £
(3.42) r¶2ui
¶t2 - cijkl
¶2uk
¶xj¶xl
= 0
will ensure a unique solution of eq. (3.41). Here cijkl represents the
elastic constants in tensor notation and the summation convention is
applied to repeated suffixes (Einstein notation). This problem has been
worked out for an expansion of circular cracks in anisotropic as well as
isotropic media. It can be checked that if the crack propagates so
slowly that it has finite dimension after long time, the solution must
reduce to that known for a static crack. If the fault crack plane traction
is time independent, then eq. (3.36) is readily evaluated:
(3.43) ER =ò
A
sij
finalnjui
finaldA
Under the simplest circumstances of slip in a homogeneous and
isotropic elastic body, we may define the so called seismic moment
52-53
as follows:  . Here m is the shear modulus and Aslip is the M =m [ u ] A slip
total area of slip. The spatial average of slip across the crack plane is
represented by [u]. If the stress fields and displacement fields in eq.
(3.43) are replaced by their spatial averages, the total energy radiated is
simply the following:
(3.44) ER » DsM
m
With   being the stress drop. This is an important result, since it Ds
indicates that the total energy radiated is stress controlled and the rate
of change of "defect" volume determines the AE amplitude at any
instant. Consequently, the number of AE events is correlated with the
change in crack density, or the change in the number of cracks with
48 CHAPTER 3particular length per unit of area. The amplitude of the AE event is
related to the radiation energy and by eq. (3.44) also to the change in
internal elastic energy. So we can couple the energy radiated to the
energy released during crack propagation. In chapter 4, this result will
be explicitly used in the analysis of the experimental results. Formally,
in a dynamic situation, the stress intensity factor and consequently also
the fracture toughness value will depend on time. A generalisation of
Irwin's relationship between G and K, eq. (3.32), for a dynamic crack
would be
39:
(3.45) Gc = 1-n 2
E
A I(a
.)K Ic
2 (a,a
.)
Here   represents a function of instantaneous crack tip velocity    AI(a
.) a
.
and KIc, the time dependent critical stress intensity factor, depending
on the crack length a and its time derivative  . Freund has shown
39 that a
.
for arbitrary motion of the crack, the critical stress intensity factor has
the form of:
(3.46) KIc(a,a
.
)=b ( a
.) K Ic(a,0)
As can be seen from this equation, the general dynamic stress intensity
factor is the product of a crack-velocity dependent function   and of b(a
.)
the corresponding equilibrium stress intensity factor for the given
loading conditions and instantaneous crack tip position. It does not
depend on the history of the crack motion itself. If AE data are not
analysed as time resolved, but as time averaged, than according to eq.
(3.46) the results can be analysed in terms of a quasi static KIc. The
dynamic energy release rate is also available through eq. (3.45) and
(3.46). The Griffith energy balance criterion leads to:
(3.47) EG
(1-n 2)K Ic
2 (a,0)
=AI(a
.)b(a
.)
2 »1- a
.
cR
F RACTALS AND FRACTURE 49where the maximum crack velocity is the Rayleigh wave velocity cR .
Finally, in literature
54 it is suggested that a relationship exists between
the crack velocity and the roughness index (Hurst exponent). From a
molecular dynamic study of SiN, it seems that a smaller value of the
roughness exponent corresponds to slow crack propagation and a
higher value to inter-microcrack propagation, which are associated
with the coalescence of secondary microcracks. It is not clear whether
these calculations are physically sound, since the starting crack in this
simulation did not possess the correct physical stress field components.
Intuitively however, we might expect that tougher materials with a
smaller H (H<1) indeed exhibit slow crack propagation and that brittle
materials with H~1 (cleavage fracture) possess high crack velocities.
Further, on the dynamic stress intensity factor and energy release rate,
it seems that linear elasticity is not able to cover all aspects of rapidly
moving cracks properly. From eq. (3.47) it is reasonable to expect that
crack dynamics vary for materials, depending on their elastic
properties (Rayleigh wave speed). However, Gross et al
55 concluded
from AE measurements, a quantitatively similar dynamical fracture
behaviour in two completely different materials, glass and PPMA. This
suggests the existence of universal characteristics of the fracture energy
resulting from the dissipation of energy in a dynamical instability. The
consequence would be that AE time-resolved experiments would not
be very material sensitive after all.
3.4 Conclusions
In summary, in this chapter we have presented the basic concepts for
the analysis of our experiments in the next chapters. It is shown that a
transition from a fractional Brownian motion kind of function with
variable t, to a surface profile can be made. The latter is regarded to be
a random function of the position coordinates. This means that we may
use the same mathematical tools for analysing our fracture surfaces, as
those used for studying time dependent Brownian functions. We also
50 CHAPTER 3point out that one should be very careful when determining fractal
dimensions using techniques that deal with all space directions on the
same footing.
We have successfully connected fractals and fracture, by putting a
fractal surface description into the (classical) fracture energy relations.
It is shown that the fracture toughness depends not only on the fractal
dimension of the fracture surface but also on its correlation length, a
fact that has often been neglected in literature.
In the last section of this chapter we deal with the dynamic character of
crack propagation and its influence on the (dynamic) energy release
rate. It is shown that one may couple the energy released during crack
propagation to the energy that is radiated (and subsequently to the
energy measured by AE techniques).
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4 Study of mechanical properties using Acoustic Emission
In this chapter the results of mechanical tests are discussed. As will be
shown, a relation between the mechanical strength of the highly
porous ceramic materials and Acoustic Emission (AE) has been
established. Details of this relationship depend on the specific material
under investigation.
4.1 Experimental procedures
4.1.1 sample characterisation.
The samples investigated were made either of Al2O3 or amorphous
SiO2. The initial powders were commercially manufactured by
precipitation in stabilised solutions. Subsequently, this precipitated
solution is spray dried into powder particles with a typical size of
50µm. From these powders a slurry is produced which is extruded
using a screw extruder.  The shape of the extrudates can be varied
using different dies. Most materials were extruded as cylinders, but
some extrudates were also extruded as so called "Trilobes", which are
basically three cylinders. The resulting extrudates were dried and
subsequently sintered at different temperatures but typical at atemperature of 650° C. The mechanical properties are strongly
dependent on the sintering conditions and extrusion pressure.
In total fifteen batches of material are investigated. The first 5 batches
(A..E) are all of SiO2 powder and so is batch O. Differences can be
found in slight changes of recipe and processing. The next 5 batches
(F..J) and batch P are made of Al2O3. The remaining 3 batches (K..M)
are on Al2O3 basis and extruded as so called trilobes. In all these
batches, slight changes in recipe have been made, affecting
microstructural features as well as mechanical properties.
The extrudate samples were prepared with greatest care in order to
guarantee extrudates as straight as possible. Bended samples will
cause bending moments during the tests (especially in the case of more
point testing) whereas in the ideal case we only have pure tensile
stresses. Before being dried, all extrudates were put into a stainless
steel mould were they could be cut at equal lengths of about 10 mm.
The pore size distribution was measured using mercury porosimetry.
Using this technique one can determine the pore-size distribution from
the pressure-intrusion curve of mercury, assuming a certain type of
pore shape and measuring effectively the most narrow necking.
4.1.2 Mechanical testing.
The testing was performed on a Hounsville 5000E tensile testing
machine, equipped with either a 500 N load-cell or a 5000 N load-cell,
at a crosshead speed of 0.5 mm/min. This testing machine is
completely computer controlled. The load is constantly sampled and
when the force drops to 60% of the maximum force up till then, the test
is stopped. Because moisture affects the strength of the extrudates
negatively, the specimen are dried for 3 hours at 150° C before testing.
During testing, the specimen to be tested are heated above 100°C until
the moment they are placed in the tensile testing machine.
56 CHAPTER 4Different test geometries have been used in order to go from pure
tensile stresses to mixed tensile and compressive stress situations. The
compressive stresses are introduced by adding more contact points
where the force can be transmitted to the sample. By changing the
mutual angle between the contact point the amount of compression can
be altered.
4.1.3 Acoustic Emission
The acoustic emission equipment used was a Physical Acoustics
LOCAN 320. The acoustic transducers were of the resonant type (with
a frequency range of 100 - 300 kHz) and were mounted on a specially
developed anvil (figure 4.1) in order to avoid unwanted reflections of
the acoustic signals. Silicon vacuum grease was used as a coupling
agent and the pressure with which the transducers were mounted,
using a pressure rig (figure 4.1 C), has been standardised
1 in order to
keep the sensitivity constant . 
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Figure 4.1  The anvil as used in our crushing experiments. Part A is used to
crush the specimen, B are the acoustic transducers and C is the pressure rig
used to mount them. Part D is used to align the anvil.The LOCAN 320 equipment does not sample the whole acoustic pulse
but it characterises an acoustic event in terms of amplitude, duration,
counts, rise-time and energy. Because we use a resonant piezo
transducer, one has to be careful with interpreting the acoustic data.
For example, frequency and damping of the signal are real piezo
properties and not properties of the incoming signal itself. Only the
(maximum) amplitude of the signal will be correlated to the acoustic
event itself (mainly to the energy released in the event). This is why we
will only look at the distribution of acoustic amplitudes
2.
Two resonant transducers were used during all tests in order to keep
the set-up symmetrical. Before each test the sensitivity of the set-up
and the mutual differences between the transducers were tested using
the standardised ASTM "pencil-break
3 " test. The use of two sensors
enabled us to check for acoustic noise. Only if an event was recorded
more or less simultaneously on both transducers, it was accepted. 
The maximum amplitude that can be sampled using this equipment is
100 dB. All signals with peak amplitudes higher than 100 dB will
consequently be recorded as 100 dB peaks. The analysing software of
the Locan 320 measurement program offer some on-line filtering
settings, which mainly deals with the systems timing. The threshold
controls the sensitivity of the system and is a level which the signal has
to exceed in order to be registered. The peak definition time is used to
determine the peak amplitude of the acoustic event. It is re-triggered
with each (local) maximum of the signal and if no new maximum is
measured within this time window, this maximum is considered to be
the maximum amplitude of the acoustic event. The hit definition time
is the time window that is re-triggered with each threshold crossing. If
the threshold is crossed again within this time window, the system
concludes that this part of the signal should be added to the event. If a
threshold crossing occurs outside this time window, it is considered to
be another acoustic event. The hit lockout time shuts the sensors down
58 CHAPTER 4for a specific time in order to filter out as much reflections of the signal
as possible.
The settings we have used are the following:
Fixed threshold:  45 dB.
Peak Definition Time:  20 µs.
Hit Definition Time: 50 µs.
Hit Lockout Time: 300 µs.
We also sampled the voltage signal of the load cell together with the
acoustic emission data, so for each acoustic event the actual load at that
particular moment was recorded. Experimentally we have observed
that global failure of a sample always is accompanied by a high
energetic acoustic event with a recorded peak amplitude of 100 dB.
This enabled us to determine the exact force at the moment of global
failure, which showed to be considerably lower than the forces as
measured by the standard method. Especially in the case of mixed
tensile and compressive stress, considerable differences between these
values were found. After global failure has occurred, a lot of acoustic
activity was witnessed, probably due to frictional AE sources. In order
to filter these events, all the acoustic events occurring after this 100 dB
peak at failure were considered being noise and were not taken into
account. Also signals with a number of counts smaller than 10 were
removed. Most of the times these very short signals originated from
only one of the Piezo transducers. Amplitude and number of counts of
these signals did not agree with each other.
4.1.4 The Gutenberg-Richter relationship.
The acoustic emission amplitude distribution is characterised by the
so-called Gutenberg-Richter relationship
4 , which is well known  from
earth quake science.  In geophysics it is used to predict the chance on
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already occurred. This relationship essentially characterises the
cumulative amplitude distribution as a power-law shaped function:
(4.1) logN(W)=a GR -bW
In this simple equation, N(W) is the number of  earth quake events of a
size greater than or equal to magnitude W, aGR is a constant and b is the
seismic b-value. In literature
5 it has been suggested that this widely
used empirical  relationship also can be applied to acoustic emission
data, once a correction factor of 20 is introduced to correct  for the fact
that AE amplitudes are measured in decibels rather than the
logarithmic peak amplitude of the Richter scale. For these AE
measurements we call b the AE b-value.  The relation can be fitted to
both discrete or cumulative amplitude distributions, the latter being
used in geophysics.  Typical values of this AE b-value are in the range
between 0.4 and 2  and the b-value is often associated with the pace of
the fracture process. If  the deformation proceeds by a small number of
large energetic events, there is a relatively large amount of high
amplitude events and the b-value is small. On the other hand, if the
fracture process proceeds in  a large number of small events, the
b-value is large.
The exact physical meaning of this AE b-value is somewhat obscure in
the geophysical literature at this moment, but a connection with self
organised critical systems has been suggested
6. As will be discussed in
 § 4.2.3 , here we suggest that the AE b-value depends on the dynamics
of crack growth in terms of time dependent stress intensity factors and
energy release rates (see also § 3.3).
60 CHAPTER 44.2 Tensile testing on different materials
4.2.1 Introduction
Two different series of materials have been made, one based on the
silicate technology, the other based on the alumina technology. The
essential differences in-between the series are the mixing times and the
types of additives added during mixing. Using these processing
parameters, the pore-structure of the material can be determined very
accurately. These processing parameters do however also affect the
extrusion-behaviour which on its turn will affect the mechanical
strength of the material, due to the fact that different amounts of
compaction are experienced during the extrusion. 
In order to characterise the mutual differences in strength between
different batches of porous ceramics, the batches were tested on their
ultimate tensile strength. The actual mechanical test we used is an
indirect tensile test, also known as the Brazilian Test. In this test, a
cylindrical shaped specimen is uniaxially deformed at a constant strain
rate until it fails
7. The principal stress under these conditions is a
tensile stress perpendicular to the direction of deformation, as has been
shown in figure 2.1. The test is actually developed for use on thin discs,
where a plane stress situation can be achieved. We do however assume
that the contacts between the test plate and sample can be approached
by line contacts, which is not always the case. For optimal results the
specimen have to be as straight as possible. If we assume the specimen
to be a perfect cylinder, the stress at failure can be calculated, as
explained in section 2.1, using the following equation:
(4.2) s= 2 F
p LD
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and D its diameter. In the experiments the majority (>80%) of the
specimen broke in two half cylinders, in-between the line contacts,
suggesting that fracture indeed initiates under tensile stress. The test
protocol demands that the test is stopped if the force drops to 60 % of
the maximum force measured. This maximum force is defined as the
force at failure. The test is skipped when fracture patterns other than
those expected to come from failure under tensile stress are observed.
A typical test involves testing between 50 and 100 specimen of the
sample. The Trilobe shaped extrudates are also tested using the SCS
test. Due to the geometry of the extrudates, the stress field will not be
pure tensile throughout the sample. A compressive zone in the centre
of the samples can be expected to exist.
The acoustic emission data is characterised by the AE b-value, as
defined in § 4.1.3, which essentially characterises the amplitude
distribution of the AE signals.
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Figure 4.2  The (logarithmic) amplitude distribution vs the amplitude, as
described by the Gutenberg-Richter relationship.4.2.2 Experimental results
As can be seen from figure 4.2 , where we have plotted logarithmically
the cumulative number of events with a certain amplitude against its
amplitude, the AE signal amplitude distribution indeed does show a
power-function like behaviour, as described by the Gutenberg-Richter
relationship. The most striking result of the AE measurements
however is that, as can be seen from tables 4.1 and 4.2, the AE b-value
seems to decrease with increasing expectation value s½ . Note that the
power-function constant a is corrected for the number of AE tests and
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Table 4.1: Results of the SCS tests on SiO2  extrudates. The mechanical
properties are characterised using the Duxbury-Leath parameters k and ln c
and the expectation value s½. The AE data is characterised using the AE
b-value and the aGR constant.
material #SCS
tests
k Ln c s½ 
MPa
AE-b aGR Poresize
nm
Porevol
ml/g
A61 100 15.6 19.6 4.9 0.42 2 18.8 0.95
B62 94 12.5 19.8 3.7 0.38 1.6 18 1.04
C63 101 14.8 20.6 3.6 0.4 1.86 20.1 1.13
D64 100 12.3 20.2 3.3 0.62 2.32 21.4 1.15
E66 84 9.8 19.8 2.9 0.63 3.11 19.1 1.09
Table 4.2:  Results of the SCS tests on  Al2O3 extrudates. The mechanical
properties are characterised using the Duxbury-Leath parameters k and ln c
and the expectation value s½. The AE data is characterised using the AE
material #SCS
tests
k Ln c s½
MPa
AE-b aGR Poresize
nm
Porevol
ml/g
F1 100 46.5 21.2 9.8 0.39 1.82
G8 100 29.7 19.8 8.9 0.34 1.63 7.6 0.58
H9 100 4.99 17.9 3.4 0.52 2.46 7.5 0.56
1I0 100 26 19.4 8.8 0.37 1.8 7.7 0.6
J703 101 13.5 19.1 5.1 0.47 2.26the AE b-value, as defined in § 4.1.3, is corrected with a factor of 20 due
to the fact that the measured amplitudes are in decibels. This decrease
in the AE b-value with increasing s½ has been observed for both the
silica and the alumina extrudates. There are however some differences
in acoustic behaviour between these two different materials. The rate
of decline of the AE b-value with increasing s½ is for the silica
extrudates much higher than for the alumina extrudates. 
Important for establishing the exact moment and force at global failure
is the fact that we observed global failure always to be accompanied
with a high amplitude acoustic event (100 dB). Very little acoustic
activity unto this moment of failure was observed. Tests stopped
directly after measuring this acoustic peak amplitude, showed the
specimen to have a fracture plane across the complete sample, from
contact point to contact point along the plane of highest tensile stress.
Also the load, recorded simultaneously with the acoustic data, showed
a local force drop. Sometimes however, the test would continue for a
while after a 100 dB peak had been measured. This was caused by the
fact that both halves of the specimen would still stick together after
fracture and withstand the applied load. Due to the friction of both
fracture planes sliding over each other, a lot of frictional AE events
were produced (mainly of low amplitudes and a very low number of
counts). In order to remove these signals, the acoustic data was filtered,
as described in § 4.1.3 . A side effect of this is that the SCS value as
determined using the conventional maximum force readout of the
loadcell before a 60% force drop was measured (according to the
standard SCS protocol), is found to be about 20% higher than the actual
force at failure as witnessed by the AE equipment. Using the standard
SCS protocol will thus lead to a systematically overestimate of the
tensile failure strength of our samples.
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The most noticeable effect we have observed in these experiments, is
the relation between the AE b-value and the failure stress. The
variation in the AE-b value implies a change in the amplitude
distribution and could point to different failure mechanisms. 
In general, the lower strength materials show a high aGR in combination
with a high AE b-value, indicating that many (secondary) crack are
formed (low amplitude events) prior to global failure. This suggests
that damage is steadily being built up and that coalescence of the
secondary cracks results in global failure. The stronger materials show
much less crack growth (low aGR) and a shift towards the higher
amplitude events can be seen, meaning that these materials fail mainly
through the growth of primary cracks.
More precisely, it can be shown that aGR is linear proportional to  , logfa
where  represents the crack density of cracks with particular length a fa
and a particular orientation   with respect to the applied stress. The a
reasoning is based on the fact that the change in energy is directly
proportional to the crack advance  . Assuming that the crack advance dl
depends on the initial crack length   and the crack density   per aa
m ra
unit of area is given by  ,   yields an intercept, i.e. aGR , fa/aa
m logra vs logE
proportional to  . Consequently the aGR factor can be related to the logfa
crack density of the material.
The failure behaviour during the SCS test can in general be regarded as
a catastrophic event, since in the majority of the tests, little acoustic
activity could be measured up till the moment of failure. This would
imply that we indeed can use failure distributions which regard failure
as a catastrophic event, such as the Weibull weakest link
approximation or the Duxbury-Leath "hot spot" approximation.
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can be understood when looking at the crack velocity in the material
and at its energy release rate. From these two materials properties, we
can derive a physical description that explains the AE b-value being
dependent on the failure stress. 
Our reasoning is based on the dynamic aspects of crack growth
phenomena, as discussed in § 3.3, rather than on the quasi-static
description of § 3.2 . We consider the planar crack to grow through an
elastic isotropic material under plane strain conditions and the tensile
opening mode I is assumed. As the cracks grow, the area in-between
them decreases in size whereas the stresses in these gaps increase. As
long as the crack velocities are small compared to the elastic wave
velocity (Rayleigh wave velocity) cR, the growth can be calculated
quasi-statically. However, at some point the rate of disappearance of
the stressed regions will grow and the velocity of the crack will
approach the sonic speed. It is reasonable to argue that at the
beginning of the crack growth in our porous materials, the smallest
areas between the cracks will disappear first, with a small release of
mechanical energy stored in these areas. At a later stage, fusion
between larger cracks or the collapse of large stressed areas, will
release a larger amount of energy, i.e. a shift in the energy spectrum
which can be described by a lower AE b-value will occur.
Consequently, at first sight we take the Gutenberg-Richter exponent b
inversely proportional to the crack velocity. A higher velocity leads to
a higher energy release that can be described by a lower AE b-value. In
literature
8-9-10 the experimentally determined crack velocity V depends
on the stress intensity factor K, according to:
(4.3) V = V0exp æ
è
K
K0
ö
ø
or
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è
K
K0
ö
ø
n
These rather empirical relations, which obviously must be wrong at
high K values, can be based on a more fundamental footing by taking
eq. (3.47) as a starting point. The crack velocity   is given by
11: a
.
(4.5) a
.
cR = 1- EG
(1-n2)K2
where the stress intensity factor K is assumed to have little variation
over the crack growth distance. If K is equal to KIc , the crack
quasi-statically starts to move at  . With increasing stress, K a
.
= 0
increases and the crack speeds up to higher velocities until the
Rayleigh wave velocity of the material is reached. On a macroscopic
scale the energy release rate G may be simply connected to a uniform
homogeneous resistance force G0 , as we did in chapter 3, where G0
describes the surface free energy needed to create a free surface.
However, at a microscopic scale we may think of a periodic resistance
depending on the local stress fields, the inhomogeneities, the crack
distribution etc. As a result, the energy release rate in eq. (4.5) will at a
microscopic level depend on a periodic function q of the cracktip
position p:   where   is a constant, being the maximum G =G mq ( p ) G m
fracture energy. At a microscopic level, the crack velocity will be the
averaged speed, determined by the microscopic fracture resistance
with a spatial period of  : l
(4.6) V(K) = l
tl = cR
é
ë
ê ê
êò
0
1 æ
è
ç1-
EGmq(lq)
(1-n 2)K 2
ö
ø
÷
- 1
dq
ù
û
ú ú
ú
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the crack to travel a distance equal to the spatial period  . On a l
macroscopic level we may rewrite eq. (4.5) as:
(4.7) V(K) = cR
æ
è
ç1- EG0
(1-n 2)K2
ö
ø
÷
where   is the uniform fracture energy. At high values of K, i.e. high G0
stresses, the uniform crack velocity as in eq. (4.6) can be approximated
by:
(4.8) V(K) = cR
é
ë
ê1- EGm
(1-n 2)K2q
ù
û
ú
where   is the value of the periodic function  , averaged over the q q
spatial period  . Suppose we take  . The l q(p) = 0.5æ
è1+sin æ
è
2pp
l
ö
ø
ö
ø
Rayleigh velocities in (pure) Al2O3 and SiO2 as calculated from the
elastic moduli and Poisson's ratio's are 5.5 km/s and 3.3 km/s,
respectively. Using the appropriate values for the energy release rate
and the fracture toughness, the crack velocities for both materials are
displayed in figure 4.3 .  
As already mentioned earlier in this section, higher crack velocities are
associated with the fusion between larger cracks or the collapse of
large stressed areas, will release a large amount of energy. As the stress
intensity factor K is linearly proportional to s ,|b| is expected to
decrease with increasing s
-2
½ . This decrease is indeed observed
experimentally, as can be seen in figure 4.4 . 
From a physical point of view we may conclude that when the applied
stress is large enough to push the crack tip forward  , the crack (K @ KIc)
tip moves slowly. Between the maxima in the periodic resistance
function  , the crack will quickly accelerate and de-accelerate so that q(p)
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Figure 4.3 The crack velocity as a function of the applied stress level.
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Figure 4.5 The relative amount of fracture energy within one spatial period l,
as a function of the applied stress level.
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Figure 4.6 Radiated energy, averaged over a spatial period of crack advance, as
a function of the applied stress level.on average the tip spends most of its time in a region where the energy
release rate is :  . However, at high values of K  , the G0 =G m ( K>K Ic)
crack velocity approaches the Rayleigh speed and the motion will
become uniform, i.e. there is no variation of the fracture energy or
crack velocity. The macroscopically uniform fracture energy in this
case becomes  . In figure 4.5 we can clearly see G0 =G mq ( G 0~0.5Gm)
how the fracture energy depends on value of K. The amount of energy
radiated out of the fracture process ER can now be formulated, since it
is equal to the difference between the apparent energy flow into the
crack tip ( ) and the actual energy consumed  . This amount G0 (Gmq(p))
of energy radiated per unit of crack advancement is depicted in figure
4.6  as a function of the stress intensity factor (in units of KIc ). At low
stress levels, ER will become   whereas at higher stress levels ER 0.5Gm
will become negligibly small (uniform velocity approaching the
Rayleigh speed).  It should be emphasised that experimentally the
amount of radiation energy measured in AE is much smaller than ER,
due to scattering and absorption of the radiated signals. Nevertheless,
its quite interesting to see that the crack velocity depends on the actual
(relative) stress intensity the crack is experiencing and can be described
in a more physical way than eq. (4.3) and (4.5) suggest.
4.3 Multiple point testing
4.3.1 Introduction
Apart from the Brazilian (SCS) Test, also multi-point loading
conditions were considered. This is not the first time that different
loading conditions were compared. For example, Vardar and Finnie
12
related the results of three point bending tests to the Brazilian Test,
discovering limitations of the Weibull treatment in multi-axial loading
conditions. Experiments have been developed, where not only tensile
stresses are present, but compressive stresses are introduced by having
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stresses can be controlled by varying the angle between the different
contacts. Depending on the failure distribution and the geometry of the
problem the stress at failure can be predicted. The goals of these
experiments are twofold. First of all, the effects of compressive stresses
on the acoustic emission can be studied, but we can also see to what
extent the compressive stresses play a role in the fracture processes.
This influence of compressive stress on fracture behaviour is
particularly of interest to the Trilobe shaped extrudates. If the
contribution of the compressive stress is known, we might be able to
translate the results of the mechanical tests on cylinders to Trilobes and
vice versa.
4.3.2 Modelling
In order to identify the physical principles governing particle fracture
in densely packed beds of catalyst carriers, a model
13 was developed by
Schrans, Shell Research and Technology Centre, Amsterdam. Here we
will summarise the aspects of this model that are of importance to our
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Figure 4.7  Multiple point tests: The side crushing strength (SCS) test,
different three point crushing (TPCS) tests and the four point crushing test
(FPCS).experiments. The model basically tries to describe fracture probabilities
using several parameters describing the failure probability of the
material and a configurational parameter characterising the
geometrical aspects of the test. It is assumed that global failure will
initiate under tensile stresses only, in order to keep the model simple. 
The material is assumed to be homogeneous and the contacts between
the particles are modelled by point forces, which enables us to compute
the two-dimensional stress distribution in the particle exactly. The
principal stresses  ±(r,  ) are written in terms of Muskhelishvili's sq
complex potentials
14   : j(z) and Y(z)
(4.9) s± =F ( z )+F ( z )±
w ( z )
¶F(z)
¶z +
¶Y(z)
¶z
¶w(z)
¶z
Where  for a disk of radius R. Radial F(z) =
¶j(z)
¶z /
¶w(z)
¶z and w(z) = Rz
co-ordinates have been introduced as follows:  . If we look at a z=reiq
disk with N contact forces, all having an angle   with respect to the b
horizontal and angle   with respect to the boundary of the disk, the a
complex potentials   will look like: j(z);andY(z)
(4.10) j(z) = 1
2p S
j=1
N
pjeibjé
ë
log(1-e-iajz)+ 1
2
e-iajzù
û
(4.11) Y(z) = 1
2pS
j=1
N
pj
é
ë
ê-e-ibjlog(1-e-iajz)+ ei(bj-aj)
eiaj -z
ù
û
ú
The principal stresses   can be obtained by substituting the equations s±
above into equation (4.9). The principal stress   is always a s-
compressive stress and is not used in this model. The principal stress
 is the tensile part of the stress-field. The tensile stress distribution s+
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fracture mechanics we can predict failure stresses and fracture patterns
(area with highest tensile stress) of the disk under specific loading.
If it is considered that the particle strength is not a discrete value but
shows a sample to sample variation, due to a volume dependent flaw
size distributions, we can try to incorporate this failure distribution
into the model. The failure probability of a wide range of brittle
materials can be described by the following equation
15 (see also § 2.2.1):
(4.12) n(s) =k s m
Where m is the Weibull parameter, which describes the width of the
failure distribution, and   the stress where the failure probability is k
63%. We can now link this failure distribution with the principal stress
as calculated in equation (4.9). The material is assumed to be linear
elastic, so the stress distribution of the disk can be separated into two
parts:
(4.13) s+(r,q) = ps+
~(r,q)
The parameter p characterises the magnitude of the applied load and
describes the relative magnitude of the external loads only. A s+
~(r,q)
configuration parameter   is now defined, which depends on the gc
geometrical configuration c of the test, characterising the mutual ratios
of all applied loads:
(4.14) gc(m)=ò s +
~( r , q)>0 [s+
~(r,q]
mrd rd q
This will lead to the following failure probability (under tensile stress
only):
(4.15) Fc = 1-e-kgcpm
74 CHAPTER 4Equation (4.15) enables us to compare experiments under different
loading configurations. If our materials are tested with a specific
configuration  c and a failure probability Fc is found, we can find the
failure probability for an arbitrary configuration c' using the following:
(4.16) Fc = 1-( 1-F c)
gc
gc
When comparing the average strengths of two different configurations,
the following is predicted:
(4.17)
(Fc)
(Fc )
= æ
è
gc
gc
ö
ø
1
m
In order to verify this model, three tests with different geometrical
configurations have been developed. First of all there is the standard
(two contact point) SCS test, the Three Point Crushing Test (TPCS)
with a 60° angle between two contact point and the Four Point
Crushing Test (FPCS) with a 90° angle in-between all contact points
(figure 4.7). The configurational parameter   can be evaluated for gc(m)
these different geometries c by numerically integrating equation (4.14).
This yields   as a function of the Weibull parameter m, as can be gc(m)
seen in figure 4.8 . The experimental results of the SCS, TPCS and FPCS
test can now be compared to the predictions of this model. We will
calculate the Weibull parameter m from the SCS test and compare the
measured average strength ratio's of the different tests with the
calculated ones.
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Figure 4.9 Calculated (radial) stress distribution, in arbitrary units,  of a
TPCS 90° test. This figure shows a cross-section of the actual sample.
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Figure 4.8 Strength ratios in comparison to the SCS test as a function of the
Weibull parameter m.4.3.3 Experimental procedures
Two different experiments with more point loading conditions were
done. In the experiment with a moderate amount of compressive stress
the line contacts had an angle of 60° with respect to each other. Higher
compressive stresses could be reached using an angle of 90° between
line contacts (figure 4.7). The calculated stress distribution in the case
of a TPCS 90° test is figured in figure 4.9.
Especially in the multiple-point testing case, much attention was paid
to the alignment of the anvils with respect to each other. The anvils
were adjusted with a misalignment of less than 1 in 1000. Some test
were done in a wet environment. In this test the extrudates were
submerged in water for about 24 hours under partial water pressure.
This will cause most of the air within the extrudate to be replaced with
water. These test were carried out in order to see whether there are
shear stresses involved in the failure mechanism, since water will
"lubricate" the shear processes. If shear stresses are indeed involved,
we would expect a decrease in failure strength for these lubricated
tests.
4.3.4 Experimental results
The results of the multiple-point tests are summarised in table 4.3 . As
can be seen, the absolute (average) force at failure indeed increases if
we increase the externally applied compressive stress. The mean force
as displayed in the table is corrected for the average length of the
extrudates and expressed in N/cm. One should also note that these
mean forces are taken from the acoustic measurements according to
the procedure as discussed in § 4.2.1 . The increase in force at failure
for the TPCS 60° test is in reasonable good agreement with the
predictions by Schrans. Only batch N66 shows no increase in the force
at failure whatsoever. The increase in failure force as measured in our
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Table 4.3: Results of the multiple point tests. The absolute force at failure is
expressed in N/cm and the AE data is characterised using the AE b-value.
material test m <F>
N/cm
AE
b-value
aGR ratio
to
SCS
O65 SCS 3.5 104 0.61 3.03 -
TPCS 60 - 134 0.8 4.03 1.29
TPCS 90 - 128 0.84 4.32 1.23
E66 SCS 3.3 124 0.63 3.1 -
TPCS 60 - 124 0.87 4.22 1
TPCS 90 - 118 0.87 4.31 0.95
J703 SCS 3.7 228 0.47 2.26 -
TPCS 60 - 345 0.66 3.31 1.51
TPCS 90 - 347 0.73 3.65 1.52
P713 SCS 3.8 144 0.68 3.41 -
TPCS 60 - 210 0.76 3.91 1.46
TPCS 90 - 205 0.8 4.14 1.42
Table 4.4:  Results of the SCS tests on trilobe Al2O3  extrudates. The
mechanical properties are characterised using the Duxbury-Leath parameters
k and ln c and the expectation value s½. The AE data is characterised using
the AE b-value and the aGR constant.
material #SCS
tests
k Ln c s½
MPa
AE-b aGR Poresize
nm
Porevol
ml/g
K55 100 95.8 24.4 12 0.47 2.58 7.6 0.58
L56 100 97.2 24.4 12.2 0.48 2.66 7.5 0.56
L56 wet 25 62.3 24.7 8.3 0.52 2.8 7.5 0.56
M57 98 93.3 25 10.9 0.49 2.65 7.7 0.6experiments for the TPCS 90° tests is found to be much smaller than
expected from the predictions of Schrans and the Weibull modulus of
the material concerned. More surprisingly however, the AE b- value
also increases if we increase the externally applied compressive stress
component in our test. A substantial increase in the AE b-value and the
aGR is measured when going from the SCS to the TPCS 60° test. When
we increase the externally applied compressive stress component
further and compare the TPCS 60° to the TPCS 90° test, a small increase
in the AE b- value is observed. 
In the trilobe experiments, failure stress is calculated as if the specimen
were cylinders with the same cross sectional area as the actual trilobes.
The measurements are summarised in table 4.4 . The trilobes tested all
have failure stresses in the same order of magnitude, making it
difficult to see whether in this case the AE b-value depends on failure
stress as well. We also did a wet test, resulting in a lower failure stress.
 The stopping criterion of a force drop to 60% of the peak force had to
be changed to at least 90%, since the presence of compressive stresses
made the force drop after failure much smaller. If the test was not
stopped on time, much AE noise was generated. We also observed
saturation effects of the AE measurements at high emission rates and
especially at high amplitudes. This is likely to be caused by
coincidence
16 of pulses. If two pulses arrive within the Hit Definition
Time (HDT) at the same transducer, they will be seen as one pulse. The
duration of both pulses will consequently be added and the highest
amplitude of the two will granted to the composed pulse. Especially at
higher emission rates this can be a problem, since duration, number of
hits and amplitude do not agree with each other anymore, giving
another argument for only using the amplitude of the acoustic event as
a measure for its energy (instead of the often used "ring down"
approach). This saturation effect will presumably cause that a number
of high energy AE signals is not being measured.
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For the experiments with moderate compressive stress levels, we have
observed the predictions of the model by Schrans to be in reasonable
agreement with the experimental values. If we increase the
compressive stress contribution, we do not observe a further increase
of the absolute force at failure. We suspect this to be due to the fact that
this model does not incorporate the effects of compressive stresses on
the failure initiation. We have the following reasons for this doubt:
During the multi-point deformation tests, much more acoustic activity
before the moment of failure was witnessed than in the SCS case. Also
an increase in the aGR could be witnessed when going from the SCS to
TPCS 60° and to the TPCS 90° test. The increase of the AE b-values that
accompanies this, suggests that a lot more low energy events occur,
what can be associated with damage accumulation. This suggests that
the compressive stresses that have been applied, indeed play a role in
these kind of loading conditions and cannot be neglected. This also
leads to a situation where failure cannot be regarded as a purely brittle
event, where failure occurs through (rapid) propagation of primary
cracks, and deviation from Weibull statistics is to be expected.
Since the Schrans predictions are based on tensile failure only, this
model will lead to an incorrect estimate of the failure stress. The
Weibull model also does not incorporate the possible influence of a
shear stress field, since it can only be applied to tensile failure. We
indeed observe experimentally that the failure stresses from the
experiments with highest compressive/shear stresses are much lower
than predicted. This makes it most probable that the induced shear
stress component of the stress field does play an active role and cracks
initiated under Mode II and III conditions are of influence on the
failure behaviour.
The Trilobes were all very similar in strength, making it difficult to
compare the results with the multiple point tests. The wet test
80 CHAPTER  4however, revealed that shear stresses are indeed present during a SCS
test of a Trilobe extrudate. Due to the lowered shear modulus in the
lubricated environment, the failure stress was much lower than in the
dry tests. Also an increase in acoustic events (higher aGR ) has been
witnessed, indicating damage being built up.
4.4 Conclusions
In this chapter we have discussed the testing of mechanical properties
in relation to acoustic emission. We have used acoustic emission
successfully, enabling us to characterise the failure characteristics
during deformation of highly porous ceramics. The amplitude
distribution of the acoustic signals showed to scale as a
power-function, according to the Gutenberg-Richter relationship. This
scaling can be characterised using the AE b-value, which we have
showed, can be expressed in terms of materials constants and seems to
depend on the energy release rate of the material involved. We have
observed the AE b-value to decrease with increasing strength. The rate
of decline of this acoustic b-value is much larger for silica extrudates
than for alumina extrudates.
In the case of pure tensile stresses, failure has been observed to be a
catastrophic event. Only in the case of weak samples some
accumulating damage could be witnessed. When compressive/shear
stresses are involved, failure exhibits a different character. We see
damage accumulation to occur in both alumina and silica extrudates
and we see this probably shear stress induced damage accumulation to
play an active role in the failure mechanism of the specimen. The
predictions of behaviour under mixed stress conditions as proposed by
the Schrans model do reasonably agree with the experiments only for
moderate compressive/shear stress levels. At higher levels, damage
accumulation is beginning to play a role in the failure process and
causes the model to overestimate the mechanical strength, since
compressive stresses cannot be neglected.
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5 Scaling behaviour of fracture surfaces
This chapter deals with the results of Atomic Force Microscopy (AFM)
investigation on fracture surfaces of highly porous ceramics. It will be
shown that only a limited range exists were the surface roughness
scales with the wavelength. The scaling exponent reasonably agrees
with predictions from numerical experiments. We will also pay
attention to the problems involved with employing scanning probe
microscopy on rough surfaces.
5.1 Scaling behaviour of rough fracture surfaces
5.1.1 Introduction
The characterisation of the microstructure is a crucial part in
unravelling the structure - property relationship. Conventionally this is
done using mercury porosimetry. Using this technique one can
determine the pore-size distribution, assuming a certain type of pore
shape and measuring effectively the narrowest necking. However, in
our materials there exists a fundamental disadvantage because the
pore-shape varies throughout the material quite substantially. We have
used Atomic Force Microscopy (AFM) to scrutinise the scalingbehaviour of the surface roughness of brittle fracture. In particular we
concentrate on the question whether the microstructure exhibits a
fractal behaviour. As described in chapter 3, links can be made
between scaling behaviour of fracture surfaces and mechanical
properties of materials
1 
2 
3. A modelling study using a random fuse
network model
4 of fracture was presented by Hansen and Roux,
predicting universal scaling behaviour of fracture surfaces (for a 2D
simulation of the material) not depending on the microstructure. A
fractal dimension D = 1.3 ± 0.1 is proposed. This scaling parameter has
indeed been verified experimentally and was reported
5 for ductile
fracture of metals and also for some brittle materials
6. Other papers
7
contradict these predictions and emphasise the correlation between the
fractal dimensions and the microstructure of the metals. We have some
doubts about these firm conclusions since neither the differences in
correlation length nor the materials homogeneity were properly
discussed (see § 3.2). Hansen and Roux also predicted a disorder
dependence for this universal scaling exponent. In our porous
disordered materials the pore-size distribution represents the amount
of disorder. This enables us to study the effect of disorder on the
scaling behaviour of the fracture surface. 
In contrast to mathematical fractals, fractals in real life generally have a
limited range of scaling behaviour. The actual limits of this scaling
behaviour specify the length scales that are, in our case, of importance
to the fracture processes involved in fracture of our materials (see
chapter 3). These highly porous materials are built of clusters of
colloidal particles and voids, which raises the question at which length
scale the mechanical properties are determined. Several cases can be
expected (figure 5.1 ) In case A in fig 5.1 for example, we see that
surface roughness at small length scales is determined by individual
colloidal particles. At larger length scales, the surface roughness is
determined by the collection of colloidal particles. In case B we see that
the surface roughness is determined by only one type of process and
84 CHAPTER 5can be described by just one fractal dimension. Case C shows us a
limited scaling range, where the crossover point is determined by some
microstructural features. 
These scaling ratios, length scales and crossover points are not only of
interest to the modelling of these kind of materials, but we expect it to
provide us with essential microstructural information. It may tell us
what the determining and limiting factors are in the fracture processes
of our materials. The fractal dimension can also be seen as a useful tool
to characterise the spatial organisation of a surface, an aspect that
classical surface characterisation techniques (RMS) can not do in
general. The fractal dimension marks the memory effect of the crack
while creating the fracture surface.
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Figure 5.1 Different cases can be expected when looking at scaling behaviour.5.1.2 Methods for determining fractal scaling behaviour
There are almost as many methods to determine fractal dimension as
there are fractal objects. This makes it very difficult to speak about 'the'
fractal dimension. When looking at the surface roughness as we do, it
makes for example no sense to look at the area / perimeter relation.
One should always keep in mind the physical property one is
interested in and investigate the scaling of that property. In our case
we are explicitly interested in the crack path and we study the different
wavelengths present in the surface and their relative amplitude. We
also focus on the evolution of "classical" RMS surface roughness with
specimen size.
In most experimental cases reported in literature, researchers looked at
area-perimeter relations or at the number of boxes needed to fill the
complete area (box counting method). As will be explained in 5.1.3, we
are limited to investigating cross section profiles of the surface.
Measurements in the x directions can therefore not be correlated with
measurements in the y direction. This restricts the number of methods
we can use to investigate the scaling behaviour of our fracture surfaces.
5.1.2.1 Fourier Profile Method
If we assume that the height h(x) of fracture surfaces can be described
by a set of Gaussian functions, we can describe h(x) by a superposition
of waves of all wavelength and random phases. This implies that we
may expand h(x) into a Fourier series:
(5.1) h(x)=S
k
h ke iKx
 In this equation K is the wavenumber  . We may now determine the
2p
l
mean intensity PK of a wave with wavenumber K using the power
86 CHAPTER 5spectrum, which is the Fourier transform of h(x) over a specific
distance L (eq. (5.2), see also eq. (3.10))
(5.2) PK = 1
L ò0
L
h(x)eiKxdx
2
The height h(x) is considered to be a fractal function. Its correlation and
<h(x)
2 > is infinite, which can be understood if we look at the
invariance of h(x) under magnification. If we now define h(x) by its
spectrum Pk and assume this spectrum behaves like power function
(5.3) (Berry
8, see also eq. (3.11))
(5.3) Pk = a
ka (1 <a<3 )
From eq. (5.3) we can see that the infinity of the correlation of h(x)
(which equals the Fourier transform of Pk ) and <h(x)
2 > is conserved
for the given range of  . If we assume that the surface height a
distribution obeys Gaussian statistics,  and  , áhKñ = 0 áhKhK ñ = PKdK+K
we may extract the fractal dimension using the structure function S(D
x) of the surface:
(5.4) S(Dx)= h ( x )-h(x+Dx )
2 = ò
-¥
¥
PK(eiKDx - 1)dK
Using the power law spectrum PK and the relation  , which D =( 5-a )/2
has been derived by Berry for Gaussian Random functions, the
structure function in eq. (5.4) is rewritten :
(5.5) S(Dx)=CL2(D-1)Dx(4-2D)
with C being a constant, and L
2(D-1) being the topothesy
9 of h(x). The
structure function S( x), which is formally equivalent to the D
correlation function, can be used experimentally to determine the
fractal dimension of the surface using eq. (5.5) where  x can be D
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structure function S( x) vs.  x, a straight line with slope (4-2 D) will DD
appear if eq. (5.5) holds. As will be shown later in this chapter, this
method can be used but with limited success due to the limited size of
the available data-set. However, an advantage of this technique is that,
in the ideal case, we can estimate the fractal dimension of a fracture
surface from a single image of the surface.
5.1.2.2 RMS roughness method
Another approach is to take the root-mean-square (RMS) roughness of
the fracture surface as a starting point for the calculation of the fractal
dimension. The RMS roughness, that is often used to characterise
surfaces (Krim et al
10, Vicsek
11 ) is defined as :
(5.6) srms = [z(x,y)-ázñ ]
2
1
2
(see also eq. (3.15)) In eq. (5.6), < z > represents the average height of
the complete height data set z(x,y). The RMS value is measured on a
certain area with a standardised stylus. In the case of fractal surfaces
however, the RMS roughness will change depending on the
length-scale looked at. This is due to the fact that the surface is
invariant under magnification and will provide more surface details at
smaller length scales. So if we observe the RMS to scale with the length
scale looked at, we can determine the fractal dimension from this
scaling behaviour. A disadvantage of this method is the amount of
data needed. Whereas with the Fourier Profile method a single
observation of height data is sufficient to determine the scaling ratio,
the RMS method needs several observations at various levels of detail. 
88 CHAPTER 55.1.3 Experimental procedures
The following experimental procedure was used to determine the
scaling behaviour of the surface roughness using the Fourier Profile
analysis. The AFM image can be represented by a 400x400 matrix
A[x,y] with on each discrete (x,y) point the height z(x,y) stored.
Actually it is rather a set of independent rows than a real matrix, since
the relation between rows differs in the y direction due to the different
scan speeds. In the fast scan direction x, a typical scan speed of several
hundreds pixels/sec is reached, whereas in the slow scan direction y
only a few pixels/sec is attained. Due to experimental circumstances as
drift and noise, which are both time (and speed) dependent, we only
look at the scaling behaviour in the fast scan direction x, which limits
us to a study of cross-sectional scaling behaviour.
A line in the fast scan direction of the AFM picture is analysed for
different wavelengths. First the line pointer is positioned at a specific
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Figure 5.2 The Fourier profile method.pixel (figure 5.2). The structure factor is calculated at this specific pixel
(x,y) for several different wavelengths  x using the structure function D
given by eq. (5.4). After this the next pixel is analysed. An average
roughness parameter is calculated for each wavelength. This is done
for each line in the picture (400 lines), and all values of the structure
function for different wavelengths are averaged. After this procedure,
the structure function S( x) is depicted against the "wavelength"  x in DD
a double logarithmic plot. From the slope of this plot, the scaling
parameter and hence the fractal dimension is calculated using eq. (5.5).
All measurements were carried out in air. Several scans of various
sizes were recorded at random positions on the surface of the samples,
which was tilted slightly towards the cantilever. The Nanoscope
software enables us to perform a plane fit through the data before
storage. This means that the overall tilt of the sample was removed
from the data by subtracting the best fitting plane from the data. This
implies that all components of the surface roughness with a
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Figure 5.3 The influence of the plane-fitting procedure on the analysis of
scaling behaviour.characteristic wavelength larger than the scan size are removed.
Without this plane fitting procedure, changing the overall tilt of the
sample with respect to the cantilever may affect the fractal analysis
quite dramatically. Not only a shift of the whole curve can be observed,
which in itself is not very disturbing, the slope of the curve is also
affected by the overall tilt change. Figure 5.3 represents an analysis of
the same image of a titled sample, with and without the application of
the plane fitting procedure. The expected change in the "fractal analysis
curve" can clearly be observed.
The following procedure was used for the RMS analysis. A single
picture is analysed and the RMS roughness  RMS of the total picture is s
calculated. Several pictures with different scan-sizes are recorded from
the same sample and analysed afterwards. Thus a set of measurements
with different scan-sizes is generated, enabling us to study the
dependence of the RMS roughness on the scan size. 
As explained in chapter 3, in the case of a self affine surface we expect
the RMS roughness  RMS to increase with increasing scan size L as in s
s sRMS ~ L
H .The scaling exponent H (the Hurst dimension) is linked with
the fractal dimension by D=2-H. This latter relation is derived for use
with the box-counting method, but we expect it to work for other
analysing methods as well.
Since 1/f noise, which is introduced to the signal due to the electronics
involved in the feedback loops, may affect the measurements 
12, the 1/f
noise was determined for each individual measurement. The 1/f noise
strongly depends on the sampling time of the data acquisition and thus
on the scan speed used when obtaining the data. Also the "feedback"
parameters of the AFM software, which determines the exact electronic
configuration of the control unit, are of influence. So it is important
that the noise is determined for every individual measurement with its
specific scanning configuration.
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Figure 5.4 Testing of our analysis algorithm on (simulated) Brownian motion
type of data.
Figure 5.5  Typical AFM height mode image on a SiO2 based material. The
scan size of this image is 8000 x 8000 nm, its height is about 800 nm.This was done by measuring the vertical piezo voltage without
scanning (i.e. scan size = 0 nm), keeping all other scanning parameters
fixed. Afterwards this noise data can be analysed as if it was a
measurement with the same scan size as the picture of interest. In this
way the noise in the vertical scanning direction could be determined
quite accurately. 
The correctness of the analysis algorithms can be checked easily by
generating
13 an AFM picture of known fractal dimension. Several
fractal surfaces have been generated using random midpoint
displacement (Brownian based) and Fourier types of algorithms. For
the standard Brownian motion indeed a fractal dimension of 1.5 is
found as expected (figure 5.4). The analysed Fourier generated surfaces
showed larger deviations from the expected values, possibly due to the
addition of relatively large wavelengths which are likely to dominate
the analysis. The size of the generated data set is also of importance.
We found the analysed D to fluctuate considerably around the
generated value if a data set of 400 points was used (like in the real
experiments involving the AFM data). The analysed D approximates
the generated value if we sample over a set containing more data
points, or average over more sets of 400 points. 
Apart from checking the algorithms we also looked at the effect of the
tip convoluting with the surface on the fractal dimension as obtained
using our analysis software. Computer generated fractal surfaces with
known fractal dimension were convoluted with known shapes and
analysed before and after this convolution process. As will be shown in
§ 5.2.2, convolution plays an important role in imaging rough surfaces
using scanning probe techniques.
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5.1.4.1 Experimental results of the Fourier Profile analysis
A typical AFM image in height mode is depicted in figure 5.5. The
fractal like structure of repeating structures is evidently visible.
Analysis of the experimental AFM data using the Fourier profile
method, demonstrate that the fracture surfaces indeed show fractal
scaling behaviour over a limited scaling range (figure 5.6) The most eye
catching result of this Fourier Profile analysis is that, in contrast to
what one would expect for a true fractal surface, the fractal dimensions
DFourier found for the different specimen depends on the scan size of the
AFM picture as illustrated in figure 5.7 . This indicates that we are in a
crossover domain between non-scaling  and scaling behaviour. 
This crossover phenomenon could have different causes. It could of
course well be that the surface at a small length scale is spatially
disorganised and shows no fractal behaviour (implying D=1). Moving
up to larger length scales may bring us into a fractal regime with D>1.
In this case we would have a "mixed fractal" 
14, where the profile has
different local fractal dimensions at different length-scales, and in this
case the log-log plot would not be linear. If we now look at a typical
measurement as represented in figure 5.6, we can see that this
measurement (as most of our measurements) shows a relatively
straight, inclined part and a part where the curve flattens and starts to
oscillate. If we concentrate on the straight inclined part of the curve
only, we still see scan size dependence of the fractal dimension. Since
the fractal dimension along the straight inclined part does not differ
very much for different yardsticks, we may rule out the existence of
"mixed fractals" in our surfaces. If the surface was to be of the "mixed
fractal" kind, scans with different scan sizes should still yield the same
local dimension for a given yardstick, which is not the case.
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Figure 5.7 The outcome of the Fourier profile method as a function of scansize.
Each point represents one experiment.
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Figure 5.6 Typical analysis curve using the Fourier profile method. Effects of
finite data size can clearly be seen.The flattening part of the curve, when using the Fourier profile
method, seems to be caused by the finite size of the AFM picture. This
is of experimental importance, restricting the maximum wavelength
used in the analysis. The structure factor S( x) becomes independent D
of scan size since it levels off at about 1/4 of the total scan size of the
picture (figure 5.6). After this levelling, oscillations are often observed.
We believe that this is due to the finite size of the data set, being only
400 pixels for each line. This effect is also seen in the analysis of
computer generated surfaces. With increasing size of the data set, we
can also increase the maximum wavelength used in the analysis
without observing these effects. These boundary effects for increasing
wavelengths  x seem to be caused by the decreasing number of points D
from which we calculate S( x). The decreasing size of the data set with D
increasing wavelength affects the reliability
15 of the average fractal
dimension. This is why we have limited the maximum wavelength  x D
in our analysis to 100 pixels, the equivalent of 1/4 of the scan size.
Since the crossover domain seems not to be caused by a "mixed fractal"
surface, it is most likely caused by the distortion of the true fractal
surface during AFM data acquisition.
This dependence of the fractal dimension on scan size is also observed
in our computer generated fractal surfaces as can be derived from
figure 5.8 . These simulations were made on artificial fractal surfaces
with the same generated D but with different scan-sizes. On small scale
much of the surface details will be lost due to the dilation of tip and
surface, effectively lowering the fractal dimension. The dependence of
D on the scan size can be attributed to the limited resolution of a
scanning probe technique on rough surfaces due to dilation of the tip
with the surface. The use of so-called super probes (Nanoprobes) with
a lower aspect ratio avoids this problem a bit, but these measurements
suffer from much higher noise- and scatter levels (on our rough
surfaces) and were not suitable for reliable analysis. As will be
discussed in § 5.2.2, the amount of dilation is also expected to depend
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Table 5.1: Fourier Profile results.
material poresize DFourier
± 0.05
A SiO2 259 nm 1.26
B SiO2 170 nm 1.35
C SiO2 42 nm 1.57
D SiO2 32 nm 1.38
E SiO2 30 nm 1.35
FA l 2 O 3 7 nm 1.45
GA l 2 O 3 - 1.31
HA l 2 O 3 7 nm 1.26
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Figure 5.8 Outcome of the Fourier profile method as used on a simulated
fractal surface. Tip effects cause scan size dependency of DFourier  .on the fractal dimension of the initially generated surface. The problem
of dilation during AFM on rough surfaces makes that only the fractal
dimension found for the larger length scales are reliable.
 As can be seen in figure 5.7, the curve representing the fractal
dimension DFourier of all experiments as a function of scan size starts to
flatten at a scan size of 3500-4000 nm. From this scan size on we seem
to have less problems with the dilation effect and the mean fractal
dimension does not increase anymore with the scan size. The fractal
dimension more or less stabilises at DFourier=1.35 ± 0.05 . It is quite
remarkable that the fractal dimension DFourier does not seem to depend
on the pore size distribution and mean pore size. For the smallest mean
pore sizes (<100 nm, materials C,D,E,F,H) we see a slight increase in
DFourier , but for larger pore sizes (>100 nm, materials A and B), DFourier
seems to decrease again (table 5.1). The amount of data is too limited to
make a hard statement about a pore size dependency of DFourier , but
these results suggest that DFourier is not depending on the pore size
distribution. Due to the fact that the scan range of our AFM is limited
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Figure 5.9 Scan direction dependence of the fractal dimension. Each point
represents one experiment.to 10  m, we can not observe the further behaviour of the DFourier with m
increasing scan size. 
Effects of scanning in another direction by means of rotating the
sample with respect to the scan direction, have not been observed,
indicating that the scaling behaviour is isotropic. Some differences
however could be measured when scanning in another direction by
means of changing the direction of piezo movement (figure 5.9). This is
caused by the geometric arrangement and elastic properties of the
cantilever. The actual AFM tip is mounted on the junction of two
flexible legs of a triangle. When the scan direction is rotated 90° (by
means of the piezo movement), the cantilever can not only go up and
down, but can also be forced to twist. This results in a lower sensitivity
for the actual surface details and we can see that the 90° measurements
provide a slightly lower DFourier when compared to the normal scan
direction.
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Figure 5.10 The effect of electronic 1/f noise on the fractal analysis.As has been noticed in § 5.1.3, 1/f noise as introduced by the electronic
feedback system and preamplifiers, will influence our measurements
as well. As can be seen in figure 5.10, the 1/f noise did not exhibit a
significant effect on our fractal analysis. In all measurements the
power-spectrum of the noise was found to be three or more orders of
magnitude less then the actual image. Consequently, mixing of the
fractal behaviour of the surface with the scaling behaviour of the 1/f
noise does not affect the determination of DFourier .
5.1.4.2 Experimental results of the RMS measurements
RMS analyses were carried out for the same range of materials as in the
case of the Fourier Profile method. In table 5.2 the results of the RMS
measurements are summarised. The measured values of DRMS are
estimated from double logarithmic plots with on average 20
measurements with different scan sizes. As can be seen from the tables
5.1 and 5.2, the fractal dimension DRMS is correlated to the fractal
dimension DFourier and in most cases DRMS is lower than DFourier . 
The problems with D changing as the scan-size increases, are not
observed with the RMS method. If we plot all the measured points of
all investigated materials into one graph (figure 5.11), we can see the
logarithm of the RMS roughness to increase linearly with the logarithm
of the scan-size until a scansize of 3500 nm, where the RMS roughness
starts to level. Up to this scan size, scaling behaviour is observed with a
single scaling exponent. The question rises why the scan-size
dependence of D as observed with the Fourier profile method does not
apply to this method. One explanation could be that due to the
"squared" comparison of the height with the mean height, small
surface details are of less importance than larger ones, hereby avoiding
the tip effects, which is mainly in the range of small scan sizes.
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Table 5.2: RMS results.
material poresize DRMS  
± 0.05
A SiO2 259 nm 1.06
B SiO2 170 nm 1.34
C SiO2 42 nm 1.46
D SiO2 32 nm 1.21
E SiO2 30 nm 1.36
FA l 2 O 3 7 nm 1.2
GA l 2 O 3 - 1.14
HA l 2 O 3 7 nm 1.09
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Figure 5.11 Determination of the fractal dimension using the RMS method.
Each point represents one experiment.If we look at the different measurements, we see in contrast to the
Fourier measurements a pore size dependence. The fractal dimension
DRMS seems to increase with decreasing pore size (materials A, B, C and
E). This increase in DRMS stops if the resolution limit of the
microscope-tip ensemble is reached (materials F and H). Below this
resolution limit we measure a relatively low DRMS 
From the results of the RMS roughness analysis we may conclude that
the correlation length of these materials is around 3500 nm. This is
quite a large correlation length, but it reasonably agrees with the large
clusters of colloids we can see in the scanning electron microscope. If
we averaged over all RMS measurements, the mean fractal dimension
is: DRMS = 1.23 
5.2 Scanning probe microscopy on rough, fractal surfaces
5.2.1 Self affine / self similar surfaces
As we have discussed extensively in chapter 3, we have to stress the
differences between self affinity and self similarity. In the real world,
surfaces are often found to be self affine fractals rather than to be self
similar fractals. Self affine fractals distinguish themselves from self
similar fractals by taking anisotropy into account. A self-similar
transformation in E dimensional space will transform a point r= (r1,
r2,..,rE ) into a point r' = (lr1, lr2,..,lrE ) with all scaling ratio's l being the
same. On the other hand, a self affine transformation will transform
this point r= (r1, r2,..,rE ) into a point r' = (l1r1, l2r2,..,lErE ) with different
scaling ratios li . A typical example of a self affine phenomenon is the
Brownian motion. In this phenomenon the position and the time of the
particle are two independent properties, which will not necessarily
have the same scaling ratio. (see also eq. (3.2)).
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similarity dimension is only defined for self-similar fractals, not for
self-affine fractals. This implies that we have to speak about local and
global dimensions in the case of self affine surfaces. The global
dimension Dglobal will equal unity, the local dimension may have a non-
integer dimension.
Generally a self affine surface contains no overhangs and can be seen
as a single valued function z(x,y) (This is in fact also a requirement
when doing Fourier type of analysis). We can also expect the scaling
behaviour to depend on the scan direction in the fracture plane. Due to
the nature of the AFM, being a scanning probe technique, a single
valued height function is found. This will result in a self affine rather
than a self similar profile. If we now find a local fractal dimension 1< D
<2, this will imply that the result of the experiment will depend on the
length-scale.
5.2.2 Convolution of tip and surface
As already mentioned in § 5.1.3, convolution of tip and surface
16 
17 
plays and important role in scanning probe microscopy on rough
surfaces. In figure 5.12 the problem is explained. Due to the interaction
with the tip, surface details will dilate, loosing all original information
steeper than the tip itself. Although in literature
18 it is often suggested
that the problem is just a convolution problem, this is clearly not the
case for all points on the surface. An (extreme) example of a steep
object dilating with the tip is depicted in figure 5.13 . If we observe two
surfaces convoluting with each other, the result will be the product of
both signals. If we know one of the original surfaces (i.e. the tip shape),
we can reconstruct the original structure. In the actual image forming
process however, information is lost due to the fact that this (dilating)
process acts like an etching procedure. If the surface is steeper than the
tip, it will have more contact points with the surface and the tip will be
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Figure 5.12 Dilation of tip and surface yield loss of information.
Figure 5.13 Dilation of a pyramidal tip and the surface. Scansize of the image
is 5000x5000 nm.imaged. If the tip is steeper than the surface, the tip will have only one
contact point with the surface and the actual surface will be imaged.
Afterwards we can only conclude whether the surface was steeper than
the tip, not how much steeper, provided we know the shape of the tip.
Some parts of the surface can be reconstructed
19 but this is only the case
if the tip touches the surface at only one contact point at a time. If there
are more contact points, all information about the surface is lost
in-between these points. In general rough surfaces scanned with
standard AFM tips can only be reconstructed on very limited areas.
In order to study how exactly this tip-surface interaction will influence
our fractal analysis of the distorted image of the fractal surface, several
model calculations were done. For these model calculations fractal
surfaces were generated using a Brownian motion type algorithm. The
type of algorithm we used enabled us to generate surfaces with fractal
dimensions varying from 1 to 1.5. These artificial surfaces were
analysed before and after being dilated
20 
21 with a simulated tip with a
known aspect ratio. The generated surfaces were dilated with several
different simulated tips, the difference being their aspect ratio. The
aspect ratio (width / height) can be calculated from the top-angle of
the tip:  . The standard, pyramidal shaped tip we have 2*tan æ
è
top-angle
2
ö
ø
used in the real experiments has an aspect ratio of 1.15, the conical
shaped single crystal silicon NanoProbe (which we also have used in a
number of experiments) has an aspect ratio of 0.35.
As we can see from figure 5.14, the analysed fractal dimension D after
dilation depends on both the initial fractal dimension of the surface
under investigation and the aspect ratio of the tip used. We can also
translate this figure to a graph from which we can estimate the initial
fractal dimension of the surface for the two tips we have used in the
real experiments (figure 5.15).
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Figure 5.14 Fractal dimension before and after dilation experiments on
simulated fractal surfaces. 
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Figure 5.15 Fractal dimension before and after dilation experiments on
simulated fractal surfaces.One has to note that these generated surfaces have a fixed
lateral-vertical ratio. This ratio is also important for the exact dilation
behaviour. At first glance this may sound strange for a fractal surface,
since any part of the surface is in statistical sense equal to the other
parts. But we must bear in mind that the artificial surfaces have a
limited resolution of 400 pixels. By adjusting the scansize of this
picture, the distance between pixels and hence the slope of the curve is
altered. All generated pictures have the same lateral-vertical ratio of
1.6, which is defined as the ratio of the scan size over the maximal
height within the picture.
Another point to be noted is that the generated fractal surfaces are pure
"2D" surfaces. Each line of the generated AFM image is equal to all
other lines. This simplifies the dilation calculation, since due to the 2D
character of the problem, there is no "line-to-line" dilation to take into
account. This also implies that in these model calculations different
shaped tips with identical aspect ratio yield the same results. In a 2D
representation both the pyramidal and conical shaped tip are the same.
In 3D these tips do show different line-to-line dilation behaviour,
which is also likely to occur in practice.
5.3 Conclusions
In this chapter we have studied the scaling behaviour of fracture
surfaces using atomic force microscopy. Two different mathematical
methods were used in order to quantify this scaling behaviour. The
Fourier profile method, which makes use of the wave-number
information of the surface, is found to be the most restricted method.
This is due to its sensitivity for tip effects and the influence of long
wavelength. Here the Fourier analysis could only be used for
wavelengths up to 1/4 of the data-set size. The RMS method, although
more data are needed, seems to be the most flexible technique.
Although the Fourier analysis has its drawbacks, both the dimensions
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correlate to each other.
Using these methods we witnessed the existence of a limited scaling
range of the fracture surface roughness. If we look back to the
beginning of this chapter, figure 5.1, we can see that our surfaces can
be described by case C. A limited scaling range exists, limited at the
upper side by clusters of secondary particles. At the lower side of the
curve the scaling range is limited by the rather poor resolution of AFM
on rough surfaces. The average DRMS is in the range predicted by Roux
et al. Individual deviations from this average however, are observed
for several materials. Although not very visible, there seems to be a
pore-size dependence of D, leading to an increasing D with decreasing
pore-size, till the resolution limit of the scanning probe microscope is
reached. The correlation length of these porous materials as
determined with the RMS method is found to be between 3500 - 4000
nm, which agrees with SEM observations of clusters of colloids of this
size. 
Tip effects play an important role in the determination of the fractal
dimension. The fractal dimension of a surface as determined with a
scanning probe technique, will always underestimate the actual scaling
dimension, due to the dilation of tip and surface. How much we
underestimate the scaling exponent depends on the aspect ratio of the
tip, the shape of the tip as well as on the lateral-vertical ratio of the
surface itself. The aspect ratio of the tip proves to be the limiting factor
in the imaging process. If fractal surfaces are to be imaged with an
acceptable amount of distortion, tips with aspect ratios of around 0.05
would have to be developed. Such a small top-angle would result in a
mechanically unstable tip and would therefore not be suitable for use
on rough surfaces.
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6 Summary and outlook 
The pre-set aim of this thesis work was to provide a physical
description of the relationship between the mechanical failure stress
and the microstructure of highly porous ceramics. As has been
displayed in chapter 1, these highly porous ceramics posses a
geometrically random skeleton, that dominates the mechanical
properties of the material. Notwithstanding the various experiments
performed in order to characterise the structure - property relationship,
there are still some relevant questions left. This chapter is an attempt to
wrap up our findings and to direct our view to future research. 
In chapters 3 and 4 we focused on mechanical testing and monitoring
the material during testing using acoustic emission techniques. We
have shown that stress relaxation in the material causes acoustic
signals which are emitted during the tests. The amplitude distribution
of these acoustic signals demonstrated to scale according to the
Gutenberg-Richter relationship and can be characterised using a single
acoustic parameter, the AE b-value. We have also observed that the AE
b-value decreases with increasing strength and the rate of decline of
this acoustic b-value depends on the material being tested. The latter is
found to be much larger for silica extrudates than for the aluminaextrudates. In addition, the absolute value of the AE b-value depends
not only on the material under investigation, but also on the actual
failure mechanism. We have seen failure under the side crushing
strength (SCS) test to be brittle with the crack propagating under
tensile stresses. Introducing shear stresses using the three point
crushing strength (TPCS) tests results in damage being accumulated
before failure and crack propagation under mixed tensile and shear
stresses.
These findings are put in a challenging perspective in chapter 5,
describing a study of the scaling behaviour of fracture surface
roughness using atomic force microscopy. The scaling behaviour can
be characterised using the fractal dimension D. We have seen that our
highly porous materials exhibit fractal behaviour over a limited scaling
range, with a (mean) fractal dimension of 1.23 . The correlation length
is of the order of 3500 - 4000 nm. Several experimental problems have
been identified that may disturb the measurement of scaling behaviour
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Fig 6.1  Wall thickness t and cell size l as seen in our SiO2 materials.on rough surfaces. The dilation of a finite sized probe with the surface
yields an underestimate of the actual fractal dimension of the surface.
How much this dimension is being underestimated is a strong function
of the tips aspect-ratio and the fractal dimension of the surface itself.
The restricted size of the data set limits the scaling range that can be
studied using a Fourier type of analysis. Methods based on root mean
square roughness measurements expand the range that can be studied
considerably.
These results may provide us a clue about the influence of the porous
structure on the mechanical behaviour. In regular cellular materials,
the mechanical properties are linked to the wall thickness t and the cell
size l (figure 6.1) of a characteristic cell (i.e. Gibson and Ashby, chapter
4, reference 6). For example, in the case of a cell based on a honeycomb
lattice, assuming that failure occurs under pure bending, a strong
dependency of the failure stress on the wall thickness t and the cell size
l can be derived. If we, for example, look at the elastic modulus E of a
honeycomb material, this will take the following shape (eq. 6.1) : 
(6.1) Eporous = C.æ
è
t
l
ö
ø
3
Epure
Both the constant C and the specific value of the power strongly
depends on the specific geometry of the cell. Also different pore-sizes,
combined with different pore volume, may lead to dissimilar ratios of t
to l, as can be seen in figure 6.2.
If we look at a crack propagating through a porous material, we will
see a clear difference in energy release compared to the solid material.
Since a crack propagating over an area l
2 in a porous medium will, in
the case of a flat structure, on average break t
2 of cell walls, we can
calculate the total amount of work from the (critical) energy release
rate G
c, when proceeding the fracture plane over an area l
2 :
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Figure 6.2 Different SiO2 materials. The poresize increases from 135 nm at
the upper figure via 170 nm, 203 nm to 260 nm for the lower figure. The
width of the figures is 6  mm.(6.2) Gporous
c .l2 = Gsolid
c .t2
In chapter 5 we have seen that the fracture surface roughness of our
highly porous ceramics does show fractal behaviour. This implies that
we have to consider cracks to propagate along a fractal crack plane. If
we take this into account, we have to rewrite the characteristic cell
parameters t and l in order to have the crack plane exhibiting a fractal
dimension:
(6.3)
lf
lp
= æ
è
l
lp
ö
ø
D
or lf = læ
è
l
lp
ö
ø
D-1
and tf = tæ
è
t
lp
ö
ø
D-1
where lp can be considered to be the building block of the material,
being the particle size within the walls. If we now substitute the fractal
cell sizes tf and lf into eq. (6.2), the amount of work done when
propagating a crack depends on the fractal dimension of the crack
plane as well:
(6.4) Gporous
c = Gsolid
c æ
è
t
l
ö
ø
2D
Since we are dealing with fractal cracks, the concept of energy release
rate should be adapted to the dimensionallity D of the problem. So we
have to rewrite G
c
solid in case of fractal fracture into G
c
f :
(6.5) Gf
c = 1
w
d(w.lf
D.Gsolid
c )
dl
= D.æ
è
l
lp
ö
ø
D-1
Gsolid
c
combining eq. (6.4) and (6.5) yields the following expression for G
c
porous,
in the case of fractal crack propagation :
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Using the relation between KIc, E and G (eq. 3.32) :
(6.7a) KIc
2 = 1
(1-n 2)
E.G c
and KIc becomes proportional to:
(6.7b) KIc
porous ~ D æ
è
l
lp
ö
ø
D-1
2
This results can be related to the formalism put forward in chapter 3. In
eq. (3.40a) it was shown that the critical stress intensity factor KIc is
proportional to  , provided the crack increment is smaller than a cut H
off radius rc at which the local slope of the fracture surface becomes
unity. The roughness exponent H in the present case can be rewritten
as the fractal factor   (see eq. 6.3), the square root of which is D (l/lp)D-1
indeed appearing in eq. (6.7b). The following expression for the AE
b-value using eq. (6.1) and eq. (6.7a) can be derived:
(6.8) b » 1
D æ
è
l
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ø
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Its very interesting to see that if we assume the crack propagation to be
fractal, the Gutenberg-Richter AE b-value is both depending on the t/l
and the l/lp ratio as well as on the fractal dimension D. In figure 6.3 we
have plotted the AE b-value as a function of the fractal dimension D,
where we have estimated the l/lp ratio to be 0.6 . We can see that the
b-value strongly depends on the t/l ratio. 
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open cell foams from:
(6.9) C2æ
è
t
l
ö
ø
2
=
r*
rs
In this formula C2 is a geometrically factor depending on the cell
structure. It is suggested by Gibson and Ashby that C2 = ± 3/8 . The
relative density   is in our case ~0.3 which leads to an estimate of r*/rs
t/l of about 0.9 . We have to keep in mind that this ratio is for
geometrical regular foams.
We have measured the actual values of this t/l ratio for some of the
materials we had to our disposal, using low voltage SEM (LV-SEM). In
table 6.1 the results are summarised for two of the samples we have
studied, which also have been tested for their mechanical properties.
These two materials are made from exactly the same base material.
SUMMARY AND OUTLOOK 117
1 1.1 1.2 1.3 1.4 1.5
1
1.5
2
2.5
3
3.5
D
b
bD=1
__
t/l=0.5
t/l=0.25
t/l=0.2 t/l=0.1
Figure 6.3 Calculated AE-b values as a function of the fractal dimension D for
different t/l ratios.This has the advantage that, when using equation 6.8, we can eliminate
most of the material properties, except the t/l ratio.
The t/l ratios we have found in this LV-SEM investigation seem to be a
little too high when compared to the Gibson/Ashby estimate. The
reason why we find the t/l ratio larger than expected from the relative
density of the material is not very clear at this moment. We suspect this
to be due to the distorted view of the 3D network in the projected
image of the LV-SEM. Also convolution of the finite sized electron
probe with the walls (since the walls are in the order of the probe size)
will yield in an overestimate of the t/l ratio. If we now use the t/l values
from table 6.1 and apply eq. (6.8), assuming a fractal dimension of
D=1.3, we can see that eq. (6.8) predicts a ratio of the AE b-values of 0.5
whereas the acoustic experiments yield a ratio of 0.55. Therefore this
prediction is within reasonable limit of the experimental result. 
To wrap up our findings, we have characterised the microstructure
successfully using the fractal dimension D, using AFM, of the fracture
surface and the characteristics of the cell structure t and l, using
LV-SEM. The mechanical tests provided us the necessary failure
stresses and the acoustic emission signals during these tests gave us
essential information about the energy released during deformation. A
model we have derived enables us to successfully connect the
distribution of acoustic events with these microstructural
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Material poresize
mercury
(nm)
 poresize l
LV-SEM
(nm)
Wall
thickness t
SEM 
(nm)
 t/l
  SEM 
AE
b-value
B62 18 11± 5 12 ± 5 1.1 0.38
D64 21.4 16± 6 13 ± 8 0.81 0.68
Table 6.1: low voltage SEM measurements of the t/l ratio of  SiO2 materials.characteristics, i.e. indeed a relationship between the mechanical
property and its microstructure could be established.
From these findings its quite interesting to see that the fracture
behaviour of these highly porous ceramics is determined by very small
microstructural features in the order of 10-20 nm. These features are
determined by the "wet - chemical" part (additives) of the processing
rather than the "physical" (mixing, kneading and extrusion) processing
part. The mechanical behaviour is not very sensitive for the latter part
of the processing. This is also confirmed by the large correlation
lengths, as measured using atomic force microscopy. These lengths
define a domain of homogeneous mixing, and are all in the same range
for different materials we have tested, indicating that this does not
affect the mechanical properties much.
Finally, if we assume that fracture planes show fractal behaviour, this
leads to the interesting viewpoint that material constants are not
constant.
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Mechanische eigenschappen van hoog poreuze keramieken
Dit proefschrift concentreert zich op de mechanische eigenschappen
van hoog poreuze keramische materialen. Kenmerkend aan deze
materialen is dat ze zijn opgebouwd rondom een ruimtelijk
wanordelijk skelet (zie bijvoorbeeld figuur 1.1). De afgelopen jaren zijn
wanordelijke en poreuze materialen steeds meer in de
wetenschappelijke belangstelling komen te staan, omdat ze zeer
interessante eigenschappen hebben met betrekking tot scheurvorming,
scheurvoortplanting en schaalgedrag.
De hoog poreuze keramische materialen in dit proefschrift worden
gebruikt in de petro-chemische industrie als drager voor katalytische
materialen. Hun hoge inwendige oppervlak (in de orde van 250
m
2/gram) zorgt ervoor dat er een groot contact oppervlak tussen de
katalysator en het te converteren materiaal bestaat. De porositeit in
deze materialen kan oplopen tot meer dan 70 vol.% , met typische
poriediameters tussen de 7 en 200 nm, die goed gestuurd kunnen
worden door de procesparameters. 
Bij het gebruik van deze materialen in chemische reactoren kan het
volgende probleem optreden: de katalysator dragers onder in dereactor bezwijken onder de druk van de andere dragers. Hierdoor
wordt de doorstroming in de reactor beïnvloed, dat is nadelig voor de
doelmatigheid van het proces. Daarom is het belangrijk om van
tevoren een uitspraak te kunnen doen over de sterkte van de drager.
Dit proefschrift concentreert zich op de probleemstelling of de
microstructuur van deze materialen gecorreleerd kan worden aan de
sterkte.
Na een inleidend hoofdstuk 2 over de basisbegrippen, concentreert
hoofdstuk 3 zich op een theoretisch raamwerk voor de beschrijving
van de microstructuur en de mechanische eigenschappen. Hier zal
worden ingegaan op fractale structuren die zichzelf lijken te herhalen
en de invloed daarvan op breukinitiatie en voortplanting. De manier
waarop de structuren zich herhalen, kan worden gekarakteriseerd
door de zogenaamde fractale dimensie.
In hoofdstuk 4 van dit proefschrift wordt ingegaan op het mechanisch
testen van de materialen en het gebruik van akoestische emissie (AE)
om de scheurgroei te kunnen volgen. Er wordt veel aandacht besteed
aan een indirecte trekproef, de zogenaamde side crushing strength
(SCS) test. Ook is er een aantal tests ontwikkeld waarin gemengde
spanningsvelden voorkomen, de three point crushing strength (TPCS)
tests. In het geval van pure trekspanningen blijkt het breukproces zich
catastrofaal te gedragen. In het geval van gemengde spanningsvelden
zien we, dat er schade wordt opgebouwd voordat de uiteindelijke
breuk plaats vindt. We zien dat een model voor gemengde
spanningtoestanden redelijk voldoet voor lage compressieve bijdragen,
maar voor hogere compressieve spanningen kan schade opbouw niet
worden verwaarloosd.
Akoestische emissie is een praktische techniek gebleken om tijdens de
deformatieproeven het breukproces te kunnen volgen. We hebben
waargenomen dat de amplitude distributie van de AE signalen
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Gutenberg-Richter relatie, die veel gebruikt wordt om
aardbevingsverschijnselen te karakteriseren. Dit schalingsgedrag kan
worden gekarakteriseerd door een enkele akoestische parameter, de
AE b-waarde, die afhankelijk is gebleken van de scheursnelheid.
In hoofdstuk 5 van dit proefschrift wordt ingegaan op het
schalingsgedrag van de ruwheid van breukoppervlakken. Dit wordt
gedaan door met behulp van Atomic Force Microscopy (AFM) het
profiel van het breukvlak te analyseren. Het blijkt dat er een beperkt
bereik van het schalingsgedrag bestaat, dat kan worden
gekarakteriseerd door de fractale dimensie D=1.23. De bovenlimiet van
dit bereik is ongeveer 3500 nm. Bovendien wordt geconstateerd dat de
beperkte omvang van de meetgegevens problemen oplevert in
combinatie met bepaalde analysemethodes. Verder is aangetoond dat
het gebruik van een tip met een eindige omvang om het
schalingsgedrag te meten, leidt tot een onderschatting van de fractale
dimensie. Hoeveel deze dimensie wordt onderschat, hangt sterk af van
de stijlheid van de tip en de werkelijke fractale dimensie van het
oppervlak.
In hoofdstuk 6 wordt een vooruitblik geschetst op het combineren van
de experimentele data uit hoofdstuk 4 en 5. Als, zoals aangetoond in
hoofdstuk 5, er vanuit wordt gegaan dat een breuk zich langs een
fractaal pad zal voortplanten, kan de AE b-waarde worden uitgedrukt
in materiaalconstantes en karakteristieken van de geometrie van het
onderzochte materiaal. Hieruit is naar voren gekomen dat het
breukgedrag van deze hoog poreuze materialen voornamelijk bepaald
wordt door kenmerken van de microstructuur, die in de orde van
10-20 nm groot zijn. Deze kenmerken worden hoofdzakelijk gevormd
door de "nat chemische" kant (additieven) van het productieproces. De
mechanische eigenschappen blijken niet erg gevoelig te zijn voor de
"fysieke" kant (mixen, kneden en extruderen) van het productieproces.
MECHANISCHE EIGENSCHAPPEN VAN HOOG POREUZE KERAMIEKEN 123Dit wordt bevestigd door de grote correlatie lengtes die we hebben
gemeten. Deze lengte definieert een domein, waarbinnen een
homogene samenstelling bestaat. Voor materialen met verschillende
sterktes is deze correlatie lengte constant, hetgeen aangeeft dat dit de
mechanische eigenschappen niet in sterke mate beinvloedt.
Tot slot: als er sprake is van fractale breukvoortplanting, dan leidt dit
tot de interessante conclusie dat materiaalconstantes niet constant zijn
en afhankelijk kunnen zijn van de systeemgrootte.
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1 Het bepalen van de fractale dimensie van een oppervlak met behulp van
een scanning probe techniek, leidt tot een stelselmatige onderschatting
van deze fractale dimensie (hoofdstuk 5 van dit proefschrift).
2 Materiaal constanten zijn niet constant, maar hangen af van de schaal
waarop men kijkt (hoofdstuk 6 van dit proefschrift).
3 De uitspraak dat het politiek wenselijk is dat de maatschappij de richting
van het wetenschappelijk onderzoek bepaalt, impliceert  dat
wetenschappers niet tot de maatschappij behoren.
4 Het feit dat video dia en film heeft verdreven, geeft aan dat de
gemiddelde consument  gebruiksgemak boven kwaliteit stelt.
5 De haast religieuze groep aanhangers van volledig mechanische camera's,
vergeet het feit dat hun lichtmeter ook op stroom werkt.
6 Principes kun je niet laten varen, ze zinken direct.
7 De bereidwilligheid van bedrijven om universitaire projecten te
sponsoren, lijkt een voorbode te zijn van op handen zijnde reorganisaties.
8 Namen met bijzondere leestekens drijven, zeker in het automatiserings
tijdperk, hun dragers en ambtenaren soms tot wanhoop. 
9 Het eeuwige gebrek aan technici is een gevolg van het gebrek aan een
eenduidige definitie van de term techniek.
10 Het feit dat het noorden van het land nog steeds een dunbevolkte regio is,
bewijst dat het file probleem geen echt probleem is.