Abstract. Pseudo-multiplicative unitaries on C*-modules generalize the multiplicative unitaries of Baaj and Skandalis [1] , and are analogues of the pseudo-multiplicative unitaries on Hilbert spaces studied by Enock, Lesieur, Vallin [5] , [10] , [21] . We introduce Hopf C*-families on C*-bimodules and associate to special classes of pseudo-multiplicative unitaries two Hopf C*-families. Furthermore, we discuss dual pairings and counits on these Hopf C*-families, étalé and proper pseudo-multiplicative unitaries, and two classes of examples. In a later article, we will study regularity conditions on pseudo-multiplicative unitaries, coactions of Hopf C*-families on C*-algebras, and duality.
Introduction
Multiplicative unitaries, introduced by Baaj and Skandalis [1] , play a central rôle in operator-algebraic approaches to quantum groups and to generalizations of Pontrjagin duality: To each locally compact quantum group -that is, a Hopf C*-algebra equipped with a Haar weight -one can associate a manageable multiplicative unitary [7] , [8] , [11] , and to every manageable multiplicative unitary, one can associate a pair of Hopf C*-algebras called the legs of the unitary [23] . One of these legs coincides with the initial quantum group, and the other is its Pontrjagin dual. A remarkable feature of the theory of quantum groups is the close interplay between the C*-algebraic (i.e., topological) and the von Neumann algebraic (i.e., measurable) level.
In the setting of von Neumann algebras, the theory of quantum groups was extended to a theory of measured quantum groupoids by Lesieur [10] , building on work of Vallin and Enock [5] , [6] , [21] . Central concepts in this theory are Hopf-von Neumann bimodules and pseudo-multiplicative unitaries on Hilbert spaces, which generalize Hopf C*-algebras and multiplicative unitaries, respectively. Each measurable quantum groupoid gives rise to a manageable pseudo-multiplicative unitary, and each such unitary gives rise to a pair of Hopf-von Neumann bimodules called the legs of the unitary.
In the setting of C*-algebras, a theory of quantum groupoids is still elusive. The proper analogue of a (pseudo-)multiplicative unitary on Hilbert spaces -a pseudomultiplicative unitary on C*-modules -is defined in this article; special examples were already discussed by O'uchi [13] , [14] . The proper analogue of the notion ofConventions and preliminaries. Given a subset Y of a normed space X, we denote by OEY Â X the closed linear span of Y .
Recall that a partial automorphism of a C*-algebra B is a -isomorphism W Dom. / ! Im. /, where Dom. / and Im. / are closed ideals of B. Since the composition and the inverse of partial automorphisms are partial automorphisms again, the set PAut.B/ of all partial automorphisms of B forms an inverse semigroup [16] . We denote the inverse of a partial automorphism by . Let 0 / is the largest ideal on which and 0 coincide. We consider (right) C*-modules, also known as Hilbert C*-modules or Hilbert modules, see, e.g., [9] .
All sesquilinear maps (as, e.g., the inner product of a Hilbert space or a C*-module) are assumed to be conjugate-linear in the first component and linear in the second one.
Let A, B be C*-algebras. Given C*-modules E, F over B, we denote the set of all adjointable operators E ! F by L B .E; F /, and the subset of all compact operators by K B .E; F /.
A right C*-A-B-bimodule is a C*-module E over B with a fixed non-degenerate -homomorphism W A ! L B .E/. If the representation is understood, we loosely call E a right C*-bimodule and write b for .b/ , where b 2 B, 2 E; otherwise, we denote the right C*-bimodule by E. Given right C*-A-B-bimodules E, F , we put L A B .E; F /´fT 2 L B .E; F / j aT D T a for all a 2 A; 2 Eg. Given a C*-A-module E and right C*-A-B-bimodule F , one can form an internal tensor product E˝A F , which is a C*-module over B [9] , Chapter 4. It is densely spanned by elements Á˝A , where Á 2 E, 2 F , such that hÁ 0˝A 0 jÁ˝A i D h 0 jhÁ 0 jÁi i and .Á˝A /b D Á˝A b. We denote the internal tensor product by " "; thus, for example, E F D E˝A F .
Given E and F as above, one can also form a flipped internal tensor product F E: we equip the algebraic tensor product FˇE with the structure maps h 0ˇÁ0 j ˇÁi´h 0 jhÁ 0 jÁi i, . 0ˇÁ0 /b´ 0 bˇÁ 0 , and by factoring out the null-space of the semi-norm 7 ! kh j ik 1=2 and taking completion, we obtain a C*-B-module F E. It is densely spanned by elements Á, where Á 2 E, 2 F , such that h 0 Á 0 j Ái D h 0 jhÁ 0 jÁi i and . Á/b D b Á. The usual and the flipped internal tensor product are related by a unitary map † W F E ! Š E F , Á 7 ! Á. If we want to emphasize that the factor F of a (flipped) internal tensor product E F (or F E) is considered as a right C*-bimodule via a fixed representation , we denote the product by E F (or F E, respectively). We shall frequently use the following result [3] , Proposition 1.34: S T 2 L B .E 1 F 1 ; E 2 F 2 / such that .S T /.Á / D SÁ T for all Á 2 E 1 , 2 F 1 . Moreover, .S T / D S T .
The (flipped) internal tensor product of C*-bimodules is a C*-bimodule in a natural way, and the (flipped) internal tensor product is associative in a natural sense. More generally, (flipped) internal tensor products can be iterated in a natural way, and the C*-module obtained does not essentially depend on the order in which the tensor products are formed.
Pseudo-multiplicative unitaries
Recall that a multiplicative unitary [1] , Définition 1.1, on a Hilbert space H is a unitary V W H˝H ! H˝H that satisfies the so-called pentagon equation Throughout this section, let B be a C*-algebra.
Definition 2.1.
A C*-trimodule .E; Ǒ ;ˇ/ over B is a full C*-B-module E with two commuting non-degenerate faithful representations Ǒ ;ˇof B on E.
Let .E; Ǒ ;ˇ/ be a C*-trimodule over B. Using Proposition 1.1, we define representationsˇ1, Ǒ 2 ,ˇ2 of B on E Ǒ E byˇ1.b/´ˇ.b/ 1, Ǒ 2 .b/´1
Ǒ .b/, 
Then all operators in the following diagram are well defined:
ee ee ee ee ee e Definition 2.3. Suppose that .E; Ǒ ;ˇ/ is a C*-trimodule over B. We call a unitary W 2 L B .E Ǒ E; E ˇE / pseudo-multiplicative iff it satisfies the intertwining conditions (1) and diagram (2) commutes.
For commutative B, Definition 2.3 subsumes the following special cases:
/ for all 2 C, 2 E, and W is a multiplicative unitary in the sense of Baaj and Skandalis [1] .
(ii) Ifˇ.b/ D b D Ǒ .b/ for all 2 E, b 2 B, then W is a continuous field of multiplicative unitaries as defined by Blanchard [2] .
(iii) If Ǒ .b/ D b for all 2 E, b 2 B, then W is a pseudo-multiplicative unitary in the sense of O'uchi [13] .
Clearly Definition 2.3 is a C*-algebraic analogue of the definition of pseudo-multiplicative unitaries on Hilbert spaces given by Vallin [21] .
Remark 2.4.
Let .E; Ǒ ;ˇ/ and W W E Ǒ E ! E ˇE be as in Definition 2.3. Then .E;ˇ; Ǒ / is a C*-trimodule over B, and the unitary W op´ † W † W Eˇ E ! E Ǒ E, called the opposite of W , is pseudo-multiplicative.
Let us turn to the fundamental example discussed already in [13] , the pseudomultiplicative unitary associated to a locally compact groupoid. For background on groupoids and Haar systems see, e.g., [17] or [16] . Example 2.5. Let G be a locally compact, Hausdorff, second countable groupoid with left Haar system . We denote its unit space by G 0 , its range map by r G , its source map by s G , and put G u´r 1
Denote by L 2 .G; / the C*-module over B associated to G and ; this is the completion of the pre-C*-module C c .G/, where
Then .E; Ǒ ;ˇ/´.L 2 .G; /; s; r/ is a C*-trimodule over B.
s;r / and C c .G 2 r;r / as pre-C*-modules over B via the structure maps
. f /.x; y/´ .x; y/f .r G . The pseudo-multiplicative unitary W G is closely related to the pseudo-multiplicative unitary on Hilbert spaces associated to G in [21] ; see [13] .
The following example is a C*-algebraic analogue of a pseudo-multiplicative unitary on Hilbert spaces considered by Lesieur [10] , Section 7.6. Example 2.6. Let B be a unital C*-algebra, C Â Z.B/ a C*-subalgebra containing 1 B , and W B ! C a faithful conditional expectation, that is, a faithful positive C -linear map such that j C D id C . We associate to a pseudo-multiplicative unitary W as follows.
First, consider B as a pre-C*-module over C via the inner product ha 0 jai´ .a 0 a/ and via right multiplication, and denote by B the completion. Next consider B as a right C*-B-B-bimodule in the natural way, and denote by E´B B the internal tensor product over C . Thus E is generated by elements a b, where a; b 2 B, and ha Evidently .E; Ǒ ;ˇ/ is a C*-trimodule. We claim that there exist unitaries .a b/ .c d /
.da b/ .c 1/ .e f / 
As indicated in the introduction, multiplicative unitaries are closely related to Hopf C*-algebras. Recall that a Hopf C*-algebra (more precisely, bisimplifiable C*-bialgebra, see also [1] ) is a C*-algebra A with a -homomorphism W A ! M.A˝A/ such that OE.A/.A˝1/ D A˝A D OE.A/.1˝A/ and .id˝/ B D .˝id/ B as maps A ! M.A˝A˝A/; note that id˝ and ˝id extend to M.A˝A/ by the first assumption. Here A˝A denotes the minimal tensor product. Now each well behaved (e.g., regular [1] or manageable [23] ) multiplicative unitary V on a Hilbert space H yields two Hopf C*-algebras . O A.V /; O / and .A.V /; /, called the legs of V , as follows [ 
Naturally, the following question arises: Given a pseudo-multiplicative unitary 
is adjointable up to a twist by Â 0 . If also is Â-homogeneous for some Â 2 PAut.B/, then j 0 2 W j i 2 is homogeneous in the sense that it is adjointable and commutes with Ǒ .B/ up to a twist by Â 0 or Â, respectively. To put these ideas into the right perspective, we give a systematic account of homogeneous elements and homogeneous operators in Section 3 before we return to pseudo-multiplicative unitaries in Section 6.
C*-families of homogeneous operators
In this section we introduce a general calculus of homogeneous operators on C*-bimodules and of homogeneous elements of C*-bimodules. Furthermore, we define C*-families which can be thought of as generalized C*-algebras of homogeneous operators on C*-bimodules.
Throughout this section, let A and B be C*-algebras.
Homogeneous operators on C*-bimodules. We consider maps of right C*-bimodules which almost preserve the bimodule structure:
Definition 3.1. Let E, F be right C*-A-B-bimodules and let 2 PAut.A/, 2 PAut.B/. We call a map T W E ! F a . ; /-homogeneous operator iff (i) Im.T / Â OEIm. /F , and T a D .a/T for all a 2 Dom. /, 2 E, and (ii) there exists a map S W F ! E such that hSF jEi Â Dom. / and hÁjT i D .hSÁj i/ for all 2 E, Á 2 F .
Let us collect some first properties of homogeneous operators. 
Let .u / be an approximate unit for J and let d 2 J . The last relation and the inclusion
As in the case of ordinary adjointable operators, one finds that S is uniquely determined by T and . But by (ii), S is independent of .
(v) This follows from standard arguments. For later use, we note the following simple example. The preceding remark shows that homogeneous operators generalize ordinary operators on right C*-bimodules only slightly. The point is that we shall consider entire families of homogeneous operators. Definition 3.6. Let E, F be right C*-A-B-bimodules and 2 PAut.A/, 2 PAut.B/. We denote the set of all . ; /-homogeneous operators from E to F by L .E; F / and put L .E/´L .E; E/. The strict topology on L .E; F / is the topology given by the family of seminorms T 7 ! kT k, 2 E, and T 7 ! kT Ák, Á 2 F .
The family of all homogeneous operators has the following properties: (
B .E; F /, and for each pair of partial identities
Proof. Most of these assertions generalize facts about ordinary operators on right C*-bimodules and can be proved in a similar way by the help of Proposition 3.2. Therefore we only prove
C*-families of homogeneous operators. We adopt the following notation. Let E, F be right C*-A-B-bimodules and let C D .C / ; be a family of closed subspaces C Â L .E; F /, where 2 PAut.A/, 2 PAut.B/.
Given a family
We define a family C Â L.F; E/ by .C / ´.C / for all , .
We put OECE´spanfT j T 2 C ; 2 PAut.A/; 2 PAut.B/; 2 Eg.
Let G be a right C*-A-B-bimodule and D Â L.F; G/ a family of closed subspaces. The product OEDC Â L.E; G/ is the family given by
for all 00 2 PAut.A/, 00 2 PAut.B/. Clearly the product .D; C/ 7 ! OEDC is associative. Similarly, we define families
By a slight abuse of notation, we define
The following generalization of C*-algebras will play an important rôle. whenever 1 Ä 2 and 1 Ä 2 . We call a C*-family C non-degenerate iff OECE D E. Remarks 3.9. Let C Â L.E/ be a C*-family.
(i) For each pair of partial identities
(ii) For each 2 PAut.A/ and 2 PAut.B/, the space C is a C*-module over the C*-algebra
Likewise, C is a left C*-module over the C*-algebra C and, in fact, a C*-bimodule over C and C . To every C*-family, one can associate a multiplier C*-family:
Evidently, M.C / is a C*-family and by Remark 3.
Homogeneous elements of right C*-bimodules. We consider elements of right C*-bimodules that almost intertwine left and right multiplication: Definition 3.11. Let E be a right C*-B-B-bimodule and Â 2 PAut.B/. An element 2 E is Â-homogeneous iff 2 OEE Dom.Â/ and b D Â.b/ for all b 2 Dom.Â/. We denote the set of all Â-homogeneous elements of E by H Â .E/. Moreover, we call E decomposable iff the family H .E/´.H Â .E// Â is linearly dense in E.
Note that B can be regarded as a C*-module over B in a natural way, and left multiplication turns B into a right C*-B-B-bimodule. Thus we can speak of homogeneous elements of B; these will be studied later.
Let E be a right C*-B-B-bimodule. For each 2 E, we define maps
Then j i has an adjoint h j D j i W Á 7 ! h jÁi and kj ik D k k ( [9] , p. 12-13).
Proposition 3.12. Let 2 E and Â 2 PAut.B/. Then the following conditions are equivalent:
Assume that (i) holds. To prove (ii), we only need to show that j i satisfies condition (i) of Definition 3.1. But by assumption, Im j i Â OEIm.Â/E and j i.bb
Let us prove (iii). Evidently, j commutes with left multiplication. By assumption, h jÁi 2 Dom.Â/ for all Á 2 E so that the map OE j W Á 7 ! Â.h jÁi/ is well defined. Let .u / be an approximate unit of Im.Â/. Then
Hence (iii) holds. Moreover, we may assume ku k Ä 1 for all , and then k k D lim kj u k Ä kj k. The reverse inequality is evident.
(iii) H ) (i): This follows from a similar argument as (ii) H ) (i).
Let E be a C*-module over A and F a right C*-A-B-bimodule. For each Á 2 E and 2 F , we define maps
, Lemma 4.6).
Proposition 3.13. Let E, F be right C*-B-B-bimodules and
Proof. The proof is similar to that of Proposition 3.12; we only sketch the main steps
For 0 D , 0 D this equation shows that kj 2 k 2 Ä kÂ.h j i/kk k 2 , and hence kj 2 k Ä k k. If E is full, this inequality is an equality. Finally, the equation above shows that the formula for OE j 2 defines a bounded map E F ! E, and that
0 2 E and 0 2 F .
Next we collect several useful formulas concerning homogeneous elements. Let E and F be right C*-B-B-bimodules, and for
Proposition 3.14. Let Â; Â 0 ; ; 2 PAut.B/. Then:
(iii) For each 2 E, the set fÂ 0 2 PAut.B/ j 2 H Â 0 .E/g either is empty or has a minimal element. 
Proof. We only prove assertions (iii), (iv), (vi), (vii); the others follow from straightforward calculations or can be deduced from Propositions 3.7, 3.12.
(iii) Given 2 E, apply Propositions 3.2 (iii) and 3.12 to j .
Since . .Â .u Ä v /w // Ä; ; is an approximate unit for Dom. Â /, the equation
This proves the first inclusion in (iv) and the second one follows similarly.
(vi) The assumptions imply that B is contained in the closure of X Â;Â 0
here we used (ii) and (v). The claims follow.
The preceding proposition suggests the following notation. Let E be a right C*-B-B-bimodule and let
We write
We define a family OEhE
Given a family C Â L.E; F /, where F is a right C*-B-B-bimodule, we define a family
Given a right C*-B-B-bimodule F and a family F Â H .F /, we define a family
Sometimes it is easy to determine a dense subspace E 0 Â E spanned by homogeneous elements and desirable to know whether
Proposition 3.15. Let E be a decomposable right C*-B-B-bimodule and E
Before collecting corollaries we prove another useful result by a similar technique. Let E, F be right C*-B-B-bimodules. For Â 00 2 PAut.B/, put K
id .E; F /. We prove the reverse inclusion for the case that F is decomposable; the case that E is decomposable is similar. Choose a bounded approximate unit
Using Proposition 3.14 (iv) and the relation Proof. By Proposition 3.14 (viii), OEH .E/ H .F / Â H .E F /. For the reverse inclusion apply Proposition 3.15 to
Proof. A short calculation shows that OEE H .F / Â H .E F /. For the reverse inclusion apply Proposition 3.15 to .OEE
Homogeneous elements of C*-algebras (ii) Put D´spec.b/ n f0g. For n 1, define f n 2 C 0 .D/ by f n .z/´z=jzj if jzj 1=n, and f n .z/´nz if jzj Ä 1=n. Then .f n / n converges in M.D/ strictly to a unitary and functional calculus shows that the sequence .f n .b// n converges in M.I b / strictly to some unitary u. Denote by id D 2 C 0 .D/ the identity map. ( To every C*-bimodule E we associate a C*-family O.E/ as follows: (ii) Obvious from (i) and Proposition 3.20 (iv). 
Proposition 3.21. Let A; B be C*-algebras and E a right C*-A-B-bimodule.
(i) Let a 2 H .A/, let 2 PAut.A/ and let b 2 H .B/, 2 PAut.B/. Then o a;b W E ! E, 7 ! a b, is . ; /-homogeneous and .o a;b / D o a ;b . (ii) Put O .E/´spanfo a;b j a 2 H .A/; b 2 H .B/g for all 2 PAut.A/, 2 PAut.B/. Then O.E/ Â L.E/ is a C*-family. Proof. (i) Let a, b as above. Then o a;b satisfies condition (i) of Definition 3.1 because Im.o a;b / Â aE Â Im. /E and o a;b a 0 D aa 0 b D .a 0 /a b D .a 0 /o a;b for all a 0 2 Dom. /, 2 E. Moreover,
The legs of a decomposable pseudo-multiplicative unitary and C*-families
We return to the study of a pseudo-multiplicative unitary
where .E; Ǒ ;ˇ/ is a C*-trimodule over a C*-algebra B, and define the legs of W in the form of families of homogeneous operators. Our definition of the left and of the right leg will be useful only if the right C*-bimoduleˇE or Ǒ E, respectively, is decomposable. From Proposition 3.13, equation (1) and Proposition 3.7 (ii) we deduce:
Then we have homogeneous operators
where j i 2 D and j
Then we have homogeneous operatorš
where jÁ 1 D Á and 
respectively. Applying the ket-bra notation to families of homogeneous elements, we can rewrite the definition of O A.W / and A.W / as follows. Define jˇEi Â L id .B;ˇE/ and jˇE Â L id .B;ˇE/ by (see Proposition 3.12)
Put hˇEj´jˇEi and OEˇEj´jˇE . ReplacingˇE by Ǒ E we similarly define
To all of these families we apply the leg notation just like to individual ket-bra operators.
If we pass from W to W op , the legs of the unitary get switched as follows:
Proof. For all homogeneous ;
For each Â 2 PAut.B/, b 2 H Â .B/ we have an .id; Â /-homogeneous operator (see the proof of Proposition 3.21)
Proof. We only prove the equations concerning
For brevity we denote the family H .B/ by B.
Given a right C*-bimodule F and a family C Â L.F /, we denote by C 0 Â L.F / the family of all homogeneous operators that commute with all operators of C. 
Proof. We prove the first part of (iii); the other assertions follow similarly. By Proposition 3.14 (iv),
Let us now prove the reverse
H .ˇE/ by Propositions 3.17, 3.14 and equation (1) . Therefore, 
Using the pentagon equation (2) and Proposition 3.17, we find that the product OE O A.W / O A.W / is equal to the family spanned by all compositions
where !; ! 0 2ˇ1.E ˇE / are homogeneous. Now equation (5) implies that
A.W / is equal to the family spanned by all compositions
where #; # 0 2ˇE are homogeneous and Á; Á 0 2 E are arbitrary. Because 2 .G; / as a right C*-bimodule via the representation r or s. Given f; g 2 C c .G/, we denote by fg, N f , f , f ? g 2 C c .G/ the functions given by .fg/.x/´f .x/g.x/, N f .x/´f .x/, f .x/´f .
The right C*-bimodule r L 2 .G; / is always decomposable, and using Proposition 3.14 (i) we find: 
If G is r-discrete and is a Haar-system on G, then for each u 2 G 0 , the set G u is discrete and the measure u is the counting measure multiplied by u .fug/ [16], Proposition 2.2.5. To simplify the discussion, we assume:
(ii) Let G be r-discrete, U Â G open and homogeneous, f 2 C c .U / and put
Proof. (i) The boundedness of L.f / can be seen by a similar proof as in [17] , Proposition 1.8, or [16] , Proposition 3.1.1. The last relation follows from associativity of the convolution [16] , Theorem 2.2.1. 
(ii), (iii) Combine (i) with Proposition 4.11 and Lemma 4.13.
In a subsequent article we will show that A.W G / is a C*-family whenever G is decomposable; here the difficulty is to prove that A.W G / D A.W G /. In general the C*-module Ǒ E will not be decomposable.
Hopf C*-families
In this section, we introduce the internal tensor product of C*-families, and the notion of a morphism of C*-families. These concepts are needed for the definition of a Hopf C*-family, which is given afterwards. Throughout this section, let A; B, C be C*-algebras.
The internal tensor product. Let E be a right C*-A-B-bimodule and F a right C*-B-C -bimodule. We define an internal tensor product of operators as a map 
Proof. To simplify notation, we put E´E 1˚E2 ; F´F 1˚F2 and consider S and T as elements of L
S S
.E/ and L T T
.F /, respectively, in the natural way. Let Á; Á 0 2 E and ; 0 2 F . Then
Suppose that .u / is an approximate unit for Dom. T /. Then Proposition 3.2 (v) and Lemma 5.
Let us show that the map Á 7 ! SÁ T is well defined and bounded. By equation (6) 
Replacing S and T by their adjoints, we obtain a bounded map S T W E F ! E F , and equation (6) shows that S T is . S ; T /-homogeneous with adjoint .S T / D S T .
Next we introduce the internal tensor product of C*-families.
Definition 5.4.
Suppose that E 1 , E 2 are right C*-A-B-bimodules and F 1 ; F 2 right C*-B-C -bimodules. The internal tensor product of families of closed subspaces (
It is easy to see that the internal tensor product is associative:
Proposition 5.7. Let A, B, C , D be C*-algebras, let E be a right C*-A-B-bimodule, F a right C*-B-C -bimodule and G a right C*-C -D-bimodule. Furthermore, let
The constructions introduced above can easily be adapted to the flipped internal tensor product of right C*-bimodules and give rise to a flipped internal tensor product of homogeneous operators and of C*-families.
Embedding C*-families into C*-algebras. We construct an embedding of C*-families into C*-algebras that will be used in the next section. This construction involves two right C*-bimodules I A, I B. Let us first define I A. Consider A as a C*-A-module. Then for each Â 2 PAut.A/, the ideal Dom.Â/ Â A is a C*-submodule and routine calculations show:
Consider the direct sum of C*-modules I A´L Â2PAut.A/ Dom.Â/ as a right C*-A-A-bimodule via the representations Â defined above. For each Â 2 PAut.A/, denote by v Â W Dom.Â/ ! I A, x 7 ! v Â x, the canonical map. Then sums of the form P Â v Â x Â , where x Â 2 Dom.Â/ is zero for all but finitely many Â, form a dense
Replacing A by B, we obtain a right C*-B-B-bimodule I B.
Lemma 5.9. For all 2 PAut.A/, 2 PAut.B/, the maps V W I 0 A ! I 0 A and
Proof. Given a logical expression e, put e ´0 if e is false, and e ´1 if e is true. Fix 2 PAut.A/, ¤ id f0g .
The map V extends to a bounded linear map on I A of norm 1 because
, and again the spaces above are orthogonal. We claim that V a D aV for each a 2 A. Indeed, if Â 2 PAut.A/, Â D Â , and Â
0´Â
, then for all x 2 Dom.Â/,
Moreover, for all ; 0 ; Â; Â 0 2 PAut.A/ and x 2 Dom.Â/, x 0 2 Dom.Â 0 /,
The claims concerning V follow and the claims concerning W are proved similarly.
Theorem 5.10. Let E be a right C*-A-B-bimodule. For
Proof. Let T , T 0 , , 0 , , 0 be as above. By Lemma 5. By Theorem 5.10 we can embed every C*-family into some C*-algebra. Nevertheless, we continue to work with C*-families, because it is not clear how to define the internal tensor product, which is crucial for the concept of a Hopf C*-family, intrinsically on the level of the ambient C*-algebras.
Morphisms of C*-families. It seems difficult to find a notion of a morphism between C*-families that makes the internal tensor product bifunctorial (with respect to these morphisms). We adopt a pragmatic approach: Proof. This follows from the existence of a -homomorphism I A I B which makes the diagram below commute for all 2 PAut.A/ and 2 PAut.B/:
Remarks 5.14. Proof. If we can prove the assertion for the case that B D D; D id B and for the case that A D C ; D id A , then we can simply put ´. id/ B .id /. We treat the first case, the second one is similar.
Let 2 PAut.A/, 0 2 PAut.C /. Denote by F the right C*-bimodule on which B acts. If ; 0 2 PAut.B/, 0 , then the diagram
commutes. So we can insert a unique linear map . id/ 0 W .A B/ 0 ! .C B/ 0 that does not depend on , 0 such that the diagram still commutes. The family .. id/ 0 / ; 0 is extendible. For let X be a right C*-C-A-bimodule and Y a right C*-C -C-bimodule. Then F Y is a right C*-B-C-bimodule, so the linear map Proof. Uniqueness follows once existence is proved by a standard argument. Denote by F the underlying right C*-bimodule of D. Choose an approximate unit .u / for the C*-algebra C id id such that 0 Ä u Ä 1 for all . We construct an extension x W M.C/ ! M.D/ of for each 2 PAut.A/ and 2 PAut.B/ as follows. Let c 2 M.C/ . Since and D are non-degenerate, the net . .cu // converges strictly to some x .c/ 2 L .F / (see Proposition 3.7 (i)).
We show that the family x W M.C / ! M.D/ is a morphism. Let X be a right C*-C-A-bimodule and Y a right C*-B-C-bimodule. By assumption on , the -homomorphism X Y is non-degenerate and extends to a -homomorphism 
We are primarily concerned with the following examples of morphisms.
Examples 5.19. (i) An inclusion of C*-families is a morphism.
Let C be a C*-family on a right C*-A-B-bimodule E.
(ii) Let F be a right C*-A-B-bimodule and
(iii) Let F be a C*-module over C and W C ! L B .E/ a -homomorphism such that .C / commutes with each operator in C. Consider F E as a right C*-A-B-bimodule via a.Á /´Á a for all a 2 A, Á 2 F , 2 E. By a slight abuse of notation, we denote by 1 C Â L.F E/ the internal tensor product of C with the C*-family generated by the identity operator on F . Then 1 C is a C*-family, and the map T 7 ! 1 T defines a non-degenerate morphism C ! 1 C. If .hF jF i/ Â L B .E/ is non-degenerate, then this morphism is injective. If the C*-family C is non-degenerate, then 1 C is non-degenerate. Now we have gathered all concepts needed to define Hopf C*-families. Note that condition (i) implies that is non-degenerate; therefore we can extend id ; id (or id ; id, respectively) to multipliers.
Legs of a decomposable pseudo-multiplicative unitary and Hopf C*-families
where .E; Ǒ ;ˇ/ is a C*-trimodule over a C*-algebra B, and construct comultiplications on the legs O A.W / and A.W / defined in Section 4. As before, our constructions are interesting only if the right C*-bimoduleˇE or Ǒ E, respectively, is decomposable. (1))
On the operators O a . 0 ; / and a .Á 0 ;Á/ of Lemma 4.1, O and act as follows:
where
(ii) Let Á; Á 0 2 Ǒ E be homogeneous. Then .a .Á 0 ;Á/ / is equal to the map
Proof. We only prove (i). By definition, O . O a . 0 ; / / is equal to the composition
and this is equal to the map 
Example: the pseudo-multiplicative unitary W G . Let us consider the pseudomultiplicative unitary W G associated to a groupoid G and determine the comultiplications on its legs. We use the same notation as in Example 2.5 and Section 4.
Recall that the left leg
G; // corresponds to (a filtration of) the C*-algebra C 0 .G/, and that the internal tensor product 
We prove the first equality, and the second one follows similarly. Denote by p 2 W C 0 .G/ ! C b .G 
Recall that the right leg A.W G / corresponds to the left regular representation of G, and that 
Here
id by Proposition 4.14 and because
In a subsequent article we will show that .A.W G /; / is a Hopf C*-family whenever G is decomposable. 
for all Á; 2 E and all homogeneous a; b; c; d; e 2 B. 
Additional structure on the legs
As before let B be a C*-algebra, let .E; Ǒ ;ˇ/ be a C*-trimodule over B and let W W E Ǒ E ! E ˇE be a pseudo-multiplicative unitary. 
The next proposition involves the weak topology on L.E/, which is the locally convex topology generated by all seminorms of the form T 7 ! kh 0 jT ik where ; 0 2 E. Denote by x X w the weak closure of a subset X Â L.E/. 
and
Fixed and cofixed multipliers. For (pseudo-) multiplicative unitaries on Hilbert spaces, fixed and cofixed elements were studied by Baaj and Skandalis [1] , paragraphe 1, and later by Enock [4] , Section 5. We carry over the definition and some of their results to the present situation. The discussion involves multipliers of C*-modules, which we briefly review.
Recall that E can be identified with K B .B; E/ Â L B .B; E/ via $ j i, and that elements of L B .B; E/ are called multipliers of E. We extend the ket-bra notation to multipliers as follows. Let S 2 L B B .B; Ǒ E/. Consider the maps S id W B ˇE ! E ˇE and S id W B E ! E Ǒ E (see Proposition 1.1). Identifying B ˇE and B E with E, we obtain maps jS i 1 W E ! E ˇE and jS 1 
We extendˇ, Ǒ to the multiplier algebra M.B/ and denote the extensions byˇ, Ǒ again. Using the fact that EB D E [9] , Lemma 4.4, it is easy to see that for each 2 E and T 2 M.B/, there exists a unique element T 2 E such that . T /b D .T b/ for all b 2 B. ( ( Recall that a quasi-basis for is a finite set of elements .u i / i of B satisfying P i .bu i /u i D b for all b 2 B, and that is said to be of index-finite type iff there exists a quasi-basis for . Moreover, if is of index-finite type with a quasi-basis .u i / i , then the element Index. /´P u i u i 2 B is central, invertible and independent of the choice of .u i / i . For details, see, e.g., [22] . Lemma 7.14. If .u i / i is a quasi-basis for , then P i u i u i 2 H id . Ǒ E/.
Proof. 
