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In this paper a new algorithm is given for the construction of self-comple- 
mentary graphs, and results concerning structural properties and adjacency 
matrices of these graphs are presented. 
1 NTRODUCTION 
Self-complementary graphs were studied previously by Ringel [I] and 
Sachs [2]. Each presents a construction algorithm for self-complementary 
graphs, and Sachs considers properties of special self-complementary 
graphs. In this paper we present a new algorithm for constructing self- 
complementary graphs and use it to obtain results concerning the structural 
properties of these graphs. In addition an adjacency matrix introduced by 
Seidel [3] is defined and eigenvalue properties of these matrices are 
presented. 
The number of self-complementary graphs with a given number of 
vertices is known. Read has presented [4] formulas which enumerate, for 
a given II, the number C,, of non-isomorphic self-complementary graphs 
on n vertices. For example, G, =- I, G, = G3 = 0, G4 = 1, G5 = 2, 
G, = G7 = 0, G, = 10, and G, = 36. 
DEFINITIONS 
A graph G is self-~onzplementar~ (s.c.) if it is isomorphic to its comple- 
ment, G. If G has vertex set {I, 2,..., t7i- and is s.c., then the isomorphism 
between G and G can be represented as a permutation, 7, on the set 
* This paper contains results from the author’s Ph.D. dissertation, “Self-Comple- 
mentary Graphs: Their Structural Properties and Adjacency Matrices,” Michigan 
State University, June, 1970. 
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11, L., n}. We will write T(G) = c and call r a complementiFzgpermutation 
for G. We will assume that all permutations are expressed as the product 
of disjoint cycles. There is only one S.C. graph with four vertices and there 
are two with five vertices. These graphs along with some complementing 
permutations are given in Figure 1. Note that a particular S.C. graph may 
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FIG. I. Self-complementary graphs and complementing permutations 
have several complementing permutations and that non-isomorphic S.C. 
graphs may have the same complementing permutation. 
The adjacency matrix we will use has advantages over the standard 
O-1 matrix in the study of complementary graphs. This matrix was intro- 
duced by Seidel [3]. The adjacency matrix, A(G) = (a,j), of graph G 
having vertex set {I, 2,..., nj is the 12 x II matrix with i - j entry 
a;j = 1 
1 
1, if i is not adjacent to j, 
- I, if i is adjacent to j. 
See Figure 2. Note that A(G) is symmetric and therefore has real eigen- 
values. 
G: ‘y3 A(G)= -? -; ! j  [ 1 1 -1 0 
FIG. 2. A graph and its adjacency matrix. 
THE CONSTRUCTION ALGORITHM AND STRUCTURAL PROPERTIES 
Before describing the construction algorithm we present some elemen- 
tary observations: 
OBSERVATION (1). If G is a S.C. graph with n vertices, then n = 0, 1 
(mod 4). This follows because G must have half of the possible (3 edges. 
Hence, n(n - I)/4 must be an integer. 
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OBSERVATION (2). Since the complement of any disconnected graph is 
connected, any S.C. graph is connected. 
Ringel [l] and Sachs [2] have both proved the following result con- 
cerning the cycle structure of a complementing permutation: 
THEOREM I. If G is s.c. with II l>ertices alid r(G) = G, t/ret1 iJ‘ II 0 
(mod 4) each cycle qf T has length divisible by 4 arid ifn :: 1 (mod 4) T has 
exactly one qrle of lerlgth 1 and all other cycles hat>e length divisible by 4. 
As an immediate consequence we have 
COROLLARY 1 .l. Ij’ 11 = 4k f- I, then G has at least ow vertex of 
degree 2k. 
Note that, if T(G) = G, then F+l(G) := G. It follows that 
{G 1 T(G) == cj C {G ~ T=+~(G) = GJ. 
As the labeling of the vertices is immaterial, it is apparent that, if pi and 7y 
have the same cycle structure, then 
;G j TJG) ~~~ G; -- (G / TJG) = G‘:. 
We can eliminate all odd prime power divisors of the cycle lengths of a 
complementing permutation 7 by raising 7 to the product of such odd 
powers. This new permutation T’ will have all its cycle lengths powers of 
2. (Of course, at most one is of length 1 and none is of length 2.) Therefore, 
successive odd powers of T+ will have the same cycle structure as 7;. 
Consequently, if we can find, for permutations on 77 symbols, 
(1) 
where the union is taken over all possible cycle structures where the cycles 
have 2-power lengths, we will have found all self-complementary graphs 
with II vertices. We remark that the same graph may occur in several of the 
individual sets. 
The following algorithm, a modification of Ringel’s [I 1, provides a 
method for constructing (but not uniquely) all self-complementary 
graphs having a given complementing permutation 7 which has cycles of 
2-power lengths. 
CONSTRUCTION ALGORITHM. Assume, without loss of generality, that 
the symbols in T are numbered consecutively from 1 to n, and that the 
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cycles are of non-decreasing lengths 4k, , 4k, ,... (except for a possible 
l-cycle (n) at the end). Here, of course, k, , k, ,... are powers of 2. The 
following symbols will constitute the range of symbol 1: the symbols 
2, 3,..., 2k, + 1 of the first cycle, the first 4k, symbols of each other cycle, 
and the symbol n if (n) is a l-cycle. We will construct a graph G with 
vertices labeled 1, 2,..., n and therefore we identify the symbols in r with 
the vertices in G. Consider the (unordered) pairs of symbols (l.,j) where,j 
is in the range of 1. For each pair we arbitrarily decide whether or not 1 
and j will be adjacent in G. Once these choices have been made, the same 
choices must apply to the pairs 
(+(l), +(j)), for i = 1, 2 ,..., 2ki, , 
where .j is in a cycle of length 4kfj. (If ,j = n = 4k + 1 then let 
i = 1. 2,..., 2k, .) The opposite adjacency relations must apply to the 
pairs 
(T'i&l(l)9 +1(j)), 
where i is as above. 
This completes the first stage of the algorithm. We next reduce the 
problem by replacing the permutation T by the simpler permutation T*, on 
II - 4k, symbols, obtained from 7 by deleting its first cycle. Now, apply 
to T* the procedure described above. Then delete the first cycle of T* and 
continue this way until no cycles remain. The algorithm will terminate 
since T has a finite number of symbols. This completes the algorithm. 
We now prove that the Construction Algorithm does, in fact, produce 
a well-defined self-complementary graph. 
THEOREM 2. As a result of performing the Construcfion Algorithm: 
(i) the adjacency relation between vertices is well-defined, 
(ii) every pair of vertices is assigned an adjacency relation, 
(iii) the graph thus constructed is self-complementary. 
Proof. (i) The pair (I,j) cannot be sent to itself by an odd power of 7 
because T”-‘(j) # j (except for the trivial case that there is a I-cycle (n) 
at the end and j = n), and if +-l (1) = ,j then j is the symbol 2i in the 
first cycle of 7 and ?-‘(,j) = 4i - 1 (mod 4kJ = - 1 (mod 4) # 1. Thus 
the pair (1,j) can never be assigned simultaneous adjacency and non- 
adjacency. The same argument applies to the pairs 
(+(l>> +(j>) 
and carries over for all stages of the Construction Algorithm. 
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(ii) It is clear that, once the first vertex of each cycle has its adjacencies 
determined with all the vertices which follow it, all adjacencies of the graph 
are determined. For convenience, we will adopt the following notation: 
a(i, j) =z a;j , the i - j entry of A(G). 
By the Construction Algorithm, 
a(+( i), 7q j)) = ( - I )” a( i,,j). (2) 
If j < 4k,, that is, if ,j is in the first cycle, then letting i = 1 and 
h- = 4k, -+ 1 -j in (2) we see that 
a(l,j) = (--I)‘-1~(1.4k, + 2 -,j). 
Hence, all adjacencies in the first cycle are determined if we know the 
adjacencies between 1 and 
2, 3 ,..., 2k, -I- I. 
The adjacencies between 1 and the first 4/i, vertices in any other cycle 
determine all adjacencies between the vertices in the first cycle and the 
vertices in that cycle. This is because the adjacencies between 1 and the 
first 4k, vertices form a pattern of period 4k, since li, divides kj forj > 1. 
We have shown, then, that the adjacencies among vertices in the first 
cycle and the adjacencies between the vertices of the first cycle and all other 
vertices of the graph are determined once the adjacencies between 1 and 
the vertices in its range are given. Repeating the argument for each stage 
of the Construction Algorithm proves that all adjacencies of the graph 
are determined. 
(iii) Now that we have shown that the adjacencies are well-defined and 
that all possible adjacencies are determined, it follows immediately that 
the graph given by the Construction Algorithm is self-complementary. 
because the given permutation T is an isomorphism between G and G. 
That is, T(G) = G. This completes the proof. 
Since every self-complementary graph having II vertices possesses a 
complementing permutation, 7, with cycles having 2-power lengths, as the 
various arbitrary choices of initial adjacencies are chosen, the Construc- 
tion Algorithm will produce, possibly with repetition, all self-complemen- 
tary graphs having 7 as a complementing permutation. That is. it is 
possible to find 
{G 1 T”(G) = @ 
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so that, according to (l), all self-complementary graphs having n vertices 
can be determined. 
We illustrate the application of the Construction Algorithm on a 
permutation having 9 symbols to construct a self-complementary graph 
having 9 vertices. Let 
7 = (1234)(5678)(g). 
The of range 1 is 2, 3, 5, 6, 7, 8, 9. The range of 5 is 6, 7, 9. 
Let a(l,j) = -1 forj = 2, 5, 8, let a(l,j) = 1 forj = 3, 6, 7, 9. 
Let a(5,j) = - 1 forj = 6, 9, let a(5,j) = 1 forj = 7. 
We represent this adjacency assignment schematically in Figure 3. The 
FIG. 3. An adjacency scheme. 
vertical bars mark the end of the range in a cycle. In the scheme, an arc is 
drawn from an initial point to a point in its range if and only if adjacency 
is implied. The graph so determined is given in Figure 4. 
FIG. 4. The self-complementary graph constructed from the scheme in Figure 3. 
There are several observations concerning the structure of S.C. graphs 
which follow immediately from Theorem 1, the Construction Algorithm, 
and Theorem 2. Assume that G has n vertices and that 7(G) = G. 
OBSERVATION (3). The set of vertices in any subset of the cycles of 7 
will induce a S.C. subgraph of G. 
In the example in Figure 4, the sets I, 2, 3,4,9 and 5,6,7, 8 induce 
the subgraphs shown in Figure 5. 
FIG. 5. Self-complementary subgraphs induced by cycles of a complementing 
permutation. 
112 R. A. GIBBS 
OBSERVATION (4). In any cycle of T with length greater than 1, the 
vertices alternate in degree, the sum of the consecutive degrees being IZ - 1. 
In the graph of Figure 4, the first cycle has degrees 3, 5 and the second 
has degrees 4,4. 
OBSERVATION (5). Let G have vertex set V. If SC Y contains all 
vertices of given degrees and T is the set of all vertices of degrees com- 
plementary to those in S, then S u T induces a S.C. subgraph of G. 
This follows because S u T must be fixed by 7. 
Note that, if S n T = a, then S and T have the same number of 
vertices, say HI, and there are m2/2 edges between the two sets of vertices 
(half the possible number). 
OBSERVATION (6). If H is any subgraph of G induced by the vertex set 
A C V and we interpret -r(H) to be the graph induced by the vertex set 
{pi i E A), then T(H) s R. I n particular, if His a S.C. induced subgraph 
of G, then 9(H) E H for i = 1, 2 ,.... 
This follows because o1 and v2 in S are adjacent in A if and only if T(GJ 
and ~(z3J are non-adjacent in T(H). 
We next note the following properties of the automorphisms and 
complementing permutations of an S.C. graph: 
OBSERVATION (7). The set of automorphisms and complementing 
permutations of an S.C. graph G forms a group in which the automorphism 
group of G is a (normal) subgroup of index 2. It follows that G has as 
many complementing permutations as automorphisms. 
Since any complementing permutation has order divisible by 4 we have 
OBSERVATION (8). The automorphism group of an S.C. graph G is a 
non-trivial group. 
Remark. The properties of an S.C. graph having II = 4k + 1 vertices 
can be determined directly from one of its S.C. induced subgraphs having 
4k vertices. In fact, if T(G) = G and G has n = 4k + 1 vertices, then by 
Corollary 1.1 the vertex n has degree 2k. Moreover, by the Construction 
Algorithm, n is adjacent to alternate vertices in each cycle of T. By Observa- 
tion 3, if we remove the vertex 12 and its 2k edges we will obtain a S.C. 
graph having 4k vertices. Conversely, if we begin with a S.C. graph having 
4k vertices and complementing permutation p, we can easily construct all 
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S.C. graphs with 4k f 1 vertices which have this graph as an induced 
subgraph. Simply connect the new vertex to alternate vertices in each 
cycle of p. By the Construction Algorithm, this new graph will be self- 
complementary. For example, in Figure 6, graphs (b) and (c) are obtained 
from graph (a) by joining vertex 5 to vertices 1 and 3, and to vertices 2 
and 4, respectively. 
5 
17 
2 I 
3 1 
r = 112341 
4 2 
cl 
3 
AL 
4 12 4 
l0) 
3 
(01 CC) 
FIG. 6. Two five-vertex S.C. graphs obtained from the four-vertex SC. graph. 
For the reasons mentioned above, we shall restrict our attention to S.C. 
graphs having 4k vertices. 
We will next present a series of theorems which will lead to our main 
result on the structural properties of S.C. graphs. This result, the Decom- 
position Theorem, shows that every S.C. graph having 4k vertices possesses 
a collection of k disjoint induced subgraphs isomorphic to the S.C. graph 
having 4 vertices. 
First, we investigate some properties of S.C. graphs which possess a 
complementing permutation consisting of a single cycle. Graphs of this 
type have been considered by Sachs [2]. The present results are new, 
although Sachs observed part (ii) of the following theorem. We shall 
prove part (i) only. 
THEOREM 3. Let T-(G) = C where 
i- = (1 2 ..e 4k); 
then 
(i) each odd-labeled vertex of G is adjacent to exactly k even-labeled 
vertices and each even-labeled vertex is adjacent to exactly k odd-labeled 
vertices, 
(ii) G has vertices qf two degrees: for some r such that 
k<r<3k--l 
there are 2k vertices of degree r and 2k vertices of degree 4k - 1 - r. 
Moreover, for every such r, at least one S.C. graph G with r(G) = G exists 
having 2k vertices of degree r and 2k vertices of degree 4k - 1 - r. 
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Proof. (i) Note that 
(gl, 2i) = (-1)47.1-1-c a(T4h+l-2i (I), T4k+l--?i (2j)) 
= -0(4k + 2 - 2i, 1) = -a(I? 4k + 2 - 29. 
Hence 1 is adjacent to 2i if and only if it is not adjacent to 4k +- 2 - 2i. 
Therefore, 1 is adjacent to exactly half of the 2k even-labeled vertices. By 
the Construction Algorithm, this implies that every odd-labeled vertex is 
adjacent to exactly k even-labeled vertices. Similarly, any even-labeled 
vertex is adjacent to exactly k of the odd-labeled vertices. 
Renmrk. Sachs defines a S.C. graph to be quasi-regular if it has 4k 
vertices, 2k of degree 2k ~ 1 and 2k of degree 2k. By the Construction 
Algorithm, quasi-regular graphs can be constructed for all k. By adding a 
new vertex and joining it to the 2k vertices of degree 2k - 1 in G, the 
resulting graph G* will be S.C. and regular of degree 2k. Conversely, given 
a regular S.C. graph, it must have 4k f I vertices, for some k, and be 
regular of degree 2k. If, for any complementing permutation, we remove 
the fixed vertex and its 2k edges, a quasi-regular S.C. graph with 4k vertices 
will result. 
We now present the fundamental lemma which will lead to the Decom- 
position Theorem: 
LEMMA I. Let T(G) = e, r = ( 1 2 ... 4k). Then G contains a subgraph 
isomorphic to the S.C. graph with four Ljertices. This subgrapk is induced by 
the llertices 
;1,2,2i - 1, 2il 
for some i such that 
2+i:Xk I. 
ProoJ Let i be the first positive integer for which 
a(l,2i) = -a(], 2). 
Then it is readily seen that the subgraph induced by the set 
{1,2,2i - 1,2ij 
(3) 
is isomorphic to the S.C. graph with four vertices. In fact, if ~(1, 2) = -I, 
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the subgraph will be one of those in Figure 7 and, if a(l,2) = 1, the sub- 
graph will be one of those in Figure 8. 
1 Zi-1 1 Zi-1 
2 n 2i 2 Ll 2i 
FIG. 7. The two possible subgraphs if ~(1, 2) = - 1. 
1 21-l 
2 X 21 
1 
2 x 
2i -1 
2i 
FIG. 8. The two possible subgraphs if ~(1, 2) = 1, 
To show that such an i, as in (3), exists, observe that if 
a( 1, 29 = a(1, 2) for i = I, 2 ,..., k 
then, from the proof of (I), Theorem 3, 
a(l,2k + 2) = a(l, 4k + 2 ~ (2k)) = -a(l, 2k) = -a(], 2) 
so that the subgraph induced by the set {I ~ 2,2k + 1, 2k + 21 must be 
isomorphic to the four-vertex S.C. graph. 
We are now in a position to present our main result on the structural 
properties of S.C. graphs: 
THEOREM 4 (The Decomposition Theorem). Zf G is S.C. urzd bus 4k 
vertices, tllen G possesses a collection qf h- &joint in&-ed four-certex S.C. 
subgraphs. 
Proof. Let T be a complementing permutation for G whose cycle 
lengths are powers of 2. By Theorem 5 the vertices in each cycle of T 
induce a S.C. subgraph of G. It thus suffices to show that these subgraphs 
have the desired decomposition. 
Consider a cycle of 7 of length 2”. For convenience of notation, let the 
cycle be 
(1 2 ... 2’7”). 
Suppose, according to the lemma, that 2i is the first even-labeled vertex 
such that the set (1, 2,2i + 1, 2i + 2) induces a subgraph isomorphic to 
the four-vertex S.C. graph. Consider the following set of odd integers: 
{T”“i(l)> = {CJ, t = 0, 1, 2 )... . (4) 
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If 
i = 2Ts, where s is odd 
then, since I = 2”1-1-T is the smallest integer such that 2ti G= 0 (.mod 2”“), 
the set (4) will contain 2+pr distinct odd integers. Thus 2nL-z-r distinct 
pairs of odd integers 
(1) T’i(l)), (Tq,l), T6i( 1)) )... 
are determined. If r > 0, select an odd integerJ < 2”” which is not in {cfj 
and obtain a new set of odd integers 
{+(,j)) t = 0, 1. 2 ,... . 
This set will determine, as before, 2”-‘-” new disjoint pairs of odd integers. 
We continue until every odd integer less than 2’” belongs to some set. 
When every odd integer less than 2”” is accounted for, 2’ sets will have been 
constructed, each determining 21n--2--r disjoint pairs of odd integers. 
In total, then, 2m-3 disjoint pairs of odd integers are determined. Note 
that this accounts for all the odd integers in the cycle. For each pair 
(Jj + 1, 7”i(2j $ 1)) 
so determined, we associate the following pair of even integers: 
(2j -+ 2, +(T!j + 2)). 
The subgraph induced by the four vertices 
{?j + 1, 2j + 2, ~Yl2j + I). +(2j + 2)) 
is isomorphic to the four-vertex S.C. graph. This is because the above 
vertex set is the image of the vertex set 
(1,2,2i + 1,2i + 2) 
under Pi, so that Observation 6 applies. Hence a cycle of length 2” in T 
furnishes a set of 2m-2 disjoint induced subgraphs each isomorphic to the 
S.C. graph with four vertices. Assembling such a set for each cycle of T, 
we obtain a collection of k disjoint induced subgraphs each isomorphic to 
the S.C. graph with four vertices. This completes the proof. 
As an example, let G be determined by the adjacency scheme in Figure 9. 
(123451678) (9 10 11 12 131 14 15 16) 
FIG. 9. An adjacency scheme. 
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Since, from the Decomposition Theorem, i = 1 for the first cycle and 
i = 2 for the second, the set, as in (4), for the first cycle is 1, 3, 5, 7 and 
for the second cycle the sets are 9, 13 and 11, 15. The first cycle produces 
subgraphs (a) and (b) of Figure 10, while the second cycle produces 
subgraphs (c) and (d). 
‘l-l 
3 
St77 
2 4 61 A8 1:x:', :x1: 
(01 tbi (cl Cdl 
FIG. 10. A set of disjoint induced four-vertex S.C. subgraphs. 
ADJACENCY MATRICES 
In this section we will discuss, for ordinary as well as S.C. graphs, 
properties of the adjacency matrix defined above. We will also show that 
adjacency matrices for certain S.C. graphs have a special form which 
simplifies the calculation of their eigenvalues. 
We first consider properties of the matrices for ordinary graphs. Let G 
with vertices 1, 2,..., n have adjacency matrix A(G). Observe that G = G1 
if and only if there exists a permutation matrix P such that 
PA(G) P = A(G,). 
OBSERVATION (9). Since the diagonal entries of AZ(G) are all (n - l), 
the trace of P(G) is n(n - 1). It follows that if A(G) has eigenvalues 
al T a2 ,..., a, then 
Notice that, if II is even, (AZ(G) - 1)/2 has integer entries. Theorem 5 then 
follows. 
THEOREM 5. (I) If G has 2k vertices and x is an eigenvalue of A(G) then 
(x2 - 1)/2 is an algebraic integer. In particular we conclude that 
(.i) A(G) is non-singular, 
(ii) if x2 is an integer, then x is odd. 
(II) IfG has 2k + 1 vertices then the rank of A(G) is at least 2k. 
Having observed these preliminary properties which hold for any graphs, 
we now consider matrices and eigenvalues of S.C. graphs. 
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If G is S.C. there exists a permutation matrix P such that 
PTA(G) P = P-lA(G) P = -A(G). 
We conclude that the eigenvalues of A(G) occur in opposable pairs (except 
for the eigenvalue zero if G has an odd number of vertices). If G has 4k 
vertices we can list the eigenvalues as 
If G has 4k -{- 1 vertices, zero must be an eigenvalue of multiplicity one 
by (11) of Theorem 5, and we can list the eigenvalues as 
+a, , *a, ,..., zt% , 0 
OBSERVATION (10). It follows that, for a self-complementary graph G 
having II vertices and adjacency matrix A(G) with non-zero eigenvalues, 
we have 
We summarize these results as 
THEOREM 6. Let G be S.C. with n vertices and adjacency matrix A(G). 
Then: 
(i) The non-zero eigenvalues of A(G) occur in opposable pairs. If 
&a, , &a, ,..., iapl,, h- = [n/41 
are the non-zero eigenvalues of A(G) then 
2k 
c =I. aI2 
i=l 
0 
(ii) If G has 4k + 1 vertices, then A(G) is singular with rank 4k. 
For the remainder of the paper we will restrict our attention to s.c 
graphs which possess a complementing permutation having cycles of equal 
length. It is not known in general if most S.C. graphs with 4k vertices have 
this property, but the four-vertex S.C. graph and the ten eight-vertex 
S.C. graphs do. We now present the main result concerning the adjacency 
matrices of these S.C. graphs. 
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THEOREM 7. If a S.C. graph G, having 4k vertices, possesses a comple- 
menting permutation consisting of cycles of equal length, then: 
(i) A(G) is similar to a symmetric 2k x 2k matrix, A, , whose entries 
are poI.vnomials in the matrix 
0 1 
s= I 0’ [ 1 
The diagonal entries are s or -s and all other entries are -&e&s, where e is 
the 2 x 2 identity matrix. 
(ii) If we form from A, the 2k x 2k matrix, B, , by setting e = s = 1, 
and B, by setting e = -s = 1, then the eigenvalues of A(G) are precisely 
those of B, together with those of B, 
Before proceeding with the proof, we illustrate this result with an 
example: Let T = (12345678) and let G be determined by the adjacency 
scheme in Figure 1 I. Then G is the graph in Figure 12. 
FIG. 1 I. An adjacency scheme. 
1 5 
FIG. 12. The graph constructed from the scheme in Figure 11. 
If we label the rows and columns of A(G) in the order 1, 5,2,6, 3,7, 4, 8 
we obtain the matrix AI , similar to A(G), given by 
s -e + s e+s -e + i 
AI = 
-e + s -S e-s -e - s 
e+s e-s S -e + s 
-e + s -e + s -e + s -S 
Replacing e and s by 1, we obtain 
1. 
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Replacing e by 1 and s by -1, we obtain 
-1-2 o-2 
B, 
-2 1 I 0 
= 
-2 0 -2 1 
Now, the eigenvalues of B, are & 1, *3 and the eigenvalues of B, are 
13, f3. The eigenvalues of A(G) are &l , +3, f3, -lr3, precisely those of 
B, and B, . 
We now proceed with the proof. 
Proof of Theorem 7. Let T(G) = G where 
7 = (12 . ‘. 4k,)(4k, + 1 ‘.. Sk,) ... (.‘. 4k). 
Form A, from A(G) by labeling its rows and columns in the order 
1, 2k, + I, 2,2k, A 2 ,..., 2k,, 4k, 
4k, + 1, 6k, + 1,4k, -t 2, 6k, + 2 ,..., 6k, , Sk, 
4(k - k,) + 1,4(k - k,) f- 2k, + l,..., 4k - 2k, ,4h-. 
For the entry at row i and column ,j (according to this new ordering) we 
have a(i, j). Consider the consecutive pairs 
(I,=, -t- I), (2, 2k, + 2) ,..., (4k - 2k, ,4k), 
and the 2 x 2 submatrix of A, formed by two of these pairs, 
... (m, 2k, + m) ... 
t 
2k, t t [ 
There are two cases: 
Case 1. If t = 111 then we have a block on the diagonal of Al and SO 
a==d=O. 
Now, b = a(t, 2k, -C t) and 
c = a(%, f t, 177) = a(+](t), +1(2k, L 117) 
= (- 1)21k’~ a( t, 2k, + VI) = act, 2k, + ~77) 
= b. 
Therefore 
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Case 2. If t # m then 
a = a(?, m) = (- 1)2”‘~ a(t, m) == a(5-2Ll(f), am%) 
= a(2k, $ t, 2k, + tn) = d 
and 
b = a(t, 2k, + HZ) = (- 1)2k~ a(t, 2k, + HZ) 
= a(T2Vt), 7”“1(2k, + HI)) = a(2k, -/- t, m) 
c. 
Therefore 
a b [ 1 c d = fe f  s. 
This completes the proof of(i). (Note that, in both of the above cases, the 
proof relied on the fact that all cycles of T have length 4k, .) 
We now prove (ii). The matrices e and s are simultaneously diagonalized 
by the matrix 
1 -1 
r= [ 1 1 I’ 
In fact, 
r-y&S) r = *I O [ 1 0 Fl. 
Also note that 
and that 
r-l(ie If s) r = [*i 
r-l(&e 7 s) r = 
0 0 [ 1 0 f2 . 
Let 
0 . . r 
(6) 
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have 2k diagonal blocks equal to r. Then 
A, = R-lA,R 
will be composed of 2 ;/: 2 blocks of the form listed in (5) and (6). It is 
readily seen that the i - j entry of A, is zero whenever i $ ,j =- 1 (mod 2). 
Therefore, if we transform A, by the 41i :< 4k permutation matrix P whose 
columns are, respectively. columns 
I ) 3, 5,. . . , 4k - I, 2, 4, 6 ,..., 4k 
of the unit matrix of dimension 4k, we will obtain 
c 0 
P-IA,P = o D , I 1 
where C, D, and 0 are 2k .,: 2/i matrices. The entries of C are the upper-left 
entries of the 2 x 2 blocks in A, and the entries of D are the lower-right 
entries of those 2 ;< 2 blocks. Now observe that, in the 2 >’ 2 matrices in 
(5) and (6), if we let e = s = 1 we obtain the upper-left entries and if we 
let e = -s = 1 we obtain the lower-right entries. Therefore, C = B, , 
D = B, and the proof is complete. 
In Observations 9 and 10 and Theorems 5 and 6 we observed some 
eigenvalue properties of ordinary and S.C. graphs. For S.C. graphs of the 
type considered in Theorem 7, more specific properties exist. 
THEOREM 8. Let G be as in Thorem 7. /J’.x is arl eigenralue of A(G), 
then (2 - 1)/4 is an algebraic integer. h particular, if x2 is an integer, then 
x2 = 1 (mod 4). 
Proof. Since B, z I ~1 2M, and B, z~ I + 2M, where I is the 2h- x 2h- 
identity matrix and M, and M? are 21i \ 3% matrices with integer entries, 
Bi2=I+4Mi+4MiS,i- 1,2,andso 
(Bi” - I)/4 = Mi + M,“, i = 1, 2. 
Since each eigenvalue of A(G) is an eigenvalue of B, or B, . the result 
follows. 
We conjecture that the result of Theorem 8 holds for any S.C. graph 
having II = 4k vertices. 
It was observed above that the four-vertex S.C. graph and the ten eight- 
vertex S.C. graphs satisfy the conditions of Theorem 7. Not every S.C. graph 
on 4k vertices possesses a complementing permutation with cycles of equal 
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(2-power) length. It is not known, for an arbitrary k, how many of the 
S.C. graphs on 4k vertices possess these special complementing permuta- 
tions. We conclude with an example of a twelve-vertex S.C. graph which 
has no complementing permutation consisting of three 4-cycles. 
Let 7 = (1 2 3 4)(5 6 7 8 9 10 11 12) and consider the adjacency 
(1 2 314)(5 6 7 8 91 10 11 121 
FIG. 13. An adjacency scheme. 
scheme in Figure 13. The graph G constructed from this scheme has the 
following group of automorphisms: 
I, (5 9)(7 11)(6 10)(8 12), 
(1 3)(2 4)(5 11 9 7)(6 12 10 8), 
(1 3)(2 4)(5 7 9 11)(6 8 10 12). 
If G has a complementing permutation T* consisting of three 4-cycles, 
then 
r* = TT, 
where T is an automorphism of G. But, if we multiply 7 by any of the 
above automorphisms of G, the product consists of a 4-cycle and an 
8-cycle. Hence G has no complementing permutation consisting of three 
4-cycles. 
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