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Introduction
In the recent years the number of proteins stored in the PDB (Protein Data Bank) has grown significantly. Because of the technical progress a good number of high-resolution X-ray structures of proteins became available. Statistical methods have been applied to the PDB to extract knowledge about the conformational behavior of amino acid residues. Amino acid side chain conformations have been studied, for example, by [4, 5, 131 . These studies resulted in side chain rotamer libraries, which consist of a list of discrete conformations having a weight which corresponds to their frequency in the PDB. Since the PDB contains a multitude of high-resolution structures, it was also possible to determine rotamer preferences depending on the backbone conformation. Based on this idea, a number of weak correlations of rotamer distributions and secondary structures have been found [14, 161. Recently, a backbone dependent side chain rotamer library has been presented by [9, 7] . The effectiveness of the backbone dependent rotamer libraries has been shown by [8, 21 for homology modeling and by [15] for NMR and X-ray structure refinement.
Although the idea of using rotamer libraries has already been applied successfully in the past, until now only a small fraction of its potential has been revealed. The backbone dependent side chain rotamer library mentioned above, for example, only uses 132 out of the about 2000 proteins with a resolution 5 2 i , which are available in the PDB. For the better understanding of tertiary structures, it is highly desirable to compile comprehensive rotamer libraries which are based on all protein structures available in the PDB. Using such a rotamer library, for instance, one would be able to determine how the conformation of an amino acid residue (in particular that of a side chain) in a protein depends on its neighbors in the sequence. To find and understand such relationships, a new method is required which is able to deal with large amounts of residue conformations and to classify them effectively. Our new method presented in this paper is based on a cluster analysis in the conformation space (cf. section 2). The basic idea is to model the conformation of amino acid residues or small peptide fragments as points in the multidimensional dihedral angle space. The cluster algorithms then determines clusters by assigning an influence function to each data point, by summing up all influence functions to determine the overall density function, and by finding the maxima of the overall density function using a gradient-based hill-climbing procedure (cf. section 3). The method is used to compile a new class of rotamer libraries which allows new insights into interesting dependences between the 3D-structure of small peptide chain fragments and their sequential context. In section 5, we evaluate the effectivity and efficiency of our new approach and provide some interesting results showing, for example, that in the neighborhood of two asparagine residues, threonine avoids the conformation which is highly preferred otherwise. Note that our new method is generally applicable to arbitrary protein fragments. In this paper, however, we restrict ourselves to the evaluation and analysis of tripeptide conformations.
General Idea
In the backbone dependent rotamer library developed by [7] for each residue type a probability distribution of the side chain angle x1 is calculated for each node on an equidistant grid in the 2D (4, $)-space. The distributions of x 2 , x 3 and x4 only depend on the previous side chain dihedral angle. For detecting more global relationships this method becomes inefficient since the size of the grid grows exponentially in the number of considered angles. Another problem arises if one is interested in the probability distribution of more than one angle. Using Bayesian statistics, it is difficult to derive combined distributions of two or more angles.
The conformation of amino acid residues or small peptide fragments can be described by data points in a multidimensional dihedral angle space. The approach we are using partitions the multidimensional angle space corresponding to the observed data distribution by clustering the data in the dihedral angle space. More formally, this can be described as follows. Given is a set of protein sequences P. A sequence p E P is denoted as a string of linked amino acid residues a from the set of natural amino acids A:
In our approach, we do not directly use the real tertiary structure since the mapping of the 3D coordinates of the structure to dihedral angles basically contains all relevant information about the protein structure and is much easier to handle. For clear notations, we introduce the mapping D of the 3D atom coordinates of a proteinp E P to a sequence of vectors of dihedral angles as:
with di being the number of dihedral angles for the residue ai. For example, di is 3 for ai = G (glycine) and d i = 7 for ai = A (arginine). The components of a vector s i are
We use the dihedral angles of one residue as the smallest unit for detecting relationships. Note that one can easily modify the structure of the data by, for example, grouping the dihedral angles.
To produce the rotamer library for detecting relationships between the 3D-structure of a residue and in its sequential context two steps have to be performed.
Step 1 For all different residues do:
Determine all conformations of the residue in the protein structures of P and partition the conformational angle space according to the observed data distribution by using a cluster algorithm which identifies highly populated areas in the multidimensional dihedral angle space.
Step 2 For all residues in the protein sequences, replace the dihedral angle vector with the cluster-id of that vector and based on the resulting data, build frequency tables for all different residue fragments of fixed length by counting the occurrences of all fragments which correspond to the same sequence of cluster-ids.
In the resulting frequency tables, we obtain significant information about dependences between the residues in a given sequential neighborhood and the preference for a certain conformational structure. Note that most of these correlations can only be detected if the sequential context is considered. In the following, we discuss the most important step of our approach, namely building the frequency tables by clustering the dihedral angle space, in more detail.
Clustering the Dihedral Angle Space
In the clustering step, the densely populated areas in the conformational space of each of the 20 natural amino acid residues have to be identified. This can be done separately for each of the residues. As the first step of the clustering algorithm, the source data for the cluster analysis of a residue a E A is determined by collecting all conformations of a, which occur in the protein conformations in P. In addition to the residue conformation, the protein name and the position of the residue in the protein chain are stored. With this additional information it is possible to retrieve the sequential context of a residue conformation after the cluster analysis. The considered set of proteins P contains all proteins from the PDB, which have resolutions of the X-Ray structure of 5 2.k With this condition, P contains about 2000 proteins. From this set of proteins, we get a conformational data set for each residue with a size ranging from 48.000 (for alanine) to 9000 (for tyrosine). In order to get a good number of classified tripeptide conformations for each of the 8000 possible tripeptide fragments, we used the complete data sets in the cluster analysis. The task of the cluster algorithm is to group the objects from the given data sets into smaller, homogeneous, and meaningful subsets which are the clusters. In our case, the objects are conformations of one residue type described by a vector of dihedral angles. To formally define the term homogeneous, we need an appropriate distance measure on the objects. In case of dihedral angle vectors, it is rather straight-forward to extend the Euclidian distance to measure the shortest path of transformation between two residue conformations. This can be defined as
The impact of this distance measure is the wrap-around at the borders. The effect is shown in figure 1 where the shaded area displays a two-dimensional sphere around the the point (-180, -180). After defining the distance measure, we have to define an adequate notion of clusters. Since the definition of clusters largely depends on the data and the application, we first tried to get a visual impression of the structure of clusters in our application. For this purpose, we used the Ramachandran-Plot of the actual conformation set, which is a projection to the (4, $)-plane. Figure  2 shows the (4, $)-plot of glycine conformations as an example. Note that the plot is only a projection of the highdimensional dihedral angle space to the two-dimensional display space, which involves loosing some information. Nevertheless, the plot reveals some important properties of the clustering in our data set. The figure shows densely populated areas which are separated by nearly empty space. It is well known from biochemistry that preferred areas exist in the conformation space, and the clusters in the plot correspond to preferred secondary structure elements in which the residues are involved. Two further observations can be Phi Figure 2 . Ramachandran-Plot for Glycine derived from the plots: First, the shape of the clusters is not fixed to certain shapes (e.g., spherical shapes) and second, the space between the clusters is filled with a significant number of outliers. Outliers are points which do not belong to any cluster. The observations lead to restrictive requirements for the cluster algorithm: The algorithm should be able to find clusters of arbitrary shape, handle a variable amount of outliers, and efficiently deal with a large multidimensional data set (up to 50.000 points). From the wide range of cluster algorithms which have been proposed in the literature [6, 10, 201, only few algorithms fulfill these requirements and none of them works efficiently on large amounts of multidimensional data. A new approach which has been recently proposed by the authors in the context of knowledge discovery in multimedia databases [ 11, 121 can be adapted to meet the requirements.
In the following, we briefly introduce the algorithm and describe the adaptation to the problem of clustering the conformation space of amino acid residues. For our definitions, we need a point density function which is determined based on kernel density estimation (KDE) [18, 171. figure 5 we provide an example for the number of density attractors m(h) depending on h. The second parameter < describes the minimum density level above which a density attractor is considered significant. A good choice for 6 helps the algorithm to focus on the densely populated areas and to save computational time. Note that the border of a cluster may be in regions with a density lower than <.
Definition 1 (Density Function
Important is that the density attractor Z * has f D ( z * ) 2 <.
The details of the theoretical foundations and implementation of the DENCLUE and the OptiGrid algorithm are beyond the scope of this paper and are described in [ l l, 121.
Building Fragment Rotamer Libraries
With the results derived by the cluster analysis, we are now able to build the desired frequency table. The result from the cluster analysis is that each residue conformation in the protein structures p E P has become part in exactly one cluster (the outliers are grouped into a special cluster). Formally, we introduce a mapping function C from the residue conformations into the set of cluster identification C I . This function provides the identification of the cluster for a given residue conformation.
For a more convenient notation, we write for p E P :
The fragment rotamer libraries can be compiled based on the mapping C for different fragment sizes without recomputing the cluster analysis in step 1. Let be t > 1 the frag- 
Results
In this section, we focus on the application of the cluster algorithm to conformational data of amino acid residues and provide as an example a rotamer library for tripeptids. The algorithm using a Gaussian kernel was applied to each of the 20 conformation data sets for different h = g (gl = 10, at the surface of a protein and the side chain reaches into the water where no stable conformation is adapted. As a consequence, the data points are uniformly distributed in these dimensions and no preference can be detected. It seems to be more realistic to neglect x3 and x4 and postulate them as freely rotatable. Figure 7 shows the effect of neglecting x3 and x4 on the number of density attractors. From Figure 7 it is clear that the assumption that x3 andX4 can rotate freely leads to more realistic clusterings -a result which is also supported by [7] .
With these results we can build the mapping function C from the residue conformations to the cluster-ids we formally introduced in section 4. A cluster identification consists of the residue name and the cluster number. The clusters are numbered in the order of decreasing size. In Table  1 , we provide an example of a clustering and in Table 2 an example of the mapping for the clusterings with n = 40. 
