Abstract-Fast and accurate tracking of reference trajectories is highly desirable in many nanopositioning applications, including scanning probe microscopy. Performance in common positioning stage designs is limited by the presence of lightly damped resonances and actuator nonlinearities such as hysteresis and creep. To improve the tracking performance in such systems, several damping and tracking control schemes have been presented in the literature. In this paper, six different control schemes are presented and applied to a nanopositioning system for experimental comparison. They include schemes applying damping control in the form of positive position feedback, integral resonant control, integral force feedback, and passive shunt-damping. Also, general pole placement in the form of model reference control, as well as a control scheme requiring only a combination of a low-pass filter and an integrator, is presented. The control schemes are fixed-structure, low-order control laws, for which few results exist in the literature with regard to optimal tuning. A practical tuning procedure for obtaining good tracking performance for five of the control schemes is, therefore, presented. Experimental results show that the schemes provide similar performance, and the main differences are due to the specific implementation of each scheme.
tors typically exhibit lightly damped resonances. This is a disadvantage, as it limits the usable bandwidth because reference signals with high-frequency components will excite the vibration modes, prohibiting accurate positioning. It also makes the device susceptible to environmental disturbances, such as sound and floor vibrations. The hysteresis and creep nonlinearities in piezoelectric actuators is an additional challenge. These are loss phenomena that prevent the system from having a linear response, introducing bounded input disturbances dependent on the driving voltage signal [3] . There also exist several sources of dynamic uncertainty. Hysteresis, in addition to introducing an input disturbance, change the effective gain of the actuator depending on the amplitude and frequency of the driving voltage signal. Actuator gain is also dependent on temperature and reduces over time due to depolarization [4] , [5, Ch. 4] . In addition, users typically need to position payloads of various masses; thus, resonant frequencies and the effective gain of the mechanical structure can change as a result.
Tracking control for nanopositioning devices can be achieved using feed-forward and feedback control techniques. Although feed-forward techniques can provide very good results [2] , [6] , feedback control may be necessary in order to reduce sensitivity to uncertainty and disturbances. Combining feed-forward and feedback control can improve overall tracking performance [7] , [8] . In order to control lightly damped vibrational modes in active structures, several control schemes that introduce damping have been developed. These include fixed-structure, loworder control laws, such as positive position feedback (PPF) [9] , integral force feedback (IFF) [10] , passive shunt-damping (PSD) [11] , resonant control [12] , and integral resonant control (IRC) [13] . By coupling such schemes with an integral control law, significantly better reference tracking performance can be achieved. With the exception of PSD, this has been experimentally demonstrated in [14] [15] [16] . The main reason for the increased performance is that a reduction of the dominant resonant peak of the system leads to an increased gain margin, enabling much higher gain to be used for the reference tracking integral control law [16] .
General model-based control laws can also be used, such as H ∞ -control law synthesis [17] , the linear-quadratic-Gaussian regulator [18] , and output feedback control laws such as pole placement and model reference control (MRC) [18] , [19] . H ∞ -control has seen widespread application on nanopositioning systems [20] [21] [22] [23] . Nonlinear control approaches, such as slidingmode control, have also been applied [7] , [24] .
The advantage of using fixed-structure, low-order control laws is mostly practical, as such control laws are simple to implement and have low computational complexity. This Fig. 1 . Custom flexure-guided nanopositioning stage (the mechanical design is described in detail in [29] ). allows for the highest possible sampling frequency when implementing using digital signal processing equipment, which will reduce the noise floor due to quantization in the analog-todigital converter [25] . The simplicity also makes them feasible for implementation using analog circuit elements. This can be beneficial, as it avoids noise due to sampling and quantization altogether. The disadvantage of using fixed-structure, low-order control laws, is a lack of methods for optimal tuning, and this is a long standing and challenging control engineering problem [26] , [27] .
A. Contributions
Six different damping and tracking control schemes are presented and applied to a nanopositioning system for experimental comparison. All the schemes combine integral action with a control law that introduces damping of the dominant vibration mode of the system. The damping control schemes considered are PPF, IRC, IFF, and PSD.
A control scheme based on the work in [28] is also presented, and the tuning methodology therein is generalized and also applied to the presented control schemes based on PPF, IRC, IFF, and PSD. IRC has been applied in [15] , and IFF in [16] . PPF and polynomial-based control (also known as pole placement) are applied in [14] . Furthermore, in this paper, pole placement in the form of MRC is applied, also incorporating integral action and filtering, in order to reduce sensitivity to disturbances and uncertainty, and to reduce quantization noise.
II. SYSTEM DESCRIPTION AND MODELING

A. Description of the Experimental System
The experimental setup consists of a dSPACE DS1103 hardware-in-the-loop (HIL) system, an ADE 6810 capacitive gauge, an ADE 6501 capacitive probe from ADE Technologies, a Piezodrive PDX200 voltage amplifier, two SIM 965 programmable filters from Stanford Research Systems, and the custom-made long-range serial-kinematic nanopositioner shown in Fig. 1 . The nanopositioner is fitted with a Noliac SCMAP07-H10 actuator, where one of the stack elements is used as a force transducer. The transducer current is measured using a Burr-Brown OPA2111 configured with a 10-kΩ resistor, thus having a sensitivity of −10 V/mA. The capacitive probe has a bandwidth of 100 kHz, and the voltage amplifier with the capacitive load of the actuator has a bandwidth in excess of 100 kHz. The voltage amplifier is also fitted with a current monitor with a sensitivity of 1 V/A, which enables the current in the actuator circuit to be measured. The capacitive measurement has a sensitivity of 1/5 V/μm and the voltage amplifier has a gain of 20 V/V.
With the DS1103 board, a sampling frequency of f s = 100 kHz was used for all the experiments, as this is the highest possible sampling frequency attainable in closed loop. This ensures the lowest possible noise floor due to quantization in the analog-to-digital converter [25, Ch. 13] . For numerical integration, a third-order Runge-Kutta scheme was used, which was the highest order integration scheme that could be solved in real time with the chosen sampling frequency.
A diagram of the system used is shown in Fig. 3 . The positioner dynamics is represented by G p (s), the amplifier and reconstruction filter dynamics by W r (s), and the sensor and antialiasing filter dynamics by W a (s). The signal u is the input generated by the digital-to-analog converter (DAC), y m is the output from the antialiasing filter, n is the sensor noise, and w is the input disturbance, mostly caused by hysteresis, creep, and environmental vibration noise.
B. Mechanical Model
The nanopositioning stage used is shown in Fig. 1 , and a simplified schematic is shown in Fig. 2 . The serial-kinematic motion mechanism is designed to make the first vibration mode dominant and to occur in the actuation direction (piston mode). More details on the design of this stage can be found in [29] .
The displacement is generated using a piezoelectric actuator. Such actuators generate a force proportional to an applied voltage [30] . The applied external force from the piezoelectric actuator f a (N) can be expressed as
where
is the effective gain of the piezoelectric actuator from voltage to force, and u a (V) is the applied voltage. Piezoelectric actuators introduce hysteresis and creep when driven by an external voltage signal. These effects occur in the electrical domain [31] , and it is a reasonable assumption to consider this behavior as a bounded disturbance added to the input, represented by the term w (V) [32] .
The dynamics due to an applied voltage u a or disturbance w of a point d (m) on the flexible structure, as observed by a colocated sensor, is adequately described by the following lumped parameter, truncated linear model [33] : (2) where n d is the number of vibration modes included. Here, {β i } (m·s −2 ·V −1 ) are the control gains, {ζ i } (-) are the damping coefficients for each mode, and {ω i } (rad·s −1 ) are the natural frequencies for the modes. The term D r (m·V −1 ) is the residual mode, which is an approximation of the nonmodeled higher frequency modes, and can be included to improve prediction of zero locations. The addition of D r produces a model that is not strictly proper, but as the instruments, such as the amplifier and sensors, have limited bandwidth, D r can be considered equal to zero for this system. Equation (2) has a pole-zero interleaving property [33] , which is the origin of positive realness (passivity) and negative imaginariness for certain input-output pairs [34] . The inclusion of instrumentation dynamics and sensor-actuator pairs that are not perfectly colocated will, in general, invalidate the pole-zero interleaving property [33] .
C. Charge
When applying PSD, the induced charge in the actuator circuit is utilized. The charge in the actuator circuit can be found as [35] 
where C p (F) is the capacitance of the piezoelectric stack actuator, and α (V·m −1 ) is a constant determining the amount of charge generated by the direct piezoelectric effect due to the displacement d of the mechanical structure. The transfer function from applied voltage u a to induced charge q is therefore
D. Force Transducer
The IFF scheme utilizes a colocated piezoelectric force transducer. The force transducer generates a charge, depending on the applied force. The current or charge produced by the force transducer is typically converted to a voltage signal using a simple op-amp circuit with a high input impedance. The output voltage from such a sensor when measuring the charge can be found to be [16] , [33] 
where d is the displacement of the mechanical structure, u a is the applied voltage to the actuator, k a (m·V −1 ) is the gain of the feed-through term, and k s (V·m −1 ) is the sensor gain. The transfer function from applied voltage u a to measured sensor voltage v f can, therefore, be found as
E. Identification and Uncertainty
In order to identify the parameters in (2)- (4), the frequency responses for the displacement, charge, and force are recorded using an SR780 Dynamic Signal Analyzer from Stanford Research Systems, applying a 150-mV RMS bandwidth-limited white noise excitation signal. The models are fitted into the procured data using the MATLAB System Identification and Optimization Toolboxes. As the noise from the force transducer is orders of magnitude lower than the noise from the displacement sensor [16] , the frequency response for the displacement is inferred from (4). The frequency response obtained using the displacement sensor is used to find the parameters in (3) Table I . For the displacement model (2), three vibration modes, n d = 3, are included. By inspection of Fig. 4(a) , it can be seen that the second mode at 1660 Hz is the dominant piston mode.
The uncertainty of the models can be quantified as unstructured multiplicative perturbations. Since the control schemes considered are either single-input single-output (SISO) or single-input multiple-output (SIMO), the uncertainty description of the models from the scalar input u p to the output vector y p has the form [36] 
where i denotes the index into the output vector y p , such that G i (s) corresponds to the transfer function from the input u p to the output y p i , and δ i (s) is the corresponding frequency dependent uncertainty weight. The uncertainty weights {δ i (s)} are determined experimentally, for each of the outputs, and are presented in Figs. 4(b), 5(b), and 6(b). Overbounding weights were also found to introduce more conservativeness.
The conservativeness of the weights should reflect the uncertainty in the actuator gain due to, e.g., hysteresis, temperature, and depolarization, depending on the specific application characteristics of the system. Control law performance will deteriorate if there are large perturbations of the dynamics of the system. A fixed-structure, low-order control law can only accommodate for a limited amount of uncertainty, and trying to tune the system, while considering large uncertainty weights can result in bad performance, and might not yield any robustly stable solution for the control law parameters.
III. CONTROL DESIGN
The control schemes presented will be analyzed with regard to the general control structure shown in Fig. 7 .
A. Performance Measures
The control schemes considered are either SISO or SIMO. Considering the general SIMO case, it can be seen that for the control structure in Fig. 7 , the control input is given as
where C(s) is a one-row feed-forward transfer matrix, and F (s) is a diagonal feedback transfer matrix.
Breaking the loop at the error e of the one-column plant transfer matrix G p (s), the loop transfer matrix is
which defines the output sensitivity transfer matrix S O (s) as
where e = r − F (s)y p . The complementary sensitivity transfer matrix T (s) becomes
In addition, the transfer matrix N (s) from the additive sensor noise n to the output y p is
and the transfer matrix E(s), measuring the deviation of the plant output y p from the reference trajectory r, = r − y p , is
Note that = e, if F (s) = I.
Breaking the loop at the input u p of the plant, the loop transfer matrix is
and the input sensitivity transfer matrix S I (s) from the disturbance w to the input u p is therefore
which provides the transfer matrix D(s) from the disturbance w to the output y p as
The performance will be evaluated with regard to the flatness of the response of T (s), the bandwidth of E(s), the attenuation of the input disturbance w to the displacement d, and the amplification of sensor noise n to the displacement d. The bandwidth of E(s) is defined as the frequency where |E(jω)| first crosses the line of −3 dB from below at the frequency response diagram. At this frequency, the tracking error is 50% of the reference r; thus, there is effectively no tracking of frequency components above the bandwidth. The attenuation of the input disturbance is measured by the H ∞ -norm, D(s) ∞ , which corresponds to the peak magnitude of D(s). The added displacement noise is measured by the H 2 -norm, N (s) 2 , which provides the root-mean-square displacement noise response if n is taken to be equal to unity variance Gaussian white noise [37] . That is, the displacement variance due to sensor noise can be found as
B. Robust Stability Measure
The SIMO robust stability criterion described in [36] , for multiplicative uncertainty on the form (5), can straightforwardly be adapted to the control structure in Fig. 7 . Robust stability can be ensured if
where the matrix elements C i (s) and F i (s) correspond to the output y p i , and n y is the number of outputs. The inverse value of the norm, 1/γ, provides a measure of the minimum amount of additional multiplicative uncertainty that the system can tolerate before it becomes unstable, for the given frequency weights, δ i .
C. Tuning
Control design for fixed-structure, low-order control laws using output feedback is a long-standing and challenging problem in control engineering. A common approach to output feedback problems is to use H ∞ -synthesis. If the control law is allowed to have any order and every matrix of the control law is freely tunable, H ∞ -synthesis guarantees a solution to the control design problem by convex optimization.
For a control law with a fixed structure and with a lower order than the plant, this approach cannot be applied. There exist some results for fixed low-order control problems, solved with the use of linear matrix inequalities, but these methods do not allow for the use of unstructured uncertainty, do not guarantee global, and in many cases not even local, convergence, and might not accommodate for control laws where the structure is fixed in addition to the order [26] , [27] . In other words, there does not exist any general control design method for output feedback using fixed-structure, low-order control laws.
In this paper, a practical optimization procedure is, therefore, proposed in order to obtain good tracking performance.
Control design is often a tradeoff between conflicting goals. For nanopositioning systems, it is desirable to have a high bandwidth for E(s) in order to have good reference tracking. Also, the system is required to be well damped in order to avoid excessive vibrations. This translates to an absence of peaks in T (s).
To counter hysteresis and creep, as well as environmental disturbances, D(s) must provide a high degree of attenuation. In addition, the amplification of sensor noise should be as small as possible, meaning that N (s) should have the smallest bandwidth possible. Due to the restriction imposed by the Bode sensitivity integral [18] , it is impossible to meet these criteria simultaneously.
As the purpose of damping control is to reduce peaks in the closed-loop response due to lightly damped vibration modes, and since ideal tracking performance is achieved when
it appears that a good overall performance criterion is the flatness of |T (jω)|. Let θ c be the vector of control law parameters. It is here proposed that the flatness criterion can be expressed using the cost function
where · 2 is the L 2 -norm. The expression 1 − |T (θ c ; jω)| is typically not square-integrable with respect to ω; thus, the L 2 -norm is truncated as needed in order to produce a finite value, i.e., integrating over the domain [0, Ω], where Ω > 0 is well above the bandwidth of the mechanical system.
For the control schemes presented in the following sections, a practical and straightforward method to find control law parameters that provide good tracking performance for a particular scheme is then to solve
where {λ i } is the set of eigenvalues for the closed-loop system. The optimization problem can be solved either by using an exhaustive grid search over a domain of reasonable control law parameter values, or by using an unstructured optimization algorithm, such as the Nelder-Mead method [38] .
IV. CONTROL SCHEMES
A. Positive Position Feedback
Damping and tracking control using PPF [9] , [33] combined with an integral control law can be implemented using the control structure in Fig. 8 . This is equivalent to the control scheme in [14] . The damping control law consists of a low-pass filter with negative gain
where k d > 0 is the control law gain, ζ d is the damping coefficient, and ω d is the cutoff frequency. The tracking control law is an integral control law with a negative gain, which will be inverted by the negative gain of the filter (16)
Here, k t > 0 is the gain of the integral term.
To analyze the nominal performance of the control scheme, the control structure in Fig. 8 can be put on the equivalent formulation adhering to the control structure in Fig. 7 . The feed-forward filter is found as
and the feedback filter is found as
Using the above expressions and assuming
it is straightforward to find the transfer functions for the sensitivity (7), the complementary sensitivity (8), the noise attenuation (9), the error attenuation (10), and the disturbance rejection (12) . Here, W r (s) = W a (s) and are second-order Butterworth filters with a cutoff frequency at 20 kHz. The robust stability with regard to the multiplicative model uncertainty can be evaluated using the stability criterion (13), using (8) , (18) , and (19) .
There are four tunable control law parameters
T the feedback filter gain k d , the damping ratio ζ d , the cutoff frequency ω d , and the tracking integral control law gain k t . The optimal control law parameters for (16) and (17) found when solving (15) are found in Table II . The resulting nominal (17) frequency responses for T (s), E(s), and D(s) are shown in Fig. 12(a) .
B. Integral Resonant Control
Damping and tracking control applying IRC [13] to introduce damping can also be implemented using the control structure in Fig. 8 . In this control scheme [15] , the damping control law is
Equation (20) is the result of rearranging the IRC scheme to a form suitable for tracking control [15] . Here, k d > 0 is the called the integral damping gain, while D f is a feed-through term. The tracking control law is
where k t > 0 is the gain of the integral term. As this scheme uses the same control structure as the one using PPF in Section IV-A, the scheme can be analyzed using the same equivalent formulation with regard to the general control structure in Fig. 7 , i.e., with
and
Here, W r (s) = W a (s) and are second-order Butterworth filters with a cutoff frequency at 20 kHz. There are three tunable control law parameters
T the feed-through term D f , the integral damping gain k d , and the tracking integral control law gain k t . The optimal control law parameters for (20) and (21) found when solving (15) are found in Table III . The resulting nominal frequency responses for T (s), E(s), and D(s) are shown in Fig. 12(b) .
C. Integral Force Feedback
The dual-sensor damping and tracking control scheme proposed in [16] is based on IFF [10] , [33] and can be implemented Fig. 9 . Control structure when using IFF.
using the control structure shown in Fig. 9 , where G f (s) is as described in (4).
The advantage of using this scheme is that the piezoelectric force transducer has a noise density which is orders of magnitude lower than a capacitive probe, thus allowing high bandwidth, but with substantially lower displacement noise due to feedback. The drawback is reduced range, as the force sensor replaces parts of the actuator, and additional instrumentation to amplify the charge generated by the transducer. The force sensor also requires good calibration, and the response is slightly nonlinear, but this is an insignificant source of error at higher frequencies.
The control scheme requires an integral control law
to be implemented, where k i > 0 is the gain. In addition, two splitting filters, a low-pass and a high-pass filter, must be implemented. The low-pass filter is given as
while the high-pass filter is given as
where the gain λ is found as
The cutoff frequency ω f determines the split between the frequency range for where to use displacement feedback, and where to use force feedback. For the experimental implementation, this was chosen to be ω f = 2π · 50. Better noise properties can be achieved by reducing ω f , but this is limited to some extent by the need to high-pass filter the force measurement. The high-pass filter is used both to allow the use of the capacitive probe measurement at low frequencies, and to remove bias components in the charge measurement. As the force transducer response is slightly nonlinear, sufficient bandwidth for the capacitive probe measurement is required to improve linearity. (24) This is a SIMO system, and the measurement vector is given as
while the input is the applied voltage u a . With regard to Fig. 7 , the plant transfer matrix is
the feedforward transfer matrix is given as
and the feedback transfer matrix is given as
Here, W r (s) = W a (s) and are second-order Butterworth filters with a cutoff frequency at 20 kHz. There is one tunable control law parameter
where k i is the integral gain. The optimal control law parameter for (24) found when solving (15) is found in Table IV . It can also be found using a root-locus plot. The resulting nominal frequency responses for T (s), E(s), and D(s) are shown in Fig. 12 (c).
Remark 1:
Neglecting the instrumentation dynamics, and using a sufficiently low cutoff frequency ω f , the complementary sensitivity function from r to d can be approximated as
which is an unconditionally stable transfer function [39] .
D. Passive Shunt-Damping
PSD [11] can introduce damping by adding an inductor and a resistor in series with the piezoelectric actuator, which acts as a capacitor, due to the large dielectric constant of the piezoelectric material. Tuning the resulting LCR circuit for maximal damping creates a resonant LCR circuit that works analogously to a tuned mechanical absorber. Adding an integral control law for tracking results in the control structure shown in Fig. 10 , where G q (s) is as given in (3). As discussed below, this configuration does not result in the same tuning of the LCR circuit as would be the case when optimizing for maximum damping only.
The transfer function for the added shunt is [35] Z(s) = sL + R (33) Fig. 10 . Control structure when using PSD. (34) where L (H) is the inductance and R (Ω) is the resistance. The integral control law is
where k i > 0 is the gain. This can be interpreted as a SIMO system, where the measurement vector is given as
and the input is the applied voltage u a . With regard to Fig. 7 , the plant transfer matrix is
the feed-forward transfer matrix is
and the feedback transfer matrix is given by
T the shunt inductance L, the shunt resistance R, as well as the tracking integral control law gain k i . The optimal control law parameters for (33) and (34) found when solving (15) are found in Table V . The resulting nominal frequency responses for T (s), E(s), and D(s) are shown in Fig. 12(d) .
It should be noted that the values for L and R found using (15) are not the same as when optimizing for maximum damping. In that case, L = 46.6 mH and R = 165 Ω, which produces a resonant LCR circuit response due to the much smaller resistance value. Sincē
when the shunt is present, the source voltage u s is filtered by W s (s) before it is applied to the actuator. The response ob- tained for W s (s) when using the values of L and R in Table V is almost identical to that of a Butterworth filter with cutoff frequency ω c = 1/LC p , although there is still some additional damping introduced due to the αG d (s) term in (3). This means that the shunt can be approximated by a second-order low-pass Butterworth filter, which is done in Section IV-E. It might also be noted that when using PSD, the low-pass filter W s (s) makes the use of the antialiasing filter W a (s) unnecessary. The shunt was implemented using an inductor constructed using a closed ferrite core and approximately 45 turns of copper wire. A potentiometer was used to implement the required resistance. The inductor and resistor were tuned to their required values using an Agilent U1733C LCR meter.
E. Damping Integral Control
As noted in Section IV-D, the optimal values for the resistance and inductance for the shunt result in a low-pass filter when connected to the capacitance of the actuator, with approximately the same response as a second-order low-pass Butterworth filter. Implementing a control scheme on a microcontroller or a computer, there must be reconstruction and antialiasing filters present in order to avoid aliasing and to reduce quantization noise. Instead of applying a shunt circuit, the reconstruction and antialiasing filters that are already present as part of the instrumentation can be used. The resulting control structure is shown in Fig. 11 and corresponds to the scheme presented in [28] .
As when using PSD, only an integral control law needs to be implemented, i.e.,
where k i > 0 is the gain. The cutoff frequency, ω c , for the filters W r (s) and W a (s) must be tuned as well. Here, it is assumed that W r (s) = W a (s) for simplicity. The filters used in the experimental setup are second-order Butterworth filters:
The combined filter W r (s)W a (s) is of fourth order, but the closed-loop response of the system is almost identical to the case when using a passive shunt. The added benefit is that the shunt is no longer needed. Formulating the control scheme in terms of the general control structure in Fig. 7 , the feed-forward filter is
and the feedback filter is (40) There are two tunable control law parameters
T the filter cutoff frequency ω c , and the tracking integral control law gain k i . The optimal control law parameters for (39) and (40) found when solving (15) are found in Table VI . The resulting nominal frequency responses for T (s), E(s), and D(s) are shown in Fig. 12(e) .
F. Model Reference Control
The MRC [19] objective is to make the plant output y p track the output of a reference model y m . Similar to polynomial-based control, or pole placement [18] , [19] , MRC provides a control law for arbitrary closed-loop pole placement, but also allows for arbitrary minimum phase zero placement. A second-order pole-placement control law was applied to a nanopositioning stage in [40] . The synthesis equations for the MRC scheme are summarized in the Appendix.
For the MRC design, the displacement model of the system G d (s) is truncated to only include the dominant piston mode at 1660 Hz, the second mode of the positioning stage,
By truncating the model, the order of the resulting control law is reduced by eight states. When including the additional modes, the control law could no longer be solved in real time with the chosen sampling frequency and numerical integration scheme. The aforementioned model is augmented with an integrator in order to reduce the sensitivity to plant uncertainty at lower frequencies. In addition, the reconstruction and antialiasing filters W r (s) and W a (s) are incorporated into the control design. The filters provide an additional degree of freedom when tuning the control law and can be used to attenuate nonmodeled high-frequency dynamics, as well as to attenuate quantization and sensor noise. The complete plant model is thus taken to bẽ
and is of seventh order. In addition to the plant modelG p (s), there are two additional design choices with regards to the control law: the reference model W m (s) and the output filter 1/Γ(s). The main limiting factor in determining these filters is the uncertainty of the plant model, which for the system at hand is mostly due to nonmodeled high-frequency dynamics.
For simplicity, the reference model W m (s) is chosen to be a seventh-order Butterworth filter with cutoff frequency ω m . Since the plant modelG p (s) does not have any zeros, Λ(s) should be a polynomial of sixth order. The zeros of Λ(s) were chosen to have a Butterworth pattern with radius ω l . The reconstruction and antialiasing filters have a user-programmable cutoff frequency ω c , which can be tuned, given that ω c is below the Nyquist frequency.
The design problem is as such reduced to three tunable control law parameters
The reference model is a Butterworth filter, which is maximally flat by definition. The optimality criterion described in (14) is, therefore, satisfied for all ω m , ω l , and ω c that render a stable closed-loop system. The cutoff frequencies were, therefore, tuned manually, attempting to obtain the highest bandwidth for E(s) while still having a robustly stable closed-loop system. The control law parameters used are found in Table VII .
The actual implementation of the scheme in the Appendix is done by augmenting the filter (49) by an integrator, i.e.,
and using the filterF (s) in (50) as it is. The parameters for the filtersC(s) andF (s) are found using (51) and (52), as given in the Appendix. With regard to the general control structure in Fig. 7 , the analysis in terms of the sensitivity (7), complementary sensitivity (8) , noise attenuation (9), error attenuation (10), and disturbance rejection (12) is done using
The resulting nominal frequency responses for T (s), E(s), and D(s) are shown in Fig. 12(f) .
V. EXPERIMENTAL RESULTS AND DISCUSSION
The six different control schemes were implemented on the HIL system, described in Section II, and the tracking perfor- mance when using a triangle wave reference signal with a fundamental frequency of 80 Hz and an amplitude of 1 μm was recorded for each scheme. The fundamental frequency of the reference signal was chosen in order for the 21st harmonic of the signal to be close to the dominant vibration mode. The displacement for all the schemes was measured on a separate channel using an antialiasing filter with a 35-kHz cutoff frequency. The generated current from the force transducer was measured, and integrated numerically. The cutoff frequency for the antialiasing filter for this measurement was always 20 kHz for all the experiments.
A. Results and Discussion
Nominal frequency responses for the various schemes are found in Fig. 12(a)-(f) . The measures from Section III are summarized in Table VIII. Note that the values for 1/γ are not directly comparable between SISO and SIMO systems.
The results when tracking a triangle-wave reference signal are presented in Fig. 13 . The maximum error (ME) ranges from 15% to 24%, and the root-mean-square error (RMSE) ranges from 0.11 to 0.20 μm. The error values are also summarized in Table VIII. Note that tracking performance can be increased by adding feed-forward, but this is not done in order for the error signals to be significantly larger than the noise in the measured displacement signal to avoid obfuscating the actual results achieved due to feedback.
The best performing control schemes in terms of the error are the scheme using IFF and the MRC scheme. The worst performance is obtained when using PPF and the damping integral control (DI) scheme, while when using IRC and PSD, errors in the middle of the range are obtained.
The error figures in terms of ME and RMSE can be changed by the control law tuning, but a reduction in RMSE typically leads to an increase in ME, due to a more oscillatory response.
The MRC scheme is the most complex scheme. It requires the implementation of a sixth-order and a seventh-order filter, a total of 13 integrators. By comparison, the IFF-based scheme only requires three integrators, but with the disadvantage of reduced range due to the force transducer, and it requires more instrumentation and good calibration. On the other hand, the noise performance is superior, due to the extremely low noise density of the force transducer, although this benefit it lost for a digital implementation, due to quantization noise and DAC artifacts, as discussed below. The simplest control schemes to implement on a digital platform are the PSD based and DI schemes, as they only require one integrator. The DI scheme is the simplest with regard to extra instrumentation, as it is not necessary to add a shunt circuit, although for the PSD-based control law, the antialiasing filter is not necessary and can be omitted. For an analog implementation, the DI scheme and the schemes based on PPF, IRC, and PSD are almost equivalent in terms of complexity. The MRC scheme is likely too complex for an efficient analog implementation.
As quantization noise is the dominant noise source in the experimental system, it is not possible to obtain reliable closedloop noise measurements. However, due to the low noise and high sensitivity of the force transducer, the effect of quantization noise and DAC artifacts can be measured. An example of this is shown in Fig. 14 , where the time derivative of the force measurement is shown when using the IFF-based scheme and the MRC scheme. The MRC scheme, as well as the PSD and DI scheme, has a low-pass filter with a low cutoff frequency before the voltage is applied to the piezoelectric actuator, and so the noise and disturbances coming from the DAC are effectively attenuated. For the PPF-, IRC-, and IFF-based schemes, the reconstruction filter has a cutoff frequency of 20 kHz, and thus, the nonideal DAC behavior is much more noticeable. This beneficial effect can also be achieved when using PPF and IRC schemes by implementing the damping control law C d (s) using analog components, as it takes the form of a low-pass filter in either case, but implementing the whole scheme using analog components by adding an analog integrator might then be a better option.
Overall, the performance is fairly similar among the five schemes, but the excellent nominal noise performance of the IFF-based scheme and the simplicity of the DI scheme is noteworthy.
VI. CONCLUSION
Six fixed-structure, low-order control schemes for damping and tracking control for a nanopositioning device have been presented, experimentally assessed, and compared with regard to performance. Investigated schemes were based on PPF, IRC, IFF, and PSD, in addition to DI and MRC. This paper furthermore presented a practical and systematic tuning method for the DI scheme, and the schemes based on PPF, IRC, IFF, and PSD.
Overall, the performance was fairly similar among the schemes, but features of notice is the noise performance of the IFF-based scheme and the simplicity of the DI scheme. It was also demonstrated that when implementing control schemes on a digital platform, it is beneficial to use control schemes that reduce the effect of quantization noise and DAC artifacts by using low-pass filers with low cutoff frequencies before the input to the actuator. Of the schemes investigated, this is most easily done using the MRC and DI scheme, as well as the PSD-based scheme. It was also demonstrated that the noise benefits when using the IFF-based scheme are lost for a digital implementation, due to quantization noise and DAC artifacts. APPENDIX MRC [19] is summarized as follows. The plant model can be expressed as
