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Abstract
In [Linear Algebra Appl. 149 (1991) 19–34], Shao proved that for a tree T on n vertices,
the kth eigenvalue
λk(T ) 
√[n
k
]
− 1
(
1  k 
[n
2
])
and this bound is best possible for all n /≡ 0 (mod k), and for k = 1.
In this note, we give a sufficient and necessary condition for the above equality, and the
effect on the multiplicity of eigenvalues of two disjoint graphs by adding an edge between
them is also considered.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let G = (V (G),E(G)) be a simple connected graph with vertex set V (G) =
{v1, v2, . . . , vn} and edge set E(G). Its adjacency matrix is defined to be the n × n
matrix A(G) = (aij ), where aij = 1 if vi is adjacent to vj ; and aij = 0, otherwise. It
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follows immediately that if G is a simple graph, then A(G) is a real symmetric (0, 1)
matrix in which every diagonal entry is zero. Its eigenvalues must be real and may be
ordered as
λ1(G)  λ2(G)  · · ·  λn(G).
We call λk(G) the kth eigenvalue of the graph G. It is a well known fact that for a
tree on n vertices, λ1(T ) 
√
n − 1, with equality if and only if T = K1,n−1.
The characteristic polynomial of G is just det(xI − A(G)), which is denoted by
(G, x) or simply by (G).
2. Lemmas and results
Let V ′ be a subset of vertices of a graph G and |V ′| = k. Denote by G − V ′ the
subgraph obtained from G by deleting all vertices in V ′ together with incident edges.
The inequalities in the following lemma are known as Cauchy’s inequalities.
Lemma 2.1 (see, for example, [2, p. 19]). For 1  i  n − k,
λi(G)  λi(G − V ′)  λi+k(G).
Lemma 2.2 [2]. Let e = uv be a cut edge of a graph G. Then the characteristic
polynomial (G) satisfies
(G) = (G − e) − (G − u − v).
Let mG(λ) denote the multiplicity of λ as an eigenvalue of the graph G. Then we
have the following.
Theorem 2.1. Let G1 and G2 be two disjoint graphs. Let G be a graph obtained from
G1 and G2 by the addition of a single edge joining some (arbitrary) vertex u of G1
to some vertex v of G2. We have
(1) If mG2(λ) = mG2−v(λ) + 1, then
mG(λ) = mG1−u(λ) + mG2(λ) − 1 = mG1−u(λ) + mG2−v(λ).
(2) If mG2(λ) = mG2−v(λ) − 1, then
mG(λ) = mG1(λ) + mG2(λ).
(3) If mG1(λ) = mG1−u(λ) and mG2(λ) = mG2−v(λ), then
mG(λ)  mG1(λ) + mG2(λ).
Proof. From Lemma 2.1, we have
mG(λ)  mG−u(λ) − 1 = mG1−u(λ) + mG2(λ) − 1. (2.1)
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From Lemma 2.2, we have
(G) = (G − uv) − (G − u − v)
= (G1)(G2) − (G1 − u)(G2 − v). (2.2)
Note that mG2(λ) = mG2−v(λ) + 1. Then, we have
mG−u−v(λ) = mG1−u(λ) + mG2−v(λ) = mG1−u(λ) + mG2(λ) − 1. (2.3)
Again from Lemma 2.1, we have
mG(λ) ≤ mG−v(λ) + 1 = mG1(λ) + mG2−v(λ) + 1
= mG1(λ) + mG2(λ). (2.4)
From (2.2)–(2.4), we have
mG(λ)  mG1−u(λ) + mG2(λ) − 1. (2.5)
Thus, from (2.1) and (2.5), the proof of (1) is complete.
Now, we prove that (2) is true. Note that mG2(λ) = mG2−v(λ) − 1. From Lemma
2.1, we have
mG(λ)  mG−v(λ) − 1 = mG1(λ) + mG2−v(λ) − 1 = mG1(λ) + mG2(λ).
Thus, in order to obtain the desired result, we only need to prove mG(λ)  mG1(λ) +
mG2(λ). Further, from (2.2), we only need to prove
mG(λ)  mG1−u(λ) + mG2−v(λ) = mG1−u(λ) + mG2(λ) + 1.
From Lemma 2.1, we have
mG(λ)  mG−u(λ) + 1 = mG1−u(λ) + mG2(λ) + 1.
The proof of (2) is complete.
From (2.2), (3) is obvious. The proof is complete. 
Corollary 2.1. Let G be the graph obtained from a graph G1 and a star graph K1,s
by joining some (arbitrary) vertex u of G1 to some vertex v of K1,s . Then we have
mG(
√
s) = mG1−u(
√
s) and mG(−√s) = mG1−u(−
√
s).
In particular, if v is a pendant vertex of K1,s (s  2), then mG(0) = mG1−u(0) +
s − 2; if v is the center of K1,s (s  1), then mG(0) = mG1(0) + s − 1.
Proof. Since mK1,s (
√
s) = mK1,s (−
√
s) = 1 and mK1,s (0) = s − 1, we have
mK1,s−v(
√
s) = mK1,s−v(−
√
s) = 0
for any vertex v of K1,s . In particular, if v is a pendant vertex of K1,s (s  2),
then mK1,s (0) = mK1,s−v(0) + 1; if v is the center of K1,s (s  1), then mK1,s (0) =
mK1,s−v(0) − 1. The result follows from Theorem 2.1. 
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From Corollary 2.1, we immediately have the following known result.
Corollary 2.2 [1]. Let G be a graph with a pendant v and u is the neighbor of v, then
we have mG(0) = mG−u−v(0).
As an application of Corollary 2.1, we consider the kth eigenvalues of trees. First,
we list some known results which will be used in the following.
Lemma 2.3 [3]. Let T be a tree on n vertices. Then for any positive integer a, there
exists a vertex v ∈ V (T ) such that there is one component of T − v with order not
exceeding max{n − 1 − a, a} and all the other components of T − v have order not
exceeding a.
Lemma 2.4 [3]. Let n, k be positive integers with 1  k  [n2 ] . Then for any forest
F with n vertices, we have
λk(F ) 
√[n
k
]
− 1
and this bound is best possible in all cases.
Suppose that v is a vertex of the tree T . Let NT (v) = {u : uv ∈ E(T ), u ∈ V (T )}.
Next, we can give the following result on the kth eigenvalues of trees.
Theorem 2.2. Let T be a tree on n vertices. Then for 2  k  [n2 ] , we have λk(T ) =√[
n
k
]− 1 if and only if there exists a vertex v of T such that T − v = K1,[ n
k
]−1 ∪ F,
where F is a forest, and λk−1(F ) =
√[
n
k
]− 1.
Proof. Let
[
n
k
] = t . Then kt  n  kt + k − 1. Otherwise, we have [n
k
]
 t + 1 or[
n
k
]
 t − 1, a contradiction with the hypothesis. We first prove the sufficiency. Let
T be such an above mentioned tree. It is easy to see that
λk(T − v) = λk−1(T − v) =
√
t − 1.
From Lemma 2.1, we have√
t − 1 = λk(T − v)  λk(T )  λk−1(T − v) =
√
t − 1.
Thus, λk(T ) =
√
t − 1. The sufficiency holds.
Next, we prove the necessity. We employ the induction on k. If k = 2, taking a = t
in Lemma 2.3, then there exists a vertex v ∈ V (T ) such that there is one component,
say T0, of T − v with order not exceeding
max{n − t − 1, t} ≤ (k − 1)t + k − 2 = t
and all the other components of T − v, say Tj (j = 1, 2, . . . , s) (s  1) have orders
not exceeding t . Then we have
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λ1(Tj ) 
√
t − 1 (j = 0, 1, . . . , s),
with equality if and only if Tj = K1,t−1. Since λ2(T ) =
√
t − 1, from Lemma 2.1, we
have λ1(T − v) 
√
t − 1. Thus, there exists some j , say j = 0 such that λ1(T0) =√
t − 1. So, T0 = K1,t−1. Let v0 be the vertex of T0 such that v0v ∈ E(T ). From
Corollary 2.1, we have
1  mT
(√
t − 1) = mT −v−v0(√t − 1) = mT −v−V (T0)(√t − 1).
Thus, we have λ1(T − v − V (T0)) =
√
t − 1. Since |V (T ) − v − V (T0)|  t , we
have T − v − V (T0) = K1,t−1. So, T − v = 2K1,t−1, where 2K1,t−1 denotes the
union of two disjoint K1,t−1, the result follows.
In the following, we suppose that k  3. Taking a = t in Lemma 2.3, then there
exists a vertex, say v of T such that there is one component, say T0, of T − v with
order not exceeding
max{n − t − 1, t}  (k − 1)t + k − 2 (k  3)
and all the other components of T − v, say Tj (j = 1, 2, . . . , i) (i  1) have orders
not exceeding t . Then we have
λ1(Tj ) 
√
t − 1 (j = 1, . . . , i),
with equality if and only if Tj = K1,t−1 (j = 1, . . . , i).
We distinguish the following two cases:
Case 1. There exists some j , say j = 1 such that T1 = K1,t−1. Let v1 be the vertex
of T1 satisfying vv1 ∈ E(T ). Note that λk(T ) =
√
t − 1. Then from Corollary 2.1,
we have
1  mT
(√
t − 1) = mT −v−v1(√t − 1) = mT −v−V (T1)(√t − 1) (2.6)
and
|V (T ) − V (T1) − v| ≤ (k − 1)t + k − 2.
And since λ1(T1) =
√
t − 1, from (2.6), we have
mT −v
(√
t − 1) = mT (√t − 1)+ 1.
Thus, we have
λk−1(T − v − V (T1)) =
√
t − 1
and
T − v = T1 ∪ (T − v − V (T1)) = K1,t−1 ∪ (T − v − V (T1)).
The result follows.
Case 2. For any j (1  j  i), Tj /= K1,t−1. Since |V (Tj )|  t , we have
λ1(Tj ) <
√
t − 1, j = 1, 2, . . . , i.
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And since λk(T ) =
√
t − 1, from Lemmas 2.1 and 2.4, we have√
t − 1  λk−1(T − v)  max{λk−1(T0), λ1(Tj )} 
√
t − 1, 1  j  i.
Thus, we have
λk−1(T0) =
√
t − 1 and |V (T0)|  (k − 1)t + k − 2.
Applying induction to T0, there exists a vertex, say u, of T0 such that
T0 − u = T ′0 ∪ F0,
where T ′0 = K1,t−1, F0 = T0 − u − V (T ′0) is a forest, |V (F0)|  (k − 2)t + k − 3
and λk−2(F0) =
√
t − 1.
If V (T ′0) ∩ N(v) = φ, then T − u = T ′0 ∪ (T − u − V (T ′0)). Since T ′0 = K1,t−1,
by reasoning similar to that of Case 1, the result follows.
Otherwise, suppose V (T ′0) ∩ N(v) /= φ. Let
F0 = F1 ∪ F2 ∪ · · · ∪ Fh,
where Fr (r = 1, . . . , h) are subtrees of F0.
For every r (1  r  h), if λ1(Fr) <
√
t − 1, then let kr = 0; otherwise let
kr = max
{
s : λs(Fr) 
√
t − 1}. (2.7)
Then from Lemma 2.4, |v(Fr)|  kr t . Further, since λk−2(F0) =
√
t − 1, we have∑h
r=1 kr  k − 2. Suppose that
|V (Fr)| = kr t + br (r = 1, . . . , h).
Note that
|V (F0)| =
h∑
r=1
|V (Fr)| =
h∑
r=1
(kr t + br)  (k − 2)t + k − 3.
We have
∑h
r=1 br  k − 3. Thus, there exists some r , say r = 1, such that k1 > b1.
From (2.7), we have λk1(F1) 
√
t − 1. While from Lemma 2.4, we have λk1(F1) √
t − 1. Thus, we have
λk1(F1) =
√
t − 1 and |V (F1)| = k1t + b1 (b1 < k1).
If k1 = 1, then F1 = K1,t−1. By reasoning similar to that of Case 1, the result follows.
If k1 > 1, then apply the induction to F1. Going on the above process, we finally can
find a vertex w of T such that
T − w = K1,t−1 ∪ F,
where F is a forest.
By reasoning similar to that of Case 1, the result follows. 
From Theorem 2.2 and Lemma 2.4, we immediately have the following.
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Theorem 2.3. Let T be a tree on n vertices. Then for 2  k  [n2 ] , we have
λk(T ) 
√[n
k
]
− 1,
with equality if and only if there exists a vertexv ofT such thatT − v = K1,[ n
k
]−1 ∪ F,
where F is a forest, and λk−1(F ) =
√[
n
k
]− 1.
In particular, λ1(T ) 
√
n − 1, with equality if and only if T = K1,n−1.
From Theorem 2.3, the following two results are obvious.
Corollary 2.3 [3]. Let T be a tree with n vertices, where n = tk, 2  k  [n2 ] . Then
we have λk(T ) <
√
t − 1.
Corollary 2.4. Let T be a tree with n vertices, where n = tk + 1, 2  k  [n2 ] . Then
we have λk(T ) 
√
t − 1, with equality if and only if there exists a vertex v of T such
that T − v = kK1,t−1.
By similar reasoning as Theorem 2.2, we have
Theorem 2.4. Let F = F1 ∪ · · · ∪ Fs, where F1, . . . , Fs are the connected compo-
nents of F, be a forest on n vertices. Then we have λk(F ) =
√[
n
k
]− 1 if and only if
there exists either a component, sayF1, ofF such thatF1 = K1,[ n
k
]−1, andλk−1(F2 ∪
· · · ∪ Fs) 
√[
n
k
]− 1, or a vertex, say v of F such that F − v = K1,[ n
k
]−1 ∪ F ′,
where F ′ is a forest, and λk−1(F ′) =
√[
n
k
]− 1.
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