Abstract. Interpolation methods are extensively used to map the spatial distribution of water quality parameters. However, the selection of the most appropriate method is a critical issue in environmental studies. The relative performances of deterministic and geostatistical methods in explaining the spatiotemporal variation of water quality parameters/indices in a tank cascade landscape were assessed. Inverse distance weighted (IDW), global polynomial interpolation (GPI), local polynomial interpolation (LPI), radial basis function (RBF), kriging (KR), and empirical Bayesian kriging (EBK) methods were evaluated using root mean square error (RMSE) in a leave-one-out cross-validation. Coefficient of variance, normality, level of autocorrelation, and extreme values near boundaries of the dataset showed a clear relationship with the relative performances of the different interpolation methods. Therefore, a clear understanding of the quality of the dataset is required in order to select the appropriate method to interpolate water quality parameters. EBK performed well for most parameters throughout the study period and is recommended as the best method to interpolate water quality parameters/indices in the Ulagalla cascade and other tank cascade landscapes in Sri Lanka and similar environments.
Introduction
The tank cascade system (TCS) is a unique water storage and supply system used in the intermediate and dry zones of Sri Lanka. The system has been in use since the third century BCE (Madduma Bandara, 1985) , mainly for irrigation and domestic water use. The main principle behind the TCS is re-use and recycling of water through a connected series of tanks. Hence, the TCS is defined as a connected series of tanks arranged within a micro-(or meso-) catchment of the dry zone landscape for storing, conveying and utilizing of water from an ephemeral rivulet (Madduma Bandara, 1985) . As can be seen The dry zone of Sri Lanka receives an annual rainfall less than 1750 mm whereas, annual evaporation ranges from 1700-1900 mm, which implies the water stress condition during dry periods (Panabokke et al., 2002 ). This area is characterized with short rainy period (from September to January) which receives 80% of the total rainfall and long dry period (from February to October). As this area is dominated with reddish brown earth with low water retention capacity, the water scarcity problem is intensified in this area (Panabokke et al., 2002) . This spatial and temporal variation of rainfall has led the ancient farming communities to invent TCS which can act as a sustainable water management system. TCS provides cooler micro-climate which enhances the plant and animal biodiversity while providing habitat for endangered elephants, resident and migrant water birds. Though it is not totally similar to Sri Lankan tank cascade systems, comparable environments are in use for paddy irrigation in India (Bitterman et al., 2016; Van Meter et al., 2016; Bebermeier et al., 2017) .
As a convenient substitute for insufficient surface water resources in the dry zone of Sri Lanka, groundwater use has dramatically increased during the last three decades, coinciding with changes in agriculture and livelihoods (Jayakody, 2006; Kumari et al., 2013) . Moreover, a close relationship between the groundwater and surface water has been identified in tank cascade landscape (Bebermeier et al., 2017) . Hence, the sustainability of the tank cascade landscape is endangered along with the overexploitation and quality deterioration of groundwater. Thus, an increasing amount of attention has been given to sustainably managing water resources in tank cascade landscapes, and several monitoring studies of groundwater in this landscape have been conducted (Wijesundara et al., 2012; Gunarathna et al., 2016a, b; Kumari et al., 2016) . However, no appropriate continuous monitoring system has been put in place, because continuous monitoring of groundwater over a large area for an extended duration is expensive and labor intensive. Therefore, a suitable method for estimating groundwater availability and quality is needed that requires a minimum number of sampling sites in order to better manage the water resources in tank cascade landscapes.
Spatial interpolation, including deterministic and geostatistical interpolation techniques in ArcGIS, has been used to understand the spatial and temporal variation of natural resources, including groundwater, and related environmental concerns (Chai et Interpolation accuracy is sensitive to the precise demarcation of boundaries and areas (Mirzaei and Sakizadeh, 2016; Gunaalan et al., 2018), the effectiveness of predicting parameters of unknown locations using known values, sample size (Stahl et al., 2006), spatial distribution of sampling sites (Güler, 2014) , normality of the dataset (Wu et al., 2016) , grid size or resolution (Hengl, 2007) , and interpolation method (Luo et al., 2008; Xie et al., 2011) . Moreover, if the distribution of sampling locations or wells does not appropriately represent the spatial variation of water quality parameters, any biases will be intensified (Heistermann and Kneis, 2011; Wagner et al., 2012) . However, different interpolation methods tend to provide similar predictions at low (Mirzaei and Sakizadeh, 2016) and very high sampling densities (Gunnink and Burrough, 1996) . In most cases, interpolation methods have been used without proper assessment of their accuracy. Only a few assessments of accuracy have been conducted. Mirzaei and Sakizadeh (2016) evaluated three interpolation methods to estimate a water quality index and found EBK to be the best method. Xie et al. (2011) stated that the best interpolation method to explain the spatial variation of heavy metals in soil varied with the size of the polluted area. Seyedmohammadi et al. (2016) compared five interpolation methods to estimate the spatial variation of electrical conductivity (EC) in groundwater and reported that OK was superior to the others. Based on the relative performance of four interpolation methods to interpolate EC, total dissolved solids (TDS), and pH, EBK was found as the best method (Gunarathna et al., 2016a, b To date, no study has evaluated these interpolation methods with an extensive number of parameters covering all contaminant groups (anions, cations, nutrients) and water quality indices along with temporal effects. Because the assessment of spatial and temporal variation of groundwater is essential in sustainable management of water resources, the objective of this study was to describe and predict the relative performance of deterministic (IDW, LPI, GPI, and RBFs) and geostatistical (UK, OK, and EBK) interpolation methods and to select the best interpolation method to explain the spatial and temporal variation of groundwater quality in the Ulagalla cascade, Sri Lanka. Many physicochemical parameters were studied, including anions, cations, nutrients, and other water quality indices, as well as temporal effects. The relationships between characteristics of datasets and those of different interpolation methods were also examined.
Materials and methods

Study area
Ulagalla cascade covers approximately 51 km 2 in the Anuradhapura district of Sri Lanka (8°5'-8°14'N; 80°31'-80°34'E). The economy of this area is based on agriculture, which comprises tank-based paddy cultivation and rainfed or irrigated upland crop cultivation using groundwater. Mean annual rainfall in Anuradhapura is 1255 mm, and there is a distinct dry period from May to September. The monthly average maximum and minimum temperatures in the dry zone range from 25.0 to 37.7 °C and 17.4 to 26.8 °C, respectively. (Gunarathna and Kumari, 2013; Abeysekara and Punyawardena, 2016). A shallow regolith aquifer of the hard rock region is the main aquifer type in the study area. Groundwater potential is comparatively limited because of the low groundwater storage capacity and transmissivity of the underlying crystalline basement (Sirimanne, 1952) .
Data collection and data preparation
The total cascade area was divided into 1-km 2 cells, and one agro-well was purposely selected to represent each cell so as to evaluate the quality of groundwater in the study area. Within the existence of agro-wells and the availability of water in the agro-wells throughout the study period, a total of 29 wells were selected (Fig. 2) . Three replicates from aforesaid 29 wells were collected monthly from April 2016 to March 2017 to measure the water quality parameters using standard procedures (APHA, 2005) . All the chemical analyses were carried out at the laboratory of soil and water sciences, Department of Agricultural Engineering and Soil Science, Faculty of Agriculture, Rajarata University of Sri Lanka. Sodium adsorption ratio (SAR) (Wilcox, 1955) 
Interpolation methods
Inverse distance weighted (IDW)
In IDW, the interpolation weights are calculated as a function of the observed sampling point and the prediction point (Gunnink and Burrough, 1996) . The accuracy of IDW depends on the number of closest neighboring sampling points (Yao et al., 2013) . The values for unknown points are estimated with Equation 1:
where Z(x 0 ) is the interpolated value, x i is the i th data value, β is the user-defined exponent for weighting, n is the total number of sampling data values and h ij is the distance between the known point and the unknown point (Seyedmohammadi et al., 2016).
Global polynomial interpolation (GPI)
The GPI method positions a plane between sample points by fitting a polynomial formula to the points. Using a value on the plane that relates to the prediction location, http://www.aloki.hu • With the use of low order polynomials GPI creates slowly while describing the physical processes. However, with complex polynomials, it is difficult to ascribe physical meaning to GPI (Johnston et al., 2003) .
Local polynomial interpolation (LPI)
Whereas GPI fits one polynomial to the entire surface, LPI fits many polynomials, each within specified overlapping local neighborhoods. Although this method produces smooth surfaces, it is best suited for use only with data that have a narrow range of variation. LPI creates a surface from many different polynomial formulas, each of which is optimized for a specified neighborhood, neighborhood shape, and maximum and minimum number of points. LPI is sensitive to the neighborhood distance, and the sample points in a neighborhood can be weighted by their distance from the prediction location. Because LPI is sensitive to neighborhood distance and a small search neighborhood may create empty areas in the prediction surface, the method shows better results with grid-based sampling data than with random point sampling (Johnston et al., 2003; Hani et al., 2011) .
Radial basis functions (RBFs)
RBFs are a form of artificial neural networks with a series of exact interpolation techniques. They use an equation derived from the distance between an interpolated point and the sampling points (Lin and Chen, 2004; Aguilar et al., 2005) . The method consists of five deterministic interpolation techniques: thin plate spline, spline with tension, completely regularized spline, multi-quadratic function, and inverse multiquadratic function. The RBF method is used mainly to create smooth surfaces from a large number of data points. Although RBFs give good results for areas with gently varying surfaces, the method will not provide accurate results if there are any large variations in the surface within a short horizontal distance (Johnston et al., 2003) . The most commonly used RBF technique, completely regularized spline was used for this analysis.
Kriging
Kriging is a linear interpolation method that assumes that the parameter to be interpolated can be modeled by random processes with spatial autocorrelation. Hence, kriging techniques are widely used to describe and model spatial patterns and predict values at unmeasured locations. Three types of kriging were evaluated in this study: ordinary kriging, universal kriging and empirical Bayesian kriging.
Ordinary kriging (OK)
OK is the most widely used kriging method. It uses an average of a subset of neighboring points to produce a particular interpolation point. OK can use either semivariograms or covariances to explain the autocorrelation and can use transformations to avoid trends (Johnston et al., 2003) , but the semivariance function plays a major role in deriving weights of OK (Johnston et al., 2003 
where γ is the semivariance, N(h) is the number of data pairs within a given class of distance and direction, h is the lag distance, and Z(x i ) and Z(x i + h) are the sample values at two points separated by the distance interval h (Xie et al., 2011).
Universal kriging (UK)
UK can be used to produce prediction, quantile, probability, or standard error maps. The method is used to estimate the spatial means when the data have a strong trend, and the trend is modeled using simple functions. The use of UK is limited to large surfaces, such as a large country, because it is difficult to follow a trend along the direction of spreading (Kis, 2016) .
Empirical bayesian kriging (EBK)
EBK is different from other classical kriging methods because the parameters are automatically optimized using a number of semivariogram models instead of a single semivariogram. The following steps are used in EBK: (1) A semivariogram model is estimated using available data. (2) A new value is simulated for each input data location using the semivariogram model. (3) Based on the simulated data, a new semivariogram model is estimated. Bayes's rule is then used to calculate the weight of the new semivariogram model. By repeating the steps 2 and 3, the semivariogram estimated in step 1 is used to simulate a new set of values at the input locations (Krivoruchko, 2012) .
Data preprocessing
Because the Kriging methods require the sample distribution to be normal, Shapiro Wilk test was performed for all 144 datasets (12 water quality parameters/indices × 12 months) to check the goodness-of-fit of the data (P < 0.05). The results showed that K + , Mg 2+ , NO 3 --N, Cl − and EC were not normally distributed at any time, and the other parameters and indices were normally distributed only during several months. Hence, datasets that were not normally distributed were log-transformed and thereafter except very few, all the other data sets were normally distributed.
Validation and model evaluation
Cross-validation and validation with an independent dataset are the most common methods used to compare different interpolation methods, whereby the data are divided into a training set and a validation set. The validation set is used to test the model acquired from the training set. Those allowed us to assess the goodness-of-fit of interpolation methods and the appropriateness of the neighborhood (Dashtpagerdi et al., 2013; Gunarathna et al., 2016a, b) . Because the number of sampling points was limited, we used leave-one-out cross-validation (Gunarathna et al., 2016a, b) to estimate the spatial variation of water quality parameters/indices in the study area, removing one data point from the known dataset and estimating its value from the other known values. If a model has a standardized mean error close to 0, the RMSE and average standard error are as small as possible as compared with other models, which means the model http://www.aloki.hu • 
where Ẑ i is the estimated value, Z i is the measured value at sampling point i (i = 1,.., n), and n is the total number of observations. The coefficient of variance (CV), which is the ratio of standard deviation to the mean of each parameter/index, was used to study the relative variability of the dataset. We used the local Moran's Index (MI), one of the most commonly used criteria for spatial autocorrelation of quantitative data (Moran, 1950) , to estimate the level of spatial autocorrelation of water quality parameters/indices in the Ulagalla cascade.
Results and discussion
Relative performance of deterministic and geostatistical interpolation methods
The RMSE values of cross-validation for the 12 water quality parameters/indices during 12 consecutive months are summarized in Tables A2-A13 Tables 1, A3 , A9, A10 and A13); of SAR in 10 months and of pH and PO 4 3− in 7 months ( Tables 1, A2 , A12, A8). EBK was outperformed in only 6 months in the interpolation of Ca 2+ (Tables 1 and A5 ). Overall, EBK was the best method for interpolating groundwater quality parameters/indices in 121 out of the 144 incidences. , for which several methods had the lowest RMSE during different months (Table 1) . Hence, we selected Ca 2+ ( Table 2 ) and PO 4 3- (Table 3 ) to elucidate differences in the methods.
As inexact interpolators among the selected methods, GPI and LPI showed quite similar results compared to other methods used in the present study and this was supported by Wang et al. (2014) , 2014) . LPI is also capable of simulating a narrow range of variability with high accuracy (Xiao et al., 2016) . GPI was ranked in the top three methods during 10 months of the study period, and the CV was relatively small in 6 of those 10 months ( Table 2) . Moreover, no extreme values were recorded near the boundaries in those 6 months. In the other 4 months, the variation of the dataset was moderate, and no extreme values were recorded near the boundaries ( Table 2 ). According to the summary statistics of phosphate concentration (Table 3) , the conditions of low variation and no extreme values near boundaries were met in only 3 months, and GPI was ranked among the top three only once. IDW is widely used in the field of environmental sciences, but it is rarely recommended as the best interpolation method in comparison studies (Li and Heap, 2011). In their review, Li and Heap (2011) reported that IDW is highly sensitive to sample density and data variation (CV). The poor performance of IDW in our study could be attributed to the high spatial data variation and relatively low sample size. In the classification using Ca 2+ and PO 4 3- , IDW was never the best-fit model when the CV was high. Therefore, we do not recommend the use of IDW to interpolate spatial variation of groundwater quality parameters/indices in tank cascade landscapes unless the data show low spatial variation and have a higher sample density with an evenly distributed sampling pattern.
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Kriging (KR) is one of the most widely used interpolation methods in the field of environmental sciences, and it has been recommended in comparison studies (Li and Heap, 2011). Basic assumptions of KR are spatially autocorrelated observations (a function of distance between observations) and normally distributed data (Zimmerman et al., 1999) . Therefore, KR has a strong ability to predict the overall trend of groundwater contamination when a dataset is autocorrelated (Ahmed, 2002 Because EBK divides the dataset into subsets and simulates a semivariogram for each subset to reduce the uncertainty relative to that in KR, it provides relatively better interpolation accuracy on small datasets and non-stationary datasets than KR (ESRI, 2015) . In Tables 2 and 3 , EBK was listed in the top three in 21 of 24 incidences. This shows that EBK performs well irrespective of CV, MI, extreme values near boundaries (EVnB), and skewness (SK). However, when the dataset was less variable, showed autocorrelation, and had no EVnB, other interpolation methods performed better than EBK. Hence, we recommend using EBK when data show high variability and no autocorrelation, and extreme values near boundaries and are not normally distributed.
As the quality of the dataset determines the accuracy of different interpolation methods, we assessed the importance of CV, MI, SK, and EVnB (characteristics that show the quality of a dataset) to the success of each method using an attribute evaluation option available in the CORElearn package (Robnik-Sikonja and Savicky, 2017) of R software ( Table 4 ). The relative importance of the characteristics can be sorted as EVnB > CV > SK > MI for GPI and EVnB > SK > CV > MI for LPI. These results confirm the sensitivity of GPI and LPI to CV and EVnB. The relative importance for RBF was CV > EVnB > SK > MI, demonstrating that RBF is sensitive to the variability of the dataset and EVnB. The relative failure of RBF in this study can be explained by the high spatial variation of the water quality parameters/indices. The relative importance for IDW was EVnB > CV > MI > SK, confirming its sensitivity to dataset variability and extreme values. The relative importance for KR was EVnB > MI > CV > SK, confirming that KR can be successfully used when the dataset is autocorrelated with low variability while lacking extreme values near boundaries. (Table A14) . Further, it can be noted that EBK was unable to properly predict extreme values, but there were no significant differences between observed and predicted values. The final spatial distribution maps of water quality parameters/indices prepared using the EBK interpolation method for the mean values of the 12 parameters/indices are shown in Figure 4 . It was observed that the concentration of most parameters/indices were comparatively low at the upper part of the cascade and it has increased at the lower part of the cascade due to the accumulation effect. http://www.aloki.hu • 4 
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Figure 4. Spatial distribution of (a) Na
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Conclusions
A clear understanding of spatial and temporal variation in water quality parameters/indices is a key issue in agriculture as well as in environmental studies. At present, many algorithms are used with the aim of selecting the best interpolation method for delineation of the spatial distribution of water quality parameters/indices. We investigated the interpolation accuracy of a variety of methods in a tank cascade landscape.
The EBK method proved superior to deterministic and other geostatistical methods in interpolating groundwater quality parameters (anions, cations, and nutrients) and indices associated with tank cascade landscapes. Kriging interpolation was successful when the dataset was autocorrelated with low variability. IDW had the worst results in estimating the spatial distribution of water quality parameters/indices. Better performance was obtained with the GPI and LPI methods when the dataset was less variable and had no extreme values near boundaries.
Because groundwater monitoring is labor intensive and expensive, it is important to use optimum sampling density and to choose the design in a methodical way. Furthermore, it is advisable to decide on the interpolation method before sampling and then schedule sample density and design accordingly. This study can be used as a guide for such decision making for groundwater monitoring in a tank cascade landscape.
In general, the preparation of composite water quality zonation map for the Ulagalla cascade with the integration of EBK method and water quality indices/parameters can be carried out. Future research can be conducted to find out the optimum number of sampling points to obtain precise estimation of water quality in tank cascade landscape. http://www.aloki.hu • 
