Adaptive sampling by histogram equalization: theory, algorithms, and applications, 2007 by Fadiran, Oladipo O. (Author)
ABSTRACT
SYSTEMS SCIENCE (ENGINEERING CONCENTRATION)
FADIRAN, OLADIPO O. B.ENGR. UNIVERSITY OF ILORIN, 1997
M.Sc. UNIVERSITY OF CAPE TOWN, 2001
ADAPTIVE SAMPLING BY HISTOGRAM EQUALIZATION:
THEORY. ALGORITHMS. AND APPLICATIONS
Advisor: Dr. Peter Molnar
Dissertation dated May 2007
We present the investigation of a novel, progressive, adaptive sampling scheme. This
scheme is based on the distribution of already obtained samples.
Even spaced sampling of a function with varying slopes or degrees of complexity
yields relatively fewer samples from the regions of higher slopes. Hence, a distribution
of these samples will exhibit a relatively lower representation of the function values from
regions of higher complexity. When compared to even spaced sampling, a scheme that
attempts to progressively equalize the histogram of the function values results in a higher
concentration of samples in regions of higher complexity. This is a more efficient distri¬
bution of sample points, hence the term adaptive sampling. This conjecture is confirmed
by numerous examples.
Compared to existing adaptive sampling schemes, our approach has the unique ability
to efficiently obtain expensive samples from a space with no prior knowledge of the
relative levels of variation or complexity in the sampled function. This is a requirement
in numerous scientific computing applications.
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Three models are employed to achieve the equalization in the distribution of sampled
function values; (1) an active-walker model, containing elements of the random walk
theory, and the motion of Brownian particles, (2) an ant model, based on the simula¬
tion of the behavior of ants in search of resources, and (3) an evolutionary algorithm
model. Their performances are compared on objective basis such as entropy measure of
information, and the Nyquist-Shannon minimum sampling rate for band-limited signals.
The development of this adaptive sampling scheme was informed by a need to effi¬
ciently synthesize hyperspectral images used in place of real images. The performance of
the adaptive sampling scheme as an aid to the image synthesis process is evaluated. The
synthesized images are used in the development of a measure of clutter in hyperspectral
images. This process is described, and the results are presented.
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The main contribution of this work is the development of a novel, progressive, adaptive
sampling method, based on the distribution of already obtained samples. This algorithm
is shown to be efficient for sampling a space for which there is no prior information on
the global, and relative levels of local variation of the function in question, and the cost
of obtaining each sample is prohibitive. This is a requirement in numerous scientific
computing applications.
We present results of applying the developed algorithm in the efficient synthesis of
hyperspectral images. These images are used in the development of a framework for
quantifying clutter in hyperspectral images.
1.1 Background and Motivation
1.1.1 Adaptive Sampling by Histogram Equalization (ASHE)
The reconstruction of most continuous functions from a finite number of sample points
results in errors. Since there is always a constraint on the number of samples that can be
obtained, the aim of efficient sampling schemes is to minimize the inherent errors that
result from reconstructing a continuous function from the finite discrete samples.
An alternate approach to the sampling question is based on the Nyquist-Shaimon
minimum sampling theory. This shows that a sampling rateN of at least twice the highest
frequency component /«in a signal is required in order to unambiguously reconstruct the
1
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signal from its samples. Thus, the required sampling rate is
iV > 2 X /,. (1.1)
That is, a higher sampling rate is required to unambiguously reconstruct a function with
higher frequency components. Reconstructing a continuous signal from finite samples is
equivalent to representing finite frequency components of the signal. Error-free recon¬
struction of a continuous function that is not bandlimited, requires the representation of
infinite frequency components [43,56,67].
Some sampling algorithms focus more on reducing the effect of this inherent error,
as is the case in image processing, where structured, and thus more apparent artifacts
like aliasing are converted to noise [13,15,60]. Others attempt to reduce the actual error
by distributing the limited samples more efficiently [52, 53, 64, 71]. A third group of
algorithms combines efficient distribution of the samples with the reduction of the effect
of the error, as can be found in the adaptive variant of the algorithm discussed here [22].
Algorithms that distribute samples efficiently usually harness the nonstationary nature of
the function' to be sampled [65]. That is, samples are distributed based on local statistics.
This information may be required prior to the sampling process [22], or continuously
made available and updated during the sampling process, using a progressive sampling
approach [64,71].
For actual error reduction, the problem of allocating sample points efficiently be¬
comes trivial if there is prior knowledge of levels of variation or local frequency com¬
ponents in a function. The samples are simply allocated based on the different levels of
variation. This means that the regions of rapid variation or higher frequencies are allo-
' Statistical properties of nonstationary functions, such as the mean change over time
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cated relatively more samples. In many cases, there is no a priori information on the
global, or relative levels of local variation of the function being sampled. Without such
knowledge, sample points are usually placed randomly, spaced evenly, or some other
variant of these arrangements to avoid the artifact resulting from even spacing [13, 15].
These approaches are however, inefficient for sampling a nonstationary function.
One approach to solving this problem is the progressive intensification of sampling
in a local region based on some information content criterion as in the work on ray¬
tracing [52,71]. Variable sampling rates may also be achieved using variants ofMarkov-
chain Monte-Carlo (MCMC) methods adapted for this purpose [16,41]. Local sampling
rates may also be pre-determined based on prior information on the local complexities
in the function to be sampled. An example of this is found in the adaptive form of the
farthest point algorithm [22]. These and similarmethods however, require at least one of
the following: apriori knowledge on the global, or relative levels of local variation of the
function to be sampled [21,22], computation to determine local information content [52,
71, 88], or an acceptance/rejection step in the progressive sampling process [16, 41].
These requirements make these methods infeasible for sampling in many applications.
We present a progressive adaptive sampling algorithm, in which the subsequent sam¬
ple locations are determined based on the distribution of already collected samples. The
algorithm is based on the thesis that even spaced sampling of a function with varying
degrees of complexity results in a distribution of samples with relatively lower represen¬
tation of values from regions of higher complexity. A simple illustration of this can be
seen in Figure 1.1. Since the slope in part I of the function is higher than that in part II,
more samples are collected per unit length of the function in part II. This is reflected in
the distribution of the function values. It is more efficient to concentrate more samples in
the region of higher slope or complexity. This results in a reduction of the dominance of
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Figure 1.1: This figure illustrates the basis of adaptive sampling by histogram equalization.
Figure (a) shows the function to be sampled, (b) shows an evenly spaced set of 10 samples with
its linear reconstruction depicted in (c). Figure (d) is the histogram of resulting function values
from evenly spaced samples. Figures (e)-(g) show the corresponding results for adaptively placed
samples. The error of a linear reconstmction based on the sampled points, represented by the
dotted lines, is significantly greater for the even spaced sampling, (c), than for the adaptively
placed samples, (f).
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the function values from the regions of lower slope, and relatively more samples in the
other region. That is, a distribution of fimction values that tends more towards a uniform
distribution. The improved efficiency in sample distribution is evidenced by the fimction
reconstruction based on the samples, indicated by the dotted lines. The concept of sam¬
ples per unit length, which this example is based on, can be easily extended to higher
dimensions.
A sampling scheme that progressively attempts to equalize the histogram of these
function values results in a relatively higher concentration of samples in regions of com¬
plexity. This results in a more efficient distribution of sample points, hence the adap¬
tive sampling. This conjecture is confirmed by numerous examples shown in Chapter 3
of this dissertation. We call the algorithm Adaptive Sampling by Histogram Equaliza¬
tion (ASHE). The algorithm is not subject to the limitations of the adaptive algorithms
mentioned earlier, and only requires that it is possible to obtain the value of the function
at each sampled point. No prior knowledge of the local or global levels of variations in
the function is required. Also, the only extra computational overhead required by this
algorithm is the computation of a histogram at each stage of the sampling procedure.
Finally, there is no acceptance/rejection step in the progressive sampling procedure, ev¬
ery obtained sample is kept. This makes the procedure particularly useful for obtaining
expensive samples^.
Three models are employed to achieve the progressive equalization in the distribution
of sampled function values. These are:
1. an active-walker model [46, 48, 49], with basis in both the random walk the¬
ory [72], and the motion of Brownian particles [75],
^Situations for which obtaining each sample is prohibitive in cost, time or some other resource. Good
examples are ab initio computations in the physical sciences.
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2. an ant model, based on the simulation of the behavior of ants in search of re¬
sources [18,19, 87], and
3. an evolutionary algorithm [61] model.
These are evaluated on their ability to achieve our objective of efficient sample dis¬
tribution. They are also compared on the basis of ease of implementation. Appropriate
models for specific applications are identified based on the analysis of these results.
1.1.2 Model for Quantifying Clutter in Hyperspectral Images
A specific application of the adaptive sampling scheme reported in this work is the effi¬
cient synthesis of images. In fact, the development of the adaptive sampling algorithm
was informed by the need for such a scheme in this application. The synthesized im¬
ages are used in our framework for modeling clutter in images. Models of targets and
clutter, aid in the understanding of images in general [85,94]. Targets are considered to
be objects of interest in a particular image. We define clutter as any factor in the image
that may increase the difficulty for an Automatic Target Recognition (ATR) algorithm in
detecting or identifying a target in a scene [23,25, 27].
Our objective is to obtain a measure of the amount of clutter in an image that will
be an indication of the inherent difficulty for an ATR to find a target. This measure will
form bounds on the performance of any ATR, such that a high value of this measure
will indicate that an ATR will produce a high false alarm (FA) rate. A low value may,
however, not result in a low FA rate. This depends on the exact nature of the ATR. Such a
measure could serve as a basis for evaluating, and comparing ATRs on an objective basis.
It could also serve as a basis for measuring image quality, independent of a particular
target detection algorithm or scheme [66].
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Our approach to obtaining a clutter measure in these images is to compute a set
of statistical image features that are significant for, and monotonically related to ATR
performance. In addition, these features have to be algorithmically uncomplicated to
implement [27, 66]. The measure of clutter is then obtained as an aggregation of these
features that correlates best with baseline ATR performance. The process of combining
these features to yield the required result is obtained through a training process on a
subset of available image data. Once established, this is generalized over the complete
dataset [23,25,27].
This training process requires image data in numbers that are statistically significant.
There is limited availability of these in the public domain. This limitation can be over¬
come by synthesizing the desired images. Tools for such image synthesis require inputs
like object and scene geometry, object material properties, atmospheric conditions, and
illuminating sources [10, 76]. These factors are then accounted for in the ray-tracing
process that produces the final image. A database of images can then be produced by
synthesizing images with a varying combination of these inputs.
To ensure that the result of the clutter analysis of images from such a synthetic
database is general, and representative of real images, two basic requirements should
be met. These are the fidelity of each image, and representation in all categories of ATR
difficulty in the database. The former requirement is beyond the scope of this work. To
achieve the second requirement, an image is modeled as a point on a multidimensional
surface, whereby each dimension represents an input parameter to the image synthesis
software. Thus, each image results from synthesizing with a combination of input param¬
eters, with each being a possible source of variation with respect to ATR performance.
The aim is to sample this surface in order that the resulting images show adequate sta¬
tistical representation for all categories of ATR difficulty. The prohibitive cost of image
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synthesis places a limitation on the number of samples that can be produced [10, 76].
There is also no prior knowledge of how the ATR performance varies with changes in
the input parameters used to synthesize the images. Relatively more dense sampling in
the regions of this space with higher variability with respect to ATR performance results
in a more diverse set of images, and vice-versa [24, 26]. We sample this surface using
the ASHE algorithm, and investigate the improvement in performance with respect to
diversity in the synthesized images.
1.2 Dissertation Outline
In Chapter 2, we review some existing adaptive sampling schemes and summarize some
of their limitations, especially those addressed by our proposed sampling scheme. We
then establish the premise on which the Adaptive Sampling by Histogram Equaliza¬
tion (ASHE) algorithm is based. This is done through graphical and analytical meth¬
ods. The improvement of sampling by the ASHE algorithm over random or even spaced
sampling is demonstrated through examples illustrating its performance.
Three stochastic optimization models employed in implementing the ASHE algo¬
rithm are discussed in Chapter 3. The underlying theory and heuristics that these models
are based on are discussed. We then describe the specific adaptation of the general forms
for our particular application.
A performance and sensitivity analysis of the three models is carried out in Chap¬
ter 4. We establish two performance measures based on the entropy measure of in¬
formation [34, 82], and the Nyquist-Shaimon minimum sampling rate for band-limited
signals [43, 67]. These give an indication of the level of variation or complexity in a
function. The measure is computed as the correlation between these two measures sep¬
arately, and the sample density distribution obtained by employing each model. Hereby,
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a higher correlation indicates better performance. We conduct a sensitivity analysis of
each model to determine the change in performance for various input factors to each
model. This analysis is similar to previous work in ant models [2]. The results obtained
from these, serve as good indicators of the appropriateness of each model for particular
applications.
The second part of the dissertation, comprising of Chapters 5-7, presents results
from an application that utilizes synthesized hyperspectral images. An important step in
this application is aided by the ASHE algorithm. Chapter 5 gives a background on the
nature and uses of hyperspectral images. The need for image synthesis is stated, and the
process is described.
The need for an adaptive sampling scheme in the image synthesis process is identified
in Chapter 6. The properties of the ASHE algorithm are reiterated to justify its choice
for this application. Images are then synthesized based on the ASHE algorithm, and the
recorded performance improvement is evaluated on objective basis.
A framework for modeling clutter in hyperspectral images is detailed in Chapter 7.
The process of quantifying clutter using both real and synthesized images is then de¬
scribed. Numerous experiments are carried out to investigate this framework.
Chapter 8 concludes with a summary of the findings, and major contributions of the
dissertation. Suggestions for future work are also made.
CHAPTER 2
ADAPTIVE SAMPLING BY HISTOGRAM EQUALIZATION (ASHE)
ALGORITHM
In this chapter, we propose a novel, progressive, adaptive sampling scheme, based on
the distribution of obtained samples. We conduct a brief review of some existing adap¬
tive sampling schemes, and compare them to the proposed algorithm. This is in order to
highlight the limitations of the existing algorithms that are addressed by Adaptive Sam¬
pling by Histogram Equalization (ASHE). Next, we layout the theoretical basis for the
adaptive sampling algorithm. We employ analytical and graphical methods to illustrate
why, and how the ASHE algorithm works. Examples are presented to illustrate the per¬
formance of the algorithm. Finally, we identify possible practical applications areas of
the algorithm.
2.1 Review ofAdaptive Sampling Algorithms
Processes like the reconstruction of continuous signals from finite samples, and numeri¬
cal integration of a continuous signal will generally result in error. This is because they
attempt to represent a continuum with a discrete space. These errors can be reduced by
using relatively more samples in intervals where the sampled values vary the most. This
is the aim of adaptive sampling. That is, the efficient distribution of a finite number of
samples in a manner that reflects the varying levels of rate of change, or complexity in a
sampled function, in order to minimize errors. Even spaced sampling of a function with
nonstationary statistics is inefficient. Adaptive sampling places relatively more samples
in regions of higher variance in samples.
10
11
An approach to solving this problem is the progressive intensification of sampling in a
local region based on some information content criterion as in these works on ray-tracing
found in [64, 71]. These algorithms utilize a refinement scheme to determine where to
increase the sample density. For example, the variance of sample values in a region
is computed, and the sampling density is increased in that region until a threshold is
reached [52]. Othermeasures, such as contrast have also been used as the basis for further
refinement [60]. Variable sampling rates may also be achieved using variants ofMarkov
Chain Monte-Carlo (MCMC) methods adapted for this purpose as discussed in [41,16].
Local sampling rates may also be pre-determined based on prior information on the local
complexities in the function to be sampled. An example of this is found in the adaptive
form of the farthest point algorithm discussed in [22]. The gradient based sampling
algorithms increase sampling density in a region where the slope in the measured quantity
exceeds a set threshold. These, and similar methods however, require at least one of the
following: a priori knowledge on the global, and relative level of local variation of the
function to be sampled [22], computation to determine local information content [71,64,
60], an acceptance/rejection step in the progressive sampling process [41,16], or a large
number of samples to converge [64,60,41,16]. These make them inappropriate or even
infeasible for sampling in many applications.
Our developed algorithm only requires that it is possible to obtain the value of the
function at each sampled point. No prior knowledge of the local or global levels of vari¬
ations in the function is needed. This information is not available in many cases. In
fact, the process of efficient distribution of sample points becomes apparent when this is
available. Also, the only extra computational overhead required by this algorithm is the
computation of a histogram at each stage of the sampling procedure. Finally, there is no
acceptance or rejection step in the progressive sampling procedure, every obtained sam-
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Table 2.1: Comparison of the Requirements for the Proposed ASHE Algorithm to other
Adaptive Sampling Methods.
Requirements ASHEalgorithm EntropyBased AdaptiveFarthestPoint Monte-Carlom thods GradientB s d
Info, on Global fn. N N Y Y N
Info, on Local fh. Variation N N Y N N
Local/Regional Computation N Y N N Y
Acceptance/Rejection Step N N N Y N
Large No. Samples Needed N Y N Y Y
Entropy based algorithms do further sampling based on local information content, while gradient based al¬
gorithms sample based on local gradients. The table entries representN- Not required, andY- Required.
pie is kept. This makes the procedure particularly useful for obtaining expensive samples.
Table 2.1 shows a comparison of the ASHE sampling scheme to similar algorithms. The
advantages of ASHE over the other algorithms are highlighted.
The described adaptive sampling algorithm is particularly useful in the following
situations:
• No a priori information on the global, and relative levels of local variation of the
function to be sampled is available.
• Obtaining samples is prohibitively expensive.
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2.2 Theoretical Basis
Consider a monotonically increasing, non-linear function of x G :
y = f{x)=Cx'^ , (2.1)
where (7 is a positive constant, and n > 1. An indication of the rate of change or level of
complexity in the function is the derivative. This is given by:
/ (x) = nCx^~^ . (2.2)
Based on the assumptions made about the function,
Xi> Xj f'{xi) > f'{xi). (2.3)
Hence, an adaptive sampling algorithm will attempt to place relatively more samples as
X increases. If there is prior knowledge on the form of the function, an optimal sample
distribution may be obtained based on these derivatives. However, without such prior
knowledge, the obvious solution is to sample the function with even spaced samples in
X. This results in the same sample density for the different regions. A more efficient
scheme will result in a higher sample density as the values of x and f (x) increase.
We propose an algorithm that increases the relative sampling density as the level of
complexity increases. This algorithm is based on the distribution of the samples from the
co-domain. Consider an example of the described function with, even space sampling in
X, as shown in Figure 2.1(a), and even spaced sampling in the co-domain f(x), shovra in
Figure 2.1(b). The functions are divided into three equal intervals in a;. An equal number
of 12 samples are used in both cases. Some of the samples are at the same locations
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(a) (b)
Figure 2.1: Illustration of basis for the ASHE algorithm in sampling a monotonic in¬
creasing function x e of the form f{x) — Cx", where C is a positive constant,
and n > 1: (a) even spaced sampling in the domain, (b) ASHE algorithm, even-spaced
sampling in the co-domain, resulting in more efficient sample density in the domain.
as the dividing red lines. As shown in Figure 2.1(a), even spaced sampling in x yields
the obvious result of the same sample rate, even with increase in function complexity
indicated by the increasing slope. That is, the three defined intervals, with different rates
of change in sample values, have the same sample rate. Based on our discussions on
error reduction, and adaptive sampling, this is inefficient.
Suppose we sample progressively, in order to equalize the distribution of the obtained
samples. This will result in equal representation of samples in the co-domain. Hence,
an equalized distribution of samples. This is shown in Figure 2.1(b). Projecting the even
sampling in the co-domain f{x) back to the domain x, shows a different sample rate
for each of the regions. The relative increase in sampling density is proportional to the
complexity in each region of the function, this is indicated by the slope. In contrast to
other sampling schemes, the focus of the ASHE algorithm is on the co-domain, instead
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of the domain.
In summary, the ASHE algorithm produces an adaptive sampling density in the do¬
main, by varying the sample rates in proportion to the relative rate of change in the
sampled function. This is an improvement over even spaced sampling, which produces
the same sampling densities for regions containing different rates of change. However,
the optimal proportion to determine the relative sample rate that minimizes errors will
be specific to each function. Referring back to the derivative of the general form in (2.2),
such optimal proportion will be a function of C, and n. We restate the fact that these are
not known apriori. Also, any practical phenomenon to be sampled will consist of a com¬
plex combination of the type of function used in the illustration. A complete analytical
consideration will have to consider these complex system. Note, however, that the exten¬
sion of ASHE to such a complex system is valid. Samples are distributed in proportion
to the relative levels of variation in the system. Finally, there is no prior knowledge of
the exact divisions in the co-domain. This forms the basis of the histogram to be equal¬
ized. The foregoing precludes a rigorous mathematical consideration of the concept. We,
however, conduct further analysis in a manner similar to that of other heuristic methods.
An example of such analysis is found in [2]. These are usually performance and sensi¬
tivity analysis to determine factors that yield the best result from these algorithms, for
a given class of applications. Many heuristics have been employed in solving practical
problems for which obtaining an optimal solution is computationally prohibitive, or even
infeasible. Some examples of such practical applications include routing for vehicles and
in telecommunication networks [69,11], and scheduling in industrial organizations [33].
Our analysis of the ASHE algorithm is reported in Chapter 4.
16
2.3 Illustration of ASHE
We illustrate the performance of the ASHE algorithm by comparing it to evenly spaced,
and randomly spaced samples. The comparison is based on the quality of the functions
that are reconstructed from sample points. Details of the actual implementation of the
ASHE algorithm to generate these samples are presented later in Chapter 3. We experi¬
ment with two 2-dimensional functions, and reconstruct the function from their samples
by the 4NN‘ nearest neighbor algorithm [43]. We emphasize the point that these exam¬
ples are solely for the purpose of illustrating the algorithm, and not necessarily practical
application areas. The areas of possible practical applicationwill be discussed in the next
section.
Figure 2.2 shows the comparison of the performance of ASHE to evenly spaced and
randomly placed sample points. Note the clustering of the sample points in the regions
of the functions with relatively higher local slopes when ASHE is used for sampling.
Note also how the resulting normalized histograms compare to the Uniform distribu¬
tion. Evenly spaced and randomly placed samples result in histograms with under¬
representation of the function values in regions of higher complexity, and a dominance
of the function values in the regions of lower complexity. The histogram of the function
values obtained by adaptive sampling however, shows a tendency towards the Uniform
distribution. An objective measure of the histogram comparison is a sum-squared differ¬
ence between the histograms and a normalized Uniform distribution with the same num¬
ber of bins. The lower this value, the closer the histogram is to the Uniform distribution.
The function reconstruction quality, indicated by the Peak Signal to Noise Ratio (PSNR)
values, is highest when the function is sampled adaptively using the ASHE algorithm. A
total of 100 experiments are conducted, and the indicated PSNR and deviation values are
*A sample point is reconstructed as the mean of the four nearest existing samples.
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averages.
In our second experiment, we consider the image shown in Figure 2.3. This image
represents a 2-dimensional function, whereby, the pixel grayscale values are the func¬
tion values at each pixel location. A higher sampling rate is required in the parts of
the image with dissimilar pixels because of the higher complexity. The image back¬
ground is bland, and requires relatively fewer sample points. The image is of size
512 * 512 = 262,144, 8 bits/pixels, and it is sampled at 16,384 pixel locations indi¬
cating a ratio of 16 : 1. The results of sampling adaptively based on ASHE are shown
in the same figure. The performance is compared to the other sampling schemes as in
the previous experiment. Note the efficient distribution of samples by the ASHE scheme
as indicated by the cluster of sample points in the regions of high complexity - the face
in the image. This has the required effect of a reconstructed image with better quality
compared to the other sampling methods. Two numerical measures of image quality are
used as a basis for comparison: the frequently used PSNR, and another measure of image
quality called Structural Similarity (SSIM). This has been shown in [92] to be a better
indicator of image quality than the PSNR. Both measures show that the image recon¬
structed from the adaptively sampled points based on the ASHE algorithm has the best
quality. These numerical measures of image quality are supported by the better represen¬
tation of the facial features in the image reconstructed from adaptively sampled points.
The relationship between sample point positions and the resulting histogram of function
values, in this case pixel grayscale values, is the same as those in the previous exam¬
ples. That is, the histogram of the sampled grayscale values using adaptive sampling
tends closer towards a Uniform distribution than the other sampling methods. A total of
100 experiments are conducted. The indicated PSNR, SSIM, and deviation values are
averages of these experiments.
18
Origiiial function Top view ofOrigina] function
Deviation = 0.6381 Deviation = 0.6357
•4 <4 a t 4 I
Deviation = 0.3112
Figure 2.2; Performance comparison of the adaptive sampling algorithm to randomly
placed, and evenly spaced samples for sampling a 2-dimensional function with varying
slope. There are 512 values for both x, and y, yielding 262144 values. The function is
sampled at 4096 locations, and reconstmcted using the nearest neighbor method. Hereby,
the Peak Signal to Noise Ratio (PSNR) is chosen as the objective measure of the quality
of the reconstructed function. The Deviation values are defined as the mean squared






Figure 2.3: Performance comparison of the ASHE algorithm to randomly placed and,
evenly spaced samples for sampling a 2-dimensional grayscale image. The original 512 *
512 = 262144 pixels are sampled in 16384 locations, a ratio of 16 : 1. The images are
reconstructed using the nearest neighbor method. PSNR, and structural similarity (SSIM)
are objective measures of the reconstructed image quality. The Deviation values are the
mean squared deviation of the histograms from a normalized Uniform distribution with
the same number of histogram bins.
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2.4 Application Areas
As stated earlier, the examples in the previous section only serve as illustrations of the
concept, and are not practical application areas. Based on the advantages of the ASHE
algorithm stated in Section 2.1, we have identified some practical areas of applications.
The following discussions are fairly generic, it should be straightforward to adapt the
algorithm to specific problems.
2.4.1 Data Synthesis
Many forms of data analysis require adequate, and statistically representative population
of the dataset in question to be able to make reliable inferences, and draw general con¬
clusions. The problem in many fields of study is that the amount of available data does
not fulfill the these stated requirements. Cost, time, and other limitations on resources
may be prohibitive to the collection of the data. This problem has been solved in many
instances by generating synthesized data. The requirement of statistical representation
is usually that of maximum diversity in the dataset i.e., an equal representation of all
possible members of a population. Maximum diversity is required in sample data in or¬
der to ensure that results from such are representative of the entire domain. Analysis of
such data can then lead to inferences and conclusions that take all possible output sce¬
narios into account. As demonstrated in Section 2.2, sampling to maximize diversity i.e.,
equalized distribution of obtained samples results in more efficient sampling. An image
synthesis application that employs the ASHE algorithm is the subject of Chapters 5-7
of this dissertation.
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2.4.2 Design of Experiments
Experimental results are usually functions of various factors. For example, a chemi¬
cal reaction or biological process may depend on such factors as temperature, pressure,
presence of catalyst or other reagents. It is usually required to determine the results of
such experiments over a range of factors. It may be expensive or impractical to perform
these experiments over all possible ranges and combinations of these factors. The results
of such experiments or processes can be modeled as a multi-dimensional function with
each dimension being one of the factors. Usually, there is no a priori information on
the global, and relative levels of local variation of the outputs from these experiments.
Regions of change due to a factor or combination of factors are usually of interest in
these experiments. With the constraint on the number of experiments, it will be benefi¬
cial to perform more experiments in regions of this multi-dimensional space where there
is relatively more change in the experimental results. This space can then be progres¬
sively sampled using the ASHE algorithm, whereby each subsequent sample location,
that is, combination of factors for which the experiment is performed is determined by
the current distribution of already obtained samples.
2.4.3 Surface Reconstruction from Expensive Samples
Computational Physics, Chemistry and Biology involve studies that require the computa¬
tion of surfaces representing various phenomena. An example of this is the computation
of the potential surface of a molecule in a particular electron state using first princi¬
ples, that is, ab initio computations. These surfaces are usually multi-dimensional, and
are constructed from the computed phenomenon values at various sample points in the
space. In many cases, obtaining these values at each sampled point is computationally
expensive. Also, no apriori information on the global or local variation on this surface is
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available, only the ability to compute the surfaces’ value at each sampled point. To min¬
imize the surface reconstruction error from the points at which the surface values have
been calculated, or to adequately represent regions of transition, it is required to compute
relatively more values in regions where there is more change in the surface values. The
ASHE algorithm can be used to determine the sample points where the surface values
are to be computed by ensuring efficient variable sample rates.
2.4.4 Progressive Transmission/Rendering
Transmission of image data on a limited bandwidth channel can be effectively achieved
by progressively sampling the image using the ASHE algorithm. This results in the more
important information from the image being transmitted earlier. With this approach,
truncating the data streamwill only lead to the loss of the less important part of the infor¬
mation stream needed for reconstruction. The approach yields similar results in image
rendering, with the more important region being rendered earlier such that a profile of
the image is quickly represented. Similar work has been done with a different approach
in [42].
CHAPTERS
MODELS UTILIZED IN IMPLEMENTING ASHE
In this chapter, we discuss the three models employed in implementing the function val¬
ues equalization described in the Adaptive Sampling by Histogram Equalization (ASHE) al¬
gorithm. All the described models are generally utilized in many areas of optimization,
especially for problems in which directly obtaining optimal solutions is infeasible due
to the computational cost. For these problems, the models are used to obtain variables
that minimize or maximize a function. We apply variants of these models to obtain an
efficient sample distribution as described in the ASHE algorithm. Though somewhat dif¬
ferent, our problem may also be seen as an optimization problem, in which we intend to
maximize the efficiency of the sample distribution. This efficiency is defined based on
an objective measure. The set of sample points obtained by these algorithms constitutes
a set of solutions.
The underlying concept that each model is based on is presented. Any variations or
modification of the general form for our specific purpose is stated, and justified. General
examples are presented to aid in the understanding of these models. The specific details
of implementing the ASHE algorithm with each model are then described. Examples
to illustrate the ASHE implementation with each model are, however, delayed until the
discussion on their performance and sensitivity analysis in Chapter 4.
3.1 ActiveWalker Model
The active walker model can be explained both in the framework of the motion of Brow¬
nian particles, and as a variant of the random walk [72]. The simple Brownian motion
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will not result in any structure required to model the systems to be studied. Therefore,
Brownian particles "with the ability to generate self-consistentfields, which in turn infiu-
ence their subsequent movement, physical and chemical behaviors" are introduced [75].
These are called active Brownian particles. The term active walker was first introduced
in this work [29], in which a discrete approximation of the motion of these active par¬
ticles was used to model a complex system. The active walker model has been used
to simulate, and analyze numerous complex systems in both the physical and life sci¬









Figure 3.1: Simple symmetric random walk on 1?
The random walk approach is, however, the more appropriate of the two frameworks
to explain our specific use of the active walker model. Consider the simple, symmetric
random walk on 1? shown in Figure 3.1 [72]. From the starting central position, the ran¬
dom walk can be seen as a specific case of a Markov-chain [63], in which the transition
probabilities are given as follows:




Each step taken in a random walk is discrete, and of equal sizes. The chain starts with an
equal probability of moving into any of the vacant positions. The generalization of this
to a higher-dimensional space is trivial. In their most general form, active walkers are
pseudo-random walkers with the following properties:
• They take discrete, but not necessarily equal step sizes.
• The direction of their movement may be either random or biased.
• Their step sizes and direction ofmovementmay depend either on local information
contained in their current location, or global information in the walking space.
They may also depend on a combination of these.
• In the case ofmultiple active walkers, the behavior of each walker may depend on
peer interaction.
• Multiple active walkers can not occupy the same location at the same time.
All the variable properties, such as the movement, are governed by defined fitness
criteria. For example, in a situation where moving charged particles are simulated, the
distance and direction moved by an active particle may depend on the charge carried by
the particle and those in its vicinity [79]. The result is a pseudo-random walk, which is
biased based on the fitness criteria. The adaptive or biased random walk approach has
been used in solving optimization problems [12].
3.1.1 ASHE Implementation using Active Walkers
For our specific application, simulated active walkers are employed to implement the
ASHE algorithm by placing sample points in the location of the walker in the sample
space. Initial samples are obtained by placing even spaced active walkers in the space.
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A histogram is formed from the function values obtained from these initial locations.
We establish a fitness criterion based on the state of the histogram. Whereby, after each
sample addition, the normalized histogram of samples is updated, and compared to a
normalized Uniform distribution with the same number of bins. The comparison of the
two histograms results in a fitness criterion FC which is given by:
n
(3.2)
where n is the number of bins in the histograms, h* are the relative frequencies from
the sample distribution, and h = ^ is one of the equal valued relative frequencies from
the Uniform distribution. FC has a lower bound of zero. A decrease in the value of
the FC indicates that the newly added sample moved the histogram of samples closer
to the normalized Uniform distribution. The active walker that obtained the sample then
moves a short step in order to sample more in its current vicinity. An increase in the
value of the FC due to the addition of a sample, indicates a deviation of the distribution
of samples from the Uniform distribution. The active walker that obtains the sample
resulting in the deviation is made to sample in a location different from its current vicin¬
ity by taking a long step. The definitions of the terms ’’short”, and ’’long” steps will be
addressed in detail in Chapter 4, while discussing the sensitivity analysis. The distance
between the current and subsequent locations of a walker is determined as the resultant
of vector lengths along each dimension. The direction of each vector is randomly cho¬
sen, independently, resulting in a random direction for the resultant vector. This process
is then continued to progressively sample the space until the required number of sam¬
ples is obtained. Multiple active walkers are usually employed to ensure that the entire
sample space is covered. A variant of the self-avoidance mechanism is also included to
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ensure that a location is not sampled multiple times [72]. In summary, the active workers
employed to implement ASHE have the following specific behaviors:
• The position of an active walker represents a sampled location.
• There is no cost associated with the distance moved by an active walker.
• A self-avoidance mechanism is implemented to ensure that a location is not sam¬
pled multiple times.
• The next location of an active walker is dependent on its current location, and the
step size adapting criterion. The adapting or fitness criterion is the change in state
of the distribution of function values.
• Their direction ofmovement is random.
Algorithm 1 shows the implementation of ASHE using the active walker model.
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Algorithm 1. Active walker model implementation of the ASHE algorithm
Initial definitions:
Objective function, e.g. function value
Variables/factors the objective function is dependent on
Range and possible values that all variables/factors can take
Sampling initialization:
Obtain initial randomly located samples using active walkers
Compute/obtain the objective function values from initial sample points
Compute normalized histogram from initial sampled function values
Compute Overall Fitness Criterion OFC
while Sample points < required no. of samples do
for all Active walkers do
Obtain new sample point
if Location has already been sampled
Obtain closest unsampled location
(random choice ifmultiple unsampled locations exist at same distance)
end if
Add new sample from active walker to existing samples
Compute new normalized histogram after single addition, and
Compute New Fitness Criterion NFC
if NFC < OFC
Single walker takes short step size in random direction
else Single walker takes long step size in random direction
end if
end for





This model is based on the behavior of ants in search of resources, usually food. Many
insect species deposit a substance called pheromones when walking to or from food
sources [40, 32]. The role played by this mechanism on their ability to efficiently search
for food has been studied [31,14]. Many of these insects, for example ants, possess little
or no sense of sight, and communicate primarily through their sense of smell. Consider
the simple case of an ant colony and a resource, say food, as shown in Figure 3.2. The
ants can reach the food by either of the two paths, with one being much longer than
the other. The ants deposit pheromones as they traverse these paths. Assume an initial
random access of the paths, and also assume that the effect of deposited pheromone
spreads, and fades with time, due to a diffusion process. The pheromone update over
time, is generally modeled as:
m
(3.3)
where i and j are endpoints of the path, p is the evaporation rate, m is the number of ants,
and is the quantity of pheromone laid on the path (i, j) by ant /c. It is expected that
the pheromone concentration on the shorter path will be refreshed more often, therefore,
the maintained concentration level will be higher. This will attract more of the ants into
using this path to get to the food. Hence, the optimal route to the resource is established.
Probabilistic models of these kind of behavior have been developed, and they show that
the initial equal probability of taking either path is updated to increase the probability of
the shorter path [31]. In summary, the colony of ants communicate indirectly to reinforce
a good solution by modifying their environment through positive feedback.
This kind of communication is referred to as stigmergy [39]. When compared to other
30
Figure 3.2: Illustration of 2 possible paths for ants to reach a resource. With path ’a’
shorter than ’b’
forms of communications, it is noted to have two unique characteristics [17]. These are:
• It is indirect, and non-symbolic, insects communicate by modifying their environ¬
ment.
• It is local, that is, the information can only be accessed by insects that visit the
vicinity of the pheromone/oo/pnVif.
Algorithms based on the ant model have been successfully used in solving numerous
optimization problems [19, 86, 55]. These fall under the generic name of Ant Colony
Optimization (ACO) algorithms. Some variants of this are the Ant System (AS) [20],
and the Ant Colony System (ACS) [18]. A good review of the progress in this area of
study can be found in [17]. A basic assumption made by all these algorithms is that the
ants live in an environment where time is discrete.
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3.2.1 ASHE Implementation using the Ant Model
In implementing the ASHE algorithm, the described 1-dimensional path model is ex¬
tended to multiple dimensions. Whereby, ants forage in the space to be sampled, and
samples are obtained from their current locations. At the start of the sampling process,
each sample location is allocated equal probability of being foraged. The probabilities
are modeled as pheromone concentrations. The sampling is done in discrete time inter¬
vals. The resource is the obtained sample. Whether a positive feedback is sent by an ant
depends on the change in the state of the distribution of the already obtained samples.
The same fitness criterion FC defined in (3.2) for the active walker model is used. In
this case, a positive feedback is only generated if the obtained sample moves the up¬
dated distribution closer to the Uniform distribution. The ant modifies its environment
by depositing pheromones in the multidimensional vicinity of where it obtains a good
sample, indicated by a reduction in the value of FC. The effect of this deposit is a
relative increase in the probabilities associated with the sample locations in the vicinity
of this sample. The questions concerning the amount of increase, and the extent of the
spread will be addressed in the performance and sensitivity considerations in Chapter 4.
The increase is highest in the locations nearest to where the sample was obtained, and
tapers down at a non-linear rate. All locations that are already sampled are allocated a
zero probability to avoid multiple sampling of the same location. At each discrete time
step, the probabilities associated with the unsampled locations are reduced by the same
factor. This is to simulate the process of the pheromone evaporation with each time step.
Subsequently, the ant samples in its vicinity in a manner that reflects the probabilities
associated with the sample locations. That is, where there are multiple non-zero proba¬
bility locations of the same distance, it samples the location with the highest probability.
Otherwise, it samples in the only non-zero probability location in its vicinity. The defini-
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tion of vicinity will be clarified in the discussions on sensitivity analysis. It is expected,
that the effect of the feedback created by an ant generally goes farther than its movement
in any one time step. The ant model implementation of the ASHE algorithm is shown in
Algorithm 2.
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Algorithm 2. Ant model implementation of the ASHE algorithm
Initial definitions:
Objective function, e.g. function value
Variables/factors the objective function is dependent on
Range and possible values that all variables/factors can take
Associate equal probabilities with all sample locations
Sampling initialization:
Obtain initial samples from location of randomly placed ants
Compute/obtain the objective function values from initial sample points
Compute normalized histogram from initial sampled function values
Compute Overall Fitness Criterion OFC
while Sample points < required no. of samples do
for all ants do
Obtain new sample point from non-zero probability location in vicinity
ifMultiple non-zero locations exists
Obtain sample from location with highest associated probability
end if
Add new sample from ant to existing samples
Set probability associated with sampled location to zero
Compute new normalized histogram after single addition, and
Compute New Fitness Criterion NFC
ifNFC < OFC
Increase probabilities associated with locations around sample
by values that sum up to 1 in the surrounding sample locations
end if
end for
Multiply probabilities associated with sample locations by constant < 1
Normalize probabilities based on non-zero locations in the space




3.3 Evolutionary Algorithm Model
The class of evolutionary algorithms (EAs) includes genetic algorithms [61], genetic
programming [47], evolutionary strategies [30], and evolutionary programming [28].
Common to all the variants of this class of algorithms are elements of the principles
of natural biological evolution. They operate on populations based on the principles of
survival of the fittest. Population members deemed to be best suited for surviving in a
particular environment form the basis for creating the next generation. Evolutionary al¬
gorithms model this natural process by applying principles like recombination, mutation,
and migration. A good introduction to evolutionary algorithms [3] addresses these basic
concepts.
EAs have been used variously to solve search and optimization problems [59,84]. In
general, they consider a population of possible solutions, and remove the poor solutions
based on some fitness criterion. The surviving population members then form the basis
for producing a new generation. The new generation is produced primarily by combining
surviving members. The rationale for this is that combining elements from fit members
will result in even fitter members. A mutation process is also used to generate new mem¬
bers. This is an occasional pertiurbation that results in a new member, whose properties
are not completely accounted for by any existing member. The population size may be
kept constant or varied over the generations. This death, survival, and mutation process
continues until an acceptable solution is obtained.
3.3.1 ASHE Implementation using the Evolutionary Algorithm Model
In implementing the ASHE algorithm using an evolutionary algorithm approach, we start
the sampling process in even spaced locations. The coordinates of these locations serve
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as the population in the first generation. Again, the fitness criterion is the same as in the
other models, and stated in (3.2). That is, the change in the FC value due to the addition
of a sample from a location determines whether it is considered fit, or not. Based on the
prior discussions, a sample from a location that results in the reduction of the FC value
is considered fit. The recombination process used in the standard genetic algorithms will
not necessarily produce a new fit member. To illustrate this point, consider two fit mem¬
bers of a current generation. For simplicity, let us assume an even number of dimensions
in the space to be sampled, say two. The population members consist of an ordered pair
of integers. Recombination between two fit members will yield new offspring that do
not necessarily have any relation to the parents. For our purpose, recombination between
two fit members may yield new locations that have no bearing on the original location.






Figure 3.3: Illustration of standard genetic algorithm recombination process, and an
Asexual process better suited for implementing ASHE.
A different approach of producing a new generation has to be taken. This is so be¬
cause the ASHE algorithm requires that further sampling is done in the neighborhood
of a current good solution as indicated by the fitness criterion. We take the approach of
Rccombtnation
Parents / ^
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making the fit population member reproduce in an asexual manner. That is, a fit member
produces offspring in its current vicinity. The number of offspring, and how far their
neighborhood can be from their parents, are variables that will be discussed under the
performance and sensitivity analysis. A very small probability that the offspring of a fit
parent may die is also introduced. All unfit parents die without offspring, but the sample
from their current location is accepted. A random selection of the starting population
size is made from the offspring to ensure that the population size remains the same for
every generation. Algorithm 3 shows the evolutionary algorithm model implementation
of ASHE.
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Algorithm 3. Evolutionary algorithm model implementation of ASHE
Initial definitions:
Objective function, e.g. function value
Variables/factors the objective function is dependent on
Range and possible values that all variables/factors can take
Sampling initialization:
Obtain initial randomly located samples/starting population
Compute/obtain the objective function values from initial sample points
Compute normalized histogram from initial sampled function values
Compute Overall Fitness Criterion OFC
while Sample points < required no. of samples do
for all Members in current generation do
Obtain new sample point
if Location has already been sampled
Obtain alternate, close sample point
end if
Add new sample from population member to existing samples
Compute new normalized histogram after single addition, and
Compute New Fitness Criterion NFC
ifNFC < OFC
Parent reproduces/divides (Asexual reproduction) in its vicinity
Generate random number S between 0 and 1






Make random selection of starting population size from offspring




PERFORMANCE AND SENSITIVITY ANALYSIS OF MODELS
Here, we establish two measures of the performance of the models in the efficient dis¬
tribution of sample points. In contrast to the basis of comparison in Section 2.3, these
are independent of any reconstmction algorithm. The measures here are based on the
entropy measure of information [34, 82], and the Nyquist-Shannon minimum sampling
rate for band-limited signals [67, 56]. These serve as an indication of the relative levels
of variation in a sampled function. For both measures, a high value will signify more
complexity, thus requiring a relatively higher sample density. The purpose of the ASHE
algorithm is to efficiently distribute sample points. That is, adapt the sample density such
that they reflect the local, and global levels of variation in the space being sampled. The
defined objective measure of performance is thus based on the correlation between these
indicators of variation and the sample density. A high correlation between the sample
density and either of the two measures will signify good performance of the sampling
scheme, and vice-versa.
Based on the established performance criteria, we carry out a performance and sen¬
sitivity analysis of the models. The sensitivity analysis seeks to investigate how such
performance varies with change in factors in the different models used in the ASHE im¬




4.1 Measure Based on Frequency Content
The Fourier transform (FT) is used to decompose a function in time or space into its
sine and cosine components of different frequencies. The space or time varying func¬
tion can then be represented in terms of its frequency components. This is called a
frequency domain or spectral representation of the function. We use 2-dimensional func¬
tions, specifically 2-dimensional digital images to illustrate the use of this transformation
in establishing a measure of complexity. Since we are considering digital images, we will
further restrict the discussions to the Discrete Fourier Transform (DFT), which is a sam¬





where /(m, n) is the image in the spatial domain, and the exponential term multiplying
it is the basis function corresponding to each F{k,l) inthe frequency domain. The basis
functions are sine and cosine waves with increasing frequencies from F(0,0), which is
the DC component*, to a maximum of F{M — 1,N — 1). The DC component repre¬
sents the average brightness in the image. The resulting Fourier transform is complex,
containing the real or magnitude, and imaginary or phase components. The size of each
component is the same as that of the original image.
Figure 4.1 shows two images and the corresponding DFT magnitude images. For
simplicity, the images contain single spatial frequencies. The original DFT magnitude
images have the DC components at the edges and the highest frequency components in
the middle. These have been shifted using the MATLAB fftshift function so that the DC






Figure 4.1: Shows two images of single spatial frequencies, and the corresponding mag¬
nitude images in the frequency domain. The image in (a) has a lower frequency than
that in (b), this is reflected in the distance of the fundamental frequencies from the DC
component.
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components are in the middle, and the highest frequency components are at the edges.
The pixels in the middle of the DFT images are the brightest, indicating that the images
are dominated by their DC components. Note the two bright spots on either side of the
DC component. These represent the fundamentals of the single spatial frequencies, and
are mirror images of each other. Their distances from the DC component is an indication
of the frequency they represent, the higher the spatial frequency, the bigger this distance.
This explains why the distance is larger in the DFT from the image with the higher
spatial frequency. To aid in the general interpretation ofDFT images, consider the cross-
sections of the power image of 2-dimensional DFTs as shown in Figure 4.2. Figure 4.2(a)
gives a simplistic representation of a single frequency image in the frequency domain.
Figure 4.2(b) shows multiple power plots, each representing multiple frequencies.
Figure 4.2: Cross-sections of images in frequency domain:(a) simplified frequency rep¬
resentation, (b) multiple plots showing different power spread in their spectrum
Our metric is based on the power distribution in the frequency components of the
functions in question. We determine this by summing up the power in the spectrum, start¬
ing from the lowest to the higher frequencies until a value of 95% of the total power in
the spectrum is obtained. We do not use 100% of the power since the function may have
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support in the entire frequency domain. The DC component is also excluded to avoid a
bias due to differences in function amplitudes. Generally, the higher the distance, that is
spatial frequency at which this value is attained, themore the high frequency components
in the function. We divide the function into 16 regions of equal sizes, and compute this
value for each region. Our objective measure is the correlation coefficient (CC) between
the relative sample densities in the regions and the values indicating the frequency con¬
tent. The correlation coefficient takes values (—1 < CC < 1). A positive CC value
indicates that the sample densities are higher in the regions where the function contains
high frequency components. The higher the positive correlation value, the more efficient
the sample distribution obtained by the employed model.
A drawback of using the DFT approach is the classic time/spatial versus frequency
resolution trade-off. That is, computing the Fourier transform over a small time/spatial
window will result in poor frequency resolution but good time resolution. Increasing the
window size improves the frequency resolution at the expense of the time resolution. The
frequency resolution is more important for the application. The window size we can use
is constrained because the function has to be sub-divided into regions. We apply some
zero-padding in the spatial domain before the DFT transformation. The zero-padding
does not improve the frequency resolution, but it does increase the sampling rate, leading
to appreciable improvements in our results.
Figure 4.3 shows two of out test functions, an image, and a 2-dimensional energy
function. The functions are divided into 16 regions for the purpose of obtaining the
frequency based objective measure by region. Also shown are the corresponding com¬
plexity measure images, in which the shades indicate the level of complexity. Note the
general visual correlation between the frequency-content based measure, and the appar¬
ent regions of complexity in the functions.
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Figure 4.3: Functions divided into 16 equal regions (a) and (c), the corresponding images
based on frequency content associated with the regions (b) and (d) respectively.
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4.2 Measure Based on Entropy Measure of Information
Entropy as a measure of information content in a discrete system is defined as:
n
(4.2)
where X is a discrete random variable that can take possible values Xi, X2,
and p(xi) is the probability that X takes the value Xj. The concept may be understood
intuitively in terms of uncertainty. If the outcomes xi,X2, , are equally probable
then uncertainty is high, and the entropy is maximal. If, however, an outcome is certain,
the entropy is zero, which indicates that no additional information is obtained from the
outcome.
For our purpose the function in question is divided into 16 equal sized regions as
described for the frequency based measure. The entropy of each region was computed.
Higher entropy values indicate greater uncertainty or complexity in the functions. An
objective measure was obtained by computing the correlation coefficient between the en¬
tropy values and the relative sample densities. Again, higher positive correlation values
indicate a more efficient sample distribution. Figure 4.4 shows the example functions
and the corresponding entropy images. The entropies associated with each region are
represented by the color shades. Note the visual correlation between the region of com¬
plexities in the functions, and their corresponding entropy shades.
4.3 Analysis of the Active Walker Model
We experiment with two functions: a smooth energy function, size 512 x 512 pixels, and
a 2-dimensional image of size 256 x 256 pixels, to represent rapidly varying functions.
We obtain a total of 4,096 sample in each case, representing a ratio of 1 : 64, and
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Figure 4.4: Functions divided into 16 equal regions (a) and (c), the corresponding images
based on entropy associated with the regions (b) and (d) respectively.
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1:16 respectively. The two test functions are shown in Figure 4.5. We emphasize that
these test functions are used for the purpose of experimentation alone. The key elements
expected in the areas of practical application are not present in them. That is, obtaining
the sample values is not expensive, and we have complete prior information on these
functions. They however, fully meet the requirement for these experimental purpose.
Figure 4.5: Test functions, top views (a) smooth function, (c) rapidly varying function,
and their corresponding side views (b) and (d) respectively.
We identify four key factors that may affect the performance of the active walker
model as described in Section 3.1.1. These are:
1. Number of active walkers (iVaw)- This will determine the number of steps taken
in the adaptive sampling process. Starting with n walkers means that (4,096/n) —
1 steps will be taken.
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2. Number of bins (A^ub^ ^ histogram to be equalized. This is important because
it constitutes a form of resolution. It is the number of unique groups in which the
sample function values are divided.
3. Large step size (LSP). This is the step taken away from a vicinity due to an
increase in the fimess criterion value. We define this as a function of the size of the
space being sampled.
4. Small step size (SSP). This is the step taken in order to sample in the current
vicinity of an active walker, due to a decrease in FC, signifying an improvement.
This is also defined as a function of the size of the space being sampled.
We experiment with the following values of these factors:
iVaw = {4, 64, 100, 144, 1,024}
= {2, 8, 16, 32, 256}
LSP = {0.2, 0.25, 0.3, 0.35, 0.4}
SSP = {0.02, 0.04, 0.06, 0.08, 0.1}
Both LSP, and SSP are obtained by multiplying the vector containing the sizes
of the dimensions of the space with these numbers. For each experiment, the func¬
tion is sampled using the active walker model with a combination of these factors.
One complete set of experiments thus includes 625 runs. In order to ensure adequate
statistical representation, we run 100 complete sets, that is 62,500 runs in all. Fig¬
ures 4.6 and 4.7 show examples of the progression of the adaptive sampling for both
test functions. In both examples, we used the following values in the active walker
model: iVaw= 64, A^ub“ LSP= 0.4. We used SSP= 0.06 for the smooth
function, and SSP= 0.02 for the image. Note that nine images from intermediate stages
are shown instead of the total of 64 expected in the sampling process with A^aw= 64.
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In both examples, the sample density changes to reflect the complexity in the sampled
function as the process progresses.
We sort the results of the tests by the measures based on frequency content, and
entropy. These results are shown in Tables 4.1 - 4.4. The tables show the results for the
two test functions, sorted by the two measures of performance, hence the four tables.
Due to space constraint, we only show the top and bottom 20 runs based on the sorting
criteria. The important information to aid in our analysis is, however, all contained in the
shown portion of the results.
Note that the correlation between the sample density and the frequency based mea¬
sure is lower than that between the sample density and the entropy based measure. This
is probably due to the limitations of the frequency based measure for this particular pur¬
pose, as stated in Section 4.1. The correlation between both measures is generally good
as the sorted table indicates. That is, both objective measures essentially give the same
information.
Tables 4.1 and 4.2 show the results for the experiments using the smooth function.
The results show that the active walker model requires more than three steps to achieve
a good solution. This is indicated by the number of appearances of A^aw = 024 at the
bottom of the table. 1,024 active walkers would only take (4,096/1,024) — 1 = 3 steps
each to complete the sampling. The sample density distribution is still essentially random
after three steps. Generally, more steps improve the ability of the adaptive process in
efficiently distributing samples. This has to be balanced by the need to cover the sampling
space, as too few active walkers may get stuck in a locality. The results show that for this
application, at least about 25 steps will yield a good sample distribution. The number of
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Figure 4.6: Intermediate steps from sampling a smooth test function with the active
walker model using the following factors: N^w = 64, = 16, LSP = 0.4, and
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Figure 4.7: Intermediate steps from sampling a rapidly varying test function with the
active walker model using the following factors: Naw = 64, - 16, LSP = 0.4, and
SSP = 0.02. Total of 64 steps.
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Table 4.1: Performance of active walker model in sampling the smooth function, sorted
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1024.00 2.00 0.20 0.02 -0.26 0.14
64.00 16.00 0.25 0.10 -0.26 -0.35
1024.00 32.00 0.20 0.10 -0.30 -0.51
1024.00 16.00 0.20 0.10 -0.30 -0.48
144.00 256.00 0.20 0.10 -0.31 -0.70
64.00 256.00 0.20 0.10 -0.34 -0.74
100.00 256.00 0.20 0.10 -0.34 -0.70
4.00 256.00 0.20 0.10 -0.34 -0.73
144.00 8.00 0.20 0.10 -0.40 -0.74
64.00 8.00 0.20 0.10 -0.42 -0.76
4.00 8.00 0.20 0.10 -0.43 -0.76
100.00 8.00 0.20 0.10 -0.43 -0.73
100.00 32.00 0.20 0.10 -0.44 -0.80
4.00 32.00 0.20 0.10 -0.45 -0.83
64.00 16.00 0.20 0.10 -0.46 -0.79
64.00 32.00 0.20 0.10 -0.46 -0.81
144.00 32.00 0.20 0.10 -0.46 -0.81
4.00 16.00 0.20 0.10 -0.46 -0.80
144.00 16.00 0.20 0.10 -0.47 -0.77
100.00 16.00 0.20 0.10 -0.47 -0.80
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Table 4.2: Performance of active walker model in sampling the smooth function, sorted









144.00 16.00 0.40 0.06 0.60 0.93
64.00 16.00 0.40 0.06 0.57 0.93
100.00 16.00 0.40 0.06 0.60 0.93
100.00 16.00 0.35 0.06 0.57 0.92
144.00 16.00 0.40 0.04 0.56 0.92
64.00 16.00 0.35 0.06 0.57 0.92
144.00 16.00 0.35 0.06 0.59 0.92
4.00 16.00 0.40 0.06 0.56 0.92
144.00 32.00 0.40 0.06 0.56 0.92
100.00 16.00 0.40 0.04 0.53 0.92
144.00 16.00 0.35 0.04 0.58 0.92
4.00 16.00 0.35 0.06 0.58 0.91
144.00 16.00 0.30 0.04 0.57 0.91
100.00 16.00 0.35 0.04 0.53 0.91
4.00 32.00 0.40 0.08 0.56 0.91
144.00 32.00 0.40 0.04 0.52 0.91
64.00 32.00 0.40 0.08 0.56 0.91
64.00 16.00 0.40 0.04 0.52 0.91
64.00 32.00 0.40 0.06 0.53 0.91
64.00 16.00 0.40 0.08 0.57 0.91
4.00 2.00 0.20 0.10 -0.10 -0.46
1024.00 16.00 0.20 0.10 -0.30 -0.48
64.00 2.00 0.20 0.10 -0.13 -0.48
1024.00 32.00 0.20 0.10 -0.30 -0.51
144.00 256.00 0.20 0.10 -0.31 -0.70
100.00 256.00 0.20 0.10 -0.34 -0.70
4.00 256.00 0.20 0.10 -0.34 -0.73
100.00 8.00 0.20 0.10 -0.43 -0.73
64.00 256.00 0.20 0.10 -0.34 -0.74
144.00 8.00 0.20 0.10 -0.40 -0.74
4.00 8.00 0.20 0.10 -0.43 -0.76
64.00 8.00 0.20 0.10 -0.42 -0.76
144.00 16.00 0.20 0.10 -0.47 -0.77
64.00 16.00 0.20 0.10 -0.46 -0.79
100.00 16.00 0.20 0.10 -0.47 -0.80
100.00 32.00 0.20 0.10 -0.44 -0.80
4.00 16.00 0.20 0.10 -0.46 -0.80
144.00 32.00 0.20 0.10 -0.46 -0.81
64.00 32.00 0.20 0.10 -0.46 -0.81
4.00 32.00 0.20 0.10 -0.45 -0.83
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Table 4.3: Performance of active walkermodel in sampling the rapidly varying function,
sorted by the frequency based measure.
No. of No. of Long Step Short step CC with Freq. CC with £nt.
Active Walkers Bins based Measure based Measure
4.00 16.00 0.40 0.02 0.72 0.88
4.00 16.00 0.35 0.02 0.69 0.86
64.00 16.00 0.40 0.02 0.68 0.87
4.00 32.00 0.40 0.02 0.68 0.86
4.00 16.00 0.30 0.02 0.67 0.85
64.00 32.00 0.40 0.02 0.66 0.89
64.00 16.00 0.35 0.02 0.66 0.86
4.00 32.00 0.35 0.02 0.65 0.84
64.00 16.00 0.30 0.02 0.64 0.85
100.00 16.00 0.40 0.02 0.63 0.86
64.00 32.00 0.35 0.02 0.62 0.86
100.00 16.00 0.35 0.02 0.62 0.85
4.00 16.00 0.25 0.02 0.61 0.82
4.00 8.00 0.40 0.02 0.61 0.80
144.00 16.00 0.40 0.02 0.61 0.84
144.00 16.00 0.35 0.02 0.59 0.84
4.00 8.00 0.35 0.02 0.59 0.79
100.00 32.00 0.40 0.02 0.59 0.85
4.00 8.00 0.30 0.02 0.59 0.79
64.00 16.00 0.25 0.02 0.59 0.82
1024.00 256.00 0.20 0.10 -0.18 -0.29
1024.00 32.00 0.20 0.10 -0.22 -0.38
1024.00 8.00 0.20 0.10 -0.23 -0.41
1024.00 16.00 0.20 0.10 -0.24 -0.43
144.00 256.00 0.20 0.10 -0.31 -0.56
4.00 256.00 0.20 0.10 -0.32 -0.55
64.00 256.00 0.20 0.10 -0.34 -0.56
4.00 8.00 0.20 0.10 -0.34 -0.62
100.00 256.00 0.20 0.10 -0.35 -0.58
64.00 8.00 0.20 0.10 -0.36 -0.64
100.00 8.00 0.20 0.10 -0.37 -0.63
144.00 8.00 0.20 0.10 -0.37 -0.85
144.00 32.00 0.20 0.10 -0.41 -0.^
144.00 16.00 0.20 0.10 -0.41 -0.69
4.00 16.00 0.20 0.10 -0.42 -0.68
100.00 16.00 0.20 0.10 -0.42 -0.67
4.00 32.00 0.20 0.10 -0.43 -0.68
100.00 32.00 0.20 0.10 -0.43 -0.68
64.00 16.00 0.20 0.10 -0.44 -0.69
64.00 32.00 0.20 0.10 -0.45 -0.70
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Table 4.4: Performance of active walker model in sampling the rapidly varying function,
sorted by the entropy based measure.
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Also for this application, using extreme values of number of bins, such as
2, or 256 produces poor results. This is because dividing the samples in to a very small
number like two does not provide adequate resolution for the sample values, and there¬
fore makes the basis of the ASHE algorithm irrelevant. Using a very high value like 256
means that it takes a longer time to form a profile in the histogram on which that ASHE is
based. For this application, we obtain good results for values of 16, and 32. This
is to be chosen based on the expected number of unique samples in the function being
sampled.
The values of LSP and SSP are the more crucial factors for the performance of
this model. We always obtain poor performance when the values of LSP and SSP are
comparable. This is expected since the movement of the active walkers under this condi¬
tion does not reflect the effect of the fitness criterion, and is essentially random. Values
of LSP > 0.3 result in good performance since it is an appreciable movement of the
active walker away from its present vicinity in response to change in the fitness criterion.
The SSP value is the most crucial factor. Values of SSP= 0.06 give the best result
for sampling the smooth function adaptively. The stated LSP value is appropriate for
all scenarios. The chosen SSP value will depend on whether a function is smooth or
varying rapidly.
All the discussions for the experimentswith the smooth function, are also valid for the
results for the rapidly varying function shown in Tables 4.3 and 4.4. The only difference
is in the crucial factor, SSP. Note here that the best performance is obtained for SSP =
0.02, compared to SSP = 0.06 for the smooth function. This is accounted for by the
fact that the function in the latter case varies rapidly, and a small step results in much
larger changes in sample values. Note that this is the only difference in sampling the two
types of functions. This is important because algorithms like the active walker model
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usually suffer the drawback of being ad-hoc. That is, they have to be customized for
every unique purpose. Our results show that ’’rules of thumb” can be established for
determining the other factors in the active walker model. Customization of the model for
any purpose only requires minimal prior knowledge on whether a function to be sampled
is smooth or varies rapidly. This prior information is available in many cases.
Figures 4.8 to 4.11 show the stages of the adaptive sampling process for the two
test functions, using the active walker model. We show examples of the good (Fig¬
ures 4.8 and 4.10), and poor (Figures 4.9 and 4.11) performances as indicated on the
tables. In the examples with the poor performance, the sample density show a random
pattern, supporting the argument given for the effect of the LSP, and SSP factors. Only
intermediate steps are shown. The examples showing good performance show sample
densities indicative of the regions of complexities in the function.
4.4 Analysis of the Ant Model
Here, we also experiment with the same test functions, and obtained the same number
of samples as described in Section 4.3. We identify four key factors that may affect the
performance of the ant model described in Section 3.2.1.
These are:
1. Number of ants (iVas). This will determine the number of foraging trips taken in
the adaptive sampling process. Starting with n ants means that (4,096/n) -1 trips
will be taken.
2. Number ofbins in the histogram to be equalized. Same explanation under the
active walker model holds here.
3. The range of the effect of the deposited pheromone (RPH).
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Figure 4.8: Intermediate steps from sampling a smooth test function with the active
walker model. The good performance is recorded by using the following factors:
Naw = 100^ ^ub “ ~ ® S'SP = 0.06. Performance measures = 0.60/0.93.
Total of 40 steps.
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Figure 4.9: Intermediate steps from sampling a smooth test function with the ac¬
tive walker model. The poor performance is recorded by using the following factors:
Naw = 100, = 16, LSP = 0.2, and SSP = 0.1. Performance measures = -0.47/-
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Figure 4.10: Intermediate steps from sampling a rapidly varying function with the ac¬
tive walker model. The good performance is recorded by using the following factors:
Naw = 64, = 32, LSP = 0.4, and SSP = 0.02. Performance measure = 0.66/0.89.




















Figure 4.11: Intermediate steps from sampling a rapidly varying function with the ac¬
tive walker model. The poor performance is recorded by using the following factors:
Naw = 64, = 32, LSP = 0.2, and SSP = 0.2. Performance measure = 0.66/0.89.
Total of 64 steps.
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4. The range an ant can move in its neighborhood for foraging (RFO).
We experiment with the following values of these factors:
Nas = {4, 64, 100, 144, 1,024}
= {2, 8, 16, 32, 256}
RPH = {0.02, 0.05, 0.1, 0.12, 0.15, 0.2, 0.25}
i?FO = {0.02, 0.05, 0.08, 0.1, 0.12, 0.15, 0.2}
Figure 4.12: Model to simulate reduction of pheromone concentration as a function of
the distance away from source. Concentration oc 1/d^.
The last two factors, RPH, and RFO are functions of the size of the sampled space.
That is, they are determined by multiplying these numbers with the vector containing
the spaces’ dimensions. The RPH is made to fade away from the point of deposit at a
rate of square of the distance d. That is the concentration oc 1/(P. The concentration,
represented as probabilities, are normalized, and added to the existing value in a non-zero
probability location. Figure 4.12 shows an example of how the concentration fades away
with distance from the source. The central pixel is set to a probability of zero since that
location has already been sampled.
Figures 4.13 and 4.14 show the change in the pheromone concentration, modeling the
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Figure 4.13: Pheromone concentration/probability change from intermediate steps in the
sampling of a smooth function. Ant model used with the following factors: N^s = 256,
^ub “ = 0-12, and RFO = 0.12. Total of 16 foraging trips by each ant.
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Figure 4.14: Pheromone concentration/probability change from intermediate steps in
the sampling of a rapidly varying function. Ant model used with the following factors:
Aas = 256, = 32, RPH = 0.25, and RFO = 0.12. Total of 16 foraging trips by each
ant.
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probabilities in the sampled space. Note how the probabilities change to reflect the levels
of complexity in the sampled functions. Only intermediate steps are shown because of
the space constraint.
Tables 4.5 to 4.8 show similarly sorted results as in Section 4.3. The higher cor¬
relation between the sample density and the entropy measure was also noted, and ex¬
plained in the active walker model analysis discussion. The good correlation between
both objective measures indicates that they essentially convey the same information. Ta¬
bles 4.5 and 4.6 show the sorted results for the experiments with the smooth function.
The results indicate that too few foraging trips yield a poor sample distribution. Gener¬
ally, the poor performance results from using too many ants Nas= 1,024, each taking
only three foraging trips. The reason for this is similar to that stated for the active walker
model. There are too few steps to enable the feedback from the ants have an effect. The
sampling under this condition is thus near random. Good performances are recorded
for 15 or more foraging trips, resulting from employing Nas< 256. The also has
similar effects as in the case of the active walker model. Good performance is recorded
for values of at least eight bins in the histogram. Extreme values of 2 or 256 also
result in poor performance for reasons stated earlier. No clear trend can be deciphered
from the tables about the values representing the range of the effect of the deposited
pheromone RPH. A clear correlation is needed between all the factors and the perfor¬
mance criteria, in order to establish appropriate values for the factors. Values of rfo > 0.1
result in good performance.
Similar results are recorded from the experiments with the rapidly varying function
shown in Tables 4.7 and 4.8. All the discussions for the experiments with the smooth
function, are also valid here.
Figures 4.15 to 4.18 show the stages of the adaptive sampling process for the two test
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Table 4.5: Performance of the ant model in sampling the smooth function, sorted by the
frequency based measure.
No. of No. of Range of Range of CC with Freq. CC with Ent.
ANTs Bins Pheromone Foragingd step) based Measure based Measure
256.00 8.00 0.15 0.08 0.64 0.90
256.00 8.00 0.02 0.08 0.64 0.89
256.00 8.00 0.05 0.08 0.64 0.89
256.00 8.00 0.10 0.08 0.64 0.90
256.00 8.00 0.20 0.08 0.64 0.91
256.00 8.00 0.12 0.08 0.64 0.90
256.00 8.00 0.02 0.10 0.63 0.92
256.00 8.00 0.25 0.08 0.63 0.92
256.00 8.00 0.15 0.10 0.63 0.93
256.00 8.00 0.10 0.10 0.63 0.93
256.00 8.00 0.05 0.10 0.63 0.92
256.00 8.00 0.12 0.10 0.62 0.93
144.00 8.00 0.05 0.08 0.62 0.92
64.00 8.00 0.10 0.05 0.62 0.89
144.00 8.00 0.12 0.05 0.62 0.84
144.00 8.00 0.10 0.05 0.62 0.84
144.00 8.00 0.05 0.05 0.62 0.81
256.00 8.00 0.05 0.12 0.62 0.93
144.00 8.00 0.02 0.08 0.62 0.92
256.00 8.00 0.25 0.10 0.62 0.93
256.00 2.00 0.10 0.02 -0.08 0.10
1024.00 2.00 0.20 0.08 -0.09 0.36
256.00 2.00 0.02 0.02 -0.10 0.01
144.00 2.00 0.02 0.02 -0.10 0.05
1024.00 2.00 0.02 0.05 -0.11 0.06
256.00 2.00 0.05 0.02 -0.11 0.05
1024.00 2.00 0.05 0.10 -0.11 0.40
1024.00 2.00 0.10 0.10 -0.12 0.40
1024.00 2.00 0.12 0.05 -0.12 0.09
256.00 2.00 0.12 0.02 -0.12 0.09
1024.00 2.00 0.15 0.05 -0.12 0.10
1024.00 2.00 0.20 0.05 -0.16 0.13
1024.00 2.00 0.15 0.08 -0.16 0.28
1024.00 2.00 0.02 0.10 -0.17 0.36
1024.00 2.00 0.05 0.05 -0.18 0.02
1024.00 2.00 0.10 0.05 -0.19 0.09
1024.00 2.00 0.10 0.08 -0.21 0.23
1024.00 2.00 0.12 0.08 -0.21 0.24
1024.00 2.00 0.02 0.08 -0.24 0.17
1024.00 2.00 0.05 0.08 -0.24 0.19
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Table 4.6: Performance of the ant model in sampling the smooth function, sorted by the
entropy based measure.
No. of No. of Range of Range of CC with Freq. CC with
AhTTs Bins Pheronone Foraging(1 step) based Measure based Mei
256.00 8.00 0.12 0.12 0.61 0.94
256.00 8.00 0.02 0.12 0.62 0.93
256.00 8.00 0.25 0.12 0.60 0.93
144.00 8.00 0.25 0.10 0.57 0.93
256.00 8.00 0.20 0.10 0.61 0.93
256.00 8.00 0.10 0.12 0.62 0.93
256.00 8.00 0.20 0.12 0.61 0.93
256.00 8.00 0.15 0.12 0.61 0.93
144.00 8.00 0.12 0.10 0.57 0.93
144.00 8.00 0.10 0.10 0.59 0.93
144.00 8.00 0.20 0.10 0.57 0.93
144.00 16.00 0.02 0.12 0.53 0.93
144.00 8.00 0.12 0.12 0.54 0.93
144.00 8.00 0.02 0.12 0.55 0.93
144.00 8.00 0.15 0.10 0.57 0.93
256.00 8.00 0.25 0.10 0.62 0.93
256.00 8.00 0.10 0.15 0.56 0.93
256.00 8.00 0.05 0.12 0.62 0.93
144.00 8.00 0.15 0.12 0.54 0.93
144.00 8.00 0.20 0.12 0.54 0.93
1024.00 8.00 0.05 0.02 0.08 0.04
1024.00 16.00 0.15 0.02 -0.00 0.04
1024.00 256.00 0.02 0.02 -0.01 0.04
1024.00 8.00 0.02 0.02 0.04 0.03
1024.00 2.00 0.10 0.02 -0.06 0.03
1024.00 32.00 0.05 0.02 -0.01 0.03
1024.00 32.00 0.10 0.02 -0.03 0.03
1024.00 2.00 0.20 0.02 -0.02 0.02
1024.00 2.00 0.05 0.05 -0.18 0.02
1024.00 256.00 0.25 0.02 -0.03 0.02
1024.00 32.00 0.20 0.02 0.00 0.02
1024.00 256.00 0.20 0.02 -0.01 0.02
256.00 2.00 0.02 0.02 -0.10 0.01
1024.00 2.00 0.25 0.02 -0.05 0.00
1024.00 16.00 0.05 0.02 -0.00 -0.00
1024.00 2.00 0.15 0.02 -0.08 -0.00
1024.00 2.00 0.02 0.02 -0.05 -0.01
1024.00 2.00 0.12 0.02 -0.06 -0.01
1024.00 32.00 0.02 0.02 -0.03 -0.02
1024.00 2.00 0.05 0.02 -0.04 -0.03
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Table 4.7: Performance of the ant model in sampling the rapidly varying function, sorted
by the frequency based measure.
No. of No. of Range of Range of CC with Freq. CC with
At^s Bins Pheromone Poragingd step) based Measure based Met
256.00 32.00 0.25 0.12 0.78 0.89
256.00 256.00 0.12 0.12 0.78 0.88
256.00 32.00 0.20 0.12 0.78 0.89
256.00 32.00 0.15 0.12 0.78 0.89
256.00 32.00 0.10 0.12 0.78 0.89
256.00 256.00 0.25 0.12 0.78 0.88
256.00 16.00 0.15 0.12 0.77 0.90
256.00 256.00 0.10 0.12 0.77 0.88
256.00 256.00 0.20 0.12 0.77 0.88
256.00 256.00 0.05 0.12 0.77 0.89
256.00 32.00 0.05 0.12 0.77 0.89
256.00 32.00 0.12 0.12 0.77 0.89
256.00 16.00 0.25 0.12 0.77 0.90
256.00 32.00 0.02 0.12 0.77 0.89
256.00 16.00 0.20 0.12 0.77 0.90
256.00 16.00 0.20 0.10 0.77 0.88
256.00 16.00 0.25 0.10 0.77 0.88
256.00 256.00 0.02 0.12 0.77 0.88
256.00 256.00 0.10 0.15 0.77 0.87
256.00 32.00 0.12 0.10 0.77 0.88
1024.00 256.00 0.05 0.02 0.05 0.03
144.00 2.00 0.02 0.02 0.05 0.12
1024.00 256.00 0.02 0.02 0.04 0.06
1024.00 2.00 0.10 0.05 0.03 0.16
1024.00 32.00 0.02 0.02 0.02 0.02
1024.00 16.00 0.02 0.02 0.02 0.04
256.00 2.00 0.05 0.02 0.02 0.11
256.00 2.00 0.10 0.02 0.02 0.15
1024.00 2.00 0.20 0.02 0.02 0.05
1024.00 2.00 0.15 0.02 0.02 0.05
1024.00 8.00 0.05 0.02 0.02 0.02
1024.00 32.00 0.05 0.02 0.01 0.02
1024.00 8.00 0.02 0.02 0.01 0.02
1024.00 2.00 0.02 0.05 0.01 0.10
1024.00 2.00 0.02 0.02 -0.00 0.00
1024.00 2.00 0.12 0.02 -0.00 0.02
256.00 2.00 0.02 0.02 -0.01 0.03
1024.00 2.00 0.05 0.05 -0.02 0.07
1024.00 2.00 0.10 0.02 -0.02 -0.00
1024.00 2.00 0.05 0.02 -0.03 -0.01
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Table 4.8: Performance of the ant model in sampling the rapidly varying function, sorted
by the entropy based measure.
No. of No. of Range of Range of CC with Freq. CC with Ent.
ANTs Bins Pheromone Foragingd step) based Measure based Measure
144.00 16.00 0.05 0.12 0.73 0.91
144.00 16.00 0.02 0.12 0.72 0.91
144.00 16.00 0.12 0,12 0.74 0.91
144.00 8.00 0.05 0.12 0.71 0.91
144.00 6.00 0.10 0.12 0.72 0.91
144.00 16.00 0.15 0.12 0.73 0.90
144.00 32.00 0.12 0.12 0.74 0.90
144.00 8.00 0.15 0.10 0.73 0.90
144.00 16.00 0.10 0.12 0.73 0.90
144.00 8.00 0.20 0.12 0.72 0.90
144.00 16.00 0.10 0.10 0.74 0.90
256.00 16.00 0.05 0.12 0.77 0.90
144.00 16.00 0.25 0.12 0.73 0.90
144.00 8.00 0.02 0.12 0.70 0.90
144.00 32.00 0.20 0.12 0.73 0.90
144.00 32.00 0.15 0.12 0.74 0.90
144.00 8.00 0.15 0.12 0.71 0.90
144.00 8.00 0.12 0.12 0.71 0.90
144.00 32.00 0.05 0.12 0.74 0.90
144.00 16.00 0.20 0.12 0.73 0.90
1024.00 256.00 0.15 0.02 0.08 0.07
1024.00 2.00 0.05 0.05 -0.02 0.07
1024.00 256.00 0.12 0.02 0.06 0.06
1024.00 8.00 0.10 0.02 0.06 0.06
1024.00 256.00 0.10 0.02 0.06 0.06
1024.00 256.00 0.02 0.02 0.04 0.06
1024.00 16.00 0.05 0.02 0.09 0.06
1024.00 2.00 0.15 0.02 0.02 0.05
1024.00 2.00 0.20 0,02 0.02 0.05
1024.00 16.00 0.02 0.02 0.02 0.04
1024.00 256.00 0.05 0.02 0.05 0.03
256.00 2.00 0.02 0.02 -0.01 0.03
1024.00 2.00 0.12 0.02 -0.00 0.02
1024.00 8.00 0.05 0.02 0.02 0.02
1024.00 32.00 0.02 0.02 0.02 0.02
1024.00 8.00 0.02 0,02 0.01 0.02
1024.00 32.00 0.05 0.02 0.01 0.02
1024.00 2.00 0.02 0.02 -0.00 0.00
1024.00 2.00 0.10 0.02 -0.02 -0.00
1024.00 2.00 0.05 0.02 -0.03 -0.01
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Figure 4.15: Intermediate stages from sampling a smooth test function with the ant
model. The good performance is recorded by using the following factors: A^as = 256,





Figure 4.16: All the stages from sampling a smooth test function with the ant model.
The poor performance is recorded by using the following factors: Nas = 1,024, = 2,
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Figure 4.17: Intermediate stages from sampling a rapidly varying test function with the
ant model. The good performance is recorded by using the following factors: A^as = 256,





Figure 4.18; All the stages from sampling a rapidly varying test function with the ant
model. The poor performance is recorded by using the following factors: Na& = 1,024,
^ub ~ = 0-05, and RFO = 0.02. Performance measures = -0.03/0.01. Total of
four foraging trips.
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functions, using the ant model. We show examples of the good, and poor performances
as indicated on the tables. Only intermediate steps are shown in some of the cases.
4.5 Analysis of the Evolutionary Algorithm (EA) Model
The test functions, and the number of samples obtained using the EA model, are the same
as in the two models considered earlier. We identify five key factors that may affect the
performance of the EA model as described in Section 3.3.1. These are:
1. Size of starting population (SOP). This will determine the number of generations
in the adaptive sampling process. Starting with a population of size n means that
there will be (4,096/n) — 1 generations.
2. Number of offspring (N^f) from each parent.
3. Number of bins (N^\)) in the histogram to be equalized. Same explanation under
the previously discussed models holds here.
4. Distance away from parent (DOP) or neighborhood where an offspring will reside.
5. The probability of survival of an offspring (POS).
We experiment with the following values of these factors:
SOP = {i, 64, 144, 1,024}
iVof={l, 2, 4, 6}
iVub = {4, 16, 32, 256}
DOP = {0.02, 0.05, 0.08, 0.1}
P05 = {1, 0.9, 0.8, 0.7}
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The DOP factor is a function of the size of the sampled space. That is, it is deter¬
mined by multiplying the listed number with the vector containing the spaces’ dimen¬
sions. A complete set of experiments included 1,024 runs, resulting from all combina¬
tions of the factors. We ran 100 complete sets, requiring 102,400 experiments.
The performance results from the experiments with the smooth function are sorted
as in Section 4.3, and shown in Tables 4.9 to 4.12. For both test functions, the only
factor that shows a general trend in indicating sampling performance is the Extreme
values of 4 and 256 generally result in the poor performance of the algorithm. Values of
16 and 32 result in the recorded good performance. The reason for this trend is the
same as in the previously discussed models. It is important to note that this factor is
important for all the employed models. Note that the EA algorithm is able to converge at
a much faster rate than the other two models. This is indicated by the fact that a starting
population of 1,024 may still result in a good performance. As shown on the tables,
this is only recorded when parents have multiple offspring, that is, NQf> 2. This rapid
convergence is true for the smooth function in particular. The other four factors, do not
show any unique correlation to the sampling performance. This is a significant drawback
in applying the model in a practical application.
Figures 4.19 to 4.22 show the stages of the adaptive sampling process for the two test
functions, using the EA model. We show examples of the good, and poor performances
as indicated on the tables. As before, only intermediate steps are shown in some of the
cases due to the space constraint.
75
Table 4.9: Performance of the Evolutionary Algorithm model in sampling the smooth
function, sorted by the frequency based measure.
Population No. of No. of Neighborhood Prob.of CC with Freq. CC with Ent.
size Offsprings Bins Survival based Measure based Measure
144.00 6.00 16.00 0.10 1.00 0.62 0.69
144.00 1.00 16.00 0.06 1.00 0.62 0.94
144.00 2.00 16.00 0.10 1.00 0.62 0.89
1024.00 6.00 16.00 0.05 1.00 0.62 0.94
64.00 1.00 16.00 0.10 1.00 0.61 0.92
144.00 2.00 16.00 0.10 0.90 0.61 0.89
64.00 1.00 16.00 0.05 0.90 0.61 0.94
144.00 1.00 16.00 0.10 1.00 0.61 0.92
144.00 1.00 16.00 0.05 1.00 0.61 0.94
144.00 2.00 16.00 0.06 0.90 0.61 0.92
4.00 1.00 16.00 0.10 1.00 0.61 0.92
144.00 6.00 16.00 0.10 0.90 0.61 0.88
144.00 1.00 16.00 0.06 0.90 0.61 0.93
4.00 1.00 16.00 0.06 1.00 0.61 0.93
144.00 1.00 16.00 0.06 0.60 0.61 0.92
144.00 1.00 16.00 0.05 0.90 0.61 0.94
1024.00 6.00 16.00 0.06 0.60 0.61 0.92
64.00 1.00 16.00 0.06 1.00 0.61 0.94
144.00 4.00 16.00 0.10 1.00 0.61 0.66
144.00 2.00 16.00 0.10 0.60 0.61 0.69
144.00 6.00 4.00 0.05 0.60 0.15 0.73
64.00 6.00 4.00 0.08 0.80 0.15 0.71
64.00 4.00 4.00 0.05 0.70 0.14 0.69
4.00 2.00 4.00 0.08 0.90 0.14 0.70
144.00 2.00 4.00 0.08 0.80 0.14 0.69
64.00 6.00 4.00 0.05 0.70 0.14 0.67
4.00 1.00 4.00 0.05 0.90 0.14 0.71
64.00 2.00 4.00 0.06 1.00 0.14 0.72
64.00 2.00 4.00 0.08 0.80 0.13 0.69
144.00 6.00 4.00 0.08 0.60 0.13 0.71
64.00 2.00 4.00 0.06 0.90 0.13 0.70
144.00 2.00 4.00 0.05 0.60 0.12 0.74
144.00 2.00 4.00 0.08 0.90 0.12 0.69
144.00 2.00 4.00 0.08 1.00 0.11 0.70
144.00 1.00 4.00 0.05 1.00 0.10 0.69
144.00 2.00 4.00 0.05 0.70 0.09 0.71
64.00 1.00 4.00 0.05 1.00 0.06 0.67
144.00 4.00 4.00 0.05 0.70 0.06 0.70
144.00 6.00 4.00 0.05 0.70 0.07 0.68
4.00 1.00 4.00 0.05 1.00 0.05 0.67
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Table 4.10: Performance of the Evolutionary Algorithm model in sampling the smooth
function, sorted by the Entropy based measure.
Population No. of No. of Neighborhood Frob.of CC with Freq. CC with Ent.
size Offsprings Bins Survival based Measure based Measure
1024.00 2.00 16.00 0.05 1.00 0.60 0.95
64.00 1.00 16.00 0.05 1.00 0.60 0.94
4.00 1.00 16.00 0.05 1.00 0.59 0.94
1024.00 4.00 16.00 0.06 1.00 0.60 0.94
1024.00 6.00 16.00 0.08 1.00 0.60 0.94
144.00 1.00 16.00 0.05 1.00 0.61 0.94
1024.00 2.00 16.00 0.08 1.00 0.60 0.94
144.00 1.00 16.00 0.05 0.90 0.61 0.94
1024.00 4.00 16.00 0.05 1.00 0.60 0.94
64.00 1.00 16.00 0.05 0.90 0.61 0.94
4.00 1.00 16.00 0.05 0.90 0.60 0.94
144.00 1.00 16.00 0.08 1.00 0.62 0.94
1024.00 4.00 16.00 0.02 1.00 0.57 0.94
1024.00 6.00 16.00 0.05 1.00 0.62 0.94
1024.00 6.00 16.00 0.06 0.90 0.59 0.94
64.00 1.00 16.00 0.08 0.90 0.60 0.94
1024.00 2.00 16.00 0.05 0.90 0.60 0.94
1024.00 4.00 32.00 0.08 1.00 0.55 0.94
4.00 1.00 16.00 0.05 0.80 0.60 0.94
64.00 1.00 16.00 0.06 1.00 0.61 0.94
64.00 2.00 256.00 0.02 0.70 0.38 0.68
64.00 6.00 32.00 0.02 0.70 0.35 0.67
64.00 6.00 4.00 0.05 0.70 0.14 0.67
64.00 1.00 4.00 0.05 1.00 0.08 0.67
64.00 6.00 4.00 0.02 0.80 0.38 0.67
64.00 4.00 16.00 0.02 0.70 0.32 0.67
4.00 1.00 4.00 0.05 1.00 0.05 0.67
64.00 6.00 256.00 0.02 0.90 0.37 0.66
1024.00 1.00 4.00 0.10 0.80 0.29 0.66
64.00 4.00 256.00 0.02 0.80 0.33 0.66
64.00 4.00 4.00 0.02 0.70 0.30 0.66
64.00 6.00 16.00 0.02 0.70 0.33 0.65
64.00 6.00 256.00 0.02 0.80 0.41 0.65
1024.00 1.00 4.00 0.05 0.70 0.24 0.64
1024.00 1.00 4.00 0.08 0.70 0.27 0.64
64.00 4.00 256.00 0.02 0.70 0.41 0.63
1024.00 1.00 4.00 0.02 0.70 0.20 0.63
64.00 6.00 4.00 0.02 0.70 0.27 0.62
64.00 6.00 256.00 0.02 0.70 0.37 0.61
1024.00 1.00 4.00 0.10 0.70 0.23 0.57
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Table 4.11: Performance of the Evolutionary Algorithm model in sampling the rapidly
varying function, sorted by the frequency based measure.
Population No. of No. of Neighborhood Prob.of CC with Freq. CC with Ent.
size Offsprings Bins Survival based Measure based Measure
4.00 2.00 16.00 0.05 1.00 0.87 0.83
4.00 2.00 32.00 0.05 1.00 0.87 0.83
64.00 2.00 256.00 0.05 1.00 0.87 0.82
4.00 2.00 256.00 0.05 1.00 0.87 0.84
64.00 2.00 16.00 0.05 1.00 0.87 0.79
64.00 6.00 256.00 0.05 1.00 0.87 0.81
4.00 4.00 16.00 0.05 1.00 0.87 0.82
4.00 6.00 16.00 0.05 1.00 0.87 0.82
64.00 2.00 16.00 0.05 O.BO 0.87 0.81
64.00 4.00 256.00 0.05 1.00 0.87 0.82
4.00 4.00 32.00 0.05 1.00 0.86 0.83
64.00 2.00 32.00 0.05 1.00 0.86 0.79
64.00 4.00 16.00 0.05 1.00 0.86 0.78
64.00 4.00 32.00 0.05 0.90 0.86 0.80
64.00 6.00 32.00 0.05 1.00 0.86 0.80
64.00 2.00 16.00 0.05 0.90 0.86 0.80
4.00 6.00 16.00 0.05 0.90 0.86 0.85
64.00 6.00 16.00 0.05 1.00 0.86 0.78
4.00 4.00 32.00 0.05 0.90 0.86 0.86
64.00 4.00 32.00 0.05 1.00 0.86 0.79
4.00 2.00 4.00 0.10 0.80 0.36 0.64
4.00 1.00 4.00 0.05 1.00 0.36 0.65
4.00 1.00 4.00 0.10 1.00 0.36 0.65
144.00 1.00 4.00 O.OB 0.90 0.35 0.66
64.00 1.00 4.00 0.02 0.70 0.35 0.66
64.00 1.00 4.00 0.05 0.80 0.35 0.65
64.00 1.00 4.00 0.08 0.90 0.35 0.65
64.00 1.00 4.00 0.02 0.80 0.34 0.65
4.00 1.00 4.00 0.02 0.70 0.34 0.65
144.00 1.00 4.00 0.05 0.80 0.34 0.66
144.00 1.00 4.00 0.02 0.80 0.34 0.65
1024.00 1.00 4.00 0.08 0.70 0.34 0.57
4.00 1.00 4.00 0.02 0.80 0.34 0.65
4.00 1.00 4.00 0.05 0.80 0.33 0.64
144.00 1.00 4.00 0.08 1.00 0.33 0.63
144.00 1.00 4.00 0.05 0.90 0.32 0.63
64.00 1.00 4.00 0.05 0.90 0.32 0.64
64.00 1.00 4.00 0.08 1.00 0,32 0.63
4.00 1.00 4.00 0.08 1.00 0.32 0.63
4.00 1.00 4.00 0.05 0.90 0.32 0.63
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Table 4.12: Performance of the Evolutionary Algorithm model in sampling the rapidly
varying function, sorted by the entropy based measure.
Population No. of No. of Neighborhood Frob.of CC with Freq. CC with Ent.
size Offsprings Bins Survival based Measure based Measure
4.00 1.00 32.00 0.02 1.00 0.76 0.93
64.00 1.00 32.00 0.02 1.00 0.74 0.93
4.00 1.00 256.00 0.02 1.00 0.77 0.92
64.00 1.00 256.00 0.02 1.00 0.72 0.91
144.00 1.00 32.00 0.02 1.00 0.67 0.90
4.00 2.00 32.00 0.05 0.80 0.81 0.89
64.00 1.00 16.00 0.02 1.00 0.72 0.89
4.00 1.00 16.00 0.02 1.00 0.73 0.88
4.00 2.00 256.00 0.05 0.90 0.84 0.88
4.00 6.00 32.00 0.05 0.80 0.82 0.88
4.00 4.00 32.00 0.05 0.80 0.82 0.88
4.00 2.00 256.00 0.05 0.80 0.74 0.88
4.00 6.00 32.00 O.OS 1.00 0.79 0.88
144.00 2.00 256.00 0.05 1.00 0.82 0.88
144.00 1.00 16.00 0.02 1.00 0.67 0.88
4.00 6.00 256.00 0.05 0.90 0.83 0.87
4.00 4.00 32.00 0.08 1.00 0.79 0.87
4.00 4.00 32.00 0.05 0.70 0.74 0.87
4.00 2.00 16.00 0.05 0.80 0.81 0.87
4.00 4.00 256.00 0.05 0.90 0.83 0.87
1024.00 1.00 16.00 0.08 0.70 0.41 0.65
1024.00 1.00 4.00 O.OS 0.80 0.38 0.65
4.00 1.00 4.00 0.05 0.80 0.33 0.64
4.00 2.00 4.00 0.10 0.80 0.36 0.64
64.00 1.00 4.00 0.05 0.90 0.32 0.64
144.00 1.00 4.00 0.08 1.00 0.33 0.63
1024.00 1.00 4.00 0.02 0.70 0.38 0.63
64.00 1.00 4.00 0.08 1.00 0.32 0.63
64.00 6.00 4.00 0.02 0.80 0.61 0.63
4.00 1.00 4.00 0.08 1.00 0.32 0.63
1024.00 1.00 256.00 0.10 0.70 0.44 0.63
144.00 1.00 4.00 0.05 0.90 0.32 0.63
64.00 4.00 4.00 0.02 0.70 0.60 0.63
4.00 1.00 4.00 O.OS 0.90 0.32 0.63
64.00 6.00 4.00 0.02 0.70 0.60 0.62
1024.00 1.00 4.00 0.05 0.70 0.36 0.62
1024.00 1.00 4.00 0.10 0.80 0.37 0.61
1024.00 1.00 16.00 0.10 0.70 0.40 0.61
1024.00 1.00 4.00 0.10 0.70 0.38 0.58
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Figure 4.19; Intermediate stages from sampling a smooth test function with the Evo¬
lutionary Algorithm model. The good performance is recorded by using the following
factors: SOP = 64, = 1, iV^^J = 16, DOP = 0.05 and POS = 1.0. Performance
measures = 0.60/0.94. Total of 64 generations.
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Figure 4.20: All the stages from sampling a smooth test function with the Evolution¬
ary Algorithm model. The poor performance is recorded by using the following factors:
SOP = 1,024, N^f = 1, = 4, DOP = 0.10 and POS = 0.7. Performance mea¬
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Figure 4.21: Intermediate stages from sampling a rapidly varying test function with the
Evolutionary Algorithm model. The good performance is recorded by using the follow¬
ing factors: SOP = 64, = 1, = 32, DOP = 0.02 and POS = 1.0. Performance
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Figure 4.22: All the stages from sampling a rapidly varying test function with the Evo¬
lutionary Algorithm model. The poor performance is recorded by using the following
factors: SOP = 1,024, = 1, = 4, DOP = 0.08 and POS = 0.7. Performance
measures = 0.23/0.57. Total of four generations.
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The performance of the three models is summarized in Tables 4.13(a) - (c). They
show the ranges of factors that results in the good performance recorded for each model.
The tables also show corresponding averages of the entropy based performance measure
listed in Tables 4.2,4.4,4.6,4.8,4.10, and 4.12.
Table 4.13: A sununary of the results from the analysis of the three sampling models,











Smooth 4-144 16-32 0.35 - 0.4 0.04 - 0.08 0.92
Rapidly varying 4- 144 16-32 0.30 - 0.4 0.02 0.85











Smooth 144 - 256 8-16 0.02 - 0.25 0.10-0.15 0.93
Rapidly varying 144 - 256 8-32 0.02 - 0.25 0.10-0.12 0.90













Smooth 4 - 1024 1 -6 16-32 0.02 - 0.08 0.8-1.0 0.94
Rapidly varying 4-144 1 -6 16 - 256 0.02 - 0.08 O 1 b 0.89
The table shows the ranges of input factors that result in good performance, and averages of the entropy
based performance values. The factors in the tables are described in Sections 4.3,4.4, and 4.5. The shown
average correlation coefficient (CC) values are the means of the entropy based performance values, which
is computed as the CC between the sample density and the entropy in a region of the sample space.
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4.6 Further Analysis of the Active Walker Model
Based on our discussions so far, the active walker model is the most useful of the three
considered. This is because of our ability to correlate each factor in the model to its
performance. The active walker model is thus given further consideration by investi¬
gating its scaling properties. We extend our analysis to three dimensions by consider¬
ing a 3-dimensional test function defined as {Sinc{x) x Sinc{y) x Sinc{z)), of size










Figure 4.23: Slice from 3-dimensional Sine test function, (a) top view, (b) side view.
We obtain 81,920 samples, resulting in the same sample ratio of 1 : 64 used in the
test of the 2-dimensional functions considered earlier. Our derived measures of objec¬
tive performance are extended for the 3-dimensional case. Our subsequent analysis are
similar to that done for the 2-dimensional functions. Tables 4.14 and 4.15 show results
of our tests, sorted in a manner similar to that done in the 2-dimensional analysis. The
number of active walkers was scaled by 20, the size of the third dimension. This is to
ensure proper comparison to the 2-dimensional experiment, especially on the basis of the
number of steps taken by the active walkers. Note the similarities between the factors
that result in good performance for the 2-, and 3-dimensional functions. This is an indi-
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cation that the performance of the active walker model does not change appreciably with
change in number of dimensions.
4.7 Conclusions
The findings of the analysis of the three models employed in implementing the ASHE
algorithm are summarized as follows:
1. Generally, the entropy measure indicates that all three models performed better
than the frequency based measure. This is indicated by the higher positive CC
values. The frequency based measure is limited by the small spatial sample used
in the experiments. This results in poor frequency resolution.
2. Using bothmeasures ofperformance, the EA, and ant models performed marginally
better than the active walker model.
3. The ant, and EA models show no apparent correlation between one or more factors,
and their performance. This makes it difficult to come up with a combination of
factors that are appropriate for a particular application.
4. We are able to establish correlations, separately, between the active walker model
factors, and the performance of the model. This makes it possible to establish
general ’’rules of thumb” in its application.
5. The active walker model is more robust since there is always a possibility for walk¬
ers to sample in all regions of the space all through the sampling process. In the
process of sampling using the ant and EA models, some regions may be com¬
pletely excluded due to good solutions obtained from other regions. This is similar
to obtaining a local minimum.
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Table 4.14: Performance of Active Walker model in sampling the 3-dimensional Sine
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2000.00 32.00 0.25 0.10 -0.14 -0.15
20480.00 8.00 0.20 0.10 -0.20 -0.20
2000.00 256.00 0.20 0.10 -0.21 -0.20
2880.00 256.00 0.20 0.10 -0.24 -0.23
1280.00 256.00 0.20 0.10 -0.26 -0.25
80.00 256.00 0.20 0.10 -0.28 -0.27
20480.00 16.00 0.20 0.10 -0.31 -0.31
20480.00 32.00 0.20 0.10 -0.36 -0.36
2000.00 8.00 0.20 0.10 -0.44 -0.45
2880.00 8.00 0.20 0.10 -0.46 -0.46
1280.00 8.00 0.20 0.10 -0.47 -0.47
80.00 8.00 0.20 0.10 -0.^ -0.49
2880.00 16.00 0.20 0.10 -0.60 -0.60
2000.00 16.00 0.20 0.10 -0.60 -0.60
1280.00 32.00 0.20 0.10 -0.61 -0.60
2880.00 32.00 0.20 0.10 -0.62 -0.61
1280.00 16.00 0.20 0.10 -0.63 -0.62
80.00 32.00 0.20 0.10 -0.63 -0.62
2000.00 32.00 0.20 0.10 -0.64 -0.62
80.00 16.00 0.20 0.10 -0.65 -0.64
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Table 4.15: Performance of Active Walker model in sampling the 3-dimensional Sine
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2000.00 32.00 0.25 0.10 -0.14 -0.15
2000.00 256.00 0.20 0.10 -0.21 -0.20
20480.00 8.00 0.20 0.10 -0.20 -0.20
2880.00 256.00 0.20 0.10 -0.24 -0.23
1280.00 256.00 0.20 0.10 -0.26 -0.25
80.00 256.00 0.20 0.10 -0.28 -0.27
20480.00 16.00 0.20 0.10 -0.31 -0.31
20480.00 32.00 0.20 0.10 -0.36 -0.36
2000.00 8.00 0.20 0.10 -0.44 -0.45
2880.00 8.00 0.20 0.10 -0.46 -0.46
1280.00 8.00 0.20 0.10 -0.47 -0.47
80.00 8.00 0.20 0.10 -0.49 -0.49
2000.00 16.00 0.20 0.10 -0.60 -0.60
2880.00 16.00 0.20 0.10 -0.60 -0.60
1280.00 32.00 0.20 0.10 -0.61 -0.60
2880.00 32.00 0.20 0.10 -0.62 -0.61
1280.00 16.00 0.20 0.10 -0.63 -0.62
80.00 32.00 0.20 0.10 -0.63 -0.62
2000.00 32.00 0.20 0.10 -0.64 -0.62
80.00 16.00 0.20 0.10 -0.65 -0.64
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6. Further experiments with the active walker model indicate that it scales well.
In addition to the foregoing, it is also straightforward to extend the active walker
model into sampling in higher dimensions. The locations in an n-dimensional space are
defined as vectors of length n, and distances moved by the active walkers are computed
as simple vector operations. These are the reasons for the choice of the active walker
model for the application discussed in Chapter 6.
CHAPTER 5
NATURE, USES AND SYNTHESIS OF HYPERSPECTRAL IMAGES
Here, we give a description of the nature, and uses of hyperspectral images. Next, we
state the need for image synthesis, and describe the process in general. Finally, the
process of generating a database of hyperspectral images is described, and some of the
results are shown.
5.1 Nature of Hyperspectral Images
Hyperspectral images are cubes of data, with each value in the cube representing the elec¬
tromagnetic energy response from an imaged scene, at a particular wavelength. Two of
the dimensions in the cube are spatial, and the third dimension is spectral. That is, each
spectral component, called a band, is made up of a 2-dimensional spatial image. The
bands in a hyperspectral image are contiguous, and occupy a region of the electromag¬
netic spectrum. For example, an image with contiguous spectral bands of wavelengths in
the micrometer range will be a hyperspectral infrared (HSI) image because of its location
on the electromagnetic spectrum. Assuming that the bands are not completely correlated,
integration of data in more than one band will result in increase in information about an
image. There is usually a level of independence between the bands, and this results in a
spectral signature for each spatial pixel. That is, an imaging device will record varying
responses at the different wavelengths in the hyperspectral image. These responses de¬
pend on the intrinsic nature of the imaged material, thus a unique signature is recorded
for each material. The information in the spectral signature is particularly useful for, but
not limited to situations, in which there is a limitation on the spatial resolution that can
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be obtained. Figure 5.1 shows an example of a hyperspectral image, and illustrates the
foregoing about their nature.
ii U U M U lU
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Figure 5.1; Example hyperspectral image, and material signatures. (Source: IEEE Signal
Processing Magazine, Vol.l9(l), 2002.)
Using multi-spectral Automatic Target Recognition (ATR) algorithms, objects in hy¬
perspectral scenes that only span one pixel in the spatial dimensions or are even sub-pixel,
can be identified from their spectral signatures. Generally, the approach of multi-spectral
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ATR algorithms focuses on the spectral rather than the spatial information in the im¬
ages [50]. There are numerous military [7,44], and non-military [89, 90, 5, 93,4] uses
ofmulti-, and hyperspectral images.
5.2 Synthesizing Hyperspectral Images
Hyperspectral images obtained for military purposes are generally not available in the
public domain because of security reasons. Even when images are available, they usu¬
ally do not exist in the quantity or with the specifications required by many applications.
A solution to this problem is to synthesize images with these required specifications.
Synthetic images have been used as aid in the design and development stages of imag¬
ing sensors by providing an avenue to pre-evaluate the imaging products from the sen¬
sors [54, 73]. They also serve as test data for algorithm design, either because of the
lack of real data [1, 80], or to augment the available real data [77]. Some examples of
Synthetic Image Generation (SIG) models are the Strategic High Altitude Atmospheric
Radiance Code (SHARC) [9], full spectrum scene simulator (MCScene) [70], and the
Digital Imaging and Remote Sensing Image Generation (DIRSIG) [76]. All these mod¬
els generate scenes by tracing rays between a simulated imaged scene, and an imaging
sensor. Models of the intervening space between these two are included in the ray-tracing
process.
The images we require are used primarily in amilitary application described in Chap¬
ter 7. The DIRSIG model has been used extensively in military applications because of
the good radiometric fidelity of the images it generates. We thus decided to use this
model for image synthesis.
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5.2.1 The Digital Imaging and Remote Sensing Image Generation model (DIRSIG)
The model is an integrated collection of first principle based sub-models that account
for scene geometry, atmospheric contributions, illuminating sources, and properties of
materials in the imaged scene. After these factors are established, a ray-tracing process
is employed in rendering the scene. It has be been used for generating high spatial
and spectral, multi- or hyperspectral images in the 0.3 to 20 micron region [76]. The
following is a brief description of some of the components of, and tools used by DIRSIG.
A full description can be found in the DIRSIG manual [10].
Scene
This is a 3-dimensional space, and comprises of terrains and objects. Each of these con¬
sists of single ormultiple facets. Associated with each facet in a scene are pre-defined ra¬
diometric properties obtained from experimenting with different materials. These prop¬
erties determine the response from the surfaces as recorded by the imaging sensor. The
shape, and number of facets on an object is fixed, but the user is allowed to associate any
material with a facet. The user is also allowed to define the 3-dimensional location, size,
and orientation of objects in the scene. For the imaging geometry, the relative positions
of the sensors and scene can be specified in the 3-dimensional coordinate system, or in
terms of distances from sensor to scene and angles relative to a reference. This allows
for all the practical imaging geometries that may be needed.
Sensors
All the sensors modeled in DIRSIG are passive. This means that they register the energy
that is reflected from an external source, or the energy that is emitted from the object
itself. Some examples are frame cameras, and line scanners. Example parameters that
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may be set for these sensors are focal length, flight paths (for sensors mounted on moving
carriers), number of scan lines, and number of samples per line.
Radiometry
DIRSIG uses the MODerate spectral resolution atmospheric TRANsmittance (MOD-
TRAN) algorithm and computer model [6] for its radiometric computations. It utilizes
bidirectional reflectance data, and accounts for specular and diffuse background contri¬
butions. It also models length dependent extinction and emission properties of plumes,
clouds, targets, and backgrounds. In summary, it models the intervening space between
an imaged scene and a sensor. Based on this model, a database or lookup table of values
is computed for each pixel in every spectral band. MODTRAN has a current limitation
of 2cm“^ spectral resolution.
Ray Tracing
A ray tracing component utilizes the geometry information to generate a list of facets
intersecting a given pixel. This is combined with information from the the radiometry
model, and used in the radiance computations.
Other Software Tools
The DIRSIG comes packaged with an image viewing software called FREELOOK. This
is used for previewing, and for spectral analysis of the generated hyperspectral images.
5.3 Image Synthesis with DIRSIG
The images we synthesized are used as aid in the development of Automatic Target
Recognition (ATR) algorithms. Specifically, they serve as test images, used in the eval-
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uation of the performance of ATR algorithms developed for military applications. The
required images are Forward-Looking Infrared Images (FLIR). The database is generated
according to the following specifications for each image:
1. Sensor type: single-shot images are required, thus a framing array sensor is used.
This sensor’s focal length is set to 50 mm.
2. Imaging geometry: the sensor is placed at a stand-off from the imaged scene in
a forward-looking arrangement. The distance between the sensor and the imaged
scene is 2 km. The sensor is elevated at 50 m above the imaged scene to give a
larger field of view.
3. Spatial resolution: each band is of size 512 x 512 pixels. The spatial resolution
is computed by using similar triangles. This is computed based on the DIRSIG
default image length and breadth of 24748.7 microns, a framing array sensor of
focal length 50 mm, and the distance between the sensor and imaged scene of
2 km. This results in a resolution of 1.93 meters.
4. Spectral span and resolution: the images range in wavelength from 8-13 microns,
with 40 nanometer steps between bands. This results in 126 bands per image.
Based on the stated use of the images, it is required that there is diversity in the
database with respect to ATR performance. That is, images of varying degrees of dif¬
ficulty should be represented in order that the ATR algorithms are adequately tested.
We attempt to manually include such diversity, by varying the following factors in the
imaged scene:
1. Time of day: we generate images for two different times of the day. These are
3.00 AM in the morning and 3.00 PM in the afternoon. Changes in this factor will
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generally result in radiometric changes.
2. Clutter: all objects different from the target of interest are considered clutter. This
includes all objects and background that can be mistaken for, or hinder in the de¬
tection of a target of interest. We introduce clutter of varying types, and in different
quantities into the scenes. DIRSIG has models for both man-made clutter such as
fuel drums and tents, and natural clutter such as trees and hilly terrains.
3. Target; we generate some images with a military truck as target, and others with
an armored tank.
A combination of all these results in 216 hyperspectral images. Figure 5.2 shows
the combination of factors that result in the database. The information containing all
the image specifications are included in configuration text files required as arguments by
DIRSIG for execution.
* Of the 4 types of cluttering objects, all possible combinations of 2 are includes in each
hyperspectral image, resulting in 6 sets. Each of these sets has 3 levels, determined by
the number of objects, producing 18 scenarios.
Figure 5.2: Combination of factors used to generate images in synthesized database.
Total of 216 images.
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Figures 5.3 - 5.5 show some example images from the synthesized database. Fig¬
ure 5.6 shows example spectral signatures from some of the images.
(c)
Figure 5.3: Hyperspectral image scene with a target truck on a flat surface with a hilly
background. The cluttering objects are tents and trees. The wavelengths of the shown
bands are (a) A = 8 microns, (b) A = 10.6 microns, (c) A = 11.96 microns, (d) A =
12.76 microns.
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Figure 5.4: Images of different bands from different scenes, with the same target tank.
(a) flat sand ground with trees and closed tents as cluttering objects, A = 8.36 microns,
(b) flat ground with hilly background, trees, and fuel drums as cluttering objects, A =
12.76 microns, (c) desert terrain with closed tents and tire stacks as cluttering objects,
A = 8.36 microns, and (d) flat ground with hilly background, tire stacks and fuel drums
as clutter, A = 12.76 microns.
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Figure 5.5: Example images of the same scene, with varying levels of clutter, determined
by the quantity, (a) low clutter, (b) medium clutter, and (c) high clutter.
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Figure 5.6: Examples of spectral signatures of different materials in the synthesized
hyperspectral scenes, (a) side of hilly background, (b) side of closed tent, (c) flat sandy
ground, and (d) metal front of truck.
In conclusion, it is important to note that the image synthesis process is computa¬
tionally expensive. Each hyperspectral image in the database took about 150 minutes to
synthesize on a 3.2 GHz Pentium IV processor machine, with 2 GB of memory. The
whole database creation took about 540 hrs. DIRSIG stores each pixel as a float. Each
synthesized hyperspectral image is of size 512 x 512 pixels x 126 bands = 126MB.
CHAPTER 6
EFHCffiNT HYPERSPECTRAL IMAGE SYNTHESIS USING ASHE
In this chapter, we present a more efficient approach to the hyperspectral image synthe¬
sis process described in Chapter 5. This approach is based on the Adaptive Sampling
by Histogram Equalization (ASHE) algorithm. As mentioned in the hyperspectral image
synthesis discussion, our aim is to generate a set of images utilized in the performance
evaluation of Automatic Target Recognition (ATR) algorithms. In general, data analysis
of any sort requires adequate, and a statistically representative population of the dataset
in question in order to make reliable inferences. Two specific requirements of our syn¬
thesized images are:
1. Fidelity of each image. This depends on the ability of the synthetic image gen¬
eration system to adequately model, and reproduce the complex interactions that
exist in a real scene. There is continuous research work aimed at developing this
ability [74]. It is however, beyond the scope of this work.
2. Representation in all categories of ATR difficulty in the database.
The latter requirement is the focus of this application, and it ensures that the ATRs
in question are evaluated for all levels of target detection and recognition. This is an
important requirement for drawing an unbiased, and conclusive inference about the per¬
formance of ATRs. The following sections describe the process of image synthesis based
on the ASHE algorithm, and present some results.
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6.1 ASHE based Image Synthesis
We model each generated image as a function ofmultiple factors, each image is thus a
point in the multi-dimensional space. Some of these factors, such as time of day, are de¬
scribed in Section 5.3. Each synthesized image is thus a result of combining these factors
as inputs to the DIRSIG model. Joining these points obtained from all possible combina¬
tions of factors yields a surface in the space. There is usually no prior knowledge of how
a particular combination of conditions will affect the performance of an ATR. Without
such knowledge, the typical approach is to generate images for a random combination of
factors, or to generate images for combinations of factors that are evenly spaced within
their possible ranges. These approaches are inefficient for situations in which there are
varying slopes in the described multi-factor space. Also, due to the computational com¬
plexity of hyperspectral image synthesis described in Section 5.3, a bruteforce approach,
which requires the generation of images from all combinations of factors is not feasible.
Other approaches such as the gradient based search are also not feasible for the same
reason.
The optimal reconstraction of such a surface from a limited number of points will re¬
sult from concentrating relatively more points in regions of rapid image variation. Thus,
it is desired to generate images for values, or ranges of values of these factors that are
significant for change in target recognition difficulty. As shown in the description of the
ASHE algorithm in Chapter 2, sampling this surface in this manner results in a distri¬
bution of ATR performance values that tends towards the uniform. Thus, sampling the
surface to maximize diversity in values indicative of ATR performance, results in effi¬
cient sampling of the surface. We employ the ASHE algorithm, using the active walker
model to sample the surface. The decision to use the active walker model is based on our
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conclusions in Section 4.7. It is straightforward to extend the described 2-dimensional
version of the model to higher dimensions. More importantly, we are able to establish
appropriate input parameters
6.1.1 Imaged Scene
For this experiment, we generate images according to the urban scene from the DIRSIG
manual [10]. A single band from this scene, spatial size 128 x 128 pixels, is shown in
Figure 6.1.
Figure 6.1: A single band (A = 0.56 nm) from the hyperspectral image of the urban
scene. The spatial size is 128x128 pixels. The arrow indicates the region cropped as
target.
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6.1.2 Input Factors to DIRSIG
We generate images from the visible to near infrared (0.35 — l.Onm) regions of the
electromagnetic spectrum. We identify factors that will generally result in radiomet¬
ric changes, and thus spectral signatures, for this spectral range. Some of these are time
of day, day of year, visibility parameter, aerosol type parameter, wind speed, and the pa¬
rameter representing the modeled atmospheric profile. The significance of each of these
factors is described in detail in the DIRSIG manual. We place a further constraint on
the factors utilized in image synthesis. The extra requirement is that the image synthe¬
sis based on ASHE only utilizes factors that consist of ordered sets. This ensures that
a move in any single dimension generally results in an increase or decrease in the ra¬
diometric effect from that factor. This criterion excludes the parameter for the aerosol
type, and atmospheric profile. These are imordered sets, and the implication is that an
active walker’s movement in these dimensions is random. There has to be a correlation
between the step sizes of the active walker in the input parameter space, and their sample
contribution to the distribution. The wind speed factor was excluded based on further
experience with the image synthesis process. Our image synthesis is thus based on the
following three factors:
• Time of day (1 — 24 hours)
• Month of year (1 — 12)
• Visibility parameter (0 - 40 km)
6.1.3 Baseline ATR Performance
In order to utilize the ASHE algorithm in the image synthesis process, we need to as¬
sociate a value, indicative of baseline ATR performance with each image. The ASHE
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algorithm then attempts to equalize the distribution of these values, as the sampling pro¬
cess progresses. We establish this through the performance of an idealized ATR. We





The ATR uses a spectral signature of a target in question as a template. The resulting
ACE statistic is bounded between 0 and 1, and it is expressed in (6.1), where s G and
X G are the target template and pbiel under test respectively, and L is the number of
bands in the hyperspectral image. The vectors s and x may also be composed ofmultiple
pixels in the spatial dimension. In this case, 2-dimensional averages of the target and
test pixels are taken in the spatial dimensions to obtain column vectors of the previously
stated lengths. Rt, with dimensions I x L is an estimate of the covariance matrix of the
background [57].
This ATR is idealized since it uses a hyperspectral image target template that is
cropped from the scene. A 3 x 3 pixel target is cropped from the area indicated by
the arrow in Figure 6.1. A 2-dimensional average of this is taken in the spatial dimen¬
sion to obtain a vector of length L = Number of bands, as described earlier. The false
alarm rate at a particular threshold is an indication of the baseline ATR performance for
a scene. The same threshold is used for all scenes to obtain this baseline performance.
Note that this indicated performance is specific for the target. The use of different targets
may result in a different false alarm rates at the same threshold. This is common prac¬
tice, since most practical ATR algorithms are evaluated based on the detection of specific
targets using the known target template. The diversity in the synthesized images is thus
with respect to a particular target.
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6.1.4 Image Synthesis
The arguments to DIRSIG are contained in a series of parameter files. These files con¬
tain the values of the factors that determine the nature of the synthesized images among
other information. We keep other factors constant while varying the values that make up
the multi-dimensional space as needed. The details of using the Adaptive Sampling by
Histogram Equalization (ASHE) algorithm to achieve adaptive sampling are shown in
Algorithm 4. In summary, the ASHE algorithm attempts to equalize the histogram of the
baseline ATR performance values obtained from the synthesized images. The algorithm
is implemented with a MATLAB script. DIRSIG and ancillary programs that are used
for synthesizing the images are also called from MATLAB.
6.2 Experiments
We synthesize images by keeping all other factors that contribute to variation in the
imaged scene constant while varying the three factors identified in Section 6.1.2. We
synthesize a set of images using a random combination of these factors, and another set
using combinations of factors that are evenly spaced within their possible ranges. These
are compared to the set of images generated by the set of factors determined by the ASHE
algorithm. The following are used in the active weilker model in implementing ASHE:
A^aw= 5, LSP= 0.3, and SSP= 0MNsw= 5. These are based on the results from
our analysis in Sections 4.3 and 4.6. Each of the sets consists of 125 images, of spatial
size 128 X 128 pixels, and 44 equally spaced spectral bands spanning 0.35 — 1.0 nm.
Each image took about 26 minutes to synthesize on a Linux workstation with a 3.2 GHz
Pentium IV processor.
The baseline ATR performance values are also computed for the sets of images syn-
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Algorithm 4. Synthesizing hyperspectral images using the ASHE algorithm
Initial definitions:
Objective function - Baseline ATR performance
Factors that the Objective function is dependent as identified in Section 6.1.2
Range and possible values that these factors can take, also listed in Section 6.1.2
Sampling initialization:
Obtain initial random locations in n-dimensional space using active walkers
Synthesize images for combination of factors from these locations
Compute Baseline ATR performance from initial sample image points
Compute normalized histogram from initial sample performance values
Compute Overall Fitness Criterion OFC
While no. of synthesized images < required number of images do
For all active walkers do
Obtain new sample point in multi-dimensional space
If location has already been sampled
Obtain alternate close sample point
end if
Synthesize new image based on active walker position
(DIRSIG arguments are coordinates ofactive walkerposition)
Add new image sample from active walker to existing images
Compute baseline ATR performance for new image addition
Compute new normalized histogram of performance values, and
Compute New Fitness Criterion NFC
If NFC < OFC
Single walker takes short step size in random direction
Else Single walker takes long step size in random direction
End if
End for




thesized by a random combination of these factors, and those synthesized using combina¬
tions of factors that are evenly spaced within their possible ranges. These image sets are
then compared to the adaptively synthesized images on the basis of representation across
the range of performance values. This is determined as the range between the minimum,
that is zero false alarm rate, to the maximum of all performance values recorded from the
three methods used for image synthesis. By representation, we refer to each bin having
at least one image so that an ATR algorithm test on the database would have considered
all levels of difficulty. The images are also considered based on the distribution among
the different levels ofdifficulty. That is, a measure of the uniformity in the distribution of
images across the different levels of difficulty so that ATR algorithm tests are not biased
by over-representation in a particular category of difficulty.
Figure 6.2 shows histograms indicating the spread of representation over the defined
baseline ATR performance range, and the levels of representation for each performance
value. There are 106 possible performance values in the range. As shown by the count of
the number of bins with at least one image representation, the image set generated using
the adaptive algorithm show representation of more ATR performance values than the
other two methods. Note that none of the methods produce images that have performance
values between 0 and 33. This is due to the threshold value used to determine the false
alarm rate for the images. A higher value will result in lower baseline ATR performance
values for all three methods.
Also, a comparison of the normalized versions of these histograms to a normalized
imiform distribution with the same number of bins, shows that there is a more even dis¬
tribution of the ATR performance values from the image set obtained using the ASHE
algorithm. We use the fitness criterion given in (3.2) as an objective measure of this.
Thus, the lower the value of the deviation, the more the distribution tends towards the
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Figure 6.2: Distribution of baseline ATR performance values. Representation for images
obtained from (a) combinations of evenly spaced factors, (b) random combination of
factors, and (c) combination of factors obtained based on the ASHE algorithm. The bin
representation is the count of bins that have at least one image, there are 106 bins in all.
The deviation values are computed in a similar manner to the fitness criterion described
in (3.2) earlier.
109
uniform. The lack of representation in the range of values between 0 and 33 diminishes
the improvement recorded by using the ASHE algorithm. This is noted in the recorded
deviation values. Excluding the range in the computation will make the recorded im¬
provementmore apparent.
CHAPTER?
DEVELOPMENT OF A MEASURE OF CLUTTER FOR HYPERSPECTRAL
IMAGES
In this chapter, we present our main application, which is the development of a measure
of clutter for hyperspectral images. An image is said to be cluttered if some of its back¬
ground and other objects may be mistaken by an Automatic Target Recognition (ATR)
algorithm as the desired target. The quantity, locations and nature of these objects will
determine the clutter level in the image. Motivations for characterizing and quantifying
clutter in images include:
• a need to compare ATR performance on a common objective basis [83],
• the need for a measure to form the basis for a pre-processing step to discard images,
or make a decision on further processing,
• the need for a measure to form the basis for a post-processing step to determine
the reliability of the result of running an ATR on a scene, and
• the inverse-problem problem of creating clutter on ground scenes, e.g. camouflag¬
ing.
Such a measure of clutterwill indicate the inherent difficulty for an ATR algorithm to
detect targets. That is, a means to determine the degree ofdifficulty to detect and identify
a target in a scene.
Since it is difficult to capture the multifaceted nature of image clutter in a single
number, our aim is to obtain bounds on the performance of any ATR on a scene based on
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a general clutter quantification scheme. That is, a high value of this quantity will indicate
that any ATR will produce a high false alarm (FA) rate. A low value may, however, not
result in a low FA rate. This will depend on the exact nature of the ATR.
Previous works attempting to characterize or quantify clutter in images include [94,
66, 58,45, 51, 91, 81]. However, all these works focus on deriving clutter measures for
single-band images. To the best of our knowledge, no research effort has addressed the
problem of deriving a clutter measure for complete hyperspectral images.
Next, we describe our approach for developing this measure in its general form.
Then, we present results from obtaining the measure for single band images, and for
multi-band hyperspectral images. We also present specific applications of the derived
measure in both cases.
7.1 Clutter Complexity Measure
In its general form, our approach is to obtain an aggregation of statistical image fea¬
tures or metrics that correlates best with baseline ATR performance. We use the terms
’features’ and ’metrics’ interchangeably. We compute metrics that fulfill the following
criteria from the images:
1. Descriptive of scene parametric variation and significant for ATR performance.
2. Computing them only requires a priori information on the order of spatial extent
of the target in the scene at the most.
3. Algorithmically uncomplicated, and easy to implement.
These are similar to the requirements listed in [66]. We then obtain a value indicative
of baseline ATR performance from the images, and obtain the measure as an aggregation
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of these metrics that correlates best with this performance. We call the derived value the
Clutter Complexity Measure (CCM).
The process ofcombining these metrics to yield the required result is obtained through
a training process on a subset of available image data. Once established, this is gener¬
alized over the complete dataset. This training process requires image data in numbers
that are statistically significant. As stated earlier in Section 5.2, the availability of these
images is limited. Thus, we synthesize test images as described in Chapter 5. General¬
ization of the derived measure from a random subset of images requires that there is a
good representation of the values indicative of the ATR performance in each subset. It
also requires that the range of these values is represented in the test images. Fulfillment
of these requirements is improved by synthesizing images based on the ASHE algorithm.
This is described in Chapter 6.
7.2 Clutter Complexity Measure for Single Hyperspectral Bands using Real Data
An ATR can utilize a combination of the information in the separate bands that make
up the hyperspectral image of a particular scene. Intuitively, using multiple bands of the
same scene for the purpose of target detection should yield fewer false alarms for the
same probability of detection Pd when compared to using a single band. The computa¬
tional resources needed by the ATR increases with each additional band, resulting in the
need for an efficient selection of the bands utilized by the ATR. It will be beneficial to be
able to select the bands that contain the required target information surrounded by clutter
of low complexity. These fewer bands can then be used in the multiple band detection
with results comparable to using all the available bands.
The clutter complexity measure (CCM) of a beind can indicate the bands utility for
detection. That is, bands are prioritized by their clutter complexity measure. Thus, an L
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band detector will use the L bands with the least clutter complexity in the hyperspectral
cube. In the following sections, we describe the process ofobtaining aCCM for±e bands
in a hyperspectral image, and present results from experimenting with the derivedCCM.
The test images for the single band analysis are real, forward looking infrared (FLIR)
images.
7.2.1 Baseline ATR Performance
We establish the required baseline ATR performance described in Section 7.1 by using
the RX algorithm [68]. This is an anomaly detector that is capable of integrating data
for multiple bands. In summary, the RX algorithm determines how much a region is
different from its surrounding region relative to the arithmetic mean and variance of the
pixels in this surrounding region. For each pixel, the RX algorithm computes a statistic
given by:
5 = (x - u)'R ^ (x — u), (7.1)
where
and Xj is the vector of pixels from a surrounding annular ring of length N. The computed
statistic S' in (7.1) is then compared to a threshold to determine the presence of a possible
target.
Figure 7.1(a) shows an HMMWV military vehicle at a stand-off of 1.2 km in a for¬
ward looking infrared (FLIR) scene and Figure 7.1(b) shows the result of running the
RX detector on the scene. The white portions in Figure 7.1(b) indicate high values of S
and black low values. These patches are clustered together for the purpose of detection
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Figure 7.1; RX detection in FLIR images; (a) Original image (b) Image of RX statistic
(c) Resulting detection image.
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the false alarm count is minimized for all the experiments. The vehicle was detected in
the region marked with a circle in Figure 7.1(c). The other clustered regions that contain
S values greater than or equal to the threshold are marked with squares in the detection
image, these constitute false alarms.
7.2.2 Multiple-feature CCM
We obtained a clutter complexitymeasure as a weighted sum of statistical image features.
In [45], the measure was formed by the eight features listed in Table 7.1. In addition to
these, we also used five variations of the Gaussian based decomposition of images ob¬
tained by analysis-by-synthesis [8] resulting in the use of 13 statistical image features
in all. We attempt to obtain the weighted sum of these 13 image features that correlates
best with the performance of the RX algorithm. We computed the RX false alarm counts
over a set of training images containing a given target. The false alarm count resulting
from these were trained for a partition of FLIR images. Then, a set of weights were ob¬
tained that resulted in the best correlation between these false alarm coimts and weighted
sums of the image features. This approach is similar to that in [45] with the exception of
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using the single-band RX algorithm instead of template matching to determine the ATR
performance bounds.
In order to evaluate the generalization of the derived weights, we would need to obtain
comparable results from them on a different partition. The work in [45] showed that such
weights are not independent of the target in an image so the target in the partitions have
to be the same. Given the same target, if other objects in the scene are altered, the clutter
complexity should still be able to predict the ATR performance. As a result, the clutter
complexity measure should yield good correlation with ATR performance bounds for a
disparate set of test images that include the same target object. Our experiments only
obtained such weights resulting in a good correlation on a per partition basis. That is,
our training and test data set were the same. This is due to the limited number of real
image data that was available for the training process described earlier. Hence, the use
of synthesized hyperspectral images, described in the subsequent experiments.
7.2.3 Single-feature CCM
To avoid the questions raised by the inadequate training to obtain required weights, we
tested each of the statistical image features that made up the weighted sums to see if any
of them had good correlation to the false alarm count rate for all the images. Such corre¬
lation in all the image sets suggests that the statistical image feature is a good indicator
of complexity. The important distinction between this and the multiple-feature clutter
complexity measure is that there is no need for training. We chose the feature with the
best average correlation to the false alarm count rates for all the images.
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7.2.4 Single-Band CCM Experiments
Our test data set comprises of 5, 28-band {cubes) of forward looking hyperspectral
images taken with the same polarization of 90° and wavelength ranging from 460 —
1,000 nm in steps of 20 nm. Each of these 28 bands represents the same target at the
same pose and stand-off distance. These criteria also formed the basis of the partitioning
in [45]. Due to a computer memory constraint in running the multiple band RX algo¬
rithm, alternate bands are chosen resulting in 14 bands for the experiments. The choice
of alternate bands ensures the availability of a good spread of information across the
hyperspectral bands.
Clutttr compiaxity maMur*(muHMeatur«) Cluttar OMnpIsxIty mMMHjMfHomoganeity)
Figure 7.2: Scatter plot of clutter complexity measure and false alarm count: (a)
Weighted sum of multiple features (b) Single feature.
Figure 7.2(a) shows the good correlation obtained between a weighted sum of fea¬
tures, i.e. the clutter complexity measure, and the false alarm count for a partition of
images. Figure 7.2(b) also shows good correlation between the false alarm count and the
chosen single image statistical feature (homogeneity). These results are typical for all the
test data and suggest that these measures are good indicators of complexity in our test
images. Figure 7.3 shows examples of images with low, medium and high complexity as
classified using the weighted sum clutter complexity measure.
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(c)
Figure 7.3; FLIR band classification by clutter complexity measure: (a) Low clutter
complexity number = 38.84 (b) Medium clutter complexity number = 73.56 (c) High
clutter complexity number = 112.91
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Figure 7.4: Example of band selection based on wavelength to ensure a uniform distri¬
bution of the choice of hyperspectral bands.
To test the utility of the clutter complexity measure for band selection, we start run¬
ning the RX detector using a single band. More bands are then added with the choice of
each extra band based on one of the following: clutter complexity measure, derived from
(1) single, (2) multiple features, and (3) wavelength. The ordering by wavelength is done
in order to ensure a uniform spread of the choice of bands over all available wavelengths
as shown in Figure 7.4.
Figure 7.5 shows a plot of the average false alarm count over the five cubes of hyper¬
spectral data against the number of bands used by the ATR for three scenarios over all
14 bands. To obtain an optimal subset of k bands, all the possible combinations of the
14 bands are considered. This was done for fc = 1 to 5 resulting in 3,472 ATR experi¬
ments for each set. A plot of the average false alarm count for the optimal choice of 1
to 5 bands is also shown in Figure 7.5. The probability of detection (Pj) was set to 1 for
all experiments. The false alarm counts shown are obtained by averaging over the five
hyperspectral images used for the experiment.
As expected, the false alarm count reduces as more bands are added for all experi¬
ments. This shows that the information in multiple bands of the hyperspectral data are
complementary. The target information adds up more rapidly than the information in the
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Figure 7.5: Performance of clutter complexity measures represented as average false
alarm count versus number of bands integrated into the RX detector.
surrounding clutter, resulting in fewer false alarm counts for the same Pd.
The average false alarm count is less for the bands ordered using our derived clut¬
ter complexity measure compared to when the bands are ordered by wavelength. This
indicates that the clutter complexity measure criteria for band selection results in an im¬
provement in the performance of the ATR. How much of an improvement is seen by
comparing the result of ordering on the basis of the clutter complexity measures to the
optimal ordering. The false alarm count for the optimal ordering is about 30% less than
ordering by the clutter complexity measures for 1 to 5 bands. This is about the same
improvement of the ordering by clutter complexity over the uniform ordering by wave¬
length which does not take any clutter information into account.
There is a rapid drop in false alarm count for all the experiments from 1 to 3 bands.
A knee is seen when between 4 to 7 bands are utilized by the ATR and there is little
improvement after the use of 7 bands. The basis for ordering the bands becomes less
important as more bands are added for the detection process beyond 8 bands. The curves
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in Figure 7.5 merge as expected when all 14 bands are used.
The derived CCM for single bands is shown to be a useful criterion for choosing
bands in a multi-band ATR detection. It is noted that the performance of the single¬
feature and multi-feature clutter complexity measures are comparable. Clutter complex¬
ity measures derived from relevant multiple features should generally be more reliable
than that from a single feature because of the usual multi-faceted nature of clutter. The
next set of experiments reports work on deriving suchmultiple-feature clutter complexity
measures for complete hyperspectral image cubes.
7.3 Clutter Complexity Measure for Hyperspectral Images
The previous experiments established the feasibility of our approach to obtain a CCM.
Our goal is to establish such a measure for complete hyperspectral images. We follow
the same approach outlined in Section 7.1. Here, we use synthesized hyperspectral in¬
frared (HSI) images as our test data. We are able to follow the described training process
because we have synthesized images in statistically significant numbers. We describe
the process for deriving a CCM for hyperspectral images, and present subsequent exper¬
iments and results.
7.3.1 Baseline ATR Performance
We establish ATR baseline performance by utilizing an idealized implementation of
a normalized, multispectral matched filter ATR via the Adaptive Coherence Estima¬
tor (ACE). This was described fully in Section 6.1.3. Its application in deriving a baseline
ATR performance is similar. Figure 7.6 shows one of the bands from an example syn¬
thetic hyperspectral image cube, the resulting ACE statistic image, and the final detection
image after thresholding. The statistic image is on a gray scale, with black (0) - detection
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(a) (b)
Figure 7.6: Target detection in HSI using ACE: (a) Band (A = 8.40 microns) from HSI
image (b) Image of ACE statistic (c) Detection image, with ’O’ representing the target
and ’X’ the false alarms.
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with certainty, and white (1) - no detection at the two extremes. The target was detected
in the location marked by the ’O’ and the ’X’s indicate false alarms in Figure 7.6(c).
7.3.2 Image Clutter Metrics
The utilized image features or metrics also fulfill the requirements outlined earlier in
Section 7.1. They fall into two broad groups of features derived from hyperspectral
single bands, and those derived from the complete hyperspectral cube.
Metrics Derived from Single Bands
The image cluttermetrics that were used in [62] and [23] weremostly based on statistical
features of the images. We implemented these and computed them for each band of the
hyperspectral images. In addition to these, we also computed a metric based on param¬
eters derived from Gabor filtering of the hyperspectral image bands. The Gabor filter
extracts edges from an image at different orientations [85]. Two parameters are derived
from these filtered images: the first parameter, p, is an indication of the distinctness and
frequency of edges in the filtered image, while the second, c, is related to the range of
pixel values in the image. All these fall under the category of single-band clutter met¬
rics. To extend these for hyperspectral images, we compute distribution representative
values like maximum, minimum, mean, median, and range for each metric resulting in
five hyperspectral clutter metrics derived from each single-band metric.
Metrics Derived from Hyperspectral Image
Image clutter metrics were also computed directly from the hyperspectral image cube.
A metric was derived from the correlation between the hyperspectral bands in an image.
Generally, lower correlation between the bands signifies more unique information in each
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band, resulting in the better performance ofmultispectral ATR algorithm.
Two metrics were also computed using the vector of the pixels in the spatial dimen¬
sions along the spectral dimension. The length of the vector is equal to number of bands.
One of the metrics we computed was based on the dot product between a pixel vector and
the surrounding pixels. A high value indicated that the pixel vectors are from a homoge¬
neous region, and dissimilar otherwise. The other one was based on the Kullback-Leibler
distances which is the relative entropy between a pixel and its surrounding pixels [82].
Hereby, each pixel vector is modeled as a distribution, and the distance is a measure of
the difference between a pixel and another. Thus, pixels in homogeneous regions will
result in lower values for this metric. Finally, we derive a set of image clutter metrics
from Gray Level Co-occurrence Matrices (GLCM) as proposed in [35]. This method
has been used for texture characterization in images [36]. We extend the spatial-spatial
offsets implemented in single-band image processing into the spectral dimension. We
also experiment with a variant of the GLCM in which, the pixel locations are randomly
chosen over the whole hyperspectral image cube. The five metrics derived from each
variant of the GLCM are maximum value, energy, entropy, contrast and homogeneity. A
more detailed description of the clutter metrics is contained in Appendix A.
A summary of the image clutter metric categories and brief descriptions are shown
in Table 7.2. We implemented a total of 129 clutter metrics. We show some examples
of these metrics in Figures 7.7 and 7.8. The hyperspectral image clutter metrics derived
from these were described earlier.
7.3.3 Determining Significant Metrics
A factor analysis scheme is implemented to remove cluttermetrics that are not significant
for ATR performance, and to reduce redundancy among the remaining. This will result in
PixelIntensityValu
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Figure 7.7: Gray Level Co-occurrence Matrices from hyperspectral images: (a) Single






Figure 7.8: Gabor filtered band from hyperspectral image: (a) Hyperspectral image band,
(b) Gabor filtered image, filter at 15° orientation, extracts near vertical edges, and (c) Ga¬
bor filtered image, filter at 90° orientation, extracts near horizontal edges.
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Table 7.2; Summarized list of clutter metrics used in deriving the clutter complexity
measure for hyperspectral images.
Metric Name Description No. ofMetrics
Single-band clutter metrics'
Siandaid deviation Global standard deviation 5
Schmieder Weathersby Average local standard deviation 5
Homogeneity Average pixel variation 5
Energy Average histogram energy 5
Entropy Average histogram entropy 5
Target Interference Rrttio Average contrast 5
Outlier Ratio Average percentage ofoutliers/edges 5
FBM Hurst Parameter Texture roughness 5
GGABS(5 variations, I - V^) Generalized Gaussian Analysis-By-Syntfaesis. 25
Gabor filterCS orientations) Parameters p (edge content), c. (pixel intensity range) 2x5x5=50
Derivedfrom band information content
Band correlation Mean/Median correlation in HSI bands 2
Anomaly detectors
DotProduct Average dot product of pixel vectors 1
Kullback-Leibler Average relative entropy of pixel vectors 1
Derivedfrom GLCM’
GLCM Imax. Inverse ofmaximum value from maoix 2x1=2
GLCM Eneigy Energy computed from matrix 2x1=2
GLCM Entropy Entropy computed from matrix 2x1=2
GLCM Contrast Contrast computed from matrix 2x1=2
GLCM Homogeneity Homogeneity computed from matrix 2x1=2
Total 129
’ 5 metrics • Min.. Mat.. Mean, Median and Range are computed fmm the distribution obtained from computing these from the HSt image single hands
’ Same values computed for both implemented variants ofGLCM described
a reduction in the dimensions of the clutter metrics space, and a reduction in the required
number of operations to compute them. The aim is to reduce the dimensionality yet
retain significant information about clutter in the images in the clutter metrics space. In
contrast to Principal Component Analysis (PCA) [50], in which the resulting dimensions
in a reduction process do not map directly into the original space, our factor analysis
algorithm allows the identification of the retained dimensions from the original space.
This is shown in Algorithm 5.
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Algorithm 5 . Factor Analysis to Determine Significant Metrics
Randomly select images of required number from database
to form a training set
for all a € set of clutter metrics do
compute |CC(q;, false alarm rate (FA)) |
discard a from the set if CC is
’insignificant’ i.e. < 0.5
end for
compute correlation matrix of the remaining metrics
for all combinations of a and ^ of the remaining metrics, do








where CC(x,y) is the correlation coefficient between variables x, and y
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7.3.4 Hyperspectral Images CCM Experiments
The clutter metrics computed for each hyperspectral image are normalized for all images
to avoid a bias in further processing results due to large ranges of absolute values from
metric to metric. We employ linear regression to obtain a weighted combination of the
subset of image clutter metrics that correlate best with the baseline clutter levels repre¬
sented by false alarm rates. This weighted sum is the clutter complexity measure (CCM).
A high correlation coefficient (CC) will indicate that the CCM is a good indicator of the
baseline clutter levels, that is, monotonically related to ATR task difficulty. The correla¬
tion coefficient is the normalized measure of covariance between false alarm rate and the
computed clutter complexity measure, and serves as our performance measure.
Data Description
We experimented with two sets of images. The first set consisted of 216 synthesized hy¬
perspectral infrared images.he process of image synthesis, and the image specifications
are described in Chapter 5. The target template under test are of size 9 x 9 x 126 pixels.
These are averaged as described in Section 6.1.3 to obtain column vectors of length 126
used as arguments by the ACE filter ATR. Each image had either a truck or tank as target,
and contained varied clutter at varying levels. Chapter 5 also shows example images, and
targets of interest.
The second set consisted of 125 images, synthesized based on the ASHE algorithm
as described in Section 6.1. Each image in the set is of spatial size 128 x 128 pixels,
and 44 equally spaced spectral bands spanning 0.35 —1.0 nm. The target template under
test is of size 3 x 3 x 44 pixels, and the location is indicated by the arrow in the scene
template shown in Figure 6.1.
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Procedures and Results
We conduct similar experiments with both image sets. Our first sets of experiments
sought to obtain the subset of metrics that result from the described factor analysis algo¬
rithm. To achieve this, we made random selections of images, and record the resulting
clutter metrics subset. This subset results from the factor analysis of all the computed
clutter metrics from the images. This process is repeated 1,000 times, each using a
unique combination of images of the same number. By applying linear regression, a
weighted combination of these clutter metrics which correlates best with the false alarm
rates in the selected images is obtained. The selected images thus serve as a training
sample set and the obtained weight from the training process is applied to the remaining
images, which serve as the test set. We experimented with different training image sam¬
ple sizes - from 5% to 40% of the total database size, that is, sets of 11 to 86 images. In
each case, all the unselected images serve as the test set.
Figures 7.9(a-h) show histograms of the occurrences of the clutter metrics in the se¬
lection process using the first image set. The smaller sets do not show a clear dominance
in terms of occurrence of any particularmetric. As the training sample set size increases,
for example, at 20% of the database size, there is a clear increase in the frequency of
a few of the metrics while many others do not occur at all. This trend continues as the
training sample set size is increased.
Table 7.3(a) shows the average values of the correlation coefficient for different train¬
ing sample set sizes. Results from training with smaller set sizes show a perfect corre¬
lation between the computed CCM with false alarm rate for the test image sets, but
relatively poor generalization to the whole database. This signifies an over-training. In¬
creasing the train dataset alleviates the over-training problem and improves on the gen-
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Figure 7.9: Frequency of selection of clutter metrics for training image sets ranging in
sizes from 5% to 40% of entire database (11 to 86 images). Noted on the plots are the
average number of selected metrics (rounded to the nearest integer), and the average
CC values e.g. [0.82/0.67], which are the average CC for the training set and the test
sample set respectively. The numbers in the abscissa represent an arbitrary but consistent
indexing of the clutter metrics.
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Table 7.3: Averaged correlation coefficients obtained between the clutter measure and
false alarm rates using different training sample sizes.
(a) Using the subset of clutter metrics selected by the factor analysis process
Test partitions
Sample size Same as train sample Test sample
11 images (5%) 1.00 0.57
22 images (10%) 1.00 0.64
32 images (15%) 0.91 0.66
43 images (20%) 0.88 0.67
54 images (25%) 0.86 0.67
65 images (30%) 0.84 0.67
76 images (35%) 0.83 0.67
86 images (40%) 0.82 0.67
(b) Using a further subset of the metrics used to generate the results in Table 7.3(a) - only
the eight metrics with the highest overall frequencies
Test partitions
Sample size Same as train sample Test samples
11 images 5% 0.84 0.40
22 images (10%) 0.77 0.57
32 images (15%) 0.76 0.62
43 images (20%) 0.74 0.64
54 images (25%) 0.73 0.65
65 images (30%) 0.72 0.66
76 images (35%) 0.73 0.66
86 images (40%) 0.72 0.67
Total of 1,000 experiments with first image set. Sizes are listed as percentages of the total database.
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eralization. This improvement saturates with the use of about 20% of the entire database
as training samples, which is 43 images in this case.
For training set samples > 20%, only 8 clutter metrics were consistently chosen at
least 30% of the times during the selection process. The ratio of the frequency of selec¬
tion of these clutter metrics to all others is also generally large. The indices (arbitrarily
assigned) and brief description of these 8 metrics are: #5 - homogeneity derived from
the GLCM with known offset, #9 - contrast derived from the GLCM with random offset,
#29 - range of the p values from the Gabor filtered images at 90° orientation, #46 - median
of the c values from the Gabor filtered images at 60° orientation, #79 - range of the FBM
Hurst parameter obtained from images’ single bands, #97 -minimum of the homogeneity
obtained from the images’ single bands, #102 - minimum of the outlier/edge parameters
obtained from the images’ single bands, and #116 - median of the third parameter of the
Gaussian decomposition of the images’ single bands.
We performed further experiments with these metrics and show the results in Ta¬
ble 7.3(b). It shows the result of using only the combination of these dominant image
metrics for obtaining the CCM for different train sample set sizes. The same trends noted
and discussed in the previous experiment, in which the complete subset of clutter met¬
rics resulting from the factor analysis algorithm are employed, is also noticed here. The
correlation coefficient values are lower in some cases, this is due to a further reduction
in the clutter metric space used to determine the complexity measure.
Empirical timing tests show that it takes about 8.4 minutes to compute these 8 clutter
metrics from an image, compared to 75.4 minutes taken for running the ATR for the same
image. Both the ATR and clutter measures were implemented in Matlab 6.0 and the tests
were carried out on a workstation with a 3.2 GHz Pentium IV processor.
Correlation coefficient results obtained using the second image set are shown in Ta-
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Table 7.4; Averaged correlation coefficients obtained between the clutter measure and
false alarm rates using different training sample sizes.
(a) Using the subset of clutter metrics selected by the factor analysis process
Test partitions
Sample size Same as train sample Test sample
7 images (5%) 1.00 0.29
13 images (10%) 0.94 0.42
19 images (15%) 0.89 0.62
25 images (20%) 0.88 0.67
32 images (25%) 0.86 0.69
38 images (30%) 0.85 0.72
44 images (35%) 0.84 0.72
50 images (40%) 0.84 0.74
(b) Using a further subset of the metrics used to generate the results in Table 7.4(a) - only
the eight metrics with the highest overall frequencies
Test partitions
Sample size Same as train sample Test samples
7 images (5%) 0.93 0.16
13 images (10%) 0.91 0.31
19 images (15%) 0.87 0.48
25 images (20%) 0.86 0.59
32 images (25%) 0.85 0.62
38 images (30%) 0.84 0.67
44 images (35%) 0.83 0.69
50 images (40%) 0.83 0.71
Total of 1,000 experiments with second image set. Sizes are listed as percentages of the total database.
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bles 7.4(a) and 7.4(b). Note the similar trends to the previous experiments in terms of
generalization of the derived CCM. Eight dominant clutter metrics were also recorded
when the performance, indicated by the average CC values saturates. These are median
of p values from Gabor filtered images at 120° orientation, minimum of FBM Hurst val¬
ues from images’ single bands, minimum, median and range of the target interference
ratio from the images’ single bands, maximum of the first parameter of the Gaussian
decomposition of the images’ single bands, and range of the second parameter of the
Gaussian decomposition of the images’ single bands. These metrics are different from
those obtained from the initial experiments, indicating that the derived CCM is image
set specific. Also, the generalization performance saturates with the use of 30% of the
entire image set for training in the second experiment, compared to 20% in the first. Both
fractions of the image sets result in approximately 38 images. Using this training image
size, the derived clutter measure is dominated by eight clutter metrics in both cases. This
indicates the the required number of training images is function of the number of dom¬
inant clutter metrics used in the CCM derivation, and not the total number of images in
the experimental set.
We also show the distribution of the CC values resulting in the averages shown in
Tables 7.4(a). Note that when a random selection of 38 or more training images are used,
90% or more of the CC values are > 0.6. This is important because it shows that the
CCM for an image set can be obtained using any random selection of training images
from the complete set.
In summary, our results show a more frequent selection of a further subset ofmetrics
used to determine our clutter measure. We refer to these as the dominant metrics. These
metrics are unique for each experiment, indicating that the derived CCM is image set
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Figure 7.10: Distribution of CC values resulting in the average values shown in
Table?.4(a). The indicated percentages, and the actual number of images that they repre¬
sent are also shown in the same table.
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using eight dominant metrics. The derived clutter measure from these training images,
generalizes well for the entire database by predicting the amount of clutter in them. Fur¬
ther experiments to determine the cluttermeasure using only the dominant clutter metrics
yielded similar results. Comparison of the time taken to compute the CCM from these
dominant clutter metrics from and running the ATR on an image shows a ratio of about
1 : 9 in the first set of experiments.
CHAPTERS
CONCLUSIONS
We presented a novel, progressive adaptive sampling algorithm, called Adaptive Sam¬
pling by Histogram Equalization (ASHE). The algorithm adapts the local sampling den¬
sity on a function, based on the distribution of already obtained samples. The aim of
adaptive sampling is the efficient distribution of discrete samples used in representing a
continuum. Efficient sample distribution reduces the inherent error that results from a
sampling process. For nonstationary functions, adaptive schemes produce higher sam¬
pling densities in regions of higher complexities, that is, where the rate of change in
the sampled function is higher. In numerous scientific applications, there is no prior
knowledge of the local complexities in the sampled function, and the cost of obtaining
each sample is prohibitive. Examples of such costs, which limit the number of samples
that can be obtained, are time and computational resources. Thus, extra constraints are
placed on adaptive sampling schemes. For efficient adaptive sampling, existing algo¬
rithms either require prior knowledge of the local complexities in the function, a high
computational overhead, such as an acceptance or rejection step, or they require a large
number of samples to converge. The ASHE algorithm requires no prior knowledge of
the local variations in the sampled function. Also, it only adds a minimal overhead of
computing a histogram of sample values at each step of the sampling process.
In the following sections, we summarize the main contributions of this dissertation,
and discuss the findings from an application in which our developed algorithm was uti¬
lized. Finally, we make suggestions on further work.
138
139
8.1 Summary of contributions
In Chapter 2, we presented the basis of the ASHE algorithm as progressive sampling
based on the distribution of already obtained samples. Typical sampling algorithms focus
on the domain of the independent variables. Our focus is on the co-domain of the sampled
quantity. We showed that, for a nonstationary function, even spaced sampling on the
co-domain results in a sampling density that is proportional to the rates of change in the
sampled function. We thus sampled in order to equalize the distribution of sample values.
This results in sample densities in the domain that are proportional to the rate of change
in the function, hence the adaptive sampling. To the best of our knowledge, this is a
novel approach to adaptive sampling. Since the sampling scheme attempts to equalize
the distribution of samples, we called it Adaptive Sampling by Histogram Equalization -
ASHE algorithm. We illustrated the improved performance by the ASHE algorithm by
comparing it to even spaced and random sampling. Even spaced or random sampling are
the obvious options for obtaining expensive samples when there is no prior knowledge
on the local complexity in a function. We identified the reasons precluding a rigorous
mathematical proof of the improvement recorded by the ASHE algorithm. The most
basic of these being the assumption that there is no prior knowledge on the nature of the
sampled function. We however studied the algorithm further, by conducting performance
and sensitivity analysis in a manner similar to those in other heuristic algorithm studies.
Finally, we discussed broad areas of possible applications of the ASHE algorithm.
We introduced three stochastic optimization models in Chapter 3. These are: (1) an
active walkermodel, based on elements of the random walk and Brownian motion, (2) an
ant model, based on the simulation of foraging habits of insects, and (3) an evolutionary
algorithm model, based on the simulation of natural dynamics in a population of organ-
140
isms. The basic forms of the models are described. We then developed three algorithms
by adapting each model to implement the ASHE algorithm.
We conducted a performance and sensitivity analysis of the three models in Chap¬
ter 4. First, we established two objective measures for comparison. These are based
on the frequency content, and the entropy measure of information in a sampled func¬
tion. Both measures are designed to have a positive correlation with increase in function
complexity. Our measure of performance is defined as the correlation coefficient be¬
tween these measures, and the sample density obtained from each model. A high positive
value (maximum =1), indicates a good performance. We identified factors that could af¬
fect the performance of each model, and recorded their performances for varying values
of these factors. Comparing the best performance of the three, the ant and evolutionary
algorithm models performed marginally better than the active walker model. More im¬
portantly, the active walker model showed a correlation between the individual factors,
and the performance. This is a cmcial requirement for heuristic algorithms. If this is
not met, the algorithms are ad hoc, requiring customization for each application. The
other two models contained one or more factors that showed no individual correlation
with the sampling performance. This limits their practical use. Based on our findings,
we studied the active walker model further, by considering its scaling properties. Our
results indicated that the model performance does not change appreciably with change in
the dimensions of the sampled space.
We utilized the ASHE algorithm in the synthesis of hyperspectral images. The avail¬
ability of real images of these types is limited, and synthesized images are used in their
place. For our purpose, we required images that are diverse with respect to Automatic
Target Recognition ATR performance. In general, image synthesis is computationally
expensive. Also, there is no prior knowledge of how the factors in the image synthesis
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process affect the ATR performance. We described the nature, uses, and synthesis of
hyperspectral images in Chapter 5. We then synthesized images using a combination
of even spaced factors. In Chapter 6, we employed the ASHE algorithm in the image
synthesis process, and compared the images to those synthesized using even spaced, and
random placed factors. This comparison is based on the requirement of image diversity
with respect to ATR performance. Our results showed a marked improvement over the
other methods. The worst performance was recorded for images synthesized using a
combination of even spaced factors.
In Chapter 7, we developed a framework for quantifying clutter in hyperspectral im¬
ages. By clutter, we mean any object or structure in an image that inhibits the detection
of a target of interest. We derived this measure as an aggregation of image features that
correlates best with ATR performance bounds. We called this the Clutter Complexity
Measure CCM. This is an indication of the inherent difficulty for an ATR to identify a
target in a scene. It is however, not based on any particular ATR, thus making it a good
objective basis for comparing the performance of disparate ATRs. Our initial experiment
to investigate the feasibility of this approach used single bands from real hyperspectral
images. Our results showed that CCM derived for this images was useful in the efficient
ordering of hyperspectral bands in a multi-band detection scheme. Using the band se¬
lection based on the CCM for the multi-band detection, we recorded an average of 30%
improvement over the even spread band selection. We also successfully derived a clutter
complexity measure for complete, synthesized hyperspectral images. In computing this,
we developed 129 image features, and computed the CCM as an aggregation of a subset
of these features. We obtain the subset of features through a factor analysis process. We
were able to derive a CCM using any random selection of images from the complete set.
We determined that the required size of the selection is dependent on the number of im-
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age features aggregated to compute the CCM. In our experiments, the CCM consisted of
8 image features, and this required about 40 images. We also determined that the derived
CCM is specific to an image set. The CCM derived for complete hyperspectral images
was computed in 11% of the time it took to compute a baseline ATR performance. The
CCM was shown to accurately predict the baseline ATR performance bounds in at least
64% of the cases.
8.2 Suggestions for further work
In the three models employed in implementing ASHE, the input from the fitness criterion
is modeled as a step function in their outputs. In the active walker model for example,
the fitness criterion input will result in either a long step or a short step, with nothing
in between. Further work needs to be done to investigate the effect of using a different
output model. That is, one in which the modeled output is a function of the amount of
change in the input. A linear, exponential, or other non-linear models are examples that
could be explored.
In the ASHE based image synthesis process, further work needs to be done to identify
the effect that individual, and combination of factors have in the synthesized images.
Factors that result in rapid image variation with respect to ATR performance can be
identified using pattern analysis methods. Also, the use of a multi-dimensional objective
function in the ASHE based image synthesis process needs to be investigated. This is
in contrast to our use of only the baseline ATR performance. Other computationally
less expensive indicators of image variability may be used to form a multi-dimensional
histogram to be equalized.
Most of our test images for the experiments with the clutter complexity measure





A. 1 Single-band clutter metrics
A. 1.1 Global standard deviation
(A.1)
i=l
where I are the intensity values in a hyperspectral band with mean I, and T is the total
number of pixels in this band.
The metrics described in appendices A. 1.2 to A. 1.7 are computed locally. That is,
each hyperspectral image band is divided into N windows, with each window containing
W pixels. The size of the window is chosen such that it is about twice the length of the
largest target in spatial dimensions and, Wj represents the support for the i th window.
The overall metric is then obtained by averaging the computed metric values for each
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In both definitions in A.1.4 and A.1.5, GL is the defined number of gray-level intensity
values (typically 256) in the image and. Pi is the histogram of the intensities of the pixels
in the zth window.
A. 1.6 Target Interference Ratio
TIRi = lA^target “ /^background I/^background (A. 10)
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(A.11)
where ^target is the mean of the intensity values in a window of about the same size as the
target, and ^background and Obackgrcmnd are the mean and standard deviation of the target
background. The target background is defined as the window centered around the target
but twice the dimensions of the target. In this case, the size of the target background
determines the value ofN.
A. 1.7 Outlier/Edge
Edgci = Cardinality of {j : \Ij - Ij] > Ii/4} {A.12)
where j € W* and /j = ^ JljeWi
(A.13)





fs = f:+f! (A.16)
(A.17)
where Di and D2 are the spatial dimensions of a hyperspectral band. / is computed for
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1 : s, where s is determined as
s = floor((log(iV,)/ log(2)) - 2) , (A.18)
where the floor operator rounds the expression to the nearest integer towards minus in¬
finity, and Ns = minimum(Di, D2).
A. 1.9 Metrics c and p derived from Gabor filtered images [9]
The Gabor filter we used is bandpass filter with a Gaussian kernel. It is defined as
FaA^) = exp(-^(2fl(l)2 -f- Ze{2f)) exp(-j-^^^^^^-) (A.19)
where a — 4 denotes the resolution associated with the filter and
ze
cos(0) — sm{d) Zl
sin(0) cos(0) Z2
(A.20)
and 9 e [0,27r) is the filter rotation angle. For a bank ofK filters, we obtain =
1,2,...., K. For a particular rotation angle, the filtered images is obtained by the 2D con¬
volution of the image with the filter
/O') = / *










where SK and SV are the sample kurtosis and the sample variance of the Gabor filtered
image respectively.





where L is the number ofhyperspectral bands, and CC denotes the correlation coefficient
between bands bi and bj.
A.3 Anomaly detectors
A.3.1 Dot product
1 .. 1 ,
•^■fmetric = 7^ ^^(1 — (~ ^ ’ {Vij!\yij\))) (A.25)1
. . ^ • 1t=l 3~\
where Xi is the pixel vector under test and yij are the pixel vectors surrounding the vector
under test, all of length L. Typically, n = 4, and the test pixels are located at the vertices
of a square with the test pixel as center and sides of length typically equal to 3 pixels. T
is the total number of pixels in the spatial dimensions minus the pixels at the edges.
A.3.2 Kullback-Leibler
GL— I
KLij = y; Pk{xi) X log(|^) (A.26)
fe=l ^k\yij)
where P(xj) is the histogram of the vector under test, P{yij) is the histogram of one of
the surrounding pixels and GL = 256 is the number of gray-levels for the histogram
definition. The above is thus the Kullback-Leibler distance between these two pixel
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vectors. The arrangement of the surrounding pixels is the same as in A.3.1. and the
metric value for a particular test pixel is obtained by averaging this distance over the
n = 4 surroimding pixels. The overall Kullback-Leibler metric is obtained by averaging
each pixel metric value over all T tested pixels, where T is also as described in A.3.1.




A.4 Metrics derived from the Gray Level Co-occurrence Matrix
Given intensity values /(i, 1), where (i, j) is the spatial location and I is the band loca¬
tion, and the number of gray-levels is GL (typically 256) the GLC matrix G is obtained
thus:
for t = 1 : r
m = n =
G{m,n) = G{m,n) + 1
end
T is the total number of samples used. The offsets in the 3 dimensions are {it -
iy jt — ft, k — ^t)- G has size 256 x 256.
The derived metrics are:




GLCM-Entropy = - log((?mn)
m n
(A.30)
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