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1( Dynkin ) (a s) $\tau$
$E_{x}[ \alpha^{\tau}g(X_{\tau})]=g(x)+E_{x}[\sum_{n=0}^{\tau-1}\alpha^{n}\mathcal{L}g(X_{n})]$ . (2)
$N\in\{0,1,2, \ldots\}$ $\tau_{N}:=\min\{\tau, N\}$
$E_{x}[ \sum_{n=0}^{N}\alpha^{n}\mathcal{L}g(X_{n})]$ $=$ $\int \mathcal{T}\sum_{n=0}^{N}\alpha^{n}\mathcal{L}g(X_{n})dP_{x}=\sum_{k=1}^{N}\int_{\tau_{N}=k\}}\sum_{n=0}^{k-1}\alpha^{n}\mathcal{L}g(X_{n})dP_{x}-1$
lThis is an abbreviation of English version, “Monotone problem in optimal stopping via discrete version
of Dynkin formula and Bruss’ Odds theorem”.
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$= \sum_{n=0}^{N-1}\sum_{k=n+1}^{N}\int_{\tau_{N}=k\}}\alpha^{n}\mathcal{L}g(X_{n})dP_{x}=\sum_{n=0}^{N-1}\int_{\tau_{N}>n\}}\alpha^{n}\mathcal{L}g(X_{n})dP_{x}$
$= \sum_{n=0}^{N-1}\int_{\tau_{N}>n\}}(\alpha^{n+1}E_{X_{n}}[g(X_{n+1})]-\alpha^{n}g(X_{n}))dP_{x}$
$\{\tau_{N}>n\}\in \mathcal{F}_{n},$ $Ex_{n}[g(X_{n+1})]$ $\mathcal{F}_{n}$ -




$E_{x}[ \sum_{n=0}^{\tau_{N}-1}\alpha^{n}\mathcal{L}g(X_{n})]$ $=$ $\sum_{n=0}^{N-1}\int_{\tau_{N}=n+1\}}\alpha^{n+1}g(X_{n+1})dP_{x}+\int_{\tau_{n}>N\}}\alpha^{N}g(X_{N})dP_{x}$
$- \int_{\tau>0\}}N\alpha^{0}g(X_{0})dP_{x}.$
$\mathcal{T}_{N}=\min\{\tau, N\}$ 1
$E_{x}[ \sum_{n=0}^{\tau_{N}-1}\alpha^{n}\mathcal{L}g(X_{n})] = \int_{\tau_{N}\leq N\}}\alpha^{\tau}g(X_{\tau})dP_{x}+\int_{\tau_{n}>N\}}\alpha^{N}g(X_{N})dP_{x}-g(x)$.
$\tau_{N}=\min\{\tau, N\}$
$l_{\tau\leq N\}} \sum_{n=0}^{\tau-1}\alpha^{n}\mathcal{L}g(X_{n})dP_{x}+\int_{\tau>N\}}\sum_{n=0}^{N-1}\alpha^{n}\mathcal{L}g(X_{n})dP_{x}$
$= \int_{\{\tau\leq N\}}N\alpha^{\tau}g(X_{\tau})dP_{x}+\int_{\tau_{n}>N\}}\alpha^{N}g(X_{N})dP_{x}-g(x)$ .
$Narrow\infty$
$g$ $\tau<\infty a.s$ . (2) $\square$
2.2
1 (a s) $\tau$ $\sup_{\tau}E_{x}[\alpha^{\tau}g(X_{\tau})]$ $\tau^{*}$
$E$ $[\alpha^{\tau^{*}}g(X_{\tau^{*}})]$
Shiryaev[10]
Chow et al. [4]
$B$
$\tau_{1}$
$B:= \{x:\mathcal{L}g(x)\leq 0\}, \tau_{1} :=\inf\{n:X_{n}\in B\}$. (3)
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$B=\emptyset$ $\tau_{1}=\infty$
2 $X_{n}$ $B$ $(a.s.)$
$(A)$ $X\in B$ $P_{x}$ ($X_{n}\not\in B$ $n$ ) $=0$
$\mathcal{T}_{1}$
$\mathcal{T}^{*}$





$\tau_{1}$ (A) 2 $E_{x}[\alpha^{\mathcal{T}1}g(X_{\tau}1)]\geq E_{x}[\alpha^{\tau}g(X_{\tau})].$
$\tau$ $E_{x}[ \alpha^{\tau_{1}}9(X_{\tau_{1}})]\geq\sup_{\tau}E_{x}[\alpha^{\tau}g(X_{\tau})]$. $\tau^{*}=\tau_{1}$ .
Remark 2 $B=\{x:\alpha E_{x}[g(X_{1})]\geq g(x)\}$ $B$ $\tau_{1}$ ‘
$(g(x))$ 1 $(\alpha E_{x}[g(X_{1})])$
” one-step(or stage) look-ahead stopping time
$(A)$ ”$B$ closed ” (cf. Ross $[9J)$ .
2.3
($p.54$ in Chow et al. [4]).
2 $(\Omega, \mathcal{F}, (\mathcal{F}_{n}), P)$ $Y_{n}$ $\mathcal{F}_{n}$ $\tau$
$\sup_{\tau}E[Y_{\tau}]$ $A_{n};=$
$\{E[Y_{n+1}|\mathcal{F}_{n}]\leq Y_{n}\},$ $n=1,2,$ $\ldots$ $A_{1} \subset A_{2}\subset\cdots;\bigcup_{n=1}^{\infty}A_{n}=\Omega$
$\tau_{2}:=\inf\{n:Y_{n}\geq E[Y_{n+1}|\mathcal{F}_{n}]\}$
3 (Chow et al. [4] Theorem 3.3) $P(\tau_{2}<\infty)=1,E[Y_{\tau 2}]<$
$\infty$ , lim $infN\int_{\{\tau 2>N\}^{Y_{n}^{+}dP=0}}$ $\tau$2
Remark 3 3 $\tau_{1}<\infty a.s.,$
$E_{x}[g(X_{\tau_{1})}]< \infty, \lim\inf_{N}E_{x}[\alpha^{n}g^{+}(X_{N})I(\tau_{1}>N)]=0$







: $(\Omega, \mathcal{F}, P)$ $A_{1},$ $A_{2},$ $\cdots$ $I_{1},$ $I_{2},$ $\cdots$ $\mathcal{F}_{n}:=$
$\sigma(I_{1}, I_{2}, \cdots , I_{n})$ $k=1,2,$ $\cdots,$ $N$ $\{\tau=k\}\in \mathcal{F}_{k}$ $\{$ 1,2, $\ldots,$ $N\}$
$\tau$ $N$ $\{\omega:I_{k}(\omega)=1\}$ “ ” $k$ “
” $I_{1},$ $I_{2},$ $\cdots$ , $I_{N},$ $N<\infty$ (win” )
Bruss [2] Il, $I_{2},$ $\cdots,$ $I_{n}$ Win
1, $0$ Bruss
$\sup_{\tau\in \mathcal{T}_{N}}E[I_{\tau}=1, I_{\tau+1}=\cdots=I_{N}=0]=\sup_{\tau\in \mathcal{T}_{N}}P(I_{\tau}=1, I_{\tau+1}=\cdots=I_{N}=0)$
$\tau^{*}$ ( $P$ (win) )
$\mathcal{N}:=\{1,2, \cdots, N\}$
4( [2]) $j\in \mathcal{N}$ $pj:=E[I_{j}],$ $qj=1-pj,$ $rj=pj/qj$
$\tau^{*}$ $\tau^{*}=\min\{i\geq i^{*}:I_{k}=1\}$ . $i^{*}= \min\{i\in \mathcal{N}:\sum_{j=i+1}^{N}rj<1\}.$
$\min\emptyset=+\infty$ $b<a$ $\sum_{j=a}^{b}\cdot=0$
$P$ (win) $= P_{N}(p_{1}, \ldots,p_{N})=\prod_{k=i^{*}}^{N}q_{k}\sum_{k=i^{*}}^{N}r_{k}$ . (4)
3.2 Chow et al [4]
[7] [7] $L$ $L:=$
$L^{(N)};= \sup\{k\in \mathcal{N}:I_{k}=1\}$ $\sup\emptyset=0$
$Y_{k}=P(L=k|\mathcal{F}_{k})$ 2









Ano et al. [1]
Chow et al.
“ ”
$j\in\{1, \cdots, n\}$ $n$
$\{X_{j}=n\}:=$ { $I_{1}$ $I_{n-1}$ $j-1$ $I_{n}=1$ }
$j+1$ $n+k,$ $k=1,2,$ $\cdots,$ $N-n$
$\{X_{j+1}=n+k\}:=$ { $I_{1}$ $I_{n+k-1}$ $j$ $I_{n+k}=1$ } $.\{X_{j}=n\}$ “ $(n,j)$
” $(n,j)$ $(n+k,j+1)l$ 1 $(j$
$n$ $j+1$ $n+k$ )
$P(X_{j+1}=n+k|X_{j}=n)$
$=$ $P$ ( $I_{1}$ $I_{n+k-1}$ $j$ $I_{n+k}=1|I_{1}$ $I_{n-1}$ $i-1$ $I_{n}=1$ )
$=$ $P(I_{n+1}=\cdots=I_{n+k-1}=0, I_{n+k}=1|I_{1} I_{n-1} i-1 I_{n}=1)$
$P(I_{n+1}=\cdots=I_{n+k-1}=0, I_{n+k}=1, I_{1} I_{n-1} i-1 I_{n}=1)$
$=$ $\overline{P(I_{1}}$$I_{n-1}$ $i-1$ $,$ $I_{n}=1)$
$=$ $\frac{P(I_{n+1}=\cdots=I_{n+k-1}=0,I_{n+k}=1,I_{n}=1)}{P(I_{n}=1)}$ ( $I_{k}$ )
$=$ $P(I_{n+1}=\cdots=I_{n+k-1}=0, I_{n+k}=1|I_{n}=1)$ (5)
$X$ $P(X_{j+1}=n+k|X_{j}=n)$
1 $x=1,2,$ $\cdots,$ $N$
$g(x)=P(x=L)$ $\alpha=1,$ $X_{0}=0$ $\tau$ $\sigma$
$X_{\sigma}=\tau$





(5) $X_{0},$ $X_{1},$ $\cdots,$ $X_{N}$ 1
$X_{j}=n$ ( $B$ ), $B$
$B$ $=$ $\{n\in \mathcal{N}:\mathcal{L}g(n)\leq 0\}=\{n\in \mathcal{N}:E_{n}[g(X_{j+1})]\leq g(n)\}$
$=$ $\{n\in \mathcal{N}$ : $E_{n}[ \sum_{k=1}^{N-n}P(X_{j+1}=n+k|X_{j}=n)g(n+k)]\leq g(n)\}$
$=$ $\{n\in \mathcal{N}:\sum_{k=1}^{N-n}P(I_{n+1}=\cdots=I_{n+k-1}=0, I_{n+k}=1, I_{n+k+1}=\cdots=I_{N}=0|I_{n}=1)$
$\leq P(I_{n+1}=\cdots=I_{N}=0)\}$ (6)
$=$ $\{n\in \mathcal{N}:\sum_{k=1}^{N-n}(\prod_{\ell=n+1}^{n+k-1}q_{\ell})p_{n+k}(\prod_{\ell=n+k+1}^{N}q_{l})\leq\prod_{k=n+1}^{N}q_{k}\}=\{n\in \mathcal{N}:\sum_{k=n+1}^{N}r_{k}\leq 1\}.$
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$f(n)$ $:= \sum_{k=n+1}^{N}r_{k}$ $n$ $n$ $f(n)\leq 1$ f(n $+$ l) $\leq$
$1,$ $\cdots,$ $f(N-1)\leq 1$ $X$ $B$ $B$ (a s)
(A)
$\tau^{*}$
$\ovalbox{\tt\small REJECT}=\inf\{n\in \mathcal{N}:\sum_{k=n+1}^{N}r_{k}<1$ & $I_{n}=1\}$
Remark 5
(6)




$n$ 6 $I_{n}=1$ 6
$In=0$ $p_{n}=1/6,$ $q_{n}=5/6,$ $r_{n=}1/5,$ $\forall n=1,$ $\ldots,$ $10$
$\tau^{*}=\inf\{n\in\{1,2, \cdots, 10\}$ : $\sum_{k=n+1}^{10}\frac{1}{5}<1$ & $I_{n}=1 \}=\inf\{n\in\{7,8,9,10\} \ I_{n}=1 \}.$
6 7 6
6







$X_{n}$ $n$ 1 2
$\cdots$ 1 1
“ ” $n=1,2,$ $\cdots,$ $N$
$p_{n}=P(X_{n}=1)=1/n,$ $q_{n}=(n-1)/n,$ $r_{n}=1/(n-1)$
$\tau^{*}$
$\tau^{*}=\inf\{n\in \mathcal{N}:\sum_{k=n+1}^{N}\frac{1}{n-1}<1$ & $X_{n}=1\}.$





Remark 6 Bruss $[3J$ $p_{1},p_{2},$ $\cdots,p_{N}$
$\lim_{Narrow\infty}P_{N}$ (win) $>e^{-1}$ $P_{N}$ (win)
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