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a b s t r a c t
The classical heat diffusion theory based on the Fourier’s model breaks down when
considering transient heat flow, for short times, extreme thermal gradients or at low
temperatures. The hyperbolic heat conduction equation based on the Cattaneo model
for the heat flux incorporates a relaxation mechanism in order to gradually adjust to a
change in the temperature gradient. A spectral element method is applied for solving
the hyperbolic system treating the heat flux as an independent variable in addition to
temperature. The numerical solution is based on the time–space least squares spectral
method. Numerical examples are included for discussing the effects of the thermal waves.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The heat conduction phenomenon in most engineering applications is modeled based on the Fourier’s law. The condu-
ction heat transfer process combines themolecularmotion and thus heat carriers (free electrons andphonons)with diffusion
due to temperature gradients. At temperatures higher than the Debye temperature, the contribution to the heat conduction
of the statistical motion of the heat carriers can be neglected. In this manner, most practical engineering problems rely on
the continuum assumption, i.e. micro-structure and local scales are neglected. Then, the Fourier law of heat conduction
should be applied to low rate, steady state transfer processes. In situations involving transient heat flow of short duration
or at very low temperature the heat transfer due to excited phonons limits the application of the Fourier law.
For example in liquid helium II, experiments show that there are very slow speed waves of around 2.0 m/s at the λ
point 2.2 K toO(103m/s) near absolute zero [1]. Similar effects are observed inmaterials with a local structure. This kind of
material can presentwave type heat propagation at room temperature. To incorporate the finite propagation speed Vernotte
in 1958 and Cattaneo in 1958 formulated a modified heat flux law originally proposed by Maxwell in 1867. The main idea
behind this law is the incorporation of a relaxation mechanism limiting in this way the instantaneous adjustment to a
change in heat flux predicted by the Fourier’s law. The relaxation time τ is associatedwith the communication time between
phonons necessary for initiating the heat flow. Hence, the relaxation time is ameasure of the thermal inertia of themedium.
A typical value formetals at ambient temperature can be aroundO(10−11s) [2]. Inmaterials with a non-homogeneous inner
structure the relaxation time can be up to fractions of minutes [3]. Some examples of materials with a large relaxation time
are sand 0.3–0.5 mm (20 s), H acid (25 s), biological tissue (1–100 s), meat products (15 s). An excellent overview of non-
Fourier constitutive equations can be found in [1,4–8].
Due to increasing research on heat transfer at a finite propagation velocity, the development of an analytical and
numerical solution of hyperbolic heat conduction has increased interest. For example, Manzari and Manzari [9] developed
a finite element method which treats the heat flux as an independent variable in addition to temperature. Wu and Li [10]
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discussed the application of the time discontinuous Galerkin finite element method to heat wave simulation. An overview
of different numerical methods can be found in [11–15,12].
The least-squares finite element method constitutes an alternative to Galerkin and Petrov–Galerkin weak formulations,
[16]. The basic idea in the least squares methods is to minimize the integral of the square of the residual over the
computational domain [17]. This method has been applied to several problems such as electro-magnetism [18], viscoelastic
flows [19], multiphase flow [20], etc.
When solving time dependent problems, the variables present a simultaneous dependence on space and time. Numerical
schemes can be divided into time–space decoupled or time–space coupled formations. In the case of time–space decoupled
formulation, the spatial discretization is performed independently of the time one. The time–space decoupled formulations
are used in an attempt to reduce the computational cost. However, the real computational cost is not reduced as a
consequence of the small time stepping required for ensuring stability. In the time–space coupled formulations, the
dependency of space and time is considered simultaneously [21–23]. In this way, space–time can be solved at once, or
per time-step on a space–time slab in a kind of semi-discrete formulation.
Themain goal of this work is to discuss the application of the time–space least squares formulation for solving hyperbolic
heat transfer problems. Section 2 discusses the mathematical model of hyperbolic heat transfer equation. In Section 3 the
least squares method is discussed. Numerical examples are presented in Section 4. Finally in Section 5 the main conclusions
of this work are discussed.
2. The hyperbolic heat conduction
The hyperbolic one-dimensional heat-flux equation can be written as
γ
∂T
∂t
+ ∂q
∂x
= 0 inΩ = (0, L)× (0, T ) (1)
τ
∂q
∂t
+ q = −k∂T
∂x
inΩ = (0, L)× (0, T ) (2)
with γ the heat capacity, k the effective thermal conductivity, τ the relaxation time, T the temperature and q the heat flux.
Eq. (2) is referred to as Cattaneo’s law. If τ = 0 Eq. (2) reduces to the Fourier’s heat conduction equation. The classical
Fourier law leads to a parabolic equation with propagation of perturbations at infinite speed. On the other hand, Cattaneo’s
law leads to a hyperbolic equation with a finite propagation of the wavefront
c =
√
k
τγ
. (3)
For τ 6= 0 the flux is not directly proportional to the temperature gradient, but it adapts with a time constant τ .
3. Numerical solution
The least squares method transforms a well-posed system of partial differential equations into a symmetric positive
definite system of algebraic equations, for which efficient solvers can be used.
The least squares formulation is based on the minimization of a norm-equivalent functional. For simplicity, the system
of equations can be represented as
Lu = g inΩ (4)
Bu = uΓ on Γ (5)
with L a linear partial differential operator and B the trace operator. For the problem defined by (1) and (2), the operator
L can be written as
L =
 γ ∂•∂t ∂•∂x
k
∂•
∂x
τ
∂•
∂t
+ •
 (6)
with uT = [T q] and g = 0.
We assume that the system is well-posed and the operator (L,B) is a continuous mapping between the function space
X(Ω) onto the space Y (Ω)× Y (Γ ).
The norm equivalent functional becomes
J(u) ≡ 1
2
‖ Lu− g ‖2Y (Ω)+
1
2
‖ Bu− uΓ ‖2Y (Γ ) . (7)
Based on variational analysis, the minimization statement is equivalent to:
lim
→0
d
d
J(u+  v) = 0 ∀ u ∈ X(Ω). (8)
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Fig. 1. Domain.
Hence, the necessary condition for the minimization of J is equivalent to:
Find u ∈ X(Ω) such that
A(u, v) = F (v) ∀v ∈ X(Ω) (9)
with
A(u, v) = 〈Lu,Lv〉Y (Ω) + 〈Bu,Bv〉Y (Γ ) (10)
F (v) = 〈g,Lv〉Y (Ω) + 〈uΓ ,Bv〉Y (Γ ) (11)
whereA : X × X → R is a symmetric, continuous bilinear form, and F : X → R a continuous linear form.
The introduction of the boundary residual allows the use of spaces X(Ω) that are not constrained to satisfy the boundary
conditions. The boundary terms can be omitted and the boundary conditions must be enforced strongly in the definition of
the space X(Ω).
Finally, the searching space is restricted to a finite dimensional space such that uh ∈ Xh(Ω) ⊂ X(Ω).
3.1. Spectral element approximation
The computational domain Ω is divided into Ne non-overlapping sub-domains Ωe of diameter he, called spectral
elements, such that
Ω =
Ne⋃
e=1
Ωe, Ωe ∩Ωl = ∅, e 6= l. (12)
For reasons of efficiency, each sub-domain ismappedonto theunit cube [−1, 1]d, with d = dim Ω , by an invertiblemapping.
In each elementΩe the unknown function, ueh, is approximated by PQe , i.e. the set of all polynomials of degree≤ Qe. The
global approximation inΩ , uh, is constructed by gluing the local approximations ueh, i.e.
uh =
Ne⋃
e=1
ueh. (13)
Within each element, the solution is expanded inΦi continuous basis functions
ueh(x, t) =
∑
i=0
ueiΦi(ξ , η) (14)
with (ξ , η) = χ−1e (x, t) the local coordinate of (x, t) in the parent element, with−1 ≤ ξ ≤ 1 and−1 ≤ η ≤ 1, and uei the
coefficients in the expansion.
3.2. Time–space formulation
The discretization is based on a time–space formulation using a time marching approach. The solution is approximated
on successive space–time strips domain Ωext = Ωex × Ωet = (xe, xe+1) × (tn, tn+1), and with 1t = tn+1 − tn, Fig. 1. The
initial condition for the first space–time slab is equal to the initial condition of the PDE. For the subsequent elements, the
final solution from the previous space–time strip is prescribed as Dirichlet condition. For a general non-linear problem, the
solution within each space–time slab is solved iteratively until convergence is reached.
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Fig. 2. The four vertex functions of the cubic Hermite polynomials and four bubble functions.
3.3. The C11 approximation
The global differentiability of the approximation uh is controlled by the properties of the inter-element properties of
the approximation space. The solution uh is interpolated overΩext using equal order C
11 p-version hierarchical interpolation
functions in space and time. The space Xh of polynomial functions of order pξ and pη which are continuous and differentiable
in space and time with continuous first derivatives is given as
Xh(Ωe) = {v : v ∈ H2(Ωext) : v|Ωext = P11pξ pη (Ω¯ext)∀Ωext ∈ Ω : P11pξ pη (Ω¯ext) ∈ C11pξ pη (Ω¯ext)∀(x, t) ∈ Ωext}. (15)
For constructing the two-dimensional basis functions, the p-version hierarchical interpolation basis functions suggested
by [24] are used.
The one-dimensional basis functions consist on a set of four vertex basis functions defined as the usual cubic Hermite
polynomials. The corresponding functions in the reference domain [−1, 1] are defined as
φ0(ξ) = 12 −
3
4
ξ + 1
4
ξ 3 (16)
φ1(ξ) = 12 +
3
4
ξ − 1
4
ξ 3 (17)
φ2(ξ) = 14 −
1
4
ξ − 1
4
ξ 2 + 1
4
ξ 3 (18)
φ3(ξ) = −14 −
1
4
ξ + 1
4
ξ 2 + 1
4
ξ 3. (19)
These four functions contain the information of the value andderivative of the approximation at the boundary of the element.
These basis functions can be extended in an hierarchical manner for p ≥ 4:
φ4(ξ) =
√
5
128
(1− ξ 2)2 (20)
φ5(ξ) =
√
7
128
(1− ξ 2)2ξ (21)
φ6(ξ) = 16
√
9
128
(1− ξ 2)2(7ξ 2 + 1) (22)
φ7(ξ) = 12
√
11
128
(1− ξ 2)2(3ξ 2 − 1)ξ (23)
φ8(ξ) = 116
√
13
128
(1− ξ 2)2(33ξ 4 − 18ξ 2 + 1) (24)
· · ·
Since these shape functions vanish on the boundary of the element, they are called bubble functions. Fig. 2 shows the
four vertex functions of the cubic Hermite polynomials and four bubble functions.
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Fig. 3. Example of four two-dimensional basis functions.
The bubble functions φ4, φ5, . . . are orthogonal under the H20 -product between them, and also with respect to the vertex
functions φ0, φ1, φ2 and φ3, i.e.
(φj, φk)H20
=
∫ 1
−1
φ′′j (ξ)φ
′′
k (ξ)dξ = 0 for 4 ≤ k, 4 ≤ j < k (25)
and
(φk, φk)H20
=
∫ 1
−1
φ′′k (ξ)φ
′′
k (ξ)dξ = 1 for 4 ≤ k. (26)
The two-dimensional basis functions are constructed as the tensor product of the one-dimensional basis functions,
i.e.Φ(ξ , η) = φ(ξ)⊗ φ(η), Fig. 3.
4. Numerical examples
Numerical computations for the hyperbolic and parabolic heat conduction equations are performed to analyze the
behavior of the temperature and the heat flux distribution. Although the solution of parabolic heat conduction is not the
essential aspect of the present investigation, the parabolic case is included for comparison with the hyperbolic case.
4.1. Parallel sided slab
In this case, a parallel sided slab with the right boundary assumed to be insulated is considered. The initial and boundary
conditions are
T (x, 0) = 0.0 (27)
q(x, 0) = 0.0 (28)
T (0, t) = β(t) (29)
q(1, t) = 0.0. (30)
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Fig. 4. Time evolution of the heat flux and temperature field using Cattaneo’s and Fourier’s law, Ne = 20, P = 8,1t = 0.05.
Fig. 5. Time evolution of temperature field using Cattaneo’s and Fourier’s law, Ne = 20, P = 8,1t = 0.05.
The function β(t) is a third order polynomial approximating a sudden change in the temperature,
β(t) =
1/2+ 3/4
(
2t
T ∗
− 1
)
− 1/4
(
2t
T ∗
− 1
)3
if 0 ≤ t ≤ T ∗
1 if t > T ∗
(31)
with T ∗ the value at which the function is 1, Fig. 6.
For this simulation, the parameters are taken as γ = k = τ = 1. An analytical solution of a similar case can be found
in [11].
Fig. 4 shows the time evolution of the heat flux and temperature field using Cattaneo’s and Fourier’s laws with Ne =
20,Qe = 8 and 1t = 0.05. It is easy to see the completely different behavior in the time evolution of q(x, t) and T (x, t),
Fig. 5. By using Cattaneo’s law, q and T evolve in time presenting awave-type of behavior. The differences in the propagation
of information for the hyperbolic and parabolic cases can be observed in Figs. 6 and 7. In these figures, the time evolution
of T and q at x = 0 and at x = 0.2 are shown. In the case of Cattaneo’s law the information moves with a bounded velocity
resulting in a timedelay, Fig. 6. On the other hand, in the case of the Fourier’s laws the information propagate instantaneously
and thus each point in the domain is affected, Fig. 7. Fig. 9 shows the long time evolution of q and T for the Cattaneo’s law.
The final steady state is reached after t > 10 instead of t > 1 as in the case of using the Fourier’s law. In addition we can
see that thermal waves travel inside the domain until reaching the steady state.
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Fig. 6. Time evolution of T and q at x = 0 and x = 0.2 for the Cattaneo’s law.
Fig. 7. Time evolution of T and q at x = 0 and x = 0.2 for the Fourier’s law.
The time evolution of the residual, R2ΩLt corresponding to Fig. 5 is shown in Fig. 8. The residual is given as
R2ΩLt =‖ Luh − g ‖2L2(ΩLt ) ΩLt = (0, L)× (tn, tn+1) (32)
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Fig. 8. Time evolution of R for the Cattaneo’s law Ne = 20.
Fig. 9. Long time evolution of T and q at x = 0 and x = 0.2 for the Cattaneo’s law.
is shown in Fig. 8 using different order of approximations. For N = 4 and 51t = 0.001, while for N = 6, 7, 81t = 0.0005,
and T = 0.004.
4.2. Pulse heating
A heating pulse is applied to the left boundary of a parallel sided slab. The main goal of this example is to predict the
propagation of the thermal disturbance. The initial and boundary conditions are
T (x, 0) = 0.0 (33)
q(x, 0) = 0.0 (34)
q(0, t) = β(t) (35)
q(1, t) = 0.0. (36)
The function β(t) approximates the pulse using two third order polynomials. The time evolution of the heat flux and
temperature at x = 0 and x = 0.2 are shown for the Cattaneo’s law in Fig. 10 and for the Fourier’s law in Fig. 11. In the case
of the Cattaneo’s law we can see that the thermal pulse propagates inside the domain, Fig. 12, while for the Fourier’s law
the pulse diffusive until reaching the steady state.
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Fig. 10. Time evolution of the heat flux and temperature field using Cattaneo’s and Fourier’s law, Ne = 20, P = 8,1t = 0.05.
Fig. 11. Time evolution of the heat flux and temperature field using Fourier’s law, Ne = 20, P = 8,1t = 0.05.
The two problems discussed show the capability of the least squares method for describing the wave behavior of the
solution of the hyperbolic heat equation. Although the problems are one dimensional the method is easily extended to
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Fig. 12. Time evolution of temperature field using Cattaneo’s and Fourier’s law, Ne = 20, P = 8,1t = 0.05.
higher spatial dimensions. The solver was implemented considering the heat flux and the temperature as variables, Eqs. (1)
and (2). Therefore changing from the Fourier’s law (τ = 0) to the Cattaneo’s law (τ > 0) is rather simple.
5. Conclusions
In this work, the application of the least squares formulation for solving non-Fourier heat conduction problems is
discussed. Replacing Fourier’s law by Cattaneo’s lawmodifies the nature of the problem. The time–space formulation using a
C11 p-version has beenpresented. Twoproblemswere discussedwhich showed the capability of the least squaresmethod for
describing the wave behavior of the solution of the hyperbolic heat equation. Considering the heat flux and the temperature
as the variables of the problem make rather simple to change from the Fourier’s law (τ = 0) to the Cattaneo’s law (τ > 0).
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