Primitive polynomials with a prescribed coefficient  by Cohen, Stephen D.
Finite Fields and Their Applications 12 (2006) 425–491
http://www.elsevier.com/locate/ffa
Primitive polynomials with a prescribed coefﬁcient
Stephen D. Cohen
Department of Mathematics, University of Glasgow, Glasgow G12 8QW, Scotland, UK
Received 11 October 2004; revised 22 July 2005
Communicated by Gary L. Mullen
Available online 19 September 2005
Dedicated to Aaron Samuel Magill
Abstract
The Hansen–Mullen [Math. Comput. 59 (1992) 639–643, S47–S50] conjecture on primitive
polynomials is established for polynomials of degree at least nine. It postulates the existence of
a primitive polynomial over any ﬁnite ﬁeld with any speciﬁed coefﬁcient arbitrarily prescribed.
The theory extends to polynomials of smaller degree: work is in hand to fashion a proof in
these cases too.
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1. Introduction
Let Fq be the ﬁnite ﬁeld of order q, a power of its (prime) characteristic p. Its
multiplicative group is cyclic of order q − 1: a generator is called a primitive element
of Fq . More generally, a primitive element  of the unique extension Fqn of Fq of
degree n is the root of a (monic) primitive polynomial f (x) ∈ Fq [x] of degree n
(automatically irreducible). All roots of f (conjugates of ) are primitive elements of
Fqn . In 1992, Hansen and Mullen [14] stated a natural conjecture on the existence of
a primitive polynomial of degree n over Fq with an arbitrary coefﬁcient prescribed.
(See also [12,19,20].)
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Conjecture 1.1 (Hansen and Mullen [14]). Let a ∈ Fq and let n2 be a positive
integer. Fix an integer m with 0 < m < n. Then there exists a primitive polynomial
f (x) = xn +∑nj=1 ajxn−j of degree n over Fq with am = a with (genuine) exceptions
when
(q, n,m, a) = (q, 2, 1, 0), (4, 3, 1, 0), (4, 3, 2, 0) or (2, 4, 2, 1).
In truth, Conjecture 1.1 is a modest proposal. Much stronger existence properties
(specifying more coefﬁcients) ought to hold. Nevertheless, like many plausible hypothe-
ses in number theory, this basic conjecture is difﬁcult to establish in full generality.
Asymptotically, it has been shown it to be true by Fan and Han [8] for ﬁxed n and
sufﬁciently large q (in an unspeciﬁed sense): applicability, however, is conditional when
m = n2 or n+12 . Complete (or almost complete results) are known for speciﬁed values
of m. In some cases, these follow from more general considerations. At the time of
its formulation, the conjecture had been already been established by the author when
m = 1 [1]. For n = m− 1, it follows from [2,4,5]. The papers of Han [13] and Cohen
and Mills [7] cover most cases with m = 2 and n5. For m = 3, the conjecture holds
provided n7 by Fan and Han [9,10], Mills [18] and Cohen and King [6]. Further, it
follows from [3] whenever m n3 (except that for q = 2 the restriction is to m n4 ).
Finally, for even prime powers q and odd degrees n it has been shown by Fan and
Han [11] provided n7.
Inspired by this last article, we now prove the conjecture for all q and m whenever
n9. Further work is currently in hand to extend it to all values of n.
Theorem 1.2. Assume that n9. Then the Hansen–Mullen conjecture holds.
A similar result (also conjectured in [14]) on the existence of (merely) irreducible
polynomials of any degree n with an arbitrary prescribed coefﬁcient has been established
by Daqing Wan [21], completed through the computations of Ham and Mullen [12]. See
Section 25 for the outline of an alternative (less computational) proof by the present
methods.
Here is a brief description of the approach. Take the candidate for a primitive poly-
nomial to be f (x) = xn + · · · + amxn−m + · · · + an ∈ Fq . When m > n2 , provided
that an is also suitably prescribed, one can replace f (x) by its reciprocal polynomial
a−1n xnf (1/x) and thereby m by n−m to suppose that m n2 . The characteristic difﬁculty
encountered when p > m is overcome by developing the p-adic method introduced by
Fan and Han in their papers cited above (and also used in [3]). Because character
sum estimates over Fqn of the shape O(qn/2) feature, it is inevitable that values of m
close to n2 are particularly delicate (as indicated in the papers already quoted). It is a
consequence of the work of Fan and Han (for example, in [11]) that the mth coefﬁ-
cient am can be prescribed by fewer than m conditions. It is a key step in the present
paper that this can be strengthened to require at most m2 + 1 conditions. Because this
is generally signiﬁcantly less than n2 , one can progress to the proof. Observe that it is
successively smaller values of n that are more difﬁcult. Hence, in this paper we con-
sider values of n9 and, to avoid overburdening with numerical details, defer smaller
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values for consideration in later papers. Indeed, most of the numerical activity is to
check that, in almost every instance, some sufﬁcient arithmetical criterion is satisﬁed.
The veriﬁcation is completed by the direct construction of 213 primitive polynomials
whose existence is not established theoretically. All the machine calculations were ef-
fectively instantaneous: in a couple of places (noted in the text) a few seconds were
required.
2. Cases classiﬁed; conditions counted
A candidate polynomial f (x) ∈ Fq [x] will be written alternatively as
f (x) = xn + a1xn−1 + · · · + amxn−m + · · · + an
= xn − 1xn−1 + · · · + (−1)mmxn−m + · · · + (−1)nn,
so that, for each i1, i represents the ith symmetric function of the roots of f. In
particular, if f is irreducible with a root  ∈ Fqn , then 1 = Tn() and n = Nn(), these
here denoting the (Fq)-trace and norm of , respectively. It follows that, whenever f is
primitive, then n is a primitive element of Fq .
When an = 0, denote by f ∗(x) ∈ F [x] the monic reciprocal polynomial of f; thus
f ∗(x) = x
n
an
f
(
1
x
)
= xn + · · · + am
an
xm + · · · + 1
an
.
Evidently, f is primitive if and only if f ∗ is primitive. Hence, to specify the mth
coefﬁcient am of f as zero is equivalent to specifying the (n − m)th coefﬁcient of f ∗
as zero. In this case, we can suppose that mn/2.
On the other hand, one can specify am of f as a = 0 by specifying the (n − m)th
coefﬁcient of f ∗ as a/(−1)ng, where g is any suitable speciﬁed value of n. In
particular, for f primitive, g can be taken as any (ﬁxed) primitive element of F. In
principle, in this case, even if m > n2 , we can replace m by n − m and suppose that
m n2 , provided we accept that n is also speciﬁed as described. Though when q = 2
or 3, then n is already uniquely speciﬁed (as 1 or −1, respectively). Moreover, as we
shall see, it is not advantageous to replace m by n − m when m = n+12 .
Refer to the existence question addressed in the Hansen–Mullen conjecture as the
HM-problem (or simply as the problem). As Conjecture 1.1 implies, we are expecting
an afﬁrmative answer to the question in every case not excluded there: accordingly,
this is what will be meant by establishing or solving (any case of) the problem.
From the above we distinguish three cases of the HM-problem for a given prime
power q, integers n,m (with 1m < n) and a ∈ Fq . In each case, a primitive polyno-
mial f (x) ∈ Fq [x] is sought with am = a. In the zero problem, a = 0. In the standard
problem, a is non-zero, whereas in the norm problem, a is non-zero and, additionally,
it is required that n = g, a ﬁxed (but arbitrary) primitive element of Fq . The two
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latter cases comprise the non-zero problem. Obviously, a solution to the norm problem
for a value of m implies one in the standard problem for that m but not conversely.
Nevertheless, in view of the expected afﬁrmative answer, we shall look for a solu-
tion of the standard problem only when one for the norm problem is not sought for
that m.
In one sense, the HM-problem relates to the existence of a primitive (therefore
irreducible) polynomial subject to a single condition prescribing am (or m). In general,
however, it is awkward to work directly with the mth symmetric function of the roots
of f, except for 1 = Tn() and (relevant to the norm problem) n = Nn(), where  is
a root of f. For values of m > 1, it seems necessary to break down the single condition
on m to a number of simpler sufﬁcient conditions that we proceed to count.
To illustrate this, ﬁrst introduce a restriction on the characteristic p. (At a later stage,
the theory will be broadened in order that this restriction be omitted.) Speciﬁcally,
temporarily assume that p > m. Let  ∈ Fq be a root of the irreducible polynomial f.
(More generally, here  may be any element in F∗qn .) For 1 tn, set st = st () :=
Tn(t ). In particular, 1 = s1.
Lemma 2.1. Assume that p > m. Set m∗ := ⌊m2 ⌋. Suppose that st = 0 for all tm∗.
Suppose also that sm = −ma. Then am = a.
Proof. Newton’s identities yield
rr = r−1s1 − r−2s2 + · · · + (−1)r−1sr , r = 1, . . . , n. (2.1)
It follows by induction on t that, for all tm∗, t = 0. Now, take r = m in (2.1).
Since for 1 t < m, min(t, m − t)m∗, we conclude that
(−1)mmam = mm = (−1)m−1sm
and the result follows. 
As a consequence of Lemma 2.1 we deduce that am can be speciﬁed by the m∗ + 1
conditions on s1, . . . , sm∗ and sm indicated in its statement. In the norm problem, there
is also the additional condition specifying n, thus yielding m∗ + 2 conditions in all.
Now the norm problem for n − m arises out of the standard problem for m and is no
worse than the latter (i.e., requires no larger number of conditions) when
⌊
n − m
2
⌋
+ 2
⌊m
2
⌋
+ 1, i.e.,
⌊
n − m
2
⌋
+ 1
⌊m
2
⌋
. (2.2)
Plainly, (2.2) holds when m n2 + 1 and fails when m n2 . In the intermediate case,
when n is odd and m = n+12 , it holds with equality when n ≡ 3 (mod 4) and fails when
n ≡ 1 (mod 4). To put this last observation another way, if n is odd, it is preferable
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(or at least equally favourable) to consider the standard problem when m = n+12 rather
than the corresponding norm problem with m = n−12 . Accordingly, in considering the
three cases we adopt the following conventions on the value of m, to be referred to as
the m-conventions (at least when q4):
• zero problem: m n
2
;
• norm problem: m n
2
− 1;
• standard problem: n − 1
2
m n + 1
2
.
For q = 2 or 3, the m-conventions relate more simply to the standard and zero
problems with m n2 . For q4, the m-conventions imply that the norm and standard
problems are disjoint alternatives in the non-zero case over the range of values of
m. Although at most two values of m lie in the conventional range for the standard
problem, these are amongst the most delicate.
Next, call the criterion of Lemma 2.1 wherein m is speciﬁed by ﬁrst specifying
st = 0 for all tm∗ as the zero criterion. For given values of q, n and m (satisfying
the m-conventions), let M(n,m) denote the number of conditions in the appropriate
non-zero case (i.e., either standard or norm) of the HM-problem on the basis of the
zero criterion. Thus, M(n,m) = m∗ + 1 or m∗ + 2, respectively. Let M0(n,m) be the
corresponding number of conditions in the zero problem. Thus, M0(n,m) = m∗ + 1.
It is instructive to analyse according to the value of n (mod 4) so as to bound these
quantities in terms of n. For brevity in the next result (whose proof is clear), write
M(m) for M(n,m).
Lemma 2.2. Assume that p > m and that the m-conventions apply.
(i) Suppose n is divisible by 4. Write N := n2 (an even integer) Then
M(N ) = M0(N ) = M(N − 1) = M(N − 2) = n + 44 .
More generally, with j1,
M0(N − 2j + 1) = M0(N − 2j) = M(N − 2j − 1)
= M(N − 2j − 2) = n + 4
4
− j.
(ii) Suppose n ≡ 1 (mod 4). Now write N := n−12 , also an even integer. Then
M(N + 1) = M(N ) = M0(N ) = M(N − 1) = M(N − 2) = n + 34 .
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More generally, with j1,
M0(N − 2j + 1) = M0(N − 2j) = M(N − 2j − 1)
= M(N − 2j − 2) = n + 3
4
− j.
(iii) Suppose n ≡ 2 (mod 4). Then M
(n
2
− 1
)
= n + 6
4
. More generally, now with
N := n2 + 1, an even integer and j1,
M0(N − 2j + 1) = M0(N − 2j) = M(N − 2j − 1)
= M(N − 2j − 2) = n + 6
4
− j.
(iv) Suppose n ≡ 3 (mod 4). Now write N := n+12 , an even integer. Then
M(N ) = M(N − 2) = n + 5
4
; M(N − 1) = n + 1
4
.
More generally, with j1,
M0(N − 2j + 1) = M0(N − 2j) = M(N − 2j − 1)
= M(N − 2j − 2) = n + 5
4
− j.
From Lemma 2.2, the situation with the largest number of conditions (in terms of
n) occurs for the norm problem when n ≡ 2 (mod 4) and m = n
2
− 1.
3. Primitive and k-free elements with constraints
It is convenient (as in a number of previous papers) to introduce a weaker property
than primitivity. Accordingly, for any divisor k of qn − 1, deﬁne  ∈ F∗qn to be k-free
if  = d ( ∈ Fqn, d| k) implies d = 1. In particular,  is primitive if and only if it
is qn − 1-free. More generally, if  is primitive, then it is k-free for any divisor k of
qn − 1. Obviously, the property of being k-free depends only on (the product of) the
distinct primes in k. The number of k-free elements of Fqn is (k) × (qn − 1), where
(k) denotes the ratio
(k)
k
,  being Euler’s function.
One reason for introducing k-free elements (not the only one, as we shall see later)
is that, in the various cases, one can weaken the constraint for the element  to be
primitive to being k-free for a lesser value.
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First, consider the norm problem. Deﬁne En to be the product of the distinct primes
in qn − 1 that are not factors of q − 1. Thus, certainly, En divides q
n − 1
q − 1 .
Lemma 3.1. Suppose  ∈ Fqn , is such that Nn() = (qn−1)/(q−1) is a primitive element
of Fq . Then  is a primitive element of Fqn if it is En-free.
Proof. Since (qn−1)/(q−1) is a primitive element of Fq , then  is guaranteed to be
(q − 1)-free. Thus to be primitive it sufﬁces that additionally it is En-free. 
For application of Lemma 3.1 to the norm problem,  must be chosen such that m,
the mth symmetric function of its roots, can be ascribed an arbitrary value in F∗q . When
p > m, for this it is sufﬁcient (though not necessary) that the zero criterion holds with
sm speciﬁed appropriately.
For the other cases, we assume for now that p > m and the zero criterion is satisﬁed.
In the zero problem, deﬁne Qn := q
n − 1
q − 1 .
Lemma 3.2. Assume that p > m. Suppose that  ∈ Fqn satisﬁes the zero criterion with
sm() = 0. Suppose also that  is Qn-free. Then there exists c ∈ F∗q , such that ∗ := c
is primitive and ∗ satisﬁes the zero criterion with sm(∗) = 0.
Proof. For any ∗ of the form c and t ∈ {1, . . . , m∗,m}, st (∗) = Tn(ctt ) =
ctTn(t ) = ct st () = 0. Since  is Qn-free, for a ﬁxed primitive element  ∈ Fqn ,
 = e, where gcd(e,Qn) = 1. Set c = jQn (automatically in Fq ) for some j (to be
chosen). Then, for any choice of j, ∗ remains Qn-free. Write q − 1 = q1q2, where q1
and q2 are co-prime with q1 the largest factor of q − 1 co-prime to Qn. Thus, for any
c, c = ∗ is already q2-free. It is additionally q1-free (and so primitive) if j is chosen
so that e + jQn ≡ 1 (mod q1). This is always possible. 
By Lemma 3.2, so far as primitivity is concerned, it sufﬁces to arrange for  to be
Qn-free.
Finally, in the standard problem (where a = 0), set m′ = gcd(m, q − 1) and Pn,m :=
qn − 1
m′
.
Lemma 3.3. Assume that p > m. Suppose that  ∈ Fqn satisﬁes the zero criterion
with sm() = −ma (as in Lemma 2.1). Suppose also that  is Pn,m-free. Then there
exists c ∈ F∗q , such that ∗ := c is primitive and ∗ satisﬁes the zero criterion with
sm(∗) = −ma.
Proof. This is similar to that of Lemma 3.2. As there, for any c ∈ F∗q , s1(∗) = · · · =
sm∗(∗) = 0. But now sm(∗) = cmsm() = −cmma, and necessarily we have to choose
c with cm = 1. Evidently, cm = 1 if and only if cm′ = 1. Since  is Pn,m-free, then
 = e, where gcd(e, Pn,m) = 1 and we can take c = jPn,m . Now choose j, such that
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e + jPn,m ≡ 1 (modm1), where m1 is the largest divisor of m′ co-prime to Pn,m. As
before, this sufﬁces to ensure that ∗ is indeed primitive. 
Sometimes, application of Lemma 3.3 to the standard problem has no effect. Nonethe-
less, if, for example, q ≡ 3 (mod 4), n is odd and m = 2, then it sufﬁces to show the
existence of an appropriate element that is k-free, where k = qn−12 is odd. This can be
a useful saving.
The material thus far is provisional because much of it assumes p > m. It will all
be subsumed in the p-adic discussion to be undertaken next.
4. Translation to p-adic rings
In this section, the ﬁelds Fq and Fqn (considered as sets) will be identiﬁed with sub-
sets of (ﬁnite quotient rings of) an extension of the p-adic ﬁeld Qp, i.e., the completion
of the rational ﬁeld with respect to the usual p-adic metric). As a general reference [15]
(particularly Chapter IV) may be consulted. The discussion that follows is an improved
version of that given in [3].
Let Kn be the splitting ﬁeld (in Cp, the usual completion of the algebraic closure
of Qp) of the polynomial xqn − x over Qp. Deﬁne n to be the set of roots of
this polynomial—the Teichmüller points of Kn. Clearly, its non-zero elements form
a cyclic group of order qn − 1. Indeed, Kn is the unique unramiﬁed extension of
K1 of degree n. Let Rn denote the ring of integers of Kn. Then n ⊆ Rn ={ ∞∑
i=0
ip
i, i ∈ n for each i0
}
. Moreover, Rn is a local ring with unique maxi-
mal ideal pRn and Rn/pRnFqn .
Now, let e be a positive integer. Deﬁne n,e to be the set of classes of elements
of n that are congruent mod pe, i.e., 1 and 2 are in the same class if 1 − 2 ∈
peRn. In this context, retain the notation  for the class containing . Then q
n = 
for  ∈ n,e. Passing to classesmod pe of elements of Rn yields the Galois ring
Rn,e =
{
e−1∑
i=0
ip
i, i ∈ n,e, 0 ie − 1
}
Rn/peRn; thus Rn,e has cardinality qne.
For each e1, Rn,e/pRn,eFqn also. Further, Rn,1 = n,1, which can be identiﬁed
with Fqn . Conversely, each  ∈ n,1 yields a unique lift (also denoted by ) to every
n,e, and ultimately to n itself. Of course, an element of (multiplicative) order r (a
divisor of qn − 1) in n,1 lifts to an element of the same order in each n,e and in
n. In particular, a primitive element (a generator or element of order qn − 1) lifts to
a primitive element in each case.
Next, consider objects relating to the extension Fqn/Fq . Of course, K1 is a subﬁeld
of Kn, with 1 ⊆ n, and R1 a subring of Rn. Similar relationships apply to the Galois
rings. Further, the Galois group of Kn/K1 is isomorphic to that of Fqn/Fq , being cyclic
of order n and generated by the Frobenius automorphism n, where n() = q,  ∈ n.
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More generally, on Rn, n
( ∞∑
i=0
ip
i
)
=
∞∑
i=0
i
qpi (where each i ∈ n). This induces
a ring homomorphism n on Rn,e, such that n
(
e−1∑
i=0
ip
i
)
=
e−1∑
i=0
i
qpi (where now
each i ∈ n,e).
Recall that over Fq (and so over R1,1), xqn −x is the product of all monic irreducible
polynomials of degree a divisor of n. A typical monic irreducible polynomial f (x) of
degree d (a divisor of n) in R1,1[x] has the form
f (x) = (x − )(x − q) · · · (x − qd−1) = xd − 1xd−1 + · · · + (−1)dd , (4.1)
where  ∈ n,1 and each j ∈ 1,1 = R1,1. The polynomial f lifts to a (unique)
irreducible polynomial of degree d over each R1,e and over R1, having the same form,
except that  is the corresponding lifted element of 1,e or 1. In general, however,
the coefﬁcients j in (4.1) lie in R1,e (or R1) and may not be in 1,e (or 1). From
the above, the order of the polynomial f (which equals the order of any of its roots)
or any of its lifts has the same value (a divisor of qn − 1). In particular, f is primitive
if it is irreducible of degree n and has order qn − 1: this holds if and only if any of
its lifts are primitive.
For any  ∈ n, deﬁne its trace (over R1) as
Tn() := + n() + · · · + n−1n () = + q + · · · + q
n−1 ∈ R1.
Hence, Tn(c) = cTn(), c ∈ 1. Further, if  is deﬁned as the generator of Gal(Kn/
Qp), such that u = n, where q = pu, then evidently Tn(p) = Tn(()) = (Tn()),
 ∈ n. It follows that Tn(pj ) = Tn()pj , j = 0, 1, 2, 3, . . . . A trace function Tn with
similar properties is induced on n,e. Although nothing new regarding multiplicative
structure arises from working in Rn (for example, lifting preserves multiplicative order),
for the sake of the norm problem, we also deﬁne for  ∈ n, its norm (over R1) as
Nn() := × q × · · · × qn−1 = 
qn−1
q−1 = Qn.
Next, let  ∈ n be a root of a lifted irreducible polynomial f (x) ∈ R1[x]. Eventually,
we can suppose  is primitive: for the moment it sufﬁces that f has degree n. Thus,
(4.1) holds with d = n. Here i denotes the ith symmetric function of the roots
, q, . . . , q
n−1
. Employing the trace, we have that si , deﬁned as the sum of the ith
powers of the roots of f, is given by si = Tn(i ) ∈ R1. Of course, each si depends only
on f and not on the speciﬁc root : moreover, all this translates to the expansion of f
as a polynomial in R1,e[x]. For our purposes, we require an expression for the p-adic
expansion of si .
We proceed to work with a lifted irreducible polynomial f of degree n in R1[x] and
(eventually) its reduction to R1,e, with e to be chosen. From now on, we shall reserve
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the symbol t for a positive integer indivisible by p. From the above, note that, for
any such t, the value of stpi for any i0 is already determined by st , and is given
by s(i)t := i (st ). For any t, write st =
∞∑
j=0
st,jp
j , st,j ∈ 1, whence s(i)t =
∞∑
j=0
s
pi
t,jp
j
.
Since each positive integer N has a unique expression in the form N = tpj , then
any s-component st,j is uniquely associated with the integer tpj . Referring back to the
Newton identities (2.1), we observe that, when p > m, these imply an expression for m
in terms of s1, . . . , sm. The next lemma is a generalisation of this fact. In interpreting its
conclusion, we have to bear in mind that our requirement is an expression for m with
f (x) regarded as a polynomial in R1,1[x] (equivalent to Fq [x]) rather than one of its
lifts. (This is slightly obscured by the retention of m for the corresponding coefﬁcient
of any lift.) Of course, the original coefﬁcient m is recovered from m (mod p). This
motivates the lemma.
Proposition 4.1. Let  ∈ n be the root of an irreducible polynomial f (x) = xn −
1xn−1 + · · · + (−1)nn ∈ R1[x]. Let fˆ (x) be the (not generally monic) reciprocal
polynomial of f, xn(f (1/x)) = 1 − 1x + · · · + (−1)nnxn. Then, formally,
fˆ (x) ≡
∞∏
t=1
pt
∞∏
j=0
∞∏
r=1
pr
⎛⎝1 −
⎛⎝−spjt,j
t
⎞⎠r xrtpj
⎞⎠−
(r)
r
(mod p), p odd; (4.2)
fˆ (x) ≡
∞∏
t=1
pt
∞∏
j=0
∞∏
r=1
pr
⎛⎝1 −
⎛⎝ spjt,j
t
⎞⎠r xrtpj
⎞⎠
(r)
r
(mod p), p = 2. (4.3)
Proof. Observe that
fˆ (x) =
n−1∏
i=0
(1 − qi x) ∈ R1[x].
In the argument which follows, the various power series and inﬁnite product all
possess a (non-zero) radius of convergence (see [15]) and therefore yield valid formal
identities. In particular, formally,
fˆ (x) = exp
(
−
∞∑
l=1
Tn(l )xl
l
)
= exp
(
−
∞∑
l=1
slx
l
l
)
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= exp
⎛⎜⎝− ∞∑
t=1
p t
∞∑
i=0
s
(i)
t x
tpi
tpi
⎞⎟⎠ = ∞∏
t=1
p t
exp
(
−
∞∑
i=0
s
(i)
t x
tpi
tpi
)
=
∞∏
t=1
p t
∞∏
j=0
∞∏
i=0
exp
⎛⎝− spit,jpj−ixtpi
t
⎞⎠ . (4.4)
Suppose p is odd: To examine the contribution modulo p of the terms in (4.4) with
ij , consider
∞∏
j=0
∞∏
i=j
exp
⎛⎝− spit,jpj−ixtpi
t
⎞⎠
=
∞∏
j=0
∞∏
k=0
exp
⎛⎜⎜⎝−
(
s
pj
t,j x
tpj
)pk
tpk
⎞⎟⎟⎠
≡
∞∏
j=0
exp
⎛⎜⎝ ∞∑
k=0
⎛⎝−spjt,j xtpj
t
⎞⎠p
k (
1
pk
)⎞⎟⎠ (mod p)
≡
∞∏
j=0
Ep
⎛⎝− spjt,j xtpj
t
⎞⎠ (mod p) (4.5)
≡
∞∏
j=0
∞∏
r=1
pr
⎛⎝1 −
⎛⎝−spjt,j
t
⎞⎠r xtpj r
⎞⎠−
(r)
r
(mod p). (4.6)
In (4.5), Ep(x) denotes the Artin–Hasse (p-adic) exponential function which, by deﬁ-
nition, yields the expansion (4.6) (see [15, p. 93]).
With (4.6) established, we return to (4.4) to assess the contribution of the terms with
i < j . In this situation
exp
⎛⎝− spit,jpj−ixtpi
t
⎞⎠ ≡ 1 (mod p), i < j
and (4.2) follows from (4.4) and (4.6).
436 S.D. Cohen /Finite Fields and Their Applications 12 (2006) 425–491
Now suppose p = 2: Again regarding the terms in (4.4) with ij , consider
∞∏
j=0
∞∏
i=j
exp
⎛⎝− spit,jpj−ixtpi
t
⎞⎠ = ∞∏
j=0
∞∏
k=0
exp
⎛⎜⎜⎝−
(
s
pj
t,j x
tpj
)pk
tpk
⎞⎟⎟⎠
≡
∞∏
j=0
exp
⎛⎜⎝− ∞∑
k=0
⎛⎝ spjt,j xtpj
t
⎞⎠p
k (
1
pk
)⎞⎟⎠ (mod p)
≡
∞∏
j=0
⎧⎨⎩Ep
⎛⎝ spjt,j xtpj
t
⎞⎠⎫⎬⎭
−1
(mod p)
≡
∞∏
j=0
∞∏
r=1
pr
⎛⎝1 −
⎛⎝ spjt,j
t
⎞⎠r xtpj r
⎞⎠
(r)
r
(mod p),
and the proof follows as before. 
5. Sufﬁcient criteria for the HM-problem
Continue with the notation and assumptions described in Section 4. The next lemma
subsumes Lemma 2.1 and generalises the zero criterion introduced there. Call the value
of tpj of an s-component st,j relating to a lifted irreducible polynomial its rank.
Lemma 5.1. Let f be a lifted irreducible polynomial f (x) = xn − 1xn−1 + · · · +
(−1)nn ∈ R1[x] (as in Proposition 4.1). Let m = TpJ , p T , J 0 with 1m < n and
set m∗ := ⌊m2 ⌋. Suppose that st,j = 0 for all st,j with rank not exceeding m∗. Suppose
also that sT ,J = −(T a)1/pJ ∈ 1,1 = R1,1. Then am := (−1)mm ≡ a (mod p).
Proof. Because, by assumption, the s-components of rank m∗ are all zero, it is
evident that, on expansion of the right-hand side of (4.2) or of (4.3), the only con-
tribution to the coefﬁcient of xm comes from the ﬁrst term of the expansion with
t = T , j = J, r = 1 and is −s
pJ
T ,J
T
. The result follows. 
As a consequence of Lemma 5.1, to solve the HM-problem for given q,m, n, it is
sufﬁcient to show that there exists a primitive lifted polynomial with all s-components
of rank not exceeding m∗ equal to zero and the component of rank m taking an
arbitrarily prescribed value. From now on, this is what will be referred to as the zero
criterion. In particular, the zero problem corresponds to the zero criterion with the
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component of rank m also having the prescribed value zero. Moreover, for the norm
problem, additionally n has to be a prescribed primitive element of R1.
It is advantageous to express the zero criterion in terms of the Galois ring R1,e for a
suitable e. To this end, given mn as in Lemma 5.1, set Tm = {t : 1 tm∗} ∪ {T }.
(Note that already T m∗ unless pm, in which case T = m.) Further, deﬁne for each
t (∈ Tm) = T , the integer et1 by the inequalities tpet−1m∗ < tpet . For t = T ,
use instead the deﬁnition TpeT −1 = m. Set e := e1. Then evidently, for t ∈ Tm, the
inequality ete holds if T = 1 or t = T . Indeed, it is valid too if t = T > 1. For,
m∗ < pe implies m < 2pe (even if m is odd), i.e., m = TpeT −1 < 2pe. It follows
that peT −e < (2/T )pp, which implies that eT < e + 1, i.e., eT e. Summarising,
we have e = max
t∈Tm
et . In particular, if m = TpJ , then eT = J + 1. Henceforth, we shall
work in R1,e and Rn,e for this choice of e.
The version of the zero criterion that follows is now clear.
Corollary 5.2. Suppose 1m = TpJ < n (p T , J 0), a ∈ R1,1 and f (x) ∈ R1,e[x]
is a lifted irreducible polynomial of degree n such that pe−et st = 0 ∈ R1,e for all
t (= T )m∗ and pe−eT sT = −(T a)1/pJ pe−1 (or equivalently, pe−J−1sm=−T ape−1).
Then, f is the lift of a polynomial in R1,1[x] with am = (−1)mm = a.
In summary, to resolve the HM-problem through the zero criterion, prescribe at ∈
R1,1 (or m ∈ R1,1) through the sufﬁcient conditions that st,j = 0 ∈ R1,1 for each
s-component of rank not exceeding m∗, and further prescribe sT ,J ∈ R1,1 appropriately.
Equivalently, arrange that pe−et st = 0 ∈ R1,e for each t (= T )m∗ and pe−eT sT ∈
R1,e has an appropriate value. Indeed, it is convenient to redesignate a ∈ R1,1 as the
prescribed value of sT ,J (or, equivalently, such that ape−1 is the prescribed value of
pe−eT sT ). This last convention is purely a notational change. Only the actual prescribed
value of m is altered but each problem (standard, zero or norm) in this formulation
corresponds to a similar one in the original formulation. Of course, in each case the
further conditions of primitivity and, in the norm problem, prescribed norm have to
be satisﬁed. We may refer to the existence of a suitable lifted polynomial f over R1,e
(or element  ∈ n,e, which would be a root of such an f) satisfying the conditions
mentioned as a zero criterion solution of the problem.
It is evident that a zero criterion solution of the problem involves altogether m∗ + 1
separate conditions on the s-components st,j (plus a further condition on n in the
norm problem). Broadening the scope of the functions introduced in Section 2, under
the m-conventions, let M(n,m) and M0(n,m) denote the total number of conditions
for a zero criterion solution of the non-zero and zero problems, respectively. Then,
obviously, Lemma 2.2 extends to this more general situation.
Lemma 5.3. Assume that the m-conventions apply (see Section 2). Then the conclusions
of Lemma 2.2 hold without any restriction on the characteristic p.
As regards Section 3, since multiplicative properties in Fqn (appropriately interpreted)
are unaffected by lifting to Rn,e (with e as in Lemma 5.2), the notion of a k-free element
and the extensions of Lemmas 3.1–3.3 are clear. These are stated for completeness.
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Lemma 5.4. Suppose  ∈ n,e, is, such that Nn() = (qn−1)/(q−1) is a primitive
element of 1,e. Then  is a primitive element of n,e if it is En-free.
Lemma 5.5. Suppose that  ∈ n,e satisﬁes the zero criterion with the s-component of
rank m also zero. Suppose also that  is Qn-free. Then there exists c ∈ ∗1,e, such that
∗ := c is primitive, satisﬁes the zero criterion, and has s-component of rank m equal
to zero.
As before, in the standard problem set m′ = gcd(m, q − 1) and Pn,m := q
n − 1
m′
.
Lemma 5.6. Suppose that  ∈ n,e satisﬁes the zero criterion with sT ,J () = a. Sup-
pose also that  is Pn,m-free. Then there exists c ∈ ∗1,e ⊆ ∗n,e, such that ∗ := c is
primitive and satisﬁes sT ,J (∗) = a too.
Finally, in this section we provide an important extension to the zero criterion for
the HM-problem provided m is even, in which case m∗ = m2 . We write m = TpJ (as
before) and also m∗ = m2 = T0pJ0 , pT0. In particular, if p = 2, then T0 = T and
J0 = J − 1, whereas, if p > 2, then T is even, T0 = T2 and J0 = J = eT − 1.
Lemma 5.7. Let f be a lifted irreducible polynomial f (x) = xn − 1xn−1 + · · · +
(−1)nn ∈ R1[x]. Suppose that 1m < n with m even. Let m = TpJ , p T , J 0,
and m∗ = m/2 = T0pJ0 , p T0, J00. Let z be an arbitrary member of 1,1 (possibly
zero). Suppose also that
• st,j = 0 for all st,j with rank strictly less than m/2;
• sT0,J0 = z;
• sT ,J =
⎧⎪⎨⎪⎩
(
2
T
)1/pJ
z2 − (T a)1/pJ if p > 2;
(T a)1/2
J
if p = 2.
Then am = (−1)mm ≡ a (mod p).
Proof. First, suppose p > 2 and return to the expansion (4.2). It is then evident that
all contributions to the coefﬁcient of xm = xTpJ = x2T0pJ0 arise from the terms in the
multiple product with t = T0, j = J0 and r2, or t = T , j = J and r = 1, namely⎛⎝1 + spJT0,J xT0pJ
T0
⎞⎠−1 = 1 − 2spJT0,J xT0pJ
T
+ 4s
2pJ
T0,J
xTp
J
T 2
+ · · ·,
⎛⎝1 − s2pJT0,J x2T0pJ
T 20
⎞⎠
1
2
= 1 − 2s
2pJ
T0,J
xTp
J
T 2
+ · · ·
and ⎛⎝1 + spJT ,J xTpJ
T
⎞⎠−1 = 1 − spJT ,J xTpJ
T
+ · · · .
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This yields as the coefﬁcient of xm (mod p) the quantity
2
T 2
z2p
J −
(
2
T 2
z2p
J − a
)
and the result follows in this case.
Now take p = 2. Since r even is disallowed in (4.3), the terms in fˆ (x) of degree
at most m arise from the product
(
1 − s
2J0
T ,J0
xT 2
J0
T
)(
1 − s
2J
T ,J x
T 2J
T
)
=
(
1 − s
2J−1
T ,J−1 xT 2
J−1
T
)(
1 − s
2J
T ,J x
T 2J
T
)
Here the coefﬁcient of xm (mod p) is simply a. This yields the result. 
It follows from Lemma 5.7 that, when q is even, there is no need to consider
sT ,J−1 when m is also even. Nevertheless, in this case, in order to count elements
with prescribed sT ,J , one still obtains expressions involving sT ,J−1. In general, call the
sufﬁcient criterion of Lemma 5.7 (for prescribing the mth coefﬁcient) the z-criterion.
It can be rephrased in a form analogous to Corollary 5.2.
Corollary 5.8. Suppose 1m = TpJ < n with m even. Assume a, z ∈ R1,1, and
f (x) ∈ R1,e[x] is a lifted irreducible polynomial of degree n, such that pe−et st =
0 ∈ R1,e for all tm∗ with t = T (or T/2 if p > 2).
If p > 2, suppose also that
pe−eT sT /2 = zpe−1, pe−eT sT =
{(
2
T
)1/pJ
z2 − (T a)1/pJ
}
pe−1.
Alternatively, if p = 2, suppose that 2e−eT sT = z2e−2 + (T a)1/2J 2e−1.
Then, f is the lift of a polynomial in R1,1[x] with am = (−1)mm = a.
In Section 2, we used M = M(n,m) or M0(n,m) to denote the number of separate
conditions needed to guarantee that the coefﬁcients are as speciﬁed for the particular
HM-problem under consideration. Its signiﬁcance (see Sections 8, 11 and 12) is that
sufﬁcient criteria for the solution of the HM-problem take the form q n2 −M > C, where
the order of C (as a function of q and n) is the number of square-free divisors of
qn − 1: this is o(qn). Thus, although both the zero criterion and the z-criterion involve
M conditions, the effect of employing the z-criterion when applicable (m even) is to
reduce the value of M (with this interpretation) by 12 (indeed by 1 when q is even). (See,
for example, Section 10.) Even with the zero criterion alone, it is possible effectively
to reduce M by 12 in the standard and norm problems. (See, for example, Section 9.)
Although, the improvement in the exponent is not signiﬁcant when n2 −M is relatively
large, it is valuable, for example when 9n24, say (see later). For yet smaller values
of n (deferred to the sequel) such reﬁnements become vital.
A disadvantage of the z-criterion in the standard and zero problems is that the
reductions of Lemmas 5.6 and 5.5 no longer apply; in these cases we have to consider
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the number of relevant primitive elements, not the number of k-free elements for a
divisor k of qn − 1. In the norm problem, by Lemma 5.4, again it sufﬁces to consider
En-free elements.
6. Counting functions: Sieving inequalities
Preserve the notation of the previous sections. For any HM-problem approached
via the zero criterion, suppose that q, n and m are given, with m satisfying the m-
conventions, and that a ∈ R1,1 is the speciﬁed value of sT ,J : thus a = 0 in the zero
problem and is non-zero, otherwise. Take a divisor k of qn − 1 and denote by 	(k)
the number of k-free  ∈ n,e satisfying the m∗ + 1 conditions (m∗ + 2 in the norm
problem) on the s-components (and norm). In particular, in the standard problem (when
it may be assumed k|Pn,m), denote 	(k) by 	S(k): in the zero problem (when k|Qn
sufﬁces) denote 	(k) by 	0(k): in the norm problem (when k|En sufﬁces) denote 	(k)
by 	N(k). Observe that, from the deﬁnition of k-free, it is evident that the value of
	(k) depends only on the square-free part of k, i.e., the set of (or product of) the
distinct primes in k. Accordingly, we freely replace k by its square-free part in what
follows.
To resolve the HM-conjecture, we desire to show that 	S(Pn,m), 	0(Qn), and 	N(En)
are all positive (under the m-conventions). A stronger reason for considering 	(k)
for proper divisors of qn − 1 is the beneﬁt that accrues from employing a sieving
equality. The following version has been developed by the author in several papers
(including [3]).
Given k (taken to be square-free), write k = k0p1 · · ·ps, s1, for some divisor k0
and distinct primes p1, . . . , ps . With this meaning, call (k0, s) (s1) a decomposition
of k. Of course, such a decomposition depends on the particular primes p1, . . . , ps , but
it is the associated (rational) number 
 := 1 −
s∑
i=1
1
pi
that is of special signiﬁcance. To
be useful it is essential that p1, . . . , ps are selected so that 
 is positive: it will always
be assumed that this is so.
Lemma 6.1. Suppose that (k0, s) is a decomposition of a divisor k of qn − 1. Then
	(k) 
(
s∑
i=1
	(k0pi)
)
− (s − 1)	(k0) (6.1)
= 
	(k0) +
s∑
i=1
(
	(k0pi) −
(
1 − 1
pi
)
	(k0)
)
. (6.2)
Proof. The results are trivial for s = 1. The basic sieving inequality (6.1) holds by
induction on s2. When s = 2, S(k0) ⊆ S(k0p1) ∪ S(k0p2), where S(k) denotes the
set of elements counted by 	(k).
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The expression (6.2) is merely an awkward-looking numerical rearrangement of the
right-hand side of (6.1) that will subsequently be efﬁcient in combining estimates for
the various quantities. 
In brief, for a given k (such as qn − 1), one starts out by estimating 	(k) directly
(i.e., take s = 1 in the above) for sufﬁciently large q. For smaller values of q, genuine
applications of the sieve (s > 1) become crucial.
We remark ﬁnally that the material of this section is modiﬁed appropriately when
the z-criterion is used. For instance, it is then necessary to show that 	S(qn − 1) itself
is positive. The sieving principle, however, remain unaltered.
7. Characteristic functions
From now on, assume the prime power q = pu, the integer m (= TpJ ) (satisfying
the m-conventions) and a ∈ 1,1 = R1,1Fq , the prescribed value of m are given.
Further, in the norm case, suppose that b is any (ﬁxed) primitive element of ∗1,eF∗q .
Suppose also that e and, for each tm, the further integers et are as in Corollary 5.2.
Let k be a divisor of qn − 1: at will, k may be substituted (or not) by its square-free
part. As in [3], we describe a standard expression for the characteristic function of a
k-free element of a (multiplicative) cyclic group in terms of its characters , speciﬁ-
cally when the group is ∗n,eF∗qn . Let ̂
∗
n,e(F
∗
qn) denote the group of multiplicative
characters of n,e. In general, extend  to a character on n,e by setting (0) = 0.
With  ∈ ̂∗n,e is an associated character over the set of non-zero Teichmüller points
∗n that extends to a character with conductor 1 over n itself, see [16, Section 5].
For any d| qn −1, write d for a typical character in ̂∗n,e of order d. Thus, 1 is the
“trivial” character with () = 1 for  ∈ ∗n,e and 1(0) = 0. This may be distinguished
from the character  = 1, which takes the value 1 everywhere, including  = 0. More
generally,  non-trivial means  = 1, 1.
As in previous papers, adopt an “integral” notation for weighted sums; namely, for
k| qn − 1, set ∫
d|k
d :=
∑
d|k
(d)
(d)
∑
(d)
d ,
where the inner sum runs over all (d) characters of order d. (Observe, once again,
that only square-free divisors d have any inﬂuence.) Then the characteristic function
for the subset of k-free elements of n,e is
(k)
∫
d|k
d(),  ∈ n,e, (7.1)
where (k) := (k)
k
=
∏
l|k
l prime
(1 − l−1).
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Still within the realm of multiplicative characters, we discuss the characteristic func-
tion for the subset of elements of ∗n,eF∗qn which have norm b ∈ ∗1,eF∗q . Applied
to  ∈ ∗n,e, this is
1
q − 1
∑
∈̂∗1,e
(Nn()b
−1), (7.2)
where ̂∗1,e denotes the group of multiplicative characters of ∗1,e.
To deal with the trace conditions, we also need the additive characters of Rn,e. The
canonical additive character (n) is deﬁned by
(n)() = exp
(
2	iTnu()
pe
)
,  ∈ Rn,e. (7.3)
(Recall that q = pu.) We write  for (1) the canonical character on R1,e. Thus, for
 ∈ Rn,e, (n)() = (Tn()). Every additive character on R1,e has the form , for
some  ∈ R1,e, where () = () for all  ∈ R1,e. A key property (summing values
of  over a subring R1,e′ , e′e) is that, for  ∈ R1,e,
∑
∈R1,e′
(pe−e′) =
{
qe
′ if  ≡ 0mod pe′
0 otherwise. (7.4)
Let at ∈ R1,et . For the HM-problem tackled by means of the zero criterion, we
have tm∗ (in which case at = 0 ∈ R1,et ), or t = T (in which case aT = apeT −1 ∈
R1,eT , where a ∈ R1,1 is the prescribed value of m). It follows from (7.4) that
the characteristic function of the set of elements  in n,e for which pe−et st (t )
(= Tn(pe−et t )) assumes the value pe−et at ∈ R1,e is
1
qet
∑
∈R1,et
(pe−et (Tn(t ) − at )). (7.5)
We proceed to apply these characteristic functions to provide expressions for 	(k)
in each case of the HM-problem.
8. The standard problem: I
Assume that the given speciﬁed element a ∈ 1,e is non-zero. In this case M, the
number of conditions that prescribe m (mod p), is M = m∗ + 1. We also suppose that
k|Pn,m = q
n − 1
gcd(m, q − 1) (by Lemma 5.6). Application of (7.1) and (7.5) yields the
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expression for 	S(k) that follows.
qM	S(k) = (k)
∑
∈n,e
∫
d|k
d()
∏
tm∗
⎛⎝ ∑
t∈R1,et
(pe−et t Tn(t ))
⎞⎠
×
⎛⎝ ∑
T ∈R1,eT
(pe−eT T (Tn(T ) − apeT −1))
⎞⎠ . (8.1)
Let Tm be as deﬁned before Corollary 5.2. For t ∈ R1,et , t ∈ Tm, write t =∑et−1
j=0 t,jpj , t,j ∈ 1,1. From this, deﬁne a polynomial h(x) ∈ Rn,e[x] by
h(x) =
∑
t∈Tm
tp
e−et xt =
∑
t∈Tm
⎛⎝et−1∑
j=0
t,jp
e−et+j
⎞⎠ xt . (8.2)
(Of course, h depends on {t,j ∈ 1,1 : t ∈ Tm, j = 0, . . . , et − 1}.) Further for such
a polynomial h and any multiplicative character  of n,e, deﬁne the mixed character
sum Sn(h, ) on n,e by
Sn(h, ) :=
∑
∈n,e
(n)(h())(), (8.3)
where as introduced above, (n) is the canonical additive character on Rn,e.
Lemma 8.1. Let k|Pn,m and let h be the polynomial (8.2). Set M = m∗ + 1. Then,
qM	S(k) = (k)
∫
d|k
∑
t,j ∈1,1
{t∈Tm,0 j  et−1}
(−pe−1T ,0a)Sn(h, d). (8.4)
More generally, suppose (k0, s) is a decomposition of k with associated positive 

(as deﬁned before Lemma 6.1). Then
qM	S(k)
(k0)
= 

∫
d|k0
∑
t,j ∈1,1
{t∈Tm,0 j  et−1}
(−pe−1T ,0a)Sn(h, d)
+
s∑
i=1
(
1 − 1
pi
)∫
d|k0
∑
t,j ∈1,1
{t∈Tm,0 j  et−1}
(−pe−1T ,0a)Sn(h, dpi ).
(8.5)
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Proof. Eq. (8.4) is immediate from (8.1). Eq. (8.5) follows since (k0pi) =
(
1 − 1
pi
)
(k0). 
Next, we bound the weighted degree of the polynomial (8.2). For a general h(x) =
h0(x) + h1(x)p + · · · + he−1(x)pe−1 ∈ Rn,e[x], where, for j = 0, 1, . . . , e − 1, hj (x)
is a polynomial (of degree dj , say) with coefﬁcients in n,e, the weighted degree Dh
of h is deﬁned by Dh := max(d0pe−1, d1pe−2, . . . , de−1).
Lemma 8.2. Under the conditions of Lemma 8.1, let h(x) ∈ Rn,e[x] be given by (8.2).
Then, Dhm. If further T ,0 = 0, then Dhm/2.
Proof. For t = T , the weighted degree of any monomial t,jpe−et+j xt in h does
not exceed tpet−1m∗. For t = T , the degree of T ,jpe−J−1+j xT does not exceed
TpJ−j m/2, provided j > 0. The only monomial of larger degree occurs when j = 0
and T ,0 = 0. This would have degree m. 
The signiﬁcance of the weighted degree lies in the estimate for mixed character sums
over n,e. See [16], especially Corollaries 3.1 and 6.1.
Lemma 8.3. Suppose that h(x) in Rn,e[x] contains no monomial of degree divisible
by p and  is a multiplicative character of n,e Then
|Sn(h, )|
{
(Dh − 1)qn/2 if  = 1,
Dhq
n/2 if  is non-trivial.
For any positive integer r, denote by W(r) = 2(r) the number of square-free divisors
of r. Here, (r) is the number of distinct prime divisors of r. We apply the above
expressions and estimates in the sieve inequality (6.2) for a given decomposition (k0, s)
of k. The quantity
s,
 := s − 1
 + 2 (8.6)
features naturally in this context. When s = 1, then 1,
 = 2 and W(k) = W(k0)1,
.
Proposition 8.4. Suppose that a ∈ 1,1 is non-zero and k, a divisor of Pn,m, has
decomposition (k0, s). Set M = m∗ + 1. Then
qM	S(k)

(k0)
qn − 1 −
(
W(k0)ms,

[(
1 − 1
2q
)
− 1
2qM
]
−
(
1 − 1
qM
))
q
n
2 +M.
(8.7)
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In particular, 	S(k) is positive whenever
q
n
2 −m∗−1 > W(k0)m
(
1 − 1
2q
)
s,
. (8.8)
Thus the standard HM-problem is solved whenever (8.8) holds with k = Pn,m.
Speciﬁcally, when s = 1, this sufﬁcient condition is
q
n
2 −m∗−1 > m
(
1 − 1
2q
)
W(k). (8.9)
Proof. Use (8.5). The main contribution to the right-hand side is that from the terms
with all t,j = 0 in the ﬁrst ‘integral’. This is


∑
d|k0
(d)
(d)
∑
d
∑
∈n,e
d() = 

∑
∈n,e
1() = 
 · (qn − 1).
For all other sets {t,j ∈ 1,1}, by the convention on t, h satisﬁes the restriction of
Lemma 8.3. The remainder of the contribution from the qM − qM−1 terms with d = 1
and T ,0 = 0 is therefore bounded in absolute value by qM+ n2
(
1 − 1
q
)
(m − 1) by
Lemmas 8.2 and 8.3. Similarly, that from the qM−1 −1 terms with d = 1 and T ,0 = 0
(but not all t,j = 0) is
(
m
2 − 1
)
(qM−1+ n2 − q n2 ). In total, therefore, these terms with
d = 1 are bounded absolutely by 
q n2 +M
(
D −
(
1 − 1
qM
))
, where (temporarily)
D := m
[(
1 − 1
2q
)
− 1
2qM
]
.
For each character d of (square-free) order d > 1 dividing k0, there is similarly
an absolute bound 
q n2 +M D(d) for the contribution to the ﬁrst integral. (This uses
the bound of Lemma 8.2 with m and m2 instead of m − 1 and m2 − 1, and takes
into account the bound
∣∣∣ (d)(d) ∣∣∣  1(d) implicit in the integral notation.) Since there are
(d) characters d and W(k0) square-free divisors of k0, then, aside from the main
term (described above), the ﬁrst term on the right-hand side of (8.5) is bounded by

q
n
2 +M
(
W(k0)D −
(
1 − 1
qM
))
. Since all characters in the other terms are non-trivial,
an identical argument yields
W(k0)q
n
2 +M
s∑
i=1
(
1 − 1
pi
)
D = 
W(k0)q n2 +M
(
s − 1


+ 1
)
D
as an upper bound for these terms. The inequality (8.7) follows.
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Since, for example, 1 <
(
1 − 1
qM
)
q
n
2 +M , then the criteria (8.8) and (8.9) are imme-
diate consequences. In particular, for (8.9), observe that, when s = 1, then k = k0p1
and so W(k) = 2W(k0). 
9. The standard problem: II
The sufﬁcient criteria of Section 8 can generally be improved. This will be helpful
in more delicate cases, especially as n decreases. We suppose throughout that m2.
As preliminary, note that for any divisor d of qn − 1, d ∈ ̂∗n,e restricted to ∗1,e
has order dgcd(d,Qn) as a member of ̂
∗
1,e. (Recall Qn = q
n−1
q−1 .) This is because every
element c ∈ ∗1,e has the form iQn for some i, where  is a primitive element of
n,e. In particular, the restriction (call it ˆd ) is trivial if and only if d|Qn. For any
 ∈ ∗1,e, associated with ˆd and the polynomial xT ∈ R1,e[x] is a mixed character
sum S1(xT , ˆd), analogous to (8.3), over all c ∈ 1,1 lifted to 1,e: thus
S1(x
T , ) :=
∑
c∈1,e
(cT )(c).
For application to Lemma 8.1,  has the form −T ,0ape−1, where T ,0a is lifted
to 1,e.
For a given character d , in connection with the sums in (8.4) and (8.5) over all
qM M-tuples t,j ∈ 1,1, t ∈ Tm, 0jet − 1, an improved version can be given
for those contributions for which 1 =
e−1∑
j=0
1,jp
j , 1,j ∈ 1,1, is non-zero, and, when
d|Qn, for which T ,0 is also non-zero. Recall that e = e1: it is possible that T = 1.
Thus, the number of excluded M-tuples (being those for which no improvement on
the form shown in Lemma 8.1 is offered) is qM−e, except when d|Qn and T > 1,
in which event qM − qM(1 − q−e)(1 − q−1) = qM−e + qM−1 − qm−e−1 M-tuples are
excluded.
Lemma 9.1. Suppose that 1 ∈ R1,e, is non-zero, i.e., 1 = ∑e−1j=0 1,jpj , 1,j ∈ 1,1,
with not all 1,j = 0, say 1,i = 0. Write T ′m for Tm − {1}. For some  ∈ ̂∗n,e and
h(x) ∈ R1,e[x] as before, set
B ′(1, i) =
∑
t,j ∈1,1
{t∈T ′m,0 j  et−1}
(−pe−1T ,0a)Sn(h, d),
B ′′(1, i) =
∑
t,j ∈1,1
{t∈T ′m,0 j  et−1,(t,j) =(T ,0)}
(−pe−1T ,0a)Sn(h, d).
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Take  = d , where dQn. Then,∑
1,i∈∗1,1
B ′(1, i) =
∑
t,j ∈1,1 with T ,0 =0
{t∈T ′m,0 j  et−1}
S1(−T ,0ape−1xT , ¯ˆd)Sn(h′, d)), (9.1)
where h′ signiﬁes h with 1, the coefﬁcient of x replaced by 1/1,i and ¯ˆd denotes
the complex conjugate of ˆd .
Alternatively, take  = d , where d|Qn, T > 1 and T ,0 ∈ 1,1 = 0. Then∑
1,i∈1,1
B ′′(1, i) =
∑
t,j ∈1,1
{t∈T ′m,0 j  et−1,(t,j) =(T ,0)}
S1(−T ,0ape−1xT , ˆ1)Sn(h′, d). (9.2)
Proof. Note that in (9.2), ˆd is trivial and therefore has been replaced by ˆ1.
Write c = 1,i (or its lift to 1,e) and set t,j = ctt,j , t,j ∈ 1,1 for every
(t, j) ∈ Tm, 0jet − 1. Replacing t,j by t,j for t ∈ T ′m, turns h() into h′(c).
Then replace  by /c in the sum for Sn(h′, d). This yields
B ′(1, i) =
∑
t,j ∈1,1
{t∈T ′m,0 j  et−1}
(−pe−1T ,0acT ) ¯ˆd(c)Sn(h′, d),
which leads directly to (9.1), on noting that, when T ,0 = 0, then S1(0, ˆd) (meaning∑
c∈1,e ˆd(c)) is zero.
For (9.2) (with d|Qn) the argument is the same, except that, because ˆ1 is trivial,
the terms with T ,0 = 0 can no longer be discounted and are therefore excluded from
consideration. 
A supplement to Lemma 9.1 (speciﬁcally, (9.1)) is required when e = 1 and 1 = 0,
but 2 = 0. In this case h(x) ∈ R1,1[x] (effectively, Fq [x]) has the form h(x) =
2x2 + · · · + m∗xm∗ + mxm. In this situation write h2 for h. Coupled with Lemma
9.1, it implies that whenever dQn, the number of excluded M-tuples can be taken as
qM−2, not qM−1, as indicated by using Lemma 9.1 alone. We suppose initially that
m > 3.
Lemma 9.2. In the situation of Lemma 9.1, suppose that e = 1 and m4: hence T =
m and q is odd. Suppose that 1 (∈ 1,1) = 0 but 2 = 0. Set Tˆm = {3, . . . , m∗} ∪ {m}
and
B2(2) =
∑
t∈1,1,
t∈Tˆm
(−ma)Sn(h, d).
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Suppose dQn. Then,∑
2∈∗1,1
B2(2) = 12
∑
t∈1,1,m =0
t∈Tˆm
S1(−maxm, ¯ˆd){Sn(h1, d) + Sn(hg, d)}, (9.3)
where g is a ﬁxed non-square in 1,1.
Proof. This is the same as that of (9.1) (with obvious notational modiﬁcations) except
that we take 2 = c2 when 2 is a square and 2 = gc2 when 2 is a non-square.
Otherwise, t = ctt and  is replaced by /c (as before). Of course, summing over
all c ∈ 1,1 yields each value of 2 twice. This accounts for the factor 12 in (9.3). 
The above argument is modiﬁed when m = 2 or 3. The outcome is equally effective.
Lemma 9.3. In the situation of Lemma 9.1, suppose that e = 1 and m = 2: hence
T = 2 and p is odd. Suppose that 1 (∈ 1,1) = 0 but 2 = 0. Set
B2(2) =
∑
t∈1,1,
t∈Tˆ2
(−2a)Sn(h, d).
Suppose dQn. Then,∑
2∈∗1,1
B2(2) = 12S1(−ax
2, ¯ˆd){Sn(h1, d) + Sn(hg, d)},
where h(x) = x2 and g is a ﬁxed non-square in 1,1.
Proof. This is the same as that of Lemma 9.2, except that 2 is replaced by c2 or c2
and the sum over 2 is replaced by sums over c, yielding the stated result. 
Lemma 9.4. In the situation of Lemma 9.1, suppose that e = 1 and m = 3: hence
T = 3 and p = 3. Suppose that 1 (∈ 1,1) = 0 but 3 = 0. Set
B2(3) =
∑
t∈1,1,
t∈Tˆ3
(−3a)Sn(h, d).
Suppose dQn. If 3q − 1, then∑
3∈∗1,1
B2(3) = S1(−ax3, ¯ˆd)Sn(h1, d),
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where h(x) = x3. Otherwise, if q ≡ 1 (mod 3), then
∑
3∈∗1,1
B2(3) = 13S1(−ax
3, ¯ˆd)
{
Sn(h1, d) + Sn(hg, d) + Sn(hg2 , d)
}
,
where g is a ﬁxed non-cube in 1,1.
Proof. This is similar to that of Lemma 9.3. If 3q − 1, then every 3 ∈ 1,1 is a cube
in 1,1 and can be expressed as c3. Otherwise (when q ≡ 1 (mod 3)), each 3 can be
written as one of c3, gc3, or g2c3. 
The next lemma bounds the sums of the form S1(xT , ˆ) ( ∈ ∗1,e) appearing in
Lemmas 9.1–9.4. In the application, m = TpJ and gcd(T , q−1) = gcd(m, q−1) = m′.
Lemma 9.5. Suppose pT and T ′ := gcd(T , q−1). Assume that  ∈ ∗1,e and ˆ ∈ ̂∗1,e.
Then
|S1(xT , ˆ) + 1|  (T ′ − 1)√q if ˆ is trivial,
|S1(xT , ˆ)|  T ′√q otherwise.
Proof. For any  ∈ ̂∗1,e, deﬁne the Gaussian sum G() :=
∑
z∈1,e (z)(z). As usual,
G() = −1 if  is trivial and, otherwise, |G()| = √q. Now let  be a generator of
̂
∗
1,e, thus has order q − 1. Then ˆ = i for some iq − 2: i = 0 if ˆ is trivial.
Moreover, for y ∈ 1,e,
(y) = 1
q − 1
q−2∑
j=0
G(¯j )j (y).
Hence,
S1(x
T , ˆ) = 1
q − 1
q−2∑
j=0
G(¯j )
∑
c∈1,e
j (cT )i (c)
= 1
q − 1
⎛⎝q−2∑
j=1
G(¯j )j ()
∑
c∈1,e
jT+i (c) −
∑
c∈1,e
i (c)
⎞⎠ .
Now,
∑
c∈1,e 
jT+i (c) = 0 unless jT+i is trivial (in which case the sum is q − 1).
The latter occurs precisely when jT + i ≡ 0 (mod q − 1). For this, necessarily T ′|i, in
which case there are T ′ solutions j (mod q − 1).
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When i = 0, there are T ′ − 1 such solutions j with 1jq − 2; otherwise there are
T ′ solutions. 
We now present our improvement of Proposition 8.4, speciﬁcally, a (generally)
stronger version of the criterion (8.8). For simplicity, we ignore some minor savings
and present only the major beneﬁts offered by Lemmas 9.1–9.5. The aim is to obtain
a simple workable criterion, even if not best possible. A difﬁculty is that a minority of
terms cannot be estimated through these lemmas but only as in (the weaker) Proposi-
tion 8.4. To counter the damage that ensues, some working with “second order” terms
has, of necessity, been included.
Proposition 9.6. Suppose that a ∈ 1,1 is non-zero and k, a divisor of Pn,m, has
decomposition (k0, s). Let m∗ be as in Section 6 and set m′ = gcd(m, q − 1). Then
	S(k) is positive whenever
q
n
2 −m∗− 12 > W(k0)m′ms,
, (9.4)
where s,
 was deﬁned by (8.6).
Speciﬁcally, the standard HM-problem is solved whenever (9.4) holds with k = Pn,m.
Proof. We suppose T > 1. (The case when T = 1 is similar, though slightly simpler).
Consider bounds for terms of the sums in the right-hand side of (8.5) corresponding
to a particular divisor d of k not a divisor of Qn. Then each restriction ˆd is non-trivial.
Use the form (9.1). There are qM − qM−e M-tuples t,j with 1 = 0. Since T > 1, by
(9.1), a proportion 1/q of these (those with T ,0 = 0) can be ignored, leaving a total
of
(
1 − 1
qe
) (
1 − 1
q
)
qM M-tuples. For the divisor d, by the bound of Lemma 9.5, the
total contribution from these M-tuples in (9.1) is bounded by
(
1 − 1
qe
)(
1 − 1
q
)
m′ms,
q
n
2 +M− 12 <
(
1 − 1
q
)
m′ms,
q
n
2 +M− 12 . (9.5)
Indeed, when e = 1, by also using Lemmas 9.2, 9.3 or 9.4 (as appropriate) when
1 = 0 but 2 = 0, the total contribution of the qM − qM−2 M-tuples t with 1, 2
not both 0 is bounded by
(
1 − 1
q
)
m′ms,
q
n
2 +M− 12 . (9.6)
Here, in particular, when e = 1 and m = 2 (so that M = 2 and T = 2), (9.6) remains
a strict bound because, by (9.1), the contribution from pairs (1, 2) with 2 = 0 can
be ignored.
On the other hand, the terms corresponding to one of the qM−max(2,e) M-tuples with
1 = 0 (or 1 = 2 = 0, when e = 1) can be estimated as before and the total
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contribution is bounded by
ms,
q
n
2 +M−max(2,e). (9.7)
Now, the sum of (9.5) (or (9.6) when e = 1) and (9.7) yields a total bound for
the contribution from each square-free divisor of k not a divisor of Qn of less than
m′ms,
q
n
2 +M− 12
. This is because
1
qmax(2,e)
<
m′
q
3
2
.
We proceed to obtain a similar bound for each d|Qn (aside from the main term
when d = 1), although it arises in a slightly different way by means of (9.2). In this
case the number of M-tuples with 1 = 0 is again qM − qM−e but now M-tuples with
T ,0 = 0 can no longer be ignored. On the other hand, because the sum S1 involves
the trivial character, we can use the lesser bound of Lemma 9.5. Thus, the contribution
from these M-tuples is bounded by
(
1 − 1
qe
)(
1 − 1
q
)
(m′ − 1)ms,
q n2 +M− 12 < (m′ − 1)ms,
q n2 +M− 12 . (9.8)
As before, the contribution from the excluded qM−e M-tuples does not exceed
ms,
q
n
2 +M−e. (9.9)
Again, the sum of (9.8) and (9.9) yields a total bound for the contribution from each
square-free divisor of k that is a divisor of Qn of less than m′ms,
q
n
2 +M− 12
. This
time, it is because qe > √q, whatever the value of e.
In conclusion, we have obtained the same bound in respect of each divisor of k.
This yields the criterion (9.4) exactly as in Proposition 8.4. 
10. The standard problem: III
The key here is to exploit the z-criterion (Lemma 5.7 and Corollary 5.8). We suppose
therefore that m is even and k is a general divisor of qn − 1 (not necessarily of Pn,m).
For a given z ∈ 1,1, write 	S(k, z) for the number of k-free elements of  ∈ n,e
which satisfy the z-criterion: for simplicity of notation, replace the assigned value of
sT ,J in Lemma 5.7 by Az2 + a, where a = 0 and A = 0 if q is odd and A = 0 when
q is even. It sufﬁces to show that 	S(qn − 1, z) is positive for some z. In particular, it
sufﬁces that
∑
z∈1,1 	S(q
n − 1, z) is positive.
First suppose q is odd. By Corollary 5.8, the expression corresponding to (8.4) is
given in the next lemma. There is clearly an analogue of the sieve expression (8.5).
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Lemma 10.1. Suppose q is odd and m is even. Let k|qn − 1 and h be the polynomial
(8.2). Then,
qM
∑
z∈1,1
	S(k, z) = (k)
∫
d|k
∑
t,j ∈1,1
{t∈Tm,0 j  et−1}
U(T ,0, T/2,0)Sn(h, d), (10.1)
where A is as described above and
U(, ) =
∑
z∈1,1
(−pe−1(z + (Az2 + a)))
Based on the argument of Proposition 8.4, Lemma 10.1 leads to the following
estimates and criteria. These represent an improvement on Proposition 8.4 by a
factor √q.
Proposition 10.2. Assume q is odd and m is even. Suppose that a ∈ 1,1 is non-zero
and k, a divisor of qn − 1, has decomposition (k0, s). Set M = m/2 + 1. Then
qM

(k0)
∑
z∈1,1
	S(k, z) > q
n+1 − W(k0)ms,
 q n2 +M+ 12 . (10.2)
In particular, 	S(k, z) is positive for some z whenever
q
n−m−1
2 > W(k0)ms,
. (10.3)
Thus the standard HM-problem is solved whenever (10.3) holds with k = qn − 1.
Speciﬁcally, when s = 1 this sufﬁcient condition is
q
n−m−1
2 > mW(k). (10.4)
Proof. Follow the proof of Proposition 8.4. Because of the sum over z, this time the
main term (corresponding to all t,j = 0) is 
 · q(qn − 1).
By Lemma 8.3 with  = 1, when  = 0, then |U(, )|√q. Also, trivially,
U(0, ) = 0,  = 0, whereas U(0, 0) = q. Use these bounds and the bound for
Sn as before to obtain the result. In particular, the total contribution of zero from
terms with  = T ,0 = 0,  = T/2,0 = 0 offsets the contribution from terms with
 =  = 0. 
For q even, in view of Corollary 5.8, the following analogue of Lemma 10.1 is
evident. Note that, since m is even, then eeT 2.
S.D. Cohen /Finite Fields and Their Applications 12 (2006) 425–491 453
Lemma 10.3. Suppose q and m are even. Let k|qn − 1 and h be the polynomial (8.2).
Then,
qM
∑
z∈1,1
	S(k, z) = (k)
∫
d|k
∑
t,j ∈1,1
{t∈Tm,0 j  et−1}
U(T ,0, T ,1)Sn(h, d), (10.5)
where
U(, ) =
∑
z∈1,1
(−2e−2(z(+ 2) + 2a))).
Proof. From (7.5), the argument of  involving z + 2a is 2e−2( + 2)(z + 2a) =
(z(+ 2) + 2a)2e−2 in R1,e. 
We bound this U(, ) in the next lemma.
Lemma 10.4. Suppose that q is even and e2. For  = 0 + 21 ∈ R1,2, set
U =
∑
z∈1,1
(2e−2z).
Then U0 = q. For  = 0 then U = 0 unless  = yε, where y ∈ ∗1,1 and ε = 1 or
3 = 1 + 2 ∈ R1,2 in which case |U| = q/
√
2.
Proof. It sufﬁces to take e = 2. Since clearly U = Uy, y ∈ ∗1,1, it may be assumed
that  = 1 + 2x, x ∈ 1,1, or  = 2x, x ∈ ∗1,1.
From the deﬁnition of  ((7.3) with n = 1), the value of (z) depends on the
absolute trace Tu(z) (q = 2u).
Fix  = 1 + 2x. Then, with i = √−1, (z) = ir × (−1)s , where r = Tu(z), s =
Tu(xz). The map z 
−→ (Tu(z), Tu(xz)) is obviously an additive homomorphism from
1,1Fq onto F2×F2. In particular, it attains each value in its image set equally often.
Because Tu(1,1) = F2, if this map is not an epimorphism, then it must be one of the
subgroups {(0, 0), (1, 0)} or {(0, 0), (1, 1)}.
In the former case, this means that Tu(xz) = 0 for all z ∈ 1,1 which implies that
x = 0 and U = 1+i2 · q. In the latter case, it must be that Tu(xz) = Tu(z) for all
z ∈ 1,1 which implies that x = 1 and U = 1−i2 · q. Otherwise, the map is surjective:
(z) attains the values 1, i − 1,−i with equal frequency, whence U = 0.
Now take  = 2x = 0. Then the map z 
−→ Tu(xz) from 1,1 to F2 is surjective
and (z) attains the values ±1 equally often. This completes the proof. 
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The analogue of Proposition 10.2 for even q represents an improvement over Propo-
sition 8.4 by a factor
√
2/q.
Proposition 10.5. Assume q and m are even. Suppose that a ∈ 1,1 is non-zero and
k, a divisor of qn − 1, has decomposition (k0, s). Set M = m/2 + 1. Then
qM

(k0)
∑
z∈1,1
	S(k, z) > q
n+1 − W(k0)
√
2ms,
q
n
2 +M. (10.6)
In particular, 	S(k, z) is positive for some z whenever
q
n−m
2 > W(k0)
√
2ms,
. (10.7)
Thus, the standard HM-problem is solved whenever (10.7) holds with k = qn − 1.
Speciﬁcally, when s = 1, this sufﬁcient condition is
q
n−m
2 >
√
2mW(k). (10.8)
Proof. Use Lemma 10.3. As in Proposition 10.2, the main term (ignoring 
) is q(qn−1).
Note that to bound U(, ) the effect of the value of a is to introduce a constant
factor (−2e−2a) and so, for this purpose, we may suppose a = 0. Hence, by Lemma
10.4, we have U(0, 0) = q: otherwise U(, ) = 0 unless  = 0 and  = 0 or  = 
(in which event |U(, )| = q/√2). As  and  vary in 1,1, there are 2(q − 1) pairs
with  = 0 and  = 0 or  = . Thus, of the qM varying M-tuples t,j there are
2qM−1(1 − 1/q) M-tuples with  = 0 and  = 0 or  =  as well as qM−2 with
 =  = 0. Accordingly, for each divisor d, we obtain a bound
{
2
q
·
(
1 − 1
q
)
· q√
2
+ 1
q2
· q
}
q
n
2 +M <
√
2q
n
2 +M. (10.9)
Of course, secondary terms (discarded here) easily offset the −q in the main term.
The stated results then clearly follow. 
Observe that, by (10.9), when q = 2, the factor √2 on the right-hand side of (10.7)
or (10.8) may be replaced by
√
2+1
2 < 1.21.
11. The zero problem
Assume that the given speciﬁed element a (∈ 1,e) = 0. Under the zero criterion,
the number of prescribing conditions for m (mod p) is M = m∗ + 1. By Lemma 5.5,
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we also suppose that k|Qn = qn−1q−1 . The analysis of Lemma 8.1 remains intact and
produces the following expressions.
Lemma 11.1. Let k|Qn and h be the polynomial (8.2). Then,
qM	0(k) = (k)
∫
d|k
∑
t,j ∈1,1
{t∈Tm,0 j  et−1}
Sn(h, d). (11.1)
More generally, let (k0, s) be a decomposition of k. Then
qM	0(k)
(k0)
= 

∫
d|k0
∑
t,j ∈1,1
{t∈Tm,0 j  et−1}
Sn(h, d)
+
s∑
i=1
(
1 − 1
pi
)∫
d|k0
∑
t,j ∈1,1
{t∈Tm,0 j  et−1}
Sn(h, dpi ). (11.2)
Exactly, as before, this produces the following analogue of Proposition 8.4.
Proposition 11.2. Suppose that a (∈ 1,1) = 0 and k|Qn. Then the assertions of
Proposition 8.4 are valid with 	0(k) in place of 	S(k).
Speciﬁcally, the zero HM-problem is solved whenever (8.8) or (8.9) holds with k=Qn.
In the zero problem, improvement on Proposition 11.2 analogous to Proposition 9.6
is lacking. There are, however immediate analogues of Lemma 10.1 and Proposition
10.2 (based on the z-criterion) when q is odd. For the ﬁrst simply take a = 0 in Lemma
10.1.
Proposition 11.3. Assume q is odd and m is even. Suppose that a (∈ 1,1) = 0 and
k|qn − 1. Then the assertions of Proposition 10.2 are valid with 	0(k, z) in place of
	S(k, z). Thus, the zero HM-problem is solved whenever (10.3) holds with k = qn − 1.
Suppose now q is even. Then Lemma 10.1 is valid with a = 0. Furthermore, Propo-
sition 10.5 can be modiﬁed naturally.
Proposition 11.4. Assume q and m are even. Suppose that a = 0 and k|qn − 1. Then
the inequalities and criteria of Proposition 10.5 apply also to the zero HM-problem.
12. The norm problem
In the norm problem the given speciﬁed element a ∈ 1,e is non-zero. But the
number of conditions that prescribe m (mod p) (through the zero criterion) is given by
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m∗ +2. This is because, in addition to the trace conditions, it is required that n (lifted
to n,e) has prescribed norm b, a primitive element in 1,e. Because prescription of
the norm already yields knowledge of the order, we can however, suppose that k|En,
the part of qn − 1 not involving q − 1 (Lemma 5.4).
Expressions for 	N(k) involve the characters  ∈ ̂∗1,e introduced in (7.2). Denote by
˜ the lift of  to ∗n,e: thus ˜() = (N()). Other notation is as in Section 8.
Lemma 12.1. Let k|En and h be the polynomial (8.2). Set M = m∗ + 2. Then,(
1 − 1
q
)
qM	N(k) = (k)
×
∫
d|k
∑
∈̂∗1,e
∑
t,j ∈1,1
{t∈Tm,0 j  et−1}
(−pe−1T ,0a)¯(b) Sn(h, d ˜).
(12.1)
More generally, suppose (k0, s) is a decomposition of k. Then
(1 − 1
q
)qM	N(k)
(k0)
= 

∫
d|k0
∑
∈̂∗1,e
∑
t,j ∈1,1
{t∈Tm,0 j  et−1}
(−pe−1T ,0a)¯(b) Sn(h, d ˜)
+
s∑
i=1
(
1 − 1
pi
)∫
d|k0
∑
∈̂∗1,e
∑
t,j ∈1,1
{t∈Tm,0 j  et−1}
(−pe−1T ,0a)¯(b) Sn(h, dpi ˜).
(12.2)
Proof. Application of (7.1), (7.5) and (7.2) yields the expression for 	N(k) (as for
(8.1))
(
1 − 1
q
)
qM	N(k) = (k)
∑
∈n,e
∫
d|k
∑
t∈R1,et
t∈Tm
∑
∈̂∗1,e
(−T ape−1)d()
×
∏
t∈Tm
(pe−et t Tn(t ))(Nn()b−1). (12.3)
The results follow immediately, as in the proof of Lemma 8.1. 
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Proposition 12.2. Suppose that a ∈ 1,1 is non-zero and k, a divisor of En, has a
decomposition (k0, s). Set M = m∗ + 2. Then
qM
(
1 − 1
q
)
	N(k)
(k0)
{
qn − W(k0)m
(
1 − 1
2q
)
s,
q
n
2 +M
}
. (12.4)
In particular, 	N(k) is positive whenever
q
n
2 −M > W(k0)m
(
1 − 1
2q
)
s,
. (12.5)
Thus the norm HM-problem is solved whenever (12.5) holds with k = En.
Speciﬁcally, when s = 1 this sufﬁcient condition is
q
n
2 −M > m
(
1 − 1
2q
)
W(k). (12.6)
Proof. Use (12.2). Again the main contribution to the right-hand side is that from the
terms with all t,j = 0 in the ﬁrst ‘integral’, which is


∑
d|k0
(d)
(d)
∑
d
∑
∈̂∗1,e
∑
∈n,e
(d ˜)() = 

∑
∈n,e
1() = 
 · (qn − 1).
As in the proof of Proposition 8.4 (where M = m∗ + 1, instead of m∗ + 2 as here), the
(remaining) contribution from the qM−1 terms with d = 1 and also  trivial is bounded
absolutely by

q
n
2 +M−1
(
m
[(
1 − 1
2q
)
− 1
2qM−1
]
−
(
1 − 1
qM−1
))
< 

(
m
(
1 − 1
2q
)
q
n
2 +M−1 − 1
)
,
where the signiﬁcance of the ﬁnal −1 is to counter the −1 in the main term. For every
other choice of d|k0 and (ﬁxed)  with d > 1 or  non-trivial, the contribution from
the relevant terms varying the t,j and d is at most 
m
(
1 − 12q
)
q
n
2 +M−1
. It follows
that, aside from the main term, the ﬁrst expression in the right-hand side of (12.2) is
bounded by


(
W(k0)m
(
1 − 1
2q
)
q
n
2 +M − 1
)
.
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Similarly, the remaining terms in (12.2) (involving the sum over s) are bounded
absolutely by

W(k0)m
(
1 − 1
2q
)(
s − 1


+ 1
)
q
n
2 +M
and the results follow as for Proposition 8.4. 
To improve Proposition 12.2 when m′ < √q, by means of Lemmas 9.1–9.4, we
derive a criterion that is formally similar to Proposition 9.6.
Proposition 12.3. Suppose that a ∈ 1,1 is non-zero and k, a divisor of En, has a
decomposition (k0, s). Set m∗ =
⌊
m
2
⌋
and m′ = gcd(m, q − 1). Then 	N(k) is positive
whenever
q
n
2 −m∗− 32 > W(k0)m′ms,
. (12.7)
In particular, the norm HM-problem is solved whenever (12.7) holds with k = En.
Proof. Lemmas 9.1 and 9.2 can be applied to the appropriate sums in (12.2) as in
Proposition 9.6. But now, instead of taking  as d , where d|Pn,m, we have  = d ˆ,
where d divides En, itself a divisor of Qn, and  ∈ ̂∗1,e. Since d|Qn, note that the
restriction of such a  to 1,e is ˆ˜. This is not generally the same as : indeed, it
has order d0/gcd(d0, n), where d0 (|q − 1) is the order of  (though we do not use
this fact here). Nevertheless, since the argument of Proposition 9.6 delivers the same
bounds whether or not ˆd is trivial, the same is the case here. Speciﬁcally, when ˆ˜ is
not trivial, exploit the fact that the terms with T ,0 = 0 can be disregarded, and when
ˆ˜ is trivial, use the smaller bound in Lemma 9.5. The result follows as before. 
We conclude this section by giving the analogue of Propositions 10.2 based on the
z-criterion (with varying z). Note that, by Lemma 5.4, in this case we may continue to
assume that k|En.
Proposition 12.4. Assume that q is odd and m is even. Suppose that a ∈ 1,1 is non-
zero and k, a divisor of En, has a decomposition (k0, s). Then, 	N(k, z) is positive for
some z whenever
q
n−m−3
2 > W(k0)ms,
. (12.8)
In particular, the norm HM-problem is solved whenever (12.8) holds with k = En.
Speciﬁcally, when s = 1 this sufﬁcient condition is
q
n−m−3
2 > mW(k). (12.9)
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Proposition 12.5. Assume q and m are even. Suppose that a ∈ 1,1 is non-zero and
k, a divisor of En, has a decomposition (k0, s). Then 	N(k, z) is positive for some z
whenever
q
n−m−2
2 > W(k0)
√
2ms,
. (12.10)
Thus the norm HM-problem is solved whenever (12.10) holds with k = En.
Speciﬁcally, when s = 1 this sufﬁcient condition is
q
n−m−2
2 >
√
2mW(k). (12.11)
13. A uniﬁed criterion
For a given n, it is useful to provide a neat single criterion for a solution of the HM-
problem independent of m and of which particular HM-problem is under consideration.
Although weaker than the various individual criteria applicable to speciﬁc values of m
and speciﬁc cases, it has the advantages of simplicity and generality. To this end, we
often sacriﬁce quality by replacing divisors of qn − 1 such as Pn,m, Qn and En by
qn − 1 itself. When n is odd, the proof provides a stronger (less stringent) criterion
that we quote here and exploit later. From now on, deﬁne εn to be 0 or 1 according
as n is even or odd, respectively.
Proposition 13.1. For a given degree n, suppose that (k0, s) is a decomposition of
qn − 1. Suppose that
q
n−4+εn
4 >
(
n + εn
2
)
W(k0)s,
. (13.1)
Then any HM-problem under the m-conventions has a solution for degree n.
Speciﬁcally, when s = 1 the condition (13.1) is
q
n−4+εn
4 >
(
n + εn
2
)
W(qn − 1). (13.2)
In particular, provided n5, then (13.1) or (13.2) with εn = 0 are sufﬁcient condi-
tions for a solution whether or not n is even.
Proof. From the m-conventions, m n2 except that when n is odd (and q4), then m
may be n+12 .
The left hand side of the inequalities in each of the criteria we have given, takes the
form qC , where C = n2 − M , n2 − M − 12 or n2 − M − 1. We show that, in every case,
we can have C n−44 when n is even, and C
n−3
4 , when n is odd. This is evident
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from Lemma 2.2 and Propositions 8.4, 11.2 and 12.2, except possibly, when q is odd
and n ≡ 2 (mod 4) with m = n2 − 1, in the norm problem and, when n ≡ 3 (mod 4),
either in the standard problem with m = n+12 or the norm problem with m = n−32 .
Hence, suppose q is odd and n ≡ 2 (mod 4) and m = n2 − 1, an even integer. Then
n−m−3
2 = n−44 and (13.1) and (13.2) are sufﬁcient conditions in the norm problem by
Proposition 12.4. More generally, the result follows whenever n is even.
Similarly, when n ≡ 3 (mod 4), then n+12 and n−32 are also even integers and we
can suppose in the non-zero problem by Propositions 10.2 and 12.4 that C n−34 , as
claimed. More generally, when n5 is odd (so εn = 1), it sufﬁces in every case that
(13.1) or (13.2) holds.
Finally, suppose n (5) is odd and (13.2) (say) holds with εn replaced by 0.
(Trivially n > 5, if q = 2.) Then (13.2) holds with εn = 1 provided q >
(
1 + 1
n
)4
.
This holds since n5; indeed n7 when q = 2. 
Application of the z-criterion bounds (like (12.4)) whenever m is even yields an
effective reduction of M(n,m) and M0(n,m)) (as evaluated in Lemma 2.2) in the
exponent of q by 12 . This leads to successive reductions by
1
2 as m reduces by 1 (rather
than reductions by 1 every time m reduces by 2).
For ﬁxed n5, Proposition 13.1 on its own implies a solution to the HM-problem
for sufﬁciently large ﬁnite ﬁelds Fq . For ﬁxed q2, it also implies a solution over Fq
for sufﬁciently large degree n. The key to its effective use, however, lies in a systematic
and efﬁcient breakdown of the range of degrees and ﬁeld sizes, supplemented with the
application of more accurate criteria in special cases. This is accomplished by ordering
the numerical material in three stages, as follows.
1. n16, q5 (Section 14);
2. q = 2, 3 or 4, n9 (Sections 15–17);
3. 9n15, q5 (Sections 18–24).
Although the basic approach in each subsequent section is similar, there is, of ne-
cessity, a different emphasis for each range of pairs (q, n) considered.
14. Degree at least 16 (q  5)
In this section, assume that the degree n is at least 16 and that the ﬁeld cardinality
q is at least 5. By imposing these restrictions, we ensure that relevant inequalities can
be simultaneously satisﬁed by large bands of pairs (q, n). Even so, smaller values of
q and n in the selected range command extra attention.
Denote (qn−1), the number of distinct primes in qn−1, by . The initial strategy is
to show that (13.2) (with εn = 0) is satisﬁed for  > 0, for some speciﬁc integer 0.
Next, for 0, one selects a decomposition (k0, s) (with r := (k0); thus r+s = )
such that the sieve inequality (13.1) (with 
 > 0) is valid, both for all n16, provided
qq0, (for some integer q0) and also for all q with 5qq0 − 1 provided 1,
say. (The conditions qq0 − 1 and 1 automatically imply that nn0, say.) This
S.D. Cohen /Finite Fields and Their Applications 12 (2006) 425–491 461
process is repeated (as often as proﬁtable) with 1 − 1 in place of 0 and qq0. In
particular, the chosen value of r decreases.
To begin we restate a numerical fact from [3] (Lemma 8.1).
Lemma 14.1. Suppose that the positive integer h is such that (h)1547. Then
W(h) = 2(h) < h 112 .
Proof. The 1547th prime is 12 983. By calculation, the product P :=
∏
l12 983
2
l1/12
(over all primes l12 983) is less than 0.91. Since 12 9831/12 > 2.2 > 2, it is evident
that
2(h)
h1/12

∏
l|h
2
l1/12
P < 1,
and the lemma follows. 
Lemma 14.2. Suppose that n16, q5, with 1547. Then the HM-problem is
solved for the pair (q, n).
Proof. By Lemma 14.1, W(qn − 1) < q n12 . Hence (13.2) certainly holds whenever
q
n
6 −1 > n
2
, which is equivalent to the inequality
(n
6
− 1
)
log q > log
(n
2
)
. Temporarily,
set
g(x) =
(x
6
− 1
)
log q − log
(x
2
)
.
Then
g′(x) = log q
6
− 1
x
 log 5
6
− 1
16
> 0, x16, q5.
Thus, for any q5, g is an increasing function; evidently, it also increases as a function
of q. With q = 5, g(16) > 0.602 and the result follows. 
Following Lemma 14.2, assume that 0 = 1546. Let k be the product of the
1546 distinct primes in qn − 1. For any application of (13.1) (with εn = 0), let
r = (k0) be the product of the least r primes in k and s =  − rs0 := 0 − r .
Clearly,


0 := 1 −
0∑
i=r+1
1
li
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(where li denotes the ith prime): r must be chosen to make 
0 positive. Write  for
0−r,
0 ; thus s,
. Evidently, (13.1) is satisﬁed if it holds with  instead of s,
.
In the ﬁrst place, suppose  > 10 and select r = 10, so that ss0 = 1536. (Of
course, if 10, it will be considered later). Then (truncating) 
0 = 0.02267 and
 = 6.933 × 107. For this section, deﬁne
R(x) =
(
2r−1 x
) 4
x−4
, x16,
the aim being to demonstrate that q > R(n). Evidently, R is a decreasing function
since g is decreasing, where
g(x) = 4
x − 4 ((r − 1) log 2 + log + log x), x16
and so, for x16,
g′(x) = − 4
(x − 4)2
(
(r − 1) log 2 + log + ln x − x − 4
x
)
< − 4
(x − 4)2 (log 16 − 1) < 0.
Now R(16) > 821.6, so that (13.1) holds provided qq0 = R(16) = 822. Hence
suppose q821 and assume that, additionally, 1 = 80. Then
821nqn >
80∏
i=1
li ,
whence
nn0 :=
⌈∑80
i=1 log li
log 821
⌉
= 58.
Since R(58) < 4.89 < 5, it follows that (13.1) holds, unless 79.
In summary, the above (few) calculations have reduced the veriﬁcation of (13.1)
from 1547 to 79 and q821. The process is iterated: for example, in the
next iteration 0 =79. The results are summarised in Table 1, wherein those discussed
above form the substance of the ﬁrst row. For simplicity, the summary ﬁgures have been
truncated (not rounded or bounded) but the calculations were effected with sufﬁcient
accuracy to guarantee that the message these convey is correct.
The outcome of Table 1 is that, for n16, q5, the HM-problem is solved
unless q17 and 0 = 22. In narrowing down the possibilities that remain
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Table 1
Sieving results for n16, q5
0 r s0 
0  q0 1 n0 R(n0)
1546 10 1536 0.0226 6.933 × 107 822 80 58 4.88
79 4 75 0.114 10 334.9 44 35 36 4.55
34 3 31 0.153 1579.1 24 26 29 4.98
25 3 22 0.230 744.7 19 24 28 4.96
23 3 20 0.252 619.0 18 23 27 4.80
Table 2
Sieving results with n16, 5q17, 22
q r s0 
0  n0 R(n0)
17 3 19 0.310 479.1 16 15.65
16 2 20 0.252 309.5 16 13.52
13 3 19 0.328 453.7 17 12.68
11 3 19 0.342 435.8 18 10.63
9 2 20 0.252 309.5 19 8.41
8 2 20 0.252 309.5 20 7.45
7 2 20 0.194 397.9 22 6.44
5 2 20 0.276 251.6 25 4.64
(with 5q17), we modify the argument by adjusting 
0 to take account of the
fact that pqn − 1. Thus for q = 17, 22, again take r = 3, s0 = 19, with

0 := 1 −
0+1∑
i=r+1
li =p
1
li
, so that 
0 = 0.3108 and  = 479.1. With this revision, R(16) <
15.66 < q, whence (13.1) holds for n16. For the other values of q, R(16) > q and
we tabulate instead the minimal n0, such that R(n0) < q. This means that (13.1) holds
for nn0. The results are summarised in Table 2.
The outcome of Table 2 is that there remain 25 pairs (q, n), n16, q5 for which
a solution to the HM-problem remains in doubt, speciﬁcally, q = 13, n = 16; q =
11, n17; q = 9, n18; q = 8, n19; q = 7, n21; q = 5, n24. Some of these
could be settled through application of alternative criteria (without explicit factorisation
of qn − 1) but it is convenient and quick with these cases to perform the factorisation
and thereby obtain accurate values for , 
s,
 and s,
 (for an appropriate choice of
s). This yields R = R(n). A solution to the HM-problem is guaranteed (by means of
(13.1)) whenever R < q, The results are displayed in Table 3.
The outcome of Table 3 is that (13.1) is satisﬁed in every case except when
(q, n) = (5, 16) (value in bold). Consider this case with k0 = 2 and 
 and s,

as in Table 3. In the standard and zero problems, when m = 8, (10.3) is satisﬁed
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Table 3
Exact sieving for outstanding (q, n), n16, q5
q n r s 
 s,
 R q n r s 
 s,
 R
13 16 1 6 0.264 20.8 6.93 11 16 1 6 0.391 14.7 6.18
11 17 1 2 0.800 3.25 3.43 9 16 1 5 0.711 7.62 4.95
9 17 1 5 0.985 6.05 4.16 9 18 1 8 0.485 16.4 5.08
8 16 1 8 0.501 15.9 6.34 8 17 0 5 0.846 6.72 3.47
8 18 1 5 0.846 7.05 3.99 8 19 0 4 0.857 5.50 2.87
7 16 1 5 0.407 11.8 5.74 7 17 1 3 0.666 5.00 3.92
7 18 1 6 0.562 10.8 4.51 7 19 1 3 0.664 5.01 3.37
7 20 1 7 0.366 18.3 4.37 7 21 1 5 0.579 8.90 3.42
5 16 1 5 0.527 9.58 5.35 5 17 1 2 0.997 3.00 3.35
5 18 1 6 0.437 13.4 4.79 5 19 1 3 0.994 4.01 3.17
5 20 1 6 0.458 15.0 4.16 5 21 1 4 0.965 5.10 3.00
5 22 1 5 0.608 8.57 3.20 5 23 1 2 0.999 3.00 2.43
5 24 1 7 0.409 16.6 3.31
for m = 8 and (8.9) for m7, since
5
7
2 > 279 > 154 > 8W(2)s,
. (14.1)
In the norm problem, apply (12.7) for m7 odd (so that m′ = 1) and (12.8) for
m6 even, to yield a solution, again using the inequalities (14.1).
The next lemma summarises the conclusions of this section.
Lemma 14.3. Suppose that n16, q5. Then the HM-problem is solved for (q, n).
15. The binary ﬁeld
For the binary ﬁeld (q = 2), only the standard and zero problems need be considered.
The single basic criterion to be used (corresponding to Lemma 13.1) follows. In it the
ﬁgure 1.21 is justiﬁed by the remark following (10.9).
Lemma 15.1. Suppose q = 2. For a given degree n4, suppose that 2n − 1 has a
decomposition (k0, s). Suppose also that
2
n
4 > Cn
⌊n
2
⌋
W(k0)s,
, (15.1)
where Cn < 1.21. Indeed, for n ≡ 1, 2, 3 (mod 4), it sufﬁces to take Cn < 1.02, 1.061,
0.892, respectively. Then the binary HM-problem is solved for all mn/2.
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More generally, for 2mn/2, write m = ⌊n2⌋− j and suppose that
2
n
4 − j2 > 1.21
(⌊n
2
⌋
− j
)
W(k0)s,
. (15.2)
Then the binary HM-problem is solved for the mth coefﬁcient speciﬁed (as 0 or 1).
Proof. For m odd (so that m∗ = m−12  n−24 ) use (8.8). This yields (15.1) with Cn =
3
√
2
4 = 1.0606 . . . . Indeed, if additionally, n is odd, then m n−12 ,m∗ n−34 and (15.1)
holds with Cn 3
4√2
4 = 0.8919 . . . .
For m n2 even, use (10.7) with
√
2 replaced by 1.21, as sanctioned by (10.9).
Indeed, when n ≡ i (mod 4), 1 i3, then m n−i2 and Cn < 1.212i/4 < 1.02, 0.86, 0.72,
for i = 1, 2, 3, respectively.
Similar reasoning (focusing on the “worst case” with Cn = 1.21) leads to (15.2).

The relevant numerical fact is Lemma 4.1 in [3].
Lemma 15.2. Suppose that 25. Then  n5 .
Proof. Let P(r) denote the product of the ﬁrst r odd primes. Then, by calculation, the
inequality
P(r) > 25r , r25, (15.3)
holds for r = 25, the 25th odd prime being 101. Inequality (15.3) is then evident by
induction on r, since higher primes exceed 25 = 32.
Granted 25, suppose that actually  > n5 . From (15.3),
2n − 1 < 25 − 1 < P()2n − 1,
a contradiction. The result follows. 
The ﬁrst result is that the HM-problem is satisﬁed whenever 25.
Lemma 15.3. Suppose that q = 2. Then for any n, the HM-problem has a solution
unless 24 and n119.
Proof. Provided  n5 , the basic criterion (15.1) with s = 1 is satisﬁed whenever
2
n
20 > 0.605n. (15.4)
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Table 4
Sieving table for selected degrees (q = 2)
n s 
 Rn n s 
 Rn n s 
 Rn
42 6 0.489 1137 40 7 0.260 417.7 38 3 0.666 609.1
36 8 0.144 −587.7 32 5 0.403 25.5 30 6 0.390 67.3
28 6 0.322 −121.8 26 3 0.666 11.8 24 0 0.183 −359.7
23 2 0.978 11.7 22 4 0.610 −46.7 21 3 0.846 −17.3
20 5 0.319 −143.8 19 1 0.999 3.91 18 4 0.457 −70.5
17 1 0.999 1.68 16 4 0.403 −75.2 15 3 0.818 −26.8
Table 5
Possible exceptional pairs (n,m) when q = 2 (n9)
n m n m n m n m
36 m = 18 30 m = 15 28 14m15 24 9m12
22 10m11 21 m = 10 20 7m10 18 7m9
16 5m8 15 6m7 14 5m7 13 m = 6
12 3m6 11 4m5 10 3m5 9 2m4
Now the function R(x) = (0.605x) 20x is certainly decreasing for x125 and R(125) <
1.998 < 2. Hence (15.4) holds if either 25 (so that, by Lemma 15.2, n5125),
or 24 and n120 (so that  n5 ). 
After Lemma 15.3, the sieving criterion (15.1) with Cn = 1.21 was tested numer-
ically (with n2 instead of its integral part) for 9n119, with k0 = 1 (r = 0).
For this, 2n − 1 was factorised and 
 and s,
 calculated exactly. The process took
20 seconds (using MAPLE 6). In this way, (15.1) was established, except for n ∈
{9, . . . , 18, 20, 21, 22, 24, 26, 28, 30, 36} (18 values of n). Of these values, 17 satis-
ﬁes (15.1) with Cn = 1.02. For the remaining values, (15.2) with j = 1 holds when
n = 13, 21, 30 or 36. Also (15.2) holds with j = 2 (using k0 = 3 for 28), except for
n ∈ {9, 10, 12, 14, 16, 18, 20, 24}: it holds with j = 3 except for n ∈ {12, 16, 18, 20, 24}.
Finally, (15.2) holds with j = 4 for all n (using k0 = 3 for n = 12, 24). We do not list
all the results but Table 4 illustrates some cases with j = 0. For this purpose, for this
section, write Rn = 2 n4 − Cn · n2 · W(k0)s,
, the aim being to show that Rn is positive(values which are non bold).
Lemma 15.4. Assume q = 2. Suppose that n9, 2mn/2. Then the HM-problem
over F2 is solved except possibly for the pairs (n,m) displayed in Table 5.
Finally, an example of a primitive binary polynomial of degree n with mth coefﬁ-
cient prescribed (as 0 or 1) was obtained directly for each pair in Table 5, a total of
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Table 6
Explicit primitive polynomials for excluded pairs when q = 2, n9
n m a = 0 a = 1 n m a = 0 a = 1 n m a = 0 a = 1
36 18 6,5,4,2,1 18,7,4,3,1 30 15 6,4,1 15,6,5,3,2 28 14 3 14,5,4,3,1
28 13 4 13 24 12 4,3,1 12,3,2 24 11 4,3,1 11,5,2
24 10 4,3,1 10,4,3 24 9 4,3,1 9,5,2 22 11 1 11,2,1
22 10 1 10,4,1 21 10 2 10,4,1 20 10 3 10,5,1
20 9 3 9,5,1 20 8 3 8,6,5,2,1 20 7 3 7,6,5,4,1
18 9 5,2,1 9,3,1 18 8 5,2,1 8,2,1 18 7 5,2,1 7
16 8 5,3,2 8,5,3,2,1 16 7 5,3,2 7,5,4,3,2 16 6 5,3,2 6,4,1
16 5 6,4,1 5,3,2 15 7 1 7 15 6 1 6,4,3,2,1
14 7 5,3,1 7,5,3 14 6 5,3,1 6,4,1 14 5 6,4,1 5,3,1
13 6 4,3,1 6,4,1 12 6 7,4,3 6,4,1 12 5 6,4,1 6,5,3
12 4 6,5,3 6,4,1 12 3 6,4,1 6,5,3 11 5 2 5,3,1
11 4 2 4,2,1 10 5 3 5,2,1 10 4 3 4,3,1
10 3 5,2,1 3 9 4 5 4 9 3 4 4,3,1
9 2 4 5,3,2
80 polynomials. These are shown in Table 6, wherein the exponents of those exponents
with coefﬁcient 1 (other than those of xn and the constant term) are exhibited. Observe
that the same polynomial can serve as an example for different values of m.
16. The ternary ﬁeld
For the ternary ﬁeld (q = 3), again only the standard and zero problems need be
considered. Because of this, the uniﬁed condition (Proposition 13.1) can be strengthened
for use in this context.
Lemma 16.1. Suppose q = 3. For a given degree n4, suppose that 3n − 1 has a
decomposition (k0, s). Suppose that
3
n−2+εn
4 >
(
n − εn
2
)
W(k0)s,
, (16.1)
where εn is 0 or 1 according as n is even or odd, respectively. Then the ternary
HM-problem is solved for all mn/2.
More generally, for 2mn/2, write m = ⌊n2⌋− j and suppose that
3
n−2+εn
4 + j2 >
(
n − εn
2
− j
)
W(k0)s,
. (16.2)
Then the ternary HM-problem is solved for the mth coefﬁcient speciﬁed (in F3).
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Proof. For (16.1), take m = ⌊n2⌋. For each such value of mmod 4, Proposition 8.4 (m
odd) or Proposition 10.2 (m even) yields the required criterion. Then, as j increases by 1,
the exponent of 3 on the left-hand side increases by
⌊
m
2
⌋− 12εm−(⌊m−12 ⌋− 12εm−1) = 12 .
This yields (16.2). 
Lemma 16.2. Suppose that 25. Then 0.3175n.
Proof. Set d = 0.3175. Let P(r) denote the product of the ﬁrst r primes (excluding
3). Then, by calculation, the inequality
P(r) > 3r/d , r25, (16.3)
holds for r = 25, the 25th odd prime being 101. Inequality (16.3) is then evident by
induction on r, since higher further primes exceed 31/d < 31.15.
Granted 25, suppose that actually  > dn. From (16.3),
3n − 1 < 3/d − 1 < P()3n − 1,
a contradiction. The result follows. 
Lemma 16.3. Suppose that q = 3. Then for any n, the HM-problem has a solution
unless 24 and n77.
Proof. Appeal to (16.1) with s = 1 and εn = 0 (the more testing criterion). The
function
R(x) = 3
x
4 − 12
2dx
− x
2
is increasing for x60 and R(77) > 0.10 > 0. Hence (16.1) holds if either 25
(so that, by Lemma 16.2, n/d > 78), or 24 and n78 (so that dn). The
result follows. 
After Lemma 16.3, the sieving criterion (16.1) with εn = 0 was tested numerically
for 9n77, with k0 = 2 (so that r = 1). For this, 3n − 1 was factorised and

 and s,
 calculated exactly. The process took 5 s on MAPLE. In this way, (16.1)
was established, except for n ∈ {9, . . . , 16, 18} (9 values of n). Now, recalculate the
remaining odd values of n using εn = 1. This establishes the HM-problem for n =
13. More generally, (16.2) with the appropriate value of ε and j = 1 is satisﬁed
except for n ∈ {9, 10, 11, 12, 16}, and except for n = 12 when j = 2. There are no
exceptions when j = 3. Numerical details are illustrated in a number of cases with
j = 0 in Table 7. Therein Rn stands for Rn = 3 n−2+εn4 − (n + εn)s,
. It is required
that Rn be positive (values which are nonbold).
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Table 7
Sieving table for selected degrees (q = 3)
n s εn 
 Rn n s εn 
 Rn n s εn 
 Rn
30 7 0 0.636 1844 24 6 0 0.541 151.4 20 4 0 0.691 13.5
19 2 0 0.999 49.5 18 5 0 0.699 −57.9 17 2 0 0.999 10.5
16 4 0 0.711 −52.6 15 3 1 0.831 −14.8 13 1 1 0.999 3.0
12 4 0 0.566 −71.9 11 2 1 0.956 −14.8 10 2 0 0.892 −22.2
Beyond Table 7, we make a further modiﬁcation when n ≡ 3 (mod 4) and m = n−12
for the pairs (n,m) = (15, 7) or (11, 5).
First, for the standard problem (a = 0), with k0 = 2, criterion (9.4) takes the shape
3
n+1
4 > 2ms,
, k = 3n − 1,
since here m′ = 1. For (n,m) = (15, 7), for the modiﬁed function R(x), we have
R15 > 19.3 > 0 so that (9.4) is satisﬁed, whereas for (n,m)=(11, 5), R11 < −3.4 < 0,
so that (9.4) is not satisﬁed.
Further, for the zero problem (a = 0), Proposition 11.2 implies that it sufﬁces to
take k = Qn in (16.1), so that, in this situation, k is the odd part of 3n − 1. It follows
that we may take k0 = 1 (so that r = 1), but the value of 
 is unaltered. This implies
that R15 > 15.3 > 0 and R11 > 0.3 > 0, so that the zero HM-problem is solved for
both degrees.
Lemma 16.4. Assume q = 3. Suppose that n9, 2m n2 . Then the HM-problem
over F3 is solved for pairs (n,m) with the following possible exceptions:
(18, 9), (16, 8), (16, 7), (14, 7), (12, 6), (12, 5), (12, 4), (11, 5),
(10, 5), (10, 4), (9, 4), (9, 3).
Finally, an example of a primitive ternary polynomial of degree n with mth coefﬁcient
prescribed (in F3) was obtained directly for each excluded pair in Lemma 16.4, a total
of 36 polynomials in all. These are displayed in Table 8.
17. The ﬁeld of order 4
Over F4, all HM-problems consistent with the m-conventions arise. Here, the
argument used in Proposition 13.1 yields immediately the following more detailed
criteria.
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Table 8
Primitive polynomials for excluded pairs when q = 3, n9
n m a = 0 a = 1 a = −1
18 9 x18 + x5 − x2 − x − 1 x18 + x9 + x3 − x − 1 x18 − x9 − x3 + x − 1
16 8 x16 + x4 + x3 − x − 1 x16 + x8 + x3 − x2 − 1 x16 − x8 + x3 − x2 − x − 1
16 7 x16 + x4 + x3 − x − 1 x16 + x7 − 1 x16 − x − 1
14 7 x14 + x − 1 x14 + x7 + x − 1 x14 − x7 − x − 1
12 6 x12 − x4 + x3 − x2 − x − 1 x12 + x6 + x3 + x2 − x − 1 x12 − x6 + x4 + x − 1
12 5 x12 − x4 + x3 − x2 − x − 1 x12 + x5 + x − 1 x12 − x5 − x − 1
12 4 x12 + x5 + x − 1 x12 + x5 + x4 − x2 + x − 1 x12 − x4 + x3 − x2 − x − 1
11 5 x11 + x2 − x + 1 x11 + x5 − x2 − x + 1 x11 − x5 − x2 + x + 1
10 5 x10 + x3 + x − 1 x10 + x5 + x3 − x2 + x − 1 x10 − x5 + x3 − x − 1
10 4 x10 + x3 + x − 1 x10 + x4 + x3 − x2 − 1 x10 − x4 + x2 + x − 1
9 4 x9 − x3 + x2 + 1 x9 + x4 + x2 + 1 x9 − x4 + 1
9 3 x9 + x4 + x2 + 1 x9 + x4 + x3 + x + 1 x9 − x3 + x2 + 1
Lemma 17.1. Suppose q = 4, n4, and m satisﬁes the m-conventions (Section 2).
Suppose 4n − 1 has a decomposition (k0, s). Suppose also that
4
n−4+εn
4 >
(
n + εn
2
)
W(k0)s,
, (17.1)
where εn is 0 or 1 according as n is even or odd, respectively. Then the HM-problem
for polynomials of degree n is solved for every m.
More generally, for 2mn/2, write m = ⌊n+12 ⌋− j and suppose that
4
n−4+εn
4 + j2 >
(
n + εn
2
− j
)
W(k0)s,
. (17.2)
Then the HM-problem is solved for the mth coefﬁcient speciﬁed (in F4).
Lemma 17.2. Suppose that 26. Then 0.391n.
Proof. Set d = 0.391. Let P(r) denote the product of the ﬁrst r odd primes. Then, by
calculation, the inequality
P(r) > 4r/d , r26, (17.3)
holds for r = 26, the 26th odd prime being 103. Inequality (17.3) is then evident by
induction on r, since higher further primes exceed 41/d < 34.66.
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Table 9
Sieving table for selected degrees (q = 4)
n s εn 
 Rn n s εn 
 Rn n s εn 
 Rn
24 8 0 0.510 641.0 20 6 0 0.593 47.5 19 2 0 0.999 124.0
18 7 0 0.477 −134.0 17 2 0 0.999 39.5 16 4 0 0.737 −33.1
15 4 1 0.724 −56.3 14 5 0 0.725 −73.1 13 2 1 0.999 −10.0
12 5 0 0.517 −100.7 11 3 1 0.943 −33.4 10 4 0 0.652 −57.9
Granted 26, suppose that actually  > dn. From (17.3),
4n − 1 < 4/d − 1 < P()4n − 1,
a contradiction. The result follows. 
Lemma 17.3. Suppose that q = 4. Then for any n, the HM-problem has a solution
unless 25 and n66.
Proof. Appeal to (17.1) with s = 1 and εn = 0 (the more testing criterion). The
function R, deﬁned for this section as
R(x) = 2x
(
1
2 −d
)
−2 − x
2
,
is increasing for x60 and R(65) > 1.4 > 0. Hence (17.1) holds if either 26 (so
that, by Lemma 17.2, n/d > 66), or 25 and n67 (so that dn). The result
follows. 
After Lemma 17.3, the sieving criterion (17.1) with εn = 0 was tested numerically
for 9n66, with k0 = 3, so that r = 1. For this 4n − 1 was factorised and 
 and
s,
 calculated exactly. This took 4 s on MAPLE. Thus, (17.1) was established, except
for n ∈ {9, . . . , 16, 18}, coincidentally the same initial exceptional set as in Section 16.
Numerical details are illustrated in a number of cases with j = 0 in Table 9: for some
odd values, taking εn = 1 also fails to produce a solution as indicated (bold values).
In this section, Rn stands for 4
n−4+εn
4 − (n + n)s,
.
To eliminate some further cases, ﬁrst consider the norm problem, for which m n2 −1.
Use (17.2) with k0 = 1 and j = 1 (n even), j = 2 (n odd). Moreover, one can take
k = En, the part of 4n−1 indivisible by 3. Thus for n even take Rn = 4 n−24 −
(
n−2
2
)
s,
,
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whereas for n odd, take Rn = 4 n+14 −
(
n−3
2
)
s,
. The following values are obtained
(using 
 as in Table 9, with 
 = 0.790 when n = 9).
n Rn n Rn n Rn n Rn n Rn
18 139.5 16 85.5 15 210.8 14 18.9 13 112.9
12 −16.6 11 47.5 10 −10.3 9 18.4
Here Rn is positive except when n = 12 or 10 (values in bold). Further, (17.2) with
j = 2 and εn = 0 is satisﬁed for these two degrees. Hence, the only pairs (n,m) for
which the norm problem is outstanding are (12, 5) and (10, 4).
Proceed to consider the standard and zero problems. Indeed, since the norm problem
is more stringent than either for m n2 − 1, it sufﬁces to suppose n−12 m n+12 . With
regard to criterion (8.8), we note that it sufﬁces to take k = Qn, the part of 4n − 1
indivisible by 3 when 3n: otherwise k = 4n − 1.
Suppose 3n. Since k0 = 1, it sufﬁces that Rn = 4 n2 −m∗−1 − ms,
 is positive. This
occurs for (n,m) = (16, 8) (R16 = 79.4), (14, 7) (R14 = 11.5), (13, 7) (and so (13, 6))
(R13 = 10.9), and (11, 5) (R11 = 11.4).
Otherwise, suppose 3|n. With k0 = 3, use the full weight of (8.8) and take
Rn = 4 n2 −m∗−1 − 78 · 2ms,
. In two further cases, Rn is positive, namely for
(n,m) = (18, 9) (R18 = 26.6) and (15, 7) (R15 = 35.8).
The conclusion of the above is now summarised.
Lemma 17.4. Assume q = 4. Suppose that n9 and the m-conventions hold. Then the
HM-problem over F4 is solved for pairs (n,m) with the following possible exceptions:
(15, 8), (12, 6), (12, 5), (11, 6), (10, 5), (10, 4), (9, 5), (9, 4).
Finally, appropriate examples of primitive polynomials over F4 of degree n with
mth coefﬁcient prescribed were obtained directly for each (possibly) exceptional pair,
potentially 29 primitive polynomials. But, when n = 9, instead of solving the standard
problem for m = 4 and 5, it sufﬁces to solve the norm problem for m = 4, leaving
a ﬁnal tally of 26 polynomials. These are exhibited in Table 10. All are shown with
constant term g, where g is a ﬁxed primitive element of F4. Thus g is a root of the
quadratic x2 + x + 1 over F2. The coefﬁcients are expressed in powers of g. The
calculations here (and wherever composite ground ﬁelds are involved) were performed
using MAGMA.
18. Degree 9 (q5)
It remains to solve the HM-problem for polynomials of degree n for 9n15
over ﬁelds of order q5. We work upwards through the degrees from 9 traversing
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Table 10
Primitive polynomials for excluded pairs in lemma when q = 4, n9
n m a = 0 a = 1 a = g a = g2
15 8 x15 + x8 + g2x2 + g2x + g x15 + gx8 + g2x2 + g2x + g x15 + g2x8 + gx2 + x + g
12 6 x12 + x4 + x3 + x2 + g x12 + x6 + x2 + gx + g x12 + gx6 + gx3 + x2 + x + g x12 + g2x6 + x3 + x2 + g2x + g
12 5 x12 + x4 + x3 + x2 + g x12 + x5 + x3 + x2 + g x12 + gx5 + x2 + x + g x12 + g2x5 + gx2 + g2x + g
11 6 x11 + x6 + g2x + g x11 + gx6 + x3 + g2x2 + gx + g x11 + g2x6 + x3 + g2x2 + g
10 5 x10 + x3 + g2x2 + g x10 + x5 + x3 + g x10 + gx5 + g2x3 + g x10 + g2x5 + x2 + g
10 4 x10 + x3 + g2x2 + g x10 + x5 + x4 + x3 + x + g x10 + gx4 + g2x + g x10 + g2x4 + gx + g
9 4 x9 + x2 + x + g x9 + x4 + x + g x9 + gx4 + gx + g x9 + g2x4 + g2x + g
a broadly similar path for each case, differing, however, in some of the details. Before
ﬁxing n = 9, we give a uniﬁed criterion valid whenever n ≡ 1 (mod 4). It will therefore
be relevant also when n = 13.
Lemma 18.1. Suppose n ≡ 1 (mod 4) and that (k0, s) is a decomposition of qn − 1.
Suppose also that
q
n−1
4 >
(
n + 1
2
)2
W(k0)s,
. (18.1)
Then any HM-problem for degree n (with m satisfying the m-conventions) is solved.
Proof. Assume that (18.1) holds.
First, suppose m = n+12 , an odd integer. Thus m∗ = n−14 . Then it is the standard
problem that has to be solved for this value of m: in particular a = 0. In this situation,
(9.4) must also hold, thus yielding a solution to the standard problem.
Next, suppose m = n−12 , an even integer: thus again m∗ = n−14 . In this situation,
both the standard and zero problems have to be solved. By Propositions 10.2, 10.5,
11.3 and 11.4, this is so because either (10.3) or (10.7) is satisﬁed.
Finally, suppose m n−32 . Then both the norm and zero problems have to be solved.
In particular for the norm problem with m = n−32 , an odd integer, then m∗ = n−54 and(12.7) is satisﬁed and the problem solved. Otherwise, by Lemma 2.2, the basic criteria
of Propositions 11.2 and 12.2 are satisﬁed. 
Observe that in (18.1), it is only when m = n+12 that the square of n+12 is
needed on the right-hand side. Even so, it can be replaced simply by n+12 provided
gcd
(
n+1
2 , q − 1
) = 1.
To speed the sieving process in the consideration of the remaining degrees, we expose
the nature of primes l that can be factors of qn − 1.
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Lemma 18.2. Suppose that n = n0l0, where l0 is prime. Let l be a prime divisor of
qn − 1 that is not a divisor of qn0 − 1. Then l ≡ 1 (mod lv0 ), where lv0 , v1, is the
exact power of l0 that divides n.
Proof. By the assumptions, the order of q modulo l (a divisor of l − 1) divides n but
not n0. Hence lv0 divides this order and the result follows. 
Fix n = 9 for the rest of this section. Thus, for Lemma 18.1, n−14 = 2 and n+12 = 5.
To illustrate Lemma 18.2, note that the prime divisors of q3 − 1 that are not divisors
of q − 1 must all be ≡ 1 (mod 6). Moreover, those prime factors of q9 − 1 that
are not factors of q3 − 1 must be ≡ 1 (mod 18). We focus on this last property.
(The route selected is one of a number of possible alternatives.) Accordingly, express
the product of distinct primes in q9 − 1 as K1K2, where K1 (a factor of q3 − 1) is the
product of all the primes of q3 − 1 and K2 is the product of distinct prime factors of
q9 − 1 that do not divide q3 − 1. Hence, K2 is a divisor of q9−1q3−1 . For brevity, write
w := w(q9 − 1),1 := (K1),2 := (K2). Thus  = 1 + 2.
Lemma 18.3. Suppose that the positive integer h is such that (h)19. Then
W(h) < h
7
30 . (18.2)
Suppose, alternatively, that h is a product of primes ≡ 1 (mod 18) and (h)21.
Then
W(h) < (
√
h − 1) 14 . (18.3)
Proof. The proof of (18.2) is akin to that of Lemma 14.1 using calculation for (h) =
19 and induction. In particular, the 19th prime is 67 > 230/7 = 19.504 . . . .
For (18.3), similarly ﬁrst prove by induction that
W(h) <
(
250
251
)
· h1/8, (h)21.
This uses the fact that the 21st prime ≡ 1 (mod 18) is 757 > 28 = 256. This im-
plies (18.3), provided h > (1 − (250/251)4)−2 = 3984.9 . . . , which is the case since
(h)19. 
The bound (18.3) is included instead of the more obvious one, W(h) < h1/8, for a
technical reason (see the next lemma).
Lemma 18.4. Suppose that n = 9 and m5 satisﬁes the m-conventions: With the
above notation, suppose that 119 or 221. Then the HM-problem is solved for
polynomials of degree 9 over Fq .
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Proof. First suppose 119 and 221: Then, by Lemma 18.3, W(K1) < q7/10 and,
from (18.3),
W(K2)W(q6 + q3 + 1)
(√
q6 + q3 + 1 − 1
)1/4
< ((q3 + 1) − 1)1/4 = q3/4.
It follows that W(q9 − 1)q29/20. Accordingly, by (18.1) (with s = 1), to solve the
problem it sufﬁces that
q > 2520/11 = 348.1 . . . ,
which is (easily) the case since 119.
Next, suppose 118 and 221: Attempt to satisfy (18.1) with the decomposition
(k0, s), where k0 is the product of K2 and the least three primes in K1. Thus s15.
It follows (as in the previous case) that W(k0)8 · q 34 , whereas

1 −
18∑
i=4
1
li
0.3194,
where li denotes the ith prime. This implies that s,
 < 45.82. Since 2 − 34 = 54 ,
criterion (18.1) is satisﬁed whenever
q > (25 · 8 · 45.82) 45 = 1478.02 . . . ,
which is (easily) the case since 221, whence q > K
1
6
2 − 1 > 108.
Finally, suppose 119 and 220: Now, attempt to satisfy (18.1) with the de-
composition (k0, s), where k0 = K1. Then s20, so that

1 −
20∑
i=1
1
l∗i
> 0.8463,
where l∗i denotes the ith prime ≡ 1 (mod 18). It follows that s,
 < 24.45. Since
W(k0) < q7/10 (by Lemma 18.3) and 2 − 710 = 1310 , then (18.1) is satisﬁed whenever
q > (25 × 24.45) 1013 = 139.06 . . . ,
which is evidently so since 119. 
As a consequence of Lemma 18.4, we can assume that 1ˆ1 = 18 and 2ˆ2
= 20, and invoke an iterative procedure modelled on the construction of Table 1.
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Table 11
Sieving results for n = 9, q5
ˆ1 ˆ2 r s1 
0  q0 L1 L2
18 20 3 15 0.165 206.9 203.4 213.2 401.2
7 7 2 5 0.308 37.6 61.3 78.9 69.8
6 5 2 4 0.378 23.1 48.0
Consider the decomposition (k0, s), where k0 is the product of the r := 3 least
primes in K1. Then ss1 + s2, where s1 := 15, s2ˆ2 = 20. Thus


0 = 1 −
ˆ1∑
i=r+1
1
li
−
ˆ2∑
i=1
1
l∗i
> 0.1658.
(Observe that here, for example, the prime 19 is duplicated as l8 and l∗1 . This could be
adjusted, with a (beneﬁcial) increase in the value of 
0, but it makes little difference
at this point.) This yields s,
 := 206.9981. We deduce that (18.1) holds whenever
q > q0 := (25 · 2r · ) 12 = 203.46.
In summary, the HM-problem for n = 9 is solved whenever q204. Hence we
can assume that q203. Since, however, K1q3 − 1 and L1 := ∏8i=1 l 13i > 213.2, it
follows that w1ˆ1 = 7. Similarly, since K2q6 + q3 + 1 and
L2 :=
( 8∏
i=1
l∗i
1
2 − 1
) 13
> 401.2
it follows that w2ˆ2 = 7. There are (in all) three iterations of the above process,
summarised in Table 11.
The outcome of Table 11 is that the HM-problem for n = 9 is solved unless q47.
For the remaining prime powers q one can quickly test whether the appropriate criterion
is satisﬁed. It sufﬁces to consider the standard problem when m = 5, the standard and
zero problems when m = 4 and the norm problem when m = 3. (From the nature of
the results, it is neither necessary to solve the zero problem when m3, nor the norm
or zero problems when m = 2.)
In every case k0 is taken to be 2 for k even and 1 for k odd. For m = 5, by
Proposition 9.6, the standard problem is solved whenever R5 is positive, where
R5 := q2 − 5m′W(k0)s,
, m′ = gcd(5, q − 1).
The result for selected prime powers are tabulated in Table 12.
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Table 12
Exact sieving for selected q, 5q47, n = 9, m = 5
q r s m′ 
 s,
 R5 q r s m′ 
 s,
 R5
5 1 3 1 0.913 4.18 −16.8 7 1 4 1 0.586 7.11 −22.1
8 0 3 1 0.843 4.32 42.1 9 1 5 1 0.699 7.72 3.79
11 1 4 5 0.604 6.96 −227.1 13 1 3 1 0.650 5.07 118.2
16 0 8 5 0.114 50.4 −1006 17 1 3 1 0.944 4.11 247.8
19 1 4 1 0.656 6.58 295.3 25 1 5 5 0.437 13.4 49.71
29 1 5 1 0.765 7.22 768.7 31 1 5 5 0.463 10.6 429.3
For m = 4, the same values of k0, s, 
 and s,
 pertain but (by Propositions 10.2
and 10.5) the appropriate quantity is
R4 := q2 − 4W(k0)s,
.
Evidently, R4 is positive whenever R5 is positive. Hence, R4 is evaluated only when
R5 is negative (values in bold). This yields for (q, R4) the following pairs:
(5,−8.50), (7,−7.95), (11, 65.29), (16, 54.0).
Finally, for m = 3 (norm problem), it sufﬁces to take k = E9, the part of q9 − 1
co-prime to q − 1. Hence k is odd and k0 = 1. This means that new values of 
 and
s,
 are obtained. Moreover, by Proposition 12.3, the relevant quantity to be tested for
positivity is
R3 := q2 − 3m′s,
, m′ = gcd(3, q − 1).
Not surprisingly, R3 is positive whenever R4 is: hence we give values only when
R4 is negative. We obtain
(q, s,m′, 
,s,
, R3) = (5, 3, 1, 0.913, 4.18, 12.4), (7, 3, 3, 0.919, 4.17, 11.4).
The next lemma summarises the conclusion of this section.
Lemma 18.5. Assume n = 9 and the m-conventions hold. Then the HM-problem over
Fq is solved for pairs (q,m) with the following possible exceptions:
(5, 5), (5, 4), (7, 5), (7, 4), (11, 5), (16, 5).
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Table 13
Primitive polynomials for excluded pairs when n = 9, 5q16
q m g
5 4 3 x9 + x2 − 2x + 2 x9 + x4 + x2 + x + 2 x9 + 2x4 + 2x2 + x + 2
x9 − 2x4 + 2 x9 − x4 − x + 2
7 4 3 x9 + 3x2 − 3 x9 + x4 + 2x − 3 x9 + 2x4 − 3x − 3
x9 + 3x4 + 3x − 3 x9 − 3x4 + x − 3 x9 − 2x4 − 2x − 3
x9 − x4 − x − 3
11 5 2 x9 + x5 − 5x − 2 x9 + 2x5 + 3x − 2 x9 + 3x5 − 4x − 2
x9 + 4x5 + 3x − 2 x9 + 5x5 + x2 + x − 2 x9 − 5x5 + x2 − 2
x9 − 4x5 + x2 − x − 2 x9 − 3x5 + 3x − 2 x9 − 2x5 + x − 2
x9 − x5 + 4x − 2
16 5 g x9 + x5 + g2x + g x9 + gx5 + g14x + g x9 + g2x5 + g5x + g
x9 + g3x5 + x + g x9 + g4x5 + g7x + g x9 + g5x5 + x + g
x9 + g6x5 + x + g x9 + g7x5 + x + g x9 + g8x5 + x2 + x + g
x9 + g9x5 + g9x + g x9 + g10x5 + x2 + x + g x9 + g11x5 + g10x + g
x9 + g12x5 + g2x + g x9 + g13x5 + g5x + g x9 + g14x5 + g4x + g
Finally, appropriate examples of primitive polynomials over Fq of degree 9 with mth
coefﬁcient prescribed were obtained directly for the cases excluded in Lemma 18.5,
apparently a total of 47 primitive polynomials. In the cases of q = 5 and 7, however,
instead of ﬁnding examples for the standard problem for m = 5, and standard and zero
problem for m = 4, we exhibit examples for the norm and zero problems for m = 4.
This yields a total of 37 polynomials only. For each q, each polynomial had constant
term −g, for a ﬁxed primitive element g ∈ Fq . The results are displayed in Table 13.
For primes q, the value of g is shown and the polynomials are listed with speciﬁed mth
coefﬁcient 0 (if applicable), 1, 2, . . . , p − 1. For q = 16, m = 5, g is a ﬁxed root of
the polynomial x4 + x + 1 over F2 and all the coefﬁcients of the primitive polynomials
are expressed in powers of g: moreover, the examples are ordered with the speciﬁed
5th coefﬁcient as 1, g, g2, . . . .
19. Degree 10 (q5)
Take n = 10. We have to deal with the standard and zero problems for m = 5 and
the norm and zero problems for m4. From Lemma 2.2 the single worst case in terms
of the number of conditions M(10,m) is the norm problem when m = 4. Nevertheless,
this is partially offset by the fact that, in the norm problem, it sufﬁces to take k = E10,
the part of q10 − 1 co-prime to q − 1, whence k is odd whether q is odd or even.
Accordingly, we consider the norm problem separately.
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19.1. The norm problem with m4
From Proposition 12.4 and 12.5, given a decomposition (k0, s) of E10, a sufﬁcient
criterion is
q
3
2 > 4W(k0)s,
. (19.1)
In similar fashion to the procedure of Section 18, express the product of distinct
primes in k = E10 as K1K2, where K1 (a factor of q +1) is the product of all the odd
prime divisors of q + 1 and K2 is the product of distinct prime factors of q10 − 1 that
do not divide q2 − 1. Hence, K2 is a divisor of q10−1q2−1 . In particular, all prime divisors
of K2 are ≡ 1 (mod 10). Thus  = 1 + 2, where w := w(k), etc.
The following lemma corresponds to Lemma 18.3 and is similarly proved.
Lemma 19.1. Suppose that the odd integer h is, such that (h)9. Then
W(h) < h
2
7 − 1. (19.2)
Suppose, alternatively, that h is a product of primes ≡ 1 (mod 10) and (h)33.
Then W(h) < 1920 · h
1
8 and hence
W(h) < (h
1
4 − 1) 12 . (19.3)
Lemma 19.2. Suppose that n = 10 and m4. Suppose also that 19 or 233.
Then the norm-problem is solved for polynomials of degree 10 over Fq .
Proof. Suppose 19 and 233: As in Lemma 18.4, by Lemma 19.1, W(K1) <
q2/7 and W(K2)q. It therefore sufﬁces that
q > 414/3 = 645.0 . . . ,
which is (easily) the case since 19.
Next, suppose 18 and 233: Take the decomposition (k0, s), where k0 is the
product of K2 and the least prime in K1 and s7. This leads to the sufﬁcient condition
q >
(
2 · 4 · 7,
0
)2 = 6364.0 . . . ,
where 
0 = 0.3343 . . . relates to the next 7 primes beyond 3, so that 7,
0 = 19.94 . . . .
Finally, suppose 19 and 232: Take k0 = K1. Then s32. Now it is sufﬁcient
that
q >
(
4 · 32,
0
) 14
17 = 71.03 . . . ,
where 
0 = 0.733 . . . and 32,
0 = 44.27 . . . . 
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Table 14
Sieving results for n = 10, q5 (norm problem)
ˆ1 ˆ2 r s1 
0  q0 L1 L2
8 32 2 6 0.267 140.2 171.4 1154 212.6
4 9 1 3 0.358 32.6 40.8 104 57.5
2 7 1 1 0.604 13.5 22.7
Table 15
Exact sieving for norm problem, 5q19, n = 10, m = 4
q s 
 s,
 R q s 
 s,
 R
5 4 0.559 7.35 −18.2 7 3 0.903 4.21 1.66
8 5 0.533 9.49 −15.3 9 4 0.691 6.33 1.65
11 3 0.666 5.00 16.4 13 3 0.765 5.91 23.2
16 5 0.793 50.4 35.8 17 5 0.551 9.24 33.0
19 5 0.700 7.70 51.9
After Lemma 19.2, assume 18 and 232. A general sieving procedure is then
performed. The iterations are summarised in Table 14, modelled on Table 11.
The outcome of Table 14 is that the norm problem for n = 10 is solved unless q19.
For the remaining prime powers, select the decomposition (1, s) (i.e., with k0 = 1).
Here, setting R = q 32 − 4s,
, we obtain Table 15, the analogue of Table 12.
From Table 15, the norm problem is solved, except possibly when q = 5 or 8
(values in bold). In fact, for q = 8 the stronger criterion (12.10) is available: in this
case q2 −4√2s,
 > 11.2 > 0 and the problem is solved. For q = 5 the norm problem
with m3 is solved via (12.7): here m′ = 1 and evidently q 52 − 3s,
 is positive.
19.2. The standard problem with m = 5
Under this heading we also address the zero problem for m5. For a decomposition
of k = q10 − 1, instead of (19.1), we have (from (8.8)) the sufﬁcient condition
q2 > 5W(k0)s,
. (19.4)
In this case express the product of distinct primes in k = q10 − 1 as K1K2, where
K1 (a factor of q2 −1) is the product of all the primes in q2 −1 and K2 is the product
of distinct prime factors of q10 − 1 that do not divide q2 − 1. Hence, K2 is a divisor
of q
10−1
q2−1 . Again, all prime divisors of K2 are ≡ 1 (mod 10).
Lemma 19.3. Suppose that n = 10 and m = 5. Suppose also that 116 or 233.
Then the standard and zero problems are solved for polynomials of degree 10 over Fq .
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Table 16
Sieving results for n = 10, q5 (standard problem)
ˆ1 ˆ2 r s1 
0  q0 L1 L2
15 32 3 12 0.104 411.7 128.3 173.2 212.6
5 9 2 3 0.358 32.6 25.5 48.0 30.7
4 6 2 2 0.469 16.9 18.3
Table 17
Exact sieving for standard problem, 5q17, n = 10, m = 4
q s 
 s,
 R q s 
 s,
 R
5 4 0.559 7.35 −48.5 7 4 0.570 7.26 −23.6
8 6 0.390 14.7 −9.9 9 4 0.691 6.33 17.6
11 4 0.466 8.43 36.6 13 5 0.432 11.2 56.3
16 7 0.260 25.0 130.7 17 5 0.551 9.24 196.5
Proof. This is similar to the proof of Lemma 19.2, using the second part of Lemma
19.1 but, instead of the ﬁrst part, the fact that W(h) < h 14 whenever, (h)16. 
We deduce from Lemma 19.3 that we may assume that 115, 233. The sieving
table analogous to Table 10 is now exhibited as Table 16.
The outcome of Table 16 is that the standard and zero problems for n = 10 are
solved unless q17. For the remaining prime powers, select the decomposition (k0, s)
(with k0 = 2 (or 1 if q is even)). Setting R = q2 − 5W(k0)s,
, we obtain Table 17,
the analogue of Table 11.
From Table 17, the standard and zero problems are solved, except possibly when
q = 5, 7 or 8 (values in bold). For these values of q, with m = 5, gcd(m, q − 1) = 1.
Hence, by Proposition 9.6 the standard problem is solved whenever R > 0, where
R = q 52 − 5W(k0)s,
. Indeed, when q = 7, then R > 57 and when q = 8, then
R > 107: hence only the zero problem is outstanding for these ﬁelds. Easily, for m3
the zero problem is solved for all these ﬁelds.
The next lemma summarises the conclusion of this section.
Lemma 19.4. Assume n = 10 and the m-conventions hold. Then the HM-problem over
Fq is solved for pairs (q,m) with the exception of (5, 5); (5, 4) (norm problem); (7, 5)
(zero problem); (8, 5) (zero problem).
Finally, appropriate examples of a primitive polynomials over Fq of degree 10 with
mth coefﬁcient prescribed were obtained directly, a total of 11 primitive polynomials.
These are listed in Table 18, with similar conventions as for Table 13. In each case,
the polynomials have the speciﬁed primitive element g of Fq as constant term (though
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Table 18
Primitive polynomials for excluded pairs when n = 10, 5q8
q m g
5 5 2 x10 + x2 + 2x + 2 x10 + x5 + 2x2 + 2 x10 + 2x5 − x2 − 2x + 2
x10 − 2x5 − x2 + 2x + 2 x10 − x5 + 2x2 + 2
5 4 2 x10 + x4 + x3 + x + 2 x10 + 2x4 + x3 + x + 2 x10 − 2x4 − x2 + x + 2
x10 − x4 + x3 + 2
7 5 3 x10 − x2 + x + 3
8 5 g x10 + g4x2 + x + g
this is strictly necessary only for the norm problem when q = 5, m = 4). In particular,
for q = 8, g is a ﬁxed root of x3 + x + 1 over F2.
20. Degree 11 (q5)
Take n = 11. The relevant uniﬁed criterion is (13.1) with εn = 1.
Lemma 20.1. Suppose that (k0, s) is a decomposition of q11 − 1. Suppose also that
q2 > 6W(k0)s,
. (20.1)
Then the HM-problem, for any m satisfying the m-conventions, is solved for polynomials
of degree 11.
Express k = q11 − 1 as K1K2, where K1 is the product of all primes in q − 1 and
K2 is the product of all prime factors of q11 −1 that do not divide q −1. The fact that
all prime divisors of K2 are ≡ 1 (mod 22) means that 2 is relatively small compared
to the size of K2. The next results are routine. The explanation for the selection of
exponents in Lemma 20.2 below is to achieve a rough balance on the size of q when
K1 and K2 are (notionally) a product of the smallest eligible primes. This choice is
not critical.
Lemma 20.2. Suppose that the positive integer h is such that (h)7. Then
W(h) < h
2
5 . (20.2)
Suppose, alternatively, that h is a product of primes ≡ 1 (mod 22) and (h)20.
Then
W(h) < h
23
200 − 1. (20.3)
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Table 19
Sieving results for n = 11, q5
ˆ1 ˆ2 r s1 
0  q0 L1 L2
6 19 2 4 0.389 58.4 37.4 210 58.2
3 7 1 2 0.383 22.8 16.5 30 16.7
2 5 1 1 0.588 10.4 11.2
Table 20
Exact sieving for 5q11, n = 11
q s 
 s,
 R q s 
 s,
 R
5 1 0.999 2 7 7 3 0.665 5.00 −11.0
8 3 0.843 4.37 28 9 5 0.699 7.72 9
11 3 0.799 4.50 66.9
Lemma 20.3. Suppose that n = 11 and m5 satisﬁes the m-conventions. With the
above notation, suppose that 17 or 220. Then the HM-problem is solved for
polynomials of degree 11 over Fq .
After Lemma 20.3, assume 16, 219. Table 19 is the relevant sieving table.
The outcome of Table 19 is that the HM-problem for n = 11 is solved unless q11.
For the remaining values of q, take k0 = 2 (except k0 = 1 when q = 8) and test whether
R = q2 − 6W(k0)s,q is positive. This leads to Table 20.
It follows from Table 20 that the HM-problem is solved in every case except possibly
when q = 7 (value in bold).
So suppose q = 7. When m = 6 it is only the standard problem that is of concern.
According to Proposition 8.4 (with k = P11,6 and k0 = 1) it sufﬁces that R = 7 32 −6s,

is positive. Clearly, in this case P11,6 = Q11 is prime to 6 and we have s = 2, 
 =
0.9991, s,
 = 3.00 and R > 0.51 > 0 so the standard problem for m = 6 is solved.
When m = 5 (standard or zero problem), the exponent of q in R may be taken as 52
yielding a positive result. When m = 4 (norm problem), taking m = 4 in R yields the
same outcome. The next lemma summarises the conclusion of this section.
Lemma 20.4. Assume n = 11 and the m-conventions hold. Then the HM-problem over
Fq is fully solved.
21. Degree 12 (q5)
Take n = 12. Because of the potentially large value of (q12 − 1) this case is more
delicate. For instance, when p > 5, then 30 is automatically a factor of q12 − 1.
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Lemma 21.1. Suppose that (k0, s) is a decomposition of q12 − 1. Suppose also that
q
5
2 > 25 · W(k0)s,
. (21.1)
Then the HM-problem, for any m satisfying the m-conventions, and any prescribed
value a ∈ Fq of the mth coefﬁcient am, is solved.
Proof. For m even use Proposition 10.2 and analogous results based on the z-criterion
to yield the (stronger) condition given by (21.1) with 25 replaced by 6 on the right-hand
side. For m odd (norm problem) use Proposition 12.2, except when m = 5, in which
case Proposition 12.3 yields (21.1) with 5m′25, with equality when q ≡ 1 (mod 5).

Express k = q12 − 1 as K1K2, where K1 is the product of all primes in q4 − 1 and
K2 is the product of all prime factors of q12 − 1 that do not divide q4 − 1: hence K2
divides q8 + q4 + 1. Then all prime divisors of K2 are ≡ 1 (mod 6).
Lemma 21.2. Suppose that the positive integer h is, such that (h)18. Then
W(h) < h
6
25 . (21.2)
Suppose, alternatively, that h is a product of primes ≡ 1 (mod 6) and (h)24.
Then W(h) < 34 · h
4
25 and hence
W(h) < (
√
h − 1) 825 . (21.3)
Lemma 21.3. Suppose that n = 12 and m5 satisﬁes the m-conventions. Suppose also
that 118 or 224. Then the HM-problem is solved for polynomials of degree 12
over Fq .
Proof. This follows the normal pattern. Note especially that, since 52 − 2425 − 3225 = 1350 ,
then, under the assumption that 118,224, it is required that q > (25)50/13,
a quantity less than 238, 064. Since, however, 118, then q > 585, 212. 
Assume therefore that 117,223. We obtain the sieving results as Table 21.
We remark that, in the compilation of the second and third lines of Table 21, recog-
nition was made of the fact that, in naively calculating the lower bound for 
, the
primes 7, 13 (and 19, in the second line) were entered twice (as notional factors of
both K1 and K2). A better bound was obtained by replacing these as factors of K1
(the worst case) by the next two (or three) smallest primes.
The outcome of Table 21 is that the HM-problem for n = 12 is solved unless q29.
In fact, except for the norm problem with m = 5, the use of 6 rather than 25 in (21.1)
yields a solution by general sieving, unless q13. The next table (Table 22) therefore
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Table 21
Sieving results for n = 12, q5
ˆ1 ˆ2 r s1 
0  q0 L1 L2
17 23 7 10 0.335 88.5 348.5 669.2 465.0
10 12 3 7 0.255 72.3 46.1 55.8 47.3
7 7 3 4 0.399 24.5 29.9
Table 22
Exact sieving for q, 5q13, n = 12 (standard problem)
q r s 
 s,
 R q r s 
 s,
 R
5 2 4 0.746 6.01 −88.5 7 2 5 0.641 8.23 −67.9
8 1 7 0.477 14.56 64.5 9 1 6 0.541 11.72 153.1
11 2 7 0.483 14.41 55.3 13 2 6 0.575 10.68 352.8
Table 23
Exact sieving for q, 5q17, n = 12 (norm problem)
q r s 
 s,
 R q r s 
 s,
 R
5 1 4 0.746 6.01 −35.1 7 0 5 0.641 8.23 7.8
8 1 6 0.620 10.0 −16.4 9 0 6 0.541 11.2 36.0
11 1 6 0.683 9.31 27.8 13 0 6 0.575 10.6 115.5
16 0 7 0.701 10.5 213.7 17 1 6 0.542 11.2 176.8
relates to the standard problem when q13 and is based on (21.1) with 6 (not 25).
For it k0 = gcd(6, q12 − 1) and R := q 52 − 6 · W(k0)s,
.
As a consequence of Table 22, when n = 12, the standard HM-problem (and zero
problem for m6) is solved, except possibly when q = 5 or 7 (values in bold). For
the zero problem with m5, one can use (21.1) with 3 as the exponent of q and 5
instead of 25. Easily, R is positive for q = 5 or 7.
There remains the norm problem, especially for m = 5 and q29. For these small
values of q it is beneﬁcial to sacriﬁce the exponent of q and use the basic criterion of
Proposition 12.2. Moreover, we can set k = Q12. The results for q17 are listed in
Table 23 wherein R := q2 − 5 · W(k0)s,
.
The next lemma summarises the conclusion of this section.
Lemma 21.4. Assume n = 12 and the m-conventions hold. Then the HM-problem over
Fq is solved for pairs (q,m) with the following possible exceptions:
(5, 6), (5, 5), (7, 6), (8, 5),
where when m = 5, only the norm problem may be exceptional.
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Table 24
Primitive polynomials for excluded pairs when n = 12, 5q8
q m g
5 6 2 x12 + x3 + 2x2 + 2 x12 + x6 + 2x + 2 x12 + 2x6 + 2x3 + x + 2
x12 − 2x6 + x3 + 2x + 2 x12 − x6 + x + 2
5 5 2 x12 + x5 + 2x2 + 2 x12 + 2x5 − 2x2 + 2 x12 − 2x5 − 2x2 + 2
x12 − x5 + 2x2 + 2
7 6 3 x12 + 3x2 + 2x + 3 x12 + x6 + x2 + 3x + 3 x12 + 2x6 + 3x2 + x + 3
x12 + 3x6 + x + 3 x12 − 3x6 + 2x3 + x2 − x + 3 x12 − 2x6 + x2 + 2x + 3
x12 − x6 + 3x2 + 2x + 3
8 5 g x12 + x5 + g2x2 + x + g x12 + gx5 + x3 + g2x2 + x + g x12 + g2x5 + g6x3 + x + g
x12 + g3x5 + x3 + g2x + g x12 + g4x5 + g4x3 + x + g x12 + g5x5 + g3x2 + g
x12 + g6x5 + gx2 + x + g
Finally, examples of primitive polynomials over Fq of degree 12 for the possible
exceptions listed in Lemma 21.4 were obtained directly, a total of 23 primitive poly-
nomials. These are exhibited in Table 24, which follows the pattern of Tables 10
and 13. In particular, when q = 8, the primitive element g ∈ F8 is a ﬁxed root of
x3 + x + 1 ∈ F2[x].
22. Degree 13 (q5)
Take n = 13. From Lemma 18.1, a uniﬁed criterion is
q3 > 49W(k0)s,
. (22.1)
Express k = q13 − 1 as K1K2, where K1 is the product of all primes in q − 1 and
K2 is the product of all prime factors of q13 − 1 that do not divide q − 1. All prime
divisors of K2 are ≡ 1 (mod 26).
Lemma 22.1. Suppose that n = 13 and m7 satisﬁes the m-conventions. Suppose also
that 15 or 213. Then the HM-problem is solved for polynomials of degree 13
over Fq .
Proof. Use the facts that W(h)<
√
h, (h)5 and W(h) < h 19 − 1, (h)13, the
latter provided all prime divisors of h are ≡ 1 (mod 26). 
Table 25 (corresponding to Table 11) is quick to compile.
The outcome of Table 25 is that the HM-problem is solved for n = 13, except
possibly when q = 5, 7, 8 or 9.
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Table 25
Sieving results for n = 13, q5
ˆ1 ˆ2 r s1 
0  q0 L1 L2
4 12 2 2 0.552 23.7 16.7 30 19.7
2 6 1 1 0.615 11.7 10.4
Suppose m = 7. When q = 5, 7 or 9, then gcd(m, q − 1) = 1, and, by (9.6) with
s = 1, it is sufﬁcient that 73 > 7 · 2, which evidently holds since 3. When q = 8,
so that P13,7 = Q13, it sufﬁces that 83 > 49 ·W(Q13), which holds since (Q13) = 3.
Suppose m6. A sufﬁcient criterion is then
q3 > 6 · 2.
This is implied by Proposition 10.2, etc., for m = 6, by Proposition 12.3 (since
gcd(5, q − 1) = 1 for the remaining values of q) and Proposition 11.2 for m = 5,
and by Propositions 12.2 and 12.4, etc., for m4.
The next lemma summarises the conclusion of this section.
Lemma 22.2. Assume n = 13 and the m-conventions hold. Then the HM-problem over
Fq is fully solved.
23. Degree 14 (q5)
Take n = 14. Although not as critical as for the analogous case of degree 10,
there is a large enough discrepancy in the criteria for m = 7 (standard problem) and
m = 6 (norm problem) to warrant separate treatments: indeed, this reduces the level of
calculation and eliminates the consideration of special cases.
23.1. The norm problem with m6
It sufﬁces to take k = E14, the part of q14 − 1 co-prime to q − 1. Thus k is odd.
The appropriate criterion is
q
5
2 > 6W(k0)s,
. (23.1)
Express the product of distinct primes in k = E14 as K1K2, where K1 (a factor
of q+1) is the product of all the odd prime divisors of q+1, and K2 is the product of
distinct prime factors of q14 − 1 that do not divide q2 − 1. Hence, K2 is a divisor
of q
14−1
q2−1 . In particular, all prime divisors of K2 are ≡ 1 (mod 14).
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Table 26
Sieving results for n = 14, q5 (norm problem)
ˆ1 ˆ2 r s1 
0  q0 L1 L2
7 19 1 6 0.250 97.1 16.8 104 21.9
2 7 1 1 0.368 23.7 12.6 14 13.8
1 6 0 1 0.573 12.4 7.4 14 8.8
1 5 0 1 0.578 10.6 5.2 14 5.6
1 4 0 1 0.585 8.82 4.8
Lemma 23.1. Suppose that n = 14 and m6. Suppose also that 18 or 220.
Then the norm-problem is solved for polynomials of degree 14 over Fq .
Proof. Use the facts that, for h odd, W(h)<
√
h((h)9), and, if all primes in h are
≡ 1 (mod 14), then W(h) < 34 · h
1
8 and hence W(h) < (h 16 − 1) 34 ((h)20). 
Accordingly, suppose 17 and 219. In this case the relevant sieving table
(Table 26) settles the issue.
23.2. The standard problem with m = 7
Under this heading we also address the zero problem for m7. Now, for a decom-
position of k = q14 − 1, we have the sufﬁcient condition
q3 > 7W(k0)s,
. (23.2)
Express the product of distinct primes in k = q14 − 1 as K1K2, where K1 is the
product of all the primes in q2 − 1 and K2 is the product of distinct prime factors of
q14 − 1 that do not divide q2 − 1. Hence, K2 is a divisor of q14−1q2−1 . Again, all prime
divisors of K2 are ≡ 1 (mod 14).
Lemma 23.2. Suppose that n = 14 and m = 7. Suppose also that 19 or 220.
Then the standard and zero problems are solved for polynomials of degree 14 over Fq .
Proof. Use the facts that W(h)<h
1
3 ((h)9), and, if all primes in h are ≡ 1 (mod 14),
then W(h) < (h
1
6 − 1) 34 ((h)20). 
Accordingly, suppose 18 and 219. In this case too the relevant sieving table
(Table 27) settles the issue.
The next lemma summarises the conclusion of this section.
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Table 27
Sieving results for n = 14, q5 (standard problem)
ˆ1 ˆ2 r s1 
0  q0 L1 L2
8 19 2 6 0.252 89.1 13.7 14.4 13.8
3 6 1 2 0.373 20.7 6.6 5.4 5.6
2 4 1 1 0.585 8.8 4.98
Table 28
Sieving results for n = 15, q5
ˆ1 ˆ2 r s1 
0  q0 L1 L2
9 17 3 6 0.295 76.5 16.98 31.0 22.9
5 8 2 3 0.364 29.4 9.80 13.2 9.81
4 6 2 2 0.469 16.9 8.15
Lemma 23.3. Assume n = 14 and the m-conventions hold. Then the HM-problem over
Fq is fully solved.
24. Degree 15 (q5)
Finally, take n = 15. The uniﬁed criterion is taken from Proposition 13.1, namely
q3 > 8W(k0)s,
. (24.1)
Express k = q15 − 1 as K1K2, where K1 is the product of all primes in q3 − 1 and
K2 is the product of all prime factors of q15 − 1 that do not divide q3 − 1: hence K2
divides q12 + q9 + q6 + q3 + 1. All prime divisors of K2 are ≡ 1 (mod 10).
Lemma 24.1. Suppose that n = 15 and m8 satisﬁes the m-conventions. Suppose also
that 110 or 218. Then the HM-problem is solved for polynomials of degree 15
over Fq .
Proof. Use the facts that W(h)<h
8
25 ((h)10), and, if all primes in h are
≡ 1 (mod 10), then W(h) < (h 14 − 1) 47 ((h)18). 
Accordingly, assume 19 and 217. Table 28 is the relevant sieving table.
The outcome of Table 28 is that the HM-problem for n = 15 is solved unless
5q8. For the three remaining values a small table (Table 29) was compiled using
explicit factorisation and the decomposition (k0, s) with k0 = 2 (q odd) and k0 = 1 for
q = 8. The requirement is that R is positive where R = q3 − 8W(k0)s,
.
The next lemma summarises the conclusion of this section.
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Table 29
Exact sieving for q, 5q8, n = 15
q r s 
 s,
 R q r s 
 s,
 R
5 1 4 0.629 6.76 16.7 7 1 5 0.622 8.43 208.1
8 0 6 0.489 12.2 16
Lemma 24.2. Assume n = 15 and the m-conventions hold. Then the HM-problem over
Fq is fully solved.
By combining the summarising lemmas of Sections 14–24 with the direct exhibition
of appropriate primitive polynomials in the residual cases, we ﬁnally achieve a complete
proof of Theorem 1.2.
25. Footnote: The irreducibility conjecture
The theory expounded in this article easily leads to a less computational solution
to the Hansen–Mullen irreducibility conjecture. Start from the uniﬁed criterion (13.2).
This was stated with k = qn − 1 for simplicity but evidently the same criterion with
qn − 1 replaced by any divisor k yields the existence of a k-free element of Fqn whose
characteristic polynomial over Fq has its mth coefﬁcient prescribed for any m with
1m < n.
Proposition 25.1. Suppose n5 and
q
n−4+εn
4 > n + εn, (25.1)
(with εn is as in Lemma 13.1). Then, for every m with 1m < n and every a ∈ Fq ,
there exists a (monic) irreducible polynomial of degree n over Fq whose mth coefﬁcient
is a.
Proof. By Zsigmondy’s theorem, given the pair (q, n) (= (2, 6)), there exists a prime
divisor ln of qn − 1 that does not divide qd − 1 for any smaller divisor d of n.
Consequently, granted that  ∈ Fqn is ln-free, it cannot lie in a proper subﬁeld of Fqn
and so its minimal polynomial over Fq has degree n. By the modiﬁed criterion (13.2)
(as noted above) with k = ln, this yields the condition (25.1). 
Already Proposition 25.1 settles the irreducibility conjecture except in a small number
of cases. For instance, for n9 (as was assumed for Theorem 1.2), it sufﬁces that
q > 10
2
3 = 4.64 . . . . Even for n = 5 or 6, it is enough that q > 36.
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