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A STOCHASTIC SEWING LEMMA AND APPLICATIONS
KHOA LÊ
Abstract. We introduce a stochastic version of Gubinelli’s sewing lemma
([Gub04]), providing a sufficient condition for the convergence in moments of
some random Riemann sums. Compared with the deterministic sewing lemma,
adaptiveness is required and the regularity restriction is improved by a half.
The limiting process exhibits a Doob-Meyer-type decomposition. Relations
with Itô calculus are established. To illustrate further potential applications,
we use the stochastic sewing lemma in studying stochastic differential equations
driven by Brownian motions or fractional Brownian motions with irregular
drifts.
1. Introduction
The sewing lemma was introduced by Gubinelli in [Gub04, Proposition 1]. It
generalizes earlier works of Young [You36] and Lyons [Lyo98], provides a sufficient
condition ensuring the convergence of some abstract Riemann sums. This point
of view was later highlighted in the work of Feyel and de La Pradelle [FdLP06,
Lemma 2.1], in which the lemma was called sewing lemma. The sewing lemma
is one of the essential tools in Lyons’ rough path theory ([Lyo98]).
The current article introduces a stochastic version of the sewing lemma, Theo-
rem 2.1 below. It relaxes the regularity assumption of the original sewing lemma
by a half but instead requires a certain adaptiveness of the considered increment
processes. In a multidimensional context, the sewing lemma is called reconstruc-
tion theorem and is introduced by Hairer [Hai14, Theorem 3.23]. Needless to say,
the reconstruction theorem also plays a fundamental role in the theory of regu-
larity structures. However, it is not clear at the moment of writing if a stochastic
reconstruction theorem is available.
We will describe the stochastic sewing lemma in detail in Section 2. While
its proof is reminiscent of [FdLP06], the new observation that we bring in is the
use of the Doob’s decomposition ([Doo53]). This approach naturally leads to a
unique decomposition of the constructed process into a martingale and a remain-
der (Theorem 2.3). Such result is reminiscent of the classical Doob-Meyer decom-
position, except that the remainder is not necessary a process of finite variation.
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Relations between the stochastic sewing lemma and Itô calculus are discussed
in Examples 2.8, 2.9 and 2.10. More precisely, we show that Itô integrations,
quadratic variations of certain martingales and Itô formulas can be formulated
and obtained by means of the stochastic sewing lemma. These examples suggest
that the essential elements of the stochastic sewing lemma have deep connections
with classical stochastic analysis. Furthermore, formulating these elements as a
single instrumental lemma provides new insights and leads to new applications.
To illustrate this point, we have included a few non-trivial applications, which
are briefly described below.
(i) Suppose {ft}t≥0 is a family of distributions with a certain negative regularity
index and X is a Markov process whose transition semigroup maps each ft to
a bounded continuous function. In Section 3, we provide a robust definition for
the additive functional
∫ ·
0 fs(Xs)ds which extends the classical integration in the
case f is continuous.
(ii) We consider the stochastic differential equation
Xxt = x+
∫ t
0
b(s,Xxs )ds+Wt , ∀t ≥ 0 , (1.1)
where x ∈ Rd, b ∈ [L∞([0, T ];Cα(Rd))]d for some α ∈ (0, 1) and W is a stan-
dard Brownian motion. In [FGP10], the authors show that the map x 7→ Xxt is
differentiable and its derivatives are Hölder continuous in the spatial variables.
However, because b is not differentiable, it is difficult to write down an equation
for the process Y := ∇Xx rigorously. We explain in Section 4 that Y satisfies
a system of Young-type differential equations. As a consequence, we show that
t 7→ ∇Xxt is Hölder continuous for every fixed x.
(iii) In Section 5, we study weak solutions of the stochastic differential equation
(1.1) with drift b ∈ [Lq([0, T ]; Cν(Rd))]d, for some suitable q ∈ [1,∞] and ν ∈
(−1, 0). Here, Cν(Rd) is the completion of C∞c (R
d) in the Besov-Hölder space
Bν∞,∞(R
d). Depending on each situation, existence and uniqueness in law of weak
solutions to (1.1) can be derived. We will not ponder on this problem in the article,
but rather refer readers to various examples in the literature, [FRW03, BC03,
HLM17,DD16,CC18,FIR17]. Starting from a pathwise solution (W,X) defined
on a complete probability space, we derive truncated Wiener chaos expansions
for φ(Xt), where φ is a regular deterministic test function. Consequently, we
obtain a criterion to determine if (W,X) is indeed a strong solution. Verifying
this criterion, however, is beyond the scope of the article. This result extends
previous works of Krylov and Veretennikov in [VK76,Ver81].
(iv) The stochastic sewing lemma is also capable in situations where Markov
properties are not apparent at first sight. In Section 6, we consider the stochastic
differential equation
Xt = x+
∫ t
0
b(r,Xr)dr +B
H
t , t ≥ 0 , (1.2)
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where x ∈ Rd, b is a Borel function in [Lq([0, T ];Lp(Rd))]d, p, q ∈ [1,∞]. Here
BH is a standard fractional Brownian motion with Hurst parameter H ∈ (0, 1
2
).
We obtain weak existence and uniqueness in law for (1.2) if
H
d
p
+
1
q
<
1
2
.
In addition, pathwise uniqueness and strong existence hold if
H
d
p
+
1
q
<
1
2
−H .
The former result relies on Girsanov transformation, while the later is obtained
by means of the stochastic sewing lemma. The results of Section 6 extend earlier
works of Nualart and Ouknine in [NO02,NO03] and Baños, Nilssen and Proske
in [BNP15].
(v) In Section 7, we investigate the averaging effect of fractional Brownian
motions. Namely, for a given distribution f in Lq([0, T ]; Cν(R)), ν ∈ R, the
random field
(t, x)→
∫ t
0
fr(B
H
r + x)dr
can be defined and has a joint-Hölder continuous (in the sense of [HL13]) version.
This type of regularity plays a central role in Catellier and Gubinelli’s study on
path-by-path uniqueness for stochastic differential equations driven by fractional
Brownian motions with distributional drifts ([CG16]). To obtain joint-Hölder con-
tinuity properties for such random fields, the method of [CG16] involves Fourier
transforms, moment estimates and chaining arguments. Here, we obtain these
properties by means of the stochastic sewing lemma and the multiparameter
Garsia-Rodemich-Rumsey inequality of Hu and Lê in [HL13]. In comparison
with [CG16], our approach provides explicit regularity exponents in space and
time simultaneously.
More recently, Hairer and Li in [HL19] have used the stochastic sewing lemma
introduced in the current paper to study averaging dynamics of slow and fast
systems where the slow system is driven by fractional Brownian motion with
Hurst parameter H > 1
2
.
We conclude the introduction with some notation which are used throughout
the article. For every ν ∈ R, Cν(Rd) denotes the completion of C∞c (R
d) in the
Besov-Hölder space Bν∞,∞(R
d). There are two reasons for choosing this space
instead of Bν∞,∞(R
d) itself. First, it does not restrict our range of applications
because Cν ⊂ Bν∞,∞ ⊂ C
ν′ for every ν > ν′. Hence, by adjusting the regularity
index, we can fit a model with Bν∞,∞(R
d) into a model with Cν
′
(Rd) for some ν ′ <
ν. Second, it simplifies our consideration by providing convenient approximations
by smooth functions. We refer to [Mey92] for more detail on the Besov-Hölder
spaces. For each integer k ≥ 0, Ckb (R
d) denotes the classical space of bounded
functions with bounded continuous derivatives up to order k. The notation .
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means ≤ C for some multiplicative non-negative constant C, whose value can
change from one line to another.
2. Stochastic sewing lemma
Hereafter, d ≥ 1 is a dimension, (Ω,F ,P) is a complete probability space,
m ≥ 2 is a fixed number, Lm denotes [L
m(Ω,F ,P)]d. Let us begin with the
following observation which will be employed several times. Often the case, one
would like to estimate moments of a sum of the form
S =
n∑
i=1
Zi ,
where Zi’s are some random variables in Lm. Without any additional structure,
one at least uses triangle inequality to obtain
‖S‖Lm ≤
n∑
i=1
‖Zi‖Lm .
Indeed, this kind of estimate is used to obtain the deterministic sewing lemma
([FdLP06]). Suppose in addition that there is an increasing sequence of σ-algebras
Fi ⊂ F such that Z1, · · · , Zi−1 ∈ Fi for every i. Then, using the so-called Doob’s
decomposition ([Doo53]), we can write
S =
n∑
i=1
E
FiZi +
n∑
i=1
(Zi − E
FiZi) =: S1 + S2 . (2.1)
Hereafter, EG denotes the expectation conditioned on a given σ-algebra G. Esti-
mating S1 by triangle inequality gives
‖S1‖Lm ≤
n∑
i=1
‖EFiZi‖Lm . (2.2)
S2 is a sum of martingale differences and can be estimated using Burkholder-
Davis-Gundy (BDG) inequality ([BDG72]) and Minkowski inequality,
‖S2‖Lm ≤ κm,d
∥∥∥∥∥
n∑
i=1
|Zi − E
FiZi|
2
∥∥∥∥∥
1
2
Lm/2
≤ κm,d
(
n∑
i=1
‖Zi − E
FiZi‖
2
Lm
) 1
2
, (2.3)
where κm,d is the constant in BDG inequality in Lm. One can estimate the sum
on the right-hand side further by mean of triangle inequality and contraction
property of conditional expectation, which yields
‖S2‖Lm ≤ 2κm,d
(
n∑
i=1
‖Zi‖
2
Lm
) 1
2
. (2.4)
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Hence, we have shown that
‖S‖Lm ≤
n∑
i=1
‖EFiZi‖Lm + 2κm,d
(
n∑
i=1
‖Zi‖
2
Lm
) 1
2
. (2.5)
The decomposition (2.1) and inequalities (2.2), (2.4), (2.5) are certainly well-
known. They appear, for instance, in Delarue and Diel’s [DD16] in an attempt to
identify the distributional drift of a diffusion. In the current article, we apply the
identity (2.1) and inequalities (2.2), (2.4) in the sewing lemma of [Gub04,FdLP06].
This approach yields a stochastic version of the sewing lemma, Theorem 2.1 below.
Its proof is postponed until Subsection 2.2.
Theorem 2.1. [Stochastic sewing lemma] Let (Ω,F ,P) be a complete probability
space equipped with a filtration {Ft}t≥0 such that F0 contains P-null sets. Let
S < T be fixed non-negative numbers, m ≥ 2 be a real number. Let (As,t)S≤s≤t≤T
be a stochastic process with values in Rd such that
(i) for every S ≤ s ≤ t ≤ T , As,s = 0 and As,t is Ft-measurable,
(ii) the map (s, t) 7→ As,t is right-continuous from [S, T ]
2
≤ = {(s, t) ∈ [S, T ]
2 :
s ≤ t} to Lm.
We put δAs,u,t := As,t−As,u−Au,t for every triplet s ≤ u ≤ t. Suppose that there
are non-negative constants Γ1,Γ2 and positive constants ε1, ε2 such that for any
S ≤ s ≤ u ≤ t ≤ T ,
‖EFsδAs,u,t‖Lm ≤ Γ1|t− s|
1+ε1 , (2.6)
‖δAs,u,t‖Lm ≤ Γ2|t− s|
1
2
+ε2 . (2.7)
Then, there exists a unique (up to modifications) {Ft}-adapted stochastic process
A satisfying the following properties
(2.1a) the map A : [S, T ]→ Lm is right-continuous and AS = 0,
(2.1b) there are non-negative constants C1, C2 such that
‖At −As − As,t‖Lm ≤ C1|t− s|
1+ε1 + C2|t− s|
1
2
+ε2 (2.8)
and
‖EFs(At −As − As,t)‖Lm ≤ C1|t− s|
1+ε1 (2.9)
for every S ≤ s ≤ t ≤ T .
The least constants C1, C2 are at most Γ1(1− 2
−ε1)−1 and 2κm,dΓ2(1− 2
−ε2)−1
respectively.
Furthermore, for every fixed (s, t) ∈ [S, T ]2≤ and any partition pi = {s = t0 <
t1 < · · · < tN = t} of [s, t], define the Riemann sum
Apis,t :=
N−1∑
i=0
Ati,ti+1 .
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Then Apis,t converges to At−As in Lm as the mesh size |pi| := maxi |ti+1− ti| goes
to 0.
In the previous statement, the fact that F0 contains P-null sets is necessary
to ensure that modifications of an {Ft}-adapted process are still {Ft}-adapted.
By right-continuity of the map A : [S, T ]2≤ → Lm, we mean that limn ‖Asn,tn −
As,t‖Lm = 0 for every (s, t) ∈ [S, T ]
2
≤ and every sequence {(sn, tn)}n in [S, T ]
2
≤
such that the sequences {sn}, {tn} are decreasing and limn(sn, tn) = (s, t).
Remark 2.2. If A : [S, T ]2≤ → Lm is continuous, we see from (2.8) that A :
[S, T ]→ Lm is also continuous.
The next result is a kind of Doob-Meyer decomposition.
Theorem 2.3. Suppose that the hypotheses of Theorem 2.1 holds. In addition,
we assume that {Ft} is right-continuous and there are constants Γ3 ≥ 0, ε3 > 0
such that
‖EFsAu,t − E
FuAu,t‖Lm ≤ Γ3|t− s|
1
2
+ε3 , (2.10)
for every S ≤ s ≤ u ≤ t ≤ T . Then, there exist {Ft}-adapted stochastic processes
M,J and non-negative constants C1, C2, C3 satisfying the following properties
(2.3a) A =M+ J and the maps M,J : [S, T ]→ Lm are right-continuous,
(2.3b) (Ms)S≤s≤T is an {Ft}-martingale with MS = 0,
(2.3c) for any S ≤ s ≤ t ≤ T ,
‖Mt −Ms − As,t + E
FsAs,t‖Lm ≤ C2|t− s|
1
2
+ε2 + C3|t− s|
1
2
+ε3 , (2.11)
(2.3d) for any S ≤ s ≤ t ≤ T ,
‖Jt − Js − E
FsAs,t‖Lm ≤ C1|t− s|
1+ε1 + C3|t− s|
1
2
+ε3 , (2.12)
(2.3e) for any S ≤ s ≤ t ≤ T ,
‖EFs(Jt − Js − As,t)‖Lm ≤ C1|t− s|
1+ε1 . (2.13)
Given A, we have the following characterizations.
(2.3f) The pair of processes (M,J ) is characterized uniquely by the set of prop-
erties (2.3a), (2.3b), (2.3c) or, alternatively by the set of properties (2.3a),
(2.3b), (2.3d).
(2.3g) The process M is characterized uniquely by (2.3b) and (2.3c).
(2.3h) The process J is characterized uniquely by (2.3d), (2.3e) and the fact that
JS = 0.
The least constants C1, C2, C3 are at most Γ1(1− 2
−ε1)−1, 2κm,dΓ2(1− 2
−ε2)−1
and κm,dΓ3(1− 2
−ε3)−1 respectively.
Furthermore, for every fixed s, t ∈ [S, T ] with s ≤ t and any partition pi = {s =
t0 < t1 < · · · < tN = t} of [s, t], define the Riemann sums
Mpis,t :=
N−1∑
i=0
(
Ati,ti+1 − E
FtiAti,ti+1
)
and Jpis,t :=
N−1∑
i=0
E
FtiAti,ti+1 .
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Then Mpis,t and J
pi
s,t converge to Mt −Ms and Jt − Js respectively in Lm as |pi|
goes to 0.
Theorem 2.3 can be considered as a consequence of Theorem 2.1. Indeed, we
consider
Js,t = E
FsAs,t and Ms,t = As,t − E
FsAs,t .
Then, for every s ≤ u ≤ t, we have
δJs,u,t = E
FsδAs,u,t +
(
E
FsAu,t − E
FuAu,t
)
,
δMs,u,t =
(
δAs,u,t − E
FsδAs,u,t
)
−
(
E
FsAu,t − E
FuAu,t
)
,
and
E
FsδJs,u,t = E
FsδAs,u,t , E
FsδMs,u,t = 0 .
The conditions (2.6), (2.7) and (2.10) on A are sufficient to ensure that J and
M satisfy (2.6) and (2.7). The right-continuity assumption on the filtration
{Ft} implies that J,M : [0, T ]
2
≤ → Lm are right-continuous maps. From here,
by applying Theorem 2.1, the processes J and M can be constructed and the
estimates (2.11)-(2.13) can be derived from (2.8) and (2.9). However, to find
the least values of the constants C1, C2, C3 as stated in Theorem 2.3, we have to
follow the arguments used in the proof of Theorem 2.1. Hence, we will deliver a
detailed proof of Theorem 2.3 in Subsection 2.2.
For each interval [S, T ], we put DS,T := {S + k2
−n(T − S) : n ≥ 0; k =
0, 1, . . . , 2n}, which is the collection of dyadic points of [S, T ]. In the next result,
we drop the continuity required on A but impose a stronger condition than (2.7).
Theorem 2.4. Let (Ω,F ,P) be a complete probability space equipped with a filtra-
tion {Ft}t≥0 such that F0 contains P-null sets. Let S < T be fixed non-negative
numbers, m ≥ 2 be a real number. Let (As,t)S≤s≤t≤T be a stochastic process with
values in Rd which satisfies (i) of Theorem 2.1. In addition, we assume that A
satisfies the inequality (2.6) for every S ≤ s ≤ u ≤ t ≤ T and
‖As,t‖Lm ≤ Γ4|t− s|
1
2
+ε4 ∀S ≤ s ≤ t ≤ T , (2.14)
for some constants Γ1,Γ4 ≥ 0 and ε1, ε4 > 0. Then, there exists a unique (up to
modifications) {Ft}-adapted stochastic process A satisfying the following proper-
ties
(2.4a) the map A : [S, T ]→ Lm is continuous and AS = 0,
(2.4b) there are non-negative constants C1, C4 such that for every s, t ∈ DS,T
with s ≤ t, A satisfies the inequality
‖At −As‖Lm ≤ C1|t− s|
1+ε1 + C4|t− s|
1
2
+ε4 (2.15)
and inequality (2.9).
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The least constants C1, C4 are at most 2κm,dΓ2(1 − 2
−ε2)−1 and Γ4(6κm,d(1 −
2−ε4)−1 + 1) respectively.
Furthermore, for every fixed s, t ∈ DS,T with s ≤ t and any partition {ti}i of
[s, t] such that {ti}i ⊂ DS,T , the Riemann sum
∑N−1
i=0 Ati,ti+1 converges to At−As
in Lm as the mesh size maxi |ti+1 − ti| goes to 0.
Since A : [S, T ] → Lm is continuous, the inequality (2.15) actually holds for
every (s, t) ∈ [S, T ]2≤. The conclusions of Theorem 2.4 are very similar to those
of Theorem 2.1 except for the restriction that the time points in (2.9) and in the
Riemann sum approximation are dyadic points of [S, T ]. This is due to the lack
of right-continuity of A. Although Theorem 2.1 does not directly imply Theorem
2.4, the proofs of these two results share some common arguments. We present
them altogether in Subsection 2.2.
For later purposes, it is convenient to view the resulting processes in Theorems
2.1, 2.3 and 2.4 as operators whose input is the increment process A. This leads
to the following convention.
Definition 2.5. In the contexts of Theorems 2.1, 2.3 and 2.4, we denote I[A] =
A, M[A] =M and J [A] = J .
Notice that from Theorems 2.1, 2.3 and 2.4, the processes I[A],M[A],J [A]
have explicit constructions as limits of certain Riemann sums involving A. In
addition, from the discussion succeeding Theorem 2.3, we see that in the context
of Theorem 2.3, J ,M and I are related by
J [A] = I
[
(s, t) 7→ EFsAs,t
]
and M[A] = I
[
(s, t) 7→ As,t − E
FsAs,t
]
.
We conclude with a few refined observations.
Proposition 2.6. In the context of Theorem 2.4, suppose that there are non-
negative constants C5, C6 and positive constants ε5, ε6 such that
‖As,t‖Lm ≤ C5|t− s|
1
2
+ε5 (2.16)
and
‖EFsAs,t‖Lm ≤ C6|t− s|
1+ε6 (2.17)
for every dyadic points s, t of [S, T ] with s ≤ t. Then I[A] = 0.
Proof. From Theorem 2.4, we can directly verify that the zero process satisfies
(2.4a) and (2.4b). This means I[A] = 0. 
Corollary 2.7. Let A be the process in Theorem 2.4. For every s, t ∈ [S, T ],
define
A
(1)
s,t = E
FsAs,t and A
(2)
s,t = E
Fs(It[A]− Is[A]) .
Then A(1), A(2) satisfy the hypotheses of Theorem 2.4 and I[A(1)] = I[A(2)] =
I[A].
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Proof. This result amounts to verifying conditions (2.16) and (2.17) of Proposi-
tion 2.6 for A − A(1) and A − A(2). In both cases, (2.16) and (2.17) are either
trivial or consequences of (2.9) and (2.15). 
2.1 Relations with Itô calculus. To see that the conditions (2.6), (2.7) and
(2.10) are natural, let us see how the stochastic sewing lemma is related to Itô
calculus. This is established through the following examples.
Example 2.8. Let B be a standard Brownian motion in Rd with respect to a
filtration {Ft}, which satisfies the usual condition. We wish to define the Itô
integral
∫ T
0 f(Bs) ⊗ dBs, where f : R
d → Rd is a Hölder continuous function
with exponent τ ∈ (0, 1]. We define As,t = f(Bs) ⊗ (Bt − Bs). Then for every
s ≤ u ≤ t,
δAs,u,t = −[f(Bu)− f(Bs)]⊗ (Bt − Bu) .
It follows that for every m ≥ 2,
‖δAs,u,t‖Lm ≤ ‖f‖Cτ |t− s|
1
2
+ τ
2 and EFsδAs,u,t = 0 .
In other words, A satisfies conditions (2.6) and (2.7), respectively with Γ1 = 0,
Γ2 = ‖f‖Cτ and ε2 =
τ
2
. By Theorem 2.1, we can define∫ T
0
f(Bs)⊗ dBs := lim
maxi |ti+1−ti|↓0
∑
i
f(Bti)⊗ (Bti+1 − Bti) in Lm,
where {ti} is any partition of [0, T ]. The estimates (2.8) and (2.9), respectively,
become
‖
∫ t
s
f(Br)⊗ dBr − f(Bs)⊗ (Bt − Bs)‖Lm ≤ 2κm,d(1− 2
− τ
2 )−1‖f‖Cτ |t− s|
1
2
+ τ
2
and
‖EFs
∫ t
s
f(Br)⊗ dBr − E
Fsf(Bs)⊗ (Bt −Bs)‖Lm ≤ 0 .
Since EFsf(Bs)⊗(Bt−Bs) = 0, the previous estimate implies that
∫ ·
0 f(Br)⊗dBr
is a martingale.
Alternatively, we can also see that
∫ ·
0 f(Br)⊗dBr is a martingale from Theorem
2.3. Indeed, we note that EFsAs,t = 0 for every s ≤ t. In particular, (2.10) is
satisfied with Γ3 = 0. By Theorem 2.3, we have the decomposition
∫ t
0 f(Bs) ⊗
dBs = Mt + Jt. We observe that the process J ≡ 0 satisfies (2.12). Hence, by
(2.3f),
∫ ·
0 f(Bs)⊗ dBs =M, which is a martingale.
Lastly, we point out an interesting implication of the uniqueness part of Theo-
rem 2.1. The Itô integral
∫ ·
0 f(B)⊗dB is the unique adapted process ϕ : [0, T ]→
Lm such that ϕ0 = 0 and
‖ϕt − ϕs − f(Bs)⊗ (Bt − Bs)‖Lm . |t− s|
1
2
+ε , (2.18)
‖EFs(ϕt − ϕs)‖Lm . |t− s|
1+ε (2.19)
for every s ≤ t for some ε > 0.
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Example 2.9 (Quadratic variation). Let (Ω,F ,P) be a complete probability
space and {Ft} be a filtration which satisfies the usual conditions. Let M be an
{Ft}-martingale in R
d such that M : [0, T ]→ L4 is continuous. Assume that M
satisfies
‖Ms,t‖L4 ≤ C|t− s|
1
4
+ε ∀s ≤ t , (2.20)
for some ε > 0 and C > 0. Here, we adopt the notation Ms,t = Mt −Ms. We
consider As,t =Ms,t⊗Ms,t, which is a random element in R
d⊗Rd for every fixed
s ≤ t. It is straightforward to verify that A : [S, T ]2≤ → L2 ⊗ L2 is continuous
and for every s ≤ u ≤ t
δAs,u,t =Ms,u ⊗Mu,t +Mu,t ⊗Ms,u .
It follows that ‖δAs,u,t‖L2 . |t−s|
1
2
+ε and EFsδAs,u,t = 0. By Theorem 2.1, there
exists a unique adapted process, denoted by 〈M〉 such that 〈M〉 : [0, T ]→ L2⊗L2
is continuous, 〈M〉0 = 0,
‖〈M〉s,t−Ms,t⊗Ms,t‖L2 . |t−s|
1
2
+ε and EFs〈M〉s,t = E
Fs (Ms,t ⊗Ms,t) (2.21)
for every s ≤ t. Here, we use the notation 〈M〉s,t = 〈M〉t − 〈M〉s.
Observing that EFs(Ms,t ⊗Ms,t) = E
Fs(Mt ⊗Mt −Ms ⊗Ms), the identity in
(2.21) implies that M· ⊗ M· − 〈M〉· is a martingale. Hence, 〈M〉 (defined via
Theorem 2.1 as above) is indeed the quadratic variation of M (see for instance
[KS91, Definition 5.3]). Furthermore, from the convergence of Riemann sums, we
have
〈M〉t = lim
maxi |ti+1−ti|↓0
∑
i
Mti,ti+1 ⊗Mti,ti+1 in L2
for every partition {ti} of [0, t]. Finally, for martingales satisfying (2.20), the
quadratic variation 〈M〉 is the unique adapted process ϕ : [0, T ]→ L2 ⊗ L2 such
that
‖ϕt − ϕs −Ms,t ⊗Ms,t‖L2 . |t− s|
1
2
+ε , (2.22)
‖EFs(ϕt − ϕs −Ms,t ⊗Ms,t)‖L2 . |t− s|
1+ε (2.23)
for every s < t and for some ε > 0.
Example 2.10 (Itô formula). Let M be the martingale as in the previous exam-
ple and f be a function in C2b (R
d). Let us explain how to obtain the following
Itô’s formula, which is well-known, by stochastic sewing lemma
f(Mt)− f(M0) =
∫ t
0
〈∇f(Ms), dMs〉+
∫ t
0
〈∇2f(Ms), d〈M〉s〉 .
First, we explain how the two integrals on the right-hand side can be defined
by means of the stochastic sewing lemma. By considering the increment process
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(s, t) 7→ 〈∇f(Ms),Ms,t〉 (as in Example 2.8), we see that the integral
∫
〈∇f(Ms), dMs〉
can be defined using Theorem 2.1 and it is the unique martingale which satisfies
‖
∫ t
s
〈∇f(M), dM〉 − ∇f(Ms)Ms,t‖L2 . |t− s|
1
2
+ε (2.24)
for every s ≤ t for some ε > 0. Observe that ‖〈∇2f(Ms), 〈M〉s,t〉‖L2 . |t −
s|
1
2
+ε because ‖〈M〉s,t‖L2 . |t − s|
1
2
+ε (see (2.21) and (2.20)). So the integral∫
〈∇2f(M), d〈M〉〉 can be defined using Theorem 2.1 and it satisfies
‖
∫ t
s
〈∇2f(M), d〈M〉〉 − EFs〈∇2f(Ms), 〈M〉s,t〉‖L2 . |t− s|
1
2
+ε , (2.25)
‖EFs
∫ t
s
〈∇2f(M), d〈M〉〉 − EFs〈∇2f(Ms), 〈M〉s,t〉‖L2 . |t− s|
1+ε (2.26)
for every s ≤ t and for some ε > 0.
We consider As,t = f(Mt)− f(Ms). By Taylor expansion, we have
As,t = 〈∇f(Ms),Ms,t〉+ 〈∇
2f(Ms),Ms,t ⊗Ms,t〉+O(|t− s|
1
2
+ε) . (2.27)
where O(h) is some quantity such that ‖O(h)‖L2 . h. In particular, invoking
(2.20), we obtain EFsAs,t = O(|t−s|
1
2
+ε). This implies that As,t satisfies (2.10). It
is evident that δAs,u,t = 0. Applying Theorem 2.3, we see that f(Mt)− f(M0) =
Mt+Jt where M is square integrable martingale, J is an adapted process with
M0 = J0 = 0. By (2.3g) and (2.3h), to show that M =
∫
〈∇f(M), dM〉 and
J =
∫
〈∇2f(M), d〈M〉〉, it suffices to show the following inequalities
‖
∫ t
s
〈∇f(M), dM〉 − [f(M)s,t − E
Fsf(M)s,t]‖L2 . |t− s|
1
2
+ε ,
‖
∫ t
s
〈∇2f(M), d〈M〉〉 − EFsf(M)s,t‖L2 . |t− s|
1
2
+ε ,
‖EFs
∫ t
s
〈∇2f(M), d〈M〉〉 − EFsf(M)s,t‖L2 . |t− s|
1+ε
for every s ≤ t for some ε > 0. Once again, here we use the notation f(M)s,t =
f(Mt) − f(Ms). These inequalities follows directly from (2.21), (2.24), (2.25),
(2.26) and the following estimates (derived from (2.27))
f(M)s,t − E
Fsf(M)s,t = 〈∇f(Ms),Ms,t〉+O(|t− s|
1
2
+ε)
and
E
Fsf(M)s,t = 〈∇
2f(Ms),E
Fs [Ms,t ⊗Ms,t]〉+O(|t− s|
1
2
+ε) .
2.2 Proofs. We now present the proofs of Theorems 2.1, 2.3 and 2.4.
Proof of Theorem 2.1. Step 1. Fix (s, t) in [S, T ]2≤. For each integer n ≥ 1, let
pin = {s = tn0 < t
n
1 < · · · < t
n
2n = t} be the dyadic partition of [s, t] with mesh
12 K. LÊ
size |pin| = |tni − t
n
i+1| = 2
−n(t− s). Define
Ans,t =
2n−1∑
i=0
Atni ,tni+1 . (2.28)
For each n, i, let uni be the midpoint of [t
n
i , t
n
i+1]. We have
Ans,t −A
n+1
s,t =
2n−1∑
i=0
δAtni ,uni ,tni+1 = I1 + I2 (2.29)
where
I1 =
2n−1∑
i=0
E
Ftn
i δAtni ,uni ,tni+1 and I2 =
2n−1∑
i=0
(
δAtni ,uni ,tni+1 − E
Ftn
i δAtni ,uni ,tni+1
)
. (2.30)
Observe that Ans,t−A
n+1
s,t , I1, I2 correspond respectively to S, S1, S2 in (2.1). Hence,
applying the inequalities (2.2) and (2.4) in conjunction with (2.6) and (2.7) re-
spectively, we have
‖I1‖Lm ≤
2n−1∑
i=0
‖E
Ftn
i δAtni ,uni ,tni+1‖Lm
≤ Γ1|t− s|
1+ε1
2n−1∑
i=0
2−n(1+ε1) = Γ1|t− s|
1+ε12−nε1 , (2.31)
and
‖I2‖Lm ≤ 2κm,d
(
2n−1∑
i=0
‖δAtni ,uni ,tni+1‖
2
Lm
) 1
2
≤ 2κm,d
(
Γ22|t− s|
1+2ε2
2n−1∑
i=0
2−n(1+2ε2)
) 1
2
= 2κm,dΓ2|t− s|
1
2
+ε22−nε2 .
(2.32)
Hence, we have shown that
‖Ans,t −A
n+1
s,t ‖Lm ≤ Γ1|t− s|
1+ε12−nε1 + 2κm,dΓ2|t− s|
1
2
+ε22−nε2 .
This implies that the limit As,t := limnA
n
s,t exists in Lm and satisfies
‖As,t −As,t‖Lm ≤
∞∑
n=0
‖Ans,t − A
n+1
s,t ‖Lm
≤
Γ1
1− 2−ε1
|t− s|1+ε1 +
2κm,dΓ2
1− 2−ε2
|t− s|
1
2
+ε2 . (2.33)
It is evident that As,t is Ft-measurable. Furthermore, observe that E
FsI2 = 0,
the relation (2.29) also yields
E
Fs(Ans,t − A
n+1
s,t ) = E
FsI1 .
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In view of the moment estimate for I1 above, this implies that
‖EFs(As,t −As,t)‖Lm ≤
Γ1
1− 2−ε1
|t− s|1+ε1 . (2.34)
Step 2. Existence: It is straightforward to see that An : [S, T ]2≤ → Lm is right-
continuous and the convergence limnA
n = A in Lm is uniform on [S, T ]
2
≤. This
implies that A : [S, T ]2≤ → Lm is right-continuous.
For each t ∈ [S, T ], we define At = AS,t. It is obvious that A : [0, T ] → Lm
is right-continuous, AS = AS,S = 0 and At is Ft-measurable for every t ∈ [S, T ].
From the construction above, we see that As,t = At−As (in Lm) for every dyadic
points s, t of [S, T ] with s ≤ t. Using right-continuity of A and A as Lm-valued
mappings, we obtain that As,t = At − As (in Lm) for every points s, t of [S, T ]
with s ≤ t. From here, we deduce the estimates (2.8) and (2.9) respectively
from (2.33) and (2.34). We have shown that A satisfies the properties (2.1a) and
(2.1b).
Step 3. Uniqueness: We show that properties (2.1a) and (2.1b) uniquely de-
termine the process A. Suppose A¯ is (another) adapted process on [S, T ] which
satisfies A¯ : [S, T ]→ Lm is right-continuous, A¯S = 0 and for every S ≤ s ≤ t ≤ T
‖A¯t − A¯s − As,t‖Lm ≤ C¯|t− s|
1
2
+ε¯ ,
‖EFs(A¯t − A¯s −As,t)‖Lm ≤ C¯|t− s|
1+ε¯
for some positive constants C¯, ε¯. Then the difference A˜ = A− A¯ satisfies
‖A˜t − A˜s‖Lm ≤ C|t− s|
1
2
+ε and ‖EFs(A˜t − A˜s)‖Lm ≤ C|t− s|
1+ε (2.35)
for every S ≤ s ≤ t ≤ T , for some positive constants C, ε. Let us now fix a
t ∈ [S, T ], an integer n ≥ 1 and put ti = S + i2
−n(t − S) for each i = 0, . . . , 2n.
We write
A˜t =
2n−1∑
i=0
(
A˜ti+1 − A˜ti
)
and apply inequality (2.5) (with Fi = Fti) to obtain that
‖A˜t‖Lm ≤
2n−1∑
i=0
‖EFti
(
A˜ti+1 − A˜ti
)
‖Lm + 2κm,d
(
2n−1∑
i=0
‖A˜ti+1 − A˜ti‖
2
Lm
) 1
2
.
In view of (2.35), the above inequality yields ‖A˜t‖Lm . 2
−nε for all integer n ≥ 1.
This means At = A¯t a.s. for all t ∈ [S, T ].
Step 4. Convergence of Riemann sums: We write
At −As − A
pi
s,t =
∑
i
(
Ati+1 −Ati − Ati,ti+1
)
14 K. LÊ
and apply inequality (2.5) to obtain that
‖At −As − A
pi
s,t‖Lm ≤
∑
i
‖EFti (Ati+1 −Ati − Ati,ti+1)‖Lm
+ 2κm,d
(∑
i
‖Ati+1 −Ati − Ati,ti+1‖
2
Lm
) 1
2
.
In conjunction with (2.8) and (2.9), the above inequality implies that
‖At −As − A
pi
s,t‖Lm . |pi|
ε1 + |pi|(
1
2
+ε1)∧ε2 .
This means that lim|pi|→0A
pi
s,t = At −As in Lm. 
Proof of Theorem 2.3. We continue using the notation in the proof of Theorem
2.1.
Existence: Fix (s, t) in [S, T ]2≤. For each integer n ≥ 1, let pi
n = {s = tn0 < t
n
1 <
· · · < tn2n = t} be the dyadic partition of [s, t] with mesh size |pi
n| = |tni − t
n
i+1| =
2−n(t− s). Define
Mns,t =
2n−1∑
i=0
(
Atni ,tni+1 − E
Ftn
i Atni ,tni+1
)
and Jns,t =
2n−1∑
i=0
E
Ftn
i Atni ,tni+1 .
For each n, i, let uni be the midpoint of [t
n
i , t
n
i+1]. To show the convergence of J
n
s,t,
we use the relation Jns,t − J
n+1
s,t = I1 + I3, where I1 is defined in (2.30) and
I3 =
2n−1∑
i=0
(
E
Ftn
i Auni ,tni+1 − E
Fun
i Auni ,tni+1
)
.
Observe that, similar to S2 and I2, I3 is a sum of martingale differences. Hence,
similar to (2.4), by applying BDG inequality, Minkowski inequality and condition
(2.10), we obtain that
‖I3‖Lm ≤ κm,d
(
2n−1∑
i=0
‖E
Ftn
i Auni ,tni+1 − E
Fun
i Auni ,tni+1‖
2
Lm
) 1
2
≤ κm,d
(
Γ23|t− s|
1+2ε3
2n−1∑
i=0
2−n(1+2ε3)
) 1
2
= κm,dΓ3|t− s|
1
2
+ε32−nε3 . (2.36)
Combining with the estimate for I1 in (2.31), it follows that
‖Jns,t − J
n+1
s,t ‖Lm ≤ Γ1|t− s|
1+ε12−nε1 + κm,dΓ3|t− s|
1
2
+ε32−nε3 .
This implies that the limit Js,t := limn J
n
s,t exists in Lm and satisfies
‖Js,t − Js,t‖Lm ≤
∞∑
n=0
‖Jns,t − J
n+1
s,t ‖Lm
≤
Γ1
1− 2−ε1
|t− s|1+ε1 +
κm,dΓ3
1− 2−ε3
|t− s|
1
2
+ε3 . (2.37)
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To show the convergence of Mns,t, observe that M
n
s,t −M
n+1
s,t = I2 − I3 where
I2 is defined in (2.30) and I3 is defined previously. Using the estimates (2.32),
(2.36) and an analogous argument used to construct Js,t, it follows that the limit
Ms,t := limnM
n
s,t exists in Lm and satisfies
‖Ms,t −Ms,t‖Lm ≤
2κm,dΓ2
1− 2−ε2
|t− s|
1
2
+ε2 +
κm,dΓ3
1− 2−ε3
|t− s|
1
2
+ε3 . (2.38)
Using the fact that {Ft} is right-continuous, we see thatM
n, Jn : [S, T ]2≤ → Lm
are right-continuous maps. The convergences of Mn, Jn respectively to M ,J in
Lm are uniform on [S, T ]
2
≤. Thus, the maps M ,J : [S, T ]
2
≤ → Lm are right-
continuous. For each t ∈ [S, T ], we defineMt = MS,t and Jt = JS,t. It is evident
that M,J : [S, T ] → Lm are right continuous maps, MS = JS = 0, Mt,Jt are
Ft-measurable and At =Mt + Jt a.s. for every t ∈ [S, T ].
Following the corresponding argument in the proof of Theorem 2.1, we see that
Ms,t =Mt−Ms and Js,t = Jt−Js a.s. for every (s, t) ∈ [S, T ]
2
≤. The estimates
(2.37), (2.38) imply (2.12) and (2.11) respectively. For every (s, t) ∈ [S, T ]2≤, we
have EFsMns,t = 0 and hence,
E
Fs(Mt −Ms) = E
FsMs,t = lim
n
E
FsMns,t = 0.
This shows that {Mt}t∈[S,T ] is a martingale. The estimate (2.13) is obtained from
(2.9) and the fact that EFs(At −As) = E
Fs(Jt − Js).
Uniqueness: Suppose (M,J ) and (M¯, J¯ ) are two pairs of processes which
satisfy (2.3a), (2.3b) and (2.3c) with the same processes A and A. Then the
difference processes M˜ =M−M¯ and J˜ = J − J¯ satisfy
M˜t = −J˜t a.s. and ‖J˜t − J˜s‖Lm ≤ C|t− s|
1
2
+ε (2.39)
for every S ≤ s ≤ t ≤ T , for some constants C ≥ 0 and ε > 0. The process
M˜, being a square integrable martingale with super-diffusive increments, ought
to be a constant process. Since MS = M¯S = 0, this implies that M = M¯ and
J = J¯ .
If instead, (M,J ) and (M¯, J¯ ) satisfy (2.3a), (2.3b) and (2.3d) with the same
processes A and A, the difference processes M˜ and J˜ also satisfy (2.39). Hence,
we also have M = M¯ and J = J¯ . This shows the claim (2.3f).
Since M is obtained by applying Theorem 2.1 to (s, t) 7→ As,t − E
FsAs,t, the
characterization ofM in (2.3g) follows from the uniqueness part of Theorem 2.1.
One can show the characterization of J in (2.3h) analogously.
Convergences of Riemann sums: We observe the following identities
Mt −Ms −M
pi
s,t =
∑
i
(
Mti+1 −Mti − Ati,ti+1 + E
FtiAti,ti+1
)
,
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and
Jt − Js − J
pi
s,t =
∑
i
(
Jti+1 −Jti − E
Fti (Ati+1 −Ati)
)
+
∑
i
E
Fti (Ati+1 −Ati − Ati,ti+1) .
Each former sum on the right-hand sides above is a sum of martingale differences.
(Note that EFti (Ati+1 −Ati) = E
Fti (Jti+1 −Jti) by (2.3a) and (2.3b).) Similar to
showing the convergence of Apis,t, we can show the desired convergences ofM
pi
s,t and
Jpis,t by applying BDG inequality, triangle inequality and estimates (2.11), (2.12)
to the corresponding decompositions for M and J . We omit the detail. 
Proof of Theorem 2.4. Observe that (2.14) implies (2.7) with Γ2 = 3Γ4, ε2 = ε4.
Hence, Step 1 of the proof of Theorem 2.1 is still valid since the regularity of
A : [S, T ]2≤ → Lm is not used there. This gives the existence of the limit As,t =
limnA
n
s,t in Lm for every (s, t) ∈ [S, T ]
2
≤, where A
n
s,t is defined in (2.28). For
each t ∈ DS,T , we define At = AS,t. From the construction of A, we have
As,t = At−As for every dyadic points s, t of [S, T ] such that s ≤ t. From (2.33),
(2.34) and (2.14), it follows that A satisfies (2.9) and
‖At −As‖Lm ≤
Γ1
1− 2−ε1
|t− s|1+ε1 +
(
2κm,dΓ2
1− 2−ε2
+ Γ4
)
|t− s|
1
2
+ε4 (2.40)
for every dyadic points s, t of [S, T ] such that s ≤ t. This yields (2.15). In
addition, the previous estimate and the fact that DS,T is dense in [S, T ] imply
that there exists a unique extension of A on [S, T ], still denoted by A, such that
A : [S, T ]→ Lm is continuous.
Let us check that A is adapted with respect to {Ft}. For each t ∈ [S, T ],
if t is a dyadic point, then At = AS,t is Ft-measurable. If t is not a dyadic
point, choose an increasing sequence of dyadic points {tn} which converges to t.
Since limnAtn = At in Lm and Atn is Ft-measurable, we conclude that At is also
Ft-measurable.
Uniqueness: Suppose that A, A¯ are two stochastic processes which satisfy
(2.4a) and (2.4b). Then the difference A˜ satisfies (2.35) for every dyadic points
s, t of [S, T ] with s ≤ t. For each dyadic point t of [S, T ], arguing as in Step 3
in the proof of Theorem 2.1, we see that A˜t = 0 a.s. Since A˜ : [S, T ] → Lm is
continuous, this implies that A˜t = 0 a.s. for every t ∈ [S, T ].
The convergence of Riemann sums is obtained analogously as Step 4 in the
proof of Theorem 2.1. We omit the detail. 
3. Distributive functionals of Markov processes
Let us fix a time horizon T > 0 and let (Ω,F ,P) be a complete probability
space equipped with a filtration {Ft} such that F0 contains P-null sets. For each
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m ≥ 1 and τ ∈ (0, 1], the space CτTLm = C
τ ([0, T ]; [Lm(Ω,F ,P)]d) contains all
stochastic processes ψ with values in Rd such that
‖ψ‖CτTLm := sup
t∈[0,T ]
‖ψt‖Lm + sup
s,t∈[0,T ]; s 6=t
‖ψt − ψs‖Lm
|t− s|τ
<∞ .
Similarly, the space CTLm = C([0, T ]; [L
m(Ω,F ,P)]d) contains all stochastic pro-
cesses ψ with values in Rd such that ψ : [0, T ]→ Lm is continuous. The norm of
ψ in CTLm is defined by ‖ψ‖CTLm := supt∈[0,T ] ‖ψt‖Lm .
Let X = {Xt}t≥0 be a Markov process in R
d with respect to {Ft} and let
U = {Us,t}0≤s≤t be the transition semigroup of (X, {Ft}). This means that for
every φ ∈ Cb(R
d) and every s ≤ u ≤ t,
E(φ(Xt)|Fs) = Us,tφ(Xs) and Us,tφ = Us,uUu,tφ . (3.1)
Let (H, ‖ · ‖H) be a normed vector space, which contains Cb(R
d) and is a subset
of S ′(Rd).
Condition 3.1. Suppose that U and H satisfy
(i) for every 0 ≤ s < t, Us,t maps H to Cb(R
d),
(ii) for every s ≥ 0 and h ∈ H, the map [s, T ] ∋ r → Us,rh ∈ Cb(R) is strongly
integrable (in Bochner sense),
(iii) there are finite numbers ‖U‖ν ≥ 0 and ν ∈ (−1, 0] such that for every
h ∈ H and every 0 ≤ s < t ≤ T ,
‖Us,th‖∞ ≤ ‖U‖ν‖h‖H|t− s|
ν
2 , (3.2)
where ‖ · ‖∞ is the supremum norm.
For each integer k ≥ 0, let ET and E
k
T be respectively the sets of measurable
finite-valued functions from [0, T ] to H and Ckb (R
d). A function f in ET has the
following form
fr =
∑
i∈F
1Ii(r)hi ∀r ∈ [0, T ] , (3.3)
where F is a finite set, Ii’s are pairwise disjoint measurable subsets of [0, T ] and
hi’s are elements in H. Similarly, a function f in E
k
T has the form (3.3) with
hi ∈ C
k
b (R
d) for every i. For each q ∈ [1,∞), let LqTH denote the completion of
ET under the norm
‖f‖Lq
T
H :=
(∫ T
0
‖fr‖
q
Hdr
) 1
q
∀f ∈ ET .
When q =∞, the space L∞T H is the completion of ET under the norm
‖f‖L∞
T
H := ess sup
r∈[0,T ]
‖fr‖H ∀f ∈ ET .
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For a function f in E0T , the integration
∫ t
0 f(r,Xr)dr can be easily defined. In fact,
if f ∈ E0T has the form (3.3), then we define for every t > 0,∫ t
0
f(r,Xr)dr :=
∑
i∈F
∫
Ii∩[0,t]
hi(Xr)dr .
We will define an additive functional AX on LqTH such that A
X is continuous
on LqTH and for every t ∈ [0, T ], A
X
t [f ] =
∫ t
0 f(r,Xr)dr whenever f ∈ E
0
T . The
process AX [f ] is a natural extension to the integral
∫ ·
0 f(r,Xr)dr in situations
when f is not a function. The main toolbox we employ here is the stochastic
sewing lemma described in Section 2, more specifically Theorem 2.4.
Lemma 3.2. Suppose ν ∈ (−1, 0] and q ∈ [1,∞] are such that
ν
2
−
1
q
> −1 . (3.4)
Then, for every s ∈ [0, T ], the map Us,· maps L
q
TH continuously to L
1([s, T ];Cb(R
d)).
That is, for every f ∈ LqTH, (r, y) 7→ Us,rfr(y) belongs to L
1([s, T ];Cb(R
d)). In
addition, we have∫ t
s
‖Us,rfr‖∞dr ≤ c(ν, q)‖U‖ν‖f1[s,t]‖Lq
T
H(t− s)
1+ ν
2
− 1
q , (3.5)
where c(ν, q) = (1 + ν
2
q
q−1
)
1
q
−1.
Proof. Let f be a function in ET which has the form (3.3). Then we have
Us,rfr =
∑
i∈F
1Ii(r)Us,rhi ,
which is a well-defined element in Cb(R) for each r > s. In addition, Condition
3.1(ii) ensures that (r, y) 7→ Us,rfr(y) belongs to L
1([s, T ];Cb(R
d)). Using triangle
inequality and Condition 3.1, we obtain
‖Us,rfr‖∞ ≤
∑
i∈F
1Ii(r)‖Us,rhi‖∞
≤ ‖U‖ν |r − s|
ν
2
∑
i∈F
1Ii(r)‖hi‖H
= ‖U‖ν |r − s|
ν
2 ‖fr‖H .
By Hölder inequality, we have∫ t
s
|r − s|
ν
2 ‖fr‖Hdr ≤ c(ν, q)‖f1[s,t]‖LqTH(t− s)
1+ ν
2
− 1
q .
It follows that (3.5) holds for every f ∈ ET . The general case when f ∈ L
q
TH
follows from a density argument. 
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Let f be an element in H. For every s ≤ t, we put
AXs,t[f ] =
∫ t
s
Us,rfr(Xs)dr . (3.6)
Condition 3.1(ii) ensures that Us,rfr is a continuous function for each s < r, hence
evaluating Us,rfr at any point makes perfect sense. Furthermore, the estimate
(3.5) implies that
‖AXs,t[f ]‖Lm ≤ c(ν, q)‖U‖ν‖f1[s,t]‖LqTH(t− s)
1+ ν
2
− 1
q . (3.7)
If f is a bounded continuous function on [0, T ]× Rd, we can write
AXs,t[f ] = E
Fs
∫ t
s
fr(Xr)dr .
For every triplet s < u < t, we have
δAXs,u,t[f ] =
∫ t
u
Us,rfr(Xs)dr −
∫ t
u
Uu,rfr(Xu)dr .
By Fubini’s theorem and the Markov property of X, we see that
E
FsδAXs,u,t[f ] =
∫ t
u
Us,rfr(Xs)dr −
∫ t
u
E
FsUu,rfr(Xs)dr
=
∫ t
u
Us,rfr(Xs)dr −
∫ t
u
Us,uUu,rfr(Xs)dr = 0 .
In view of (3.7) and the above identity, we see that the hypotheses of Theorem
2.4 are satisfied provided that 1 + ν
2
− 1
q
> 1
2
. This leads to the following result.
Proposition 3.3. Let m ≥ 2 be fixed. Suppose that U satisfies Condition 3.1
with
ν
2
−
1
q
> −
1
2
. (3.8)
There exists a linear map AX from LqTH to C
1+ ν
2
− 1
q
T Lm such that
(a) For every f ∈ LqTH and every 0 ≤ s ≤ t ≤ T , A
X
t [f ] is Ft-measurable
and
‖AXt [f ]−A
X
s [f ]‖Lm . ‖U‖ν‖f1[s,t]‖LqTH|t− s|
1+ ν
2
− 1
q . (3.9)
(b) If f is a function in E0T ∪ Cb([0, T ]× R
d), then AXt [f ] =
∫ t
0 fr(Xr)dr a.s.
for every t ∈ [0, T ].
(c) For every f ∈ LqTH and every dyadic point t of [0, T ], A
X
t [f ] is the limit
in Lm of the Riemann sum∑
i
∫ ti+1
ti
Uti,rfr(Xti)dr
as maxi |ti+1 − ti| → 0. Here {ti}i ⊂ D0,T is any finite partition of [0, t].
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Proof. Let f ∈ LqTH be fixed and define A
X
s,t[f ] as in (3.6). From (3.8) and the
estimate (3.7), we infer that AX [f ] satisfies (2.10) with ε4 =
1
2
+ ν
2
− 1
q
. We apply
Theorem 2.4 to As,t[f ] to obtain an {Ft}-adapted process A
X [f ] in CTLm which
satisfies (3.9). Inequality (3.9) also implies that AX [f ] belongs to C
1+ ν
2
− 1
q
T Lm. In
addition, Theorem 2.4 also implies property (c).
On the other hand, for each function f in E0T ∪ Cb([0, T ]× R
d), we have
‖
∫ t
s
fr(Xr)dr −
∫ t
s
Us,rfr(Xs)dr‖Lm ≤ 2|t− s|‖f‖∞
and
‖EFs
∫ t
s
fr(Xr)dr −
∫ t
s
Us,rfr(Xs)dr‖Lm = 0 .
Hence, by the uniqueness part of Theorem 2.4, AXt [f ] =
∫ t
0 fr(Xr)dr a.s. for every
t ≥ 0. This shows property (b). 
Remark 3.4. Let f ∈ LqTH be fixed.
(i) From the previous proof and Theorem 2.4, we see that
E
Fs(AXt [f ]−A
X
s [f ]) =
∫ t
s
Us,rfr(Xr)dr a.s.
for every dyadic points s, t of [0, T ] with s ≤ t. If (s, t) 7→
∫ t
s Us,rfr(Xr)dr is
right-continuous from [0, T ]2≤ to Lm, then the previous identity holds for every
(s, t) in [0, T ]2≤.
(ii) Since the process AX [f ] is constructed from Theorem 2.4, it is the unique
{Ft}-adapted process ϕ such that ϕ0 = 0,
‖ϕt−ϕs‖Lm . |t− s|
1
2
+ε and ‖EFs(ϕt−ϕs−
∫ t
s
Us,rfr(Xs)dr)‖Lm . |t− s|
1+ε
for every dyadic points s, t of [0, T ] with s ≤ t, for some ε > 0. This provides a
characterization of the process AX[f ] for a given f .
(iii) By choosing m ≥ 2 sufficiently large in (3.9) and applying Kolmogorov
continuity theorem, we can find a modification of AX [f ] which is a.s. τ -Hölder
continuous on [0, T ] for every τ ∈ (0, 1 + ν
2
− 1
q
). In the remaining of the section,
we will always work with this continuous version of AX [f ].
Corollary 3.5. Assume that the hypotheses of Proposition 3.3 hold. Let τ be
any number in (1
2
, 1 + ν
2
− 1
q
). For every f ∈ LqTH and every sequence {fn}n ⊂
E0T ∪Cb([0, T ]×R
d) convergent to f in LqTH, there exists a number mτ ≥ 2 such
that
lim
n
∥∥∥∥
∥∥∥ ∫ ·
0
fn(r,Xr)dr −A
X
· [f ]
∥∥∥
Cτ ([0,T ])
∥∥∥∥
Lm
= 0 (3.10)
for every m ≥ mτ .
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Proof. From (3.9), we have
‖AXt [fn − f ]−As[fn − f ]‖Lm . ‖fn − f‖LqTH|t− s|
1+ ν
2
− 1
q .
for every s ≤ t. Applying Garsia-Rodemich-Rumsey inequality, we get
‖‖AX· [fn − f ]‖Cτ ([0,T ])‖Lm . ‖fn − f‖LqTH
for every m sufficiently large. Observing that AXt [fn] =
∫ t
0 fn(r,Xr)dr (by Propo-
sition 3.3(b)), the previous estimate implies the result. 
Next, we investigate the continuity dependence of process AX· [f ] with respect
to the transition law of (X, {Ft}), the trajectory of X and the element f .
Let X, Y be two Markov processes with respect to {Ft} with transition semi-
groups UX , UY respectively. We denote by ‖UX −UY ‖ν the smallest number M
such that
‖(UXs,t − U
Y
s,t)φ‖∞ ≤M‖φ‖H|t− s|
ν
2
for every φ ∈ H and 0 ≤ s ≤ t ≤ T . For every ν1 ∈ (−1, 0] and every h > 0, we
define
ρXν1(h) := sup
φ:‖φ‖H≤1
sup
|x−y|≤h
|UXs,tφ(x)− U
X
s,tφ(y)|
|t− s|
ν1
2
. (3.11)
Proposition 3.6. We assume that UX and UY satisfy the Condition 3.1 and ν, q
satisfy inequality (3.8). Suppose that ν1
2
− 1
q
> −1
2
. Then, for every f, g ∈ LqTH
and for every s, t ∈ [0, T ] such that s ≤ t,
‖AXt [g]−A
X
s [g]−A
Y
t [f ] +A
Y
s [f ]‖Lm
.
(
‖f − g‖LqTH‖U
X‖+ ‖f‖LqTH‖U
X − UY ‖ν
)
|t− s|1+
ν
2
− 1
q
+ ‖f‖LqTH sup
r∈[0,T ]
‖ρXν1(|Xr − Yr|)‖Lm|t− s|
1+
ν∧ν1
2
− 1
q .
Proof. We apply Theorem 2.4 to
As,t := A
X
s,t[g]− A
Y
s,t[f ] =
∫ t
s
UXs,rgr(Xr)dr −
∫ t
s
UYs,rfr(Yr)dr .
Note that
As,t =
∫ t
s
UXs,r(gr − fr)(Xs)dr +
∫ t
s
[UXs,rfr(Xs)− U
X
s,rfr(Ys)]dr
+
∫ t
s
[UXs,rfr(Ys)− U
Y
s,rfr(Ys)]dr .
We use (3.2) and (3.11) to estimate these terms, which yields
|As,t| . ‖U
X‖‖g − f‖Lq
T
H|t− s|
1+ ν
2
− 1
q + ρXν1(|Xs − Ys|)‖f‖LqTH|t− s|
1+
ν1
2
− 1
q
+ ‖UX − UY ‖ν‖f‖LqTH|t− s|
1+ ν
2
− 1
q .
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By Markov property, we also have EFsδAs,u,t = 0 for every triplet s < u < t. The
result then follows by applying Theorem 2.4. 
4. Stochastic flows
Let α be a fixed number in (0, 1) and b be a function in [L∞([0, T ]; Cα(Rd))]d.
Given x ∈ Rd, consider the stochastic differential equation
dXt = b(t, Xt)dt+ dWt , t ∈ [0, T ] , X0 = x , (4.1)
where W is a standard Brownian motion in Rd. It is shown in [FGP10] that
equation (4.1) has a C1+α
′
- stochastic flow for any α′ ∈ (0, α). Let Xxt denote
the solution to (4.1) starting at time t = 0 and X0 = x. Put Y
ij
t = ∂xiX
j,x
t , which
exists by the result of [FGP10]. Formally, Y satisfies the following equation
Y ijt = δij +
d∑
k=1
∫ t
0
∂kb
j(r,Xr)Y
ki
r dr , ∀i, j ∈ {1, . . . , d} , (4.2)
where δij is the Kronecker delta. Since ∇b(r, ·) is only a distribution, the compo-
sition ∇b(r,Xxr ) is a priori ill-posed. Hence, equation (4.2) is not mathematically
rigorous and an equation describing the dynamic of Y is missing in the literature.
Filling this gap is the main purpose of the current section.
Indeed, we can make sense of the process
V kjt = V
kj
t (b,X) = A
X
t [∂kb
j ] (4.3)
for every t ≥ 0 and j, k ∈ {1, . . . , d} by applying Proposition 3.3. Moreover, it
turns out that the process V kj has a modification which belongs to C
1+α′
2 ([0, T ])
a.s. for every α′ ∈ (0, α). Then, a rigorous interpretation of equation (4.2) is
Y ijt = δij +
d∑
k=1
∫ t
0
Y kir dV
kj
r (b,X) , ∀i, j ∈ {1, . . . , d}. (4.4)
where the integration on the right-hand side is a Young one ([You36]). Our result
in the current section can be stated in the following theorem.
Theorem 4.1. Let x ∈ Rd be fixed but arbitrary. With probability one, the process
∂xiX
j,x is the unique solution to the system of Young-type equations (4.4). In
addition, the map t→∇Xxt is a.s.
1+α′
2
- Hölder continuous for every α′ ∈ (0, α).
To show the above stated result, we first show that the process V given by
(4.3) is well-defined and has a 1+α
′
2
-Hölder continuous modification. Then we
show that ∂xiX
j,x satisfies equation (4.4). The first step amounts in verifying the
hypothesis of Proposition 3.3, Condition 3.1. The second step relies on stability
properties of Young-type differential equations, which are well-known (see e.g.
[CG16,HN07]).
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To verify Condition 3.1, we study the transition semigroup of X, which is
denoted by {Us,t}. For each t > 0 and f ∈ Cb(R
d), it is known that u(s, x) :=
Us,tf(x) is the solution to the Kolmogorov backward equation(
∂s +
1
2
∆ + b · ∇
)
u(s, x) = 0 ∀(s, x) ∈ [0, t]×Rd , u(t, ·) = f . (4.5)
Since b and f are regular, a continuous solution exists uniquely. In addition, the
mild formulation of (4.5) implies that
Us,tf = Ps,tf +
∫ t
s
Ps,r(br · ∇Ur,tf)dr ∀s ∈ [0, t] , x ∈ R
d, (4.6)
where Ps,t = e
1
2
(t−s)∆ is the heat semigroup.
Lemma 4.2. For every f ∈ Cβ(Rd), β ∈ (−1, α + 1], and every θ ∈ [1− β, α +
1− β] ∩ [0, 2) we have
‖Us,tf‖Cβ+θ(Rd) . |t− s|
− θ
2 ‖f‖Cβ(Rd) . (4.7)
In addition, for every t′ < t, the map (s, x)→ Us,tf(x) belongs to L
∞([0, t′];Cb(R
d)).
Proof. Note that the action f → Us,rf is linear, by a density argument, it suffices
to obtain the result for f ∈ Cβ ∩C2b . In the proof, for every κ ∈ R, we denote by
‖ · ‖κ the norm in C
κ(Rd). For each θ ∈ [1− β, α + 1 − β], from (4.6), applying
Schauder estimates for the heat semigroup (see for instance [MW17, Prop. 5]),
we have
‖Us,tf‖β+θ ≤ ‖Ps,tf‖β+θ +
∫ t
s
‖Ps,r(br · ∇Ur,tf)‖β+θdr
. |t− s|−
θ
2‖f‖β +
∫ t
s
|r − s|−
1
2‖br · ∇Ur,tf‖β+θ−1dr .
Since β + θ − 1 ∈ [0, α], we have ‖br · ∇Ur,tf‖β+θ−1 . ‖br‖α‖∇Ur,tf‖β+θ−1. It
follows that
‖Us,tf‖β+θ . |t− s|
− θ
2‖f‖β + ‖b‖L∞Cα
∫ t
s
|r − s|−
1
2‖Ur,tf‖β+θdr .
Put
ms = sup
r∈[s,t]
|t− s|
θ
2 ‖Us,tf‖1+α′ .
Then the previous inequality implies that
ms . ‖f‖β + ‖b‖L∞Cα|t− s|
θ
2
∫ t
s
|r − s|−
1
2 |t− r|−
θ
2mrdr .
By Gronwall’s inequality, we obtain
ms ≤ C(t, ‖b‖L∞Cα)‖f‖β , ∀s ∈ [0, t] ,
which implies the estimate (4.7). In addition, standard results for parabolic
equations ensure that (s, x) → Us,tf(x) is jointly continuous on [0, t) × R
d for
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every f ∈ C2b . By an approximation and estimate (4.7), it follows that the map
(s, x)→ Us,tf(x) belongs to L
∞([0, t′];Cb(R
d)) for every t′ < t. 
The previous result shows that U satisfies Condition 3.1 with H = Cα−1(Rd),
ν = α − 1 and q = ∞. Note that ∇b belongs to [Cα−1(Rd;Rd)]d. Applying
Proposition 3.3, we can define the process V in (4.3). The estimate (3.9) implies
that
‖Vt(b,X)− Vs(b,X)‖Lm . |t− s|
α+1
2
for every s < t and m ≥ 2. By choosing m sufficiently large and applying
Kolmogorov continuity theorem, we can find a continuous version of V which is
a.s. α
′+1
2
-Hölder continuous for every α′ ∈ (0, α).
Let {bn} be a sequence of functions in L∞([0, T ];C4b (R
d;Rd)) which converges
to b in L∞([0, T ]; Cα(Rd;Rd)). Let Xn, Un denote respectively the solution to
(4.1) and the transition semigroup defined in (4.5) with bn in place of b. From
[FGP10, Theorem 5], for every m ≥ 2, we have the following stability estimates
lim
n
sup
x∈Rd
E sup
r∈[0,T ]
|Xnr (x)−Xr(x)|
m = 0 , (4.8)
lim
n
sup
x∈Rd
E sup
r∈[0,T ]
|∇Xnr (x)−∇Xr(x)|
m = 0 . (4.9)
Lemma 4.3. For every α′ ∈ (0, α), V (bn, Xn) converges to V (b,X) in C
1+α′
2 ([0, T ])
in probability.
Proof. Let j, k be fixed indices in {1, . . . , d}. Put f = ∂kb
j ∈ Cα−1, fn = ∂kb
n,j
(the xk-partial derivative of the j-th component of b
n). Let α′ be fixed in (0, α)
and put ε = α− α′, which is a positive constant. We claim that
‖[Uns,t − Us,t]φ‖L∞ . ‖b− b
n‖L∞Cα‖φ‖Cα−1|t− s|
α
2 (4.10)
and
|Us,tφ(x)− Us,tφ(y)| . |t− s|
− 1
2
+α
′
2 ‖φ‖Cα−1|x− y|
ε (4.11)
for every φ ∈ Cα−1(Rd), every x, y ∈ Rd and every s < t.
To obtain (4.10), note that the function w(s, x) := [Uns,t − Us,t]φ(x) satisfies
(∂s +
1
2
∆ + bs · ∇)ws = (bs − b
n
s ) · ∇U
n
s,tφ ∀s < t , wt = 0 .
Hence, we can write ws =
∫ t
s Us,rgrdr where gr = (br− b
n
r ) ·∇U
n
r,tφ. From Lemma
4.2, we have
‖gr‖L∞ . ‖b− b
n‖L∞Cα‖U
n
r,tφ‖C1
. ‖b− bn‖L∞Cα|t− r|
−1+α
2 ‖φ‖Cα−1 .
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Thus,
‖ws‖∞ .
∫ t
s
‖gr‖L∞dt . ‖b− b
n‖L∞Cα‖φ‖Cα−1
∫ r
s
|t− r|−1+
α
2 dt
. ‖b− bn‖L∞Cα‖φ‖Cα−1|r − s|
α
2 ,
which implies (4.10).
From Lemma 4.2, we have
‖Us,rφ‖Cε . ‖φ‖Cα−1|r − s|
− 1
2
+α
′
2
for every φ ∈ Cα−1 and every s < r. The inequality (4.11) is a direct consequence
of the previous estimate.
In the notation of Proposition 3.6, the inequalities (4.10) and (4.11) imply that
‖UX − UXn‖α−1 . ‖b− bn‖L∞Cα and ρ
X
ν1(h) . h
ε
with ν1 = α− 1− ε. Since α > 0, we can choose ε sufficiently small so that
α− 1− ε
2
> −
1
2
.
We recall from the paragraph following Lemma 4.2 that UX satisfies Condition 3.1
with H = Cα−1(Rd), ν = α − 1 and q =∞. Hence, Proposition 3.6 is applicable
and yields
‖
∫ t
s
f(r,Xr)dr −
∫ t
s
fn(r,Xnr )dr‖Lm
. (‖f − fn‖L∞Cα−1‖U
X‖α−1 + ‖f
n‖L∞Cα−1‖b− bn‖L∞Cα)|t− s|
1+α
2
+ ‖fn‖L∞Cα−1 sup
r∈[0,T ]
‖Xr −X
n
r ‖
ε
Lεm |t− s|
1+α′
2 .
Note that ‖fn − f‖L∞Cα−1 ≤ ‖b
n − b‖L∞Cα and supn ‖f
n‖L∞Cα−1 < ∞. The
above inequality combined with Garsia-Rodemich-Rumsey inequality ([GRR70])
implies the result. 
Proof of Theorem 4.1. In what follows, we fix a trajectory of V which is 1+α
′
2
-
Hölder continuous for some α′ ∈ (0, α). Equation (4.4) is a Young-type differential
equation (see e.g. [CG16,HN07]). Hence it has a unique solution Y which is 1+α
′
2
-
Hölder continuous. On the other hand, by direct differentiations, it is evident
that Y n,ij := ∂iX
n,j satisfies
Y n,ijt = δij +
d∑
k=1
∫ t
0
Y n,kir dV
n,kj
r , ∀i, j ∈ {1, . . . , d}.
where V n = V (bn, Xn) =
∫ ·
0∇b
n
r (X
n
r )dr. Sending n → ∞ in the above iden-
tity, applying (4.9), Lemma 4.3 and stability of Young differential equations (see
[CG16, Theorem 2.16] or [HN07, Theorem 4]), we see that ∇X satisfies equation
(4.4). The result follows. 
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5. Chaos expansions
Let (Ω,F ,P) be a complete probability space equipped with a filtration {Ft}
such that F0 contains P-null sets. Let σ be a continuous bounded function on
R+×R
d and b be an element in LqTH, where L
q
TH is defined in Section 3. We also
assume that for every t ≥ 0, σ(t, ·) is Hölder continuous with some positive expo-
nent. Suppose (W,X, {Ft}) is a pathwise solution to the stochastic differential
equation
dXt = b(t, Xt)dt+ σ(t, Xt)dWt , X0 = x , (5.1)
defined on (Ω,F ,P). That is
(i) W is a Brownian motion with respect to {Ft},
(ii) X is adapted with respect to {Ft},
(iii) there is a sequence of continuous bounded functions bn converging to b in
LqH such that
Xt = x+ ucp− lim
n
∫ t
0
bn(r,Xr)dr +
∫ t
0
σ(r,Xr)dWr ∀ t ≥ 0 . (5.2)
In the above, ucp− lim means convergence uniformly over compact sets in prob-
ability. Condition (iii) is inspired by the work [BC03] of Bass and Chen. The
examples which we have in mind are the SDEs considered in [DD16,CC18] where
b is a controlled distribution in [C([0, T ]; Cν(Rd))]d with ν > −2
3
and q =∞. The
choice of the class Cb([0, T ]× R
d) instead of E0T for the approximating sequence
{bn} is because of the validity the examples available in the literature.
Definition 5.1. A pathwise solution (W,X, {Ft}) is called regular if (X, {Ft}) is
a Markov process and its transition semigroup U = {Us,t}0≤s≤t satisfies Condition
3.1 with ν
2
> 1
q
− 1
2
.
In what follows, we always assume that pathwise solutions are regular. In such
case, we can define the linear map AX as in Proposition 3.3. Furthermore, for
every f ∈ LqTH, we will always work with the continuous version of A
X [f ] chosen
in Remark 3.4(iii). From Corollary 3.5, we see that {
∫ ·
0 bn(r,Xr)dr}n converges
to AX [b] in Cτ ([0, T ]) in probability for some τ ∈ (1
2
, 1 + ν
2
− 1
q
). Consequently,
the equation (5.2) can be written as
Xt = x+A
X
t [b] +
∫ t
0
σ(r,Xr)dWr ∀t ≥ 0. (5.3)
In particular, we see that X is a.s. α-Hölder continuous for every α ∈ (0, 1
2
).
We define
Lt :=
d∑
i,j=1
1
2
(σ†σ)i,j(t, ·)∂2xixj and L
b
t = Lt +
d∑
j=1
bj(t, ·)∂xj .
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and introduce the notation
∂σj g(r, x) = (σ
†∇)jg(r, x) =
d∑
i=1
σi,j(r, x)∂xig(r, x) .
From the identity (5.3), by regarding X as the sum of a local martingale and a
τ -Hölder continuous process for some τ > 1
2
, we can apply standard stochastic
calculus to obtain the following Itô formula holds for every u ∈ C2b ([0, T ]× R
d)
u(t, Xt) = u(0, x) +
∫ t
0
(∂r + Lr)u(r,Xr)dr +
∫ t
0
∇u(r,Xr) · A
X [b](dr)
+
d∑
j=1
∫ t
0
∂σj u(r,Xr)dW
j
r , (5.4)
where the third summand on the right-hand side is a Young integral. For a proof
of such an Itô formula in a more general context, see [Nor03, Theorem 10]. To
proceed further, we need to introduce an additional structure on H.
A normed vector space V ⊂ S ′(Rd) is called an H-multiplier if the multiplica-
tion
· : V ×H → H
is a continuous bilinear map and is an extension of classical multiplication oper-
ation. An extension of classical multiplication operation means that if (g, f) ∈
V×H∩Cb(R
d)×Cb(R
d) then g ·f = gf , the product of two continuous functions.
Definition 5.2. A normed vector space H ⊂ S ′(Rd) is admissible if it contains
Cb(R
d) and C1b (R
d) is an H-multiplier.
We note that ifH is admissible, the differential operator ∂t+L
b
t maps C
2
b ([0, T ]×
R
d) to H.
Assuming that H is admissible, we rewrite (5.4) into another form, utilizing
the property of the functional AX defined in Proposition 3.3. Since (∂t + L)u
is continuous and bounded, it is evident that
∫ t
0(∂t + Lr)u(r,Xr)dr = A
X [(∂t +
L)u](t). We are going to explain that the term
∫ t
0 ∇u(r,Xr) · A
X [b](dr) can be
expressed in a similar way. Previously, we have seen that AX [bn] converges to
AX [b] in Cτ [0, T ] in probability for some τ > 1
2
. Then, by the properties of Young
integration,
∫ t
0
∇u(r,Xr) · A
X [b](dr) = lim
n
∫ t
0
∇u(r,Xr) · A
X [bn](dr)
= lim
n
∫ t
0
∇u(r,Xr) · bn(r,Xr)dr
= lim
n
AX [∇u · bn](t)
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uniformly in t ∈ [0, T ] in probability. Using the fact that C1b (R
d) is an H-
multiplier, we see that
‖∇u · (b− bn)(r, ·)‖H . ‖u‖C2
b
‖(b− bn)(r, ·)‖H .
It follows that ∇u · bn converges to ∇u · b in L
qH. Applying Corollary 3.5, we see
that
lim
n
AX[∇u · bn] = A
X [∇u · b]
uniformly in t ∈ [0, T ] in probability. Hence, we have shown that∫ t
0
∇u(r,Xr) · A
X [b](dr) = AX [∇u · b](t) , ∀t ∈ [0, T ]
with probability one. Therefore, we obtain
Proposition 5.3 (Itô formula). Let u be a function in C2b ([0, T ]×R
d). Then
u(t, Xt) = u(0, X0) +A
X [(∂t + L
b)u](t) +
d∑
j=1
∫ t
0
∂σj u(r,Xr)dW
j
r . (5.5)
An interesting choice of the function u in the above result is u(r, x) = Ur,tφ(x),
where t is a fixed terminal time and φ is a regular function. However, in the
situations when b is irregular, (r, x) → Ur,tφ(x) is in general not a function in
C2b ([0, T ]×R
d). An approximation procedure is then needed. Let us denote C+ =
∪α∈(0,1)C
α
b (R
d). The following set of conditions are sufficient for this purpose.
Condition 5.4. There exists a sequence of continuous bounded functions {bn}
converging to b in LqH such that for every t′ < t and every φ ∈ C+
(i) ∇Ut′,tφ is a function in C
+;
(ii) lims↑t Us,tφ(x) = φ(x) uniformly in x over compact sets of R
d;
(iii) (s, x)→ Uns,tφ(x) belongs to C
2
b ([0, t
′]×Rd), where Un denotes the transi-
tion semigroup associated with bn;
(iv) (s, x) → Uns,tφ(x) converges to (s, x) → Us,tφ(x) uniformly over compact
sets of [0, t′]× Rd and in L2([0, t′];L∞(Rd));
(v) (s, x)→∇Uns,tφ(x) converges to (s, x)→ ∇Us,tφ(x) in L
2([0, t′];L∞(Rd;Rd));
(vi) (s, x)→ 1[0,t′](s)(b− bn)(s, x) · ∇U
n
s,tφ(x) converges to 0 in L
q
TH.
Remark 5.5. Condition 5.4 implies that Us,t is a contraction map on Cb(R
d) for
every s < t. Indeed, for every φ ∈ Cb(R
d), Us,tφ belongs to Cb(R
d) and satisfies
‖Us,tφ‖∞ = lim
n
‖Uns,tφ‖∞ ≤ ‖φ‖∞ .
Theorem 5.6. Assuming Condition 5.4. Let φ be a function in C+. Then for
every s < t,
φ(Xt) = Us,tφ(Xs) +
d∑
j=1
∫ t
s
∂σj Ur,tφ(Xr)dW
j
r . (5.6)
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Proof. Let {bn} be the sequence given in Condition 5.4 and t
′ be a fixed number
in [s, t). Applying the Itô formula (5.5) for u(r, x) = Unr,tφ(x) where r ∈ [s, t
′],
noting that
(∂r + L
b
r)U
n
r,tφ(x) = (b− bn)(r, x) · ∇U
n
r,tφ(x) ∀(r, x) ∈ [s, t
′]× Rd ,
we get
Unt′,tφ(Xt′) = U
n
s,tφ(Xs) +A
X
t′ [(b− bn) · ∇U
n
·,tφ]−A
X
s [(b− bn) · ∇U
n
·,tφ]
+
d∑
j=1
∫ t′
s
∂σj U
n
r,tφ(Xr)dW
j
r . (5.7)
Using Condition 5.4(vi) and Proposition 3.3, we have
lim
n
AXt′ [(b− bn) · ∇U
n
·,tφ] = limn
AXs [(b− bn) · ∇U
n
·,tφ] = 0
in probability. In addition, using Condition 5.4(v), it is straightforward to verify
that
lim
n
‖
∫ t′
s
σi,j(r,Xr)(∂iU
n
r,tφ(Xr)− ∂iUr,tφ(Xr))dW
j
r ‖L2(Ω) = 0 .
Hence, we send n→∞ in (5.7) to obtain
Ut′,tφ(Xt′) = Us,tφ(Xs) +
d∑
j=1
∫ t′
s
∂σj Ur,tφ(Xr)dW
j
r . (5.8)
Using Condition 5.4(ii) and the fact that X is continuous, we see that
lim
t′↑t
Ut′,tφ(Xt′) = φ(Xt).
On the other hand, the relation (5.8) also implies that∫ t′
s
E
Fs |∇σUr,tφ(Xr)|
2dr ≤ EFs |Ut′,tφ(Xt′)|
2 ≤ ‖φ‖2∞
for every t′ < t. Hence, by martingale convergence theorem, the limit
lim
t′↑t
d∑
j=1
∫ t′
s
∂σj Ur,tφ(Xr)dW
j
r
exists a.s. and in L2, which we denote by
∑d
j=1
∫ t
s ∂
σ
j Ur,tφ(Xr)dW
j
r . We can send
t′ to t from below in (5.8) to obtain formula (5.6). 
For each positive integer n, denote [d]n = {1, . . . , d}n. An element j in [d]n is an
n-tuple j = (j1, . . . , jn) such that ji ∈ {1, . . . , d} for every i = 1, . . . , n. For each
j ∈ [d]n, let Ijs,t denote the n-fold iterated integral with respect to W
j1, . . . ,W jn
over the interval [s, t]. That is for every f ∈ L2([s, t]n)
Ijs,t(f) =
∫
[s,t]n>
f(r1, . . . , rn)dW
jn
rn · · · dW
j1
r1
where [s, t]n> = {(r1, . . . , rn) ∈ [s, t]
n : t > r1 > r2 > · · · > rn > s}.
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From Condition 5.4(i), we see that if φ is a function in C+, then so is ∂σj Ur,tφ
for every r < t. Hence, we can apply (5.6) for ∂σj Ur,tφ to obtain
∂σj Ur,tφ(Xr) = Us,r∂
σ
j Ur,tφ(Xs) +
∑
k∈[d]
∫ r
s
∂σkUr1,r∂
σ
j Ur,tφ(Xr1)dW
k
r1
and so
φ(Xt) = Us,tφ(Xs) +
∑
j∈[d]
∫ t
s
Us,r∂
σ
j Ur,tφ(Xs)dW
j
r
+
∑
(j,k)∈[d]2
∫ t
0
∫ r
0
∂σj Ur1,r∂
σ
kUr,tφ(Xr1)dW
k
r1dW
j
r . (5.9)
It is evident that this procedure can be iterated.
Theorem 5.7. Let φ be a function in C+. For every integer n ≥ 1 and every
0 ≤ s ≤ t
φ(Xt) = Us,tφ(Xs) +
n∑
k=1
∑
j∈[d]k
Ijs,t(f
j
s,t) +
∑
j∈[d]n+1
Ijs,t(g
j
s,t) (5.10)
where for every j = (j1, . . . , jn) ∈ [d]
n and every (s1, . . . , sn) ∈ [s, t]
n
>
gjs,t(s1, . . . , sn) = ∂
σ
jnUsn,sn−1 · · ·∂
σ
j1
Us1,tφ(Xsn) , (5.11)
and
f js,t(s1, . . . , sn) = E
(
gjs,t(s1, . . . , sn)|Fs
)
= Us,sn∂
σ
jnUsn,sn−1 · · ·∂
σ
j1
Us1,tφ(Xs) .
(5.12)
Proof. Straightforward. 
Let {FWt } be the augmented filtration generated byW which satisfies the usual
conditions.
Theorem 5.8. φ(Xt) is F
W
t -measurable if and only if
lim
n→∞
∑
j∈[d]n
∫
(s1,...,sn)∈[0,t]n>
U0,sn [∂
σ
jnUsn,sn−1 · · ·∂
σ
j1
Us1,tφ(x)]
2ds1 . . . dsn = 0 . (5.13)
In such case, for every s ≤ t, we have
φ(Xt) = Us,tφ(Xs) +
∞∑
k=1
∑
j∈[d]k
Ijs,t(f
j
s,t) , (5.14)
where f j’s are defined in (5.12) and the series converges in L2(Ω).
Proof. The argument is essentially that of [Ver81,VK76]. Suppose that φ(Xt) is
FWt -measurable. It follows from (5.10) that the random variable∑
j∈[d]n+1
Ij0,t(g
j
0,t)
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is FWt -measurable and orthogonal to the first n-chaos in L
2(Ω,FWt ). This implies
(5.13). On the other hand, if (5.13) holds, then one can send n→∞ in (5.10) to
obtain
φ(Xt) = U0,tφ(x) +
∞∑
k=1
∑
j∈[d]k
Ij0,t(f
j
0,t) .
It is evident from the above that φ(Xt) is F
W
t -measurable. 
We recall that a pathwise solution (W,X, {Ft}) is called strong if Xt is F
W
t -
measurable for every t ≥ 0.
Corollary 5.9. A regular pathwise solution (W,X, {Ft}) is a strong solution if
and only if (5.13) holds for every function φ in C+ and every t ≥ 0.
Proof. Suppose that (5.13) holds for every function in φ ∈ C+ and every t ≥ 0.
Let {φn} be a sequence of functions in C
+ which converges to the identity map
uniformly over compact sets. Then, for every t ≥ 0, φn(Xt) is F
W
t -measurable.
This implies that Xt is F
W
t -measurable for every t ≥ 0 and hence (X,W ) is a
strong solution. The other direction is straightforward from Theorem 5.8. 
6. SDEs driven by fractional Brownian motions
Let BH be a standard fractional Brownian motion with Hurst parameter H ∈
(0, 1
2
). We consider the stochastic differential equation driven fractional Brownian
motion
Xt = x+
∫ t
0
b(r,Xr)dr +B
H
t ∀t ∈ [0, T ] , (6.1)
where x ∈ Rd, b is a Borel function in [Lq([0, T ];Lp(Rd))]d, p, q ∈ [1,∞]. In
particular, when p = q = ∞, b is uniformly bounded over [0, T ] × Rd. We will
always view each element of [Lq([0, T ];Lp(Rd))]d as a measurable function instead
of an equivalent class of measurable functions. From this point of view, there is
no ambiguity for writing b(r,Xr).
We will show in the current section that two adapted solutions defined on the
same filtered probability space coincide provided that
H
d
p
+
1
q
<
1
2
−H . (6.2)
Hereafter, we use the convention 1/∞ = 0. Existence and uniqueness in law of
weak solutions were obtained earlier by Nualart and Ouknine [NO03] under the
condition
H
d
p
+
1
q
<
1
2
. (6.3)
In fact, the authors of [NO03] consider (6.1) in one dimension, however, their
arguments, which rely on Girsanov transformation, can be easily extended to
multi-dimensions, as we will explain below. Dimension one is special, because of
the validity of a comparison principle for (6.1). In this case, pathwise uniqueness
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holds under condition (6.3). To obtain pathwise uniqueness in high dimensions,
we rely on stochastic sewing lemma, Theorem 2.4, which leads to the more re-
stricted condition (6.2).
Equation (6.1) was considered earlier in [NO02,NO03,BNP15] and in [KR05]
when H = 1/2. Nualart and Ouknine in [NO02] obtain strong existence and
pathwise uniqueness for (6.1) in one dimension, where b is a measurable function
with linear growth. Modulo a localization procedure, this result corresponds to
p = q =∞ in our case. In [NO03], the same authors extend their previous result
in [NO02] to allow drifts in Lq([0, T ];Lp(R)), with H 1
p
+ 1
q
< 1
2
.
Baños et.al. [BNP15] obtained existence of a unique strong solution for (6.1) in
multi-dimensions, b ∈ L1(Rd;L∞([0, T ],Rd)) ∩ L∞(Rd;L∞([0, T ];Rd)) and H <
1
2(2+d)
. This is also a particular case of the results stated here. The approaches of
[NO03,BNP15], which rely on Girsanov transformation, comparison principle and
Malliavin calculus, are different from ours. Although the condition (6.2) is not
optimal, it appears to be new and is the best available for stochastic differential
equations driven by fractional Brownian motions in multi-dimensions. We point
the readers to the end of the current section for further discussions.
To state the main results precisely, let us recall some relevant definitions. Let
KH be the square integrable kernel given by
KH(t, s) = cH
[(
t
s
)H− 1
2
(t− s)H−
1
2 −
(
H −
1
2
)
s
1
2
−H
∫ t
s
uH−
3
2 (u− s)H−
1
2du
]
,
for every s < t, where cH =
(
2HΓ( 3
2
−H)
Γ(H+ 1
2
)Γ(2−2H)
)1/2
. Here, following [NO02], BH is
an {Ft}-fractional Brownian motion if there exists an {Ft}-Wiener process W
such that
BHt =
∫ t
0
KH(t, s)dWs , ∀t ≥ 0 . (6.4)
An essential property of {Ft}-fractional Brownian motion which we exploit is the
local nondeterminism property. Namely, there exists a positive constant c such
that
σH(s, t) ≥ c|t− s|
H ∀s < t , (6.5)
where
σ2H(s, t) := E[(B
H
t − E
FsBHt )
2] =
∫ t
s
|KH(t, r)|
2dr . (6.6)
By a pathwise solution to (6.1) on (Ω,F ,P), we mean a triplet (BH , X, {Ft}t∈[0,T ])
such that
(i) {Ft} is a right-continuous filtration, F0 contains P-null sets, X and B
H
are {Ft}-adapted,
(ii) BH is an {Ft}-fractional Brownian motion,
(iii) X and BH satisfy (6.1) a.s. for every t ∈ [0, T ].
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A pathwise solution is called a strong solution if X is adapted to the augmented
filtration generated by BH . In addition, it can be seen from (6.4) that BH and
W generate the same filtration (see [Nua06, page 280]). Hence, X is a strong
solution iff it is adapted to the augmented filtration generated by W .
A weak solution to (6.1) is a tuple ((Ω,F ,P), BH, X, {Ft}t∈[0,T ]) such that
(Ω,F ,P) is a complete probability space and (BH , X, {Ft}t∈[0,T ]) is a pathwise
solution to (6.1) on (Ω,F ,P).
The following theorems are our main results in the current section.
Theorem 6.1 (Nualart-Ouknine). Suppose that (6.3) holds. Then equation (6.1)
has a weak solution. Any two weak solutions have the same probability law.
Theorem 6.2 (Pathwise uniqueness). Suppose that (6.2) holds. Let (BH , X, {Ft})
and (BH , X¯, {Ft}) be two pathwise solutions to (6.1) starting from x on (Ω,F ,P).
Then X and X¯ are indistinguishable.
Theorem 6.3 (Strong existence). Suppose that (6.2) holds. Then (6.1) has a
unique strong solution.
Theorem 6.1 is an easy extension of [NO02,NO03] using Girsanov transforma-
tion. Theorem 6.2 relies on Lipschitz property of the map ψ 7→
∫
b(r, BHr +ψr)dr,
which is derived using Theorem 2.4. The notion of {Ft}-fractional Brownian
motion and formula (6.4) allow us to view equation (6.1) as a stochastic integral
equation driven by a Wiener process. Having established weak existence and
pathwise uniqueness for equation (6.1) in Theorems 6.1 and 6.2, an application
of Yamada-Watanabe principle [YW71] yields Theorem 6.3.
Weak existence and uniqueness in probability law. Let us now discuss in
more detail. We begin with the following lemma, which extends [NO03, Lemma
3.2].
Lemma 6.4. Let BH be an {Ft}-fractional Brownian motion. Let (p, q) ∈
[1,∞]2 satisfy H d
p
+ 1
q
< 1. For every non-negative measurable function h in
Lq([0, T ];Lp(Rd)), we have
E
Fs
∫ T
s
h(t, BHt )dt . ‖h‖LqLp
(∫ T
s
(t− s)−q
′H d
pdt
) 1
q′
(6.7)
and
E exp
(∫ T
0
h(t, BHt )dt
)
<∞ , (6.8)
where q′ = q
q−1
is the Hölder conjugate of q.
Proof. Note that q′ <∞ because q > 1. By Tonelli’s theorem, we have
E
Fs
∫ T
s
h(t, BHt )dt =
∫ T
s
E
Fsh(t, BHt )dt =
∫ T
s
E
Fsh(t,EFsBHt +(B
H
t −E
FsBHt ))dt .
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Using (6.4) and (6.6), we see that BHt − E
FsBHt =
∫ t
s KH(t, r)dWr, which has a
normal distribution with variance σ2H(s, t) and is independent from Fs. Hence,
we obtain
E
Fs
∫ T
s
h(t, BHt )dt =
∫ T
s
Pσ2
H
(s,t)[h(t, ·)](E
FsBHt )dt ,
where {Pσ}σ≥0 is the heat semigroup. For each σ > 0, Pσ maps L
p to Cb(R
d) and
for every φ ∈ Lp(Rd), we have
‖Pσφ‖∞ . σ
− d
2p ‖φ‖Lp .
In fact, the previous estimate follows from the Hölder inequality ‖pσ ∗ φ‖∞ ≤
‖pσ‖Lp′‖φ‖Lp, where pσ is the Gaussian density of Pσ and
1
p′
+ 1
p
= 1. In conjunc-
tion with (6.5) and Hölder inequality, we have
E
Fs
∫ T
s
h(t, BHt )dt .
∫ T
s
|t− s|−H
d
p ‖h(t, ·)‖Lp(Rd) . ‖h‖LqLp
(∫ T
s
|t− s|−q
′H d
p
) 1
q′
.
This yields (6.7). Then, by Taylor’s expansion, we have
E exp
(∫ T
0
h(t, BHt )dt
)
= 1 +
∞∑
n=1
In ,
where
In = E
∫ T
0
∫ T
t1
· · ·
∫ T
tn−1
h(t1, B
H
t1 ) · · ·h(tn, B
H
tn)dtn · · · dt1 .
By conditioning successively on Ftn−1 , . . . ,Ft1 and using (6.7) we obtain
In ≤ C
n‖h‖nLqLp
×
(∫ T
0
∫ T
t1
· · ·
∫ T
tn−1
(tn − tn−1)
−q′H d
p · · · (t2 − t1)
−q′H d
p t
−q′H d
p
1 dtn · · · dt1
) 1
q′
.
Using the properties of Gamma functions, it is straightforward to obtain
In ≤
Cn‖h‖nLqLpT
n(1−H d
p
− 1
q
)
Γ(n(1−H d
p
− 1
q
) + 1)
for some constant C > 0 depending on p, q,H . Thus we have
E exp
(∫ T
0
h(t, BHt )dt
)
≤
∞∑
n=0
Cn‖h‖nLqLpT
n(1−H d
p
− 1
q
)
Γ(n(1−H d
p
− 1
q
) + 1)
,
which implies finiteness of the exponential moment. 
In the above proof, using the identity E
(∫ T
0 h(t, B
H
t )dt
)n
= n!In, we obtain
the following estimate
E
(∫ T
0
h(t, BHt )dt
)n
≤
n!Cn‖h‖nLqLpT
n(1−H d
p
− 1
q
)
Γ(n(1−H d
p
− 1
q
) + 1)
(6.9)
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for every positive integer n.
Proof of Theorem 6.1. This result can be obtained following the approach of
[NO03]. The only difference here is that we work on arbitrary finite dimension.
In [NO03], a weak solution solution is constructed using Girsanov transforma-
tion, which relies on the validity of the inequality (Novikov’s condition)
E exp
(
θ
∫ T
0
|vs|
2ds
)
<∞ (6.10)
where θ is any positive number and
vs =
1
Γ(1
2
−H)
sH−
1
2
∫ s
0
(s− r)−
1
2
−Hr
1
2
−Hb(r, BHr )dr .
See [NO03, Lemma 3.3 and equation (3.11)]. Note that in multi-dimensions,
Girsanov transformation is still available. As in [NO02,NO03], we observe that∫ T
0
|vr|
2dr .
∫ T
0
|b(r, BHr )|
2dr .
Hence, to obtain (6.10), it suffices to show that
E exp
(
θ
∫ T
0
|b(r, BHr )|
2dr
)
<∞ (6.11)
for any θ > 0. Observe that the function h = |b|2 belongs to Lq/2([0, T ];Lp/2(Rd)).
The condition (6.3) ensures that
H
d
p/2
+
1
q/2
< 1 .
Hence, we can apply Lemma 6.4 to obtain (6.11). From here, the arguments
used in the proofs of [NO03, Theorems 3.3 and 3.4] are applicable, which yield
existence and uniqueness in law of weak solutions to (6.1). 
For later purposes, we state the following result which is analogous to [NO03,
Lemma 3.3].
Lemma 6.5. Let (BH , X, {Ft}t∈[0,T ]) be a pathwise solution of (6.1) defined on
a probability space (Ω,F ,P). Set
vs =
1
Γ(1
2
−H)
sH−
1
2
∫ s
0
(s− r)−
1
2
−Hr
1
2
−Hb(r,Xr)dr . (6.12)
Assume that (6.3) holds. Then
ξT = exp
(
−
∫ T
0
vs · dWs −
1
2
∫ T
0
v2sds
)
(6.13)
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defines a random variable such that the measure P˜ given by dP˜ = ξTdP is a
probability measure equivalent to P. Moreover, for every θ ∈ R, there exists a
constant Kθ depending on θ, T,K,H, p, q and on ‖b‖LqLp such that
E
P˜ξθT + E
PξθT ≤ Kθ .
Proof. In [NO03, Lemma 3.3], this result relies on the validity of inequality (6.8).
Hence it can be carried over in a multi-dimensional setting. 
Proposition 6.6. Let (BH , X, {Ft}t∈[0,T ]) be a pathwise solution of (6.1) defined
on a probability space (Ω,F ,P) and (p1, q1) ∈ [1,∞] satisfies (6.2). Then for every
Borel function f in Lq1([0, T ];Lp1(Rd)), every integer m ≥ 2 and s, t ∈ [0, T ],
‖
∫ t
s
fr(Xr)dr‖Lm ≤ C(T,m, p, q, ‖b‖LqLp)‖f‖Lq1Lp1 |t− s|
1−H d
p1
− 1
q1 .
Proof. Define v and ξT by (6.12) and (6.13), respectively. By Lemma 6.5, the
process v satisfies conditions i) and ii) of [NO03, Theorem 3.1]. Hence, under the
measure P˜ given by dP˜ = ξTdP, the process X is a fractional Brownian motion
with Hurst parameter H . By Cauchy-Schwarz inequality, we have
E
P|
∫ t
s
fr(Xr)dr|
m = EP˜|
∫ t
s
fr(Xr)dr|
mξ−1T
≤
(
E
P˜ξ−2T
) 1
2
(
E
P˜|
∫ t
s
fr(Xr)dr|
2m
) 1
2
.
We now apply Lemma 6.5 and (6.9) to obtain the result. 
As an application, we derive a regularity property for pathwise solutions.
Proposition 6.7. Let (BH , X, {Ft}t∈[0,T ]) be a pathwise solution of (6.1) defined
on a probability space (Ω,F ,P). Put ψ = X − BH . Then for every m ≥ 2 and
s, t ∈ [0, T ],
‖ψt − ψs‖Lm ≤ C(T,m, p, q, ‖b‖LqLp)|t− s|
1−H d
p
− 1
q .
Proof. Note that ψt − ψs =
∫ t
s br(Xr)dr. The result is a direct application of
Proposition 6.6. 
Pathwise uniqueness and strong existence. We denote
τH(p, q) = 1−H
d
p
−
1
q
. (6.14)
It is useful to observe that the conditions (6.3) and (6.2) are respectively equiva-
lent to
τH(p, q) >
1
2
and τH(p, q) > H +
1
2
. (6.15)
We recall that {Pσ}σ≥0 is the heat semigroup and σH is defined in (6.6). The
following lemma will be needed.
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Lemma 6.8. For every f ∈ Lq([0, T ];Lp(Rd)) and every s < t, we have∫ t
s
‖∇Pσ2H(s,r)fr‖∞dr . ‖f‖LqLp|t− s|
τH(p,q)−H , if τH(p, q) > H , (6.16)∫ t
s
‖∇2Pσ2
H
(s,r)fr‖∞dr . ‖f‖LqLp|t− s|
τH(p,q)−2H , if τH(p, q) > 2H . (6.17)
Proof. We recall that for every σ > 0, Pσ maps L
p(Rd) to C2b (R
d). In addition,
for every φ ∈ Lp(Rd), applying Hölder inequality, we have
‖∇Pσφ‖∞ . σ
− d
2p
− 1
2‖φ‖Lp and ‖∇
2Pσφ‖∞ . σ
− d
2p
−1‖φ‖Lp . (6.18)
Applying the former inequality in (6.18) and Hölder inequality yields∫ t
s
‖∇Pσ2
H
(s,r)fr‖∞dr .
∫ t
s
|σH(s, r)|
− d
p
−1‖fr‖Lpdr
. ‖f‖LqLp
(∫ t
s
|σH(s, r)|
−q′ d
p
−q′dr
) 1
q′
,
where q′ = q
q−1
, the Hölder conjugate of q. Using (6.5), it is evident that
(∫ t
s
|σH(s, r)|
−q′ d
p
−q′dr
) 1
q′
.
(∫ t
s
|r − s|−Hq
′ d
p
−Hq′dr
) 1
q′
. |t− s|1−H
d
p
− 1
q
−H .
The above two inequalities imply (6.16). The estimate (6.17) is obtained analo-
gously by applying Hölder inequality and the later inequality in (6.18). 
Let us now fix a filtered probability space (Ω,F ,P, {Ft}t∈[0,T ]) such that F0
contains P-null sets. On this probability space, BH is an {Ft}-fractional Brownian
motion. The following result is a kind of division property.
Lemma 6.9. Let (BH , X, {Ft}) and (B
H , X¯, {Ft}) be two pathwise solutions to
(6.1). Let f be in Lq1([0, T ];Lp1(Rd)), q1, p1 ∈ [1,∞). Assume that (6.3) holds,
τH(p1, q1) > H +
1
2
and τH(p, q)+ τH(p1, q1) > 1+ 2H. Putting ψ = X −B
H and
ψ¯ = X¯ − BH , there exist modifications of ψ, ψ¯ and a Hölder continuous process
V = V (f, ψ, ψ¯) such that with probability one,∫ t
0
fr(Xr)dr −
∫ t
0
fr(X¯r)dr =
∫ t
0
(ψr − ψ¯r) · dVr , ∀t ∈ [0, T ]. (6.19)
In the above,
∫ ·
0(ψr − ψ¯r) · dVr is a (well-defined) Young integral.
Proof. Herein, we put τ = τH(p, q) and τ1 = τH(p1, q1). Let {f
n} be a sequence
of functions in C2b ([0, T ];R
d) convergent to f in Lq1([0, T ];Lp1(Rd)). Then, it is
evident that∫ t
0
fnr (Xr)dr −
∫ t
0
fnr (X¯r)dr =
∫ t
0
(ψr − ψ¯r) · dVr[f
n] , ∀t ∈ [0, T ], (6.20)
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where
Vt[f
n] =
∫ t
0
∫ 1
0
∇fnr (B
H
r + θψr + (1− θ)ψ¯r)dθdr .
Our strategy is to pass through the limit n → ∞ in (6.20). From Proposition
6.6 and Garsia-Rodemich-Rumsey inequality, we see that left-hand side of (6.20)
converges in probability uniformly over compact intervals to∫ t
0
fr(B
H
r + ψr)dr −
∫ t
0
fr(B
H
r + ψ¯r)dr .
From Proposition 6.7, choosingm sufficiently large and applying Kolmogorov con-
tinuity theorem, we see that ψ and ψ¯ have continuous modifications in C
1
2
+ε([0, T ];Rd)
for some ε > 0. Hence, by continuity of Young integrations, to pass through the
limit n→ ∞ in the right-hand side of (6.20), it suffices to show that V [fn] con-
verges to a process V [f ] in C
1
2
+ε([0, T ]) in probability for some ε > 0. This is
accomplished below via the stochastic sewing lemma, which is similar to Propo-
sition 3.3 and Corollary 3.5.
We first construct an auxiliary process. For each g ∈ Lq1([0, T ];Lp1(Rd)), con-
sider
As,t[g] =
∫ t
s
∫ 1
0
∇(Pσ2
H
(s,r)gr)(E
FsBHr + θψs + (1− θ)ψ¯s)dθdr .
Let m ≥ 2 be fixed. From (6.16), we have
‖As,t[g]‖Lm . ‖g‖Lq1Lp1 |t− s|
τ1−H .
To simplify the notation, we denote zθs = θψs + (1− θ)ψ¯s. Then
E
FsδAs,u,t[g]
= EFs
∫ t
u
∫ 1
0
(
∇(Pσ2
H
(u,r)gr)(E
FuBHr + z
θ
s)−∇(Pσ2H(u,r)gr)(E
FuBHr + z
θ
u)
)
dθdr .
Applying (6.17), we have
‖EFsδAs,u,t[g]‖Lm . ‖g‖Lq1Lp1 (‖ψ‖CτLm + ‖ψ¯‖CτLm)|t− s|
τ1+τ−2H .
(Recall that ‖ · ‖CτLm is defined at the beginning of Section 3.) From our assump-
tions, τ1−H >
1
2
and τ1+τ−2H > 1, so by Theorem 2.4, there exists an adapted
process in CτH(p,q)−HLm, denoted by A[g], such that
‖At[g]−As[g]‖Lm . ‖g‖Lq1Lp1 (1 + ‖ψ‖CτLm + ‖ψ¯‖CτLm)|t− s|
τ1−H , (6.21)
for every s ≤ t in [0, T ]. By choosing m sufficiently large and applying Kol-
mogorov continuity theorem, we see that A[g] has continuous modification in
Cα([0, T ]) for every α < τ1 −H .
We claim that V [fn] = A[fn]. Indeed, since ∇fn is bounded and Lipschitz,
applying Proposition 6.7, it is straightforward to verify that for every s ≤ t,
‖Vt[f
n]− Vs[f
n]‖Lm ≤ ‖∇f‖Cb([0,T ]×Rd)|t− s|
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and
‖EFs(Vt[f
n]− Vs[f
n])− As,t[f
n]‖Lm
= ‖EFs
∫ t
s
∫ 1
0
[
∇fnr (B
H
r + z
θ
r )−∇f
n
r (B
H
r + z
θ
s )
]
dθdr‖Lm
≤ ‖f‖C2
b
(‖ψ‖CτLm + ‖ψ¯‖CτLm)|t− s|
1+τ .
Hence, by uniqueness of Theorem 2.4, we must have Vt[f
n] = At[f
n] a.s. for every
t ∈ [0, T ].
We now define V [f ] as the continuous modification of A[f ]. Using the estimate
(6.21), we see that limn V [f
n] = V [f ] in Cτ1−HT Lm. By choosing m sufficiently
large and applying Garsia-Rodemich-Rumsey inequality, it follows that the se-
quence {V [fn]} converges to V [f ] in C
1
2
+ε([0, T ];Rd) in probability for some
ε > 0. This completes the proof. 
We now have enough material to show pathwise uniqueness for (6.1).
Proof of Theorem 6.2. Suppose (BH , X, {Ft}t∈[0,T ]), (B
H , X¯, {Ft}t∈[0,T ]) are two
pathwise solutions to (6.1) defined on the same probability space (Ω,F ,P) such
that X0 = X¯0 = x. From Proposition 6.7, using Kolmogorov continuity theorem,
we see that ψ, ψ¯ are a.s. Hölder continuous with exponent 1
2
+ ε for some ε > 0.
Then with probability one,
ψt − ψ¯t =
∫ t
0
br(B
H
r + ψr)dr −
∫ t
0
br(B
H
r + ψ¯r)dr ∀t ∈ [0, T ] .
Since [0, T ] has finite length, we can assume without loss of generality that q <∞.
We consider two cases.
Case 1: p < ∞. From Lemma 6.9, (for a.s. ω) we can rewrite the above
equation to
ψit − ψ¯
i
t =
∫ t
0
(ψr − ψ¯r) · dV
i
r , ∀t ∈ [0, T ] , ∀i = 1, . . . , d , (6.22)
where for each i, ψi, ψ¯i are respectively the i-th components of ψ, ψ¯, V i =
V (bi, ψ, ψ¯) is the process defined in Lemma 6.9. Note that each integral on the
right-hand side (6.22) is a Young integral. Equation (6.22) is a Young differential
equation, which has uniqueness ([HN07]). This implies that ψ = ψ¯ and hence
X = X¯.
Case 2: p = ∞. For each n, we denote χn(x) = 1{|x|≤n}. Choose p1 ∈ [1,∞)
such that H d
p1
+ 1
q
< 1
2
− H . Let Ω∗ ∈ F be such that on Ω∗, ψ, ψ¯ are Hölder
continuous with exponent 1
2
+ ε for some ε > 0 and
∫ t
0
[bχn](r,Xr)dr −
∫ t
0
[bχn](r, X¯r)dr =
∫ t
0
(ψr − ψ¯r) · dV
(n)
r ∀t ∈ [0, T ], ∀n ≥ 1.
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Here, V (n) = (V (n),1, . . . , V (n),d) and for each j = 1, . . . , d, V (n),j = V (bjχn, ψ, ψ¯)
is the process constructed in Lemma 6.9. It is clear that we can find ε > 0 so
that P(Ω∗) = 1.
Let us fix an arbitrary ω in Ω∗. We define
σn(ω) = inf{t ∈ [0, T ] : |ψt(ω)| > n or |ψ¯t(ω)| > n} .
For every t ∈ [0, σn(ω)], we have
ψt(ω)− ψ¯t(ω) =
∫ t
0
[bχn](r,Xr(ω))dr− [bχn](r, X¯r(ω))dr
=
∫ t
0
(ψr(ω)− ψ¯r(ω)) · dV
(n)
r (ω) .
As in the first case, uniqueness of Young differential equations implies that
ψt(ω) = ψ¯t(ω) for every t ∈ [0, σn(ω)]. It is obvious that limn σn(ω) = T . Hence,
we conclude that ψ(ω) = ψ¯(ω) on [0, T ], which implies X = X¯. 
Proof of Theorem 6.3. Uniqueness of strong solutions is a consequence of path-
wise uniqueness obtained in Theorem 6.2. To show existence of a strong solution,
we rely on Yamada-Watanabe’s result [YW71, Corollary 1]. We recall the iden-
tity (6.4) and observe that (BH , X, {Ft}) is a solution to (6.1) if and only if
(W,X, {Ft}) satisfies (i) W is an {Ft}-Wiener process, (ii) X is {Ft}-adapted
and (iii) with probability one
Xt = x+
∫ t
0
b(r,Xr)dr +
∫ t
0
KH(t, s)dWs , ∀t ∈ [0, T ] . (6.23)
The results of Theorems 6.1 and 6.3 are transfered in obvious ways to equation
(6.23). The argument of [YW71] is then applicable to equation (6.23) as it relies
only on properties of Wiener processes, weak existence and pathwise uniqueness.
In particular, it does not depend on a particular form of the equation. This
shows existence of a strong solution to (6.23). Since BH and W generate the
same filtration, a strong solution to (6.23) is also a strong solution to (6.1). This
completes the proof. 
Remark 6.10. When H = 1/2, a well-known result of Krylov and Röckner
[KR05] states that (6.1) has unique strong solution if
d
p
+
2
q
< 1 ⇔ τ1/2(p, q) >
1
2
. (6.24)
Our condition (6.2) is therefore not optimal because it forces p, q → ∞ when
H → 1
2
−
. The fraction 1
2
which appears in (6.24) seems to be fixed for any H < 1
2
in order to apply Girsanov transformation. It is then natural to conjecture that
(6.1) has a unique strong solution provided that
τH(p, q) >
1
2
, (6.25)
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which is indeed equivalent to (6.3). The validity of this conjecture is out of reach
at the moment and is an interesting problem by its own.
7. Averaging along fractional Brownian motions
Let BH be a fractional Brownian motion in Rd with H ∈ (0, 1) and f be an
element in LqTC
ν(Rd) for some ν ∈ R. We recall that Cν(Rd) denotes the comple-
tion of C∞c (R
d) in the Besov-Hölder space Bν∞,∞(R
d) and the space LqTC
ν(Rd) is
defined at the beginning of Section 3 with H = Cν(Rd). In the current section,
we investigate the almost sure joint-Hölder regularity of the following map
(t, x) 7→
∫ t
0
f(r, BHr + x)dr .
In particular, we seek for almost sure estimates of the type
|
∫ t
s
f(r, BHr + x)dr −
∫ t
s
f(r, BHr + y)dr| . |t− s|
γ|x− y|α (7.1)
uniformly for s, t, x, y in compact sets, for some suitable exponents γ, α > 0. This
type of estimates plays a key role in the work [CG16] of Catellier and Gubinelli
in obtaining path-by-path uniqueness for stochastic differential equations of the
type
dXt = b(t, Xt)dt+ dB
H
t , b ∈ L
∞
T C
ν .
Since the problem of path-by-path uniqueness has been treated in [CG16] us-
ing nonlinear Young integral (see [HL17]), we will not repeat their arguments
here. We rather provide another way of obtaining these kinds of estimates, using
stochastic sewing lemma.
Let {Ft}t≥0 be the natural filtration generated by B
H . Let us consider for each
s < t and f ∈ LqTC
ν(Rd), the increment process
Axs,t[f ] =
∫ t
s
[Pσ2
H
(s,r)fr](E
FsBHr + x)dr ,
where {Pσ}σ≥0 is the heat semigroup, σH is defined in (6.6). If f is a bounded
Borel function, we can also write Axs,t[f ] =
∫ t
s E
Fsfr(B
H
r + x)dr. We recall that
for every σ > 0, Pσ maps C
ν(Rd) to C2b (R
d). In addition, for every α ∈ (0, 1] and
for every φ ∈ Cν(Rd), we have (see e.g. [CC18, Prop. 2.4])
‖Pσφ‖∞ . σ
ν
2 ‖φ‖Cν and ‖Pσφ‖Cα . σ
ν−α
2 ‖φ‖Cν . (7.2)
In analogy with (6.16) and (6.17), it is straightforward to obtain following esti-
mates ∫ t
s
‖Pσ2H(s,r)fr‖∞dr . ‖f‖LqCν |t− s|
1+Hν− 1
q , (7.3)∫ t
s
‖Pσ2
H
(s,r)fr‖Cαdr . ‖f‖LqCν |t− s|
1+H(ν−α)− 1
q , (7.4)
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for every f ∈ LqTC
ν(Rd) and every s < t, provided that 1 + H(ν − α) − 1
q
> 0.
These estimates are summarized in the following result.
Lemma 7.1. Let s < u < t, f ∈ LqTC
ν(Rd) and x, y ∈ Rd be fixed. Suppose that
α ∈ (0, 1] and 1 +H(ν − α)− 1
q
> 0, then
|Axs,t[f ]| . ‖f‖LqT Cν |t− s|
1−Hν− 1
q (7.5)
and
|Axs,t[f ]−A
y
s,t[f ]| . ‖f‖Lq
T
Cν |x− y|
α|t− s|1+H(ν−α)−
1
q . (7.6)
We define
γH(ν, q) = 1 +Hν −
1
q
. (7.7)
The following result is an analogue of Proposition 3.3.
Proposition 7.2. Let m ≥ 2 and x ∈ Rd be fixed. Suppose that
γH(ν, q) >
1
2
⇔ ν >
1
H
(
1
q
−
1
2
)
. (7.8)
There exists a linear map Ax from LqTC
ν(Rd) to C
1+Hν− 1
q
T Lm such that
(a) For every f ∈ LqTC
ν(Rd) and every 0 ≤ s ≤ t ≤ T ,
‖Axt [f ]−A
x
s [f ]‖Lm . ‖f1[s,t]‖LqT Cν |t− s|
1+Hν− 1
q . (7.9)
(b) If f is a function in E0T ∪ Cb([0, T ]× R
d), then Axt [f ] =
∫ t
0 fr(B
H
r + x)dr
a.s. for every t ≥ 0.
(c) For every f ∈ LqTC
ν(Rd) and every t ≥ 0, At[f ] is the limit in Lm of the
Riemann sum ∑
i
∫ ti+1
ti
Pσ2
H
(ti,r)fr(E
FtiBHr + x)dr
as maxi |ti+1 − ti| → 0. Here {ti}i ⊂ D0,T is any partition of [0, t].
Proof. Note that EFsδAxs,u,t[f ] = 0 for every triplet s < u < t. We can obtain the
result by using (7.5) and Theorem 2.4. The proof is similar to that of Proposition
3.3 and is omitted. 
Hereafter, we fix an element f in LqTC
ν(Rd) and write
∫ t
0 fr(B
H
r +x)dr for A
x
t [f ]
whenever the hypotheses of Proposition 7.2 are met.
Proposition 7.3. For every α ∈ (0, 1] such that
γH(ν, q) >
1
2
+Hα ⇔ α < ν −
1
H
(
1
q
−
1
2
)
, (7.10)
then
‖
∫ t
s
fr(B
H
r +x)dr−
∫ t
s
fr(B
H
r +y)dr‖Lm . ‖f‖LqTCν |t−s|
γH (ν,q)−Hα|x−y|α. (7.11)
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Proof. This is a direct consequence of (7.6) and Theorem 2.4. 
By choosing m sufficiently large and applying the Kolmogorov continuity theo-
rem, there exists a continuous modification of the random field {
∫ t
0 fr(B
H
r +x)}t,x.
We then apply the multiparameter Garsia-Rodemich-Rumsey inequality in [HL13]
(choosing m sufficiently large) to see that there are arbitrarily small positive con-
stants ε1, ε2 such that with probability one,
|
∫ t
s
fr(B
H
r +x)dr−
∫ t
s
fr(B
H
r + y)dr| . ‖f‖LqT Cν |t− s|
γH(ν,q)−Hα−ε1 |x− y|α−ε2
(7.12)
for uniformly in s, t ∈ [0, T ] and x, y in a compact set. This procedure provides
a method to obtain almost sure estimates of the type (7.1). It can be applied to
most of the moment estimates stated below.
Proposition 7.4. Suppose
γH(ν, q) >
1
2
+H ⇔ ν > 1 +
1
H
(
1
q
−
1
2
)
, (7.13)
then the map x→
∫ t
0 fr(B
H
r + x) is differentiable and for every fixed t, x
∇
∫ t
0
fr(B
H
r + x)dr =
∫ t
0
∇fr(B
H
r + x)dr a.s. (7.14)
In addition, the map (t, x) → ∇
∫ t
0 fr(B
H
r + x) has a continuous version. For
every α ∈ (0, 1] such that
γH(ν, q) >
1
2
+H +Hα ⇔ α < ν − 1−
1
H
(
1
q
−
1
2
)
, (7.15)
we have the following estimates for every s < t and every x, y ∈ Rd
‖∇
∫ t
s
fr(B
H
r + x)‖Lm . ‖f‖LqT Cν |t− s|
γH(ν,q)−H (7.16)
and
‖∇
∫ t
s
fr(B
H
r +x)dr−∇
∫ t
s
fr(B
H
r +y)dr‖Lm . ‖f‖LqT Cν |t−s|
γH (ν,q)−H−Hα|x−y|α .
(7.17)
Proof. We observe that ∇f belongs to LqTC
ν−1(Rd) with ‖∇f‖LqT Cν−1 ≤ ‖f‖L
q
T C
ν
and that condition (7.13) is equivalent to γH(ν − 1, q) >
1
2
. By Proposition 7.2,
the random field {
∫ t
0 ∇fr(B
H
r + x)dr}t,x can be defined and has a continuous
modification. Take a sequence {fn} in E2T which converges to f in L
q
TC
ν . Then
we have for each t ∈ [0, T ],∫ t
0
∇fr(B
H
r + x)dr = limn
∫ t
0
∇fnr (B
H
r + x)dr in Lm
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and for each n ∫ t
0
∇fnr (B
H
r + x)dr = ∇
∫ t
0
fnr (B
H
r + x)dr .
The later identity is due to the fact that each fn is a finite linear combination
of C2b (R
d)-functions. This shows (7.14). The estimates (7.16) and (7.17) follow
from identity (7.14) and estimates (7.9), (7.11) with f replaced by ∇f . 
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