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Abstract
LHCb is a forward spectrometer experiment dedicated to the study of new physics in the decays of beauty and charm hadrons
produced in proton collisions at the Large Hadron Collider (LHC) at CERN.
The VErtex LOcator (VELO) is the microstrip silicon detector surrounding the interaction point, providing tracking and vertex-
ing measurements. The upgrade of the LHCb experiment, planned for 2018, will increase the luminosity up to 2×1033 cm−2s−1 and
will perform the readout as a trigger-less system with an event rate of 40 MHz. Extremely non-uniform radiation doses will reach
up to 5 × 1015 1 MeVneq/cm2 in the innermost regions of the VELO sensors, and the output data bandwidth will be increased by a
factor of 40. An upgraded detector is under development based in a pixel sensor of the Timepix/Medipix family, with 55 x 55 µm2
pixels. In addition a microstrip solution with finer pitch, higher granularity and thinner than the current detector is being developed
in parallel.
The current status of the VELO upgrade program will be described together with recent testbeam results.
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1. The VELO detector at the LHCb experiment1
1.1. The LHCb experiment2
The LHCb [1] experiment is designed to exploit the enor-3
mous production cross sections of b and c hadrons in proton4
collisions at the LHC. It has demonstrated an excellent momen-5
tum resolution and particle identification capabilities, needed to6
study rare B decays. As the bb pairs are produced predomi-7
nantly in the forward and backward directions the experiment8
was built to cover the pseudo-rapidity range of 1.9 < η < 4.9.9
LHCb has been running from September 2009 and it has recorded10
1.1 fb−1 pp collisions during 2011 and 2.1 fb−1 so far during11
2012. Currently LHCb is running at a luminosity of12
L = 4 × 1032 cm−2 s−1 with an average pile up of 1.4 in-13
teractions per bunch crossing (Fig. 1(a)). Both values are above14
design specifications which is an indication of the excellent per-15
formance of the experiment.16
1.2. The VErtex LOcator (VELO)17
The VErtex LOcator [2] is the silicon detector surrounding18
the LHCb interaction point. It is located only 7 mm from the19
beam axis during normal operation and measures very precisely20
the primary vertex and the decay vertices. It consists of two21
mobile detector halves with 21 modules each (Fig. 1(b)). Every22
module is composed of two n+-on-n 300 µm thick microstrip23
sensors, with a pitch range from 38 µm to 102 µm providing24
R and φ measurements. The 2048 channels of each sensor are25
readout at 1 MHz with 16 analogue front-end chips named Bee-26
tles [3]. Each sensor has its own hybrid circuit, and it is glued27
onto a thermal pyrolytic graphite (TPG) foil which provides a28
thermal highway for the module. The TPG foil is coated with29
carbon fibre to give mechanical support to the module. The30
cooling system is based on a bi-phase CO2 plant which deliv-31
ers the coolant via stainless steel tubes to the cooling blocks32
clamped to the base of the hybrids.33
The detector is placed inside the beam pipe and each half34
is separated from the LHC beams by a vacuum box named RF-35
foil. The RF-foil is the corrugated AlMg3 foil of 300 µm that36
is between the VELO sensors and beams. It encapsulates the37
VELO modules in a secondary vacuum and shields the front38
end electronics from the beams currents.39
As the sensors are placed so close, and perpendicular to40
the beams, the radiation dose is highly non-uniform reaching41
2.5 × 1014 1 MeVneq/cm2 in the innermost regions. After al-42
most 3 years of operation, the VELO has already experienced43
radiation damage [4]. Leakage current has increased around44
1.9 µA per 100 pb−1 delivered, following the delivered lumi-45
nosity as expected. Type inversion has been measured in the46
inner regions of the sensors, being the first sensors in LHC to47
show it. More detailed information about radiation damage in48
VELO can be found in [5]. Despite the radiation damage no49
significant performance degradation has been shown in the in-50
stalled VELO, providing a decay time resolution of ∼ 50 fs and51
a point resolution of only 4 µm in the region of 40 µm pitch.52
More detailed information about the VELO performance can53
be found in [6].54
2. The VELO upgrade55
As it was explained, LHCb is running above design param-56
eters, recording around 2 fb−1 per year, expecting up to 9 fb−157
by the end of 2017. In that moment LHCb will be able to cover58
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(a) Average luminosity
(b) CAD image of the VELO detector
Figure 1: Fig. 1(a) compares average instantaneous luminosity in the LHCb
experiment with the nominal value. Fig. 1(b) shows 3D representation of the
current VELO detector
its primary physics goals, namely the search for New Physics59
via the measurement of CP asymmetries and rare decays of b60
and c quarks. Nevertheless, many physics channels will still be61
statistically limited. An upgrade is planned for 2018 and the62
luminosity will be increased up to 2 × 1033 cm−2s−1, reaching63
10 fb−1 per year. The radiation dose will reach up to 230 MRad64
or 5 × 1015 1 MeV neq/cm2 in the inner regions of the sensors.65
The radiation dose will be extremely non-uniform as can be ap-66
preciated in Fig. 2(a).67
Luminosity by itself will not improve hadronic event yield68
since the current bottleneck is the hardware trigger. Currently69
the LHCb trigger is implemented in two stages. The first level70
is a hardware implemented trigger, carried out with information71
from the Muon and Calorimeters detectors. The next step is72
the High Level Trigger (HLT) where more refined selections73
are made in a CPU-farm using data from the others detectors,74
like the displaced vertices information provided by the VELO.75
The hardware trigger was implemented to filter the event rate76
from 40 MHz to a maximum of 1 MHz so the HLT can process77
them. Thus the effective readout rate for the current VELO is78
≤ 1 MHz.79
(a) Radiation dose as function of the distance to the beams
(b) Rate of tracks per bunch crossing in a pixel based module
Figure 2: Expected values of radiation and track rate per bunch crossing
for the upgraded VELO.
After the upgrade, all the detectors will be readout at 40 MHz,80
providing data to a fully flexible software trigger, which will se-81
lect events of interest according to information like the recon-82
structed vertices. This trigger-less system will raise the band-83
width needs by a factor of 40, promoting the LHCb to the cat-84
egory of a general purpose experiment in the forward direc-85
tion. This implies that all the front-end electronics must be86
redesigned or adapted to cope with the new data rate require-87
ments, implementing new functionalities like zero suppression88
in order to reduce the bandwidth. Preliminary simulations shows89
an average rate of 26 tracks per sensor per bunch crossing,90
giving an output rate above 2 Tbit/s from the whole VELO,91
Fig. 2(b).92
2.1. Sensor technology93
Two silicon technologies are being considered to meet the94
requirements of the VELO upgrade: pixels and microstrips.95
Pixel modules. The pixel option is based on an ASIC named96
VeloPix, from the Medipix/Timepix [7] family, bump bonded97
onto a n-on-p sensor. The VeloPix has a matrix of 256 × 25698
pixels of 55×55 µm2 each. It will provide simultaneously infor-99
mation about the deposited energy and the time stamp, reach-100
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(a) Proposed pixel module
(b) Microstrip prototypes with R and φ geometry
Figure 3: Upgraded VELO modules will be based on pixel of microstrip
sensors.
ing an output rate at the hottest chip > 12 Gbit/s. More detailed101
VeloPix specifications are given in Table 1, and a sketch of a102
proposed pixel module is shown in Fig. 3(a).103
Strip modules. The future VELO could keep the same tracking104
concept than the current, introducing improvements according105
to the evolution of the silicon technologies. The higher lumi-106
nosity of the upgrade leads to increase occupancy. To deal with107
the it the granularity will be improved by increasing the number108
of strips, reducing the minimum pitch down to 30 µm, and vary-109
ing the pitch through the sensor to keep constant the occupancy110
per strip. The planned sensors will be n-on-p type and 200 µm111
thick. A new ASIC is under development exploiting synergies112
with other silicon detectors in LHCb, which will provide func-113
tionality on chip like clustering, common mode suppression and114
pedestal subtraction. The average rate per ASIC will be around115
1.4 Gbits/s, and the data rate from the whole VELO will be116
above 2 Tbit/s.117
R and φ prototypes were already produced (Fig. 3(b)) and118
they will be tested in the coming testbeams.119
Pixel array 256 × 256
Pixel size 55 µm × 55µm
Min. threshold ∼ 500 e−
Peaking time < 25 ns
Time walk < 25 ns
Measurements ToA & ToT
Count rate 500 Mhit/s/chip
Readout Continuous, sparse, on-
chip clustering
Output bandwidth > 12 Gbit/s
Power consumption < 3 W/chip
Radiation hardness > 500 MRad, SEU toler-
ant
Table 1: Main VeloPix features
2.2. Mechanics and cooling120
The RF-foil is the aluminium box which encloses the VELO121
in a secondary vacuum. It allows overlap between the halves122
of the detector and shields the front end electronics from the123
RF noise pick-up and from beam currents. Depending on the124
module technology, a custom RF-foil must be manufactured. A125
new technique will be used, milling the 250 µm thick box from126
a solid aluminium block by a 5-axis milling head. The milling127
process is better than the pressing method used in the current128
VELO because it can manufacture sharp corners needed for the129
pixel option and allows a better thickness control.130
A common feature in strip and pixel-based modules will be131
the cooling spine. It will provide mechanical support but also132
cooling up to the very end of the sensor in order to avoid ther-133
mal runaway due to the increased occupancy. To cool down the134
cooling spine two main options are being developed, metallised135
CVD diamond and microchannel. In the first case, thermal con-136
ductivity and mechanical needs are guaranteed by a diamond137
spine clamped to a cooling block, while the IO signals of the138
ASIC will be carried out by a thermally activated silver paste139
deposited on the diamond (Fig. 4(a)). In the microchannel solu-140
tion ∼ 200×70 µm2 channels are etched onto a silicon substrate,141
where the CO2 is forced to pass through [8, 9]. The layout of142
the channels can be adapted according to cooling needs. Sev-143
eral prototypes were already produced and tested in laboratory144
environment (Fig. 4(b)).145
3. Tesbeam program146
A key element of the testbeam program is the Timepix based147
telescope (Fig. 5). The telescope is divided in two arms, with148
four Timepix devices in ToT1 mode allowing a track recon-149
struction with a spatial resolution < 2 µm at the Device Under150
Test (DUT) plane, with a pi beam of 180 GeV/c. An additional151
Timepix device is placed at the end of the telescope and config-152
ured in ToA2 mode. The track rate goes up to 12 kHz depending153
1Time over Threshold provides a value proportional to the deposited energy
2Time of Arrival provides the time-stamping of the track
3
(a) Metallized diamond
(b) Microchannels etched onto a silicon sub-
strate
Figure 4: Cooling options for the future VELO module
Figure 5: The Timepix based telescope
of the DUT capabilities. The DUT is placed in between the two154
arms of the telescope, and it can be moved, rotated and cooled155
by a portable CO2 plant.156
During the 2012 testbeam campaign more than 30 different157
devices were tested to compare different options like perfor-158
mance after irradiation (from 0.5 to 2.5 × 1015 1MeVneq/cm2),159
silicon doping (n-on-p or n-on-n), edge distances, guard rings160
designs (from 0 to 6) and different vendors.161
Detailed information of the testbeam program is available162
in [10].163
Figure 6: Beam hitmap in an edgeless Timepix device
3.1. Results164
Fig. 6 shows a resulting plot from the 2012 testbeam cam-165
paign. The device under test was an n-on-n edgeless sensor,166
150 µm thick, bump bonded to a Timepix chip and the beam167
incidence was perpendicular to the sensor. In the up left corner168
can be seen the beam spot. In that region the pixels located in169
the second to last row have a higher occupancy. This is a con-170
sequence of an edge effect, as in the last row the electric field is171
non uniform and drive the charges to the second row of pixels.172
4. Schedule173
The upgraded VELO will be installed during the Long Shut-174
down 2, starting in 2018. A Letter of Intent [11], and a Frame-175
work Technical Design Report [12] were already published de-176
scribing the LHCb Upgrade. To be ready for the production177
stage, an intense R&D program is underway providing useful178
information to choose the most suitable technology on the dif-179
ferent aspects detailed previously. That decision will be made180
in the second quarter of 2013, when the Technical Design Re-181
port will be published.182
5. Conclusions183
The requirements for the LHCb VELO upgrade are very de-184
manding. The radiation dose will be increased by a factor ≥ 10185
and the readout bandwidth will be increased by a factor of 40.186
R&D effort is underway working in parallel solutions: pixel and187
strip based detector options are being developed, cooling solu-188
tions like metallised CVD diamond or microchannel are also189
being investigated. To reduce the material budget in elements190
placed in the acceptance (modules, RF-foil) is another of the191
main concerns of the upgrade program. An intense testbeam192
program is being carried out to study sensor technologies, radi-193
ation hardness, cooling schemes and readout electronics.194
4
The list of requirements is not fully closed as we wish to get195
even closer to the beam, although it will increase considerably196
the readout rate.197
And everything with the aim of achieving, if not improving,198
the excellent resolution and efficiency of the current VELO.199
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