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ABSTRACT
The demand for high speed communication has been increasing in the past two 
decades. Multicarrier communication technology has been suggested to address this 
demand. Orthogonal frequency-division multiplexing (OFDM) is the most widely 
used multicarrier technique. However, OFDM has a number of disadvantages in 
time-varying channels, multiple access, and cognitive radios. On the other hand, 
filterbank multicarrier (FBMC) communication has been suggested as an alternative 
to OFDM that can overcome the disadvantages of OFDM. In this dissertation, we 
investigate the application of filtered multitone (FMT), a subset of FBMC modulation 
methods, to slow fading and fast fading channels.
We investigate the FMT transmitter and receiver in continuous and discrete time 
domains. An efficient implementation of FMT systems is derived and the conditions 
for perfect reconstruction in an FBMC communication system are presented. We 
derive equations for FMT in slow fading channels that allow evaluation of FMT when 
applied to mobile wireless communication systems. We consider using fractionally 
spaced per tone channel equalizers with different number of taps. The numerical 
results are presented to investigate the performance of these equalizers. The numerical 
results show that single-tap equalizers suffice for typical wireless channels. The equal­
izer design study is advanced by introducing adaptive equalizers which use channel 
estimation. We derive equations for a minimum mean square error (MMSE) channel 
estimator and improve the channel estimation by considering the finite duration of 
channel impulse response. The results of optimum equalizers (when channel is known 
perfectly) are compared with those of the adaptive equalizers, and it is found that a 
loss of 1 dB or less incurs.
We also introduce a new form of FMT which is specially designed to handle doubly 
dispersive channels. This method is called FMT-dd (FMT for doubly dispersive
channels). The proposed FMT-dd is applied to two common methods of data symbol 
orientation in the time-frequency space grid; namely, rectangular and hexagonal 
lattices. The performance of these methods along with OFDM and the conventional 
FMT are compared and a significant improvement in performance is observed. The 
FMT-dd design is applied to real-world underwater acoustic (UWA) communication 
channels. The experimental results from an at-sea experiment (ACOMM10) show 
that this new design provides a significant gain over OFDM.
The feasibility of implementing a MIMO system for multicarrier UWA communi­
cation channels is studied through computer simulations. Our study emphasizes the 
bandwidth efficiency of multicarrier MIMO communications .We show that the value 
of MIMO to UWA communication is very limited.
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The data traffic demand has been increasing in the past two decades with an 
extremely fast pace and it is expected to continue the same trend in the next decade 
[2-15]. This increasing need has led to the use of multicarrier techniques for high 
speed communications. Orthogonal frequency division multiplexing (OFDM) has 
been the dominant technology for broadband communications in the past [16-18]. 
The most important advantage of OFDM is simple equalization by using a single­
tap equalizer at each subcarrier which is achieved because of the orthogonality of 
a different subcarrier channels. On the other hand, a number of researchers have 
noted the shortcomings of OFDM in time-varying channels. For instance, [19] noted 
that the relatively large side-lobes of the spectra of the individual subcarriers in an 
OFDM signal limit its applicability to cognitive radios. Also, a number of researchers 
have noted the limitation of OFDM in dealing with time-varying channels and have 
suggested the use of alternative methods that employ filterbanks for multicarrier 
modulation [20-26].
The extension of OFDM to orthogonal frequency multiple access (OFDMA) has 
also been proposed [18,27]. In OFDMA, each user transmits on a subset of subcarriers. 
In order to avoid intercarrier interference, all of the users should be synchronized. 
This synchronization may not be straightforward for uplink channels and may be 
impractical for cognitive radio applications.
In order to address these shortcomings, alternative systems that use filterbanks for 
multicarrier modulation have been proposed. Filterbank multicarrier communication 
systems use a bank of filters in the transmitter and receiver. These filters are a 
modulated version of a prototype filter. Using a prototype filter can clearly solve
2the synchronization problems. In addition, filterbank multicarrier (FBMC) systems 
limit the interference to adjacent subcarrier bands which results in less sensitivity to 
Doppler effects and carrier offset.
In the rest of this chapter, we first talk about OFDM in Section 1.1. Filterbank 
multicarrier communications methods such as staggered modulated multitone (SMT), 
cosine-modulated multitone (CMT), and filtered multitone (FMT)are considered in 
Section 1.2. Then, we present the filtered multitone for slowly fading channels in 
Section 1.3. Filtered multitone for fast fading channels is presented in Section 1.4. 
Finally, the contributions and organization of this dissertation are described.
1.1 Orthogonal Frequency Division Multiplexing
The block diagram of an OFDM transceiver is presented in Fig. 1.1. Following this 
figure, an OFDM transmitter starts by taking the - -point inverse discrete Fourier 
transform (IDFT) of the data symbols, s0[n],s1[n], ••• ,sN- 1[n].
Defining S[n] and fk as
1 N-1
S  [n] =  j v E  Sk [n]e—j “ 1. (1.1)
- k=0
S[n] =  [So[n],S1[n], ••• ,Sn—1[n]]T
r n ' - n k 1 ' - n k O A—nk/-\T 1\ "
f[n] =  1,ej N ,ej N , ■■■ ,ej N (  ^ (1.2)
(1.1) can be written as
1 N—1
S[n] =  Sk[n]fk• (1.3) - k=0
The above equation shows that the kth symbol sk [n] modulates a complex carrier at 
frequency of f k =  N. It is also worth noting that the spacing between all the carriers is 
N. Assuming an ideal channel, if adding the cyclic prefix is ignored at the transmitter 
and receiver, an undistorted copy of x[n] is received in the receiver and by applying a 
DFT to each frame of x[n] will recover the transmitted data symbols s0[n], s1 [n], ■■■, 
sN—1[n]. Practical channels, on the other hand, almost always suffer from multipath 
fading. The presence of multipath fading results in intersymbol interference (ISI) 















j  2nfc n
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Figure 1.1: Block diagram of OFDM.
4In order to avoid ISI, a guard interval with Ncp samples is inserted before each 
OFDM symbol. This guard interval is filled with zeros or a copy of the last Ncp 
samples of the output of IDFT. The later case is referred to as cyclic prefix (CP) and 
is more common. Thus, we focus only on OFDM with CP. The structure of CP is 
presented in Fig. 1.2.
Assuming that the length of the channel impulse response L is less than NCP, 
intersymbol interference (ISI) from adjacent OFDM symbols is avoided. Furthermore, 
the use of CP maintains the orthogonality of different subcarrier channels and thus 
allows recovery of the transmitted symbol sk [n] through a DFT operation and a 
single-tap equalizer per subcarrier channel in a time-invariant environment.
In order to explain the shortcomings of OFDM with CP for time-varying channels, 
we can write the baseband transmit signal as
N
x[n] =  ]v £  £  s‘ [']»[”  -  *]ej2n(" -NcP)k/N
k=0 l
where
1, n =  0,1, ••• , N +  Ncp 
0 , otherwise.
Following the derivation of the power spectral density (PSD) in 





where C is a constant, and
0 ( / ) =  smc(/ N ).
(1.4)
(1.5)
it can be shown
(1.6) 
(1.7)
(1.6) shows that for each subcarrier, k, there is one sinc function centered at / k =  N. 
Fig. 1.3 presents the spectrum of a subcarrier in an OFDM system. It can be seen
▼
i— —
C P S [n ] ii
2
Figure 1.2: Structure of cyclic prefix.
5N f
Figure 1.3: Power spectral density of a subcarrier in an OFDM system.
that each subcarrier has nulls on the center frequency of the other subcarriers which 
results in the orthogonality of different subcarriers. However, the side-lobes of each 
subcarrier are relatively large.
In a cognitive radio setting, in addition to the licensed users which are called 
primary users (PU), unlicensed users, also known as secondary users (SU) are allowed 
to communicate over a portion of the spectrum. The SUs should be able to sense 
the spectrum and use the portions which are not being used by the PUs, i.e., white 
spaces. The communication of the SUs should not interfere with the PUs. In this 
setting, OFDM is not the best choice for modulation in the SUs since it has large 
side-lobes. The large side-lobes of OFDM result in interference among the carriers of 
different SUs as well as between SUs and PUs.
Moreover, because of the large side-lobes, OFDM is not an appropriate choice 
for time-varying channels. To elaborate, in a time-varying channel, the variations in 
the time domain translates to the dispersion in the frequency domain. As a result, in 
OFDM, the subcarrier nulls that coincide with the center position of other subcarriers 
and avoid intercarrier interference (ICI) will disappear. Thus, the channel variation
6in time may result in a significant level of ICI. The experimental results that are 
presented in Chapter 6 are a good example of an application where OFDM may be 
found inefficient.
1.2 Filterbank Multicarrier Methods
filterbank multicarrier (FBMC) techniques have a relatively long history. They 
were introduced even before the introduction of the OFDM in [25]. In 1966, al­
most two decades before any discussion on OFDM, Chang [24] proposed an FBMC 
technique. In this technique, pulse amplitude modulated (PAM), i.e., real-valued, 
symbols were transmitted over a set of (partially) overlapping vestigial side-band 
(VSB) modulated channels. Fig. 1.4 depicts the general block diagram of FBMC 
transmitter and receiver systems.
Subsequently, a year later, Saltzberg [23] showed how Chang’s method could be 
modified to transmit quadrature amplitude modulated (QAM), i.e., complex-valued, 
symbols. It was shown that perfect reconstruction of symbols can be achieved by 
using a half-symbol space delay between the in-phase and the quadrature components 
of QAM symbols and by proper choice of transmit and receive pulse shapes. Both 
methods achieve the maximum bandwidth efficiency, in the sense that a QAM symbol 
(a pair of PAM symbols, in the case of Chang’s method) is transmitted over a 
bandwidth of 1 Hz within each time period of 1 sec. Polyphase structures for efficient 
implementation of the Saltzberg’s method were later proposed in [29]. Because of 
the half-symbol space delay between the in-phase and quadrature components, this 
method has been referred to as offset quadrature amplitude modulation (OQAM) or 
OFDM-OQAM. We refer to this method as staggered modulated multitone (SMT), 
which refers to the time staggering between the in-phase and quadrature components 
of QAM symbols.
Filtered multitone (FMT) is another multicarrier modulation technique that was 
initially developed for digital subscriber line (DSL) [30-33]. In contrast to SMT and 
CMT, adjacent subcarriers do not overlap in FMT systems. As a result, FMT can 
transmit normal QAM symbols which makes it easily generalizable to multiple-input 
multiple-output (MIMO) systems. On the other hand, not having overlap between

8adjacent subcarriers will result in losing some spectral efficiency. Hence, FMT systems 
can never achieve full spectral efficiency.
1.2.1 Cosine-Modulated Multitone
As mentioned previously, the very first proposed filterbank system transmits 
pulse amplitude modulated (PAM) symbols over a set of vestigial side band (VSB) 
subcarriers channels [24]. In the 1990s, Sandberg and Tzannes developed a method for 
digital subscriber line (DSL) called discrete wavelet multitone (DWMT) [34]. In [20], 
it is shown that DWMT uses cosine-modulated filterbanks (CMFB) for modulation. 
Hence, in this dissertation, it is referred to as cosine-modulated multitone (CMT). 
Moreover, it has been shown in [35] that CMT is a reinvention of Chang’s method in 
discrete-time. A simple equalizer design for CMT was proposed in [20].
Fig. 1.5 presents a block diagram of the CMT transceiver. It can be shown that 
when p(t) is a square-root Nyquist filter in an ideal channel, perfect reconstruction is 
achieved, i.e., sk[n] =  sk[n] [20].
1.2.2 Staggered Modulated Multitone (SMT)
Fig. 1.6 presents a block diagram of the SMT transceiver. In an SMT transmitter, 
the real and imaginary parts of each QAM symbol are separated and are transmitted 
with a time offset equal to half of the symbol spacing. Saltzberg showed that if a 
root-Nyquist filter with symmetric impulse response is used for pulse-shaping at the 
transmitter and the matched filtering is applied at the receiver, perfect reconstruction 
of the QAM symbol at the receiver is achieved in an ideal channel.
1.2.3 Filtered Multitone (FMT)
FMT was originally proposed as a solution for filtering the narrowband inter­
ferences in VDSL channels [30-32]. It has also been considered as a physical layer 
candidate for wireless communication [33]. Similar to frequency multiplexing, FMT 
multicarrier systems are designed such that adjacent subcarriers do not overlap. These 
systems achieve perfect reconstruction by using noncritical sampling [32]. The block 
diagram of an FMT communication system is shown in Fig. 1.7. An in-depth analysis 
of FMT systems is presented in Chapter 2
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Figure 1.7: Block diagram of FMT.
12
1.3 Filtered Multitone for Slow Fading Channels
In a conventional FMT system, subcarrier bands are nonoverlapping. Hence, in a 
slowly varying channel, ICI is negligible. In this part of the dissertation, slow fading 
channels, similar to the channels mentioned in [30,33], are considered. The analysis 
in [33] is limited to the case where, at the receiver, a single-tap equalizer is used 
at each subchannel output of FMT. In the first part of this dissertation, we further 
the analysis of [33] by exploring the FMT performance when a multitap equalizer 
is used at each subchannel output of FMT. We derive close form solutions for the 
optimum coefficients of a fractionally spaced equalizer and the signal to intersymbol 
interference plus noise ratio (SINR) at the equalizer output.
In conventional FMT, under the assumption of slow fading channels, subcarrier 
channels are nonoverlapping. As a result, each subcarrier channel may be treated 
independently. In a slowly varying environment, modulation caused by Doppler 
spread results in some overlap among adjacent subcarrier channels. However, the 
studies performed in [33] have revealed that compared to other degradations caused 
by a time-varying channel, the impact of such overlap is negligible. In light of this 
observation, throughout the first part of this dissertation, we treat each subcarrier 
channel of an FMT system as an independent single-carrier communication link and 
thus, our study concentrates on the single-carrier communication.
We note that in a time-invariant environment, to allow a minimum-length (pos­
sibly, a single-tap) equalizer, one will set the number of subcarriers in FMT as 
large as possible. On the other hand, the time span of each symbol within a sub­
channel increases proportional to the number of subchannels, and in a time-varying 
environment, one wishes to keep this time span as short as possible. Hence, in a 
time-varying environment, one should make a decision to strike a balance between 
system performance and the equalizer complexity. Our analytical results can be used 
to develop and present a number of design curves for selecting the system parameters 
in FMT for some standard channel models.
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1.4 Filtered Multitone for Fast Fading Channels
In the second part of this dissertation, we focus on the channels that exhibit 
spreading both in time (due to multipath effects) and in frequency (due to time 
variation of the channel), namely, the doubly dispersive channels. One example of 
these channels is the UWA channel. Due to the low speed of sound propagation, low 
carrier frequency, fast changing environment, and multipath effect, the UWA channels 
are considered highly dispersive both in the time and frequency domain which makes 
them doubly dispersive channels.
In order to compensate for the time dispersion of UWA channels, the orthogonal 
frequency division multiplexing (OFDM) has been proposed and widely studied by 
a number of researchers, e.g., [36-38]. In order to keep the bandwidth efficiency of 
the transmission sufficiently high, the acceptable norm is to allocate 20% of each 
OFDM symbol to its cyclic prefix (CP). This is the equivalent of saying the CP 
length is one quarter of the length of each fast Fourier transform (FFT) block in 
the OFDM system. Moreover, since the length of CP should be at least equal to 
the duration of the channel impulse response, and the latter is usually very long in 
UWA channels, this translates to very long symbols in the OFDM systems adopted 
for UWA communications. Hence, the channel variation over each OFDM symbol in 
the very dynamic UWA channels may lead to a significant channel variation over each 
OFDM symbol, hence, leading to a significant intercarrier interference (ICI) and thus 
a poor receiver performance.
On the other hand, Le Floch et al. [39], noted the significance of FBMC techniques 
in dealing with doubly dispersive channels. The use of prototype filters that balance 
between the time and frequency spreading has also been noted in [39]. The isotropic 
orthogonal transform algorithm (IOTA) of Alard [40] that designs filters that are well 
localized in both the time domain and the frequency domain was also introduced 
in [39]. An alternative prototype filter design to IOTA is the method proposed by 
Haas and Belfiore [1]. In [1], it was noted that the members of a subset of the 
Hermite functions satisfy the isotropic properties, and it was thus concluded that a 
class of isotropic filters could be constructed by linearly combining the members of 
this subset. Haas and Belfiore called filters designed in this way Hermite designs. In
14
this dissertation, we use the term isotropic for both the IOTA design of Alard and 
the class of filters proposed by Haas and Belfiore.
More detailed studies of the impact of channel variation on the performance 
of FBMC systems have been preformed and reported in the literature. The most 
prominent works in this area are [41-46]. Liu et al. [41] studied the impact of channel 
from an information theoretic point of view. Das and Schniter [42] approached and 
solved the problem of channel dispersion by considering a prototype filter design 
that allows a certain level of ISI/ICI and adopt a turbo equalization approach to 
compensate for the residual ISI/ICI. Taubock et al. [43] have recently considered 
the possibility of using compressive sensing for estimating certain doubly dispersive 
channels. The works presented in [44-46], similar to this dissertation, consider the 
impact of the channel in the selection of prototype filters for some robust performance.
Furthermore, attempts have been made to adopt the above FBMC methods in 
multiple-input multiple-output (MIMO) channels. However, although some advance­
ment in this area have been made, e.g., [47-50], a study of these works reveals that 
the adoption of these FBMC methods to MIMO channels is not as trivial as in the 
case of OFDM. For instance, to develop FBMC systems that use Alamouti code 
in their design, the authors in [48] resort to a multicarrier code division multiple 
access (CDMA) system and in [49], a special block structure is designed. On the 
other hand, [47] has suggested a method of exploiting the Alamouti diversity gain 
in the case where there are more antennas at the receiver than at the transmitter. 
Adoption of FBMC to the cases where independent streams of data are transmitted 
from different antennas, in order to approach the capacity of MIMO channels, has 
been recently discussed in [50]. However, the receiver proposed in this paper is either 
a zero-forcing or a minimum mean square error (MMSE) equalizer-based system. 
Such receivers are known to suffer from noise enhancement and thus are limited in 
application. Unfortunately, the more advanced techniques such as those based on 
sphere decoding [51] or Markov chain Monte Carlo [52] techniques are not applicable.
The second part of this dissertation is motivated by a number of aspects of 
the above advancements in the area of FBMC techniques as well as some of their 
shortcomings. First, we note that the isotropic prototype filter design is an excellent
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choice for dealing with the doubly dispersive channels in a very effective way. However, 
in the past, they have been explicitly designed [1,40] for FBMC systems that follow 
the principles set in [24] and [23]. Thus, as mentioned above, their adoption to 
MIMO channels is limited. In this dissertation, we note that FMT, like OFDM, 
is straightforwardly applicable to MIMO channels. Also, we discuss how isotropic 
designs can be used to form a new class of FMT systems that are more robust than 
the FMT systems that have been studied in the past. Moreover, we develop a novel 
method for designing isotropic filters that are bandwidth efficient and robust against 
doubly dispersive channels. We note that (as discussed later in this dissertation) the 
isotropic filter designs which have been reported in [40] and [1], if applied to the FMT 
system that we propose in this dissertation, achieve a bandwidth efficiency of only 
50%. The design method proposed in this dissertation allows one to increase this 
figure. As an example, a robust design with a bandwidth efficiency of 80% and yet 
far better performance than an OFDM system with similar bandwidth efficiency is 
presented in this dissertation.
1.5 Contribution of the Dissertation
This dissertation is focused on the application of filtered multitone for fading 
channels. For slow fading channels, the optimum fractionally spaced equalizer is 
designed and analyzed. A practical channel estimation-based equalization method 
has also been proposed. Furthermore, for fast fading channels, a robust filter design 
is proposed and its performance has been verified through computer simulations. 
The robust filter design is also applied to single-input multiple-output (SIMO) un­
derwater acoustic communication. In addition, an analysis of possible application 
of multiple-input multiple-output methods for underwater acoustic communication is 
also presented and their feasibility in realistic channels are discussed.
The contributions of this dissertation are as follows:
• We study the fractionally spaced equalizers for FMT in slow fading channels. 
We find closed form equations for the mean square error (MSE) and signal to 
interference and noise ratio (SINR) of the optimum fractionally spaced equaliz­
ers. We show that for normal speeds of vehicles and the state of art parameters
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in the current standards, e.g., WiMAX and 3GPP LTE, a single-tap equalizer 
per subcarrier is sufficient. Our results on this topic have appeared in [53].
• We design a channel estimation-based equalization method for FMT in slow 
fading channels which takes advantage of the correlation of the channel impulse 
response in time and frequency domain as well as the limited duration of the 
channel impulse response. We show that this method performs very close to the 
optimum single-tap equalizer. Our results on this topic have appeared in [54].
• A cost function to design robust prototype filters for filtered multitone in fast 
fading channels is proposed. This filter design relaxes on the exact cancellation 
of ICI and ISI components, in the absence of a channel, in order to reduce 
the inevitable ICI and ISI in the presence of a doubly dispersive channel. The 
proposed filter design method is compared with conventional FMT methods as 
well as OFDM through computer simulations. Our results on this topic have 
appeared in [55-57].
• We use the designed prototype filter to create FBMC packets for underwater 
acoustic communications which are tested in an at-sea experiment. The received 
data from the experiment are decoded and we show that the proposed method 
significantly outperforms the existing OFDM method for UWA communications. 
Our results on this topic have appeared in [58].
• The feasibility of implementing a MIMO system for multicarrier UWA commu­
nication channels is analyzed. Our study emphasizes the bandwidth efficiency 
of multicarrier MIMO communication in this application. We find the published 
results so far have very little gain in the domain of UWA channels.
1.6 Organization of the Dissertation
FMT is presented in Chapter 2. The continuous-time structure of an FMT system 
is presented and its discrete-time counterpart is discussed. The polyphase structure 
for an efficient implementation of FMT is also derived. Furthermore, Chapter 2 
presents the conditions for perfect reconstruction in multicarrier systems, in general.
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For a slow fading channel in a conventional FMT system, the amount of in­
tercarrier interference is negligible. Chapter 3 addresses the optimum fractionally 
spaced equalizer design for slow fading channels. The closed form equations for the 
minimum mean squared error (MMSE) as well as signal to interference plus noise 
ratio (SINR) are presented. It is shown through computer simulations that for wireless 
communication under normal speeds, a single-tap equalizer per subcarrier is sufficient.
In Chapter 4, based on the results of Chapter 3, a practical single-tap equalizer 
is designed. We derive equations for an MMSE channel estimator. The results of 
optimum equalizers (when channel is known perfectly) are compared with those of 
the adaptive equalizers. Our study considers the finite duration of the channel impulse 
response and used that to improve on the equalizers performance.
Channels that are changing fast in time and frequency domain impose some 
drawbacks for OFDM as well as conventional FMT systems. In these channels, the 
assumption of having no ICI no longer holds for both conventional FMT systems 
and OFDM. In Chapter 5, a novel filter design for doubly dispersive channels is 
proposed. The proposed filter design is compared with existing methods through 
computer simulations.
In Chapter 6 , we verify the computer simulation results of Chapter 5 for the 
proposed filter design through an at-sea experiment. Similar packet designs for the 
proposed method and OFDM are used in order to transmit the data in an at-sea 
experiment performed off the coast of New-Jersey. The received data are analyzed 
and the performance of the proposed method is compared with OFDM.
Finally, Chapter 8 presents the concluding remarks and future research. Various 
areas of research for FMT are identified in Chapter 8 .
CHAPTER 2
A REVIEW ON FILTERED MULTITONE 
COMMUNICATION SYSTEMS
Filtered multitone is a member of the class of filterbank multicarrier (FBMC) 
systems. Conventional FMT systems work similar to frequency division multiplexing 
methods. There is no overlap between adjacent subcarriers, thus, there is no intercar­
rier interference (ICI). Intersymbol interference can be avoided by using a square-root 
Nyquist filter, as in conventional single carrier systems [30-33].
In order to implement FBMC systems, an efficient technique is used that is called 
polyphase implementation. Polyphase implementation reduces the complexity of 
FBMC transmitters and receivers by taking advantage of multirate signal processing 
techniques [33,59].
In this chapter, we first present the FMT system in Section 5.2. The continuous 
and discrete-time structure of the transmitter and receiver of an FMT system are 
presented in Subsections 2.2.1 and 2.2.2, respectively. In Subsection 2.1.3, the perfect 
reconstruction criterion for FMT systems is presented. The polyphase implementation 
of FMT systems is discussed in Section 2.2.
2.1 Filtered Multitone
2.1.1 Transmitter
The structure of an FMT transmitter in continuous time is shown in Fig. 2.1. The 
input signals s\(t) through sN-i(t )  are continuous-time signals which are obtained 
from complex-valued data symbols as
Sk(t) =  ^  sk[u]S(t -  uT) (2.1)
n
where sk [u] are complex-valued digital data symbols and T is the symbol duration.
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In a CMT or SMT system, the subcarrier spacing, F , is equal to the inverse of 
the symbol duration, T . However, in an FMT system, we have




where a is called the roll-off factor and determines the excess bandwidth taken by 
each subcarrier band. Fig. 2.2(a) presents the spectrum of an FMT signal where the 
frequency is in terms of Hertz. In Fig. 2.2(b), the frequency axis is normalized with 
respect to a sampling frequency fs  =  NF. K  is a constant which is related to N 
through the following equation
K  =  (1 +  a)N. (2.3)
Hence, we obtain fs  =  ^ , and this, in turn, implies that we have K  samples during 
each symbol period T . In order to be able to simplify the discrete-time implementation 
of FMT, we assume that K  is an integer. The discrete-time implementation of an 
FMT receiver is depicted in Fig. 2.3. The parallel input streams, s0[n], si[n], •••,
n
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Figure 2.2: FMT transmitter in discrete time.
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sN_i[n] are zero-interpolated by a factor of K  and then passed through the prototype 
filter and modulated on different subcarrier bands.
2.1.2 Receiver
Fig. 2.4 depicts the structure of an FMT receiver in the continuous-time implemen­
tation. The received stream y(t) is demodulated using different carriers and passed 
through the prototype filter and one sample is taken every T seconds. Using the 
definition of K  in (2.3) and similar to the transmitter filterbank, the discrete-time 
implementation of the receiver is obtained as in Fig. 2.5. In this case, instead of 
sampling with intervals of T , the output of the prototype filter is downsampled by a 
factor of K.
2.1.3 Reconstruction
In an FBMC system, the transmit signal is generated as
x(t) =  sk[n]pk(t -  nT ), (2.4)
n keK
where
Pk ( t )=  p(t)ej2ntkF, (2.5)
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Figure 2.5: FMT receiver in discrete time.
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p(t) is referred to as the prototype pulse-shaping filter (or, simply, prototype filter), 
K is the set of integers that specify the subcarriers in x(t), and sk [n] are data symbols 
that are spread across time (represented by the index n) and frequency (represented 
by the carrier index k). This concept is depicted in Fig. 2.6. We may also say, x(t) 
is constructed using the set of basis functions pk (t — nT). Moreover, we note that 
in Fig. 2.6, the data symbol density in the time-frequency phase space is equal to 
D =  1/TF.
Assuming an ideal channel, the received signal y(t) is the same as the transmit 
signal x(t). In this case, the data symbols sk[n], for k G K and all values of n, will 
be separable, trivially, if the basis functions satisfy
(pk (t — mT ),pi (t — nT )) =  5ki5mn, (2.6)
where 5kl is the Kronecker delta function, and we have used the inner product 
definition
(pk(t — mT),pi(t — nT)) =  J  pk(t — mT)p*(t — nT)dt. (2.7)
The star sign, *, denotes complex conjugate. We refer to (2.6) as the orthogonality 
condition.
Figure 2.6: Spread of data symbols in an FBMC system across time and frequency.
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The orthogonality condition (2.6) and further results to be developed in the rest 
of this dissertation can be best explained through the ambiguity function of p(t), 
defined as1
A p(t ,  v) =  J  p(t +  r/2)p(t — t /2)e-j2nvtdt, (2.8)
where t  is a time delay and v is a frequency shift. Using (2.5), one finds that
(pk(t — m T ),p (t  — nT)) =  J  p(t — mT)ej2nkFtp(t — nT)e—j2nlFtdt
— <X>
a  Ap((n — m)T, (l — k)F),  (2.9)
where a  denotes proportionate to. The proportionate factor, whose value is irrelevant 
to the discussions of this dissertation, is a phase shift due to the delays of mT and 
nT . Using (2.9), (2.6) may be written in terms of the ambiguity function as
Ap(nT ,lF ) =  {  0 , n ^ .  (2 .10)
We refer to (2.10) as the generalized Nyquist criterion.
In conventional FMT systems, the prototype filter is designed as a square-root 
Nyquist filter with roll-off factor equal to a. Taking advantage of the Nyquist 
criterion, these systems avoid ISI. Furthermore, ICI is avoided because of the fact 
that the subcarrier bands are nonoverlapping.
2.2 Polyphase Implementation of Filtered Multitone
Systems
Due to the fact that subcarrier spacing in an FMT system is instead of 1, 
general polyphase structures are not applicable to FMT systems. In this section, we 
present the polyphase implementations of an FMT transmitter and receiver.
1The definition (2.8) is for the case where p(t) is a real-valued function of time. In the more 
general case where p(t) is a complex-valued function, p(t — t / 2 )  is replaced by p*(t — t / 2 ) .
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2.2.1 Polyphase Synthesis Filterbank
Following Fig. 2.3, we have
N -1
j 2 n k n
x[n] =  EE Sk[l]p(n -  lK ) e j N 
k=0 l
=  E  ( X l  S k [ l ] e ^  P [n -  IK ]. (2.11)
j 2 n k n
k [l]e
l k=0
To proceed, we write the time index, n, as
n =  yN  +  a (2.12)
where y and p are the quotient and remainder of n/N, respectively. Substituting
(2.12) in (2.11), we have
SN-1
x[yN +  a] =  ^  Sk[l]e3 N j p(n -  IK)
l k=0
=  E  Sa[l]P [n -  lK ] . (2.13)
l
where N-1 ^ X—^   ^  ^ j 2 n k a ,
Sa[l] =  J 2  Sk[l]e-Nk- (2.14)
k=0
is the N-point inverse discrete Fourier transform (IDFT) of input samples S0[n], 
Si[n],-- ■, sn- i[n].
In order to further simplify the equation and achieve the polyphase structure, 
similar to (2.12), n can be rewritten as
n =  nK +  ft (2.15)
where n and q are the quotient and remainder of n /K , respectively. Substituting
(2.15) in (2.13), we obtain
x[nK +  ft] =  E  Sa[l]p [(n -  l )K  +  ft]. (2 .16)
l
(2.16) can be interpreted as taking the IDFT of the input samples, s0[n], s1[n],-- ■, 
sn- 1[n] and passing the output samples through the polyphase components of the 
prototype filter p[n], where the polyphase components are computed with respect
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to the decimation factor K . Fig. 2.7 shows the polyphase implementation of an 
FMT transmitter. The commuter at the output of Fig. 2.7 takes K  steps after 
arrival of each set of input symbols. D0n_(z), D (n_(z), ••• , and D ^ _l (z) are a set of 
time-varying filters that are picked up from the set of K  polyphase components E0(z) 
through EK -l(z) of the prototype filter P (z ) =  J2np[n]z-n . The output at time n, 
x[n] is taken from Din_(z) =  E^(z), where a and ft are defined according to (2 .12) 
and (2.12).
2.2.2 Polyphase Analysis Filterbank
Using Fig. 2.5, one can obtain
Vk[n] =  ^  y[1]e( - j 2nk)p[n -  l]. (2.17)
i
Similar to the transmit side filterbank, I can be written in terms of its quotient and 
remainder when it is divided to N ,
I =  yN  +  a (2.18)
where y and a are the quotient and remainder, respectively. Substituting (2.18) in
(2.17), we obtain
Figure 2.7: Polyphase implementation of an FMT transmitter.
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N— 1
yk [n] =  EE y[yN  +  a]e( j N )p[n — yN  — a]
Y p=0
N—1 /
=  ^  ( X !  y [YN +  a]p [n — y n  — a]
p=0 \ y
It is worth noting that the recovered symbol sk [n] is obtained after K-fold decimation 
of yk [n]. To obtain the polyphase structure for computing yk [n], we write
n — a =  kN +  0 (2.20)
where k and 0 are the quotient and remainder of (n — a)/N . Substituting (2.20) in
(2.19), we get
n—1 /
yk[n] =  E E  y[^N +  a]h[(k — 7  )N  +  0
a=0 \ y
Considering (2.21), a polyphase structure for an FMT receiver can be determined as 
follows. The commuter feeds samples of the received signal y[n] to the time-varying 
filters D0n)(z) through dN — 1 (z). (z) through dN —1(z) are picked up from the set 
of N polyphase components E0(z) through EN—1(z) of the prototype filter P(z). For 
any given time n, Dlra)(z) =  E^(z), where a and 0  are computed based on (2.18) and
(2.20). To obtain yk [n], the output of these filters is then passed through an N-point 
FFT. This structure is depicted in Fig. 2.8.
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Figure 2.8: Polyphase implementation of an FMT receiver.
CHAPTER 3
OPTIMUM EQUALIZER DESIGN FOR 
FILTERED MULTITONE SYSTEMS
Although orthogonal frequency division multiplexing (OFDM) communication 
systems that use inverse discrete Fourier transform (IDFT) for multicarrier modula­
tion and discrete Fourier transform (DFT) for demodulation are dominantly adopted 
in the current broadband standards, there have been some reports in recent years 
that discuss the shortcomings of OFDM in highly mobile and/or multiple access 
environments. To resolve these problems, a number of authors have proposed a shift 
from OFDM to filterbank-based multicarrier techniques. This chapter is also along 
the same line. In this chapter, we present a thorough study of filtered multitone 
(FMT) in time-varying frequency selective channels. We derive close-form equations 
for the optimum parameters of per tone fractionally spaced equalizers and also signal 
to interference plus noise ratio (SINR) and use these to evaluate FMT in typical 
wireless mobile environments.
Multicarrier modulation techniques that are based on filterbanks have recently 
been emphasized as an alternative to OFDM, e.g., [20,33,60,61] for wireless commu­
nication. Wang et al., [33], particularly, have recently compared FMT with OFDM 
and concluded that in fading channels, FMT outperforms OFDM.
The analysis in [33] is limited to the case where, at the receiver, a single-tap 
equalizer is used at each subchannel output of FMT. In this chapter, we further the 
analysis of [33] by exploring the FMT performance when a multitap equalizer is used 
at each subchannel output of FMT. We derive close-form solutions for the optimum 
coefficients of a fractionally spaced equalizer and the signal to intersymbol interference 
plus noise ratio (SINR) at the equalizer output. We note that in a time-invariant
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environment, to allow a minimum-length (possibly, a single-tap) equalizer, one will 
set the number of subcarriers in FMT as large as possible. On the other hand, the 
time span of each symbol within a subchannel increases proportional to the number of 
subchannels, and in a time-varying environment, one wishes to keep this time span as 
short as possible. Hence, in a time-varying environment, one should make a decision 
to strike a balance between system performance and the equalizer complexity. Our 
analytical results can be used to develop and present a number of design curves for 
selecting the system parameters in FMT for some standard channel models.
3.1 Channel Model
In FMT, subcarrier channels are nonoverlapping. As a result, each subcarrier 
channel may be treated independently. In a time-varying environment, modulation 
caused by Doppler spread results in some overlap among adjacent subcarrier channels. 
However, the studies performed in [33] have revealed that compared to other degra­
dations caused by a time-varying channel, the impact of such overlap is negligible. In 
light of this observation, throughout this chapter, we treat each subcarrier channel 
of an FMT system as an independent single-carrier communication link and thus, 
our study concentrates on the single-carrier communication block diagram shown in 
Fig. 3.1.
The transmit and receive filters are both lowpass filters. Moreover, they are 
selected such that their combination makes a Nyquist pulse-shape to achieve ISI 
free transmission when the channel is time-invariant and flat fading. We assume 
that the transmit and receive filters both have finite impulse responses represented 
by {go,gi, ••• ,gNg- 1} and {h0,h1, ■■■ ,hNh-1}, respectively. The input s(m) is the 
transmit data sequence, and s(m) is its estimate at the receiver. A  is a delay caused by 
the sequence of the blocks in the upper branch of Fig. 3.1. The channel is modelled as a 
multipath channel with the time-varying impulse response {c0(n), c1(n), ■■■ , cNc-1(n)}. 
The sequence v(n) is the channel noise, a white Gaussian complex-valued zero-mean 
random process with variance of a .^ Note that m is the time index for data symbols 
and n is the time index after up-sampling to a rate K  times faster. The equalizer 
has an impulse response {w0(m),w1(m), ■■■ ,wNw- 1(m )} which is optimized for each
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s(m — A)
Figure 3.1: Block diagram of a single-carrier communication system.
symbol s(m) such that the error e(m) =  s(m) — s(m) is minimized in the mean square 
sense.
3.2 Equalizer Design and Performance Evaluation
We define the cost function
£ =  E  [|e(m)|2] (3.1)
where E [■] denotes the ensemble average. Since the channel is time-varying, equalizer 
setting that minimizes £ depends on the channel impulse response that each s(m) 
goes through. To deal with this scenario, we first derive an equation for the optimum 
setting of the equalizer tap weights wk (m), for a given m and a sample of the channel 
|co(n),ci(n), ••• ,cNc-1(n)}. We then evaluate |e(m)|2, and perform an ensemble 
average on it.
We present our derivations in two steps. For clarity of derivations, we first consider 
a single path channel and derive all the relevant results for this simple case. The 
results are then extended to multipath channels.
3.2.1 The Case o f  a Single Path Channel
When the channel has a single path, it is characterized by a time-varying scalar 
gain, say, c(n). We thus obtain equation (3.2)
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CO CO CO
s{m — A) =  Y 1  S s (~ ^ )g k i-i c(ki )h f  k2-kx w2m-k2 (m), Kk2 =—o  ki= —0  l=—o
o  o
+ E  E  (  V (k1)h f  k2-k1 w2m-k2 (m)
k2=—o  ki=—o
I°° / / l \ °° / 00 
M - s m  £  c(k1)gki-1 ^h f k2—kiw2m-k2 (m)^
=—0  \ ' ' ki = - o  \ k2=—0  „
0 / 0  \
+  ^  ( V(k1) ^  ( h f  k2—kiW2m—k2(m))  I . (3-2)i 2 -/ \ ^-*~. n ) 
ki=—0  k2=—0
To understand (3.2), the three summations in the first line should be read as follows:
• The summation over l convolves the K-fold up-sampled version of s(m) with 
gn. Here, up-sampling is formulated by replacing s(m) with s (-^) and assuming 
that s =  0 when — is noninteger.
• The latter convolution is scaled by the channel gain and the result is convolved 
with hn. This gives the input to the equalizer.
• The equalization is performed through the summation over k2. The result is 
sampled at even indices of time to take care of the 2-fold decimator that follows 
the equalizer.
• Following the same line of thoughts, the summation in the second line can be 
understood similarly.
• The next two lines follow through straightforward manipulations of the sum­
mations.
As noted earlier, our goal is to optimize the equalizer coefficients, wn(m), that 
minimize the cost function (4.1), for each m.
Next, we cast the summations in (3.2) in a matrix formulation. This greatly 
simplifies our further derivations. We assume that the nonzero elements of gn, hn, and 
wn are confined to the intervals 0 < n < Ng — 1,0 < n < Nh — 1 and 0 < n < Nw — 1,
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respectively. Taking these into account and referring to (3.2), one finds that the 
summation indices are confined to the following intervals:
2m — Nw +  1 < k2 < 2m
K  K
K m  — — Nw +  — Nh +  1 < ki < K m
K K
K m  — — Nw — Nh — Ng +—-—+2 < l < Km.
2 g 2
Taking note of these ranges, careful examination of (3.2) leads to
s(m — A) =  sT(m )GC(m )H w (m ) +  v  THw (3.3)
where G  is obtained by forming a toeplitz matrix whose first row and first column 
are, respectively, the vectors gr and gc listed below, and then decimating the formed 
matrix K  fold across its rows, and H is obtained by forming a toeplitz matrix whose 
first row and first column are, respectively, the vectors hr and hc, also, listed below, 
and then decimating the formed matrix K /2  fold across its columns.
gr =  [ 9ns- i  0 0 ••• 0 ]
KKNw+Nh- K2- i  elements 
gc =  [ 9ns- i gNg- 2 ••• go 0 0 ••• 0 ]
s----------------------------s/---------------------------- -
Knw+Nh+Ng-k- 2  elements
hr =  [ hNh- 1 0 0 ••• 0 ]
T
N w-elem ents
hc =  [ hNh-1 hNh- 2 ■■ ■ ho 0 0 ••• 0 ]
Knw+Nh- k - i elements 
C(m), s(m), and v(m ) are listed below equation (3.2)
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N w  + N h + N g — — 2s(m) =  s (^ |_m — k
v (m) =  [ v (K m — K Nw — Nh +  y  +  1)
, s (m  — 1) , s (m)






0 c(Km — 1) 
c(Km — 2) 0




c(Km  — ^  Nw — nh +  it +  1)K
0
0
We also note that (3.15) can be rearranged as
s(m — A) =  uT(m) G C (m )HH w (3.4)
where
u(m) s(m) v  (m)
Moreover, for the convenience of the derivations that follow, we note that s(m — A) 
can be written as
s(m — A) =  uT (m)d(m) (3.5)
where d(m) is a column vector whose elements are 0 except a 1 at the position that 
matches s(m — A) in u(m).
Substituting (3.4) and (3.5) into (4.1), we get
£(m — A) =  E  [|s(m — A) — s(m — A)|2]
E u (m)q(m)l
where
q( m ) G C (m )HH w — d(m).
(3.6)
(3.7)
Equation (3.6) may be rearranged as
£(m — A) =  E lqT(m)u(m)
qT(m)E [u(m)uH(m^ q*(m)








where a2s\s and Iv are the correlation matrices of s and v  and Is and Iv the identity 
matrices of respective sizes.
Substituting (4.5) into (3.8), it can be rearranged as
£(m -  A) =  as2|Q(m )w ( m) — d(m )|2
=  a2(w H(m )QH(m )Q(m )w(m )
—w H(m )QH (m)d(m)
—dH(m )Q(m )w(m ) +  dH(m )d(m )) (3.9)
where
Q(m) G C (m )H  HUv. | Vs
(3.10)
Letting V w£ =  0 and solving for w(m ), the optimum tap-gain vector of the equalizer 
is obtained as
w o(m) =  (Q H(m )Q(m )) 1 Q H(m)d(m). (3.11)
Also, substituting (4.2) into (3.10), and noting that all the underlying processes are 
stationary, thus, £min(m — A) =  £min(m), the minimum value of £ is obtained as
Cmin(m) =  a2 (1 — dH(m)Q(m )wo(m)) . (3.12)




E [1 — dH(m )Q(m )wo(m)]
(3.13)
3.2.2 The Case o f  a M ultipath Channel
For a multipath channel, the channel length, Nc, is greater than one. Similar to 
what we had for the single-tap channel, the expression for the received signal s(m — A) 
can be written in the form presented at the top of the next page.
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^ ^  Nc-1 ^  / i \
s (m — A) =  E  E  E  S ( k )  dk-1-k-lCk(k1)h|k2_k! W2m-k2 (m)
k2=-^ ki=_<x k=0 l=_tt ' '
+  E  E  (v (ki)hk2_ki W2m_k2 (m))
k2=_<x> ki = _<x>
^ / / I \ ^  Nc_1 /  ^
=  Y 1  \S \ K J  E  E  ( Ck (k1)gki_k_l E  ( hK2 k2_ki w2m_k2 (m )y 
l=_<^  \ ' ' ki = _^  k=0 \ k2 = _^
/ <x> \
+  E  ( v(k1) E  (  hKk2_ki w2m_k2 (m))  j . (3-14)
ki=_^ \ k2 = _^ J
Using the same approach as the single-tap channel, the optimum coefficients of 
the equalizer are found and the minimum mean square error is analyzed.
Similar to the single-tap channel case, we assume that the nonzero elements of gn, 
hn, and wn are in the intervals 0 < n < Ng — 1,0 < n < Nh — 1, and 0 < n < Nw — 1, 
respectively. Hence, the summation indices that contribute nonzero elements to the 
received signal are in the following ranges
2m — Nw +  1 < k2 < 2m
K  K
K m  — — Nw +  — — Nh +  1 < k1 < Km
K KKm  — — Nw — Nh — Ng — Nc +—-—+3 < I < Km.  
2 2  
Taking these limits into account, (3.14) may be rearranged as
s(m — A) =  sT(m )G C(m )H w (m ) +  v T(m)Hw(m) (3.15)
where G  is obtained by forming a toeplitz matrix whose first row and first column 
are, respectively, the vectors gr and gc listed below, and then decimating the formed 
matrix K  fold across its rows, and H is obtained by forming a toeplitz matrix whose 
first row and first column are, respectively, the vectors hr and hc, also, listed below, 
and then decimating the formed matrix K /2  fold across its columns.
gr =  [ gNs _1 0 0 ••• 0 ]
'-------------------v-------------------'
K Nw +Nh+Nc_ K _ 1  elements 





hr =  [ hNh- 1 0 0 ••• 0 ]
'-------------------V------------------- '
KKNw-KK elements
hc =  [ hNh- i  hNh- 2 ••• ho 0 0 ••• 0 ] T.
'----------------------------------v----------------------------------'
KKNw+Nh-K2- i  elements 
Other vectors and matrices in (3.15) are listed on the next page. Moreover, using the 
definition (4.5), one finds that (4.2), (4.3), and (4.4) are also applicable here.
3.3 Numerical Results
In this section, we use the analytical equations of the previous section to evaluate 
the performance of the FMT under different channel conditions and for different 
equalizer lengths.
We consider transmission through a 20 MHz wide channel at the carrier frequency
5 GHz. The sampling rate at the channel (the equivalent baseband) is set equal to 
1/(20 MHz) =  0.05 ^s. The rural area COST 207 model [62] is used to calculate the 
mean power of each tap of the channel and the Doppler spectrum of each channel tap 
is considered to be the Jakes’ spectrum.
The mobile unit is assumed to move at different velocities and the maximum 
Doppler frequency is calculated as
v
fd,max =  “ fc (3.16)c
where fc is the carrier frequency, c is the speed of light, and v is the speed of the 
mobile unit. For the simulations presented here, the averaged signal-to-noise ratio 
(SNR) is set equal to 30 dB.
Fig. 3.2 presents SINR when the mobile station is moving at a speed 70 miles/h 
(=  112 km/h) and the upsampling rate K  varies between 5 and 128. We note that 
K  is also directly related to the number of subcarrier bands within the 20 MHz 
bandwidth. So, by increasing K , the width of each subcarrier band reduces and as 
a result, the channel for each subcarrier may be approximated by a flat fading gain. 
This expected phenomenon is seen in Fig. 3.2, where we find that as K  increases, an 
equalizer with a single-tap performs as good as multitap equalizers.
In WiMAX where the COST 207 model is applicable, the number of subcarrier 
bands in 20 MHz is 2048. Extrapolating the curves in Fig. 3.2, it is obvious that all
s(m) 
v(m)  =
Co(Km -  \ 
C i ( K m  — \
m — ^ N w+ N h+ N g+ N c- ^ - - 3K
T
[ u ( K m - f N w - N h +  f  +  l),
s {m  — 1) s (m) 





[Nw - N h +  f  
:-Nw - N h +*r
0
0
co(Km — 2) 
ci (Km — 2)
cNc_ i ( K m -  2) 
0
0
co(Km — 1) 
ci (Km — 1)
cNc- i ( K m  -  1) 
0
0
Co (Km)  
ci (Km)
cNc- i (K m )
0
0
cNc- i ( K m  -  f  Nw -  Nh +  f  +  1) 0 0










Figure 3.2: SINR graphs of the system under different equalizer lengths
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the three curves merge to the SNR value 30 dB and thus, a single-tap equalizer works 
as good as a multitap equalizer. However, as demonstrated below, some loss may 
incur at higher speed of the mobile station and, thus, the use of multitap equalizers 
can be helpful.
Fig. 3.3 shows how SINR changes as the speed of the mobile station is varied 
between 0 and 500 km/h. The case considered is that of a WiMAX setup, where 
each subcarrier channel has the bandwidth of 20 MHz/2048 =  9765 Hz. As seen, 
at a typical car speed up to 150 km/h, there is no significant difference between 
single-tap and multitap equalizers. However, at higher speeds (say, in a high-speed 
train) noticeable differences are observed.
3.4 Summary
In this chapter, we derived equations that allow evaluation of filtered multitone 
(FM T) when applied to mobile wireless communication systems. We considered using 
per tone channel equalizers with different taps. The numerical results showed that 
when the number of subcarrier bands in a 20 MHz bandwidth is small (equivalent to 
saying each subcarrier band has a relatively wideband), fractionally spaced equalizers 
with 3 taps per tone or more may be required to avoid any significant loss. However, as 
the number of subcarrier band increases to typical numbers seen in current standards, 








Figure 3.3: SINR graphs of the system under different equalizer lengths
CHAPTER 4
CHANNEL ESTIMATION FOR FILTERED 
MULTITONE SYSTEMS
In Chapter 3, we presented a thorough study of filtered multitone (FMT), a class of 
FBMC systems, in time-varying frequency selective channels. We derived close-form 
equations for the optimum parameters of per tone fractionally spaced equalizers and 
also signal to interference plus noise ratio (SINR) and used these to evaluate FMT 
in typical wireless mobile environments. These results provide an upper limit to the 
performance of this class of FBMC systems.
In this chapter, we study the performance of an adaptive channel estimation 
algorithm that attempts to reach this upper limit. To further improve the channel 
estimate, the proposed method uses a minimum mean square error (MMSE) channel 
estimator and considers the fact that the channel impulse response is limited in time.
To resolve the problems associated with adaptation of equalizers in FMT, when 
applied to time-varying channels, we propose the following solution. We note that 
according to our earlier studies in Chapter 3, for typical wireless mobile channels, 
single-tap equalizers per subcarrier are sufficient. In such cases, the optimum equalizer 
setting is (almost) independent of the channel noise and is equal to the inverse of the 
channel gain at each subcarrier. We thus take an indirect approach to setting the 
equalizers. We first identify the channel using the commonly known techniques from 
the OFDM literature, [63]. We also make use of the prior knowledge that the impulse 
responses of channels of interest are limited in time to make the channel frequency 
responses smooth. We show through numerical simulations that this method has 
excellent performance in typical mobile wireless channels of interest.
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The rest of this chapter is organized as follows. In Section 4.1, a review of the 
optimum equalizer design is presented. Section 4.2 presents the proposed channel 
estimation method. In Section 4.3, we present the numerical results and compare the 
proposed equalizer with the optimum equalizer. Finally, a summary of this chapter 
is presented in Section 4.4.
4.1 Equalizer Design and Performance Evaluation
In FMT, the interference caused by ICI in time-varying channels is much lower 
than the interference from ISI. As a result, each subcarrier can be treated inde­
pendently [33]. Hence, we can treat each subcarrier of FMT as an independent 
single-carrier communication system and for designing the optimum equalizer, we use 
the block diagram of single-carrier communication system as shown in Fig. 3.1.
In Chapter 3, we defined the cost function
To deal with this scenario, we first derive an equation for the optimum setting 
of the equalizer tap weights w(m), for a given m and a sample of the channel, 
{c0(n) ,c1(n), ••• ,cNc-1(n)}. We then evaluate |e(m)|2, and perform an ensemble 
average on it.
It has been shown that the optimum equalizer coefficients, the minimum squared 
error, and the signal to interference and noise ratio can be calculated using (4.2), 
(4.3), and (4.4), respectively
£ =  E  [|e(m)|2]. (4.1)
w o(m) =  (Q H(m )Q(m )) 1 Q H(m)d(m) (4.2)









G C (m )H
H w — d(m) (4.5)
and G  is obtained by forming a toeplitz matrix whose first row and first column 
are, respectively, the vectors gr and gc listed below, and then decimating the formed 
matrix K  fold across its rows, and H is obtained by forming a toeplitz matrix whose 
first row and first column are, respectively, the vectors hr and hc, also, listed below, 
and then decimating the formed matrix K /2  fold across its columns. hr, hc are listed 
below and C is presented in the next page.
gr =  [ 9n3- i  0 0 ••• 0 ]
'-------------------------------V-------------------------------'
K2Nw +Nh+Nc-KK-i elements
gc = [  gNg-1 gNg-2 ••• gO 0 0 ••• 0 ] T
'------------------------------------------------------ V------------------------------------------------------ '
fNw+Nh+Ng+Nc- f - 2 elements
hr =  [ hNh- 1 0 0 ••• 0 ]
'------------------------------- V------------------------------- '
Knw-  K elements
T




Based on the numerical results presented in Chapter 3, an optimum single-tap 
equalizer has almost the same mean square error as the optimum multiple-tap equal­
izer. Knowing this result and considering the fact that the design and adaptation 
of a single parameter is much simpler than the design and adaptation of multiple 
parameters, we choose to further our research to design of single-tap equalizers, for 
FMT communication systems that are based on channel estimation. If we use a 
single-tap equalizer, the fractionally-spaced equalizer will be replaced by a single-tap 
symbol-spaced equalizer. Fig. 4.1 presents the structure of the proposed receiver. 
In each subcarrier channel, the output of the symbol-spaced downsampler, sk[n], is 




C =  0
c0{Km -  f N w -  Nh +
C i ( K m  -  f  Nw -  Nh +  , v
_ cNc- i ( K m  -  f N w -  Nh +  f  +  1)
0 0 co(Km)
0 c o ( K m - l )  ci (Km)
co(Km — 2) c i ( K m - l )  :
c i ( K m ~ 2 )  : cNc- i (K m )
: cNc- i ( K m - l )  0
cNc_ i ( K m — 2) 0 0





Figure 4.1: The proposed FMT receiver structure.
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For the purpose of channel estimation, we assume that the input-output relation­
ship of a subcarrier follows Fig. 4.2 and has the following form
Sk [n] =  Sk [n]ck[n] +  Vk [n] (4.6)
where ck [n] is the channel gain on the kth subcarrier at time index n and vk [n] is 
the noise added to the kth subcarrier at time index n. In other words, the received 
signal before equalization is considered to be equal to the transmitted signal passed 
through a time-varying flat-fading channel with additive white Gaussian noise. An 
initial channel estimate can be calculated as
x r„l _  Sk[n] _  „ r„l , Vk[n] fA ^ck [n] =  r -I =  ck [n] +  r y  (4.7)Sk [n] Sk [n]
It has been shown in [63] that for a wide-sense stationary uncorrelated scattering 
(WSSUS) channel, coefficients at different times and different subcarriers are corre­
lated in the following way
E{ck+ki [n +  ni]ck [n]} =  rf [ki]rt[ni] (4.8)
where rf [k1] and rt[m1] represent the correlation in time and frequency, respectively. 
For a channel which follows the Jakes Doppler model, these parameters can be 
calculated as
Nc-1
^ ~  . 2 n k i  k  
rf [ki] =  ^ke-j  
k=0
rt [ni] =  Jo(2nniTsf d). (4.9)
ck [n] wo [n]
Sk [n] [n\
Vk [n]
Figure 4.2: Block diagram of a single subcarrier.
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We take advantage of these correlations in time and frequency domain to create 
an MMSE channel estimate using a window of the first order estimates in time and 
frequency. Viz.,
Lf 0
"  "  (4.10)Ck[n] =  ^ 2 Y f kl [ni]cfc- fcl [n — ni]
ki=-Lf ni=-Lt
where f kl[n1] is designed in order to minimize E(|ck[n] — ck[n]|2). In order to find 
the optimum channel estimator coefficients, we follow the Wiener-Hopf equation 
principles. The autocorrelation of the first order channel estimates can be derived as
E {qk  +  ki][n +  ni]c*k[n]} =  rf [ki]rt(ni) +  a2^[ni,fci] (4.11)
where
n^ 0 • < « 2>
Similarly, the cross correlation between the channel estimates and the channel 
coefficient values can be calculated as
E {Ck+ki [n +  n i]4[n ]} =  rf [ki]rt(ni). 
Using the Wiener equation for an MMSE design, we get
f =  R - i p
(4.13)
(4.14)
where f and p are defined as
f  =  [f Lf [0] , f Lf — i [0], ••• , f -Lf [— Lt]]
P =  [rf [Lf ]rt[0],rf [Lf — 1]rt[0], ••• ,r f [—Lf ]rt[—Lt]]






rf [—2Lf ]rt[0] rf [—2Lf +  1]rt[0]
rf [0]rt[—1] rf [1]rt[—1]
. rf [—2Lf ]rt[—Lt] rf [—2Lf +  1]rt[—Lt]
rf [2 * Lf ]rt [Lt] 
rf [2 * Lf — 1]rt[Lt]
rf [0]rt[Lt] 
rf [2 * Lf ]rt[Lt — 1]
rf [0]rt[0]
(4.15)
Moreover, considering the fact that the channel impulse response is time-limited, 
we can further improve the channel estimate. In order to take advantage of this
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observation, the IDFT of the channel estimates is taken and the first Lc samples of 
the result are preserved and the other M  — Lc samples are set equal to zero. The 
DFT of the constructed samples will provide the final channel estimates.
The single-tap equalizer at each subcarrier at each time sample, wk[n], is then 
calculated as the inverse of the channel estimate.
4.3 Numerical Results
In this section, we evaluate the performance of the designed FMT equalizer under 
different channel signal-to-noise ratio (SNR) and for different Doppler frequencies.
We consider transmission through a 20 MHz wide channel at the carrier frequency 
of 5 GHz. The transmit and receive filters are square-root Nyquist filters with 
upsampling rate of 320 which are designed using the method described in [64]. The 
roll-off factor is 0.25 in order to have the same spectral efficiency as the OFDM method 
used in [18]. The type 2 propagation model of IEEE 802.16 is used to calculate the 
mean power of each tap of the channel and the Doppler spectrum of each channel tap 
is considered to be the Jakes’ spectrum.
The mobile unit is assumed to move at different velocities and the maximum 
Doppler frequency is calculated as
v
fd,max =  “ fc (4.16)c
where f c is the carrier frequency, c is the speed of light, and v is the speed of the 
mobile unit.
Fig. 4.3 presents SINR when the mobile station is moving at a speed 30 miles/h 
(=  48 km/h) and the signal-to-noise ration varies between 10 dB and 40 dB.
Fig. 4.4 shows how SINR changes as the speed of the mobile station is varied 
between 0 and 80 mph. The case considered is that of a WiMAX setup, where each 
subcarrier channel has the bandwidth of 20 MHz/256 =  78125 Hz. For the simulations 
presented here, the averaged signal-to-noise ratio (SNR) is set equal to 30 dB.
It can be seen that the proposed equalizer method has a loss of approximately 





Figure 4.3: SINR graphs of the system under different input signal-to-noise ratios
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Speed (mph)
Figure 4.4: SINR graphs of the system under different velocities
4.4 Summary
In the previous chapter, assuming that channel was known perfectly, we derived 
equations for evaluation of an FMT system when per tone fractionally spaced equal­
izers are adopted in a mobile wireless channel. It was found that at typical max car 
speeds of up to 150 km/h, when the number of subcarriers channels is in the order 
specified in WiMAX, single-tap equalizers suffice.
In this chapter, we furthered our study by introducing adaptive single-tap equal­
izers based on channel estimation. We derived equations for an MMSE channel 
estimator. The results of optimum equalizers (when channel is known perfectly) 
were compared with those of the adaptive equalizers, and we found that a loss of 1 
dB incurs. Our study considered the finite duration of the channel impulse response 
and used that to improve on the equalizers performance.
CHAPTER 5
FILTERED MULTITONE FOR FAST 
FADING CHANNELS
The work presented in this chapter is motivated by the needs in the doubly 
dispersive communication channels. We propose and develop the use of filterbank 
multicarrier (FBMC) technique for communications in doubly dispersive channels. A 
novel cost function for optimization of the filterbank prototype filter, to achieve a 
robust performance in doubly dispersive channels, is proposed. A design algorithm 
that optimizes the proposed cost function is then developed.
This chapter is organized as follows. A literature review is presented in Section 5.1. 
A new class of FMT systems is introduced in Section 5.2. A brief review of the 
isotropic filter designs of [40] and [1] is presented in Section 5.4. The impact of the 
channel on the ambiguity function is developed in Section 5.5. This paves the way for 
development of our design procedure in Section 5.6. Numerical results are presented 
in Section 5.7. The concluding remarks are made in Section 5.8.
5.1 B ackground
Le Floch et al. [39] noted the significance of FBMC techniques in dealing with 
the channels that exhibit spreading both in time (due to multipath effects) and 
in frequency (due to time variation of the channel), namely, the doubly dispersive 
channels. The use of prototype filters that balance between the time and frequency 
spreading has also been noted in [39]. The isotropic orthogonal transform algorithm 
(IOTA) of Alard [40], which designs filters that are well localized in both time and 
frequency domain, was also introduced in [39]. An alternative prototype filter design 
to IOTA is the method proposed by Haas and Belfiore [1]. In [1], it was noted that 
the members of a subset of the Hermite functions (defined in Section 5.4) satisfy the
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isotropic properties, and thus it was concluded a class of isotropic filters could be 
constructed by linearly combining the members of this subset. Haas and Belfiore 
called the filters designed in this way Hermite designs. In this chapter, we use the 
term isotropic for both the IOTA design of Alard and the class of filters proposed by 
Haas and Belfiore.
The FMT system proposed in this chapter is based on an alternative design to 
those of [44], [46] and [65]. However, the differences exist. The designs presented in 
both [44] and [46] are for the symbol density D  =  0.5 (see Subsection 2.1.3 for the 
definition of the symbol density). In this chapter, we emphasize the symbol densities 
in the range of 0.5 < D < 1 and emphasize mostly a comparison of FMT and OFDM. 
The design in [65] (as well as [66]) has more similarity to the design presented in this 
paper in the sense that it also uses the Hermite pulse shapes to overcome the doubly 
dispersive effect of the channel. However, unfortunately, this work does not provide 
sufficient detail of the proposed design procedure for us to reproduce their results for 
comparison with our designs.
5.2 Doubly Dispersive Filtered Multitone (FMT)
In the case of conventional FMT, the constraints (2.10) for l =  0 and Vn are 
conventionally satisfied by designing p(t) to be a square-root Nyquist filter with a 
roll-off factor a  and subcarriers are spaced at F  =  . This leads to subcarriers that 
belong to nonoverlapping bands and thus, by virtue of filtering, they do not interfere 
with one another. However, to allow a good bandwidth efficiency, a has to be a 
small value. This, in turn, translates to a narrow transition band for the prototype 
filter p(t), and as will be shown through numerical results later, this leads to a poor 
performance in doubly dispersive channels.
This chapter proposes the isotropic designs as prototype filters that may be 
designed for robust behavior in doubly dispersive channels. Such designs relaxes 
on the transition band of p(t), but make sure that (2.10) is satisfied (accurately or 
approximately). Moreover, as is discussed in the subsequent sections, we design p(t) 
such that the impact of channel in disturbing the null points of the ambiguity function 
Ap(r, v) is minimized; see Chapter 2 for the definition of the ambiguity function,
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Ap(r, v). To differentiate the FMT designs that have been proposed in the past, [30], 
with the FMT designs of this chapter, we refer to the former as FMT-c (conventional 
FMT) and to the latter as FMT-dd (FMT for doubly dispersive channels).
5.3 Time-Frequency Localized Pulses
Le Floch et al. [39] have argued that an FBMC system that addresses both time 
and frequency dispersions should be constructed using a prototype filter p(t) whose 
time and frequency dispersions match those of the channel. For this purpose, one 





f 2|P(f)l2f  (5.2)
We also note that p(t) is commonly designed to be an even function and thus, the 
same prototype filter is used at both the transmitter and receiver (as a matched pair).
On the other hand, the channel time and frequency dispersion are respectively 
quantified by A t  (a measure of duration of the channel impulse response) and Av 
(a measure of the channel Doppler spread). To match the prototype filter with these 
loosely defined quantities, it is intuitively sound to choose p(t) such that the following 
identity holds [39]:
x 1  =  i f . (5.3)A t  Av v '
Moreover, it has been noted that since time and frequency may be thought as a pair 
of dual variables, a reasonable choice of p(t) is the one with the following property:
P ( f ) =  p ( f ), for a constant scaling factor £, (5.4)
i.e., a function that has the same form in both the time and frequency domains.
To avoid ISI, p(t) should be designed so that p(t) *p(t) (where * denotes convolu­
tion) be a Nyquist pulse -  say, with zero-crossings at an interval T . In that case, we 
say p(t) is a root-Nyquist filter, in time. Using the symmetry constraint (5.4), P ( f )
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is also a root-Nyquist filter, in frequency, with zero-crossings at an interval F  =  T/i. 
This clearly avoids ICI, if data symbols are spread in a set of grid points as in Fig. 2.6. 
We may also note that in such an FBMC setup, the transmitted data symbols are 
spread over a grid of points with the density D  =  T f . Furthermore, (5.3) may be 
written as
T =  F 
A t  A v
(5.5)
or
T  =  A t  =  *  =  i. (5 .6)
F  A v Of
Accordingly, it is intuitively understood that to maximize the symbol density D, one 
should concentrate on designs that minimize the time-delay spread product 0 t0 f . On 
the other hand, the Heisenberg-Gabor uncertainty principle [67] states that when
f - L  ip(t)r2*  = ! .
° i ° /  > 4 ;  (5-7)
where the equality holds only when p(t) is equal to the Gaussian pulse
g(t) =  e-nt2. (5.8)
Also, the Gaussian pulse g(t) has the interesting property that G ( f ) =  g ( f ), i.e., it 
satisfies (5.4), with i  = 1 .  However, p(t) =  g(t) does not satisfy the root-Nyquist 
condition, necessary for ISI and ICI free transmission.
Next, we present two methods that have been proposed in the past to design filters 
that satisfy the generalized Nyquist criterion (2.10) and at the same time have good 
time-frequency localization. This will pave the way for development of our robust 
design method that will be introduced in the subsequent sections.
5.4 Isotropic Prototype Filter Design Methods
The term isotropic, in the context of filter design, refers to the class of filters whose 
time and frequency responses are the same within a scaling factor. Mathematically, 
this may be formulated as in equation (5.4). In addition, as was noted earlier, to 
avoid ISI and ICI, p(t) must be constrained to satisfy (2.10).
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The IOTA design/algorithm that was first introduced by Alard [40] starts with 
the Gaussian pulse g(t) =  e-nt2 and converts it to the orthogonalized pulse
p(t) =  F ~ 1O tF O f g(t) (5.9)
where F  and F -1 , respectively, denote the Fourier and inverse Fourier transforms, 
and O a is an orthogonalization operator defined as
/ \ x(u) . .
y (u) =  = .  (5 .10)
sj-a |x(u -  i /a ) !2'
The orthogonalization step O T constrains the design to a root-Nyquist filter with the 
zero-crossing parameter T along the time axis. Similarly, the orthogonalization step 
O F constrains the design to a root-Nyquist filter with the zero-crossing parameter F 
along the frequency axis.
The design procedure proposed by Haas and Belfiore [1], on the other hand, 
constructs an isotropic filter according to the equation
L
p(t) =  ^  ak hAk (t) (5.11)
k=0
where hn(t) are the set of Hermite functions defined as
1 2 dn 2 
hn(t) =  , ent — e-2nt . (5.12)
^  (2n )n/2 dtn V ;
Note that h0(t) =  g(t) and, thus, it is an isotropic function, with parameter £ =  1. 
Moreover, it can be shown that the set of functions hn(t) for n =  4k, k = 1 ,2 ,  ••• are 
also isotropic, with the same parameter. This implies that the construction (5.11) for 
any set of coefficients ak leads to an isotropic function. In [1], the coefficients ak have 
been calculated to construct a filter p(t) that satisfies the set of constraints (2 .10) 
exactly, and hence results in ISI and ICI free transmission when used as prototype 
filter in an FBMC system. However, as discussed below, the presence of a channel 




The general input-output relationship for a linear time-varying channel may math­
ematically be expressed as, [28],
y(t) =  J  c (r ,t )x (t  — t )dt (5.13)
where c(t , t) denotes the equivalent baseband channel impulse response at delay t 
and at time instant t. Assuming the channel is wide sense stationary (WSS), the 
autocorrelation function of the channel impulse response is defined as
0c(ti, T2; At) =  E [c*(ti; t)c(T2; t +  A t)] . (5.14)
Under an additional assumption that the channel has the uncorrelated scattering 
property, (5.14) is simplified to
0c(ti,T2; At) =  0C(ti; A t)5 (n  — T2). (5.15)
In order to quantify the average power output of the channel at different time delays 
and Doppler frequencies, the scattering function is defined as the Fourier transform 
of the channel correlation function, viz.,
<X>
S (t , A) =  J  0c( t ; A t)e—j2nXAtdAt. (5.16)
For detailed derivations and the related definitions that lead to the results in (5.13) 
through (5.16), the reader may refer to [28].
The ambiguity function A p (t , v) that was defined in (2 .8 ) provides a measure of 
ISI and ICI in the absence of the channel. When p(t) is designed to satisfy (2.10), 
there is no ISI and ICI. However, the dispersion introduced by the channel, along 
the time and frequency axes, will result in some distortion in the transmitted pulses 
pk(t — nT) and this, in turn, leads to a stochastic ambiguity function that no longer 
satisfies the generalized Nyquist criterion (2.10). To add the effect of the channel in 
the ambiguity function A p (t , v), we proceed as follows.
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We note that adding the channel effect, the ISI/ICI are characterized by the 
disturbed ambiguity function
Ad(T, v) =  I  p(t + 2)p'*(t -  (5.17)
where
p’ (t) =  J  c(T ,t)p(t — t )dt, (5.18)
i.e., the pulse shape obtained after passing p(t) through the channel. Substituting 
(5.18) in (5.17), we obtain
A^(t, v) =  J J p(t +  2)P(t — 2 — p)c*(p ,t)e—j2nvtdpdt. (5.19)
Note that in (5.19) and the subsequent equations, in this section, we have dropped 
the conjugate sign (*) from p(-) as it is a real-valued function of time. Since the 
channel response c(t , t) is stochastic, A^(t, v) is also stochastic. However, the ISI and 
ICI power can be determined by averaging |A^(t, v)|2.
Using (5.19), (5.14), and (5.15), one finds that
CO CO CO CO
E[|ApV ,  v)|2] =  E[c*(p,t)c(p’ ,t ’)]p(t +  2)p(t — 2 — p)
CO
xp(t’ +  2)p(t' — 2  — P')e j2nv(t ^dp’dt’dpdt 
0c(p; t’ — t)p (t +  2 )p (t — 2 _  p)p (t/ +  2 )
T
xp(t’ — 2  — si)e j2nv(t t )dtdpdt/. (5.20)
Recalling that the channel impulse response is the inverse Fourier transform of the 
scattering function, we have
0c(p; t’ — t) =  [  S (p; \)ej2nX(t'—t)d\. (5.21)
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Substituting (5.21) in (5.20), we obtain
CO CO CO CO
E[lAd(T, v )|2] =  S (p; A)p (t +  2 )P(t -  ^ -  P)P(t' +  2 )
xp(t' -  2  -  P)e—j 2nt(v+V 2nt'(v+A)dtdt'dpdA. (5.22)
Defining 9 =  t — p and =  t' — 2-, (5.22) may be rearranged as2 2
<^> 5^ OO
E[|Ad(T, v)|2] =  I I  I I S (p ;A)p (9 +  )p (9 — )
— CO — CO — CO — CO
,a, . T +  p> , , T +  p
XP(9 +  ~ ^ ) P ( 9 ------ 7^~)
x e - 32,e{v+x) ej2nt'2(u+x) d9d9'dpdA
S (p; A) |Ap(t  +  p; v +  A)|2 dpdA. (5.23)
— CO — CO
The above results may be explained as follows. The channel time-frequency 
dispersion directly carries over the ambiguity function. The disturbed ambiguity 
function A^(t, v) is obtained by adding many (infinite) replicas of time and frequency 
shifted and scaled versions of A p (t , v). This leads to the final result (5.23) that may 
be interpreted as passing | A p(t , v )|2 through a two-dimensional (lowpass) filter with 
the impulse response S (—t, —v). As a result, the null points (2 .10) of A p (t , v) that 
would guarantee ISI and ICI free transmission over an ideal channel will disappear 
in A^(t, v). Hence, we conclude, ISI and ICI free transmission over a dispersive 
channel is not possible and thus argue it makes more sense to design p( t )  with the 
goal of minimizing ISI and ICI power while including the channel scattering as part 
of a wisely selected cost function. We follow such a design strategy in the following 
section.
5.6 Design Procedure
Substituting (5.11) in (2.8), we obtain
^  L L
Ap (t, v) =  £  £ «  nai h4n(t +  2 )h4 l(t — 2 )e j2nVtdt
-oo n=0 l=0
L L






An,i (t , v)
A ( t , v) =  
(5.24) may be rearranged as
— j  h4n(t +  22)h4i(t - 2 )e -- ’2’" '‘ dt. (5.25)
— <x
a — [ ao ai ••• aL ] T (5.26)
A o,o(t , v) A o,i (t , v) ■■■ Ao,l (t , v)
A i,o(t , v) A i,i (t , v) ■■■ A i,l (t , v)
(5.27)
A l,o(t , v) v)>4 iv)
>4
Ap(t , v) =  aTA(T, v)a. (5.28)
5.6.1 H aas and B elfiore  D esign
In [1], it was proposed that the coefficients ao through aL can be determined by 
substituting (5.28) in (2.10) for (n, l) — (0, 0) and L other significant choices of (n, l), 
and solving the resulting system of equations. It was, numerically, demonstrated that 
this leads to very good designs. To further clarify this procedure and pave the way 
for the new developments in the sequel, we discuss the method of [1] in the context of 
a specific design. Fig. 5.1 presents the grid of all choices of (n, l). Here, it is assumed 
that the constraints (2.10) are applied at the origin and the 12 nearest grid points to 
it. In this figure, three different sets of grid points are identified.
(a) The significant points at which the constraints (2.10) should be imposed. There 
are four such points and these are indicated as solid circles with an additional 
circle around each of them.
(b) Once the desired constraints are imposed at the latter points, it follows from 
the even symmetry and isotropic property of p(t) that the same constraints will 
automatically be imposed at the rest of the points indicated by solid circles.
(c) The remaining grid points, indicated by empty circles, will satisfy the constraints 
(2.10), within a good approximation, thanks to the exponential decay of the 
designed pulse p(t) as t increases.
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Figure 5.1: Grid of (n, l) points at which the constraints (2.10) should be imposed. 
The solid circles (with or without additional circles around them) indicate the points 
at which the constraints (2.10) are strictly imposed. The rest of the points, by design, 
satisfy the constraints within a good approximation.
We note that to satisfy the constraints (2.10) at the origin and the 12 nearest grid 
points to it, it is sufficient to apply constraints to only 3 of the latter points. A unique 
design is thus obtained if the design is made based on h0(t), h4(t), h8(t), and h12(t),
i.e., the choice of L =  3 in (5.24) through (5.28).
It should be also noted that since, here, the designed filter is isotropic, with the 
parameter t = 1 ,  the identity T =  F  should hold. Hence, given a desired density 
D  =  1/TF , the design must be for the parameters T =  F  =  1 /v D . Once p(t) is 
obtained based on these parameters, applying a time scaling factor, one can set T  to 
any desired value. This will set F  equal to 1/TD.
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5.6.2 Robust Design
As discussed in Section 5.5, the presence of a channel will result in a disturbed 
ambiguity function, A ^ ( t , v), in which the null points of A p (t , v) are smeared out, as 
a result of the filtering/smoothing effect caused by the channel scattering function 
S ( t , A). Noting this, one may obtain a better system by relaxing on the zeros of 
A p (t , v) because of reasons mentioned below.
Consider a filter with a perfect or an approximate null point ‘a ’ as in the plots 
presented in Fig. 5.2(a). Note that, although A p (t , v) is a function of two variables t  
and v , for convenience and clarity of presentations, here, the plots are drawn as the 
function of a single variable. Design 1 shows the case where A p (t , v) has a perfect 
null. This is presented on the left side of Fig. 5.2(a). The plot presented on the 
left side of Fig. 5.2(b) symbolizes the result after A p (t , v) is convolved with S ( t ,  v). 
The plots showing the case where A p (t ,  v) has an approximate, but wider null, are 
presented under the column identified as Design 2. As seen, after considering the 
channel effect, Design 2, indeed, may lead to a better/more robust performance.
Considering the above observation, we argue that to design a robust prototype 
filter for an FBMC system, the constraints on the nulls of the ambiguity function 
A p (t , v) may be relaxed. Each null point is replaced by a region in the ( t , v)-plane. 
This we call it the null region and attempt to design p(t) such that the average of 
|Ap ( t , v)|2 over each null region is minimized. To this end, we define and minimize 
the cost function
Z =  Yo f I A p (t , v) -  1|2 dTdv +  ^  Yk f |Ap(t, v )|2 dTdv (5.29)
Ao k=  A
where Yks are a set of positive weighting factors, A 0 is the region around ( t , v) =  (0, 0) 
over which the peak of A p ( t , v) retains approximately equal to one, and A k, for 
k =  1, 2, ••• ,L , are a set of null regions. Using (5.28), (5.29) may be rearranged as
Z =  Y0 f  |aTA(T, v)a — l|2 dT dv +  Yk f  |aTA(T, v)a|2 dTdv. (5.30)
Ao k=1 Ak
To develop a numerical method for the minimization of Z, we sample the ambiguity 
function along the time axis t  and the frequency axis v. This converts (5.30) to
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Design 1: Ap (t, v) 
has a perfect null
Design 2: Ap( t , v) 




Figure 5.2: A set of plots symbolizing a null point or an approximate null point of 
Ap(r, v) and the result after smearing caused by the scattering effect of a channel. 
(a) The plots before smearing. (b) The plots after smearing.
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Z =  TSFS ^  Yk\aTA (m T s ,nF s) a -  ufc|2j  (5.31)
\k=0 (mTs,nFs)&Ak J
where Ts and Fs are the sampling periods along the time axis and frequency axis, 
respectively, and
=  {  0, k =  0. <5-3'2)
We note that since Z is a fourth order function of the vector a, it is likely to be 
a multimodal function, i.e., it may have a number of maxima and minima points. 
Therefore, the task of finding the value of a that minimizes Z globally may not be 
trivial. However, fortunately, some prior work [64] on designing Nyquist filters has 
led to a similar cost function, and thus, the algorithm developed there may also be 
adopted here.
The method proposed in [64], when applied to the problem here, starts with 
defining the error vector
e =  Ba — u (5.33)
where B is a tall matrix whose rows are aTA (mTs,nF s), for all values of m and n 
where (mTs,n F s) G A k, k =  0,1, 2, ••• ,L , and u is a column vector whose elements 
are 1 when (mTs,nF s) G Ao, and 0 otherwise. Using (5.33), one finds that
Z =  eTr e  (5.34)
where r  is a diagonal matrix whose diagonal elements are the weight factors Yk and 
are chosen to match the elements of e. Now, minimizing Z may be thought as a 
weighted least squares problem in which the error vector is e and r  carries the weight 
factors. However, this is different from the standard least squares problem where 
the error vector e is a first order function of the unknown parameters. Here, e is a 
quadratic function of the parameter vector a. Hence, the minimizer of Z may best 
be found by adopting an iterative method. According to [64], an effective iterative 
algorithm that finds a good solution to the problem (possibly the global minimum of 
Z) can be implemented by taking the following steps:
1. Find an initial estimate of a that is close to the global minimum point of Z(a).
Call this a0. Also, let i =  0.
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2. Find the vector a that minimizes Z =  eTr e L, where eL =  B La — u and B L is 
obtained by substituting a =  a* for the computation of B. The solution to this 
minimization problem is
A-1 xaTia =  (B Tr B ) 1 B Tru . (5 .35)
3. Let
a* +  a . ,am  =  aL— . (5 .36)
4. Increment i by one, and repeat Steps 2, 3, and 4 until the algorithm converges.
In the above algorithm, a proper initial choice for ao that we found numerically 
leads to good solutions is the vector whose first element is 1 and the rest of its elements 
are 0. That is, we start with the Gaussian pulse as a first guess and add the higher 
order Hermite functions in the subsequent iterations. Moreover, through numerical 
experiments, we noted that a more stable algorithm is obtained if one starts the 
design by selecting L = 1  and increasing it to 2, 3, and 4 after every few iterations.
Step 3, in the above algorithm, sets ai+1 equal to the average of the solution from 
the previous iteration, aL, and the least square solution obtained in Step 2. In [68] 
and [64], this step was found necessary to guarantee the convergence and stability 
of the algorithm. The equal weights given to aL and a may be substituted with an 
average using different weights, if necessary, to guarantee a more stable operation of 
the algorithm or a faster convergence of the algorithm. The choice of equal weights is 
just by convenience and has been found to work well in most cases. Moreover, since 
in any case, each design takes only a few seconds, a designer may examine different 
choices of the weights and choose the set that works the best for the case in hand.
5.6.3 Hexagonal versus R ectangular Lattice
The spread of data symbols in Fig. 2.6 follow an orientation that is referred to 
as rectangular lattice. In [69], it is argued that better designs may be obtained by 
adopting the hexagonal orientation depicted in Fig. 5.3. The argument in [69] follows 
the fact that he hexagonal orientation allows maximum separation of points for a given 
symbol density. We refer an interested reader to the detailed discussions in [69].
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Figure 5.3: Spread of data symbols in a hexagonal time-frequency lattice/grid.
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In this chapter, to design prototype filters for an orientation that follows the 
hexagonal lattice, we choose the constrained points according to those depicted in 
Fig. 5.4. We also set T =  2F and note that for this choice, enforcing design 
constraints at the points indicated by solid circles with an additional circle around 
each of them is sufficient. As in the case of a rectangular lattice, once the constraints 
are applied to these points, similar constraints will be automatically imposed to the 
rest of solid circles, following the isotropic property of the designs. Moreover, the 
remaining grid points, indicated by empty circles, will satisfy the constraints (7), 
within a good approximation, thanks to the exponential decay of the designed pulse 
p(t) as t increases. Finally, a time scaling can be applied to p(t) to set T to any 
desired value.
5.7 Numerical Results
To demonstrate the effectiveness of the proposed design procedure, we present 
a few numerical examples. We consider a channel model whose impulse response 
spans over an interval (—4 r , 4 r ) and consists of a number of independent paths 
that are uniformly distributed in this interval and all have the same power, i.e., a 
constant delay power profile is assumed. Each path is assumed to be subject to 
an independent Doppler shift according to the Jakes’ model [70] with a maximum 
Doppler shift f d =  4V. This is equivalent to saying there is a frequency spreading in 
the interval (—4V, 4V) with a distribution that follows that of the Jakes’ model. We 
use the time-delay product A t  A v  to quantify the channel spreading in both time and 
frequency. We also note that for a given A t A v , our channel model may be thought 
as a worst case scenario, since a realistic channel with a typical exponential delay 
power profile and with a time span A t  is characterized by a much smaller effective 
time spread when compared to the assumed uniform power profile. Similarly, in a 
practical channel, not all the paths may suffer from the same maximum Doppler shift.
First, we use our algorithm to obtain the design presented in [1]. This assures us 
that we have an algorithm which delivers similar designs to those of the previous 
reports.1 Moreover, this design will allow us to evaluate and highlight its poor
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Figure 5.4: Grid of points at which the constraints should be imposed for the 
hexagonal design. The solid circles (with or without additional circles around them) 
indicate the points at which the constraints are strictly or approximately imposed. 
The rest of the points, by design, satisfy the constraints within a good approximation.
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performance in doubly dispersive channels, when compared with the robust designs 
that are proposed in this chapter. The design presented in [1] assumes a density 
D =  1/TF =  0.5. We make the same assumption here. Moreover, to run our design 
procedure, we set A t  =  A v =  0 and assume a rectangular lattice as in Fig. 2.6, with 
T  =  F  =  \/2. The results of this design with and without the channel effect are 
presented in Fig. 5.5.
Fig. 5.6 and Fig. 5.7 present the results of the robust isotropic designs for the 
cases of rectangular and hexagonal lattices, respectively. These designs are obtained 
for the channel model that was introduced above and for the choice of the parameters 
A t =  0.2T and Av =  0.2F. Also, as in the case of Fig. 5.5, the designs are for the 
density D =  0.5. More specifically, the designs are obtained by setting T  =  F  =  y/2
Figure 5.5: Results of a design based on the method of [1]. (a) Mesh plot of the 
ambiguity function A p(t , v) and its cross section along the indicated line. (b) The 
disturbed plots after adding the channel effect.
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Figure 5.6: Results of a design based on the method of this chapter and a rectangular 
lattice. (a) Mesh plot of the ambiguity function A p(t , v) and its cross section along 
the indicated line. (b) The disturbed plots after adding the channel effect.
and thus, A t =  A v =  0 .2 ^  and running the procedure discussed in Section 5.6. The 
results clearly show the desired performance of the designs. As seen, wide nulls appear 
in the ambiguity function Ap(t , v) and this clearly leads to robust performance in the 
presence of a channel; compare Figs. 5.6(b) and 5.7(b) with Fig. 5.5(b). Moreover, 
as one would expect, the superior performance of the design when the grid points are 
set in a hexagonal lattice instead of a rectangular lattice is clearly observed.
Fig. 5.8 presents a set of results that compare the signal-to-interference ratio 
(SIR) of the robust isotropic designs (i.e., FMT-dd) with OFDM and FMT-c (the 
conventional FMT) systems. Three sets of results, corresponding to the density values 
D =  tF  =  2 , 3 , and |, are presented. The robust isotropic designs are obtained for 
the channel model introduced above and the parameters A t =  G.2T and Av =
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Figure 5.7: Results of a design based on the method of this chapter and a rectangular 
lattice. (a) Mesh plot of the ambiguity function Ap(r, v) and its cross section along 
the indicated line, denoted by the variable n  (b) The disturbed plots after adding 
the channel effect.
0.2F. These designs are then examined for values of A tA v in the range of 0 to 0.1. 
For FMT-c, the prototype filter is designed in each of the three cases with the aim 
of achieving a stopband attenuation of 60 dB or better. Also, following the basic 
principle of FMT-c, the roll-off factors of the prototype filters for the density values 
D =  2, 3, and 4, are set equal to 1, 0.5, and 0.25, respectively. For OFDM, the 
density D =  Tf is set by adjusting the ratio of cyclic prefix length, Tcp, over the 
length of FFT, Tfft. More particularly, we note that since in OFDM F  =  and
T  =  TCp +  T fft , d  =  Tcp+tFft and, thus, tFFT =  d — 1
The results presented in Fig. 5.8 lead to the following observations:
• In high mobility environments, FMT-dd designs significantly outperform OFDM
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A t A v
Figure 5.8: The ambiguity function of the prototype filter p(t) designed using the 
method of this chapter. The design is for the density T f =  1 •
and FMT-c.
• FMT-c outperforms OFDM. This is in line with a few recent reports that have 
compared FMT-c and OFDM in mobile environments [33,53].
• The isotropic designs that are based on the hexagonal lattice consistently per­
form around 2 dB better than their rectangular lattice counterparts. This shows
1 dB improvement over the earlier results in [69].
• As density D decreases, the performance of FMT-c approaches that of the 
FMT-dd with rectangular lattice.
5.8 Summary
We introduced a new form of filtered multitone (FMT) which is specially designed 
to handle doubly dispersive channels. We coined the name FMT for doubly dispersive
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(FMT-dd) and developed a prototype filter design method for robust performance of 
FMT-dd systems. The proposed method was applied to two common methods of data 
symbol orientation in the time-frequency space; namely, rectangular and hexagonal 
lattices. We found that our design led to multicarrier systems that outperform both 
OFDM and the conventional FMT systems significantly. In particular, a gain of 5 
to 8 dB improvement over OFDM was observed. Moreover, our numerical results 
confirmed the previous predictions of the literature that the hexagonal orientation of 
data symbols in the time-frequency space should outperform its rectangular counter­
part. However, we observed a gain of 2 dB in our design examples which was 1 dB 




The increasing need for high speed communication in underwater acoustic (UWA) 
channels has led to many recent research publications. UWA links are known to 
be among the most challenging communication channels in use today [71,72]. The 
relatively slow propagation velocity of acoustic waves, combined with multipath 
propagation that can include multiple water surface and seabed interactions, results in 
channel impulse responses that spread over many tens or even many hundreds of trans­
mitted symbols, even at modest data rates. Moreover, the presence of surface and 
internal waves combined with the movement of communicating vehicles introduces 
Doppler and fading effects that may be an order of magnitude greater than those 
experienced in wireless electromagnetic channels. Hence, UWA links fall under the 
class of doubly dispersive channels with large dispersion both in time and frequency.
In this chapter, we propose the application of FMT-dd developed in Chapter 5 to 
underwater acoustic communications. The theoretical results derived in Chapter 5 
are validated and confirmed to be applicable to UWA communications, by examining 
real data from an at-sea experiment (ACOMM10).
In order to compensate for the time dispersion of UWA channels, the orthogonal 
frequency division multiplexing (OFDM) has been proposed and widely studied by a 
number of researchers, e.g., [36-38]. OFDM removes intersymbol interference (ISI) 
perfectly through use of a cyclic prefix (CP) whose length should be at least equal to 
the duration of the channel impulse response. On the other hand, in order to keep 
the bandwidth efficiency of the transmission sufficiently high, the acceptable norm is 
to allocate not more than 20% of each OFDM symbol to CP. This is the equivalent
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of saying the CP length is one quarter of the length of each fast Fourier transform 
(FFT) block in the OFDM system. Moreover, since the length of CP should be at 
least equal to the duration of the channel impulse response, and the latter is usually 
very long in UWA channels, this translates to a very long symbol duration in any 
OFDM system that may be adopted for UWA communications. However, the use of 
long symbols may result in a significant degradation of the receiver performance since 
UWA channels also introduce a significant dispersion along the frequency axis. This 
leads to a significant level of intercarrier interference (ICI).
We acknowledge that other researchers have also made attempts to apply FBMC 
techniques to UWA communications. Gomes and Stojanovic [73], in particular, have 
also applied FMT to UWA channels. However, significant differences between their 
methods and what is presented in this dissertation exist. They propose to use an 
FMT system with relatively wideband subcarriers. Thus, their design requires a 
multitap equalizer per subcarrier band. We extend the number of subcarriers to a 
sufficiently large number so that each subcarrier can be equalized using a single-tap 
equalizer. Moreover, the method proposed in [73] follows the conventional FMT 
(FMT-c) approach, i.e., keeps the subcarrier band spectra nonoverlapping. We, on 
the other hand, allow some overlapping of the subcarrier bands; however we design 
the underlying prototype filter to satisfy the Nyquist criterion both in time and 
frequency, and thus, minimize ISI and ICI, simultaneously. Hwang and Schniter [74] 
have also studied the use of FBMC in UWA channels. They have proposed a coded 
pulse-shaped multicarrier scheme that converts a doubly dispersive channel into an 
ICI channel with small ICI spread. Subsequently, they have developed a soft equalizer 
for detection. This approach, clearly, results in a complex receiver structure and thus 
renders its applicability limited.
To summarize, the approach that we have taken in this dissertation is to develop a 
multicarrier signalling technique that offers a low complexity, yet leads to an effective 
receiver with a significant improvement over its peers. We are particularly interested 
in comparing the proposed multicarrier system with an OFDM system with a com­
parable complexity. As our experimental results in Section 6.3 show, the multicarrier 
signalling that is proposed in this chapter outperforms OFDM (filtered-OFDM, to
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be exact) with a significant margin. We acknowledge that the comparisons made 
in this chapter do not address many recent advancements in the applications of 
OFDM to UWA channels [72], [75-93], which all involve very high complexity channel 
estimation algorithms, e.g., matching pursuit or basis pursuit, [72,76-81], advanced 
channel coding techniques, e.g., turbo codes [90], or low-density parity check (LDPC) 
codes [87,88], and usually a turbo “channel estimation and data detection” loop. The 
latter, in particular, increases the complexity of the receiver by at least an order of 
magnitude. There is no doubt that these advancements are of great value and future 
studies should concentrate on their further developments and extensions to FBMC 
signalling of this chapter, which should also enjoy the same level of improvement as 
OFDM. Such a study is beyond the scope of this thesis and thus is left for future 
studies.
A point that should be mentioned here is that the FBMC transmitter and receiver 
are slightly more complex than their OFDM counterpart. The multicarrier synthesis 
at the transmitter and analysis at the receiver in an OFDM system are performed 
through an inverse fast Fourier transform (IFFT) and an FFT, respectively. In 
the case of FBMC, these should be replaced by synthesis and analysis filter banks, 
which, when implemented in polyphase structures, in addition to IFFT/FFT, require 
implementation of the polyphase components filters as well [94]. This, depending 
on the size of IFFT/FFT, constitutes a 30 to 50% increase in complexity of the 
synthesis/analysis part of the system. Noting that there are more processing blocks 
in the system, some, like channel decoder, significantly more complex and common 
to both FBMC and OFDM, we argue that this is a very low price for the level of 
improvement that the results in this chapter demonstrate.
This chapter is organized as follows. The transmitter and receiver structures are 
presented in Sections 6.1 and 6.2, respectively. Analysis of the results from an at-sea 
experiment (ACOMMIO) are presented in Section 6.3. The concluding remarks are 
made in Section 6.4.
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6.1 Transmitter
The general packet structure that we have adopted for both OFDM and FBMC 
is presented in Fig. 6.1. Each OFDM or FBMC packet starts with a short preamble 
consisting of 10 cycles of a periodic signal, each of length 25% of the FFT length 
in our OFDM symbols. This preamble was selected in prediction of possibly using 
it when the received signal was subject to some time scaling; thus, the subcarrier 
frequency would undergo some frequency shift. For the experiments reported in this 
section, there is no time scaling; thus, the short preamble has no use here.
Following the short preamble, a long preamble is transmitted. The long preamble 
differs for OFDM and FBMC. For OFDM, the long preamble consists of two OFDM 
symbols transmitted back-to-back preceded by a CP which is twice as long as the 
normal CP, similar to the long preamble proposed by Schmidl and Cox [95] and 
the one commonly used in wireless channels, e.g., in IEEE 802.11a,g. Moreover, 
to reduce intercarrier interference in OFDM, each OFDM symbol is pulse-shaped 
using a rectangular window with raised-cosine edges; e.g., see [22] for details. The 
raised-cosine roll-off factor is set equal to 5%.
For FBMC, on the other hand, the long preamble consists of one FBMC symbol 
which is partially overlapped with the short preamble and payload. It is similar 
to the long preamble proposed by Peiman Amini and Farhang-Boroujeny [96]. The 
short preamble and long preamble symbols are designed (through a random search) 
to minimize the peak-to-average power ratio (PAPR) of the transmitted signal.
The carrier frequency is 20 kHz. The data bits are encoded using a rate 1/2 recur­
sive symmetric convolutional code (RSC) encoder with the the generator polynomials 
(23, 35). The modulation schemes examined in this experiment are QPSK, 8PSK, 
and 16QAM. The subcarrier spacing for both OFDM and FBMC is 12.2 Hz, and a
short training long training payload 
m ------------------------------- ►
Figure 6.1: Packet structure.
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total of 399 (=  19 x 21) subcarriers are transmitted. From these, 19 subcarriers are 
null subcarriers and 96 subcarriers are pilot subcarriers. The remaining subcarriers 
are used to transmit the modulated data. Fig. 6.2 presents the null, pilot, and data 
subcarriers placements. The per subcarrier symbol rate is also the same for OFDM 
and FBMC and is equal to 9.765 symbol/sec. Each packet consists of 7 codewords. 
Each codeword spans over 8 consecutive OFDM/FBMC symbols. Accordingly, each 
codeword consists of 4560 symbols (coded). A long preamble symbol is inserted 
between each pair of consecutive code words. These, as explained below, are used to 
resynchronize the receiver to each incoming code word.
6.2 Receiver Structure
6.2.1 Timing Recovery
For each receive hydrophone, timing recovery and channel estimation is performed 
independently. The results from all hydrophones are then combined using a maximum 
ratio combiner. We tried different methods to find the best method of finding a correct 
timing phase for processing of both OFDM and FBMC signals. For FBMC, we found 
that an acceptable timing phase is obtained by correlating the incoming signal with 
the transmitted long preamble and choosing the highest peak as the midpoint of the 
received data symbols.
For OFDM, we examined the method of Schmidl and Cox [95] as well as correlating 
one cycle of the IFFT output of the transmitted signal of the long preamble with 
the received signal and choosing the peak of the correlator output as the timing 
phase. Direct application of any of these methods did not result in a successful 




Figure 6.2: Subcarrier placement. 19 cycles of the placement are repeated across 
the transmission band.
one cycle =  21 su b c a rrie rs




timing phase estimation could be obtained by taking the following additional steps. 
Starting with the coarse timing phase obtained from the correlator, the extracted 
frame of the received long preamble is compared with its transmit counterpart to 
obtain an estimate of the channel. Any timing phase error at this stage can be 
detected by noting that the identified channel will be cyclically rotated by the same 
amount. Hence, the residual timing phase error is estimated and accordingly, a more 
accurate estimate of the timing phase is selected for the subsequent data frames.
We examined the above method also when the coarse timing phase estimate was 
obtained using the method of Schmidl and Cox [95]. Our experiments showed that the 
correlator method provides a more accurate estimate and, thus, the reported results 
below are obtained using the correlator method followed by our proposed timing phase 
fine-tuning method.
6.2.2 Channel Estimation
Our preliminary data analysis experiments revealed that because of fast variation 
of the UWA channels, the channel estimation should be made separately for each 
frame of OFDM/FBMC. We thus use the pilot symbols within each frame to obtain 
the channel estimate and accordingly equalize the output signals from the data 
subcarriers. The channel is assumed to be flat fading over each subcarrier. Hence, 
the channel at each subcarrier is estimated as a complex-valued gain. Accordingly, 
we model the demodulated signal at the output of each subcarrier channel and each 
receiver as
Ski[n] =  Hki[n]sk [n] +  vw[n], (6.1)
where sk [n] is the data transmitted on the k-th subcarrier during the n-th symbol 
interval, Hki[n] is the complex-valued channel gain at the k-th subcarrier between the 
transmitter and the i-th receive hydrophone, and ski[n] is the corresponding received 
signal at the i-th receive hydrophone. The channel noise is denoted by vki[n]. Using 
the channel model (6.1), a least squares procedure can be readily developed for channel
estimation. The details of such estimator can be found in [58]. The result is a set
/\ /\ /\ t
of channel gains [ H0)i[n] H 1;i[n] •• ■ HN- i,i [n] ] , in the frequency domain, that
will be used for equalizing the analyzed subcarrier signals.
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6.2.3 Noise Variance Estimation
An estimate of noise variance for each receive hydrophone is needed in order to 
combine the received signals from various hydrophones and also in order to decode 
the combined signals. In order to compute the noise variance, we assume that at the 
pilot subcarrier, Hki[n] =  Hki[n] within a acceptable approximation and thus,
Vki[n] =  Ski[n] -  Ski[n]Hki[n]. (6.2)
Moreover, assuming that the channel noise is white, the noise variance will be the 
same over all the subcarriers. Accordingly, we estimate the noise variance by finding 
the average of the squared magnitude values of vki[n] over all pilot subcarriers as
^ [n] =  N~ ^  K i [n]|2 (6.3)
Np k
where Np is the number of the pilot subcarriers.
6.2.4 Maximum Ratio Combining
We assume that over each subcarrier, the channel can be approximated by a 
flat-fading gain. Under this assumption, the optimum receiver would be the maximum 
ratio combining (MRC) [97], where the improved estimate of the received signal is 
calculated as
H* [n]2^i=1 CT2 .[„] Hki[n]
Sk [n] = ----------, (6 .4)
ST^ Nr |Hfcz[n\|
2.^=1 a2vi[n\
where i is the hydrophone index and Nr is the number of receive hydrophones. The 
variance of the noise contained in Sk [n] is given by
^2[n]
/  I - 2\ -1
'  Nr IHki [n] '
x=[ a2,i[n]V 1 . J
(6.5)
6.2.5 Decoding
The data are decoded using a maximum a posteriori (MAP) decoder. In order 
to compute the a posterior log-likelihood ratio (LLR) values, we assume that after 
equalization, the channel is modelled as an additive white Gaussian noise (AWGN) 
channel. For this type of channel, the a posteriori LLR values can be easily calculated, 
given the noise variance for each subcarrier at each receiver hydrophone, [98].
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6.3 Data Analysis Results
We transmitted codewords for both OFDM and FBMC. QPSK, 8PSK, and 16QAM 
constellations were examined. For each constellation, we transmitted 49 codewords. 
The receiver was an array of 8 hydrophones. For each hydrophone, the correct timing 
offset is found and the channel is estimated for each OFDM/FBMC symbol block. 
The synchronized samples for the hydrophones are then combined using the MRC 
and the results are passed to the MAP decoder.
Figs. 6.3, 6.4, and 6.5 show the histograms of BER values of OFDM and FBMC 
systems. The results show that FBMC outperforms OFDM with a large margin. For 
instance, by combining signals from all 8 hydrophones, FBMC successfully detects all 
codewords correctly, i.e., with BER of zero, for QPSK and 8PSK constellations. For 
16QAM constellation, it detects 92% of the codewords (45 out of 49) correctly. Two 
codewords are detected with BER values of better than 0.01, and only one codeword 
has a BER of greater than 0.01, but less than 0.1. In comparison, OFDM fails to 
correctly detect one codeword for QPSK constellation, 18 of the codewords for 8PSK 
constellation, and 48 (out of 49) codewords for 16QAM constellation. In the latter 
case, OFDM fails to detect almost 50% of the codewords with a BER of worse than
0.1.
In order to develop further insight into the performance difference between FBMC 
and OFDM, we also study the SINR of the two systems at the receiver output. 
The SINR values are calculated as follows. We assume that the channel estimate 
obtained using the pilot symbols is perfect, and use it to equalize the signals for each 
subcarrier accordingly. The difference between each equalized signal and the actual 
transmitted symbol is considered as the interference-plus-noise component. The ratio 
of the magnitude-squared of each transmitted symbol over the magnitude-squared of 
the corresponding interference-plus-noise component is then calculated, converted to 
decibel, and recorded for all OFDM/FBMC symbols. Fig. 6.6 presents the histograms 
of these results for QPSK constellation. The results are presented for three cases, for 
using 1, 2, or 8 receive hydrophones, respectively. The histograms are consistent with 
the BER results presented above. It is interesting to note that for the case of one 
receive hydrophone, the difference between FMT-dd and OFDM is around 5 dB and
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Figure 6.3: BER histogram for QPSK constellation. (a) 1 receive hydrophone (b) 4




Figure 6.4: BER histogram for 8PSK constellation. (a) 1 receive hydrophone (b) 4




Figure 6.5: BER histogram for 16QAM constellation. (a) 1 receive hydrophone (b)















-2 0  -10
x 10


























Figure 6.6: SINR histogram for QPSK constellation. (a) 1 receive hydrophone (b)
4 receive hydrophones (c) 8 receive hydrophones
2
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this value is a close match to the SIR comparisons presented in Fig. 5.8. For the cases 
of 4 and 8 hydrophones, FMT-dd outperforms OFDM by as much as 10 dB. Similar 
results are observed for 8PSK, in Fig. 6.7 and 16QAM, in Fig. 6.8.
6.4 Summary
In this chapter, a novel UWA communication method using a class of FBMC 
systems using the filter design from Chapter 5 was studied. Among the various 
FBMC systems in the literature, we found FMT to be an excellent choice for UWA 
communications. The experimental results demonstrated that this new design pro­
vided a significant gain over OFDM. This finding was confirmed by testing our design 





Figure 6.7: SINR histogram for 8PSK constellation. (a) 1 receive hydrophone (b) 4




Figure 6.8: SINR histogram for 16QAM constellation. (a) 1 receive hydrophone (b)





Multiple-input multiple-output (MIMO) systems are widely used in wireless com­
munications in order to obtain faster and more reliable communication systems. In 
Chapter 6, we considered using a single transmitter with multiple receivers to increase 
the reliability of our UWA communication system. In this chapter, we consider 
the feasibility of transmitting multiple streams simultaneously on multiple transmit 
antennas to gain a higher rate for multicarrier underwater communications.
Communication systems that use multiple antennas at both transmitter and re­
ceiver could offer a significant gain in throughput [95]. They have been proposed in 
the latest wireless communication standards, such as 3GPP-LTE, IEEE 802.11n, and 
IEEE 802.11m.
Researchers have studied the application of MIMO for UWA communications for 
single carrier systems [99-105]. It has been shown that applying a joint channel 
estimation and data detection methods based on Markov Chain Monte Carlo (MCMC) 
improves the BER significantly [106]. MCMC detectors are good choices for doubly 
dispersive channels because they have low computational complexity compared to the 
optimum MAP detectors and offer a comparable performance.
Applying MIMO to multicarrier UWA communications has also been studied. 
For instance, [72,87] have proposed and studied MIMO-OFDM systems. They have 
studied MIMO-OFDM with up to 4 transmit antennas and up to 12 receive antennas.
The main challenge in the application of multicarrier MIMO to UWA communi­
cations is channel estimation. Assuming a flat fading channel over each subcarrier,
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at each receive antenna, one has to estimate as many channel gains as the number 
of transmit antennas. On the other hand, because of the fast fading environment, 
these channel gains change significantly from one multicarrier symbol to the next 
multicarrier symbol, and therefore, a large number of pilot symbols have to be devoted 
for channel estimation. This, as demonstrated in this chapter, limits the applicability 
of MIMO techniques to UWA channels. The contribution made in this chapter is to 
reveal the limitations of MIMO techniques in the challenging UWA channels.
The rest of this chapter is organized as follows. In Section 7.1, the task of channel 
estimation in multicarrier MIMO channels for UWA communication systems is laid 
out. Simulation results of the performance of a MIMO communication system in 
doubly dispersive channels are presented in Section 7.2. Finally, Section 7.3 presents 
a summary of our findings of this chapter.
7.1 Multicarrier MIMO Channel Estimation
In the previous chapters, we developed a packet structure for UWA communication 
systems and used it for an at-sea experiment. In our packet, to be sure of the system 
ability to correctly estimate the channel and track its fast variation, one out of every 
four subcarriers was a pilot (see Fig. 6.1) . Extending the same packet structure for a 
MIMO system with two transmit antennas results in the pilot data structure shown 
in Fig. 7.1. Note that at the points where pilots are inserted for each of the antennas, 
a null is inserted at the other antennas, to allow direct estimation of the respective 
channel gains. As seen, with this arrangement, half of the subcarriers are allocated 
to pilots/nulls and thus, only one half of the channel resources will be available to 
transmit data. The situation becomes worse if one attempts to transmit from three 
antennas. This scenario that is presented in Fig. 7.2 leads to a situation where only 
one quarter of channel resources will be available for data.
Elaborating more on the scenarios presented in Figs. 7.1 and 7.2, and also the 
packet structure when there is only one transmit antenna (presented in Chapter 6), 
one will make the following observations. The number of effective data symbols per 
subcarrier for the case of one transmit antenna only is 3/4 =  0.75. This increases to 
2x1/2  =  1, when the number of transmit antennas increases to two. For the case
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Figure 7.1: Subcarrier placement for a 2 transmitter MIMO underwater commu­
nication system. (a) Subcarrier placement for the first transmitter. (b)Subcarrier 
placement for the second transmitter.
P N N D P N N D
(a) D : data
• • •N P N D N P N D • • • P : pilot
(b) N : Null
N N P D N N P D
(c)
Figure 7.2: Subcarrier placement for a 3 transmitter MIMO underwater commu­
nication system. (a) Subcarrier placement for the first transmitter. (b)Subcarrier 
placement for the second transmitter. (b)subcarrier placement for the third trans­
mitter.
of three transmit antennas, the number of effective data symbols per subcarrier is 
equal to 3x1/4  =  0.75. That is, one gains nothing in terms of the effective data 
symbols if the number of transmit antennas is increased from one to three. This 
rather disappointing observation will be even worse when one takes into account the 
unavoidable channel estimation errors. This point will become more clear later when 
we present our numerical results.
Next, we consider the more general scenarios where for the case of a single transmit
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antenna, one out of every L subcarriers is a pilot. In that case, the number of transmit 
antennas may be varied between one and L — 1 before we reach a point where there 
will be no resources for transmission of data. If we denote the number of transmit 
antennas by S , following the same line of thoughts that led to the above results, here, 
the number of effective symbols per subcarriers is obtained as
r(S) =  S (lL_— f ) • (7.1)
We also define the MIMO gain
G (S) =  r ( §  • (7-2)
Using (7.1) in (7.2), we obtain
G (S) =  f L _ _ f> .  (7.3)
Fig. 7.3 presents a set of plots of G(S) for different choices of the parameter L. The 
observation made here is that as L increases, the maximum MIMO gain also increases, 
albeit at a rather slow pace. To make this observation more explicit, Fig. 7.4 presents 
the maximum value of the MIMO gain, G(S), as L is varied between 4 and 16. We 
note that for UWA channels, the choices of L beyond 6 or 7 are probably unrealistic, 
because both fast variation of channel in time and frequency impose the need for a 
significant number of pilots. The experimental results reported in the literature use 
values of L in the range 4 to 16 [81]. Therefore, realistically, according to the plots 
in Figs. 7.3 and 7.4, a MIMO gain of more than 2 may not be possible. This gain 
is achieved when the number of transmit antennas is around 4. We note that this 
is different from what has been reported for wireless electromagnetic channels where 
the MIMO gain is equal to the number of transmit antennas [97].
7.2 Simulation Results
Similar to the packet format in Section 6.1, here also, we consider a packet format 
with 400 subcarriers. Subcarrier spacing is equal to 12.5 Hz. The transmit data 
are coded using a rate 1/2 convolutional encoder similar to the one used in the 
previous chapter. The transmitted data are passed through a channel with a sparse 
tapped delay line model. The channel has 4 taps at delays of 0, 6, 14, and 20
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S
Figure 7.3: G(S) for different choices of the parameter L.
L
Figure 7.4: Maximum value of the MIMO gain, G(S), as L is varied between 4 and 
16.
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samples. The mean powers of the taps are 1, 0.5, 0.2, and 0.05, respectively. Each 
tap has a Jakes’ Doppler spread where the maximum Doppler frequency is 2 Hz. 
We assume channel noise is absent and examine the received data symbols that are 
extracted using a minimum mean square error (MMSE) equalizer. To shed light on 
the receiver performance under different conditions, we examine signal-to-interference 
(SIR) of the extracted symbols. These results are given for two cases: (i) when 
the channel is estimated according to the channel estimation algorithm that was 
presented in the previous chapter; and (ii) when the channel estimate is obtained 
averaging the true channel over the current symbol. The latter provides us with an 
idea of how far one possibly can go (in the limit) if he takes advantage of advanced 
channel estimation algorithms and turbo joint channel estimation and data detection 
techniques [107,108].
Table 7.1, Table 7.2, and Table 7.3 show the output SIR when L is equal to 4, 6, 
and 8, respectively. The results clearly show the SIR performance starts degrading 
as the number of transmit antennas is increased. It can be seen that the difference 
between the performance of a single transmitter system and multiple transmitter 
system starts increasing when the pilot subcarrier spacing, L, is increased. For the 
case of L =  8, we lose around 5 dB in SIR when 4 transmitters are used instead of
1. This decrease in SIR could significantly degrade the overall performance of the 
system.
Figs. 7.5, 7.6, and 7.7 present the eye pattern of the output samples of the 
receiver for QPSK, 16QAM, and 64QAM constellations when L =  8. As the number of 
transmitters increases, the eye patterns become more distorted. Due to this distortion, 
the constellation points are not visible for higher order constellations and a higher 
number of transmitters.
Table 7.1: SIR in dB for different constellations and number of transmitters when 
L =  4.
S QPSK 16QAM 64QAM
1 21.6 21.6 21.6
2 20.2 20.1 20.2
3 19.6 19.5 19.5
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Table 7.2: SIR in dB for different constellations and number of transmitters when 
L =  6.
S QPSK 16QAM 64QAM
1 19.5 19.4 19.4
2 17.4 17.2 17.3
3 15.6 15.6 15.5
Table 7.3: SIR in dB for different constellations and number of transmitters when 
L =  8.
S QPSK 16QAM 64QAM
1 19.7 19.6 19.8
2 17.1 17.0 17.0
3 15.6 15.6 15.6









Figure 7.5: Eye diagram for QPSK constellation. (a) 1 transmit hydrophone (b) 2
transmit hydrophone (c) 3 transmit hydrophone (d) 4 transmit hydrophone
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Figure 7.6: Eye diagram for 16QAM constellation. (a) 1 transmit hydrophone (b)
2 transmit hydrophone (c) 3 transmit hydrophone (d) 4 transmit hydrophone
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Figure 7.7: Eye diagram for 64QAM constellation. (a) 1 transmit hydrophone (b) 
2 transmit hydrophone (c) 3 transmit hydrophone (d) 4 transmit hydrophone
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Assuming the perfect knowledge of channel, the SIR performance difference be­
tween the single transmitter and multiple transmitter cases is reduced, as one would 
expect. These results are presented in Table 7.4. It can be seen that the SIR decreases
2 dB when the number of transmitters is increased from 1 to 4.
7.3 Summary
In this chapter, we analyzed the feasibility of implementing a MIMO system for 
multicarrier UWA communication channels. Our study emphasized the bandwidth 
efficiency of multicarrier MIMO communication in this application. We found that 
the bandwidth efficiency is increased very slowly by increasing the number of transmit 
antennas. On the other hand, this increase in the number of antennas results in poor 
SINR performance, so we conclude that the value of MIMO to UWA communication 
is very limited.
Table 7.4: SIR in dB for different constellations and number of transmitters when 
channel is known.
S QPSK 16QAM 64QAM
1 21.8 21.8 21.8
2 21.2 21.3 21.2
3 20.6 20.6 20.7
4 19.9 19.9 19.9
CHAPTER 8
CONCLUSIONS AND FUTURE 
RESEARCH
There is high demand for broadband communications which is increasing with a 
very fast pace. This has led to the use of multicarrier methods. Orthogonal frequency 
division multiplexing (OFDM) has been the most popular multicarrier method which 
enables high rate communications with simple equalizer design. However, OFDM 
might not be the best choice for some applications, such as doubly dispersive channels, 
cognitive radios, and multiple access. Specifically, for doubly dispersive channels 
that exhibit spreading in both time and frequency, OFDM suffers from a significant 
amount of ICI and has a very poor receiver performance. Therefore, to overcome these 
disadvantages, filterbank multicarrier (FBMC) has been suggested as an alternative 
to OFDM. FBMC methods use a bank of filters in the transmitter and receiver which 
are modulated versions of a prototype filter. The use of this prototype filter can 
overcome the disadvantages of OFDM. Filtered multitone (FMT) is a subset of FBMC 
methods which employs nonoverlapping filters and is simply generalizable to MIMO 
applications. In this dissertation, we studied the conventional FMT systems for 
slow fading channels. We also developed a novel FMT method for doubly dispersive 
channels was presented and examined.
We formulated the FMT transmitter in continuous and discrete time domains. An 
efficient implementation of FMT systems in discrete time domain was derived and 
the conditions for perfect reconstruction in an FBMC communication system was 
presented.
We derived equations for FMT in slow fading channels that allow evaluation of 
FMT when applied to mobile wireless communication systems. We considered using
100
fractionally spaced per tone channel equalizers with a different number of taps. The 
numerical results showed that single-tap equalizers suffice for typical wireless channels.
We furthered our equalizer design study by introducing adaptive equalizers which 
use channel estimation. We derived equations for an MMSE channel estimator. The 
results of optimum equalizers (when channel is known perfectly) were compared with 
those of the adaptive equalizers, and found that a loss of 1 dB incurs. This study 
considered the finite duration of the channel impulse response and used that to 
improve on the equalizers performance.
We introduced a new form of FMT which is specially designed to handle doubly 
dispersive channels by developing a prototype filter design method for robust perfor­
mance. We called this FMT-dd. The proposed FMT-dd was applied to two common 
methods of data symbol orientation in the time-frequency space, namely, rectangular 
and hexagonal lattices. We found that our design outperforms both OFDM and the 
conventional FMT systems significantly. Moreover, hexagonal orientation expectedly 
outperformed the rectangular orientation.
The FMT-dd design was applied to real-world underwater acoustic (UWA) com­
munication channels. The experimental results from an at-sea experiment (ACOMM10) 
demonstrated that this new design provided a significant gain over OFDM.
The feasibility of implementing a MIMO system for multicarrier UWA commu­
nication channels was analyzed. Our study emphasized the bandwidth efficiency of 
multicarrier MIMO communication in this application. We found that the bandwidth 
efficiency is increased very slowly by increasing the number of transmit antennas. 
On the other hand, this increase in the number of antennas resulted in poor SINR 
performance, so we conclude that the value of MIMO to UWA communication is very 
limited.
8.1 Outlook into Future Research
From this research, one can conclude that filtered multitone is a good choice for 
UWA communication systems. The work in this dissertation can be considered as a 
starting point for many other challenging problems in development of FMT systems 
for fading channels.
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8.1.1 Nonuniform Doppler Scaling
In a communication system, when the transmitter and/or receiver are moving, 
the Doppler effect is introduced. In wireless channels, the Doppler effect can be 
modelled as a carrier frequency offset (CFO) in the receiver which is fixed for all 
of the bandwidth. On the other hand, due to the wideband nature of the UWA 
communication system, Doppler effect results in scaling the time-domain signal. 
Scaling the time-domain signal translates to a CFO that changes with respect to 
frequency in the frequency domain. This scaling may be different for different paths 
of the channel. Also, this scaling could change over time when the transmitter or 
receiver are accelerating or decelerating. Design of algorithms to find this scaling and 
compensate it should be investigated.
8.1.2 Channel Modelling
One of the most challenging parts of an UWA communication system is channel 
estimation. The UWA channel is characterized by the low speed of sound, large 
bandwidth relative to the carrier frequency, long delay spread, and fast time varia­
tions. Due to the low number of scatterers in UWA channels, they are considered to be 
sparse channels. A good channel model for UWA channels results in improved channel 
estimates as well as more efficient Doppler effect mitigation algorithms. Developing 
a good channel model for UWA is a research area that could be investigated in the 
future.
8.1.3 Iterative Decoding and Channel Estimation Methods
In order to estimate the channel for multicarrier UWA communication, pilot 
subcarriers are used. However, since UWA communications suffer from a signifi­
cant amount of interference, estimated channel values are noisy. To improve these 
estimated values, one can create a loop by feeding the soft outputs from the channel 
decoder to the channel estimation algorithm. This iterative method can result in 
significant performance improvement of the receiver. Design and implementation of 
an iterative FMT receiver for UWA channels and analyzing its performance can be 
another interesting research topic.
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