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Abstract
Measuring importance of authors in citation networks
Nodes of complex networks without any prior assignment of importance can still be
ranked by importance determined by connections with other nodes.
We discuss the notion of importance of a node in network and explore various
methods for measuring node’s importance (centrality measures and bibliographical
methods). We then implement these methods as a Java library for analysis of complex
networks and use it for analysis of citation networks created from bibliographical
databases DBLP and CiteSeer.
Our findings show similarity between implemented methods and with awards
which are given to influential researchers in computer science (ACM SIGMOD Edgar
F. Codd Innovations Award, ACM Fellows, ACM A.M. Turing Award, ISI Highly
Cited highlighted). We also discuss difference between in and out-edges and difference
between weighted and non-weighted networks and their impact on our results.
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1 U´vod
V dobeˇ, kdy je cely´ sveˇt propojen internetem a socia´ln´ımi s´ıteˇmi, si podveˇdomeˇ
zacˇ´ına´me uveˇdomovat prova´zanost cele´ho sveˇta a vsˇ´ıma´me si struktur s charakterem
s´ıteˇ kolem na´s. U´speˇchem je rozpoznat s´ıt’ovou strukturu a popsat ji, ale mu˚zˇeme j´ıt
s mysˇlenkou da´l? Jake´ informace zjist´ıme, pokud budeme bl´ızˇe zkoumat uzly a jejich
spojen´ı? V te´to pra´ci na´s bude zaj´ımat jedna konkre´tn´ı kvalitativn´ı vlastnost uzl˚u -
vy´znamnost.
Vy´znamnost nen´ı jednoznacˇneˇ definova´na, ale intuitivneˇ c´ıt´ıme, kdyzˇ je naprˇ´ıklad
cˇloveˇk vy´znamny´ mezi svy´mi prˇa´teli nebo mu˚zˇeme zjistit, ktere´ meˇsto je kl´ıcˇovy´m
dopravn´ım uzlem v zˇeleznicˇn´ı s´ıti. Prˇedstavme si, zˇe nezna´me jednotlive´ osoby v s´ıti
prˇa´tel a zˇa´dne´ informace o nich. Jak zjist´ıme, kdo je nejvy´znamneˇjˇs´ı, pouze na
za´kladeˇ vztah˚u mezi nimi? Nasˇ´ım c´ılem je zjistit nejen, ktere´ prvky obecne´ s´ıteˇ
jsou vy´znamne´ a ktere´ nikoliv, ale pokus´ıme se naj´ıt metody, jak serˇadit prvky od
nejvy´znamneˇjˇs´ıho po nejme´neˇ vy´znamny´.
Velky´ d´ıl k zodpoveˇzen´ı ota´zky relativn´ı vy´znamnosti prvk˚u definovali Free-
man [24]; Bonacich [6], jehozˇ pra´ce je spojena s Hubbellovo [28] mı´rou sociometric-
ke´ho statusu; Coleman [11] se svou mı´rou s´ıly a Burt [10] a jeho mı´ra prestizˇe [25].
Vy´znamnost prvku by´va´ v socia´ln´ı s´ıti cˇasto oznacˇova´na jako centralita a metody
pro zjiˇsteˇn´ı centrality jsou zna´me´ jako mı´ry centrality (centrality measure). Pu˚vodneˇ
byly vyvinuty v sociologicke´m kontextu pro analy´zu socia´ln´ıch s´ıt´ı, ale jejich princip
lze snadno zobecnit na obecny´ graf, proto mu˚zˇeme vyuzˇ´ıt teˇchto metod pro analy´zu
citacˇn´ıch nebo jiny´ch komplexn´ıch s´ıt´ı, ktere´ nemaj´ı cˇisteˇ sociologicky´ vy´znam.
Tato pra´ce je veˇnova´na citacˇn´ım s´ıt´ım, ale pouzˇ´ıva´me metody z analy´zy socia´ln´ıch,
dopravn´ıch, komunikacˇn´ıch a jiny´ch s´ıt´ı. V citacˇn´ı s´ıti hleda´me nejvy´znamneˇjˇs´ı autory
pouze podle toho, jak jsou prova´za´ni s jiny´mi autory podle referenc´ı v publikac´ıch,
ktere´ napsali. Vy´znamnost autor˚u nen´ı u´plnou nezna´mou, protozˇe existuje mnozˇstv´ı
oceneˇn´ı, ktera´ byla udeˇlena pra´veˇ vy´znamny´m autor˚um a veˇdc˚um za jejich d´ılo.
Samotne´ udeˇlen´ı oceneˇn´ı mohlo tyto autory udeˇlat vy´znamny´mi, prˇestozˇe prˇedt´ım
nebyli. V jine´m prˇ´ıpadeˇ mohlo by´t d˚ulezˇite´ oceneˇn´ı prˇ´ıcˇinou jesˇteˇ veˇtsˇ´ı vy´znamnosti
autora.
V te´to pra´ci budou prˇibl´ızˇeny detaily o nejpouzˇ´ıvaneˇjˇs´ıch mı´ra´ch centrality (degree,
eigenvector centrality, betweenness centrality, closeness centrality), bibliograficke´
metodeˇ H-index a jejich implementaci. Vy´sledkem budou porovna´n´ı jednotlivy´ch
metod aplikovany´ch na citacˇn´ı s´ıteˇ vytvorˇene´ z citacˇn´ıch databa´z´ı DBLP a CiteSeer,
ktere´ za´rovenˇ srovna´me s oceneˇn´ımi autor˚u v oblasti informatiky (ACM SIGMOD
Edgar F. Codd Innovations Award, ACM Fellows, ACM A.M. Turing Award, ISI
Highly Cited highlighted).
C´ılem te´to pra´ce je vytvorˇit knihovnu pro analy´zu citacˇn´ı s´ıteˇ s metodami pro
meˇrˇen´ı vy´znamnosti autor˚u, pouzˇ´ıt ji pro nalezen´ı zˇebrˇ´ıcˇk˚u nejvy´znamneˇjˇs´ıch autor˚u-
pro kazˇdou metodu. Tyto zˇebrˇ´ıcˇky pote´ mezi sebou porovna´me a jednotlive´ metody
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srovna´me s jizˇ udeˇleny´mi oceneˇn´ımi. Ocˇeka´va´me, zˇe pokud meˇrˇ´ıme vy´znamnost
autora, prˇestozˇe nezna´me jej´ı prˇesnou definici, bude se shodovat s teˇmito oceneˇn´ımi.
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2 Socia´ln´ı a citacˇn´ı s´ıteˇ
Mysˇlenka socia´ln´ı s´ıteˇ existovala dlouho prˇedt´ım, nezˇ je pod t´ımto termı´nem zacˇali lide´
rozpozna´vat. Jedna´ se o komplexn´ı struktury vztah˚u mezi cˇleny socia´ln´ıch usporˇa´da´n´ı
na vsˇech u´rovn´ıch - od osobn´ıch azˇ po mezina´rodn´ı vztahy mezi organizacemi.
Nejcˇasteˇji se ale setka´me se socia´ln´ı s´ıt´ı jako strukturou tvorˇenou lidmi, kterˇ´ı
jsou sva´za´ni neˇjaky´m socia´ln´ım vztahem, zejme´na v posledn´ı dobeˇ s rozmachem
popula´rn´ıch webovy´ch socia´ln´ıch s´ıt´ı (MySpace, Facebook, G+, Lide´), j´ım by´va´
prˇa´telstv´ı.
2.1 Reprezentace s´ıt´ı
Abychom mohli pracovat s doposud abstraktn´ım konceptem s´ıteˇ, mus´ıme by´t schopni
ji reprezentovat jako datovou strukturu, na n´ızˇ pote´ provedeme jakoukoliv analy´zu.
V odveˇtv´ı matematiky teorie graf˚u je s´ıt’ (graf) dvojice mnozˇin uzl˚u V (vrchol˚u)
a spojen´ı uzl˚u E (hran) G = (V,E). Obecneˇ mu˚zˇeme uvazˇovat grafy s hranami
s orientac´ı cˇi bez orientace. V obou prˇ´ıpadech se sta´le jedna´ o dvojici (V,E), pouze
pro orientovany´ graf je mnozˇina hran mnozˇinou usporˇa´dany´ch dvojic oproti mnozˇineˇ
neusporˇa´dany´ch dvojic u neorientovane´ho grafu.
V definici grafu je mnozˇina hran E soubor dvojic, ktere´ oznacˇuj´ı koncove´ uzly
hrany. Samotne´ spojen´ı uzl˚u je jedina´ informace, kterou mnozˇina hran nese. Chceme-li
zaznamenat neˇjakou dalˇs´ı informaci, ktera´ je spojena´ se spojen´ım dvou uzl˚u, namı´sto
hrany jako dvojice koncovy´ch uzl˚u nadefinujeme hranu jako n-tici, kde prvn´ı dveˇ
hodnoty jsou koncove´ uzly a zbyle´ hodnoty nesou libovolnou informaci. Ve veˇtsˇineˇ
prˇ´ıpad˚u si vystacˇ´ıme s jednou dodatecˇnou informac´ı a nazy´va´me ji va´ha hrany. Jina´
mozˇnost pro zaveden´ı vah hran je va´hova´ funkce f : E 7→ R, kde f(e) = w je
ohodnocen´ı konkre´tn´ı hrany e ∈ E. V prˇ´ıpadeˇ zaveden´ı vah hovorˇ´ıme o va´zˇeny´ch
s´ıt´ıch.
Prˇi zaveden´ı vah ma´me naprˇ´ıklad mozˇnost pouzˇ´ıvat s´ıt’ jako multigraf, tedy graf,
u ktere´ho je povoleno v´ıce spojen´ı mezi dveˇma stejny´mi uzly. Pocˇet stejny´ch hran
pak pouze zaznamena´me celocˇ´ıselnou hodnotou ve va´ze hrany.
S´ıt’ World Wide Web tvorˇena´ webovy´mi stra´nkami je prˇ´ıkladem multigrafu,
protozˇe je povoleno z jedne´ stra´nky odkazovat na jinou na v´ıce mı´stech. Prˇi analy´ze
takovy´chto s´ıt´ı vyuzˇijeme pra´veˇ vah hran a pocˇet hypertextovy´ch odkaz˚u mezi dveˇma
stra´nkami zaznamena´me vysˇsˇ´ım ohodnocen´ım hrany. V tomhle prˇ´ıpadeˇ znamena´
vysˇsˇ´ı va´ha silneˇjˇs´ı pouto mezi uzly.
Jiny´m prˇ´ıpadem mu˚zˇe by´t naprˇ. s´ıt’, kde sledujeme meˇsta a dopravn´ı spojen´ı
mezi nimi. V tomto prˇ´ıpadeˇ na´s mu˚zˇe zaj´ımat vzda´lenost nebo cˇasova´ na´rocˇnost na
dopravu mezi dveˇma meˇsty, ktere´ budou znamenat silneˇjˇs´ı pouto, pokud budou mı´t
naopak mensˇ´ı va´hu. Hleda´me totizˇ nejkratsˇ´ı cˇi nejrychlejˇs´ı spojen´ı.
Pro reprezentaci v pameˇti pocˇ´ıtacˇe se nejcˇasteˇji pouzˇ´ıvaj´ı dva zp˚usoby - matice
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sousednosti a graf pomoc´ı spojovy´ch seznamu˚. Z pohledu uzlu se hrany v prˇ´ıpadeˇ
orientovane´ho grafu liˇs´ı. Pokud hrana vycha´z´ı z uzlu, nazveme ji vy´stupn´ı hrana,
v opacˇne´m prˇ´ıpadeˇ se bude jednat o vstupn´ı hranu.
Matice sousednosti (adjacency matrix) je cˇtvercova´ matice A o velikosti pocˇtu
vrchol˚u grafu |V |, ve ktere´ prvek Auv na rˇa´dku u a sloupci v urcˇuje, jestli existuje
hrana od vrcholu u do vrcholu v. Pokud je hodnota Auv 1, pak hrana existuje; pokud
je hodnota 0, pak hrana neexistuje a pokud je hodnota w, pak hrana existuje s va´hou
w.
Jiny´m maticovy´m zp˚usobem uchova´n´ı grafu je incidencˇn´ı matice (incidence
matrix) B. Incidencˇn´ı matice vyjadrˇuje vztah mezi vrcholy a hranami tak, zˇe Bue = 1,
pokud je vrchol u spojeny´ s hranou e, a 0 v opacˇne´m prˇ´ıpadeˇ. V orientovane´m grafu
rozliˇsujeme mezi pocˇa´tecˇn´ım uzlem Bue = −1 a koncovy´m uzlem Bue = 1. Incidencˇn´ı
matice se pro vy´pocˇetn´ı teorii graf˚u cˇasto nepouzˇ´ıva´ z d˚uvodu pameˇt’ove´ na´rocˇnosti,
ktera´ je pro veˇtsˇinu graf˚u vy´razneˇ vysˇsˇ´ı nezˇ u matice sousednosti (Θ(|V ||E|) oproti
Θ(|V |2), kde mnozˇina hran dosahuje velikost´ı O(|V |2)).
Nejcˇasteˇji tedy pouzˇ´ıva´me mysˇlenku sousednosti vrchol˚u, ale namı´sto reprezentace
matic´ı, ktera´ je ve veˇtsˇineˇ prˇ´ıpad˚u rˇ´ıdka´ a obsahuje zbytecˇneˇ velke´ mnozˇstv´ı nul,
pouzˇijeme reprezentaci rˇ´ıdke´ matice - rˇa´dek nahrad´ıme seznamem vrchol˚u, ktere´
v matici sousednosti maj´ı nenulovou hodnotu. Tento zp˚usob je zna´my´ jako graf
pomoc´ı spojovy´ch seznamu˚ (adjacency list representation of a graph).
2.2 Citacˇn´ı s´ıteˇ
Citacˇn´ı s´ıteˇ jsou podobne´ socia´ln´ım s´ıt´ım, pouze mı´sto uzl˚u, ktere´ prˇedstavuj´ı osoby,
se v citacˇn´ı s´ıti jedna´ o publikace nebo autory teˇchto publikac´ı. Pokud je uzlem
publikace, pak hrany te´to s´ıteˇ symbolizuj´ı citaci publikace jinou publikac´ı. V druhe´m
prˇ´ıpadeˇ uvazˇujeme s´ıt’, kde uzly reprezentuj´ı autory knih, veˇdecky´ch cˇla´nk˚u, veˇdecke´
literatury a dalˇs´ıch publikac´ı. Prvn´ımu typu rˇ´ıka´me citacˇn´ı s´ıt’ publikac´ı, druhe´mu
citacˇn´ı s´ıt’ autor˚u. Citacˇn´ı s´ıteˇ patrˇ´ı do kategorie bezsˇka´lovy´ch s´ıt´ı. Citacˇn´ı s´ıt’ autor˚u
pro databa´zi DBLP i CiteSeer maj´ı mocninne´ rozlozˇen´ı stupnˇ˚u i vah hran (obr. 3.1,
3.3, 3.2, 3.4).
2.2.1 Citacˇn´ı s´ıt’ publikac´ı
Uvazˇujeme-li prvn´ı prˇ´ıpad, kde uzly reprezentuj´ı publikace a hrany prˇ´ımo citace
mezi teˇmito publikacemi, jedna´ se o s´ıt’ publikac´ı. Pokud publikace A odkazuje na
publikaci B, budou existovat stejnojmenne´ uzly A a B a hrana mezi teˇmito uzly
mu˚zˇe mı´t dveˇ r˚uzne´ orientace podle sve´ho uplatneˇn´ı. Smeˇr od cituj´ıc´ı publikace
k citovane´ (v nasˇem prˇ´ıkladeˇ od A do B) bude mı´t hrana, kterou oznacˇ´ıme jako
vy´stupn´ı pro uzel A a vstupn´ı pro uzel B. Vy´stupn´ı hrana, laicky rˇecˇeno, oznacˇuje
vztah
”
cituji“, kdezˇto vstupn´ı hrana znamena´
”
jsem citova´n“.
4
Socia´ln´ı a citacˇn´ı s´ıteˇ 2.2. CITACˇNI´ SI´TEˇ
2.2.2 Citacˇn´ı s´ıt’ autor˚u
Druhou citacˇn´ı s´ıt´ı je citacˇn´ı s´ıt’ autor˚u. Zde je uzel reprezentac´ı autora a hrany
spojuj´ı autory mezi sebou. Ve veˇtsˇineˇ prˇ´ıpadech ma´me k dispozici data ve forma´tu,
ktery´ prˇ´ımo odpov´ıda´ s´ıti publikac´ı, tj. pro kazˇdou publikaci zna´me seznam jej´ıch
autor˚u a odkaz˚u na dalˇs´ı publikace. S´ıt’ autor˚u lze z´ıskat transformac´ı s´ıteˇ publikac´ı
tak, zˇe kazˇdou hranu z p˚uvodn´ı s´ıteˇ publikac´ı prˇiˇrad´ıme kazˇde´mu z autor˚u cituj´ıc´ı
publikace a duplikujeme ji pro kazˇde´ho z autor˚u citovane´ publikace (obr. 2.1). Celkoveˇ
vznikne nm novy´ch hran, pokud odkazovana´ publikace obsahuje n autor˚u a odkazuj´ıc´ı
m autor˚u.
A
B
C
C
D
B
A
B
C
D
Obra´zek 2.1: Transformace z citacˇn´ı s´ıteˇ publikac´ı na citacˇn´ı s´ıt’ autor˚u
2.2.3 Va´zˇene´ citacˇn´ı s´ıteˇ
V s´ıti autor˚u ma´ pro nasˇe u´cˇely smysl uvazˇovat ohodnocen´ı hran. Existuje v´ıce
zp˚usob˚u, jak lze prˇiˇradit ohodnocen´ı (va´hu) jednotlivy´m hrana´m, ale nejjednodusˇsˇ´ım
zp˚usobem je proste´ prˇiˇrazen´ı pocˇtu publikac´ı, jejichzˇ autorem je dany´ autor A, ktere´
odkazuj´ı na publikace, jejichzˇ autorem je autor B.
Druhou mozˇnost´ı ohodnocen´ı hran, kterou vyuzˇ´ıva´ implementovana´ knihovna
pro neˇktere´ metody, je prˇevra´cena´ hodnota prvn´ıho zp˚usobu ohodnocen´ı. Du˚vodem
je prˇ´ıma´ souvislost mezi va´hou hrany a vzda´lenost´ı mezi uzly.
V prvn´ım prˇ´ıpadeˇ (obr. 2.2) silneˇjˇs´ı pouto mezi autory vyjadrˇuje vysˇsˇ´ı ohodnocen´ı
hrany, v druhe´m prˇ´ıpadeˇ (obr. 2.3) je naopak nizˇsˇ´ı va´ha vyja´drˇen´ım silneˇjˇs´ıho vztahu,
jelikozˇ jsou si uzly bl´ızˇe. Tento zp˚usob je pouzˇ´ıva´n pro algoritmy, ktere´ pracuj´ı na
mysˇlence nejkratsˇ´ıch cest mezi uzly.
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Obra´zek 2.2: Va´zˇena´ s´ıt’ autor˚u, kde
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Obra´zek 2.3: Stejna´ s´ıt’ autor˚u
s prˇevra´cenou hodnotou va´hy ( 1
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)
2.2.4 Orientovane´ a neorientovane´ s´ıteˇ
V prˇ´ıpadeˇ socia´ln´ıch s´ıt´ı nejcˇasteˇji uvazˇujeme s´ıteˇ bez orientace, protozˇe nejcˇasteˇji
modelovany´ vztah
”
prˇ´ıtel-prˇ´ıtel“ je ekvivalentn´ı z pohledu obou koncovy´ch uzl˚u.
Pro citacˇn´ı s´ıt’ jsou namı´steˇ orientovane´ hrany, protozˇe vztahy
”
autor odkazuj´ıc´ıho
na jine´ho autora“ nebo
”
publikace cituj´ıc´ı jinou publikaci“ maj´ı ocˇividneˇ jinou
interpretaci z pohledu koncovy´ch uzl˚u. Bud’to se jedna´ o citovane´ho nebo cituj´ıc´ıho
autora cˇi publikaci.
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3 Citacˇn´ı databa´ze
Bibliograficka´ citacˇn´ı databa´ze poskytuj´ı mozˇnost vyhleda´va´n´ı bibliograficky´ch citac´ı.
Velke´ mnozˇstv´ı z dnesˇn´ıch citacˇn´ıch databa´z´ı se zameˇrˇuje na jeden obor. [33]. Jine´
jsou multioborove´ s mozˇnost´ı volby prohleda´vane´ho oboru (Scopus, Web of Science).
3.1 DBLP
DBLP [49] je webova´ bibliograficka´ databa´ze hostovana´ Trierske´ univerziteˇ. Od 80.
let indexovala literaturu z oblasti databa´zovy´ch syste´mu˚ a logicke´ho programovan´ı,
ale postupneˇ se jej´ı zameˇrˇen´ı zobecnilo a nyn´ı je bibliografickou databa´z´ı obecneˇ
pro obor informatiky. V roce 2012 obsahovala v´ıce nezˇ dva miliony cˇla´nk˚u. Metody
implementovane´ v te´to pra´ci jsou aplikova´ny na verzi z roku 2004. Tab. 3.1 poskytuje
statistiky o citacˇn´ıch s´ıt´ı vytvorˇeny´ch z te´to databa´ze.
Obr. 3.1 zna´zornˇuje vlastnosti bezsˇka´love´ s´ıteˇ pro va´zˇenou citacˇn´ı s´ıt’ autor˚u
- cˇ´ım vysˇsˇ´ı va´ha, t´ım mensˇ´ı pravdeˇpodobnost vy´skytu v s´ıti. Obr. 3.2 zna´zornˇuje
mocninne´ rozdeˇlen´ı stupnˇ˚u uzl˚u pro stejnou s´ıt’.
Tabulka 3.1: Statistiky pro databa´zi DBLP 2004
hodnota
Pocˇet publikac´ı 470 554
Pocˇet hran v s´ıti publikac´ı 109 130
Pocˇet autor˚u 315 485
Pocˇet hran v s´ıti autor˚u 331 245
Pocˇet samocitac´ı 3 095
Pr˚umeˇrny´ pocˇet spoluautor˚u 2.278
Nejveˇtsˇ´ı silneˇ spojita´ komponenta 1.637%
Pr˚umeˇrna´ nejkratsˇ´ı cesta1 2.894
Pr˚umeˇrna´ nejkratsˇ´ı cesta2 1.194
Polomeˇr grafu1 8.0
Polomeˇr grafu2 6.637
1Plat´ı pro neva´zˇenou s´ıt’ autor˚u
2Plat´ı pro va´zˇenou s´ıt’ autor˚u
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Obra´zek 3.2: Log-log graf mocninne´ho rozdeˇlen´ı stupnˇ˚u uzl˚u citacˇn´ı s´ıteˇ autor˚u
DBLP
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3.2 CiteSeer
CiteSeer [50] (nyn´ı CiteSeerX) je povazˇova´n za prvn´ı automatizovany´ syste´m shro-
mazˇd’ova´n´ı publikac´ı a autonomn´ı indexace citac´ı v nich obsazˇeny´ch. Publikace jsou
zejme´na z oboru informatiky a informacˇn´ı veˇdy. V dnesˇn´ı dobeˇ obsahuje prˇes dva
miliony dokument˚u s te´meˇrˇ dveˇma miliony autor˚u a cˇtyrˇiceti miliony citac´ı. Zde
pouzˇ´ıva´me verzi z roku 2005. Stejneˇ jako u databa´ze DBLP jsou v tab. 3.2 uvedeny
statistiky pro vytvorˇene´ citacˇn´ı s´ıteˇ a v obr. 3.3 a 3.4 uka´zka vlastnost´ı bezsˇka´love´
s´ıteˇ pro citacˇn´ı s´ıt’ autor˚u.
Tabulka 3.2: Statistiky pro databa´zi CiteSeer 2005
hodnota
Pocˇet publikac´ı 659 814
Pocˇet hran v s´ıti publikac´ı 1 624 758
Pocˇet autor˚u 406 465
Pocˇet hran v s´ıti autor˚u 5 398 239
Pocˇet samocitac´ı 60 639
Pr˚umeˇrny´ pocˇet spoluautor˚u 2.525
Nejveˇtsˇ´ı silneˇ spojita´ komponenta 29.763%
Pr˚umeˇrna´ nejkratsˇ´ı cesta1 4.134
Pr˚umeˇrna´ nejkratsˇ´ı cesta2 1.592
Polomeˇr grafu1 15.0
Polomeˇr grafu2 11.489
1Plat´ı pro neva´zˇenou s´ıt’ autor˚u
2Plat´ı pro va´zˇenou s´ıt’ autor˚u
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4 Analy´za s´ıt´ı
Vı´ce nezˇ 40 let byly povazˇova´ny vsˇechny komplexn´ı s´ıteˇ za naprosto na´hodne´. Paul
Erdo˝s a Alfre´d Re´nyi v roce 1959 navrhli modelova´n´ı komunikacˇn´ıch s´ıt´ı a s´ıt´ı, ktere´ se
vyskytuj´ı v prˇ´ırodn´ıch veˇda´ch, spojen´ım uzl˚u na´hodny´mi hranami. Tato jednoducha´
metoda vytvorˇen´ı na´hodne´ho grafu zp˚usob´ı rozlozˇen´ı stupnˇ˚u vrchol˚u (pocˇet spojen´ı
vrcholu s ostatn´ımi) podle Poissonova rozdeˇlen´ı pravdeˇpodobnosti s charakteristickou
krˇivkou prˇipomı´naj´ıc´ı zvon - veˇtsˇina uzl˚u ma´ zhruba stejny´ stupenˇ [3, 4].
V roce 1998 bylo na univerziteˇ v Notre Dame (Baraba´si et al.) provedeno mapova´n´ı
s´ıteˇ World Wide Web s ocˇeka´va´n´ım, zˇe vy´sledkem bude na´hodna´ s´ıt’. Prˇestozˇe byl
zmapova´n pouze zlomek cele´ s´ıteˇ, vy´sledkem bylo prˇes vsˇechna ocˇeka´va´n´ı zcela jine´
rozdeˇlen´ı stupnˇ˚u - mocninne´. Prˇes 80% uzl˚u meˇlo me´neˇ nezˇ cˇtyrˇi spojen´ı, ale me´neˇ
nezˇ 0.01% uzl˚u meˇlo v´ıce nezˇ tis´ıc spojen´ı. S´ıteˇ, ktere´ se rˇ´ıd´ı mocninny´m rozdeˇlen´ım
stupnˇ˚u, nazvali Baraba´si a jeho kolegove´ bezsˇka´lovy´mi s´ıteˇmi (scale-free network).
Rozpozna´n´ı tohoto jevu vedlo k lepsˇ´ımu porozumeˇn´ı sˇ´ıˇren´ı vir˚u a epidemi´ı nebo procˇ
neˇktere´ s´ıteˇ funguj´ı takrˇka beze zmeˇny i prˇes poruchu veˇtsˇiny jejich uzl˚u [4].
Socia´ln´ı a citacˇn´ı s´ıteˇ se rˇad´ı do kategorie bezsˇka´lovy´ch s´ıt´ı. Naprˇ´ıklad autor
veˇdecke´ literatury, jehozˇ d´ılo je v dane´ oblasti zna´me´, ma´ velkou sˇanci, zˇe bude citova´n
dalˇs´ımi autory, prˇedevsˇ´ım teˇmi novy´mi. Stejneˇ tak osoba s velky´m pocˇtem prˇa´tel ma´
velikou sˇanci, zˇe bude prˇedstaven novy´m lidem a rozsˇ´ıˇr´ı si tak sv˚uj okruh prˇa´tel jesˇteˇ
v´ıce. Tomuto jevu se v bezsˇka´lovy´ch s´ıt´ı rˇ´ıka´
”
bohatsˇ´ı se sta´va´ bohatsˇ´ım“ [4].
Rozvinutou discipl´ınou v oblasti s´ıt´ı je analy´za socia´ln´ıch s´ıt´ı, ktera´ se stala
kl´ıcˇovou technikou v modern´ı sociologii a stala se vy´znamnou v r˚uzny´ch veˇdecky´ch
oblastech (antropologie, biologie, komunikace, ekonomie, informacˇn´ı veˇda, geografie,
historie, politologie, atd.).
Analy´za socia´ln´ıch s´ıt´ı zkouma´ povahu vztah˚u (homofilie, multiplexita, vza´jemnost,
bl´ızkost vztah˚u, atd.) rozdeˇlen´ı vlastnost´ı v s´ıti (mı´ry centrality, hustota s´ıteˇ, atd.)
nebo segmentaci (souvislost grafu, komponenty grafu, kliky, koeficient shlukova´n´ı,
atd.).
4.1 Souvislost a komponenty grafu
Neorientovany´ graf je souvisly´, pokud pro kazˇde´ jeho dva vrcholy u a v existuje
alesponˇ jedna cesta z u do v. U neorientovane´ho grafu hovorˇ´ıme o slabe´ souvislosti.
Pro orientovany´ graf uvazˇujeme silnou souvislost, protozˇe acˇkoli existuje cesta
z u do v, nen´ı zarucˇeno, zˇe existuje cesta z v do u. Slabeˇ souvisly´ orientovany´ graf
znamena´, zˇe neorientovany´ graf, ktery´ by vznikl nahrazen´ım orientovany´ch hran
neorientovany´mi (symetrizace grafu), by byl souvisly´.
Komponenta je pak maxima´lneˇ souvisly´ podgraf. Jinak rˇecˇeno komponenta je
podgraf takovy´, kdy vsˇechny jeho vrcholy jsou spojeny neˇjakou cestou. Komponentou
je i samostatny´ vrchol.
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Vsˇechny slabeˇ souvisle´ komponenty grafu najdeme pomoc´ı jednoduchy´ch algo-
ritmu˚
”
prohleda´va´n´ı do sˇ´ıˇrky“ nebo
”
do hloubky“. Spusˇteˇn´ı prohleda´va´n´ı najde celou
komponentu, ve ktere´ se vy´choz´ı vrchol nacha´z´ı. Pokud zaznamena´va´me, ktere´ vr-
choly byly nalezeny a spust´ıme prohleda´va´n´ı ze vsˇech nenalezeny´ch vrchol˚u, najdeme
vsˇechny komponenty.
Silneˇ spojite´ komponenty nenajdeme pouhy´m prohleda´n´ım do sˇ´ıˇrky nebo do
hloubky, ale pouzˇijeme sofistikovaneˇjˇs´ı algoritmy (Kosaraj˚uv, Tarjan˚uv [48], atd.),
ktere´ principoveˇ vycha´zej´ı z prohleda´va´n´ı do hloubky.
4.2 Klika v grafu
Klika (clique) v grafu je u´plny´ podgraf. To znamena´, zˇe vsˇechny vrcholy kliky jsou
spojeny prˇ´ımo hranou.
V sociologii slovo klika popisuje skupinu dvou azˇ dvana´cti lid´ı, kterˇ´ı jsou na sebe
va´za´ni v´ıce nezˇ na jine´ lidi v tomte´zˇ prostrˇed´ı [43]. Klika je spojen´ı lid´ı silneˇjˇs´ı nezˇ
socia´ln´ı kruh.
Algoritmus pro nalezen´ı nejveˇtsˇ´ı kliky v grafu je prˇ´ımocˇare´ otestova´n´ı n vrchol˚u
podgrafu pro vsˇech
∑L
k=0
(|V |
k
)
podgraf˚u grafu, kde L je horn´ı limit velikosti podgrafu.
Pokud je vsˇech n(n−1)
2
pa´r˚u vrchol˚u dane´ho podgrafu spojeny´ch hranou, pak se jedna´
o kliku. Proble´m ma´ exponencia´ln´ı slozˇitost, proto je horn´ı hranice velikosti podgrafu
ve vy´pocˇtech omezena na 20.
4.3 Vy´znamnost uzl˚u
Vy´znamnost autor˚u je jedn´ım z prˇedmeˇt˚u za´jmu analy´zy socia´ln´ıch s´ıt´ı. Kdybychom se
meˇli rozhodnout, ktere´ho cˇlena s´ıteˇ zvolit jako v˚udce nebo prˇes ktere´ cˇleny nejrychleji
rozsˇ´ıˇr´ıme zpra´vu, koho bychom meˇli vybrat?
4.3.1 Oceneˇn´ı vy´znamny´ch autor˚u
Vy´znamn´ı autorˇi veˇdecke´ literatury by´vaj´ı za sve´ d´ılo oceneˇni vy´znamnou cenou
nebo zarˇazeni do seznamu˚ vy´znamny´ch cˇlen˚u.
Autory, kterˇ´ı byli oceneˇni teˇmito cenami, mu˚zˇeme povazˇovat za vy´znamne´ a cˇasto-
kra´t citovane´ uzˇ jen proto, zˇe prˇ´ıtomnost´ı jejich jme´na v seznamu oceneˇny´ch prestizˇn´ı
cenou se dostanou do podveˇdomı´ mnoha jiny´ch, zejme´na zacˇ´ınaj´ıc´ıch autor˚u.
ACM A.M. Turing Award
ACM A.M. Turing Award je oceneˇn´ı rocˇneˇ udeˇlovane´ skupinou ACM (Association
for Computing Machinery) jedinc˚um vybrany´m pro kontribuce technicke´ho ducha do
vy´pocˇetn´ıho sveˇta [20].
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Turingova cena je bra´na jako nejvysˇsˇ´ı vyznamena´n´ı v informatice a je lidoveˇ
nazy´va´na Nobelovou cenou pro informatiku [16].
ACM SIGMOD Edgar F. Codd Innovations Award
ACM SIGMOD Edgar F. Codd Innovations Award je ohodnocen´ı zˇivotn´ıho d´ıla
skupinou ACM SIGMOD (Special Interest Group on Management of Data) za
inovativn´ı a vysoce ceneˇne´ kontribuce k rozvoji, porozumeˇn´ı a pouzˇit´ı databa´zovy´ch
syste´mu˚ a databa´z´ı [46].
ACM Fellows
”
The ACM Fellows Program“ byl zalozˇen v roce 1993, aby nasˇel a ocenil vynikaj´ıc´ı
cˇleny ACM za jejich d´ılo v informatice a informacˇn´ı veˇdeˇ a pro jejich vy´znamne´
kontribuce pro u´cˇel ACM. Cˇlenove´ ACM Fellows slouzˇ´ı jako vy´znacˇn´ı kolegove´, ke
ktery´m ACM a jejich cˇlenove´ vzhl´ızˇej´ı jako k autorita´m v dobeˇ rozvoje informacˇn´ıch
technologi´ı [19].
ISI Highly Cited highlighted
ISI Highly Cited je databa´ze cˇasto citovany´ch autor˚u v cˇla´nc´ıch posledn´ıho desetilet´ı,
ktere´ byly publikova´ny institutem ISI (Institute for Scientific Information). Ten
v dnesˇn´ı dobeˇ spada´ pod agenturu Thomson Reuters, na jej´ıchzˇ webovy´ch stra´nka´ch
nalezneme seznam autor˚u ISI Highly Cited highlighted z let 2000 azˇ 2008 naprˇ´ıcˇ 21
veˇdecky´mi obory [41].
4.4 Mı´ry centrality
V s´ıt´ıch dopravn´ı infrastruktury na´s zaj´ıma´, po ktere´ cesteˇ se nejrychleji a nejvy´hod-
neˇji dostat z bodu A do bodu B. V socia´ln´ıch a citacˇn´ıch s´ıt´ıch nemu˚zˇeme intuitivneˇ
hovorˇit o neˇjaky´ch cesta´ch mezi uzly, protozˇe ani prˇesneˇ nev´ıme, jak takovou cestu
interpretovat. Nejkratsˇ´ı cesta mezi prˇa´teli v socia´ln´ı s´ıti mu˚zˇe znamenat, prˇes ktere´
prˇa´tele se mezi nimi nejpravdeˇpodobneˇji sˇ´ıˇr´ı informace. V s´ıt´ıch spolupra´ce veˇdec-
ky´ch autor˚u se naprˇ´ıklad setka´me s tzv. Erdo˝sovy´m cˇ´ıslem, ktere´ vyjadrˇuje nejkratsˇ´ı
vzda´lenost mezi osobou a matematikem Paulem Erdo˝sem v ra´mci spolupra´ce na
veˇdecky´ch cˇla´nc´ıch v oboru matematiky [3].
Pouzˇijeme-li metody z dopravn´ıch s´ıt´ı pro analy´zu socia´ln´ıch a citacˇn´ıch s´ıt´ı,
ktere´ v ja´drˇe spocˇ´ıvaj´ı v hleda´n´ı nejkratsˇ´ıch cest, setka´me se se dveˇma nejzna´meˇjˇs´ımi
mı´rami centrality, a to closeness centrality a betweenness centrality.
Necht’ cesta z bodu u ∈ V do bodu v ∈ V je strˇ´ıdaj´ıc´ı se posloupnost vrchol˚u
a hran takovy´ch, zˇe spojuj´ı prˇedcha´zej´ıc´ı a na´sleduj´ıc´ı vrchol v te´to posloupnosti.
De´lka cesty je pak soucˇet vah hran te´to cesty nebo pouze pocˇet hran v prˇ´ıpadeˇ
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neva´zˇene´ho grafu. Vzda´lenost vrchol˚u dG(u, v) je de´lka nejkratsˇ´ı z cest, ktera´ spojuje
vrcholy u a v.
Jine´ mı´ry jsou zalozˇeny na pocˇtu spojen´ı jednoho uzlu s ostatn´ımi a nejkratsˇ´ı
cesty pro vy´pocˇet neuvazˇuj´ı (degree, eigenvector).
4.4.1 Degree
Stupenˇ (degree) je pocˇet hran spojeny´ch s uzlem. Pro orientovany´ graf mu˚zˇeme
uvazˇovat vstupn´ı (indegree) a vy´stupn´ı stupenˇ (outdegree) vrcholu nebo obecny´
stupenˇ (degree), tedy soucˇet teˇchto dvou. Vstupn´ı stupenˇ se cˇasto oznacˇuje jako deg−
a vy´stupn´ı jako deg+. Necht’ CD oznacˇuje mı´ru centrality degree a CDin a CDout
centralitry indegree, respektive a outdegree. Pak mu˚zˇeme vyja´drˇit hodnoty centrality
pomoc´ı matice sousednosti A.
CDin(u) = deg
−(u) =
∑
v∈V
Auv
CDout(u) = deg
+(u) =
∑
v∈V
Avu
CD(v) = CDin + CDout
Pokud uvazˇujeme pouze vstupn´ı stupenˇ, vypocˇtena´ hodnota urcˇuje vy´znamnost
uzlu, kdezˇto vy´stupn´ı stupenˇ ukazuje jakousi spolecˇenskost cˇi otevrˇenost uzlu.
Degree centrality je vy´pocˇetneˇ velmi jednoduchy´ zp˚usob, jak zmeˇrˇit vy´znamnost
prvku v s´ıti. Tato metoda je vsˇak prˇ´ıliˇs jednoducha´, protozˇe do vy´pocˇtu hodnoty
centrality nezahrnuje uzly, ktere´ jsou od dane´ho uzlu vzda´leneˇjˇs´ı nezˇ jeden krok.
Tento fakt je zna´my´ proble´m a d˚uvod pro zaveden´ı dalˇs´ıch a slozˇiteˇjˇs´ıch metod pro
vy´pocˇet vy´znamnosti.
4.4.2 Eigenvector centrality
Eigenvector centrality (take´ zna´ma´ jako Gould’s index of accessibility of a Network [53]
nebo Bonacich’s centrality [26]) je mı´ra vlivu vrcholu v grafu, ktera´ doslova znamena´
”
Du˚lezˇity´ uzel ma´ d˚ulezˇite´ sousedy“ [55]. Hodnotu vlivu z´ıska´me z vlastn´ıho vektoru
x matice sousednosti grafu:
Ax = λx
A je matice sousednosti, x je vlastn´ı vektor matice A a rˇesˇen´ım te´to rovnice.
Rovnice ma´ v´ıce rˇesˇen´ı. Ke kazˇde´mu rˇesˇen´ı na´lezˇ´ı vlastn´ı cˇ´ıslo λ. Pro meˇrˇen´ı vy´znam-
nosti na´s vsˇak zaj´ıma´ pouze to rˇesˇen´ı, ktere´ ma´ pouze neza´porne´ hodnoty. Podle
Perron-Frobeniovy veˇty pro kazˇdou neza´pornou primitivn´ı matici existuje pra´veˇ
jedno takove´ rˇesˇen´ı, ktere´ za´rovenˇ patrˇ´ı k nejveˇtsˇ´ımu vlastn´ımu cˇ´ıslu λ [32].
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Rovnici mu˚zˇeme rozepsat z maticove´ho tvaru do jednotlivy´ch slozˇek:
xu =
1
λ
∑
v∈V
Auvxv
Kde xu je prvek vlastn´ıho vektoru x na´lezˇ´ıc´ı vrcholu u a Auv je prvek matice
sousednosti A, ktery´ lezˇ´ı na rˇa´dku u a sloupci v.
xui+1 =
1
λ
∑
v∈V
Auvxvi
V tomto rekurentn´ım tvaru je videˇt prˇedpis pro iteracˇn´ı vy´pocˇet eigenvector
centrality. Algoritmus se nazy´va´ mocninna´ metoda, ktera´ se pouzˇ´ıva´ pro rˇesˇen´ı
proble´mu vlastn´ıch cˇ´ısel v numericke´ matematice. Vy´sledkem mocninne´ metody je
dominantn´ı vlastn´ı cˇ´ıslo a odpov´ıdaj´ıc´ı vlastn´ı vektor. Pro eigenvector centrality na´s
zaj´ıma´ pra´veˇ tohle rˇesˇen´ı a zˇa´dne´ jine´.
Z druhe´ rovnice si nav´ıc povsˇimneme, zˇe se jedna´ o prˇ´ıme´ rozsˇ´ıˇren´ı degree centrality.
Vy´sledek prˇedchoz´ı iterace pouzˇijeme jako vstup do na´sleduj´ıc´ı a iterujeme tak dlouho,
dokud nedosa´hneme pozˇadovane´ prˇesnosti.
PageRank
V roce 1998 vyvinuli Sergey Brin a Larry Page algoritmus PageRank (nesouc´ı
jme´no druhe´ho autora) (alg. 1) jako soucˇa´st vy´zkumu na nove´m druhu webove´ho
vyhleda´vacˇe [9, 34, 39]. PageRank prˇiˇrazuje relativn´ı hodnocen´ı webovy´m stra´nka´m
podle hypertextovy´ch odkaz˚u z jiny´ch webovy´ch stra´nek, ktere´ na neˇ smeˇrˇuj´ı, a podle
jejich PageRankove´ vy´znamnosti. Sama definice je rekurzivn´ı a po nahle´dnut´ı na
vzorec zjist´ıme, zˇe se jedna´ o rozsˇ´ıˇrenou variantu algoritmu pro eigenvector centrality.
xui+1 =
1− d
|V | + d
∑
v∈V
Auv
xvi
deg+(v)
A je opeˇt matice sousednosti, V je mnozˇina vrchol˚u a deg+(v) je vy´stupn´ı stupenˇ
vrcholu v. V p˚uvodn´ı mysˇlence, kde PageRank modeluje chova´n´ı na´hodne´ho surfarˇe,
je damping factor d sva´zany´ s mysˇlenkou, zˇe dany´ surfarˇ, ktery´ klika´ na odkazy,
ktere´ najde na webove´ stra´nce, na kterou se dostal z prˇedchoz´ıho odkazu, eventuelneˇ
prˇestane a otevrˇe zcela novou stra´nku, ze ktere´ povede podobny´ sled surfova´n´ı prˇes
odkazy. Damping factor d je pravdeˇpodobnost, zˇe surfarˇ pokracˇuje v klika´n´ı a 1− d
je pravdeˇpodobnost, zˇe skocˇ´ı na novou stra´nku. Damping factor by´va´ ze zkusˇenosti
nastavova´n na 85% [9].
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Hodnota PageRanku je z matematicke´ho hlediska pravdeˇpodobnost, zˇe surfarˇ,
ktery´ na´hodneˇ klika´ na odkazy, se dostane na konkre´tn´ı stra´nku. Soucˇet hodnot Page-
Ranku vsˇech uzl˚u v s´ıti je tedy 1, protozˇe PageRank je rozdeˇlen´ı pravdeˇpodobnosti.
Jedn´ım proble´mem algoritmu PageRank jsou tzv. vis´ıc´ı uzly (dangling nodes), tj.
uzly bez vy´stupn´ıch hran. Protozˇe mus´ıme v kazˇde´ iteraci algoritmu zachovat vlastnost
rozdeˇlen´ı pravdeˇpodobnosti, tj. suma vsˇech pravdeˇpodobnost´ı je 1, je trˇeba zajistit,
aby se prˇena´sˇena´ hodnota mezi iteracemi neztra´cela pra´veˇ v uzlech bez vy´stupn´ıch
hran. Proble´m lze rˇesˇit tak, zˇe se tyto uzly z vy´pocˇtu vynechaj´ı, nebo prˇida´n´ım
zpeˇtny´ch odkaz˚u z teˇchto uzl˚u zpeˇt do s´ıteˇ. V kazˇde´ iteraci prˇedem vypocˇ´ıta´me soucˇet
hodnot PageRanku, ktere´ by se ztratily v uzlech bez vy´stupn´ıch hran (D). Tahle
hodnota je v ra´mci iterace konstantn´ı a pouze ji rovnomeˇrneˇ rozdeˇl´ıme mezi uzly
s´ıteˇ (s va´hou 1/|V |).
xui+1 =
1− d
|V | + d
∑
v∈V
Auv
xvi
deg+(v)
+
1
|V |
∑
w∈D
xwi
Algoritmus 1 PageRank
1: x0[v]← 1|V | , v ∈ V . Uzly zacˇ´ınaj´ı se stejnou pravdeˇpodobnost´ı
2: for i← 0, K do. Iterujeme K-kra´t, dokud nen´ı dosazˇena pozˇadovana´ prˇesnost
3: s← 0 . s je suma PageRank˚u pro dangling nodes
4: for v ∈ V do
5: if deg+(v) = 0 then
6: s← s + xi[v]
7: end if
8: end for
9: xi+1[v]← s|V | , v ∈ V . Kazˇdy´ uzel zacˇ´ına´ s prˇebytkem z dangling nodes
10: for v ∈ V do
11: for k ∈ inLinks[v] do
12: xi+1[v]← xi+1 + xi[k]deg+(k)
13: end for
14: end for
15: xi+1[v]← 1−d|V | + dxi+1[v], v ∈ V . Prˇida´n´ı damping factoru
16: end for
Prˇestozˇe je PageRank p˚uvodneˇ urcˇeny´ pro web, lze ho pouzˇ´ıt na jakoukoliv
orientovanou va´zˇenou i neva´zˇenou s´ıt’, tedy i na socia´ln´ı a citacˇn´ı s´ıteˇ, o ktery´ch
je zde rˇecˇ. Pro neorientovany´ graf je hodnota PageRanku pro jednotlive´ uzly velmi
bl´ızka´ stupnˇ˚um grafu, ale ne totozˇna´ [40].
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4.4.3 Closeness centrality
Closeness neboli
”
bl´ızkost“ je definova´na jako prˇevra´cena´ hodnota mı´ry farness, tedy
”
dalekost“ [42]. Dalekost je soucˇet vsˇech vzda´lenost´ı od uzlu do vsˇech ostatn´ıch,
tzn. f(u) =
∑
v∈V dG(u, v) a c(u) =
∑
v∈V
1
dG(u,v)
. Podle jine´ definice je closeness
prˇevra´cena´ hodnota pr˚umeˇrne´ nejkratsˇ´ı cesty. V podstateˇ se od prˇedchoz´ı prˇ´ıliˇs neliˇs´ı,
protozˇe pr˚umeˇrna´ nejkratsˇ´ı cesta je rovna 1|V |−1
∑
v∈V dG(u, v) a closeness podle te´to
definice:
c(u) =
|V | − 1∑
v∈V dG(u, v)
Pro obeˇ definice plat´ı, zˇe cˇ´ım vysˇsˇ´ı hodnota c(u), t´ım je uzel u vy´znamneˇjˇs´ı podle
te´to mı´ry. Zde se budeme soustrˇedit na druhou definici, protozˇe je cˇastou volbou
autor˚u zaby´vaj´ıc´ıch se touto problematikou a existuje pro ni aproximacˇn´ı algoritmus,
ktery´ si zde uvedeme.
Closeness, stejneˇ jako ostatn´ı mı´ry centrality, modeluje rozpty´len´ı informace
naprˇ´ıcˇ s´ıt´ı. Vy´sˇe uvedene´ klasicke´ definici je vyty´ka´no, zˇe pro prˇenos informace
uvazˇuje pouze nejkratsˇ´ı cesty, ktere´ nejsou vzˇdy jedinou komunikacˇn´ı cestou v s´ıti.
Alternativu navrhli Noh a Rieger [36], kde namı´sto nejkratsˇ´ıch cest pouzˇ´ıvaj´ı na´hodne´
procha´zky (random walk closeness centrality). Na´hodna´ procha´zka (random walk) je
cesta, kde v kazˇde´m uzlu je na´hodneˇ vybra´n smeˇr dalˇs´ıho postupu.
Prˇ´ıkladem mu˚zˇe by´t obeˇh minc´ı mezi lidmi. Tento jev nema´ s nejkratsˇ´ımi cestami
mnoho spolecˇne´ho, proto je vhodneˇjˇs´ı ho modelovat na´hodny´mi procha´zkami. Oproti
tomu naprˇ´ıklad posˇtovn´ı za´silky zrˇejmeˇ cestuj´ı po nejkratsˇ´ıch cesta´ch. Pokud uva-
zˇujeme citacˇn´ı s´ıteˇ, nema´me jasnou prˇedstavu o vy´znamu na´hodny´ch procha´zek
nebo nejkratsˇ´ıch cest jako v prˇ´ıpadeˇ mince nebo dopisu. I prˇesto ocˇeka´va´me vysokou
podobnost te´to metody s ostatn´ımi.
Nevy´hodou closeness centrality je nutnost uvazˇovat souvisly´ graf, tedy takovy´,
ktery´ obsahuje pouze jednu komponentu. Pokud by meˇl v´ıce komponent, pak by vzˇdy
existovala cesta s nekonecˇnou vzda´lenost´ı. Hodnota farness by pak byla automaticky
nekonecˇna´ a closeness, tedy prˇevra´cena´ hodnota, by byla nulova´.
Existuje neˇkolik upraveny´ch definic, ktere´ se maj´ı vyporˇa´dat s proble´mem
konektivity a druhotneˇ jsou numericky stabilneˇjˇs´ı. Jedna z nich zameˇnˇuje prˇe-
vra´cenou hodnotu soucˇtu vzda´lenost´ı za soucˇet prˇevra´ceny´ch hodnot vzda´lenost´ı
c(u) =
∑
v∈V
1
dG(u,v)
[38] a druha´ c(u) =
∑
v∈V 2
−dG(u,v) [14]. Prˇesto se nejv´ıce pouzˇ´ıva´
p˚uvodn´ı definice closeness a vy´pocˇet se omez´ı na nejveˇtsˇ´ı komponentu.
Algoritmus
Closeness pro vsˇechny vrcholy mu˚zˇeme prˇesneˇ vypocˇ´ıtat (alg. 2) v cˇase O(|E| +
|V |2 log |V |), kde V a E jsou mnozˇiny vrchol˚u a hran s´ıteˇ [22].
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Algoritmus vycha´z´ı z definice, tedy vyrˇesˇ´ı proble´m vsˇech pa´r˚u nejkratsˇ´ıch cest,
cˇ´ımzˇ rovnou z´ıska´ hodnoty farness f(u) =
∑
v∈V dG(u, v) a zjiˇsteˇn´ı closeness je pote´
trivia´ln´ı podle jedne´ z vy´sˇe uvedeny´ch definic. Vy´sˇe uvedena´ slozˇitost plat´ı prˇi pouzˇit´ı
Dijkstrova algoritmu pro vsˇechny pa´ry cest.
Algoritmus 2 Closeness
1: for s ∈ V do
2: f ← 0 . Farness
3: d[v]← −1, v ∈ V . Zpocˇa´tku jsou uzly nedosazˇitelne´
4: d[u]← 0
5: Q← {s} . Prioritn´ı fronta Q zacˇ´ına´ se zdrojovy´m vrcholem
6: while Q 6= ∅ do . Dokud nen´ı fronta pra´zdna´
7: u← extract-min(Q) . Vyta´hneme uzel s min. vzda´lenost´ı d
8: f ← f + d[u] . Zvy´sˇ´ıme farness pro novy´ uzel
9: for soused´ıc´ı vrchol v ∈ Adj[u] do . Prˇida´me noveˇ nalezene´ vrcholy
10: if d[v] > d[u] + w(u, v) then
11: d[v]← d[u] + w(u, v)
12: Q← Q ∪ {v}
13: end if
14: end for
15: end while
16: c[s]← n−1
f
. Closeness je prˇevra´cena´ hodnota farness
17: end for
Vy´pocˇet closeness lze snadno paralelizovat, jelikozˇ vy´pocˇet stromu nejkratsˇ´ıch
cest je neza´visla´ u´loha pro kazˇdy´ z |V | vrchol˚u.
Pro rozsa´hle´ s´ıteˇ s miliony uzl˚u (naprˇ. socia´ln´ı s´ıteˇ k dnesˇn´ımu datu) je tato
metoda prˇ´ıliˇs na´rocˇna´. Eppstein a Wang [37] vyvinuli aproximacˇn´ı algoritmus s na´-
rocˇnost´ı O( log |V |

2
(|V | log |V |+ |E|)) s chybou δ pro prˇevra´cenou hodnotu closeness
(s pravdeˇpodobnost´ı alesponˇ 1− 1|V |), kde  > 0 a δ je polomeˇr s´ıteˇ (nejdelˇs´ı z nejkrat-
sˇ´ıch cest). Na za´kladeˇ tohoto aproximacˇn´ıho algoritmu byl vytvorˇen jiny´ aproximacˇn´ı
algoritmus pro nalezen´ı k nejvy´znamneˇjˇs´ıch uzl˚u hodnoceny´ch podle closeness cent-
rality TOPRANK [37].
Aproximace
Algoritmus TOPRANK najde prvn´ıch k nejvy´znamneˇjˇs´ıch uzl˚u s vysokou prˇesnost´ı
a pro kazˇdy´ z nich prˇesnou hodnotu closeness. Algoritmus pracuje s mysˇlenkou, zˇe
zjist´ıme prˇiblizˇne´ porˇad´ı uzl˚u tak, zˇe pro jeden strom nejkratsˇ´ıch cest nebudeme
pocˇ´ıtat se vsˇemi koncovy´mi uzly, ale jen s dostatecˇneˇ velky´m vzorkem te´to mnozˇiny.
Prˇesne´ hodnoty closeness dosa´hneme pouzˇit´ım exaktn´ıho algoritmu, ktery´ pouzˇijeme
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jen na nejvy´znamneˇjˇs´ı uzly z´ıskane´ z prvn´ıho aproximovane´ho kroku. Kl´ıcˇovou
ota´zkou je, kolik nejvy´znamneˇjˇs´ıch uzl˚u mus´ıme uvazˇovat, aby se jednalo o dostatecˇneˇ
prˇesny´ vy´sledek. Autorˇi algoritmu uva´deˇj´ı tento algoritmus s heuristikou, ktera´ najde
prˇiblizˇneˇ mı´sto, ve ktere´m je vhodne´ vy´pocˇet ukoncˇit a povazˇovat za dostatecˇneˇ
prˇesny´. Sami uva´deˇj´ı, zˇe tento algoritmus je pouze prvn´ı krok k na´vrhu efektivneˇjˇs´ıho
zp˚usobu jak naj´ıt prvn´ıch k nejvy´znamneˇjˇs´ıch uzl˚u [37].
4.4.4 Betweenness centrality
Betweenness je druha´ metoda, ktera´ modeluje sˇ´ıˇren´ı informace s´ıt´ı pomoc´ı nejkratsˇ´ıch
cest. Princip betweenness spocˇ´ıva´ ve zvy´hodneˇn´ı uzl˚u, prˇes kterou tecˇe nejv´ıce
informace. Pokud uzel A komunikuje s uzlem C, mu˚zˇeme tvrdit, zˇe uzel B, ktery´
lezˇ´ı mezi nimi, bude mı´t roli prostrˇedn´ıka. By´t t´ımto prostrˇedn´ıkem mezi v´ıce uzly
intuitivneˇ napov´ıda´, zˇe takovy´ uzel bude centra´ln´ı.
”
Cˇ´ım v´ıce lid´ı na mneˇ za´vis´ı
k vytvorˇen´ı spojen´ı s jiny´mi lidmi, t´ım ma´m veˇtsˇ´ı moc“ [26]. Betweenness meˇrˇ´ı, na
kolika nejkratsˇ´ıch cesta´ch se uzel nacha´z´ı. V´ıce se ale setka´me s definic´ı, kde do sumy
zahrneme pomeˇr cest, na ktery´ch se uzel nacha´z´ı, k celkove´mu pocˇtu cest mezi dveˇma
uzly [23, 1, 8].
Cb(v) =
∑
s∈V
∑
t∈V \s
σst(v)
σst
Cb(v) znacˇ´ı hodnotu betweenness centrality pro uzel v, V mnozˇinu vsˇech uzl˚u
grafu, σst je pocˇet nejkratsˇ´ıch cest mezi uzly s a t a σst(v) je pocˇet nejkratsˇ´ıch cest,
ktere´ nav´ıc procha´zej´ı uzlem v.
Normalizovany´ betweenness je hodnota v intervalu od 0 do 1, kterou z´ıska´me
tak, zˇe betweenness vydeˇl´ıme celkovy´m pocˇtem mozˇny´ch cest, tj. (|V | − 1)(|V | − 2)
pro orientovane´ grafy a (|V |−1)(|V |−2)
2
pro neorientovane´ grafy. Normalizovane´ hodnoty
metod centralit jsou neza´visle´ na velikosti grafu [52].
Cb(v) =
1
(|V | − 1)(|V | − 2)
∑
s∈V
∑
t∈V \s
σst(v)
σst
Vznik betweenness je prˇipisova´n sociologovi Lintonu Freemanovi [23] a byl p˚u-
vodneˇ definova´n pro neorientovane´ grafy.
Brandes˚uv algoritmus
Ve sve´ pra´ci [8] Ulrik Brandes zminˇuje (do te´ doby nejrychlejˇs´ı) algoritmus (alg. 3) pro
vy´pocˇet betweenness centrality s cˇasovou na´rocˇnost´ı θ(|V |3) a θ(|V |2) pameˇt’ovy´mi
19
Analy´za s´ıt´ı 4.4. MI´RY CENTRALITY
na´roky. Tento zp˚usob prˇistupuje k proble´mu nekratsˇ´ıch cest zp˚usobem all-pair shortest
paths. Brandes˚uv zp˚usob vyuzˇ´ıva´ algoritmu pro nalezen´ı nejkratsˇ´ıch cest z jednoho
bodu, kde vy´sledny´ algoritmus pracuje s pameˇt’ovou na´rocˇnost´ı O(|V |+ |E|) a beˇzˇ´ı
v cˇase O(|V ||E|) pro neva´zˇeny´ graf nebo O(|V ||E|+ |V |2 log |V |) pro va´zˇeny´ graf.
Brandes ve sve´ pra´ci o algoritmu uva´d´ı pseudoko´d pro neva´zˇeny´ graf, ktery´
je na´sledneˇ snadne´ pozmeˇnit pro va´zˇeny´ graf drobny´mi u´pravami a zameˇneˇn´ım
obycˇejne´ fronty za prioritn´ı frontu; kompletn´ı d˚ukaz spra´vnosti algoritmu a porovna´n´ı
standardn´ıho algoritmu s t´ımto [8].
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Algoritmus 3 Brandes
1: b[v]← 0, v ∈ V . Inicializujeme hodnoty betweenness na 0
2: for s ∈ V do . V exaktn´ım vy´pocˇtu pocˇ´ıta´me s celou mnozˇinou V
3: S ←pra´zdny´ za´sobn´ık . Za´sobn´ık pro
”
dokoncˇene´“ vrcholy
4: P [w]←pra´zdny´ seznam, w ∈ V . Seznam prˇedch˚udc˚u
5: σ[t]← 0, t ∈ V
6: σ[s]← 1
7: d[t]← −1, t ∈ V . Vzda´lenosti jsou inicializova´ny na -1, tj. symbolicky
nekonecˇno
8: d[s]← 0
9: Q← {s} . Fronta nebo prioritn´ı fronta zacˇ´ına´ se startovn´ım vrcholem
10: while Q 6= ∅ do . Opakujeme, dokud nen´ı fronta pra´zdna´
11: v ← dequeue(Q)
12: push(S, v)
13: for soused´ıc´ı vrchol w ∈ Adj[v] do
14: if d[w] < 0 then
15: enqueue(Q,w)
16: d[w]← d[v] + 1
17: end if
18: if d[w] = d[v] + 1 then . Nejkratsˇ´ı cesta do w prˇes v?
19: σ[w]← σ[w] + σ[v]
20: push(P [w], v)
21: end if
22: end for
23: end while
24: δ[v]← 0,v ∈ V . δ je za´vislost uzlu s na ostatn´ıch
25: while S 6= ∅ do . S vra´t´ı vrcholy v porˇad´ı s nezvysˇuj´ıc´ı se vzda´lenost´ı od s
26: w ← pop(S)
27: for v ∈ P [w] do
28: δ[v]← δ[v] + σ[v]
σ[w]
(1 + δ[w])
29: end for
30: if w 6= s then . Betweenness je soucˇet dependenc´ı δ[w]
31: b[w]← b[w] + δ[w]
32: end if
33: end while
34: end for
Algoritmus lze paralelizovat stejneˇ jako algoritmus pro closeness centrality, pokud
zajist´ıme synchronizaci vla´ken prˇi prˇ´ıstupu k hodnota´m betweenness. Narozd´ıl od
algoritmu pro closeness, kde vy´pocˇet pro jeden uzel ovlivnˇuje hodnotu closeness
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pouze pro tento uzel, u betweenness vy´pocˇet vycha´zej´ıc´ı z jednoho uzlu ovlivnˇuje
hodnotu betweenness potenciona´lneˇ i pro vsˇechny ostatn´ı uzly.
Aproximace
I prˇes pouzˇit´ı rychlejˇs´ıho Brandesova algoritmu je vy´pocˇet betweenness centrality
prˇ´ıliˇs na´rocˇny´ pro s´ıteˇ rea´lne´ho sveˇta (naprˇ. biologicke´, dopravn´ı s´ıteˇ nebo web)
a pokud na´m jde v´ıce o relativn´ı porˇad´ı uzl˚u podle hodnoty betweenness nezˇ o hodnotu
samotnou, lze ozˇelit prˇesny´ vy´pocˇet prˇiblizˇny´m, ktery´ prˇ´ıliˇs nezmeˇn´ı vy´sledne´ umı´steˇn´ı
v zˇebrˇ´ıcˇku nejvy´znamneˇjˇs´ıch uzl˚u.
Bader, Kintali, Madduri, Mihail [2] ukazuj´ı aproximacˇn´ı algoritmus pro between-
ness s odhadem chyby. Mysˇlenkou je jednoducha´ linea´rn´ı extrapolace Brandesova
algoritmu, pokud do vy´pocˇtu zahrneme pouze na´hodny´ vzorek namı´sto cele´ mno-
zˇiny vrchol˚u. Necht’ k je velikost vzorku mnozˇiny vrchol˚u, se ktery´m pocˇ´ıta´me, pak
extrapolovana´ hodnota betweenness je |V |S
k
, kde S je vypocˇtena´ prˇiblizˇna´ hodnota.
4.5 Hleda´n´ı nejkratsˇ´ıch cest
Hleda´n´ı nejkratsˇ´ıch cest v grafu je historicky stary´ proble´m, jehozˇ matematicky´
vy´zkum prˇiˇsel relativneˇ pozdeˇ v porovna´n´ı s jiny´mi proble´my kombinatoricke´ opti-
malizace (nejmensˇ´ı kostra grafu, prˇiˇrazovac´ı a dopravn´ı proble´m). Pravdeˇpodobneˇ
byl vy´zkum opozˇdeˇn, protozˇe se jedna´ o intuitivn´ı a relativneˇ jednoduchy´ proble´m,
ale jakmile se dostal do strˇedu za´jmu, bylo neza´visle na sobeˇ nalezeno neˇkolik metod
rˇesˇen´ı r˚uzny´mi lidmi (Shimbel [45], Ford [21], Dantzig [15], Bellman [5], Moore [35],
Dijkstra [17]) [44].
Z hlediska metod rˇesˇen´ı mu˚zˇeme uvazˇovat neˇkolik kategori´ı algoritmu˚ - nalezen´ı
vsˇech pa´r˚u nejkratsˇ´ıch cest (all-pairs shortest paths problem), nalezen´ı nejkratsˇ´ı
cesty mezi pocˇa´tecˇn´ım a koncovy´m vrcholem (source-target) nebo nalezen´ı stromu
nejkratsˇ´ıch cest, ma´me-li zada´n pocˇa´tecˇn´ı vrchol (single source shortest path problem).
4.5.1 Single source shortest path
Pokud hleda´me pouze jednu cestu mezi dveˇma vrcholy (source-target), nemus´ıme
pocˇ´ıtat cely´ strom nejkratsˇ´ıch cest, ale mu˚zˇeme zastavit vy´pocˇet prˇi dosazˇen´ı pozˇa-
dovane´ho vrcholu.
Prohleda´va´n´ı do sˇ´ıˇrky
Prohleda´va´n´ı do sˇ´ıˇrky (alg. 4) z jednoho bodu (breadth first search) je algoritmus,
ktery´ najde nejkratsˇ´ı cesty z jednoho bodu do vsˇech ostatn´ıch v prˇ´ıpadeˇ neva´zˇene´ho
grafu v cˇase O(E). Pro va´zˇeny´ graf by zjistil nejkratsˇ´ı cesty, kde metrika vza´lenosti
by byla pocˇet skok˚u mezi uzly.
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Algoritmus 4 Prohleda´va´n´ı do sˇ´ıˇrky
1: function BFS(G, s)
2: d[v]← −1,v ∈ V . Uzly jsou zpocˇa´tku nedosazˇitelne´
3: d[s]← 0
4: p[v]← NIL,v ∈ V . A nemaj´ı implicitneˇ zˇa´dne´ prˇedch˚udce
5: Q← {s} . Fronta zacˇ´ına´ s pocˇa´tecˇn´ım vrcholem
6: while Q 6= ∅ do . Dokud nen´ı pra´zdna´
7: u← dequeue(Q)
8: for soused´ıc´ı vrchol v ∈ Adj[u] do
9: if d[v] = −1 then . Pro vsˇechny noveˇ objevene´ vrcholy
10: d[v]← d[u] + 1 . Noveˇ vypocˇtena´ vzda´lensot
11: Q← Q ∪ {v} . Prˇida´me noveˇ objevene´ uzly do fronty
12: p[v]← u . Prˇedch˚udce uzlu v je u
13: end if
14: end for
15: end while
16: return p
17: end function
Bellman-Ford˚uv algoritmus
Bellman-Ford˚uv algoritmus [5] je aplikac´ı dynamicke´ho programova´n´ı na nejkratsˇ´ı
cesty z jednoho vrcholu do vsˇech ostatn´ıch. Jeho vyuzˇit´ı najdeme zejme´na tam, kde
se mohou objevit za´porne´ va´hy hran [12]. Cˇasova´ na´rocˇnost je O(|V ||E|).
Dijkstr˚uv algoritmus
Dijkstr˚uv algoritmus [17] (alg. 5) rˇesˇ´ı
”
single source shortest path proble´m“ pomoc´ı
greedy (zˇrave´) strategie. Cˇasova´ na´rocˇnost beˇzˇne´ implementace O((|E|+ |V |) log |V |)
je lepsˇ´ı nezˇ u Bellman-Fordova algoritmu, ale Dijkstrova greedy strategie funguje,
pouze pokud v grafu neexistuj´ı za´porneˇ ohodnocene´ hrany. Cˇasova´ na´rocˇnost za´vis´ı
prˇedevsˇ´ım na implementaci kl´ıcˇove´ datove´ struktury prioritn´ı fronty, ktera´ v kazˇde´m
kroku vyb´ıra´ uzel s nejmensˇ´ı vzda´lenost´ı od zdrojove´ho vrcholu (greedy strategie). V
prˇ´ıpadeˇ pouzˇit´ı obycˇejne´ho spojove´ho seznamu jako prioritn´ı fronty z´ıska´me kvadra-
tickou na´rocˇnost O(|V |2). Nejcˇasteˇji se setka´me s prioritn´ı frontou implementovanou
pomoc´ı bina´rn´ı haldy, ktera´ zajiˇst’uje cˇas beˇhu pra´veˇ O((|E|+ |V |) log |V |). Pomoc´ı
Fibonacciho haldy z´ıska´me doposud nejrychlejˇs´ı Dijkstr˚uv algoritmus s cˇasem beˇhu
O(|E|+ |V | log |V |), ale pro beˇzˇne´ u´cˇely (grafy mensˇ´ı nezˇ miliony vrchol˚u) je nejvy´-
hodneˇjˇs´ı bina´rn´ı halda [12, 22]. Pro neva´zˇeny´ graf je Dijkstr˚uv algoritmus ekvivalentn´ı
prohleda´va´n´ı do sˇ´ıˇrky.
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Dijkstr˚uv algoritmus je kl´ıcˇovy´m pro vsˇechny implementovane´ metody zalozˇene´
na nejkratsˇ´ıch cesta´ch, proto uvedeme pseudoko´d [12].
Algoritmus 5 Dijkstr˚uv algoritmus
1: function Dijkstra(G,w, s) . s je zdrojovy´ vrchol a w je va´hova´ funkce
2: d[v]←∞,v ∈ V . Vrcholy jsou zpocˇa´tku nedosazˇitelne´
3: d[s]← 0
4: p[v]← NIL,v ∈ V . Prˇedch˚udci vrchol˚u zpocˇa´tku neexistuj´ı
5: Q← V . Prioritn´ı fronta Q obsahuje vsˇechny vrcholy
6: while Q 6= ∅ do . Postupujeme, dokud nen´ı pra´zdna´
7: u← extract-min(Q) . Vyta´hneme z fronty vrchol s nejmensˇ´ı hodnotou
d[u]
8: for soused´ıc´ı vrchol v ∈ Adj[u] do
9: if d[v] > d[u] + w(u, v) then
10: d[v]← d[u] + w(u, v) . Relaxace hrany {u, v}
11: p[v]← u
12: end if
13: end for
14: end while
15: return p . Strom prˇedch˚udc˚u
16: end function
V tomto prˇ´ıpadeˇ do prioritn´ı fronty prvotneˇ zahrneme vsˇechny vrcholy. Jinou
mozˇnost´ı je prˇida´vat je postupneˇ, aby vyb´ıra´n´ı z prioritn´ı fronty (extract-min(Q))
bylo rychlejˇs´ı. Tento zp˚usob je pouzˇit v algoritmu pro closeness (algoritmus 2).
Vy´sledkem je strom prˇedch˚udc˚u, ktery´ reprezentuje strom nejkratsˇ´ıch cest. Princip
Dijkstrova algoritmu se objevuje i u algoritmu˚ pro closeness, betweenness a BFS.
4.5.2 All-pair shortest paths
Do te´to kategorie spadaj´ı maticove´ metody, tj. graf je zada´n jako matice sousednosti
nebo matice sousednosti s va´hami hran.
Shimbelova metoda
Shimbelova metoda [45] pouzˇ´ıva´ upravene´ maticove´ na´soben´ı k z´ıska´n´ı |V |-te´ mocniny
matice sousednosti. Celkova´ cˇasova´ na´rocˇnost je O(|V |4), protozˇe provedeme |V |
”
na´soben´ı“ cˇtvercove´ matice o slozˇitosti O(|V |3). Shimbelovo upravene´ na´soben´ı
nahrazuje scˇ´ıta´n´ı a na´soben´ı za minimum a scˇ´ıta´n´ı:
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x+ y ≡ min(x, y)
xy ≡ x+ y
Floyd-Warshall˚uv algoritmus
Floyd-Warshall˚uv algoritmus [12, 18] snizˇuje cˇasovou na´rocˇnost na O(|V |3) pouzˇit´ım
dynamicke´ho programova´n´ı. Graf je opeˇt zada´n jako va´zˇena´ matice sousednosti.
Rekurentn´ı vzorec dynamicke´ho programova´n´ı pro tento algoritmus je:
d0(u, v) = Auv
dk+1(u, v) = min(dk(u, v), dk(u, k) + dk(k, v))
Jednodusˇe zkousˇ´ıme, zda je kratsˇ´ı cesta mezi vrcholy u a v, kterou jizˇ zna´me, nebo
jina´ cesta za pouzˇit´ı neˇjake´ho vrcholu k, ktery´ lezˇ´ı mezi nimi. Vy´pocˇet prova´d´ıme
pro vsˇechny pa´ry vrchol˚u pro kazˇdy´ vrchol k (|V |2|V |).
Johnson˚uv algoritmus
Johnson˚uv algoritmus [30] nepatrˇ´ı mezi maticove´ metody, protozˇe vyuzˇ´ıva´ metod
single source shortest path pro vsˇechny vrcholy. V principu jednodusˇsˇe pouzˇijeme
Dijkstr˚uv algoritmus pro kazˇdy´ vrchol zvla´sˇt’, ale dovolujeme va´hy hran i za´porne´.
V prˇ´ıpadeˇ za´porny´ch hran je nutne´ prove´st specia´ln´ı transformaci vah pomoc´ı
Bellman-Fordova algoritmu, ktera´ v grafu nepozmeˇn´ı nejkratsˇ´ı cesty [12].
4.6 Ostatn´ı mı´ry vy´znamnosti autor˚u
Mı´ry centrality jsou urcˇeny pro relativn´ı serˇazen´ı uzl˚u pro obecny´ graf. Jelikozˇ
zde pracujeme specia´lneˇ s citacˇn´ımi s´ıteˇmi, zaj´ıma´ na´s, jestli existuj´ı i jine´ metody
ohodnocen´ı autor˚u, ktere´ ani nevyzˇaduj´ı konstrukci citacˇn´ıch s´ıt´ı, ale vyzˇaduj´ı pouze
u´daje v databa´zi.
Setka´me se s metodami AWCR, AW-index, Eigenfactor, Eggh˚uv g-index, E-index,
I10-index, R-impact, Wu Index a zejme´na H-index [29], ktery´ zde byl implementova´n
jako jedina´ metoda, ktera´ nespada´ pod mı´ry centrality.
4.6.1 H-index
H-index [27] je metoda pro meˇrˇen´ı produktivity autora a vy´znamu jeho publikovane´
veˇdecke´ pra´ce. Metoda byla navrzˇena fyzikem Jorge E. Hirschem pro zjiˇstova´n´ı rela-
tivn´ı vy´znamnosti veˇdc˚u publikuj´ıc´ıch v oboru teoreticke´ fyziky. Pu˚vodn´ı Hirschova
definice zn´ı:
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Veˇdec ma´ index h pokud h z jeho Np publikac´ı ma´ kazˇda´ alesponˇ h citac´ı
a zˇa´dna´ ze zbyly´ch (Np − h) publikac´ı nema´ v´ıce nezˇ h citac´ı.
Tato metoda je specificka´ pro citacˇn´ı s´ıteˇ a nelze ji aplikovat na socia´ln´ı nebo
obecnou komplexn´ı s´ıt’.
Vy´pocˇet (alg 6) prob´ıha´ tak, zˇe serˇad´ıme autorovy publikace P sestupneˇ podle
pocˇtu citac´ı c : P 7→ N a pote´ od zacˇa´tku tohoto serˇazene´ho seznamu hleda´me tu
publikaci, jej´ızˇ porˇadove´ cˇ´ıslo v tomto seznamu je nizˇsˇ´ı nezˇ pocˇet jej´ıch citac´ı. Toto
cˇ´ıslo minus jedna je pak H-index autora.
Algoritmus 6 H-index
1: function H-index(P, c)
2: sort(P, key ← c) . Serˇad´ıme publikace sestupneˇ podle pocˇtu citac´ı
3: h← 0
4: for p ∈ P do
5: if c(p) ≤ h then . Bod, kde pocˇet citac´ı vyrovna´ h, je H-index autora
6: break
7: end if
8: h← h+ 1
9: end for
10: return h
11: end function
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5 Vy´sledky
Vy´sledky te´to pra´ce jsou zna´zorneˇny v tabulka´ch korelac´ı mezi jednotlivy´mi metodami
(tab. A.1, A.2, A.3 a A.4), tabulkami (tab. B.1 a B.2) srovna´vaj´ıc´ımi porˇad´ı prvn´ıch
trˇiceti autor˚u mezi jednotlivy´mi metodami a porovna´n´ı implementovany´ch metod
s oceneˇn´ımi (tab. 5.2 a 5.3).
5.1 Porovna´n´ı implementovany´ch metod
Zaj´ıma´ na´s, zdali jsou metody mezi sebou podobne´ a do jake´ mı´ry. Pro porovna´n´ı
metod mezi sebou je pouzˇit Spearman˚uv koeficient porˇadove´ korelace (sekce 5.1.1).
Tab. A.1 ukazuje vypocˇtene´ Spearmanovy koeficienty porˇadove´ korelace mezi
vsˇemi pa´ry implementovany´ch metod. Do vy´pocˇtu koeficientu korelace byly zahrnuty
pouze ty uzly, ktere´ maj´ı alesponˇ jednu hranu. Pokud by byly zachova´ny, veˇtsˇina
koeficient˚u korelace by byla velmi vysoka´ (veˇtsˇ´ı nezˇ 0.90), protozˇe veˇtsˇina vrchol˚u,
zejme´na v databa´zi DBLP, jsou osamocene´ vrcholy. Protozˇe jsou vy´sledky serˇazeny
podle hodnoty centrality a pote´ podle jme´na autora, vsˇechny tyto izolovane´ vrcholy,
ktere´ nijak neprˇisp´ıvaj´ı k hodnoteˇ centrality, jsou pro vsˇechny metody umı´steˇne´ na
posledn´ıch pozic´ıch v tomte´zˇ porˇad´ı. Du˚sledkem je vysoky´ koeficient korelace, ktery´
na´m vsˇak nic nevypov´ı o podobnosti vy´sledk˚u metod.
Jelikozˇ vy´pocˇet pro centralitu closeness ve vsˇech implementovany´ch varianta´ch
(vstupn´ı hrany - ic, vy´stupn´ı hrany - oc, va´zˇeny´ closeness - wic) byl proveden pouze
na nejveˇtsˇ´ı silneˇ spojite´ komponenteˇ, nelze prˇ´ımo prove´st srovna´n´ı pomoc´ı koeficientu
korelace s vy´sledky metod, ktere´ byly aplikova´ny na cely´ graf, protozˇe se jedna´ o dveˇ
neporovnatelne´ promeˇnne´. Proto byli z vy´sledk˚u metod pro cely´ graf odebra´ni ti
autorˇi, kterˇ´ı se nenacha´zej´ı v hlavn´ı silneˇ spojite´ komponenteˇ. Pro tyto zˇebrˇ´ıcˇky bylo
provedeno stejne´ srovna´n´ı pomoc´ı Spearmanova koeficientu korelace porˇad´ı krˇ´ızˇoveˇ
mezi vsˇemi metodami, viz tab. A.2
Tab. 5.1 popisuje zkratky metod, cˇasy beˇhu pro s´ıteˇ DBLP a CiteSeer a velikost
nejveˇtsˇ´ı kliky (kDBLP pro DBLP a kCS pro CiteSeer) v symetrizovane´m grafu autor˚u.
Nejveˇtsˇ´ı klika je nalezena z top 20 autor˚u pro kazˇdou metodu. Vy´pocˇty byly vykona´ny
na Intel R©CoreTM2 Quad Q8400 prˇetaktovane´m na 3.1 GHz s 4 GB fyzicke´ pameˇti.
Betweenness centrality bylo vypocˇteno paralalneˇ na cˇtyrˇech ja´drech. Zbyle´ metody
byly relativneˇ cˇasoveˇ nena´rocˇne´, proto nebylo nutne´ paralelizovat vy´pocˇet.
5.1.1 Spearman˚uv koeficient porˇadove´ korelace
Spearman˚uv koeficient je klasicky´ Pearson˚uv koeficient korelace, ktery´ je aplikovany´
na promeˇnne´ s porˇad´ım [51]. Koeficient korelace obecneˇ dosahuje hodnot od −1 do 1,
prˇicˇemzˇ hodnota 1 znamena´ naprostou linea´rn´ı za´vislost mezi porovna´vany´mi promeˇn-
ny´mi tak, zˇe s rostouc´ı prvn´ı promeˇnnou roste i druha´. Hodnota −1 znamena´ rovneˇzˇ
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Tabulka 5.1: Implementovane´ metody
zkratka metoda tDBLP tCS kDBLP
1 kCS
2
hi H-index 0:04.627 0:00:15.534 17 8
ideg indegree 0:00.049 0:00:20.372 19 13
odeg outdegree 0:00.036 0:00:00.343 16 8
deg degree 0:00.036 0:00:00.060 19 12
wideg va´zˇeny´ indegree 0:00.099 0:00:21.899 18 13
wodeg va´zˇeny´ outdegree 0:00.046 0:00:01.171 17 11
wdeg va´zˇeny´ degree 0:00.062 0:00:00.214 17 10
pr PageRank 0:00.376 0:00:02.758 18 7
btw betweenness 24:56.814 7:45:25.904 19 13
btwA betweenness aproximace 6:51.216 1:50:31.412 19 12
wBtwA va´zˇeny´ betweenness aproximace 8:54.073 13:01:51.078 16 18
ic closeness vstupn´ı hrany 0:05.583 1:12:32.345 19 11
oc closeness vy´stupn´ı hrany 0:11.313 2:23:36.778 16 6
wic va´zˇeny´ closeness vstupn´ı hrany 1:14.054 33:44:56.355 18 15
naprostou linea´rn´ı za´vislost, ale prˇi rostouc´ı jedne´ promeˇnne´ druha´ promeˇnna´ klesa´.
Hodnota 0 znamena´ kompletn´ı na´hodnost cˇi neza´vislost mezi meˇrˇeny´mi promeˇnny´mi.
5.2 Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u
Tabulky B.1 a B.2 ukazuj´ı prvn´ıch 30 autor˚u v porˇad´ı podle metody H-index. Pro
kazˇde´ho autora je zobrazeno jeho umı´steˇn´ı podle vsˇech zbyly´ch implementovany´ch
metod. Posledn´ı rˇa´dek u kazˇde´ metody oznacˇuje soucˇet porˇad´ı uvedeny´ch trˇiceti
autor˚u. Stejna´ data jsou zobrazena v grafech 5.1 a 5.2 pro prvn´ıch 500 autor˚u
z nejveˇtsˇ´ı silneˇ spojite´ komponenty, kde porovna´va´me metody indegree, PageRank,
betweenness a closeness.
Vy´stupy programu, tj. jednotliva´ porˇad´ı autor˚u a jejich oceneˇn´ı jsou uvedeny
v prˇ´ıloze C, v sekci C.1 pro databa´zi DBLP a v sekci C.2 pro databa´zi CiteSeer.
Hodnoty u metody PageRank jsou v zˇebrˇ´ıcˇc´ıch transformova´ny z intervalu [0; 1]
na [0; |V |], protozˇe prˇi zaokrouhlen´ı na trˇi desetinna´ mı´sta jsou vsˇechny hodnoty
PageRanku zanedbatelneˇ male´.
1Nejveˇtsˇ´ı klika mezi prvn´ımi 20 autory DBLP
2Nejveˇtsˇ´ı klika mezi prvn´ımi 20 autory CiteSeer
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Obra´zek 5.1: Porˇad´ı prvn´ıch 500 autor˚u DBLP dle H-indexu z nejveˇtsˇ´ı silneˇ spojite´
komponenty
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Obra´zek 5.2: Porˇad´ı prvn´ıch 500 autor˚u CiteSeer dle H-indexu z nejveˇtsˇ´ı silneˇ
spojite´ komponenty
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5.3 Porovna´n´ı metod s oceneˇn´ımi
Pro zjiˇsteˇn´ı jestli se vy´sledky implementovany´ch metod shoduj´ı s uvedeny´mi oceneˇ-
n´ımi, pouzˇijeme metodu soucˇtu porˇad´ı oceneˇny´ch autor˚u, viz tab. 5.2. Pro kazˇde´
oceneˇn´ı a pro kazˇdou metodu secˇteme porˇad´ı vsˇech autor˚u, kterˇ´ı byli oceneˇni danou
cenou. Tuto jednoduchou mı´ru mu˚zˇeme porovnat pouze mezi jednotlivy´mi metodami
pro jedno oceneˇn´ı, ale ne mezi r˚uzny´mi oceneˇn´ımi pro jednu metodu. Jednodusˇe pro-
tozˇe naprˇ. Turingova cena je ve vy´sledc´ıch udeˇlena pouze neˇkolika autor˚um, z cˇehozˇ
plyne maly´ soucˇet porˇad´ı, kdezˇto velke´ mnozˇstv´ı autor˚u je cˇleny ACM Fellows, t´ım
pa´dem velky´ soucˇet porˇad´ı oceneˇny´ch.
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Tabulka 5.2: Soucˇty porˇad´ı oceneˇny´ch autor˚u pro DBLP
Codd ACM Fellows ISI HC Turing
hi 819 6 791 886 2 555 487 725 373
ideg 716 801 295 376 586 61 665
odeg 4 605 3 904 308 2 367 669 257 133
deg 741 1 077 282 525 324 84 191
wideg 571 802 148 374 344 61 757
wodeg 4 491 3 902 718 2 365 245 256 620
wdeg 692 1 065 801 511 523 82 652
pr 867 805 267 403 109 41 735
btw 796 828 571 399 720 70 342
btwA 821 1 024 010 428 133 68 996
wBtwA 567 1 057 788 473 146 77 168
ic1 805 63 753 34 004 1 384
oc1 6 607 129 810 59 701 4 098
wic1 512 73 729 38 045 1 482
Tabulka 5.3: Soucˇty porˇad´ı oceneˇny´ch autor˚u pro CiteSeer
Codd ACM Fellows ISI HC Turing
hi 174 280 10 388 626 5 679 672 1 071 346
ideg 46 997 11 345 011 6 812 044 1 013 904
odeg 153 490 19 741 913 13 189 294 1 883 554
deg 35 156 13 989 257 8 822 049 1 074 213
wideg 52 467 11 589 445 6 857 195 1 048 460
wodeg 134 992 19 751 885 12 877 820 1 829 697
wdeg 43 918 14 153 909 8 728 725 1 115 118
pr 81 704 11 469 485 6 426 334 938 757
btw 95 920 11 074 054 5 879 992 848 269
btwA 96 643 11 691 668 6 058 579 1 007 215
wBtwA 103 043 12 899 982 6 365 899 1 224 576
ic1 55 490 6 835 926 4 047 426 560 873
oc1 124 724 9 108 426 6 074 616 903 529
wic1 86 773 7 576 984 4 585 710 710 976
1Plat´ı pro nejveˇtsˇ´ı silneˇ spojitou komponentu
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5.4 Aproximace betweenness centrality
Vy´pocˇet betweenness je cˇasoveˇ nejna´rocˇneˇjˇs´ı ze vsˇech implementovany´ch metod. Pro
citacˇn´ı s´ıt’ autor˚u databa´ze DBLP nen´ı exaktn´ı vy´pocˇet proble´m, ale pro rozsa´hlou
s´ıt’ databa´ze CiteSeer je vy´pocˇet va´zˇene´ho betweenness cˇasoveˇ velmi na´rocˇny´ u´kol,
jak mu˚zˇeme nahle´dnout z doby beˇhu aproximovane´ho betweenness v tab. 5.1. Tab. 5.4
zna´zornˇuje Spearmanovy koeficienty korelace porˇad´ı autor˚u DBLP mezi exaktn´ım
betweenness a aproximovany´mi, kde velikost mnozˇiny vrchol˚u, kterou uvazˇujeme ve
vy´pocˇtu, je postupneˇ |V |
2
, |V |
4
, |V |
8
, . . ..
Tabulka 5.4: Tabulka Spearmano koeficient˚u korelace mezi exaktn´ım
a aproximovany´m betweenness pro DBLP
zlomek velikosti mnozˇiny V Spearmanova korelace doba beˇhu [min:sec.msec]
1 1.000 000 23:55.038
2 0.998 151 12:05.370
4 0.996 191 06:11.010
8 0.990 510 03:03.723
16 0.979 103 01:30.228
32 0.976 887 00:44.870
64 0.976 745 00:22.630
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V te´to kapitole se pokus´ıme prˇibl´ızˇit, procˇ jsou jednotlive´ metody vza´jemneˇ podobne´
a co naznacˇuje, zˇe skutecˇneˇ meˇrˇ´ıme vy´znamnost.
Pokud bychom v prakticky´ch aplikac´ıch chteˇli meˇrˇit vy´znamnost autor˚u nebo
obecneˇ uzl˚u v jake´koliv komplexn´ı s´ıti, metody zalozˇene´ na nejkratsˇ´ıch cesta´ch
neprˇipadaj´ı v u´vahu, jestlizˇe hled´ıme na cˇasovou na´rocˇnost. Ta se zvysˇuje i se
zvysˇuj´ıc´ı se hustotou grafu, viz doba beˇhu closeness pro DBLP a CiteSeer (tab. 5.1).
I pouzˇit´ı aproximac´ı, ktere´ vy´razneˇ urychl´ı vy´pocˇet, mu˚zˇe by´t stejneˇ nebo me´neˇ
prˇesne´ nezˇ pouzˇit´ı jine´ metody. V implementaci byla aproximova´na pouze centralita
betweenness, ale pro druhou na´rocˇnou metodu closeness byl zmı´neˇn aproximacˇn´ı
algoritmus. Protozˇe tato aproximace nebyla implementova´na a vyzkousˇena, nemu˚zˇeme
o n´ı poskytnout jaky´koliv za´veˇr.
Z cˇasove´ho hlediska je nejvy´hodneˇjˇs´ı pouzˇ´ıvat metody degree nebo eigenvector.
6.1 Podobnost vy´sledk˚u jednotlivy´ch metod
Mnozˇina autor˚u je pro obeˇ databa´ze veˇtsˇ´ı nezˇ 300 000. Pro promeˇnne´ o te´to velikosti
mu˚zˇeme uvazˇovat statistickou signifikanci Spearmanovo koeficientu porˇadove´ korelace
od hodnoty 0.01 a vy´sˇe [54]. Za´porne´ korelace by poukazovaly na opacˇne´ porˇad´ı,
ktere´ je nezˇa´douc´ı a korelace mensˇ´ı nezˇ 0.01 budeme povazˇovat za nevy´znamne´.
Vsˇechny korelace, tj. mezi vsˇemi porovna´vany´mi metodami pro obeˇ databa´ze
a pro obeˇ varianty (cely´ graf a nejveˇtsˇ´ı silneˇ spojita´ komponenta), vysˇly veˇtsˇ´ı nezˇ 0.1
s minimem 0.102 (pr - odeg) pro DBLP cely´ graf, 0.340 (pr - oc) pro DBLP nejveˇtsˇ´ı
silneˇ spojitou komponentu, 0.220 (pr - odeg) pro CiteSeer cely´ graf a 0.207 (pr - oc)
pro CiteSeer nejveˇtsˇ´ı silneˇ spojitou komponentu.
Protozˇe je eigenvector centralita rozsˇ´ıˇren´ım degree centrality (jednodusˇe rˇecˇeno
iterovany´ indegree), vskutku si povsˇimneme vysoky´ch korelac´ı mezi indegree a Page-
Rankem ve vsˇech cˇtyrˇech prˇ´ıpadech (0.909, 0.940, 0.954, 0.868).
Metody zalozˇene´ na nejkratsˇ´ıch cesta´ch intuitivneˇ rovneˇzˇ dosahuj´ı vysoky´ch
korelac´ı, prˇestozˇe je vy´znam odliˇsny´ (btw - ic, atd.)
H-index je zcela ocˇeka´vaneˇ podobneˇjˇs´ı vsˇem ostatn´ım metoda´m nezˇ odeg, wodeg
a oc, ktere´ nemaj´ı prˇ´ımo meˇrˇit vy´znamnost, ale pouka´zat na fakt, zˇe vy´znamn´ı autorˇi
nav´ıc maj´ı tendence ovlivnˇovat i jine´ autory t´ım, zˇe je cituj´ı. Prˇestozˇe nepatrˇ´ı do
metod centrality jako ostatn´ı metody, relativneˇ vysoka´ korelace s mı´rami centrality
poukazuje na jistou podobnost.
Obr. 5.1 a 5.2 vizua´lneˇ reprezentuj´ı tabulky B.2 a B.4 a na´zorneˇ ukazuj´ı podobnost
cˇtyrˇ za´kladn´ıch metod centrality mezi sebou a podobnost s metodou H-index.
Z vypocˇteny´ch signifikantn´ıch koeficient˚u korelac´ı si mu˚zˇeme dovolit tvrdit, zˇe
vsˇechny implementovane´ metody meˇrˇ´ı zhruba stejnou vlastnost - vy´znamnost, vyjma
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metod odeg, wodeg a oc, ktere´ se shoduj´ı s ostatn´ımi, jelikozˇ jsou sp´ıˇse d˚usledkem
vysoke´ vy´znamnosti autora.
Yan a Ding [54] rovneˇzˇ nacha´zeji vysokou korelaci mezi jednotlivy´mi mı´rami
centrality (degree, PageRank, closeness a betweenness) a pocˇtem citac´ı. V s´ıt´ıch
spolupra´ce pocˇet citac´ı meˇrˇ´ı kvalitu a vy´znamnost publikac´ı, kdezˇto centralita meˇrˇ´ı
jednak vy´znamnost publikac´ı, jednak vy´znamnost autora ve sve´m oboru. Degree
meˇrˇ´ı rozsah spolupra´ce autora, closeness meˇrˇ´ı autorovu pozici a virtua´ln´ı vzda´lenost
mezi ostatn´ımi ve sve´m oboru a betweenness meˇrˇ´ı d˚ulezˇitost autora prˇi vza´jemne´
komunikaci mezi autory v dane´m oboru [54].
6.2 Vliv vah na vy´sledky
Intuitivneˇ bychom ocˇeka´vali, zˇe metody na va´zˇene´ s´ıti (wideg, wodeg, wBtwA, wic)
budou vza´jemneˇ korelovat vy´sˇe nezˇ ekvivalentn´ı metody na neva´zˇene´ s´ıti (ideg, odeg,
btwA, ic). U DBLP naprˇ´ıklad dosahuje korelace mezi wBtwA a wideg (0.849), wodeg
(0.140) a wdeg (0.549) vy´sˇe nezˇ mezi wBtwaA a ideg (0.830), odeg (0.134) a deg
(0.529), viz tab. A.1. U vy´sledk˚u pro DBLP pro nejveˇtsˇ´ı silneˇ spojitou komponentu
(tab. A.2) dosta´va´me stejnou podobnost, tj. korelace mezi wBtwA a wideg (0.889),
wodeg (0.529) a wdeg (0.766) je vysˇsˇ´ı nezˇ mezi wBtwA a ideg (0.865), odeg (0.505)
a deg (0.753). Korelace mezi va´zˇeny´m closeness a va´zˇeny´m betweenness dominuj´ı nad
korelacemi mezi va´zˇeny´m betweenness a neva´zˇeny´m closeness a naopak, tj. korelace
mezi wic a wBtwA (0.930), wideg (0.887), wodeg (0.527) a wdeg (0.763) jsou vysˇsˇ´ı
nezˇ mezi wic a btwA (0.864), ideg (0.884), odeg (0.493) a deg (0.734). Mohli bychom
proto usoudit, zˇe vsˇechny vy´sledky jsou si podobneˇjˇs´ı, pokud se aplikuj´ı vy´hradneˇ
na va´zˇene´ s´ıti nebo vy´hradneˇ na neva´zˇene´ s´ıti, nezˇ pokud porovna´va´me va´zˇene´
s neva´zˇeny´mi.
Nemu˚zˇeme ale najisto tvrdit, zˇe metody pro va´zˇenou s´ıt’ jsou prˇesneˇjˇs´ı nezˇ metody
pro neva´zˇenou s´ıt’. Logicky by meˇly by´t va´zˇene´ metody prˇesneˇjˇs´ı, protozˇe pracuj´ı
s veˇtsˇ´ıch mnozˇstv´ım informace, ale protozˇe nen´ı vy´znamnost jednoznacˇneˇ definova´na,
nemu˚zˇeme tvrdit, ktera´ z variant je prˇesneˇjˇs´ı.
6.3 Vstupn´ı a vy´stupn´ı hrany
Prˇestozˇe vstupn´ı a vy´stupn´ı hrany maj´ı opacˇny´ vy´znam, existuje nezanedbatelna´
korelace mezi jejich interpretacemi
”
cituji“ a
”
jsem citova´n“, tzn. pokud je autor cˇasto
citova´n, pak je velka´ sˇance, zˇe za´rovenˇ cituje ostatn´ı autory. Korelace mezi metodami
ideg a odeg jsou jedny z nizˇsˇ´ıch mezi porovna´vany´mi (0.173, 0.509, 0.314, 0.484),
podobneˇ mezi wideg a wodeg (0.192, 0.557, 0.354, 0.528), ale nejsou nezanedbatelne´.
Metody odeg, wodeg a oc, ktere´ zastupuj´ı vy´stupn´ı hrany
”
cituji“, jsou sp´ıˇse
d˚usledkem vy´znamnosti autora nezˇ jej´ı prˇ´ıcˇinou. Pokud je autor dlouho ve sve´ branzˇi
a vybudoval si vy´znamnou pozici, pak mu˚zˇeme ocˇeka´vat, zˇe za´rovenˇ referencoval
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pra´ci mnoha jiny´ch autor˚u. Takovy´ autor ve sve´m oboru jizˇ z´ıskal pozici vy´znamne´ho
cˇlena a svy´mi hodnotny´mi citacemi ostatn´ıch prac´ı prˇisp´ıva´ na jejich vy´znamnosti.
Zaj´ımavy´m jevem je pouzˇit´ı vstupn´ıch a vy´stupn´ıch hran u closeness centrality
a jej´ıch varianta´ch. Zat´ımco u betweenness centrality prˇirozeneˇ pocˇ´ıta´me vy´stupn´ımi
hranami a z´ıska´me vysˇsˇ´ı korelace s metodami H-index, indegree, PageRank, nezˇ
s metodami outdegree nebo va´zˇeny´ outdegree, ktere´ intuitivneˇ ani objektivneˇ nemeˇrˇ´ı
vy´znamnost autora (rozd´ıl mezi
”
cituji“ u outdegree a
”
jsem citova´n“ u ostatn´ıch, tj.
H-index, indegree, PageRank), u closeness centrality z´ıska´me vysˇsˇ´ı korelace naopak
prˇi pouzˇit´ı vstupn´ıch hran namı´sto vy´stupn´ıch.
6.4 Vy´znamn´ı autorˇi
Pro databa´zi DBLP se bezkonkurencˇneˇ ve veˇtsˇineˇ metod nejvy´sˇe umı´stil Michael
Stonebraker (tab. B.1 a B.2 a prˇ´ıloha C) z databa´zovy´ch syste´mu˚, ktery´ byl jako
prvn´ı oceneˇn cenou SIGMOD Edgar F. Codd, je cˇlenem ACM Fellows a mimo jine´
drzˇ´ı oceneˇn´ı IEEE John von Neumann Medal a byl zvolen cˇlenem NAE (National
Academy of Engineering).
U databa´ze CiteSeer je jedn´ım z nejvy´sˇe umı´steˇny´ch autor˚u profesor informatiky
na univerziteˇ UC Berkeley Scott Shenker (tab. B.3 a B.4 a prˇ´ıloha C), ktery´ je take´
cˇlenem ACM Fellows a NAE. Podle Microsoft Academic Search se jedna´ o nejv´ıce
citovane´ho autora v informatice [13].
Obecneˇ se na prvn´ıch pozic´ıch v prˇ´ıpadeˇ obou databa´z´ı umı´stili na prvn´ıch
prˇ´ıcˇka´ch autorˇi, kterˇ´ı byli oceneˇni cenou SIGMOD Edgar F. Codd. Jedna´ se v´ıce
o vy´sledky u DBLP, ale u CiteSeer jsou take´ hojneˇ zasoupeni.
V CiteSeer je v zˇebrˇ´ıcˇc´ıch spousta
”
autor˚u“, kterˇ´ı pouze zp˚usobuj´ı sˇum ve
vy´sledc´ıch (SENIOR MEMBER, STUDENT MEMBER, PH. D, PROF DR, atd.),
ale umist’uj´ı se na vysoky´ch pozic´ıch prˇeva´zˇneˇ v metoda´ch odeg, wodeg, oc, ktere´
nepovazˇujeme za prˇ´ıme´ indika´tory vy´znamnosti.
6.5 Porovna´n´ı vy´sledk˚u s oceneˇn´ımi
Tab. 5.2 pro DBLP a tab. 5.3 pro CiteSeer srovna´vaj´ı jednotlive´ metody s oceneˇn´ımi
tak, zˇe mensˇ´ı hodnota znamena´ v´ıce oceneˇny´ch autor˚u na lepsˇ´ıch pozic´ıch. Vsˇechny
metody se prˇiblizˇneˇ v hodnota´ch shoduj´ı, vyjma metod odeg, wodeg a oc. Tyto
metody ukazuj´ı na vy´znamnost autora, ale jsou v´ıce d˚usledkem nezˇ prˇ´ıcˇinou. Mu˚zˇeme
je pouzˇ´ıt ke srovna´n´ı ostatn´ıch metod, ktere´ maj´ı obecneˇ nizˇsˇ´ı hodnotu soucˇtu
oceneˇny´ch pozic, a zna´zornˇuj´ı veˇtsˇ´ı shodu s oceneˇn´ımi.
V zˇebrˇ´ıcˇc´ıch nejvy´znamneˇjˇs´ıch autor˚u jednotlivy´ch implementovany´ch metod
(prˇ´ıloha C) si povsˇimneme koncentraci oceneˇn´ı na vysˇsˇ´ıch pozic´ıch. Zejme´na u data-
ba´ze DBLP a oceneˇn´ı ACM SIGMOD Edgar F. Codd Innovations Award (Codd),
protozˇe DBLP je databa´ze autor˚u se zameˇrˇen´ım na databa´zove´ syste´my a oceneˇn´ı
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ACM SIGMOD Edgar F. Codd Innovations Award je rovneˇzˇ z oblasti databa´z´ı
a databa´zovy´ch syste´mu˚. Rovneˇzˇ podle tab. 5.2 pro DBLP a tab. 5.3 pro CiteSeer
jsou soucˇty porˇad´ı oceneˇny´ch autor˚u nejnizˇsˇ´ı pro oceneˇn´ı Codd.
Srovna´n´ı s Turingovo cenou (tab. 5.2 a 5.3) bychom ani nemeˇli pouzˇ´ıvat pro
objektivn´ı za´veˇr, protozˇe v databa´z´ıch DBLP a CiteSeer je autor˚u, kterˇ´ı j´ı byli
oceneˇni, minimum. ACM Fellows je na druhou stranu hojneˇ zastoupena mezi autory
DBLP a CiteSeer, a proto ji s konfidenc´ı mu˚zˇeme pouzˇ´ıt jako referenci pro nasˇe
pozorova´n´ı.
Obecneˇ nemu˚zˇeme udeˇlat za´veˇr prˇi porovna´n´ı jednotlivy´ch implementovany´ch
metod s pouzˇity´mi cˇtyrˇmi oceneˇn´ımi, protozˇe ani jedna metoda nen´ı ostrˇe dominantn´ı
nad ostatn´ımi. Nejbl´ızˇe je oceneˇn´ım Codd a ACM Fellows podobna´ metoda ideg,
wideg a pr. Pro oceneˇn´ı ISI Highly Cited se nejle´pe umist’uj´ı hi, ideg a btw.
6.6 Aproximace betweenness
Jednoducha´ linea´rn´ı extrapolace u aproximace betweenness centrality se zda´ by´t
dostatecˇneˇ prˇesnou, pokud zmensˇujeme velikost mnozˇiny vrchol˚u, se kterou pracuje
Brandes˚uv algoritmus.
Zcela ocˇeka´vaneˇ dosta´va´me vysoke´ korelace mezi exaktn´ım a aproximovany´m
betweenness a mezi metodami a jejich alternativami pro va´zˇenou s´ıt’ (btwA - wBtwA,
deg - wdeg, apod.), viz tab. A.1, A.2, A.3, A.4. Exaktn´ı betweenness se rovneˇzˇ
shoduje (korelace > 0.9) s aproximacemi, kde pouzˇ´ıva´me r˚uzne´ velikosti mnozˇiny
vrchol˚u (tab. 5.4).
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Socia´ln´ı s´ıteˇ jsou z velke´ cˇa´sti zodpoveˇdne´ za rapidn´ı internetovou globalizaci posledn´ı
doby. Nejveˇtsˇ´ı pod´ıl patrˇ´ı teˇm nejvy´znamneˇjˇs´ım osoba´m, ktere´ spoj´ı mensˇ´ı d´ıly s´ıteˇ
dohromady. Podobneˇ u dopravn´ıch s´ıt´ı se setka´me s kl´ıcˇovy´mi dopravn´ımi uzly, kam
se lide´ a zbozˇ´ı prˇepravuj´ı kv˚uli vy´hodneˇjˇs´ım spoj˚um do vzda´leneˇjˇs´ıch destinac´ı. Jako
prˇ´ıklad citacˇn´ıch s´ıt´ı by mezi veˇdecky´mi pracemi do jiste´ mı´ry koloval chaos a autorˇi
by nena´sledovali pra´ci prˇedchoz´ıch, neby´t vy´znamny´ch jedinc˚u, kterˇ´ı svy´m d´ılem
ovlivnˇuj´ı cely´ sv˚uj obor.
V te´to pra´ci jsme prozkoumali nejzna´meˇjˇs´ı mı´ry centrality a bibliografickou
metodu H-index, na za´kladeˇ ktery´ch jsme vytvorˇili knihovnu pro analy´zu citacˇn´ıch s´ıt´ı.
Pouka´zali jsme na mozˇne´ proble´my prˇi implementaci neˇktery´ch metod a analyzovali
metody pro z´ıska´n´ı nejkratsˇ´ıch cest v obecne´m nebo specializovane´m grafu. Pro
vsˇechny vy´pocˇty byl pouzˇit Dijkstr˚uv algoritmus, protozˇe citacˇn´ı s´ıt’ autor˚u splnˇuje
krite´ria pro jeho nasazen´ı. Pokud bychom prova´deˇli podobnou analy´zu na citacˇn´ı s´ıti
publikac´ı, mohli bychom pouzˇ´ıt jesˇteˇ rychlejˇs´ı algoritmus pro nalezen´ı nejkratsˇ´ıch cest
zalozˇeny´ na topologicke´m serˇazen´ı grafu, protozˇe citacˇn´ı s´ıt’ publikac´ı je prˇ´ıpadem
orientovane´ho acyklicke´ho grafu (directed acyclic graph), na ktery´ lze tuto metodu
pouzˇ´ıt.
Na´sledna´ analy´za citacˇn´ıch s´ıt´ı autor˚u vytvorˇeny´ch z databa´z´ı DBLP a CiteSeer
uka´zala podobnost jednotlivy´ch implementovany´ch metod a potvrdila ocˇeka´vane´
jevy jako odliˇsnost metod vyuzˇ´ıvaj´ıc´ıch vy´stupn´ı hrany, jelikozˇ tyto metody neberou
v potaz vliv ostatn´ıch autor˚u na dane´ho autora, ale meˇrˇ´ı pouze prˇ´ıspeˇvek vlivu, ktery´
dany´ autor odevzda´ zpeˇt do s´ıteˇ. Jiny´m pozoruhodny´m zjiˇsteˇn´ım byl rozd´ıl mezi
orientac´ı hran prˇi pouzˇit´ı metody closeness a betweenness, kde prvn´ı dosahovala
lepsˇ´ıch vy´sledk˚u prˇi pouzˇit´ı vstupn´ıch hran a druha´ prˇi pouzˇit´ı hran vy´stupn´ıch.
Tento jev se na´m kromeˇ pozorova´n´ı nepodarˇilo vysveˇtlit.
Da´le jsme uka´zali dostatecˇnou prˇesnost aproximace vy´pocˇtu betweenness centra-
lity pomoc´ı linea´rn´ı extrapolace a pouzˇili j´ı pro vy´pocˇet betweenness centrality pro
va´zˇenou citacˇn´ı s´ıt’ autor˚u u obou databa´z´ı.
Acˇkoli kazˇda´ z analyzovany´ch metod meˇrˇ´ı do jiste´ mı´ry vy´znamnost autora,
sta´le kazˇda´ z nich ma´ prˇesneˇjˇs´ı interpretaci, kterou splnˇuje v´ıce (degree meˇrˇ´ı rozsah
spolupra´ce autora, closeness autorovu pozici a virtua´ln´ı vzda´lenost mezi ostatn´ımi
ve sve´m oboru a betweenness meˇrˇ´ı d˚ulezˇitost autora prˇi vza´jemne´ komunikaci mezi
autory v dane´m oboru [54]). Pokud by na´m bylo lhostejne´, ktera´ metoda nejbl´ızˇe meˇrˇ´ı
pravou vy´znamnost, mohli bychom se rozhodovat podle jiny´ch vlastnost´ı jako naprˇ.
doba beˇhu, protozˇe v prakticky´ch aplikac´ıch mu˚zˇeme pozˇadovat vy´pocˇty v omezene´m
cˇase nebo vy´pocˇty v rea´lne´m cˇase. V takove´m prˇ´ıpadeˇ by bylo nejvy´hodneˇjˇs´ı pouzˇ´ıt
metodu indegree nebo PageRank.
Prˇestozˇe jsme prozkoumali nemale´ mnozˇstv´ı r˚uzny´ch metod pro meˇrˇen´ı vy´znam-
nosti, sta´le se jedna´ o nejzna´meˇjˇs´ı mı´ry centrality a jejich variace. V kontextu analy´zy
37
Za´veˇr
s´ıt´ı existuje v´ıce metod meˇrˇ´ıc´ıch centralitu (Katz centrality [31], Bonacich alpha
centrality [7], Information centrality [47], atd.) a v bibliograficky´ch metoda´ch jine´
metody pro zjiˇsteˇn´ı vy´znamnosti nebo produktivity autor˚u. Neˇktere´ z teˇchto metod
jsme prozkoumali a shledali nevhodny´mi pro nasˇe u´cˇely, ale navazuj´ıc´ı pra´ce v te´to
oblasti by mohla prˇi mozˇny´ch u´prava´ch tyto metody implementovat a analyzovat
pro stejne´ s´ıteˇ jako zde.
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A Tabulky korelac´ı
V prˇ´ıloze A se nacha´z´ı tabulky korelac´ı mezi umı´steˇn´ımi autor˚u podle jednotlivy´ch
implementovany´ch metod. Zkratky metod nalezneme v tabulce 5.1.
Tabulka A.1: Tabulka korelac´ı pro neizolovane´ uzly pro DBLP
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Tabulka A.2: Tabulka korelac´ı pro hlavn´ı komponentu pro DBLP. Zahrnuty i variace
closeness
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Tabulka A.3: Tabulka korelac´ı pro neizolovane´ uzly pro CiteSeer
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Tabulka A.4: Tabulka korelac´ı pro hlavn´ı komponentu pro CiteSeer. Zahrnuty
i variace closeness
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Porovna´n´ı porˇad´ı implementovany´ch metod B.1. DBLP
Tabulka B.1: Top 30 autor˚u DBLP podle H-indexu a porˇad´ı podle ostatn´ıch metod
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Porovna´n´ı porˇad´ı implementovany´ch metod B.1. DBLP
Tabulka B.2: Top 30 autor˚u nejveˇtsˇ´ı komponenty DBLP podle H-indexu a porˇad´ı
podle ostatn´ıch metod
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Porovna´n´ı porˇad´ı implementovany´ch metod B.2. CITESEER
B.2 CiteSeer
Tabulka B.3: Top 30 autor˚u CiteSeer podle H-indexu a porˇad´ı podle ostatn´ıch metod
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Porovna´n´ı porˇad´ı implementovany´ch metod B.2. CITESEER
Tabulka B.4: Top 30 autor˚u nejveˇtsˇ´ı komponenty CiteSeer podle H-indexu a porˇad´ı
podle ostatn´ıch metod
h
i
id
eg
o
d
eg
d
eg
w
id
eg
w
o
d
eg
w
d
eg
p
r
b
tw
b
tw
A
w
B
tw
A
ic
o
c
w
ic
S
C
O
T
T
S
H
E
N
K
E
R
1
2
2
9
4
1
1
0
2
7
2
2
3
3
1
0
4
1
D
E
B
O
R
A
H
E
S
T
R
IN
2
7
3
5
7
3
8
4
1
5
9
9
2
8
3
5
4
K
E
N
K
E
N
N
E
D
Y
3
4
1
4
0
4
5
3
2
1
2
4
4
2
5
4
1
2
0
2
1
1
8
3
7
9
1
2
7
2
4
2
6
D
O
U
G
L
A
S
C
.
S
C
H
M
ID
T
4
1
0
0
9
2
7
4
2
5
4
1
3
3
1
9
1
0
3
4
9
7
9
1
1
0
6
2
3
5
8
9
1
2
6
1
D
O
N
T
O
W
S
L
E
Y
5
1
3
1
1
1
0
8
5
5
5
2
1
6
1
5
1
2
2
6
2
1
1
5
H
E
C
T
O
R
G
A
R
C
IA
-M
O
L
IN
A
6
1
4
1
7
1
4
1
5
1
8
1
5
5
9
3
9
4
1
2
1
9
5
9
2
9
T
H
O
M
A
S
A
.
H
E
N
Z
IN
G
E
R
7
4
3
2
7
5
4
7
1
3
2
6
1
4
8
7
9
7
9
4
5
5
9
2
9
2
0
1
9
1
J
E
N
N
IF
E
R
W
ID
O
M
8
1
5
1
0
9
1
6
9
4
3
1
2
4
3
8
8
1
8
2
0
3
7
5
2
7
R
A
K
E
S
H
A
G
R
A
W
A
L
9
1
0
3
9
8
1
5
4
5
3
4
1
0
1
4
2
3
2
4
3
9
6
1
2
7
1
8
M
.
F
R
A
N
S
K
A
A
S
H
O
E
K
1
0
6
1
8
6
6
2
3
8
3
8
1
1
9
4
2
4
4
6
H
U
I
Z
H
A
N
G
1
1
2
2
1
6
3
2
3
2
2
1
5
3
2
4
5
5
2
5
2
5
1
4
3
6
2
4
2
1
3
W
IL
L
Y
Z
W
A
E
N
E
P
O
E
L
1
2
2
0
5
4
1
8
1
4
4
6
1
7
1
0
0
1
3
6
1
4
7
4
9
4
9
3
7
7
6
2
L
U
C
A
C
A
R
D
E
L
L
I
1
3
5
8
1
7
9
8
1
0
1
6
7
1
5
3
2
1
3
4
5
0
1
0
1
1
0
0
1
0
4
1
7
0
1
7
5
8
1
1
5
0
IA
N
F
O
S
T
E
R
1
4
1
2
2
1
1
3
7
1
5
6
7
0
4
5
4
4
7
6
1
7
1
4
7
9
6
S
A
L
L
Y
F
L
O
Y
D
1
5
5
5
2
0
9
2
2
9
3
7
9
6
5
5
1
3
6
3
8
2
S
E
R
G
E
A
B
IT
E
B
O
U
L
1
6
5
0
6
3
6
6
4
2
3
1
6
5
2
6
1
0
7
1
8
1
8
4
1
6
2
1
4
9
1
4
3
S
E
N
IO
R
M
E
M
B
E
R
1
7
1
1
1
1
2
1
1
4
3
3
1
7
1
1
2
3
6
M
O
N
I
N
A
O
R
1
8
8
9
2
3
1
9
0
3
8
6
5
3
4
9
3
6
6
6
5
1
7
7
7
2
9
3
9
1
1
1
B
A
R
T
S
E
L
M
A
N
1
9
8
2
1
0
8
9
1
1
9
3
1
8
1
3
5
9
1
1
5
2
6
2
7
1
9
3
5
7
1
6
0
4
2
3
2
D
A
V
ID
J
.
D
E
W
IT
T
2
0
3
5
6
4
0
4
8
2
8
7
1
9
5
2
2
7
1
5
8
1
7
0
2
7
4
4
6
1
1
4
7
7
3
S
E
B
A
S
T
IA
N
T
H
R
U
N
2
1
7
5
4
9
5
4
3
2
6
1
8
1
7
8
1
3
0
1
3
5
1
6
8
1
0
8
3
0
4
3
2
O
R
E
N
E
T
Z
IO
N
I
2
2
7
2
1
1
0
6
2
9
7
3
5
1
1
2
2
1
5
0
3
6
3
5
1
6
2
3
0
1
4
2
2
6
8
D
A
P
H
N
E
K
O
L
L
E
R
2
3
1
3
7
1
0
1
1
0
0
9
9
1
3
1
9
4
2
3
0
2
9
3
1
1
2
0
3
7
1
1
4
1
2
9
R
A
J
E
E
V
A
L
U
R
2
4
7
4
3
1
2
8
0
2
9
1
0
2
2
9
1
4
4
1
9
0
1
8
6
6
4
1
7
7
2
8
2
2
3
5
H
A
R
I
B
A
L
A
K
R
IS
H
N
A
N
2
5
9
2
3
8
1
0
1
4
9
5
7
7
7
8
7
1
5
5
7
R
O
B
E
R
T
H
A
R
P
E
R
2
6
3
6
6
3
0
6
2
7
3
1
1
8
7
4
8
6
5
3
4
2
1
7
5
2
1
3
6
8
1
4
4
5
4
8
5
3
7
3
2
M
A
U
R
IZ
IO
L
E
N
Z
E
R
IN
I
2
7
6
9
8
6
7
9
5
6
7
1
2
4
4
0
6
9
1
3
7
2
3
5
4
9
3
4
6
9
1
9
7
1
9
5
5
1
6
1
0
3
8
5
O
D
E
D
G
O
L
D
R
E
IC
H
2
8
4
6
7
1
0
3
1
4
8
0
1
0
0
7
3
7
7
2
8
6
1
0
6
7
1
1
0
9
1
9
8
4
7
9
3
9
3
6
1
5
5
M
A
R
K
D
.
H
IL
L
2
9
9
6
2
1
1
9
4
8
9
1
7
4
9
5
1
8
1
3
2
0
3
2
4
3
5
8
1
0
7
3
7
6
2
1
1
H
E
N
R
Y
M
.
L
E
V
Y
3
0
2
6
5
9
2
2
4
5
1
1
4
4
4
5
6
1
3
2
1
3
7
2
1
2
4
1
4
9
4
7
6
su
m
a
4
6
5
2
6
4
5
9
4
2
2
2
4
7
2
1
0
9
2
5
7
9
6
1
1
1
1
4
4
9
3
9
4
6
8
9
3
6
7
5
6
3
6
4
3
0
0
1
9
5
8
2
6
6
2
6
51
C Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u
Prˇ´ıloha C obsahuje tabulky pro kazˇdou implementovanou metodu s prvn´ımi trˇiceti
autory a vyznacˇeny´mi oceneˇn´ımi (Codd - ACM SIGMOD Edgar F. Codd Innovations
Award, Fellows - ACM Fellows, Turing - ACM A.M. Turing Award, ISI - ISI Highly
Cited highlighted), pokud ji autor obdrzˇel. Zkratky metod nalezneme v tabulce 5.1.
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.1. DBLP
C.1 DBLP
Tabulka C.1: Top 30 autor˚u podle metody hi
Autor hi Turing Codd Fellows ISI
1 MICHAEL STONEBRAKER 27.000 • •
2 DAVID J. DEWITT 25.000 • •
3 JEFFREY D. ULLMAN 24.000 •
4 PHILIP A. BERNSTEIN 21.000 •
5 RAKESH AGRAWAL 20.000 •
6 WON KIM 20.000
7 CATRIEL BEERI 20.000 • •
8 UMESHWAR DAYAL 20.000 •
9 SERGE ABITEBOUL 19.000 • • •
10 YEHOSHUA SAGIV 19.000
11 MICHAEL J. CAREY 19.000 •
12 CHRISTOS FALOUTSOS 19.000
13 NATHAN GOODMAN 18.000
14 JIM GRAY 18.000 •
15 JEFFREY F. NAUGHTON 18.000
16 HECTOR GARCIA-MOLINA 18.000 •
17 RONALD FAGIN 18.000 • • •
18 DAVID MAIER 17.000 •
19 HAMID PIRAHESH 17.000 •
20 RAGHU RAMAKRISHNAN 17.000
21 BRUCE G. LINDSAY 17.000
22 JENNIFER WIDOM 17.000 • •
23 C. MOHAN 16.000 •
24 YANNIS E. IOANNIDIS 16.000
25 RAYMOND A. LORIE 16.000
26 SHAMKANT B. NAVATHE 15.000
27 RICHARD HULL 15.000 •
28 FRANCCEDILOIS BANCILHON 15.000
29 ARIE SHOSHANI 15.000
30 ALBERTO O. MENDELZON 15.000
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.1. DBLP
Tabulka C.2: Top 30 autor˚u podle metody ideg
Autor ideg Turing Codd Fellows ISI
1 MICHAEL STONEBRAKER 1909.000 • •
2 DAVID J. DEWITT 1484.000 • •
3 JIM GRAY 1400.000 •
4 RAYMOND A. LORIE 1276.000
5 JEFFREY D. ULLMAN 1180.000 •
6 WON KIM 1146.000
7 PHILIP A. BERNSTEIN 1145.000 •
8 E. F. CODD 1110.000 •
9 MICHAEL J. CAREY 1110.000 •
10 UMESHWAR DAYAL 1076.000 •
11 HECTOR GARCIA-MOLINA 1020.000 •
12 DAVID MAIER 1017.000 •
13 DONALD D. CHAMBERLIN 966.000 • •
14 RAKESH AGRAWAL 907.000 •
15 PETER P. CHEN 906.000
16 SERGE ABITEBOUL 848.000 • • •
17 KAPALI P. ESWARAN 847.000
18 MORTON M. ASTRAHAN 846.000
19 FRANCCEDILOIS BANCILHON 840.000
20 NATHAN GOODMAN 819.000
21 BRUCE G. LINDSAY 806.000
22 HAMID PIRAHESH 803.000 •
23 IRVING L. TRAIGER 785.000 •
24 EUGENE WONG 762.000
25 JEFFREY F. NAUGHTON 729.000
26 JENNIFER WIDOM 727.000 • •
27 RAGHU RAMAKRISHNAN 724.000
28 CATRIEL BEERI 722.000 • •
29 NICK ROUSSOPOULOS 702.000
30 SHAMKANT B. NAVATHE 694.000
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.1. DBLP
Tabulka C.3: Top 30 autor˚u podle metody odeg
Autor odeg Turing Codd Fellows ISI
1 GERHARD WEIKUM 872.000 •
2 HECTOR GARCIA-MOLINA 856.000 •
3 RAKESH AGRAWAL 761.000 •
4 MICHAEL J. CAREY 758.000 •
5 DAVID J. DEWITT 758.000 • •
6 H. V. JAGADISH 717.000 •
7 MICHAEL STONEBRAKER 677.000 • •
8 RAGHU RAMAKRISHNAN 652.000
9 YANNIS E. IOANNIDIS 649.000
10 ABRAHAM SILBERSCHATZ 636.000
11 ELISA BERTINO 635.000 •
12 SHAMKANT B. NAVATHE 629.000
13 PHILIP S. YU 622.000
14 STEFANO CERI 611.000
15 CHRISTOS FALOUTSOS 607.000
16 MATTHIAS JARKE 586.000
17 GULTEKIN OUMLZSOYOGLU 582.000
18 SERGE ABITEBOUL 575.000 • • •
19 NICK ROUSSOPOULOS 568.000
20 MIRON LIVNY 559.000
21 STANLEY Y. W. SU 558.000
22 HANS-JOUMLRG SCHEK 557.000 •
23 PATRICK VALDURIEZ 547.000
24 GOETZ GRAEFE 546.000
25 CLEMENT T. YU 542.000
26 RICHARD HULL 537.000 •
27 MICHAEL J. FRANKLIN 526.000
28 RICHARD T. SNODGRASS 513.000 •
29 JENNIFER WIDOM 510.000 • •
30 DENNIS SHASHA 508.000
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.1. DBLP
Tabulka C.4: Top 30 autor˚u podle metody deg
Autor deg Turing Codd Fellows ISI
1 MICHAEL STONEBRAKER 2586.000 • •
2 DAVID J. DEWITT 2242.000 • •
3 HECTOR GARCIA-MOLINA 1876.000 •
4 MICHAEL J. CAREY 1868.000 •
5 RAKESH AGRAWAL 1668.000 •
6 WON KIM 1626.000
7 JIM GRAY 1582.000 •
8 UMESHWAR DAYAL 1562.000 •
9 JEFFREY D. ULLMAN 1554.000 •
10 PHILIP A. BERNSTEIN 1440.000 •
11 SERGE ABITEBOUL 1423.000 • • •
12 H. V. JAGADISH 1411.000 •
13 RAGHU RAMAKRISHNAN 1376.000
14 RAYMOND A. LORIE 1364.000
15 DAVID MAIER 1357.000 •
16 SHAMKANT B. NAVATHE 1323.000
17 HAMID PIRAHESH 1302.000 •
18 BRUCE G. LINDSAY 1287.000
19 ABRAHAM SILBERSCHATZ 1287.000
20 GERHARD WEIKUM 1280.000 •
21 NICK ROUSSOPOULOS 1270.000
22 CHRISTOS FALOUTSOS 1264.000
23 JENNIFER WIDOM 1237.000 • •
24 JEFFREY F. NAUGHTON 1216.000
25 STEFANO CERI 1214.000
26 PATRICK VALDURIEZ 1192.000
27 NATHAN GOODMAN 1184.000
28 DONALD D. CHAMBERLIN 1181.000 • •
29 YANNIS E. IOANNIDIS 1179.000
30 MIRON LIVNY 1178.000
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.1. DBLP
Tabulka C.5: Top 30 autor˚u podle metody wideg
Autor wideg Turing Codd Fellows ISI
1 MICHAEL STONEBRAKER 5946.000 • •
2 DAVID J. DEWITT 5733.000 • •
3 JEFFREY D. ULLMAN 4429.000 •
4 JIM GRAY 3982.000 •
5 MICHAEL J. CAREY 3583.000 •
6 RAYMOND A. LORIE 3501.000
7 HECTOR GARCIA-MOLINA 3275.000 •
8 PHILIP A. BERNSTEIN 3225.000 •
9 SERGE ABITEBOUL 3177.000 • • •
10 RAKESH AGRAWAL 3152.000 •
11 WON KIM 2993.000
12 DAVID MAIER 2772.000 •
13 E. F. CODD 2736.000 •
14 YEHOSHUA SAGIV 2575.000
15 CATRIEL BEERI 2491.000 • •
16 UMESHWAR DAYAL 2465.000 •
17 RAGHU RAMAKRISHNAN 2426.000
18 CHRISTOS FALOUTSOS 2413.000
19 JENNIFER WIDOM 2354.000 • •
20 DONALD D. CHAMBERLIN 2269.000 • •
21 FRANCCEDILOIS BANCILHON 2264.000
22 JEFFREY F. NAUGHTON 2186.000
23 NATHAN GOODMAN 2176.000
24 HAMID PIRAHESH 2135.000 •
25 BRUCE G. LINDSAY 2013.000
26 MORTON M. ASTRAHAN 1985.000
27 IRVING L. TRAIGER 1820.000 •
28 ABRAHAM SILBERSCHATZ 1791.000
29 RONALD FAGIN 1773.000 • • •
30 EUGENE WONG 1764.000
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.1. DBLP
Tabulka C.6: Top 30 autor˚u podle metody wodeg
Autor wodeg Turing Codd Fellows ISI
1 MICHAEL J. CAREY 3239.000 •
2 GERHARD WEIKUM 3071.000 •
3 DAVID J. DEWITT 2818.000 • •
4 PHILIP S. YU 2614.000
5 HECTOR GARCIA-MOLINA 2512.000 •
6 MICHAEL STONEBRAKER 2316.000 • •
7 SERGE ABITEBOUL 2297.000 • • •
8 H. V. JAGADISH 2263.000 •
9 RAKESH AGRAWAL 2240.000 •
10 RAGHU RAMAKRISHNAN 2059.000
11 CHRISTOS FALOUTSOS 2042.000
12 WON KIM 1902.000
13 ABRAHAM SILBERSCHATZ 1867.000
14 MIRON LIVNY 1806.000
15 GOETZ GRAEFE 1789.000
16 STEFANO CERI 1775.000
17 YANNIS E. IOANNIDIS 1775.000
18 RICHARD HULL 1692.000 •
19 HAMID PIRAHESH 1685.000 •
20 HANS-JOUMLRG SCHEK 1661.000 •
21 STANLEY Y. W. SU 1651.000
22 CLEMENT T. YU 1630.000
23 JEFFREY F. NAUGHTON 1587.000
24 RICHARD T. SNODGRASS 1558.000 •
25 SHAMKANT B. NAVATHE 1538.000
26 ELISA BERTINO 1500.000 •
27 ALON Y. LEVY 1487.000
28 MICHAEL J. FRANKLIN 1454.000
29 NICK ROUSSOPOULOS 1406.000
30 JENNIFER WIDOM 1396.000 • •
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.1. DBLP
Tabulka C.7: Top 30 autor˚u podle metody wdeg
Autor wdeg Turing Codd Fellows ISI
1 DAVID J. DEWITT 8551.000 • •
2 MICHAEL STONEBRAKER 8262.000 • •
3 MICHAEL J. CAREY 6822.000 •
4 HECTOR GARCIA-MOLINA 5787.000 •
5 JEFFREY D. ULLMAN 5643.000 •
6 SERGE ABITEBOUL 5474.000 • • •
7 RAKESH AGRAWAL 5392.000 •
8 WON KIM 4895.000
9 RAGHU RAMAKRISHNAN 4485.000
10 CHRISTOS FALOUTSOS 4455.000
11 JIM GRAY 4374.000 •
12 GERHARD WEIKUM 4193.000 •
13 PHILIP A. BERNSTEIN 4091.000 •
14 H. V. JAGADISH 3991.000 •
15 HAMID PIRAHESH 3820.000 •
16 UMESHWAR DAYAL 3778.000 •
17 JEFFREY F. NAUGHTON 3773.000
18 PHILIP S. YU 3765.000
19 JENNIFER WIDOM 3750.000 • •
20 RAYMOND A. LORIE 3723.000
21 YEHOSHUA SAGIV 3672.000
22 ABRAHAM SILBERSCHATZ 3658.000
23 DAVID MAIER 3657.000 •
24 CATRIEL BEERI 3621.000 • •
25 YANNIS E. IOANNIDIS 3470.000
26 RICHARD HULL 3451.000 •
27 NATHAN GOODMAN 3399.000
28 MIRON LIVNY 3374.000
29 BRUCE G. LINDSAY 3371.000
30 GOETZ GRAEFE 3265.000
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.1. DBLP
Tabulka C.8: Top 30 autor˚u podle metody pr
Autor pr Turing Codd Fellows ISI
1 E. F. CODD 179.324 •
2 MICHAEL STONEBRAKER 137.371 • •
3 JIM GRAY 115.364 •
4 DONALD D. CHAMBERLIN 114.010 • •
5 RAYMOND A. LORIE 107.204
6 PHILIP A. BERNSTEIN 99.575 •
7 MORTON M. ASTRAHAN 87.673
8 KAPALI P. ESWARAN 87.167
9 PETER P. CHEN 84.098
10 IRVING L. TRAIGER 79.313 •
11 JOHN MILES SMITH 78.833
12 JEFFREY D. ULLMAN 74.323 •
13 EUGENE WONG 68.319
14 DAVID J. DEWITT 67.701 • •
15 MIKE W. BLASGEN 62.185
16 GIANFRANCO R. PUTZOLU 61.585
17 BRADFORD W. WADE 60.731
18 RUDOLF BAYER 60.706 •
19 JAMES W. MEHL 58.499
20 PATRICIA P. GRIFFITHS 58.215
21 WON KIM 57.946
22 W. FRANK KING III 57.169
23 NATHAN GOODMAN 56.791
24 PAUL R. MCJONES 55.967 •
25 RONALD FAGIN 54.766 • • •
26 RAYMOND F. BOYCE 54.475
27 UMESHWAR DAYAL 54.099 •
28 DIANE C. P. SMITH 53.677
29 VERA WATSON 53.085
30 MICHAEL HAMMER 52.687
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.1. DBLP
Tabulka C.9: Top 30 autor˚u podle metody btw
Autor btw Turing Codd Fellows ISI
1 PHILIP A. BERNSTEIN 62655703.293 •
2 MICHAEL STONEBRAKER 61738362.921 • •
3 DAVID J. DEWITT 60335509.092 • •
4 JIM GRAY 58452724.132 •
5 UMESHWAR DAYAL 58105048.655 •
6 RAYMOND A. LORIE 57606842.228
7 DONALD D. CHAMBERLIN 57435250.431 • •
8 MICHAEL J. CAREY 56191915.811 •
9 JEFFREY D. ULLMAN 56098986.122 •
10 KAPALI P. ESWARAN 55953909.624
11 E. F. CODD 55595773.178 •
12 WON KIM 55485910.707
13 MORTON M. ASTRAHAN 53967137.730
14 DAVID MAIER 53884993.441 •
15 FRANCCEDILOIS BANCILHON 52436978.786
16 NATHAN GOODMAN 51776071.388
17 EUGENE WONG 50457002.386
18 IRVING L. TRAIGER 50067735.663 •
19 HECTOR GARCIA-MOLINA 49279794.248 •
20 CATRIEL BEERI 49031169.516 • •
21 RONALD FAGIN 48476621.189 • • •
22 BRUCE G. LINDSAY 47956637.448
23 SERGE ABITEBOUL 47196023.670 • • •
24 RAKESH AGRAWAL 46621125.945 •
25 PATRICIA G. SELINGER 45312957.343 • •
26 THOMAS G. PRICE 44961579.565
27 DENNIS MCLEOD 44846630.893
28 HAMID PIRAHESH 44408421.808 •
29 HENRY F. KORTH 44365555.952 •
30 RANDY H. KATZ 44264843.771
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.1. DBLP
Tabulka C.10: Top 30 autor˚u podle metody btwA
Autor btwA Turing Codd Fellows ISI
1 PHILIP A. BERNSTEIN 159954377.951 •
2 MICHAEL STONEBRAKER 154562285.765 • •
3 DAVID J. DEWITT 151226543.383 • •
4 UMESHWAR DAYAL 148199498.491 •
5 DONALD D. CHAMBERLIN 146188880.058 • •
6 JIM GRAY 145464683.525 •
7 E. F. CODD 144527193.507 •
8 RAYMOND A. LORIE 143126778.632
9 JEFFREY D. ULLMAN 142742025.957 •
10 KAPALI P. ESWARAN 141829887.829
11 WON KIM 141617051.174
12 MICHAEL J. CAREY 139609158.987 •
13 DAVID MAIER 136756549.030 •
14 MORTON M. ASTRAHAN 135873540.410
15 FRANCCEDILOIS BANCILHON 133327793.505
16 NATHAN GOODMAN 131716143.987
17 EUGENE WONG 127621249.542
18 CATRIEL BEERI 126349161.825 • •
19 IRVING L. TRAIGER 125392610.648 •
20 RONALD FAGIN 124989300.213 • • •
21 HECTOR GARCIA-MOLINA 122564518.399 •
22 SERGE ABITEBOUL 122057559.819 • • •
23 BRUCE G. LINDSAY 119996828.360
24 DENNIS MCLEOD 118304803.594
25 PETER P. CHEN 116123796.130
26 JOHN MILES SMITH 115771141.296
27 RAKESH AGRAWAL 115204381.342 •
28 MICHAEL HAMMER 113451632.828
29 NICK ROUSSOPOULOS 113024824.395
30 PATRICIA G. SELINGER 112877895.367 • •
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.1. DBLP
Tabulka C.11: Top 30 autor˚u podle metody wBtwA
Autor wBtwA Turing Codd Fellows ISI
1 MICHAEL STONEBRAKER 52317849.461 • •
2 DAVID J. DEWITT 48312413.783 • •
3 JIM GRAY 46557285.992 •
4 JEFFREY D. ULLMAN 43551886.027 •
5 MICHAEL J. CAREY 41234479.322 •
6 RAYMOND A. LORIE 37835019.206
7 PHILIP A. BERNSTEIN 37185666.397 •
8 LAWRENCE A. ROWE 35451644.493
9 EUGENE WONG 35190409.740
10 MIRON LIVNY 34782881.586
11 YEHOSHUA SAGIV 33417737.415
12 DONALD D. CHAMBERLIN 33378865.916 • •
13 C. MOHAN 32875071.666 •
14 NATHAN GOODMAN 32569687.965
15 DAVID MAIER 32530494.480 •
16 HECTOR GARCIA-MOLINA 31382496.051 •
17 RAKESH AGRAWAL 31297218.188 •
18 RANDY H. KATZ 31284072.254
19 JENNIFER WIDOM 31154675.393 • •
20 E. F. CODD 30937491.000 •
21 HAMID PIRAHESH 29513838.180 •
22 JEFFREY F. NAUGHTON 29442109.817
23 CATRIEL BEERI 29080749.828 • •
24 BRUCE G. LINDSAY 28637340.939
25 RAGHU RAMAKRISHNAN 28386450.924
26 GOETZ GRAEFE 27502892.430
27 MORTON M. ASTRAHAN 26910055.956
28 IRVING L. TRAIGER 26615723.912 •
29 LAURA M. HAAS 26607613.707
30 DONOVAN A. SCHNEIDER 25170370.292
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.1. DBLP
Tabulka C.12: Top 30 autor˚u podle metody ic
Autor ic Turing Codd Fellows ISI
1 MICHAEL STONEBRAKER 0.593 • •
2 JIM GRAY 0.560 •
3 DAVID J. DEWITT 0.556 • •
4 RAYMOND A. LORIE 0.556
5 JEFFREY D. ULLMAN 0.546 •
6 PHILIP A. BERNSTEIN 0.546 •
7 E. F. CODD 0.543 •
8 DONALD D. CHAMBERLIN 0.539 • •
9 WON KIM 0.537
10 UMESHWAR DAYAL 0.535 •
11 MICHAEL J. CAREY 0.532 •
12 MORTON M. ASTRAHAN 0.531
13 DAVID MAIER 0.529 •
14 KAPALI P. ESWARAN 0.529
15 NATHAN GOODMAN 0.527
16 EUGENE WONG 0.526
17 IRVING L. TRAIGER 0.525 •
18 HECTOR GARCIA-MOLINA 0.523 •
19 FRANCCEDILOIS BANCILHON 0.520
20 BRUCE G. LINDSAY 0.519
21 PETER P. CHEN 0.518
22 RAKESH AGRAWAL 0.518 •
23 RONALD FAGIN 0.517 • • •
24 CATRIEL BEERI 0.517 • •
25 THOMAS G. PRICE 0.514
26 PATRICIA G. SELINGER 0.514 • •
27 JOHN MILES SMITH 0.513
28 MIKE W. BLASGEN 0.512
29 RANDY H. KATZ 0.512
30 GIO WIEDERHOLD 0.512
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.1. DBLP
Tabulka C.13: Top 30 autor˚u podle metody oc
Autor oc Turing Codd Fellows ISI
1 H. V. JAGADISH 0.475 •
2 RAKESH AGRAWAL 0.473 •
3 GERHARD WEIKUM 0.471 •
4 HECTOR GARCIA-MOLINA 0.468 •
5 GULTEKIN OUMLZSOYOGLU 0.467
6 YANNIS E. IOANNIDIS 0.467
7 STEFANO CERI 0.466
8 SHAMKANT B. NAVATHE 0.466
9 MICHAEL J. CAREY 0.465 •
10 ELISA BERTINO 0.464 •
11 RAGHU RAMAKRISHNAN 0.463
12 RICHARD T. SNODGRASS 0.463 •
13 DAVID J. DEWITT 0.462 • •
14 SERGE ABITEBOUL 0.462 • • •
15 CLEMENT T. YU 0.460
16 GOETZ GRAEFE 0.460
17 HANS-JOUMLRG SCHEK 0.459 •
18 ABRAHAM SILBERSCHATZ 0.459
19 JENNIFER WIDOM 0.459 • •
20 PATRICK VALDURIEZ 0.458
21 NICK ROUSSOPOULOS 0.457
22 RICHARD HULL 0.457 •
23 UMESHWAR DAYAL 0.457 •
24 MICHAEL STONEBRAKER 0.454 • •
25 DENNIS SHASHA 0.454
26 MATTHIAS JARKE 0.453
27 MIRON LIVNY 0.451
28 HAMID PIRAHESH 0.451 •
29 CHRISTIAN S. JENSEN 0.451
30 ALBERTO O. MENDELZON 0.450
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.1. DBLP
Tabulka C.14: Top 30 autor˚u podle metody wic
Autor wic Turing Codd Fellows ISI
1 MICHAEL STONEBRAKER 2.055 • •
2 JIM GRAY 2.047 •
3 E. F. CODD 2.043 •
4 DAVID J. DEWITT 2.017 • •
5 JEFFREY D. ULLMAN 2.014 •
6 RAYMOND A. LORIE 2.012
7 PHILIP A. BERNSTEIN 2.011 •
8 MICHAEL J. CAREY 1.993 •
9 DAVID MAIER 1.979 •
10 EUGENE WONG 1.973
11 DONALD D. CHAMBERLIN 1.969 • •
12 LAWRENCE A. ROWE 1.967
13 NATHAN GOODMAN 1.966
14 YEHOSHUA SAGIV 1.966
15 HECTOR GARCIA-MOLINA 1.960 •
16 IRVING L. TRAIGER 1.955 •
17 CATRIEL BEERI 1.949 • •
18 BRUCE G. LINDSAY 1.944
19 MORTON M. ASTRAHAN 1.943
20 JEFFREY F. NAUGHTON 1.942
21 JENNIFER WIDOM 1.937 • •
22 RAGHU RAMAKRISHNAN 1.936
23 MIRON LIVNY 1.936
24 RANDY H. KATZ 1.934
25 RAKESH AGRAWAL 1.933 •
26 HAMID PIRAHESH 1.933 •
27 C. MOHAN 1.921 •
28 DONOVAN A. SCHNEIDER 1.910
29 RONALD FAGIN 1.910 • • •
30 LAURA M. HAAS 1.906
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.2. CITESEER
C.2 CiteSeer
Tabulka C.15: Top 30 autor˚u podle metody hi
Autor hi Turing Codd Fellows ISI
1 SCOTT SHENKER 37.000
2 DEBORAH ESTRIN 34.000 •
3 KEN KENNEDY 33.000
4 DOUGLAS C. SCHMIDT 33.000
5 DON TOWSLEY 32.000
6 HECTOR GARCIA-MOLINA 31.000 •
7 THOMAS A. HENZINGER 31.000
8 JENNIFER WIDOM 30.000 •
9 RAKESH AGRAWAL 29.000 •
10 M. FRANS KAASHOEK 29.000
11 HUI ZHANG 28.000
12 WILLY ZWAENEPOEL 28.000
13 LUCA CARDELLI 27.000 •
14 IAN FOSTER 27.000
15 SALLY FLOYD 26.000
16 SERGE ABITEBOUL 26.000 •
17 SENIOR MEMBER 26.000
18 MONI NAOR 26.000
19 BART SELMAN 26.000
20 DAVID J. DEWITT 25.000 • •
21 SEBASTIAN THRUN 25.000
22 OREN ETZIONI 24.000
23 DAPHNE KOLLER 24.000
24 RAJEEV ALUR 24.000 • •
25 HARI BALAKRISHNAN 24.000
26 ROBERT HARPER 24.000
27 MAURIZIO LENZERINI 24.000
28 ODED GOLDREICH 24.000
29 MARK D. HILL 23.000
30 HENRY M. LEVY 23.000
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.2. CITESEER
Tabulka C.16: Top 30 autor˚u podle metody ideg
Autor ideg Turing Codd Fellows ISI
1 SENIOR MEMBER 5024.000
2 SCOTT SHENKER 4798.000
3 VAN JACOBSON 4112.000
4 STUDENT MEMBER 4082.000
5 SALLY FLOYD 3963.000
6 M. FRANS KAASHOEK 3854.000
7 DEBORAH ESTRIN 3747.000 •
8 LIXIA ZHANG 3626.000
9 HARI BALAKRISHNAN 3495.000
10 RAKESH AGRAWAL 3463.000 •
11 JOHN K. OUSTERHOUT 3401.000
12 IAN FOSTER 3135.000
13 DON TOWSLEY 3087.000
14 HECTOR GARCIA-MOLINA 2917.000 •
15 JENNIFER WIDOM 2880.000 •
16 STEVEN MCCANNE 2781.000
17 FACHBEREICH INFORMATIK 2645.000
18 ROBERT MORRIS 2625.000
19 VERN PAXSON 2480.000
20 WILLY ZWAENEPOEL 2478.000
21 CARL KESSELMAN 2453.000
22 HUI ZHANG 2449.000
23 TAKEO KANADE 2397.000
24 RANDAL E. BRYANT 2370.000
25 THORSTEN VON EICKEN 2358.000
26 HENRY M. LEVY 2282.000
27 DAVID CULLER 2241.000
28 THOMAS E. ANDERSON 2240.000
29 DAVID E. CULLER 2231.000
30 RAMAKRISHNAN SRIKANT 2224.000
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.2. CITESEER
Tabulka C.17: Top 30 autor˚u podle metody odeg
Autor odeg Turing Codd Fellows ISI
1 SENIOR MEMBER 6846.000
2 STUDENT MEMBER 6055.000
3 PH. D 4143.000
4 FACHBEREICH INFORMATIK 2413.000
5 PROF DR 1943.000
6 ARTHUR C. SMITH 1848.000
7 GRADUATE SCHOOL—NEW BRUNSWICK 1620.000
8 KARSTEN SCHWAN 1437.000
9 KANG G. SHIN 1364.000
10 KLARA NAHRSTEDT 1324.000
11 DON TOWSLEY 1260.000
12 IEEE COMPUTER SOCIETY 1251.000
13 COPYRIGHT STICHTING 1225.000
14 MATHEMATISCH CENTRUM 1225.000
15 JARMO T. ALANDER 1217.000
16 TZI-CKER CHIUEH 1097.000
17 HECTOR GARCIA-MOLINA 1082.000 •
18 M. FRANS KAASHOEK 1066.000
19 AMIN VAHDAT 1066.000
20 ASSOCIATE MEMBER 1063.000
21 IAN FOSTER 1055.000
22 INRIA ROCQUENCOURT 1048.000
23 HARI BALAKRISHNAN 1047.000
24 JOHN A. STANKOVIC 1030.000
25 DEPARTMENT CHAIR 1014.000
26 CAMBRIDGE CB FD 1009.000
27 DAVID KOTZ 1007.000
28 CALTON PU 1001.000
29 SCOTT SHENKER 1000.000
30 MARIO GERLA 999.000
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.2. CITESEER
Tabulka C.18: Top 30 autor˚u podle metody deg
Autor deg Turing Codd Fellows ISI
1 SENIOR MEMBER 11870.000
2 STUDENT MEMBER 10137.000
3 PH. D 5969.000
4 SCOTT SHENKER 5798.000
5 FACHBEREICH INFORMATIK 5058.000
6 M. FRANS KAASHOEK 4920.000
7 DEBORAH ESTRIN 4699.000 •
8 HARI BALAKRISHNAN 4542.000
9 SALLY FLOYD 4372.000
10 DON TOWSLEY 4347.000
11 LIXIA ZHANG 4302.000
12 VAN JACOBSON 4276.000
13 IAN FOSTER 4190.000
14 HECTOR GARCIA-MOLINA 3999.000 •
15 RAKESH AGRAWAL 3919.000 •
16 JENNIFER WIDOM 3537.000 •
17 JOHN K. OUSTERHOUT 3531.000
18 WILLY ZWAENEPOEL 3265.000
19 ROBERT MORRIS 3232.000
20 STEVEN MCCANNE 3204.000
21 DAVID CULLER 3140.000
22 HENRY M. LEVY 3058.000
23 HUI ZHANG 3045.000
24 CARL KESSELMAN 3034.000
25 TAKEO KANADE 2976.000
26 JACK DONGARRA 2925.000
27 KANG G. SHIN 2924.000
28 CHRISTOS FALOUTSOS 2895.000
29 DAVID E. CULLER 2870.000
30 VERN PAXSON 2820.000
70
Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.2. CITESEER
Tabulka C.19: Top 30 autor˚u podle metody wideg
Autor wideg Turing Codd Fellows ISI
1 SCOTT SHENKER 16274.000
2 SALLY FLOYD 13866.000
3 DEBORAH ESTRIN 13416.000 •
4 RAKESH AGRAWAL 13302.000 •
5 VAN JACOBSON 13281.000
6 M. FRANS KAASHOEK 11422.000
7 IAN FOSTER 11393.000
8 DON TOWSLEY 10956.000
9 JENNIFER WIDOM 10582.000 •
10 HARI BALAKRISHNAN 10189.000
11 LIXIA ZHANG 10182.000
12 SENIOR MEMBER 9568.000
13 THOMAS A. HENZINGER 9484.000
14 WILLY ZWAENEPOEL 9121.000
15 HECTOR GARCIA-MOLINA 9066.000 •
16 CARL KESSELMAN 8492.000
17 STEVEN MCCANNE 8308.000
18 STUDENT MEMBER 8154.000
19 ROBERT MORRIS 7920.000
20 VERN PAXSON 7751.000
21 KEN KENNEDY 7722.000
22 HUI ZHANG 7423.000
23 SERGE ABITEBOUL 7197.000 •
24 RAMAKRISHNAN SRIKANT 6711.000
25 DOUGLAS C. SCHMIDT 6705.000
26 RANDAL E. BRYANT 6680.000
27 DAVID B. JOHNSON 6491.000
28 DAVID J. DEWITT 6323.000 • •
29 RAJEEV ALUR 6286.000 • •
30 JOHN K. OUSTERHOUT 6124.000
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.2. CITESEER
Tabulka C.20: Top 30 autor˚u podle metody wodeg
Autor wodeg Turing Codd Fellows ISI
1 SENIOR MEMBER 13741.000
2 STUDENT MEMBER 12104.000
3 PH. D 7010.000
4 DOUGLAS C. SCHMIDT 6893.000
5 DON TOWSLEY 5951.000
6 SEBASTIAN THRUN 5890.000
7 KARSTEN SCHWAN 5760.000
8 DEBORAH ESTRIN 5737.000 •
9 KLARA NAHRSTEDT 5552.000
10 SCOTT SHENKER 5263.000
11 FACHBEREICH INFORMATIK 5180.000
12 KANG G. SHIN 5087.000
13 THOMAS EITER 4807.000
14 HARI BALAKRISHNAN 4728.000
15 IAN FOSTER 4699.000
16 AZER BESTAVROS 4277.000
17 AMIN VAHDAT 4216.000
18 HECTOR GARCIA-MOLINA 4210.000 •
19 MARTIN RINARD 4197.000
20 WOLFRAM BURGARD 4053.000
21 JARMO T. ALANDER 3975.000
22 MARIO GERLA 3972.000
23 M. FRANS KAASHOEK 3933.000
24 JOHN HEIDEMANN 3878.000
25 JIAWEI HAN 3863.000
26 THOMAS A. HENZINGER 3798.000
27 IAN HORROCKS 3739.000
28 ANGELOS D. KEROMYTIS 3719.000
29 GEORGE KARYPIS 3672.000
30 DIETER FOX 3664.000
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.2. CITESEER
Tabulka C.21: Top 30 autor˚u podle metody wdeg
Autor wdeg Turing Codd Fellows ISI
1 SENIOR MEMBER 23309.000
2 SCOTT SHENKER 21537.000
3 STUDENT MEMBER 20258.000
4 DEBORAH ESTRIN 19153.000 •
5 DON TOWSLEY 16907.000
6 IAN FOSTER 16092.000
7 SALLY FLOYD 15556.000
8 M. FRANS KAASHOEK 15355.000
9 HARI BALAKRISHNAN 14917.000
10 RAKESH AGRAWAL 14579.000 •
11 VAN JACOBSON 13839.000
12 JENNIFER WIDOM 13696.000 •
13 DOUGLAS C. SCHMIDT 13598.000
14 THOMAS A. HENZINGER 13282.000
15 HECTOR GARCIA-MOLINA 13276.000 •
16 LIXIA ZHANG 12818.000
17 WILLY ZWAENEPOEL 12164.000
18 SEBASTIAN THRUN 11838.000
19 FACHBEREICH INFORMATIK 10918.000
20 CARL KESSELMAN 10851.000
21 ROBERT MORRIS 10156.000
22 STEVEN MCCANNE 10133.000
23 PH. D 10024.000
24 HUI ZHANG 9575.000
25 KEN KENNEDY 9536.000
26 SERGE ABITEBOUL 9286.000 •
27 KANG G. SHIN 9013.000
28 VERN PAXSON 8976.000
29 RAJEEV ALUR 8725.000 • •
30 RAMESH GOVINDAN 8704.000
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.2. CITESEER
Tabulka C.22: Top 30 autor˚u podle metody pr
Autor pr Turing Codd Fellows ISI
1 JOHN K. OUSTERHOUT 413.275
2 MARTIN E. HELLMAN 336.552
3 WHITFIELD DIFFIE 289.814
4 SENIOR MEMBER 280.899
5 JACK J. DONGARRA 279.157
6 VAN JACOBSON 259.762
7 SCOTT SHENKER 225.241
8 S. KENT 224.260
9 RANDAL E. BRYANT 197.141
10 SALLY FLOYD 196.267
11 LIXIA ZHANG 194.574
12 STUDENT MEMBER 182.926
13 S. KIRKPATRICK 181.416
14 C. D. GELATT 181.416
15 M. P. VECCHI 181.416
16 TAKEO KANADE 178.883
17 RANDOLPH BENTSON 178.869
18 GEORGE W. FURNAS 177.145
19 RAKESH AGRAWAL 175.358 •
20 DEBORAH ESTRIN 173.030 •
21 STEPHEN C. JOHNSON 168.657
22 EDWARD H. ADELSON 162.659
23 KEN THOMPSON 159.405
24 ADI SHAMIR 155.899
25 MICHAEL J. KARELS 153.567
26 DENNIS M. RITCHIE 152.912
27 H. ADELSON 149.576
28 BUTLER W. LAMPSON 149.033
29 MICHAEL BURROWS 148.711
30 DAVID HAREL 147.132
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.2. CITESEER
Tabulka C.23: Top 30 autor˚u podle metody btw
Autor btw Turing Codd Fellows ISI
1 M. FRANS KAASHOEK 10112159061.329
2 SCOTT SHENKER 9785892051.378
3 SENIOR MEMBER 8845140725.908
4 VAN JACOBSON 8813158813.752
5 SALLY FLOYD 8690842977.232
6 LARRY L. PETERSON 8630281410.114
7 HARI BALAKRISHNAN 8544868651.847
8 JENNIFER WIDOM 8512314665.857 •
9 DEBORAH ESTRIN 8414557973.610 •
10 MONICA S. LAM 8394649393.784
11 LIXIA ZHANG 8350916122.774
12 STEVEN MCCANNE 8263572085.250
13 M. SATYANARAYANAN 8087193503.970
14 THOMAS E. ANDERSON 8078380316.694
15 DON TOWSLEY 8053219720.882
16 JOHN K. OUSTERHOUT 8039121635.247
17 PETER B. DANZIG 7986359949.438
18 SERGE ABITEBOUL 7924035872.337 •
19 CHRISTOS FALOUTSOS 7915737482.408
20 STUDENT MEMBER 7854847262.676
21 KEN KENNEDY 7846470147.904
22 Y H. KATZ 7746528995.356
23 DAVID B. JOHNSON 7657508456.644
24 RAKESH AGRAWAL 7615283090.820 •
25 HUI ZHANG 7588067468.401
26 VERN PAXSON 7489340159.080
27 BART SELMAN 7483765335.090
28 JOSEPH M. HELLERSTEIN 7439523002.678
29 CHAU-WEN TSENG 7394297185.197
30 MICHAEL J. KARELS 7379419075.434
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.2. CITESEER
Tabulka C.24: Top 30 autor˚u podle metody btwA
Autor btwA Turing Codd Fellows ISI
1 M. FRANS KAASHOEK 10490039542.119
2 SCOTT SHENKER 10163084814.946
3 SENIOR MEMBER 9176669511.323
4 VAN JACOBSON 9121102934.920
5 LARRY L. PETERSON 8974774762.984
6 SALLY FLOYD 8957931516.810
7 HARI BALAKRISHNAN 8851040160.073
8 JENNIFER WIDOM 8802268069.570 •
9 DEBORAH ESTRIN 8724682679.922 •
10 MONICA S. LAM 8715062909.044
11 LIXIA ZHANG 8670366072.416
12 STEVEN MCCANNE 8584234209.524
13 THOMAS E. ANDERSON 8432183908.739
14 M. SATYANARAYANAN 8414467674.058
15 JOHN K. OUSTERHOUT 8354169106.912
16 DON TOWSLEY 8339250719.641
17 PETER B. DANZIG 8321261780.421
18 SERGE ABITEBOUL 8259168008.370 •
19 CHRISTOS FALOUTSOS 8185711166.805
20 KEN KENNEDY 8105163842.735
21 STUDENT MEMBER 8098909193.573
22 Y H. KATZ 7997677289.242
23 RAKESH AGRAWAL 7930247980.534 •
24 DAVID B. JOHNSON 7906188409.970
25 HUI ZHANG 7853246606.979
26 BART SELMAN 7776288153.848
27 JOSEPH M. HELLERSTEIN 7774964587.035
28 VERN PAXSON 7755479916.742
29 DAPHNE KOLLER 7689235456.579
30 CHAU-WEN TSENG 7683843108.991
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.2. CITESEER
Tabulka C.25: Top 30 autor˚u podle metody wBtwA
Autor wBtwA Turing Codd Fellows ISI
1 RAMESH GOVINDAN 9211451555.875
2 DEBORAH ESTRIN 9164755029.757 •
3 SCOTT SHENKER 9053073939.621
4 JOHN HEIDEMANN 7964028583.955
5 SALLY FLOYD 7526125219.850
6 LIXIA ZHANG 7014651851.876
7 VAN JACOBSON 6832457164.379
8 HARI BALAKRISHNAN 6810856958.887
9 M. FRANS KAASHOEK 6586757433.120
10 STEVEN MCCANNE 6457726203.586
11 ROBERT MORRIS 6345222543.733
12 DON TOWSLEY 5988132213.598
13 JIM KUROSE 5530165637.113
14 HUI ZHANG 5178930791.300
15 CHING-GUNG LIU 5115755173.821
16 DAVID CULLER 5061015727.524
17 SENIOR MEMBER 4997968885.661
18 JENNIFER WIDOM 4856418323.023 •
19 MARK H 4856146508.601
20 STUDENT MEMBER 4850477255.558
21 HECTOR GARCIA-MOLINA 4849921599.732 •
22 LEWIS GIROD 4845180273.052
23 VICTOR FIROIU 4792278150.290
24 JEREMY ELSON 4729078672.706
25 DOMENICO FERRARI 4718328412.856
26 ION STOICA 4639232859.234
27 VERN PAXSON 4611622099.486
28 JITENDRA PADHYE 4423979043.162
29 HAOBO YU 4416107685.632
30 ANDREW S. TANENBAUM 4390683564.792
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.2. CITESEER
Tabulka C.26: Top 30 autor˚u podle metody ic
Autor ic Turing Codd Fellows ISI
1 SENIOR MEMBER 0.393
2 JOHN K. OUSTERHOUT 0.392
3 SCOTT SHENKER 0.384
4 M. FRANS KAASHOEK 0.383
5 STUDENT MEMBER 0.380
6 RAKESH AGRAWAL 0.380 •
7 HARI BALAKRISHNAN 0.377
8 DEBORAH ESTRIN 0.377 •
9 HECTOR GARCIA-MOLINA 0.376 •
10 FACHBEREICH INFORMATIK 0.375
11 VAN JACOBSON 0.375
12 RAJEEV MOTWANI 0.374 •
13 SALLY FLOYD 0.373
14 DAVID CULLER 0.370
15 LIXIA ZHANG 0.370
16 CHRISTOS FALOUTSOS 0.370
17 IAN FOSTER 0.370
18 STEVEN MCCANNE 0.370
19 PRABHAKAR RAGHAVAN 0.369
20 JENNIFER WIDOM 0.369 •
21 ROBERT E. SCHAPIRE 0.368
22 ROBERT MORRIS 0.368
23 M. SATYANARAYANAN 0.368
24 PETER B. DANZIG 0.367
25 VERN PAXSON 0.367
26 DON TOWSLEY 0.367
27 RICHARD KARP 0.367
28 THOMAS E. ANDERSON 0.366
29 ERIC A. BREWER 0.366
30 OREN ETZIONI 0.366
78
Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.2. CITESEER
Tabulka C.27: Top 30 autor˚u podle metody oc
Autor oc Turing Codd Fellows ISI
1 SENIOR MEMBER 0.393
2 STUDENT MEMBER 0.388
3 PH. D 0.378
4 PROF DR 0.357
5 FACHBEREICH INFORMATIK 0.357
6 ARTHUR C. SMITH 0.351
7 GRADUATE SCHOOL—NEW BRUNSWICK 0.351
8 KARSTEN SCHWAN 0.339
9 THME RSEAUX ET SYSTMES 0.339
10 IEEE COMPUTER SOCIETY 0.338
11 COPYRIGHT STICHTING 0.337
12 MATHEMATISCH CENTRUM 0.337
13 SUPERVISOR PROF 0.336
14 KANG G. SHIN 0.335
15 CAMBRIDGE CB FD 0.334
16 DEPARTMENT CHAIR 0.334
17 KLARA NAHRSTEDT 0.334
18 INRIA ROCQUENCOURT 0.333
19 ASSOCIATE MEMBER 0.333
20 TZI-CKER CHIUEH 0.332
21 DON TOWSLEY 0.331
22 BONGKI MOON 0.331
23 JOHN A. STANKOVIC 0.331
24 JOEL SALTZ 0.331
25 MIODRAG POTKONJAK 0.330
26 COMMITTEE CHAIR 0.330
27 KRITHI RAMAMRITHAM 0.330
28 MING LI 0.330
29 SHARAD MEHROTRA 0.329
30 SEBASTIAN THRUN 0.328
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Zˇebrˇ´ıcˇky vy´znamny´ch autor˚u C.2. CITESEER
Tabulka C.28: Top 30 autor˚u podle metody wic
Autor wic Turing Codd Fellows ISI
1 SCOTT SHENKER 1.319
2 SALLY FLOYD 1.315
3 VAN JACOBSON 1.312
4 DEBORAH ESTRIN 1.312 •
5 LIXIA ZHANG 1.309
6 M. FRANS KAASHOEK 1.307
7 HARI BALAKRISHNAN 1.306
8 ROBERT MORRIS 1.306
9 STEVEN MCCANNE 1.306
10 RAMESH GOVINDAN 1.304
11 JOHN HEIDEMANN 1.303
12 ION STOICA 1.302
13 HUI ZHANG 1.297
14 VERN PAXSON 1.294
15 DON TOWSLEY 1.292
16 DAVID KARGER 1.291
17 DOMENICO FERRARI 1.290
18 RAKESH AGRAWAL 1.290 •
19 SYLVIA RATNASAMY 1.290
20 JOHN KUBIATOWICZ 1.289
21 CHING-GUNG LIU 1.287
22 DAVID CULLER 1.287
23 ANDREW S. TANENBAUM 1.285
24 SRINIVASAN SESHAN 1.285
25 LEWIS GIROD 1.285
26 MARK HANDLEY 1.284
27 JENNIFER WIDOM 1.284 •
28 JEREMY ELSON 1.284
29 HECTOR GARCIA-MOLINA 1.283 •
30 RICHARD KARP 1.282
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