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a b s t r a c t
A new algorithm for computing all roots of polynomialswith real coefficients is introduced.
The principle behind the new algorithm is a fitting of the convolution of two subsequences
onto a given polynomial coefficient sequence. This concept is used in the initial stage of the
algorithm for a recursive slicing of a given polynomial into degree-2 subpolynomials from
which initial root estimates are computed in closed form. This concept is further used in a
post-fitting stage where the initial root estimates are refined to high numerical accuracy. A
reduction of absolute root errors by a factor of 100 compared to the famous Companion
matrix eigenvalue method based on the unsymmetric QR algorithm is not uncommon.
Detailed computer experiments validate our claims.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Polynomial root-finding is one of the fundamental problems in computational mathematics with many applications in
signal processing. Although considered classical, high rates of progress are still possible in this area, as we shall demonstrate
in this article.
A large bibliography of root-finding algorithms can be found in [1,2]. A prominent research direction are Companion
matrix methods for root finding. It is well known that the roots of a polynomial can be computed as the eigenvalues of
the associated coefficient Companion matrix [3]. This way, the polynomial root-finding problem can be posed and solved
customarily as an eigenvalue problem using the unsymmetric QR algorithm [3], for instance, using Lapack subroutine
dgeev.f.
We can demonstrate that the numerical accuracy reached by the Companion matrix eigenvalue concept stays far below
the numerical accuracy that can be reached in polynomial root finding. Moreover, the conventional unsymmetric QR
algorithm assumes a dense matrix as input and cannot exploit the sparse structure of a Companion matrix. Consequently,
an algorithm like dgeev.f is redundant both in terms of storage requirement and in terms of computational complexity
when applied to a Companion matrix.
A great effort has gone into the development of fast QR algorithms for Companion matrices with the obligatory O(n)
storage and O(n2) computational complexity (see, for instance, the reference list in [4]). We found that these algorithms
have not reached a competitive level yet because the performance in terms of absolute root errors is even worse than the
level reached by dgeev.f.
This overall situation has motivated the development of a root-finding algorithm based on polynomial fitting. The basic
step in this approach is the fitting of the convolution of two subsequences onto a given larger coefficient sequence. This
gives rise to a nonlinear optimization problem which can be solved accurately and efficiently. The overall fitting rooter
of this paper consists of a slicing or deflation-type preprocessor for coarse root estimation, and a subsequent post-fitting
stage for root refinement based on a fitting of the coarse root estimates onto the entire clean input polynomial coefficient
sequence.
E-mail address: peter_strobach@gmx.de.
URL: http://www.ast-consulting.net.
0377-0427/$ – see front matter© 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2012.02.027
P. Strobach / Journal of Computational and Applied Mathematics 236 (2012) 3238–3255 3239
This paper is organized as follows: In Section 2, we introduce the basic theory and develop the slicing part of the
algorithm. Several implementation details for this part of the algorithm are given in Section 3. Section 4 describes the post-
fitting subalgorithm which determines the numerical accuracy of the final root estimates. Section 5 shows a collection of
representative simulation results. Section 6 summarizes the conclusions.
2. The polynomial fitting approach
Suppose we have given a polynomial A(z) of degree n
A(z) = zn + a1zn−1 + a2zn−2 + · · · + an−1z + an,
with real coefficients {ak, k = 1, 2, . . . , n}. We wish to compute the roots {zk, k = 1, 2, . . . , n} of A(z). This can be
accomplished by computing factorizations A(z) = B(z)C(z), where B(z) is a subpolynomial of degree n − 2 and C(z) is
a subpolynomial of degree 2. A(z) and C(z) have a common root pair which can be computed in closed form. Now B(z) can
be treated as a new (reduced) A(z) amenable for a new factorization. This strategy of polynomial slicing or deflation can be
repeated recursively until all roots of A(z) have been found. Consequently, themain problem is the elementary factorization
A(z) = B(z)C(z). In this paper, we develop a fitting algorithm to accomplish this step. A fitting error polynomial E(z) is
hence introduced as follows:
E(z) = A(z)− B(z)C(z), (1)
where
E(z) = e1zn−1 + · · · + en−1z + en,
B(z) = zn−2 + b1zn−3 + · · · + bn−3z + bn−2,
C(z) = z2 + c1z + c2,
with coefficients
a = [a1, a2, . . . , an−1, an]T ,
e = [e1, e2, . . . , en−1, en]T ,
b = [b1, b2, . . . , bn−3, bn−2]T ,
c = [c1, c2]T .
Polynomial products are computed as convolutions of their coefficient sequences. Hence it is not difficult to verify that the
z-domain representation of the fitting error (1) can be posed equivalently in the coefficient domain as follows:
0
e1
e2
...
en−1
en
 =

1
a1
a2
...
an−1
an
−

1
b1 1
b2 b1 1
· b2 b1
bn−2 · b2
bn−2 ·
bn−2

1
c1
c2

. (2)
Band matrices B and C are introduced:
B =

1
b1 1
b2 b1
...
...
bn−2 bn−3
bn−2
 , C =

1
c1 1
c2 c1
. . .
c2
. . . 1
. . . c1
c2

, (3)
where B is of dimension n× 2 and C is of dimension n× (n− 2). Convolutions commute. Consequently, error equation (2)
can be expressed as follows:
e = ab − Bc = ac − Cb, (4)
where:
ab = [a1 − b1, a2 − b2, . . . , an−2 − bn−2, an−1, an]T ,
ac = [a1 − c1, a2 − c2, a3, . . . , an−1, an]T .
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It remains to adapt the two unknown coefficient sequences of B(z) and C(z) jointly so that A(z) = B(z)C(z). This requires
that the fitting error is perfectly nulled: e = [0 · · · 0]T . This procedure can be repeated recursively until all roots of A(z) have
been found. A fast algorithm for this fitting problem is next developed.
For this purpose, the Jacobian F of the error vector e is introduced as follows:
F =

∂e
∂b1
∂e
∂b2
· · · ∂e
∂bn−2
∂e
∂c1
∂e
∂c2

= −  C B  .
A joint parameter or coefficient vector p can be defined:
p =

b
c

. (5)
Consider the linear Taylor series expansion of the fitting error:
e(p) = e(p0)+ F(p0)(p− p0) = e(p0)+ F(p0)1p, (6)
where p0 denotes any initial or previous estimate of the coefficients. Moreover, denote
C0 B0
 = −F(p0).
A fixed-point iteration for the desired coefficients is obtained on the basis of a nulling of the linearized error:
e(p) = [0 · · · 0]T .
Now (6) constitutes an n× n system of linear equations for the desired parameter or coefficient updating vector1p:
C0 B0

1p = e(p0) −→ 1p. (7)
The coefficients are finally updated as follows:
p = p0 +1p. (8)
This implies a simultaneous updating of the b and c coefficient vectors according to (5), as desired.
A fast algorithm for solving the twofold banded system of linear equation (7) is next introduced. This algorithm is based
on a fast LU-factorization of the banded system matrix in (7). We can write:
C0 B0
 = LU,
where
L =

1 0 0
c1 1 0 0
c2 c1 1 0 0
. . .
. . .
. . .
...
...
c2 c1 1 0 0
c2 c1 1 0
c2 c 1

, (9)
and
U =

1 1
1 u1 1
. . . u2 u1
. . .
...
...
1 un−3 un−4
0 0 · · · 0 un−2 un−3
0 0 · · · 0 0 u

, (10)
with unknowns {uk, k = 1, 2, . . . , n− 2}, c and u. The system of conditional equations
1
c1 1
c2 c1 1
. . .
. . .
. . .
c2 c1 1


1
u1
u2
...
un−2
 =

1
b1
b2
...
bn−2

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yields the following recurrence for the desired parameters {uk, k = 1, 2, . . . , n− 2}:
u1 = b1 − c1
u2 = b2 − c1u1 − c2
uk = bk − c1uk−1 − c2uk−2; k = 3, 4, . . . , n− 2. (11)
One can interpret (11) as a second-order recursive filter with coefficients c1 and c2. This filter plays a central role in this
concept and several important issues (such as stability) will be discussed in the next section. The free parameter c is
determined by the following conditional equation:
c2un−3 + cun−2 = 0→ c = −c2 un−3un−2 . (12)
In a similar fashion, we find:
c2un−4 + cun−3 + u = bn−2 → u = bn−2 − cun−3 − c2un−4. (13)
Notice that this recursive LU-factorization algorithm can only be used for polynomials of a degree greater than or equal
n = 4 because we can see from (13) that in the limit case of n = 4, this equation already requires the quantification of u0
which is u0 = 1. In the case of even degree polynomials, the recursive slicing therefore terminates at a polynomial of degree
n = 4 which is decomposed into two degree-2 subpolynomials. In the case of odd degree polynomials, recursive slicing
ends at a polynomial of degree n = 5 which is decomposed into a degree-2 and a degree-3 polynomial which is solved by a
special algorithm for Cubics [5].
Proceed with the system of linear equation (7). This system can now be posed in factorized form as follows:
LU1p = e,
where we replaced e(p0) by e for ease of notation. This system is solved by forward/backsubstitution according to
Lq = e→ q, (14)
U1p = q→ 1p. (15)
Notice that the intermediate solution vector q of (14) has elements {qk, k = 1, 2, . . . , n}. Taking into account the special
structure of L according to (9), the following recurrence can be established:
q1 = e1
q2 = e2 − c1q1
qk = ek − c1qk−1 − c2qk−2; k = 3, 4, . . . , n− 1
qn = en − cqn−1 − c2qn−2. (16)
Interestingly, the same type of recursive filter reappears, just like in (11). It remains to complete the calculation of the
updating vector1p by evaluation of the backsubstitution step (15). An inspection of the special structure of U according to
(10) yields the following recurrence for the elements of1p:
1pn = qnu
1pn−1 = qn−1 − un−31pnun−2
1pk = qk −1pn−1uk−1 −1pnuk−2; k = n− 2, n− 3, . . . , 3
1p2 = q2 −1pn−1u1 −1pn
1p1 = q1 −1pn−1. (17)
This is recognized as an FIR filter for {1pk, k = n − 2, n − 3, . . . , 3, 2, 1} with coefficients 1pn−1 and 1pn. We can now
update the parameters according to (8). Finally, it remains to establish an explicit recurrence for the computation of the
fitting errors (4). A look at the banded structure of B according to (3) reveals that we can write:
e1 = a1 − b1 − c1
e2 = a2 − b2 − c1b1 − c2
ek = ak − bk − c1bk−1 − c2bk−2; k = 3, 4, . . . , n− 2
en−1 = an−1 − c1bn−2 − c2bn−3
en = an − c2bn−2. (18)
This is again an FIR filter with coefficients c1 and c2 and the fitting algorithm is basically complete.
A recursive procedure for a joint updating of the b and c subpolynomial coefficient vectors using this concept consists of
first initializing the coefficients c1 and c2 so that the roots of C(z) are located inside the unit circle in the z-plane, otherwise
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the recursive filters (11) and (16) would run unstable. We can start from random choices of c1 and c2, maintaining only this
stability constraint.
Given an initial choice of c, we compute the initial values of b via solving error equation e = ac − Cb of (4) in the least
squares sense. This is a classical exercise. The subdiagonals in C are annihilated by two sequences of Givens transformations
in G as follows:
Ge = Gac − GCb. (19)
Consequently, C is transformed into an upper-right banded tridiagonal matrix. The corresponding LS-solution vector b is
obtained via backsubstitution using the upper n− 2 elements of Gac as the right-hand side. In the overall software package
of the fitting rooter, this appears in subroutine LS_bvec.
In summary, the fixed-point type iterative procedure for a simultaneous optimization of the b and c coefficients
comprises the following computations:
(I) LU-factorization (11), (12), (13).
(II) Forward/backsubstitution (16), (17).
(III) Parameter updating (8).
This procedure requires divisions by un−2 in (12) and (17). Moreover, a division by u occurs in (17). These divisions
require no exception handling as long as det

C0 B0
 ≠ 0 which is the general case of operation. Since det{L} = 1
by definition, we must have det{U} = det  C0 B0 . Moreover, from the definition of U it follows that det{U} = un−2u.
Consequently, both un−2 and u must be nonzero in the regular case of det

C0 B0
 ≠ 0. A ‘‘pathological’’ exception
occurs in the case of n = 4 with two perfectly matching root pairs constituted by parameter identities b1 = c1 and b2 = c2.
However, this case results in special coefficients of the underlying quartic A(z)which could be detected easily in advance.
In the overall software package, the above steps (I)–(III) appear in subroutine LU_solver. Finally, the computation of
the fitting error is required according to (18). Convergence of this procedure is monitored after each iteration in terms of
the following mean absolute relative error criterion:
dFIT = 1n
n
k=1
 ekak
 . (20)
The choice of this fitting criterion is crucial to the performance of the overall method. In all cases and especially in cases of
a large dynamic range of the polynomial coefficients, the fitting criterion must ensure that the relative coefficient errors are
approximately uniformly distributed over the entire coefficient set, because small coefficients can have a large effect on the
roots. Hence these relatively small coefficients must be fitted with a relative accuracy that is as high as the relative accuracy
of the large magnitude coefficients. This can be accomplished with a criterion like the dFIT of (20). A limit case occurs if some
perfectly vanishing coefficients ak = 0 exist. We could relate the corresponding fitting errors to a small penalty constant ϵ
by setting ekak =
ek
ϵ
in all cases where ak = 0. The problem is the choice of ϵ in a more general context. We bypassed this
difficulty by setting ekak = 0 in all cases of ak = 0. Hereby, we exclude the fitting errors of the vanishing coefficients from the
criterion. This is justified if the number of vanishing coefficients is much smaller than the polynomial degree n.
A dFIT that falls below a prescribed threshold indicates that the algorithm has reached its inner basin of attraction. This
method is based on a linear Taylor series expansion. Consequently it shows approximately quadratic convergence within
this inner basin of attraction. We therefore determine the minimum of dFIT from two consecutive iterations in which dFIT
has attained values below the threshold. Since quadratic convergence approximately doubles the number of accurate digits
in each iteration, we reach convergence for a wide range of threshold values. In the overall software package of the fitting
rooter, the default setting for this threshold is a value of 1e−15. This is an empirical value determined inmany experiments.
It ensures a tight fit as required in the rooting of very high degree polynomials. In lower-degree problems, the threshold
could be increased for faster runtimes. If no convergence is reached within a maximum iterations count of 40 iterations,
the iterative process is restarted with a new stable random initial guess of c1 and c2. Additionally, the threshold value is
automatically increased exponentially with the number of restarts. This ensures that an elementary fitting step terminates
after a finite number of trials.
3. Aspects of implementation
The fixed-point iteration based fitting algorithm of the previous section adapts the two factors B(z) and C(z) jointly
until the fitting distance dFIT is lower than a prescribed threshold. Some additional considerations are required in a practical
application of this polynomial fitting principle. First of all, we observe that all roots of C(z)must be located inside the unit
circle for stability reasons. Hence there must be a concept for mapping roots from outside the unit circle into its interior.
This gives rise to
Implementation Detail # 1: Besides the polynomial A(z), a related polynomial A(z) of inverse roots is introduced as follows:
A(z) = zn + a1zn−1 + a2zn−2 + · · · + an−1z + an, (21)
P. Strobach / Journal of Computational and Applied Mathematics 236 (2012) 3238–3255 3243
where
ak = an−kan ; k = 1, 2, . . . , n− 1, (22)
an = 1an . (23)
If zk is a root of A(z), then 1zk is a root of A(z). Consequently:
A

1
zk

= 0; k = 1, 2, . . . , n.
To verify this, we substitute z = 1zk into (21). This yields:
A

1
zk

= 1
znk
+ an−1
anzn−1k
+ · · · + a1
anzk
+ 1
an
= an + an−1zk + · · · + a1z
n−1
k + znk
anznk
= A(zk)
anznk
= 0,
because A(zk) = 0 by definition. The roots of A(z) and A(z) are hence related by inversion, a most elementary form of
conformal mapping. The ‘‘exterior roots’’ (roots outside the unit circle) of A(z) appear in inverse form as ‘‘interior’’ roots
of A(z). An evaluation of either the given polynomial or its inverse representation will allow us to constrain our algorithm
in any event to a root search bounded inside the unit circle. We can find all roots of A(z) either as interior roots of A(z),
or in inverse form as interior roots of A(z). This way, the root finding problem reduces to an optimization problem in a
bounded search space, namely, the interior of the unit circle in the z-plane. Global convergence of the underlying search
algorithm itself is no longer a requirement, because the search area is the interior of the unit circle and is hence finite.
Consequently, any locally convergent algorithmwith nonvanishing basin of attractionwill inevitably converge to a valid root
pair in a finite number of random trials. The presented fixed-point iteration fitting algorithm converges to a valid root pair
of A(z) in only a single random trial in about 50% of all cases, and finds all roots of A(z) in a finite number of random trials.
In essence, this algorithm operates alternatively on two complementary formulations of our basic fitting problem. Either
the elementary formulation as given in (1), or the following complementary form based on the polynomials of the inverse
roots:
E(z) = A(z)− B(z)C(z), (24)
where all overlined polynomials are formed in the same fashion, e.g., (21)–(23). In particular,
C(z) = z2 + c1z + c2, (25)
where c1 = c1c2 and c2 = 1c2 .
Implementation Detail # 2: There must be a way of monitoring whether a given A(z), or any of the reduced-degree A(z)’s
which are generated by recursive slicing, has roots inside the unit circle. For this purpose, notice that in the case of an A(z)
of degree n, the last coefficient an is just the signed product of all roots:
an = −1n
n
k=1
zk.
Consequently:
|an| =
n
k=1
|zk|.
A polynomial with all roots located exactly on the unit circle will be characterized by |an| = 1. Consequently, the case
|an| < 1 can only be generated by pulling at least one root into the interior of the unit circle. In general, we conclude that
the condition |an| < 1 will indicate that A(z) has at least one root located inside the unit circle.
Implementation Detail # 3: Besides the need of determining whether a polynomial has roots located inside the unit circle,
there will be an additional requirement for monitoring the stability of C(z) in each iteration since the roots of C(z) are the
poles of the recursive filters (11) and (16). These filters can run unstable if the poles are moved outside the unit circle in
the z-plane. For a stability check, we convert the transversal filter representation with parameters c1 and c2 into its lattice
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representation using the inverse Levinson recursion also known as the Schur–Cohn test (see [6, Chapter 6, Table 6.6]). The
equivalent lattice filter parameters K1 and K2 are obtained as follows:
K2 = c2, (26)
K1 = c11+ c2 . (27)
Stability requires that these coefficients are constrained to |K1| ≤ 1 and |K2| ≤ 1 (see again [6]), where we can accept
wide-sense stability characterized by |K1| = 1 and |K2| = 1 as a limit case.
Notice that we are only interested in subpolynomials C(z)with both roots located either inside or outside the unit circle
forming ‘‘interior’’ or ‘‘exterior’’ root pairs, respectively. Complex conjugate root pairs can only appear in one of these two
forms, while real root pairs may appear in a ‘‘split’’ configuration, with one root inside and the other root located outside the
unit circle. This latter case is of no interest for deflation purposes. If we restrict the deflation or slicing process to interior and
exterior root pairs (which can be deflated stably in their inverse form), there will be at most one such ‘‘split’’ real root pair
remaining at the end of the deflation process of any arbitrary degree real coefficient polynomial. Hence the overall slicing
procedure is restricted to the identification and removal of interior and exterior root pairs without any loss of generality.
The decision whether a given C(z) represents the desired interior/exterior root configuration or whether it represents
the unwanted ‘‘split’’ real root configuration can be based entirely on an evaluation of lattice coefficient K1. To see this, we
exploit the less well known property that K1 is invariant to polynomial inversion. Recall the definition of K1 as given in (27).
Establish the related K 1 of C(z) as given in (25). Then we can directly prove the invariance of K1 via the following one-liner:
K 1 = c11+ c2 =
c1
c2
1+ 1c2
= c1
1+ c2 = K1. (28)
Recall the elementary fact that an interior root pair ist stable with |K1| ≤ 1 and |K2| ≤ 1. Hence if we invert an interior
root pair into an unstable exterior root pair, the corresponding K1 must remain unaltered with |K1| ≤ 1 according to (28)
and only |K2| ≥ 1 will reflect instability. Hence a |K1| ≤ 1 is a necessary and sufficient indicator for an interior/exterior root
pair if we can additionally prove that split real root pairs will in any event be characterized by a |K1| ≥ 1. To prove this,
consider the case that we have two real roots located at z1 = 1 and z2 = 1. Now using c1 = −z1 − z2 and c2 = z1z2, we can
verify that according to (27), this limit case is characterized by a K1 = −1. Consider the following linear expansions:
z1 = 1− ρ1; 0 < ρ1 < 2,
z2 = 1+ ρ2; ρ2 > 0.
Starting from the fixed point z1 = 1, a variation of ρ1 within the given range pulls z1 into the interior of the unit circle and
covers all possible locations that an interior root z1 can ever attain on the real axis inside the unit circle in the z-plane. On
the other hand, starting from a fixed point z2 = 1, a variation of ρ2 within the given range pushes z2 into the exterior region
of the right half-plane and allows z2 to cover all possible locations that a root z2 can ever attain on the real axis outside the
unit circle in the right half of the z-plane. An insertion of the above linear expansions into the formula for K1 yields:
K1 = − 2+ ρ2 − ρ12+ ρ2 − ρ1 − ρ1ρ2 .
Now we can prove that |K1| ≥ 1 holds for all real roots z1 and z2 as specified above including the fixed points z1 = 1 and
z2 = 1 by demonstrating that the two direction derivatives ∂K1∂ρ1 and
∂K1
∂ρ2
are both monotone and negative within the given
range of ρ1 and ρ2 as specified above. These direction derivatives are obtained as follows:
∂K1
∂ρ1
= − 2ρ2 + ρ
2
2
(2+ ρ2 − ρ1 − ρ1ρ2)2 < 0; ρ2 > 0,
∂K1
∂ρ2
= ρ
2
1 − 2ρ1
(2+ ρ2 − ρ1 − ρ1ρ2)2 < 0; 0 < ρ1 < 2.
The fact that the two direction derivatives are negativewithin the given range of ρ1 and ρ2 indicates that K1 further descends
from the initial value K1 = −1 as we are moving away from the fixed points z1 = 1 and z2 = 1 or equivalently ρ1 = 0 and
ρ2 = 0 in the ρ1 − ρ2 plane. Consequently, we always satisfy the condition |K1| ≥ 1 within the given range of ρ1 and ρ2. A
similar result holds for the left half plane starting from the fixed points z1 = −1 and z2 = −1. Hence the proof is complete.
As a consequence, we can use K1 for constructing a constraint on the update of the coefficients c1 and c2 to ensure that
these coefficients represent in any event a desired interior/exterior root configuration. For a K1 = 1, we must have (recall
(27)): c1 = 1 + c2. On the other hand, a K1 = −1 results in c1 = −1 − c2. Hence after each parameter update, we can
maintain the desired interior/exterior root configuration by constraining c1 in this way so that c1 cannot attain values that
would result in an unwanted ‘‘split’’ real root configuration. The following checks and eventually corrections are hence
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performed in the program after each update:
if

c1
1+ c2 > 1

then : c1 = 1+ c2,
if

c1
1+ c2 < −1

then : c1 = −1− c2.
Additional, a check of K2 and eventually an inversion of C(z) is required for stability reasons.
4. The post-fitting subalgorithm
Polynomial slicing or deflation is a recursive process and all polynomial rooters based on this principle will show some
accumulation of ‘‘creeping errors’’ in the estimated roots {zˆk, k = 1, 2, . . . , n}. Therefore, high-precision polynomial root
finding requires that these initial root estimates are further refined. This can be accomplished by a fitting of each individual
root estimate onto the entire set of ‘‘clean’’ input polynomial coefficients using a complex post-fitting algorithm.We can find
highly accurate correction updates1ck so that
zk = zˆk −1ck; k = 1, 2, . . . , n, (29)
is the desired refined set of enhancedprecision root estimates. The algorithm for computing these root updates or corrections
1ck is based on a fitting of each linear factor {(z − zˆk), k = 1, 2, . . . , n} onto the complete coefficient set of the given
polynomial A(z). Hence given the initial setting
c = −zˆk; k = 1, 2, . . . , n, (30)
the fitting problem is constituted as follows:
e1
e2
...
en−1
en
 =

a1 − c
a2
...
an−1
an
−

1
c 1
c ·
· ·
· 1
c


b1
b2
...
bn−1
 , (31)
where the {ek, k = 1, 2, . . . , n} are the fitting errors. The concept is the same as in (2) with the difference that we are now
using the second variant
e = ac − Cb
of the two possible representations in (4), and that we have now a generally complex linear factor to fit instead of a real
quadratic.
In each of the n cases, we assume that c is initialized with an initial coarse root estimate according to (30). Then the
optimization procedure is computed individually for each of the given initial root estimates {zˆk, k = 1, 2, . . . , n} to obtain
the refined set {zk, k = 1, 2, . . . , n}. In the case of real roots, the fitting problem (31) could be solved entirely in the real
domain. However, in the time critical high-degree cases, almost all the roots will appear as complex conjugate pairs. Hence
it is not worthwhile to handle the real roots separately. We apply the complex post-fitting algorithm to the real roots as
well.
A first step in this complex post-fitting algorithm is an adaptation of the b-parameters in (31) in the least squares sense.
For this purpose, (31) is premultiplied with a sequence of n− 1 complex Givens plane rotations formally represented by an
n× n unitarymatrix G as follows:
Ge = Gac − GCb. (32)
The situation is conceptually the same as in (19) with the difference that the n − 1 plane rotors in G are now complex and
must be adjusted so that the c-subdiagonal in C is annihilated by unitary transformations. Consequently, we obtain:
GC =

R
0 · · · 0

, (33)
where R is an upper-right bidiagonal triangular matrix. Moreover, define:
Gac =

d
δ

. (34)
Assuming that C admits a QR-factorization
C = QR; QHQ = I,
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we can see that (33) implies the following structured representation of G:
G =

QH
qH

,
where q spans the one-dimensional null space of C. Consequently, (32) can be rewritten in the following form:
QHe
qHe

=

d
δ

−

Rb
0 · · · 0

. (35)
Determining b so that
Rb = d, (36)
implies that QHe = [0 · · · 0]H , and therefore b constitutes a least squares solution of overdetermined problem (31), as
desired. Each of the elementary 2× 2 complex Givens plane rotations in Gmust be adjusted so that the following complex
nulling problem is solved:
r1
0

=

α β∗
−β α
 
c1
c2

. (37)
This is accomplished by setting:
ρ =

|c1|2 + |c2|2, (38)
α = |c1|
ρ
, (39)
β = α c2
c1
. (40)
We areworking downwards successively from top-left to bottom-right along themain diagonal and subdiagonal of C in (33)
with c1 denoting a main diagonal element and c2 denoting the corresponding subdiagonal element, respectively. Then the
r1 of (37) is the resulting main diagonal element of R in (33).
Once we have computed the b via (36), we can proceed with a computation of the desired update 1c required in
refinement step (29). Just like in (5), we introduce a parameter vector
p0 =

b
c

, (41)
and a Jacobian F(p0) of the fitting errors as follows:
F(p0) =

∂e
∂b1
∂e
∂b2
· · · ∂e
∂bn−1
∂e
∂c

= −

1 1
c 1 b1
c · b2
· · ·
· 1 ·
c bn−1
 . (42)
This Jacobian contains C as a submatrix and hence a transformation of F(p0)with exactly the same sequence of elementary
complex Givens plane rotationsG as in (33) will transform F(p0) into an upper-right triangularmatrix of the following form:
GF(p0) = −

R g
0 · · · 0 γ

, (43)
where:

g
γ

= G

1
b1
b2
...
bn−1
 = G

1
b

. (44)
Just like in (7), we can establish an n× n system of linear equations for the vector of updates1p =

1b
1c

as follows:
− F(p0)

1b
1c

= e, (45)
where e is the fitting error vector of (31) computed using the least squares parameter vector b of (36) and the initial c of (30).
We can see that according to (43), a pre-multiplication of (45) by Gwill conveniently transform this system into upper-right
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banded triangular form as follows:

R g
0 · · · 0 γ
 
1b
1c

= Ge =

QHe
qHe

=

d− Rb
δ

=

0
...
0
δ
 . (46)
Since we are performing only a single iteration, we are not interested in computing 1b explicitly. Only the updating
parameter1c is of interest for our purposes and is computed as follows:
1c = δ
γ
, (47)
where according to (46) and (44):
δ = qHe, (48)
γ = qH

1
b

. (49)
However, q is never formed explicitly. We obtain δ as the bottom component of filtered sequence e and obtain γ as the
bottom component of filtered sequence

1, bH
H , where the n − 1 elementary complex Givens rotors of G constitute
an orthogonal filter [7] acting on these sequences. More explicitly, a filtering of the e-sequence comprises the following
transformations:
e′1
e′2

=

α1 β
∗
1−β1 α1
 
e1
e2

, (50)
e′′k
e′k+1

=

αk β
∗
k−βk αk
 
e′k
ek+1

; k = 2, 3, . . . , n− 1, (51)
or compactly:
e′1 = e1, (52)
e′k = −βk−1e′k−1 + αk−1ek; k = 2, 3, . . . , n. (53)
Finally, the δ of (48) is obtained as the bottom component of the filtered e-sequence as follows:
δ = e′n. (54)
In the same fashion, an evaluation of (49) yields:
b′1 = −β1 + α1b1, (55)
b′k = −βkb′k−1 + αkbk; k = 2, 3, . . . , n− 1, (56)
with
γ = b′n−1. (57)
The root updating parameter1c is then computed according to (47) and the root is finally updated according to (29).
In summary, for each given initial root estimate zˆk, this refinement algorithm comprises the following steps:
• Initialize c according to (30).
• Compute the LS-solution vector b via (36) using (33), (34) with (37)–(40).
• Compute the error vector e from (31).
• Run the filters (52)–(54) and (55)–(57).
• Calculate1c according to (47).
• Finally calculate the refined root zk according to (29).
In this concept, there exists a final option to improve the numerical accuracy of the estimated complex conjugate root
pairs by complex phased averaging. To see this, recall that in the case of a complex conjugate root pair, we receive two
consecutive root estimates zˆk and zˆk+1 from the initial slicing algorithm in perfect complex conjugate relation as follows:
zˆk+1 = zˆ∗k .
An individual fitting of these two root estimates destroys this perfect conjugate relation and we obtain the two individually
refined roots zk and zk+1 in the following form:
zk = zk + ϵ1,
zk+1 = z∗k + ϵ2,
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where the zk is the true root and ϵ1 and ϵ2 denote individual statistically independent complex estimation errors.
Consequently:
zk+1 ≠ z∗k .
This loss of the exact complex conjugate relation is not a disadvantage, but turns into an advantage because now, we can
compute the final estimate of complex root zk as the complex conjugate phased average of the two individual estimates zk
and zk+1 as follows:
zk ← 12

zk + z∗k+1
 = zk + 12 ϵ1 + ϵ∗2 ,
where we used the leftarrow notation in order to avoid another notational distinction for the refined root estimate.
Finally, we generate the zk+1 by complex conjugation of zk and the complex phased-averaging step is complete. Assuming
statistically independent complex errors ϵ1 and ϵ2, this final phased averaging step reduces the estimation error level of
complex roots by factor of 3 dB.
This refinement algorithm is available in terms of a Fortran subroutine post_fit, which is a part of an overall package
fitrooter for high-precision real polynomial rooting. The subroutine post_fit has shown superior results in extensive
numerical test and comparisons with other solutions to the post-fitting problem that we tried. Moreover, this routine is
more general in its potential application, because it could be used directly for post-fitting in a root-finder for polynomials
with complex coefficients.
5. Simulation results
We show a selected set of simulation results with the new fitting rooter available as Double Precision Fortran subroutine
fitrooter. No extended precision elements are used in this subroutine.We showcomparisonswith the Companionmatrix
eigenvalue method implemented using Lapack subroutine dgeev.f and the Aberth algorithm of [8] given in terms of the
POLZEROS implementation of [9]. POLZEROS is often referenced as the best currently existing program for polynomial
rooting in standard Double Precision arithmetic. POLZEROS is a program for complex polynomials but can be used for
polynomials with real coefficients as well.
All simulations are performed under Intel Fortran and Composer XE 2011 on a ThinkPad W520. The test polynomials
used in the experiments can be categorized as deterministic polynomials on the one hand, and as stochastic polynomials on
the other hand. A good example for a deterministic polynomial is the classical Wilkinson polynomial. A good example for a
stochastic polynomial is a random coefficient polynomial.
There is only a single performance criterion used in all our tests, and this is the absolute root error of root number k
defined as follows:
Ek = |zk − zˆk|, (58)
where zk represents a (generally complex) reference root computed in high precision and zˆk represents an estimated root
including post-fitted root estimates zk.
For comparison purposes, the root sets are sorted in ascending order of the real parts. The ambiguity of the identical real
parts is removed by a minor rotation of the entire sets. The Ek’s are concatenated to a sequence and are displayed like a
time series. Additionally, a statistical analysis is performed in terms of the probability that the absolute root error exceeds
a reference error level. We use abbreviations ‘‘CMP’’ for the Companion/eigenvalue method using Lapack dgeev.f, ‘‘ABE’’
for the Aberth method represented by program POLZEROS according to [9], and ‘‘FIT’’ for the fitting rooter of this paper,
available as Fortran subroutine fitrooter.
5.1. Low-degree deterministic polynomials
Some well-known deterministic polynomials are used in this test. Results are shown in Fig. 1 for the Wilkinson
polynomial of degree n = 20, the Laguerre polynomial of degree n = 20, and the Mandelbrot polynomials of degrees
n = 31 and n = 63. The coefficients for these deterministic test polynomials were taken from the MPSolve homepage [10],
where many test polynomials can be found.
We can see from Fig. 1 that in all four cases, the root error tracks are almost perfectly lower bounded by the absolute root
errors of FIT. We also see that ABE performs almost always better than CMP.
5.2. Random root polynomials
In this subsection, we study the behavior of the algorithms under test for two types of random root polynomials with
different root patterns. Case 1 are test polynomials of degree n = 10, where the roots appear in tight clusters. The centroids
of these clusters are moved around randomly in the z-plane, and the clusters themselves are generated randomly as well.
We give here a quasicode for the corresponding random root generator. For this purpose, denote rj(k) a sample realization
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Fig. 1. Absolute root errors displayed for the following test polynomials: Top left: Wilkinson polynomial n = 20. Top right: Laguerre polynomial n = 20.
Bottom left: Mandelbrot polynomial n = 31. Bottom right: Mandelbrot polynomial n = 63. Dotted lines: Companion/eigenvalue method (CMP). Dashed
lines: Aberth-method (ABE). Solid lines: Fitting rooter (FIT).
of an i.i.d. random process {rj} generated by a call on the Fortran random number generator random_number (rj(k)). Then
the following code will produce a root zk of a clustered root pattern as used in this Case 1 of the statistical tests:
ρk = r1(k) cos(πr2(k)),
γk = r1(k) sin(πr2(k)),
zk = (ρk + 0.1(r3(k)− 0.5))+ j (γk + 0.1(r4(k)− 0.5)) .
We can see that with a model of this kind, the roots zk are closely grouped around a centroid ρk + jγk in the z-plane, with a
minor stochastic variation inside a circle with radius 0.05 around these centroids.
In Case 2, we study stochastic polynomials of degree n = 100, where the roots are uniformly distributed in the z-plane.
In this case, the roots are generated by the following stochastic model:
ϕk = 2π (r1(k)− 0.5) ,
zk = (0.1+ 2r2(k)) (cosϕk + j sinϕk)− z,
where z represents the (real) mean of all roots, which is subtracted.
Fig. 2 shows the concatenated absolute root error tracks of the algorithms CMP, ABE and FIT applied to 1000 statistically
independent clustered root polynomials of Case 1. We can see that the root errors can be quite high in this case as a
consequence of the very dense root clusters. An overall evaluation of the results is possible in terms of the exceeding error
curves shown in Fig. 3 for each of the three algorithms under test. These curves display the probability that a root error
exceeds a reference error level. It turns out that FIT is slightly better than ABE and there is a larger performance gap to CMP.
Fig. 4 shows the concatenated absolute error tracks for 100 statistically independent realizations of the distributed random
root scenario of Case 2. The corresponding exceeding error curves are shown in Fig. 5. FIT wins again with a slightly larger
performance gap to ABE, while CMP produces uncompetitive results.
5.3. Random coefficient polynomials
In this section, the algorithms are tested using polynomials with coefficients generated as the samples of a zero-mean
unit-variance and nearly Gaussian distributed random process. We show results of 7 experiments with polynomial degrees
n = 1000; 2000; 4000; 8000; 16000; 32000; 64000. In each of these experiments, we generated 64000 absolute root errors
for evaluation. Hence in the n = 1000 case, we concatenated the absolute root errors of 64 independent trial runs while in
the n = 64 000 case, we display the absolute root errors of only a single polynomial.
Fig. 6 shows the concatenated absolute root error tracks of 64 trial runs of random coefficient scenario n = 1000 for the
algorithms CMP, ABE and FIT. We can see that CMP is characterized by an unacceptably high ground-floor error level which
is very typical for the QR-algorithm. ABE generates more widely distributed errors with maximum errors almost as large
as those of CMP. The absolute root errors of FIT appear almost perfectly upper bounded by the machine epsilon of Double
Precision arithmetic (≈ 1.11e− 16). This means that FIT produces root estimates which are in almost all cases exact in all
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Fig. 2. Concatenated absolute root errors of 1000 trial runs with random clustered root polynomials n = 10. Algorithms CMP, ABE and FIT.
Fig. 3. Probability that an absolute root error exceeds a reference error level in the n = 10 random clustered roots scenario. Dotted line: CMP. Dashed line:
ABE. Solid line: FIT.
16 displayed decimal digits of Double Precision arithmetic. Fig. 7 displays the overall picture of this experiment in terms
of the exceeding error curves. Here we can clearly see that the exceeding error curve of CMP has a similar shape as the
corresponding curve of FIT, but appears right-shifted by approximately a factor of 100. ABE produces an intermediate result
and shows a very characteristic shape of the exceeding error curve in this case of a random coefficient polynomial. Fig. 8
shows the absolute root errors for ABE and FIT in the case of the n = 64 000 polynomial. A comparison with the results
of ABE in the n = 1000 case (as displayed in Fig. 6) reveals that the error level of ABE grows with growing polynomial
degree. A look at the errors of FIT in Fig. 8 shows that this algorithm keeps the errors upper bounded by themachine epsilon
even in this case of an n = 64 000 polynomial. An overall statistical evaluation of all experiments with random coefficient
polynomials is available in Fig. 9. In the case of CMP, we could run the algorithm only up to a degree of n = 8000 as a
consequence of the excessive growth of the executable. We display the corresponding 4 exceeding error curves (dotted
lines in Fig. 9). Most apparent is the very high ground floor error level of this method which causes the curves to appear
right-shifted by more than a factor of 100 relative to the exceeding error curves of FIT in these 7 experiments. We can see
that these 7 curves of FIT appear almost identical in Fig. 9 as a consequence of the upper bounding error property of FIT in
this case of a unit-variance zero-mean nearly Gaussian random coefficient process. ABE shows the expected characteristic
shape of its exceeding error curves. Additionally, these curves appear successively right-shifted as a consequence of the fact
that the errors of ABE generally grow with growing polynomial degrees n.
5.4. Evaluating the z-transform of a linear chirp signal
Very high degree polynomials play an important role in signal processing [11]. For instance, it is sometimes of interest to
calculate the zeros of the z-Transform of chirp signals for reasons of source localization or identification. We shall examine
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Fig. 4. Concatenated absolute root errors of 100 trial runs with random distributed root polynomials n = 100. Algorithms CMP, ABE and FIT.
Fig. 5. Probability that an absolute root error exceeds a reference error level in the n = 100 random distributed roots scenario. Dotted line: CMP. Dashed
line: ABE. Solid line: FIT.
a case of this kind. Consider the following linear chirp signal {sk; k = 0, 1, 2, . . . , 2000}:
sk = Tk cos(ωkk); k = 0, 1, 2, . . . , 2000,
with normalized angular frequency ωk:
ωk =

0.4
2000
k+ 0.08

π,
and taper Tk:
Tk = 0.54− 0.46 cos
 π
200
k

; 0 ≤ k ≤ 200,
Tk = 1; 200 < k < 1800,
Tk = 0.54− 0.46 cos
 π
200
(k− 1600)

; 1800 ≤ k ≤ 2000.
We can see this linear chirp sequence displayed in Fig. 10. The z-Transform of this sequence {sk} is given by
S(z) =
2000
k=0
skz−k.
It is elementary to see that the zeros of S(z) are the roots of A(z), where:
A(z) = 1
s0
znS(z),
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Fig. 6. Concatenated absolute root errors of 64 trial runs with random coefficient polynomials n = 1000. Algorithms CMP, ABE and FIT.
Fig. 7. Probability that an absolute root error exceeds a reference error level in the n = 1000 random coefficient scenario. Dotted line: CMP. Dashed line:
ABE. Solid line: FIT.
Fig. 8. Absolute root errors of one trial run with random coefficient polynomial n = 64 000. Algorithms ABE and FIT.
with coefficients:
ak = sks0 ; k = 1, 2, . . . , 2000.
The algorithms CMP, ABE and FIT are applied to the problem of estimating the roots of A(z) in this case. The results are
displayed in Fig. 11, again in terms of the absolute root errors. CMP shows an uncompetitive ground-floor error level. ABE
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Fig. 9. Exceeding error curves for all 7 experiments ranging from n = 1000 to n = 64 000 for algorithms FIT (solid lines) and ABE (dashed lines). Exceeding
error curves of 4 experiments with CMP (dotted lines) ranging from n = 1000 to n = 8000.
Fig. 10. Linear chirp signal with fractional Hanning nose/tail taper.
Fig. 11. Absolute root errors of one trial run with linear chirp polynomial n = 2000. Algorithms CMP, ABE and FIT.
performsworse compared to its n = 2000 random coefficient result. FIT remains unaffected in its basic error characteristics.
Again, the errors appear upper-bounded by the machine epsilon. Fig. 12 finally draws the overall picture in terms of
the corresponding exceeding error curves. ABE shows an extreme error spread resulting in a flat ramp-like tail of the
corresponding exceeding error curve which even overtakes the exceeding error curve of CMP.
5.5. Runtimes
The runtimes of the algorithms in the different experiments have been monitored using the cpu_time command under
Fortran. Table 1 shows the resulting average runtimes per trial run for the low-degree experiments with clustered roots
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Fig. 12. Probability that an absolute root error exceeds a reference error level in the n = 2000 chirp scenario. Dotted line: CMP. Dashed line: ABE. Solid line:
FIT.
Table 1
Average runtimes (in seconds) for the rooting of random clustered root
polynomials n = 10 and random distributed root polynomials n = 100 using
the CMP, ABE and FIT algorithms.
Type poly: Clustered roots Distributed roots
CMP 14.16e−3 21.34e−3
ABE 0.94e−3 1.06e−3
FIT 3.18e−3 2.42e−3
Fig. 13. Runtimes for high-degree random coefficient polynomials. Dotted line: CMP. Dashed line: ABE. Solid line: FIT.
and random distributed roots. Fig. 13 shows the runtimes in the high-degree random coefficient polynomial experiments.
ABE is the fastest algorithm. The initialization procedure in this algorithm features the rooting of high-degree polynomials
with the roots grouped tightly around the unit circle. CMP is the slowest algorithm with the runtimes displayed here up to
n = 8000 only.
6. Conclusions
A new algorithm for real coefficient polynomial rooting based on the fitting of convolutions has been introduced. The
algorithm consists of a slicing or deflation section for initial root estimation and a post-fitting section for root refinement.
This concept has reached a top performance in terms of absolute root errorminimization in the presented tests, especially in
cases of high-degree polynomials with low coefficient variance. This type of polynomial typically occurs in signal processing
and seismic exploration. The post-fitting part of the algorithm appears in complex form and is hence more general in its
potential application.
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