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We consider the asymptotic behaviour as m → ∞ of the polylaplacian (−)m on the
unit ball in n dimensions with Dirichlet boundary conditions, and derive strikingly simple
asymptotically correct formulae for the Green’s function, for the minimal eigenvalue, and
for the associated eigenvector. The principal feature observed is that, for large m, the
solution operators can be well approximated in all Schatten norms by operators of rank 1.
We also show that a ﬁxed lower-order perturbation term has no effect on the asymptotic
behaviour of the solution operator.
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1. Introduction
Given m ∈ N, consider the eigenproblem
(−1)mψ(2m) = λψ
on the interval [−1,1] with boundary conditions ψ( j)(±1) = 0 (0  j m − 1). The investigation of this equation in [6],
in the context of quantum energy inequalities, leads to upper and lower bounds for the minimal eigenvalue, which are
asymptotically correct as m → ∞. That paper leaves some questions unanswered: ﬁrstly, it is conjectured that the solution
operators for this problem can be asymptotically approximated by operators of rank 1 (see [4,5] for established results
on these lines); secondly, although it seems likely that the associated eigenfunction is asymptotically (again as m → ∞)
ψ(t) = (1− t2)m , the methods used do not establish this.
In this note, as well as addressing these two issues, we extend these results to the polylaplacian in an arbitrary number
of dimensions, giving strikingly simple asymptotic formulae for the minimal eigenvalue, the associated eigenfunction and
the Green’s function. We also show that a ﬁxed lower-order perturbation has no effect on the asymptotics.
For m ∈ N, consider the polylaplacian (−)m on the unit ball Bn in Rn , with Dirichlet boundary conditions (all partial
derivatives of order up to m − 1 zero on ∂Bn; equivalently, all normal derivatives of order up to m − 1 zero on ∂Bn). The
Green’s function for this problem is known to be (see [1], [7, Lemma 2.27])
Gm,n(x, y) = km,n|x− y|2m−n
[x,y]/|x−y|∫
1
(v2 − 1)m−1
vn−1
dv (1)
where
[x, y] = (|x|2|y|2 − 2x.y + 1)1/2; km,n = Γ (1+ n/2)
nπn/24m−1[(m − 1)!]2 > 0. (2)
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(Gm,n f )(x) =
∫
Bn
Gm,n(x, y) f (y)dy
whose eigenvalues are the reciprocals of those of the original problem; we therefore seek the maximal eigenvalue λ(1)m,n of
Gm,n (all the eigenvalues are non-negative, because (−)m with Dirichlet boundary conditions has a non-negative quadratic
form; see, for example, [2, Section 5.5]). It is known that λ(1)m,n is a simple eigenvalue of Gm,n which has a non-negative
eigenfunction hm,n , which we choose to have unit L2 norm (see [7] for this and much more about non-negativity and the
polylaplacian).
For m > 0, deﬁne Lm,n : Bn → R and Km,n : Bn × Bn → R by
Lm,n(x) =
(
1− |x|2)m; Km,n(x, y) = Lm,n(x)Lm,n(y) (3)
and let Km,n be the rank 1 integral operator on L2(Bn) with kernel Km,n . We shall establish the following results:
Theorem 1. In the notation described above, as m → ∞:
(1) λ(1)m,n ∼ Γ (n/2)(2π)1/2 1Γ (2m+n/2+1/2) ;
(2) hm,n ∼ Lm,n‖Lm,n‖2 in L2(Bn);
(3) Gm,n ∼ km,n2m Km,n in L2(Bn × Bn);
(4) Gm,n ∼ km,n2m Km,n in any Schatten norm;
(5) ‖Gm,n‖ ∼ λ(1)m,n for any normalised Schatten norm.
See Section 2 for a review of some results about Schatten norms. The deﬁnition of asymptotic equality used here is that
if (um)m∈N and (vm)m∈N are non-zero sequences in a normed space, then um ∼ vm as m → ∞ if ‖um − vm‖/‖um‖ → 0 as
m → ∞. It is easy to check that this is an equivalence relation, that if um ∼ vm then ‖um‖ ∼ ‖vm‖ and that in R or C this
reduces to um/vm → 1 as m → ∞.
We shall also show in Section 5 that if A is a ﬁxed differential operator then the same conclusions hold for the Green’s
function and solution operator of (−)m +A , again with Dirichlet boundary conditions. In particular, the Green’s function
for this perturbed problem can for large m be well approximated by the non-negative function Km,n; this is related to the
results and conjectures in [7] about non-negativity and approximate non-negativity of Green’s functions.
We conclude the introduction with a remark on the nature of the approximations for hm,n and Gm,n . The function Lm,n
is in a sense the simplest function (precisely, the multinomial of minimal degree) which satisﬁes the Dirichlet boundary
conditions. A simple calculation shows that (−)mLmn = n(2m)!, or equivalently, Gm,n1 = Lm,n/[n(2m)!]. If the sequence
(Gm,n)m∈N is asymptotically of rank 1 as m → ∞, then for any function g not orthogonal to hm,n , in particular any constant
function, Gm,n g will be asymptotically a multiple of hm,n . It then follows from the spectral decomposition of Gm,n that Gm,n
will be asymptotically a multiple of Km,n . In summary: if there is rank-1 asymptotic behaviour, as conjectured in [6], then
it must be of the form described above.
2. Schatten norms
We work below with three different norms deﬁned on classes of operators on a Hilbert space H : the operator norm, the
Hilbert–Schmidt norm and the trace norm. In this section, we brieﬂy review the deﬁnitions of these and the results which
we shall use. Full details can be found in [8, Chapters 1–3].
Let L (H) denote the algebra of bounded operators on a Hilbert space H , and suppose T ∈ L (H) is compact. The
operator norm and, for j ∈ N, the jth singular value of T are deﬁned by
‖T‖op = sup
x∈H,‖x‖=1
‖T x‖; μ j(T ) = inf
S∈L (h),rank(S)< j
‖T − S‖op
so in particular μ1(T ) = ‖T‖op. Equivalently, (μ j(T )2) j∈N is the sequence of eigenvalues of T ∗T arranged in decreasing
order of magnitude and repeated according to multiplicity. For a self-adjoint operator, the singular values are the absolute
values of the eigenvalues; for a positive deﬁnite operator, the singular values are the eigenvalues themselves.
The Hilbert–Schmidt class and the trace class are the sets of compact operators T for which respectively the Hilbert–Schmidt
norm and the trace norm are ﬁnite; these two norms are deﬁned by
‖T‖HS =
( ∞∑
μ j(T )
2
)1/2
; ‖T‖tr =
∞∑
μ j(T )j=1 j=1
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tr(T ) = ‖T‖tr. The trace, Hilbert–Schmidt and operator norms are related by
‖T‖op  ‖T‖HS  ‖T‖tr. (4)
The trace class contains all operators of ﬁnite rank. If rank(T ) N then
‖T‖op  ‖T‖tr  N‖T‖op. (5)
If S and T are Hilbert–Schmidt operators then ST is trace-class and
‖ST‖tr  ‖S‖HS‖T‖HS. (6)
Now suppose D is some domain in Rn , H = L2(D) and T ∈L (H) can be expressed as an integral operator on L2(D), say
(T f )(x) =
∫
D
q(x, y) f (y)dy
for some measurable kernel q. Then the Hilbert–Schmidt norm of T is given in terms of the kernel by
‖T‖HS =
(∫
D
∫
D
∣∣q(x, y)∣∣2 dxdy)1/2 (7)
(and T lies in the Hilbert–Schmidt class if and only if this integral is ﬁnite). If T is positive deﬁnite and q is continuous
then the trace and trace norm are given by
tr(T ) = ‖T‖tr =
∫
D
q(x, x)dx (8)
(and T lies in the trace class if and only if this integral is ﬁnite) [3, Proposition 5.6.9].
These three norms are examples of a wide class of norms which can be expressed in terms of singular values; for brevity,
we shall call these Schatten norms. A detailed treatment can be found in [8, Chapter 2]; we need note only the following
points. Suppose ‖ · ‖sch is a normalised Schatten norm, that is, one which assigns norm 1 to the singular value sequence
(1,0,0,0, . . .). Then, for any trace-class operator T we have
‖T‖op  ‖T‖sch  ‖T‖tr. (9)
If rank(T ) N then by (5)
‖T‖op  ‖T‖sch  ‖T‖tr  N‖T‖op. (10)
3. Preparatory results
We collect here some calculations needed in the asymptotic analysis of the Green’s function (16). The L2 norm is denoted
by ‖ · ‖2.
Lemma 1. The norm of Lm,n in L2(Bn) is given by
‖Lm,n‖22 =
πn/2Γ (2m + 1)
Γ (2m + 1+ n/2) ∼
(
π
2m
)n/2
(11)
as m → ∞. We also have for any α > 0, Lm−α,n ∼ Lm,n as m → ∞ in L2(Bn), and Km−α,n ∼ Km,n as m → ∞ in L2(Bn × Bn)
(Lm,n and Km,n are deﬁned in (3)).
Proof. Working in polar coordinates,
‖Lm,n‖22 =
∫
Bn
(
Lm,n(x)
)2
dx =
1∫
0
(
1− r2)2mSn(r)dr
where Sn(r) is the (n− 1)-dimensional measure of the sphere of radius r in Rn; that is, Sn(r) = nπn/2rn−1/Γ (n/2+ 1). This
gives
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nπn/2
Γ (n/2+ 1)
1∫
0
(
1− r2)2mrn−1 dr = nπn/2
2Γ (n/2+ 1)
1∫
0
(1− s)2msn/2−1 ds (12)
(substituting r2 = s). This is recognisable as a Beta function, so we now have
‖Lm,n‖22 =
nπn/2
2Γ (n/2+ 1) B(2m + 1,n/2) =
nπn/2
2Γ (n/2+ 1)
Γ (2m + 1)Γ (n/2)
Γ (2m + 1+ n/2)
which immediately simpliﬁes to the expression in (11). The asymptotic form follows from Stirling’s formula.
To establish the asymptotic equality of Lm−α,n and Lm,n , we need to consider
‖Lm−α,n − Lm,n‖22 =
nπn/2
Γ (n/2+ 1)
1∫
0
[(
1− r2)m−α − (1− r2)m]2rn−1 dr
= nπ
n/2
Γ (n/2+ 1)
1∫
0
(
1− r2)2m−2α[1− (1− r2)α]2rn−1 dr
 nπ
n/2
Γ (n/2+ 1)Cα
1∫
0
(
1− r2)2m−2αrn+3 dr (13)
where Cα is such that [1− (1− r2)α]2  Cαr4 for r ∈ [0,1]; such Cα exists because the leading term in the Taylor expansion
of [1 − (1 − r2)α]2 around r = 0 is α2r4. The integral in (13) now evaluates in terms of Γ in much the same way as (12),
giving
‖Lm−α,n − Lm,n‖22 
Cαn(n + 2)πn/2Γ (2m − 2α + 1)
4Γ (2m − 2α + 3+ n/2) .
Applying Stirling’s formula we see that, as m → ∞, this behaves like a multiple of m−(2+n/2) . By (12), ‖Lm,n‖22 behaves like
a multiple of m−n/2, so we see that ‖Lm−α,n − Lm,n‖2/‖Lm,n‖2 → 0 as m → ∞. The corresponding result for Km,n follows
immediately. 
Lemma 2. Suppose f : Bn × Bn → R is continuous at (0,0) with f (0,0) = 1 and bounded on Bn × Bn with | f (x, y)|  C. Let
fm(x, y) = Km,n(x, y) f (x, y). Then, in L2(Bn × Bn), fm ∼ Km,n as m → ∞.
Proof. For δ ∈ (0,1), let χδ be the characteristic function of the ball in Rn × Rn centred at 0 with radius δ, and let χ ′δ =
1− χδ be the characteristic function of its complement. It is clear that for any δ, as m → ∞,
‖Km,nχδ‖2
‖Km,n‖2 → 1;
‖Km,nχ ′δ‖2
‖Km,n‖2 → 0
(essentially, this is saying that (Km,n)m∈N can be rescaled to be an approximate identity; Km,n is akin to a higher-dimensional
version of the Landau kernel).
Now, for any ε > 0 there exists δ > 0 such that if |(x, y)| < δ then | f (x, y) − 1| < ε/2, and M ∈ N such that if m > M
then ‖Km,nχ ′δ‖2/‖Km,n‖2 < ε/[2(1+ C)]. We then have
‖Km,n − Km,n f ‖2
‖Km,n‖2 =
‖Km,n(1− f )(χδ + χ ′δ)‖2
‖Km,n‖2 
‖Km,n(1− f )χδ‖2
‖Km,n‖2 +
‖Km,n(1− f )χ ′δ‖2
‖Km,n‖2
<
ε
2
‖Km,n‖2
‖Km,n‖2 + (1+ C)
ε
2(1+ C) = ε.
This shows that
‖Km,n − Km,n f ‖2
‖Km,n‖2 → 0 asm → ∞. 
Lemma 3. Suppose that (pm)m∈N and (qm)m∈N are sequences of non-negative functions in some L2 space, that ‖pm‖2 = ‖qm‖2 = 1,
and that the projections Pmx = 〈x, pm〉pm and Qmx = 〈x,qm〉qm are such that ‖Pm − Qm‖op → 0 as m → ∞. Then
‖pm − qm‖2 → 0 and ‖Pm −Qm‖ → 0 in any Schatten norm.
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By the reverse triangle inequality,∣∣1− ∣∣〈pm,qm〉∣∣∣∣→ 0.
Since pm and qm are non-negative, 〈pm,qm〉 0, so 〈pm,qm〉 → 1. It now follows from (14) that ‖pm − qm‖2 → 0. Because
Pm and Qm have rank 1, Pm −Qm has rank at most 2; the conclusion now follows from (10). 
4. Proof of Theorem 1
As we are interested in asymptotic results as m → ∞, there is no loss in assuming that m > n/2, which guarantees that
Gm,n is continuous.
We begin by deriving a different formula for the Green’s function, in which the asymptotic properties are clearly visible.
Starting from Eq. (1):
Gm,n(x, y) = km,n|x− y|2m−n
[x,y]/|x−y|∫
1
(v2 − 1)m−1
vn−1
dv,
we make two changes of variables. Firstly, let v2 −1 = u, so dv = du/(2[1+ u]1/2), u = 0 when v = 1 and u = (1−|x|2)(1−
|y|2)/|x− y|2 when v = [x, y]/|x− y|; the calculation for the last part is
[x, y]2
|x− y|2 − 1 =
(|x|2|y|2 − 2x.y + 1) − (|x|2 + |y|2 − 2x.y)
|x− y|2 =
|x|2|y|2 − |x|2 − |y|2 + 1
|x− y|2 =
(1− |x|2)(1− |y|2)
|x− y|2 .
We now have
Gm,n(x, y) = km,n|x− y|2m−n
(1−|x|2)(1−|y|2)/|x−y|2∫
0
um−1
(1+ u)(n−1)/2
du
2(1+ u)1/2
= km,n
2
|x− y|2m−n
(1−|x|2)(1−|y|2)/|x−y|2∫
0
um−1 du
(1+ u)n/2 . (15)
Secondly, we substitute u = (1− |x|2)(1− |y|2)|x− y|−2w , so du = (1− |x|2)(1− |y|2)|x− y|−2 dw , w = 0 when u = 0 and
w = 1 when u = (1− |x|2)(1− |y|2)|x− y|−2:
Gm,n(x, y) = km,n
2
|x− y|2m−n
1∫
0
(1− |x|2)m−1(1− |y|2)m−1wm−1
|x− y|2m−2[1+ (1− |x|2)(1− |y|2)|x− y|−2w]n/2
(1− |x|2)(1− |y|2)
|x− y|2 dw.
This now simpliﬁes to
Gm,n(x, y) = km,n
2
(
1− |x|2)m(1− |y|2)m 1∫
0
wm−1 dw
[|x− y|2 + (1− |x|2)(1− |y|2)w]n/2
= km,n
2
Km,n(x, y)
1∫
0
wm−1 dw
[|x− y|2 + (1− |x|2)(1− |y|2)w]n/2 . (16)
We now obtain asymptotically correct upper and lower bounds for Gm,n . Firstly, in (16), [|x− y|2 + (1− |x|2)(1− |y|2)w]n/2
is an increasing function of w , so we have
Gm,n(x, y)
km,n
2
Km,n(x, y)
1∫
0
wm−1 dw
[|x− y|2 + (1− |x|2)(1− |y|2)]n/2
= km,n
2
Km,n(x, y)
1
[|x− y|2 + (1− |x|2)(1− |y|2)]n/2m
= km,n Km−n/2,n(x, y)
(
(1− |x|2)(1− |y|2)
2 2 2
)n/2
. (17)2m |x− y| + (1− |x| )(1− |y| )
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m → ∞. By the second part of Lemma 1 with α = n/2, the lower bound is also asymptotically equal to km,nKm,n/(2m).
Secondly, again in (16), we have[|x− y|2 + (1− |x|2)(1− |y|2)w]n/2  [(1− |x|2)(1− |y|2)w]n/2
so we can estimate
Gm,n(x, y)
km,n
2
Km,n(x, y)
[(
1− |x|2)(1− |y|2)]−n/2 1∫
0
wm−1−n/2 dw = km,n
2m − n Km−n/2,n(x, y). (18)
We can now apply the second part of Lemma 1 with α = n/2 to see that, in L2(Bn × Bn) as m → ∞, the upper bound is
also asymptotically equal to km,nKm,n/(2m). From the asymptotically equal lower and upper bounds in (17) and (18), we
conclude that
Gm,n ∼ km,n
2m
Km,n
in L2(Bn × Bn) as m → ∞, which proves part (3) of Theorem 1. We can use (7) to interpret this in terms of operators: if we
let Km,n be the integral operator with kernel Km,n then
‖Gm,n − km,nKm,n/(2m)‖HS
‖km,nKm,n/(2m)‖HS =
‖Gm,n − km,nKm,n/(2m)‖2
‖km,nKm,n/(2m)‖2 → 0 (19)
as m → ∞; that is,
Gm,n ∼ km,n
2m
Km,n (m → ∞) (20)
in the Hilbert–Schmidt norm as m → ∞. Since Km,n has rank 1, its operator and Hilbert–Schmidt norms are equal (it has
only one non-zero singular value). It therefore follows from (4) and (19) that
‖Gm,n − km,nKm,n/(2m)‖op
‖km,nKm,n/(2m)‖op 
‖Gm,n − km,nKm,n/(2m)‖HS
‖km,nKm,n/(2m)‖HS → 0
as m → ∞, showing that (20) also holds in the operator norm. It also follows that
‖Gm,n‖op ∼
∥∥km,nKm,n/(2m)∥∥op = km,n2m ‖Km,n‖2 = km,n2m ‖Lm,n‖22.
Since Gm,n is positive deﬁnite, its operator norm is precisely its largest eigenvalue, so we have
λ
(1)
m,n ∼ km,n2m ‖Lm,n‖
2
2 (21)
which, after substitution of the formula for ‖Lm,n‖2 in Lemma 1 and an application of Stirling’s formula, yields part (1) of
Theorem 1.
If x = y then the upper bound in (18) is exact:
Gm,n(x, x) = km,n
2m − n
(
1− |x|2)2m−n.
We can now use (8) (recall the standing hypothesis than m > n/2) to see that Gm,n is a trace-class operator and that
‖Gm,n‖tr = tr(Gm,n) = km,n
2m − n
∫
Bn
(
1− |x|2)2m−n dx = km,n
2m − n‖Lm−n/2,n‖
2
2. (22)
Comparing this to (21), we see that
‖Gm,n‖tr = tr(Gm,n) ∼ λ(1)m,n = ‖Gm,n‖op
as m → ∞ (by the second part of Lemma 1, the −n/2 term in (22) has no effect on the asymptotics). Part (5) of Theorem 1
now follows from (9).
In terms of the eigenvalues (λ( j)m,n) j∈N of Gm,n , the asymptotic equivalence of the trace and operator norms can [4,
Lemma 3.1] be expressed as
1
λ
(1)
m,n
∞∑
λ
( j)
m,n → 0 asm → ∞.j=2
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(1)
m,n of Gm,n; explicitly,
Pm,n f = 〈 f ,hm,n〉hm,n.
Then Gm,n − λ(1)m,nPm,n is non-negative deﬁnite and has trace norm
∑∞
j=2 λ
( j)
m,n . We now have
‖Gm,n − λ(1)m,nPm,n‖tr
‖λ(1)m,nPm,n‖tr
= 1
λ
(1)
m,n
∞∑
j=2
λ
( j)
m,n → 0 asm → ∞.
It follows from this that, in any Schatten norm,
Gm,n ∼ λ(1)m,nPm,n
as m → ∞. But we already know that, in the Hilbert–Schmidt norm, Gm,n ∼ km,n/(2m)Km,n , so the two sequences of rank
1 operators, λ(1)m,nPm,n and km,n/(2m)Km,n are asymptotically equal as m → ∞. It now follows from Lemma 3 that
hm,n ∼ Lm,n‖Lm,n‖2
in L2(Bn) as m → ∞ which is part (2) of Theorem 1 and that
Gm,n ∼ km,n
2m
Km,n ∼ λ(1)m,nPm,n
as m → ∞ in any Schatten norm, which is part (4) of Theorem 1. This completes the proof.
5. Lower-order perturbations
Suppose Am is a differential operator of order less than 2m:
Am f =
∑
α: |α|<2m
am,αD
α (23)
where am,α is a continuous function on Bn . Then, provided I + AmGm is invertible on L2(Bn), Gm(I + AmGm)−1 is a
right inverse to (−)m + Am; equivalently, Gm(I + AmGm)−1 is the solution operator to (−)m + Am . If, in addition,
AmGm → 0 as m → ∞ then Gm(I + AmGm)−1 ∼ Gm as m → ∞; it then follows that the results from Theorem 1 also
apply to (−)m +Am . Many suﬃcient conditions could be given to guarantee that AmGm → 0 as m → ∞. For example,
if the uniform norms ‖am,α‖∞ tended to zero suﬃciently rapidly, then the result would hold; this is closely related to [7,
Lemma 5.3], where it is shown that if all ‖am,α‖∞ are suﬃciently small then I +GmAm is invertible on a suitable Sobolev
space. Alternatively, as is shown in Theorem 2 below, if an operator A is ﬁxed then AGm → 0 as m → ∞. This can be
thought of a companion result to [7, Theorem 5.1]: instead of saying that if the perturbation has small norm, then the
resulting Green’s function is non-negative, it shows that if the perturbation has small degree then the resulting Green’s
function is close to the original, non-negative, Green’s function.
Lemma 4. Fix n ∈ N. For any multi-index α with |α| <m, there are multinomials Pα and Qα such that
∂
∂xα
(
1− |x|2)m = (1− |x|2)m−|α|m|α|Pα(x,m−1),
∂
∂xα
1
[|x− y|2 + (1− |x|2)(1− |y|2)w]n/2 =
Qα(x, y,w)
[|x− y|2 + (1− |x|2)(1− |y|2)w]n/2+|α| .
In particular, for any ﬁxed α, Pα and Qα are bounded on Bn × [0,1] and Bn × Bn × [0,1] respectively.
Proof. This follows straightforwardly by induction on |α|. 
Lemma 5. Fix n ∈ N and a differential operatorA , as in (23). Then, as m → ∞, ‖AGm,n‖HS → 0.
Proof. It is suﬃcient to show that for any multi-index α, ‖DαGm,n‖HS → 0 as m → ∞. We need only consider the case
where m > |α| and m > n/2. Differentiating under the integral and using the product rule and the formulae in Lemma 4
shows that DαGm,n is a Hilbert–Schmidt operator whose integral kernel is bounded pointwise by some constant multiple
of km,nm|α| (independently of m). It is now immediate from Eq. (2) that ‖DαGm,n‖HS → 0 as m → ∞. 
S.P. Eveson / J. Math. Anal. Appl. 385 (2012) 828–835 835Theorem 2. Fix n ∈ N and a differential operator A , as in (23). Then ‖AGm,n‖tr → 0 as m → ∞ and hence the solution operators
for (−)m and (−)m + A (with Dirichlet boundary conditions in both cases) are asymptotically equal in every Schatten norm.
In particular, the results of Theorem 1 apply to the solution operator of (−)m +A .
Proof. It is suﬃcient to show that for any multi-index α, ‖DαGm,n‖tr → 0 as m → ∞. Let Cn be the unit cube [−1,1]n in
R
n and consider the operator G˜m,n deﬁned on L2(Cn) by
(G˜m,n f )(x) =
{∫
Bn
Gm,n(x, y) f (y)dy if x ∈ Bn;
0 if x /∈ Bn.
Regarding L2(Bn) as a subspace of L2(Cn), G˜m,n agrees with Gm,n on L2(Bn) and is zero on L2(Bn)⊥ = L2(Cn \ Bn). The two
operators therefore have the same non-zero singular values and hence the same Hilbert–Schmidt and trace norms. Let Vn
denote the n-dimensional Volterra operator
(Vn f )(x) =
x1∫
0
x2∫
0
. . .
xn∫
0
f (ξ)dξn . . .dξ2 dξ1
and note that Vn is a Hilbert–Schmidt operator because it is an integral operator with kernel
(x, y) →
{
1 if x j  y j for all j;
0 otherwise.
Let 1 and α + 1 denote the multi-indices (1,1, . . . ,1) and (α1 + 1,α2 + 1, . . . ,αn + 1) respectively. Then, provided m >
|α + 1| = |α| + n, we have
DαG˜m,n = VnD1DαG˜m,n = VnDα+1G˜m,n
(this uses the fact that G˜ is |α| +m times differentiable and all its derivatives are zero on ∂Cn). We can now use (6) to
estimate∥∥DαG˜m,n∥∥tr  ‖Vn‖HS∥∥Dα+1G˜m,n∥∥HS
and Lemma 5 to see that ‖DαG˜m,n‖tr → 0 as m → ∞. 
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