Introduction {#sec1-1}
============

Cancer is one of the most common causes of death in the world \[ [@ref1] \]. Among all types of cancer, lung cancer has the highest mortality rate with 15% survival in 5 years \[ [@ref1] \]. There are 2 main types of lung cancer, namely non-small cell lung cancer (NSCLC) and small cell lung cancer (SCLC), between which \~85% of diagnosed lung cancers are related to NSCLCs \[ [@ref2] \]. Selection of the best treatment modalities for lung cancer depends on many factors, including survival time, type, location and stage of cancer, which are usually determined by computed tomography (CT) and/or positron emission tomography (PET).

CT imaging plays a critical role in early diagnosis, stage prediction, and follow-up of the patients suffering from lung cancer \[ [@ref3] \]. The standard methods, considered for evaluation of the tumor response to a given treatment modality in bi-dimensional and uni-dimensional, are World Health Organization (WHO) and Response Evaluation Criteria in Solid Tumors (RECIST) guidelines, respectively \[ [@ref4] , [@ref5] \]. These guidelines use some general factors, including shape, size and growth of tumor to quantify response evaluation. This quantification methods cannot reflect complexity of tumor behavior and predict therapeutic value of tumor treatment accurately \[ [@ref4] , [@ref5] \]. In other hand, RECIST and WHO guidelines only can evaluate the tumor response after treatment process and cannot make any prediction about response to treatment.

Survival of the patients at different stages and response to treatment process strongly depend on the stage at the time of cancer diagnosis \[ [@ref6] \]. There are different types of biomarkers such as genomic, proteomic and metabolomic providing prognostic and diagnostic information for cancer therapeutic assessment in clinical practice \[ [@ref7] - [@ref9] \]. The ability to select the best treatment modality for cancer patients is highly important and of clinical significance. Currently, there is no non-invasive biomarker to predict the survival time of cancer patients at different stages \[ [@ref10] \]. Radiomics focuses on quantitative analysis of medical images to better analyze the patients' conditions and also tries to help physicians make the best clinical decision \[ [@ref11] - [@ref12] \]. With high throughput computing, we can extract quantitative information from tomographic images. Analysis of relationships between quantitative information and tumor response in a quantitative radiomic framework may increase the predictive value of medical images \[ [@ref13] \].

Although we believe that our study is the first attempt to systematically predict the survival time of patients by analyzing the performance of different logistic regression-based classification models, there exist only few studies in a similar vein. The first study is Hawkins *et al*., which compared the performance of four feature selection and classification methods \[ [@ref14] \]. Their cohort consisted of 40 patients, and the cutoff survival time was selected in a way that their training dataset was converted into a balanced one \[ [@ref14] \]. In real world scenarios, nonetheless, this assumption is not correct in the sense that many real world datasets are imbalanced, which makes the classification process more challenging.

More recently, Parmar *et al*., investigated the performance of different feature selection methods and classifiers \[ [@ref15] \]. In 2016, Hayano *et al*., demonstrated that CT texture analysis provides favorable imaging biomarkers to predict the survival of patients with advanced NSCLC \[ [@ref16] \]. In addition, Dennie *et al*., reported that texture analysis of CT images has considerable sensitivity and specificity in obtaining prognostic information about patients with NSCLC \[ [@ref17] \]. In comparison to these studies, the methods in our research are different in many components of the quantitative radiomic framework, such as classifiers and segmentation algorithm. Moreover, in this study we investigated the performance of the predictors in a precise manner with respect to the importance of different probable error types which may occur in the classification process.

In the current study, the main purpose was to assess the value of CT image features combined with different logistic regression-based machine learning methods to predict the patients' survival time. To this end, we incorporated different logistic regression-based classification models into a quantitative radiomic framework. These classifiers are found to yield favorable outcomes in many supervised classification problems \[ [@ref18] , [@ref19] \]. As a result, we experimentally evaluated their performance as well. We categorized the survival time of patients into two distinct groups with an acceptable cutoff time of 2 years similar to Parmar *et al*., and other studies \[ [@ref15] , [@ref20] \]. In our study, the patients lived more than 2 years were labeled as 'Alive' and otherwise as 'Dead'. The implemented classification models via the extracted radiomic features were used to automatically predict these class labels for new patients. Consequently, our prediction approach can be used as a useful and non-invasive application in clinical oncology to improve the accuracy of treatment modality selection.

Material and Methods {#sec1-2}
====================

To elaborate the various sections of the retrospective study, we made a schematic illustrati on for the proposed quantitative radiomic predictor system ([Figure 1](#JBPE-10-479-g001.tif){ref-type="fig"}).

![Overall quantitative radiomic framework for predicting survival time of lung cancer patients.](JBPE-10-479-g001){#JBPE-10-479-g001.tif}

Patient CT images {#sec2-1}
-----------------

Fifty-nine patients with primary lung adenocarcinoma, who were treated in the thoracic oncology program at the H. Lee Moffitt cancer center and research institute and the Maastricht radiation oncology clinic (MAASTRO), were included in this retrospective study \[ [@ref21] \]. For each patient, pre-treatment contrast-enhanced CT scans were acquired at MAASTRO between years 2006 to 2009. Clinical data, including demographics, diagnosis, TNM (tumor, nodes and metastases status) stage, and patient survival were obtained for each patient \[ [@ref22] \]. Based on the clinically provided diagnostic data, 24 patients were labeled as 'Dead' and 35 as 'Alive' in this dataset. More details about the patients can be found in research carried out by Grove *et al*., \[ [@ref22] \].

Preprocessing of images {#sec2-2}
-----------------------

Because texture features are sensitive to different image acquisition which is unavoidable such as noise, the full intensities of each CT image were resampled to 64 gray levels. This process helps to efficiently and practically compute the texture features.

Segmentation method {#sec2-3}
-------------------

Lung lesions were segmented using competitive region-growing based algorithm \[ [@ref23] \]. Grow cut algorithm uses a competitive region growing approach with given initial points and cellular automation \[ [@ref23] \]. All lung lesions were segmented by grow cut algorithm used in 3D-Slicer software.

Radiomic features extraction {#sec2-4}
----------------------------

Following the delineation and segmentation of the lesions, 40 quantitative radiomic features, including histogram-based, shape-based, and texture-based features were extracted from the 3D-tumor volume of each lesion. The histogram-based features roughly calculate the first order statistics of the tumor lesion's voxel intensities \[ [@ref10] \]. The tumor shape complexity descriptors quantitatively characterize lung adenocarcinomas via convexity and entropy ratio \[ [@ref22] \]. The texture features such as gray level co-occurrence matrices (GLCM), gray level run length matrices (GLRLM), neighboring gray-level dependence matrix (NGLDM), and gray-level zone length matrix (GLZLM), mathematically quantify the spatial positioning of intensities in the segmented regions of CT images \[ [@ref15] , [@ref24] \]. These 40 quantitative radiomic features made up our feature vector, and thereby represented our CT images in the classification task.

Mutual information-based feature selection {#sec2-5}
------------------------------------------

Up to this section, we represented each patient's CT image by a set of 40 quantitative radiomic features. In order to obtain more accurate results from the model, it needs to get a few features which have the highest relationship with the class label. In fact, feature selection methods aims to rank the extracted features according to their discrimination power, and select their subset with the highest discrimination power \[ [@ref25] \].

The techniques of correlation feature selection based on conventional statistics can detect only linear relationships. However, mutual information can detect nonlinear relationships as well as linear ones \[ [@ref25] \]. Having considered these reasons, we applied the mutual information feature selection method on our dataset. Mutual information measures, from the information theory viewpoint, how much information about a feature contains about the class. The mutual information of two continuous random variables X and Y is defined as

$I\left( {x,y} \right) = D_{KL}\left( P\left( {x,y} \right)||P\left( x \right)P\left( y \right) \right) = \int_{Y}\int_{X}\left( {x,y} \right)\log\frac{P\left( {x,y} \right)}{P\left( x \right)P\left( y \right)}{dxdy}$

Where D~KL~ is the *Kullback-Leibler* (KL) divergence, *p*(x,y) is the joint probability density function (PDF) of X and Y, and *p*(x) and *p*(y) are the marginal probability density functions of X and Y, respectively \[ [@ref26] \]. In other words, mutual information tells us how much p(x,y) is different from a hypothetical PDF with independent X and Y via the KL divergence. KL divergence is a measure of the difference between two PDFs \[ [@ref26] \]. From the properties of KL divergence, we can find out that *I*(x,y)≥0, and that if a feature's distribution is the same in a class as it is in the other classes, then *I*(x,y)=0. Mutual information also reaches its highest value if the feature is a perfect indicator of class membership. It occurs if and only if the feature is present in samples belonging to only one class \[ [@ref26] \].

We need to compute the overall mutual information using the mutual information function of feature x~i~ of different classes. To this end, we define *I*(x~i~,y~i~) as the mutual information between feature x~i~ and a particular class y~i~. In order to compute the overall mutual information, we use the average values of *I*(x~i~,y~i~) over all the existing classes (i.e., 'Alive' and 'Dead'). Finally, we select the subset of features with the maximum value of overall mutual information score.

Lastly, before applying a classifier to our selected features, the features will be zero-centered, which is common in machine learning. More precisely, to accelerate the convergence rate of the model, and also prevent some features from dominating the other features, the average of each feature is computed and then every feature's value is subtracted from their respective means.

Logistic regression-based classifiers {#sec2-6}
-------------------------------------

In this section, we introduce six different logistic regression-based classifiers in a common framework. The framework has two major components: 1) the linear score function which converts the selected features to class scores, and 2) the objective function that measures the extent to which the predicted labels match the clinical annotated labels (i.e., ground truth labels). Next, in order to find the optimum parameters of our model, we consider the problem as an optimization one which we overcome via adopting a *maximum a posteriori* (MAP) estimation \[ [@ref27] \].

The linear score function maps the values of selected radiomic features onto our two classes' confidence scores using a matrix multiplication \[ [@ref27] \], as follows:

S=f(x^(i)^;W)=Wx^(i)^

Where the matrix *W* is the weight matrix, and the bias vector is eliminated in order to simplify our notation (*i.e.*, we use the bias trick in equation (3)). It means that we extend X^(i)^ by one extra dimension with the value of 1 (*i.e.*, the default bias dimension). As a result, the size of X^(i)^ equals to \[(d ´+1)×1\] and *W* is a matrix with the size of \[2×(d́+1)\]. The result of the score function S is a vector with the size of 2×1, which we denote as S=\[S~1~ S~2~\]^T^ St means that the model's confidence score for the *i^th^* class is the *i^th^* element of the result vector (*i.e.,Si*).

The second major component is the objective function (or cost function). The objective function will be high if we predict the truth class label for most of the training samples; conversely, it will be low if the predicted confidence scores are different from the ground truth \[ [@ref27] \]. The logistic regression-based models treat the computed confidence scores as the unnormalized log probabilities of each class. Using the softmax function, which normalizes these probabilities between 0 and 1, the objective function for the *i^th^* sample can be defined as \[ [@ref27] \]

$J_{i} = \log P\left( y^{i}x^{i}{;W} \right) = \log\left( \frac{\exp\left( S_{y^{(i)}} \right)}{\sum_{k=1}^{2}\exp\left( S_{k} \right)} \right) = Sy^{(i)} - \log\left( \sum_{k=1}^{2}\exp\left( S_{k} \right) \right)$

The total objective function consists of two parts: 1) the mean of *J~i~* for all training samples, and 2) the regularization term. More precisely, the first part computes the mean of the values of objective functions for all training samples indicating the data objective. The second part (i.e., the regularization term/penalty) prevents the overfitting problem by enforcing some constraints on the weight matrix *W*. Consequently, the total objective function, which measures the quality of the classification, is defined as:

$J\left( W \right) = \frac{1}{n}\sum_{j=1}^{n}J_{i} - R\left( W \right) = J\left( W \right) - R\left( W \right)$

Where *J(W)* is data objective and *R(W)* indicates regularization term \[ [@ref27] \]. Now, by subtracting the regularization term from the total objective function, we can estimate the weight matrix *W* via the MAP estimation as follows:

W~MAP~=arg~w~ maxJ(W)=arg~w~ max\[J(W)-R(W)\]

In fact, according to the above-mentioned estimation, we can interpret the regularization term *R(W)* as some priors on the weight matrix. This MAP estimation can be achieved using different optimization algorithms (*e.g.*, Newton's method, which is known as *iteratively reweighted least squares* (IRLS) in the literature, *stochastic gradient descent* (SGD), etc.) \[ [@ref27] \]. If one uses the IRLS method to accomplish the MAP estimation, then in the machine learning context, the overall method is called logistic regression, which we denote as LR in our experiments. If the number of class labels is more than two, the generalized logistic regression is called multinomial logistic regression (or softmax regression) \[ [@ref27] \].

Due to the success of the coordinate descent optimization method in solving the dual form of linear models (e.g., support vector machines (SVM)), Yu *et al*., presented the dual coordinate descent method for logistic regression (DCD-LR) \[ [@ref28] \]. They formulated the dual form of logistic regression model (instead of its primal form), and applied the coordinate descent optimization method to solve it \[ [@ref28] \]. The DCD-LR is the second model, which we used in our experiments in this paper.

The next four models used in this study are different from one another in terms of their priors on regularization term. These priors include Gaussian, Laplacian, Cauchy, and Uniform. For brevity, we denote these methods as G-LR, L-LR, C-LR, and U-LR, respectively. For some of these priors, the regularization term is non-differentiable, and as a result, the IRLS method cannot easily handle these priors \[ [@ref29] \]. Carpenter used the (online) SGD method for optimization \[ [@ref29] \]. In our implementation, the online SGD method uses just one training sample to update weights in each iteration.

Experimental setup {#sec2-7}
------------------

In our experiments, we used the 10-fold cross-validation strategy on our dataset. It means that we used 90% of our dataset as a training set and the rest of it (i.e., the remaining 10%) as a testing set. It is important to note that all of the results in this study were obtained by this strategy. The mutual information-based feature selection and all of the six classifiers were implemented in Java and run on a PC with Intel Core2Duo 2.53GHz and 4GB of RAM.

As stated above, predicting the survival time of lung cancer patients via CT images involves a number of inter-related phenomena, each of which affects the overall performance in a particular way. However, since this issue (i.e., predicting the survival time of lung cancer patients) is quite new in the medical literature, there exists only few published papers about it. Most of these papers rarely report results on the same evaluation measures. As a result, making comparison between different models would be stifling.

Using the Machine Learning viewpoint we can analyze our problem as a binary classification task. Therefore, well-known evaluation measures in Machine Learning can be used here. As a result, first of all, in order to objectively evaluate the characteristics of our models, we used the *confusion matrices* of the models. The confusion matrix is a visual table that indicates the number of correct and incorrect predictions made by the classification model in comparison to the actual ground truths in the test data \[ [@ref30] \]. In fact, using confusion matrix, we can determine the performance of a classifier via quantitative measures.

In the confusion matrix, each column shows the number of test samples which the model predicted their class labels while each row shows the number of test samples according to the ground truth labels \[ [@ref30] \]. In the confusion matrix, each entry has a specific interpretation in the context of our study, which is defined as follows \[ [@ref30] \]:

-   True positive (TP): the number of test samples, class labels of which are predicted by the classification model as 'Alive' correctly.

-   True negative (TN): the number of test samples, class labels of which are predicted by the classification model as 'Dead' correctly.

-   False positive (FP): the number of test samples, class labels of which are predicted by the classification model as 'Alive' incorrectly; however, their actual class label is 'Dead'.

-   False negative (FN): the number of test samples, class labels of which are predicted by the classification model as 'Dead' incorrectly; however, their actual class label is 'Alive'.

According to these definitions, two fundamental evaluation measures can be defined as:

${sensitivity} = \frac{TP}{{TP} + {FN}}$

${Precision} = \frac{TP}{{TP} + {FP}}$

The *sensitivity* (also known as *recall* or *true positive rate* (TPR)) is the fraction of 'Alive' samples that were correctly classified \[ [@ref30] \]. In fact, sensitivity measures how much of the actual 'Alive' class is predicted correctly by the classification model. Moreover, *precision* is the fraction of the 'Alive' samples predicted correctly. It means that in contrast to sensitivity, precision measures how much of the predicted 'Alive' class is the same as the ground truth. Both of the sensitivity and precision can take values between 0 and 1. If the value is higher, the classification will have the better performance \[ [@ref30] \].

In some papers \[ [@ref30] \], the specificity measure is also used for evaluation, which is defined as:

${Specificity} = \frac{TN}{{TN} + {FP}}$

However, this is not considered as an important evaluation measure in this study because we have two error types as follows:

1\) Error type 1: in this type of error, the actual class label is 'Alive' but the classification model incorrectly predicts 'Dead'.

2\) Error type 2: in this type of error, the actual class label is 'Dead' but the classification model incorrectly predicts 'Alive'.

Based on analyzing these two error types, we can infer that error type 1 is more critical and dangerous than the second one. If error type 1 occurs, it means that the patient will actually be alive (more than 2 years), that we can start the treatment process, and that we expect that the patient will most probably be cured. However, since the classification model incorrectly predicts its class label as 'Dead', we do not start the treatment process (as in this case we mistakenly think that the treatment process would not be effective) and as a result a human's life will be lost. On the other hand, error type 2 will only result in financial loss. Therefore, we can conclude that error type 1 is much more critical than the second one, and that the 'Alive' class is more important. Since the specificity measure focuses on the 'Dead' class, its value is not very important for our experiments. Moreover, in the next section we will show that our best models have less error type 1.

Another useful evaluation measure is accuracy, which specifies the fraction of the total number of classification model's correct predictions \[ [@ref30] \], and is defined as:

${Accuracy} = \frac{{TP} + {TN}}{{TP} + {TN} + {FN} + {FP}}$

Although accuracy is a common, widely-used and well-known evaluation measure, it solely is not a reliable and adequate evaluation metric. The reason is that when the dataset is imbalanced (i.e., there is a huge difference between the number of samples in different classes), it may yield unreliable results. On the other hand, the extracted evaluation measure from the confusion matrix allows us to propose better metrics, which can overcome this problem. We know that a perfect classification model requires both high sensitivity and precision values \[ [@ref30] \]. Thus, the F1 score or harmonic mean of the sensitivity and precision used to determine how well the classification model predicts the ground truth labels is defined as \[ [@ref30] \]:

${F1\ score} = \frac{2*{sentivity}*{precision}}{{sentivity} + {precision}}$

Finally, in situations where the dataset is balanced, one can use both the accuracy and F1 score to quantify the overall performance of a classifier. If the accuracy and F1 score get higher there will be better match between ground truth and the predicted labels. Since in our dataset the difference between the number of samples in the two different classes is not much (i.e., 11 patients), we used both accuracy and F1 score for a better evaluation. In the next section, a more detailed analysis of the classification models is presented.

Ethics {#sec2-8}
------

As stated before, here we used a free dataset published earlier by Clark *et al*., in which the study was conducted in accordance with the Declaration of Helsinki and applicable local regulations \[ [@ref21] \]. Patients with primary lung adenocarcinoma, who were treated in the thoracic oncology program at the H. Lee Moffitt cancer center and research institute and the Maastricht radiation oncology clinic (MAASTRO), were included in Clark and co-worker study \[ [@ref21] \].

Results {#sec1-3}
=======

In this section, at first, the analysis of classifiers' performance against the number of selected features is discussed. At second, a comprehensive comparison among the six different classification models is presented.

In our framework, the number of selected features via mutual information criterion is one of the key parameters which drastically affects the overall performance of the models. To study the dependency of our classification models on the number of selected features, experiments were conducted on the dataset (using 10-fold cross-validation), varying the number of the selected features in an interval of 2 to 14. In our experiments, we observed that if we increased the number of selected features over 14, the performance of the models would be stable and without any change. The obtained results are shown in [Figures 2](#JBPE-10-479-g002.tif){ref-type="fig"} and [3](#JBPE-10-479-g003.tif){ref-type="fig"}.

![Plot of accuracy measure against the number of selected features.](JBPE-10-479-g002){#JBPE-10-479-g002.tif}

![Plot of F1 score against the number of selected features.](JBPE-10-479-g003){#JBPE-10-479-g003.tif}

In [Figures 2](#JBPE-10-479-g002.tif){ref-type="fig"} and [3](#JBPE-10-479-g003.tif){ref-type="fig"}, the performance of the models in terms of accuracy and F1 score are respectively plotted against the number of selected features to find out which logistic regression-based classification model achieves the highest F1 score or accuracy for a specific number of selected features. It is worth mentioning that due to the random nature of the classification models, we reported the average results of 30 runs per model. With respect to the plots in [Figures 2](#JBPE-10-479-g002.tif){ref-type="fig"} and [3](#JBPE-10-479-g003.tif){ref-type="fig"}, we observed that increasing the number of selected features would result in the improvement of the overall performance of the G-LR, C-LR, L-LR, and U-LR models, which enforce a prior function on the regularization term. On the contrary, the performance of the LR and DCD-LR models will decrease about 5% as the number of selected features increases. By and large, the best results are obtained via the LR and DCD-LR models with 4 selected features. This indicates that the mutual information feature selection method can help the classifier to achieve better predictive results. A comprehensive comparison among the best results of the classification models in terms of accuracy and F1 score is illustrated in [Figure 4](#JBPE-10-479-g004.tif){ref-type="fig"}.

![a) accuracy and b) F1 score.](JBPE-10-479-g004){#JBPE-10-479-g004.tif}

As seen in [Figure 4](#JBPE-10-479-g004.tif){ref-type="fig"}, the DCD-LR and LR models achieved the best results compared to the other models in terms of accuracy and F1 score, respectively. In the experiments, the DCD-LR model obtained an average accuracy of 61.02% and 65.67% F1 score using its coordinate descent optimization method to optimize the dual form of the objective function. It indicates that similar to other classification tasks \[ [@ref18] , [@ref28] \], this robust model (i.e., DCD-LR) can lead to better results. In addition, the LR model obtained the best average F1 score compared to the other models. From [Figure 4](#JBPE-10-479-g004.tif){ref-type="fig"}, it is evident that the G-LR, L-LR, C-LR, and U-LR models, which enforce a prior function on the regularization term, yielded worse results than LR and DCD-LR did. In spite of the fact that enforcing a prior function on the regularization term generally prevents the overfitting problem and enhances the generalization ability in many cases, in some cases (e.g., when the size of the test dataset is small or the number of the selected features is scant) it cannot significantly improve the classification results. This justifies the results of the four models obtained in this study. By and large, in our study the LR and DCD-LR models achieved the best results, indicating that these classification models have a strong potential for predicting the survival time of lung cancer patients in the quantitative radiomic framework.

In order to better explain the behavior of the LR and DCD-LR models, two examples of the results obtained by these models are presented in [Figure 5](#JBPE-10-479-g005.tif){ref-type="fig"}. In these examples, the LR model totally achieved better results in terms of F1 score, accuracy, and sensitivity. However, due to the fact that the DCD-LR model has less FP (i.e., it has the stronger ability to classify the 'Dead' class than the LR model), it achieved a better performance in terms of specificity and precision (see [Figure 5](#JBPE-10-479-g005.tif){ref-type="fig"}). As mentioned in experimental setup section, in our framework error type 1 is much more important than the second error type, thus the value of the specificity is not a very important evaluation measure to quantify the overall performance of the classifier. The low value of the specificity of the LR model (i.e., 41.67%) does not significantly undermine its classification performance. Moreover, [Figure 5](#JBPE-10-479-g005.tif){ref-type="fig"} indicates that both of the LR and DCD-LR models have an acceptable accuracy in classifying the more important class label (i.e., 'Alive' class). As a result, we can conclude that these models, which have obtained better results than the other logistic regression-based models, can better handle error type 1 and achieve high sensitivity values.

![(a) LR classification model and (b) DCD-LR classification model.](JBPE-10-479-g005){#JBPE-10-479-g005.tif}

Discussion {#sec1-4}
==========

Predicting the survival time of cancer patients is a critical factor in opting for an appropriate medical treatment. Machine learning methods and medical imaging provide a powerful radiomic framework which yields a quantitative measure of patients' biomarkers in an attempt to predict the survival time of those patients. In this study, we investigated the performance of six different logistic regression-based classification models for predicting the survival time of lung cancer patients. The features used for classification were extracted from the CT images of patients. To achieve better results and enhance the generalization ability of the classifiers, the mutual information feature selection method was also employed.

Since radiomics is a newly emerging filed in medical imaging, very few studies have been carried out in this regard. To the best of our knowledge, there exist only two studies which similarly aimed at predicting the survival time of lung cancer patients via machine learning methods \[ [@ref14] , [@ref15] \]. Both of these studies, authored by Hawkins *et al*., and Parmar *et al*., evaluated the performance of different feature selection and classification methods \[ [@ref14] , [@ref15] \]. Nevertheless, our methods are totally different from the previous ones. More specifically, the current study focuses on the investigation of the performance of six different logistic regression-based classification models in a quantitative radiomic framework. Moreover, a systematic analysis of the evaluation measures is presented, which considers the varying importance of probable error types according to the proposed radiomic framework. Our analysis demonstrated that one can summarize the results regarding the survival time prediction using F1 score and accuracy only, between which the former is even more precise. Finally, based on different error types, we concluded that sensitivity is a critical evaluation measure in this regard (see experimental setup section).

Experimental results showed that the use of the mutual information feature selection method can increase the accuracy of the models. We also discovered that there was a negative correlation between the performance of the LR and DCD-LR models and the number of selected features. That is, the performance of the LR and DCD-LR models decreased as the number of selected features increased. In contrast, the other four models (i.e., G-LR, L-LR, C-LR, and U-LR) showed a different behavior in the sense that by increasing the number of selected features, their performance also increased. The DCD-LR and LR models, which achieved the best results with 4 selected features and over the 10-fold cross-validation strategy on the dataset, obtained an overall accuracies of 61.02% and 58.98% with F1 scores of 65.67% and 67.22%, respectively. Furthermore, we have shown that these models have an acceptable performance of classifying the more important class (i.e., the 'Alive' class), which results in less error type 1. Finally, we can conclude that the presented methods have a great potential to predict the survival time of lung cancer patients in a quantitative radiomic framework. This yields a type of computer-aided diagnosis (CAD) system which can assist physicians by offering reliable and accurate treatment decisions.

Conclusion {#sec1-5}
==========

The implemented methods in this paper have mainly focused on predicting the survival time of lung cancer patients via extracted features form their CT images. Future research can extend these methods to other types of cancer (e.g., prostate cancer, breast cancer, brain cancer, etc.). Moreover, from the viewpoint of prediction, one can employ the radiomic framework to analyze the type as well as stage of tumors. Another interesting avenue for future researchers is the combination of radiomic and genomic features to improve the performance of predictors. By and large, we can conclude that as predicting the survival time of lung cancer patients plays a significant role in the selection of appropriate treatment strategies, we believe that the proposed quantitative radiomic framework is an effective and promising approach in this regard.
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