Modeling and simulation are becoming standard design tools in the academic and industrial worlds of advance automotive design. When coupled with optimization, these tools have the potential to fundamentally change the design process and facilitate rapid progress in the state of the field by opening the door to inverse design. In inverse design, the designer controls vehicle attributes directly, and design variables are obtained as outputs. This is in contrast to conventional design where design variables are controlled and attributes are obtained as outputs. Through inverse design, the tradeoffs imbedded in vehicle technologies can be communicated efficiently to decision makers, and the mystery in the design space can be illuminated. The full capabilities of these tools, however, have not yet been realized due to several roadblocks including lengthy simulation run times for optimization, not having decision metrics directly integrated with modeling, and not having models integrated with the decision making process. As first time participants in the EcoCAR2 competition, the Colorado State University design team embarked on a research mission to investigate feasible technologies and identify tradeoffs within the context of the competition, which required confronting these roadblocks. To achieve the full potential of simulation integrated inverse design the CSU team developed an interactive decision support system (DSS). Surrogate models of the vehicle design space were developed to bypass the roadblock of computation time and competition-relevant decision metrics were directly integrated to enable inverse design. This unique approach enabled the evaluation of optimized technology options within the context of the competition and provided assessment of Pareto-optimal tradeoffs within each technology option. With this tool the CSU design team illuminated the design space of the EcoCAR2 competition and selected a vehicle that not only excels in the competition but also pushes the boundaries of conventional design philosophy. The CSU design team has chosen to build a blended charge-depleting mode plug-in fuel cell hybrid electric vehicle that optimizes energy consumption and emissions while meeting consumer acceptability requirements. The methods and results of this research are presented in the following report.
Nomenclature

PHEV
= plug-in hybrid electric vehicle PFCV = plug-in fuel cell hybrid electric vehicle E10 = 10% ethanol gasoline E85 = 85% ethanol gasoline B20 = 20% biodiesel EC = energy consumption GHG = greenhouse gas emissions (CO 2 equivalent emission) PEU = petroleum energy use WTW = metrics evaluated on a well-to-wheel basis for full fuel cycle analysis PTW = metrics evaluated on a pump-to-wheel basis Introduction coCAR2 is a three-year plug-in hybrid electric vehicle design/build competition funded by the US Department of Energy and General Motors in which fifteen universities are selected to compete. The technical goal of the competition is to reduce the energy consumption and emissions of a 2013 Chevrolet Malibu without compromising performance, utility, or safety [1] . As first time participants, the Colorado State University design team embarked on a research mission to investigate feasible technologies. The goals of the research were: first, to identify and communicate tradeoffs among vehicle architectures, fuels, and components; second, to select an innovative and futuristic vehicle design not typically explored by researchers or OEMs that achieves environmental and energy sustainability; and finally, to design a winning vehicle for the EcoCAR2 competition that reflects the team's vision of the future of transportation sustainability. This research utilized state of the art engineering tools including vehicle modeling, simulation, and optimization, as well as surrogate model development to enable inverse design.
Within the constraints of the competition, a wide range of design freedom is available and the complexity of design space is vast, which leads to computational challenges when simulations are coupled with optimization. The computations become intractable when more advanced design tools, such as Pareto-optimal tradeoff analyses, are implemented. To circumvent the challenge of computation time, an interactive, simulation-integrated, decision support system (DSS) was developed by the CSU Team using neural network surrogate models of the vehicle design space. The DSS was formulated as a multi-objective optimization problem where the user defined objective function weights and constraints, and graphically explored the design space in real time.
The DSS presented in this report was used as a design tool from which tradeoffs were communicated and multicriteria decision analysis was used to make design decisions. Using the DSS, the team was able to use an inverse design process to determine that a hydrogen fuel cell plug-in hybrid electric vehicle is the optimal technology for the CSU team's goals, and is likely to outperform other vehicles in the competition.
Methods
As modeling and simulation become standard tools for advanced vehicle design computational challenges continue to limit the utility of these tools when coupled with advanced techniques such as optimization [10] . When constraints or objectives are changed, further optimizations must be run increasing the computational requirements. In addition, advanced design methods, such as tradeoff analyses and inverse design, make computational time impractical. These were the challenges confronted by the CSU design team when selecting the architecture and performing high-level vehicle design.
To circumvent the challenge of computation time, a unique approach was taken, which is illustrated in the Figure  1 . In this approach, vehicle modeling and simulations were performed to populate a database of feasible vehicle designs by utilizing a design of experiments. The database was used to construct surrogate models, which represented the continuous design space of the vehicle models. A decision support system was constructed that accessed surrogate models and performed user-defined optimizations and tradeoff analyses, and graphically communicated the design space to the decision maker. One unique advantage to this approach was that the DSS enabled vehicle design to be conducted inversely. Rather than selecting design variables (component sizes, fuel, and architecture, etc.), running simulations, and obtaining vehicle attributes, as is typically done in a forward facing design process, the designer defined vehicle attributes, ran high speed optimizations, and obtained the required design variables that produce the desired attributes.
The following sections describe in detail the methods used to construct the decision support system. The steps include vehicle modeling and simulation, database development through a design of experiments, surrogate model training and validation using neural networks, and the decision support system formulation and utilization.
E
Figure 1 Research layers and information flow between layers
Vehicle Modeling and Simulation
Six vehicle architectures were investigated in this study: five plug-in hybrid electric vehicles (PHEVs) of different architectures and fuel types and one plug-in fuel cell hybrid electric vehicle (PFCVs). The PHEVs included both parallel and series architectures running E10, E85, and B20 engines. All models are based on the 2013 Chevy Malibu chassis with the powertrain replaced. Literature-based mathematical powertrain modeling was performed in Simulink with initialization and post-processing performed in MatLab. Much of the research was directed towards the development and validation of the vehicle models. Like Autonomie or PSAT [11] , vehicle simulation tools commonly used in automotive design, the models utilized quasi-static engine maps, motor maps, battery curves, and fuel cell polarization curves. Many of the low-level system dynamics are not modeled, as the purpose was to identify system-level tradeoffs between component sizes, architecture layouts, and fuels, and not to perform detailed design. The models were created with scalable components and component masses were scaled linearly with component power and/or energy.
The top level of each model contained driver, supervisory controller and vehicle plant subsystems. Driver accelerator and brake pedal positions were fed into the supervisory controller that determined how the driver request was met. The output of the supervisory controller included commands to the electric motor/generator, engine or fuel cell, transmission, etc. Each component within the vehicle responded to supervisory control commands and the vehicle reacted dynamically. Vehicle models were initialized by a single MatLab file that loaded the drive cycle, scaled the components, and initialized all parameters. A post-processing file calculated the vehicle attributes over the drive cycle including acceleration times, and fuel and electricity consumption, etc.
The vehicle models were simulated on a combination of drive cycles including the US06 divided into city and highway segments, the urban dynamometer driving schedule (FU505), and the highway fuel economy driving schedule (HWFET). The results from each cycle were weighted and used to determine the combined fuel and energy consumption, range, and other attributes. The weighting applied to the results from each cycle were as follows; 14.1% US06 city, 28.8% FU505, 44.5% US06 highway, and 12.5% HWFET. This combination of drive cycles is thought to be more representative of typical US driver behavior than the EPA's city/highway drive schedule and is therefore a better environment in which to evaluate vehicle designs. Studies have shown that optimized vehicle designs differ depending on the drive cycle over which they were optimized, and therefore it is important to select the most representative drive cycles for the vehicle's application [10] . This combination of cycles is also the combined drive schedule on which the EcoCAR2 competition evaluates vehicles.
Subsystem Models
The major components within vehicle models included internal combustion engines, hydrogen fuel cells, permanent magnet electric motors, and lithium-ion batteries. Engine and motor maps were modeled through speedtorque-efficiency maps while batteries and fuel cells were modeled through current-voltage polarization curves and internal resistance curves. Three engines were used in in the vehicle models: a spark ignition E10 gasoline engine, a spark ignition E85 gasoline engine, and a compression ignition B20 diesel engine. The component maps were obtained from EcoCAR2 sponsors and suppliers and are good approximations of what will be seen in the competition.
Initialization of vehicle models was performed in Matlab. In this step all component data were loaded and scaled and design rules were applied to initialize all parameters. As an example of a design rule, all transmission limits and gearing were defined so that engines and motors reached redline at 85mph and engines reached idle at 5mph. This was in an effort to reduce the degrees of freedom of the design space while maintaining equivalent evaluation and architectures.
The major components discussed above are the main sources of energy loss on the powertrain, but other sources of loss include auxiliary systems losses (500 W), power electronics losses (90% efficiency), and transmission losses (90% efficiency) all of which are assumed to be constant in the vehicle models.
Supervisory Control Strategies
The supervisory controllers for all architectures were designed to take advantage of the benefits of the respective architecture. While these control strategies are not optimized, they are designed to take the greatest advantage of what the technology is capable of. This is in an effort to ensure valid evaluations across technologies and architectures. Additionally, the control strategies were designed to operate consistently through significant component scaling. In this way, assessment of component sizing is insured. For more information on supervisory control strategies see [7] .
In general, all vehicles were controlled in charge-depleting and charge-sustaining modes of operation. The continuous power unit, the IC engine or fuel cell, may be turned on through two mechanisms; the first is an energy management requirement from the battery, and the second is a power requirement when the battery and/or electric motor are not capable of meeting the driver demand.
Parallel architecture PHEV supervisory controllers operated the engines on an ideal operating line (IOL) for energy management. The continuously variable transmission (CVT) was controlled to maintain engine speed on the IOL, and engine throttle was controlled to stay on the IOL as well. The engine can also turn on to assist in power requests, in which case it may deviate from the IOL when needed. The engine is turned off and clutched out when it the limits of the CVT prevent the engine speed from reaching idle.
Series vehicles take advantage of the mechanically decoupled engine by operating at the engine's ideal operating point. If needed, the engine may also turn on for power requests when the battery is not capable of supplying sufficient power.
The fuel-cell PHEV supervisory controller takes advantage of the technology by operating the fuel-cell in steady state at low power to perform state-of-charge management. By operating at low power, the fuel-cell efficiency is maximized and start-ups are minimized. The fuel cell may also provide power when the battery is not capable of meeting the request.
Evaluation Metrics
Each vehicle was evaluated on several metrics including pump-to-wheel energy consumption (Wh/km), well-towheel petroleum energy use (Wh/km), well-to-wheel greenhouse gas emissions (g/km), well-to-wheel criteria emissions (bin), acceleration (sec), and gradeability (% grade). The metrics were calculated from simulation outputs on a utility factor weighted basis by utilizing the EPA standards and SAE best practices [2] [3] [4] .
Outputs of simulations included the combined CD fuel use (g/km), CS fuel use (g/km), CD electricity use (Wh/km), CS electricity use (Wh/km), and CD range (km). Performance outputs such as 0-60mph acceleration time were obtained by simulating an acceleration test.
Argonne National Lab's GREET model was used for full fuel cycle emissions analysis under the approximation of mixed US and California electricity generation [6] . The values obtained from GREET and used in the fuel cycle analysis are presented in Table 5 in the appendix. The fuel properties of each available fuel are presented in Table 4 in the appendix. The following paragraphs describe how each metric was calculated from the simulation results.
The utility factor weighted pump-to-wheel energy consumption (Wh/km) was calculated from the CS and CD fuel and electrical energy consumption through the following equation:
where !" is the energy consumption from either electricity or fuel (Wh/km), !" is the utility factor, !"" !!!"#$" is the charger efficiency (85%), and !"" !"#/!" is the average engine or fuel cell efficiency. In this way, the energy consumption is calculated on a utility factor weighted and state-of-charge balanced basis.
The UF weighted well to wheel petroleum energy use (Wh/km) was calculated from the upstream (well to pump) and downstream (pump to wheel) petroleum consumption. WTW PEU was calculated as follows:
where PEU is the total petroleum energy use (Wh/km) and PU represents the fraction of petroleum energy used per unit of energy consumed in the vehicle (kWh/kWh). PU upstream and downstream factors were derived from GREET and are presented in Table 5 .
UF weighted greenhouse gas emissions (g/km) were calculated by adding upstream and vehicle operation GHG emissions using the following equation:
where the upstream and downstream GHGs (g/kWh) were derived for each fuel using GREET and are presented in Table 5 .
Similar to other metrics, the utility factor weighted well-to-wheel criteria emissions were calculated by adding upstream and vehicle operation criteria emissions. Criteria emissions include total hydrocarbons (THC in g/km), carbon monoxide (CO in g/km), and nitrogen oxides (NOx in g/km). The emissions were evaluated in a bin structure by determining the bin of each compound. The single criteria emissions value corresponded to highest, or worst, bin achieved. The criteria emissions bin structure is shown in Table 6 .
Gradeability is the percent grade that the vehicle can climb for an infinite duration at 60mph. Rather than running time-intensive simulations, gradeability was approximated using basic vehicle dynamics. It was assumed that the continuous power unit (the IC engine or fuel cell) needed to provide all of the power on the gradeability test. Gradeability was calculated as follows:
where ! !"#$ represents engine or fuel-cell power, ! ! is vehicle frontal area, ! ! is coefficient of drag, ! is vehicle mass, and ! !! is the coefficient of rolling resistance.
Model Benchmarking
The intention of vehicle benchmarking was to show that each simulated technology performed within an acceptable tolerance of existing production vehicles and therefore to provide confidence in trends and tradeoffs identified in the results of this study. As such, the benchmark simulations did not represent the exact architecture and control of the selected benchmark vehicles but did utilize the same technology and component sizes. The benchmark vehicles were simulated using manufacturer component specifications applied to the models described in this study. The benchmarking vehicles were: GM Chevrolet Volt (PHEV), Nissan Leaf (BEV), and Honda FCX Clarity (FCV). Benchmark vehicle performance values were obtained from certified EPA testing data.
Comparison of simulated and tested vehicle performance showed that simulated vehicles operated within 10% of commercially available vehicles on the basis of charge-depleting fuel economy, charge-sustaining fuel economy, and charge-depleting range, thus validating that models are fairly representative of the technologies. Figure 8 shows the benchmarking results. The results show near-equivalent error across fuels, providing a fair comparison of vehicle technologies.
Database Development
A full factorial design of experiments was performed on the available design space. Five design variables were investigated including vehicle architecture, fuel, battery capacity (kWh), degree of hybridization, and tractive power (kW). The three architectures were series plug-in hybrid electric vehicles (Series PHEV), parallel plug-in hybrid electric vehicles (Parallel PHEV), and series fuel cell plug-in hybrid electric vehicles (Series PFCV). Four fuels were available to the competition including E10, E85, B20, and compressed hydrogen gas (in addition to grid electricity).
Added battery capacity increases the fraction of electrical energy on the drivetrain, which translates to increased charge-depleting range. Increasing the degree of hybridization raises the fraction of electrical power on the drivetrain, which translates to higher EV-only capabilities but lower continuous gradeability (due to reduced engine/fuel cell size). Lastly, the tractive power is the peak power that the vehicle can output at the wheels which can be directly translated to vehicle acceleration. With these design variable definitions, the EcoCAR2 design space can be fully explored.
Design of Experiments
The full factorial design of experiments was broken into levels for each design variable and the design variable ranges were defined based on available component size ranges. The variable ranges and levels are shown in Table 1 . Each architecture alternative populated a design space with 175 designs that spanned all combinations of design variables within their defined ranges. 
Normalization of Database
To perform multi-criteria analysis, the database was normalized. By normalizing the database each metric is made unitless and of the same scale. It is beneficial to have metrics of similar scales when building multi-objective cost functions, as one metric is less likely to dominate the objective function [8] . Normalization also ensures that surrogate models are fitted accurately as each input and output is considered equally important when they are of the same scale. Normalization was obtained through the following equations:
where:
and:
Each evaluation metric was normalized based on the statistics of the database while outliers did not dramatically influence the normalization. In this way, multi-criteria analysis and statistical modeling were enabled. This method is also similar to the way in which vehicles will be evaluated in the EcoCAR2 competition.
Surrogate Model Formulation and Training
The normalized database was used to train and validate neural network surrogate models of the vehicle design space. The surrogate models were formulated using Matlab's neural network data-fitting tool with 10 hidden nodes, which achieved acceptable correlation while not over-fitting the design space [12] . In this way the interactions between design variables and decision variables were statistically modeled. The vehicle design space is recreated in a computationally efficient environment (networks are evaluated orders of magnitude faster than vehicle simulations). Table 2 shows the results of the neural network training and validation for each architecture. The results show that a regression value of greater than 0.996 and mean squared error of less than 0.000261 were achieved for all architectures, verifying that accurate surrogate models were achieved. Decision Support System Formulation The Decision Support System was formulated as a user-defined optimization problem that incorporates several different functionalities. First, the user may define the objective function weights and constraints and perform optimizations on one or more vehicle architectures. Second, the user may perform a tradeoff analysis on two or three selected decision metrics. This function utilizes the weighting method, in which the relative importance of each decision metric is varied and optimizations are performed to develop an optimal tradeoff, or Pareto-optimal front. Third, the user may perform an epsilon constraint tradeoff analysis in which one or two metrics are defined as a constraint while the last metric is optimized. The constraints are varied and a Pareto-optimal front can be obtained. Finally, the user may graphically explore the design space in real time to observe tradeoffs and acquire a physical understanding of the vehicle design space.
The formulation is as follows, where z is a vertical vector of the normalized design attributes, x is a vector of design variables, w is a horizontal vector of the decision maker's weighting applied to each metric, and the sign of w determines whether the attribute is to be maximized or minimized:
where the minimum, maximum and equal constraints may be soft or hard depending on the user's selected weighting (each constraint is given a weight as well). Constraints are formulated, through physical programming, as penalties applied to the objective function. Physical programming is a user friendly and intuitive method of constructing objective functions [8] .
A stochastic, nonlinear, global optimization algorithm was selected due to the inherent nonlinearity of the design space and the possibility of multimodal cost functions. Several studies have shown that simulated annealing achieves the highest degree of optimality, the most consistently and with the fewest function evaluations when compared to other nonlinear global search algorithms [9] [10]. Based on this knowledge, simulated annealing was the optimization algorithm used.
User Interface and Functionality
The graphical user interface (GUI) of the DSS puts the design power in the hands of the decision maker and graphically communicates the design space. The user selects which architecture(s) to explore, defines objective function weights and constraints, runs optimizations and tradeoff analyses, and graphically explores the design space. A screenshot of the DSS GUI is shown in Figure 9 .
Results
The DSS, whose formulation was described in previous sections, was used as a tool to perform analysis on the potential design space of the EcoCAR2 competition. The mission of the competition is to reduce fuel consumption and emissions while maintaining consumer acceptability. These goals were integrated into the vehicle design process by adding them as optimization objectives and constraints. The results, using the inverse design process discussed previously, are presented in the following sections.
Optimized Architecture Analysis
In the competition, vehicles are evaluated on four emissions and energy consumption metrics, which include WTW petroleum energy use (Wh/km), PTW energy consumption (Wh/km), WTW greenhouse gas emissions (g/km), and WTW criteria emissions (bin). In the competition, each metric is normalized with respect to competing teams and the normalized metric are weighted equally and added to produce a composite "Emissions and Energy Consumption Score". Utilizing the same approach, a cost function was created that represents the EcoCAR2 Emissions and Energy Consumption (E&EC) Score. The consumer acceptability metrics such as acceleration and gradeability can be thought of as constraints on the design space and are formulated as such in the optimization. Therefore, the architecture selection and component sizing can be formulated, using this DSS, as an optimization problem where the EcoCAR2 E&EC score is to be optimized subject to consumer acceptability constraints.
Initial consumer acceptability constraints were obtained from current industry standards for midsized sedans (0-60mph acceleration<8sec and continuous gradeability>3.5%). Optimizations were performed on the six eligible architectures and the results are shown in Table 3 . Of the six architectures, plug-in fuel cell vehicles (PFCVs) obtain the best emissions and energy consumption scores followed by parallel E85 PHEVs and parallel B20 PHEVs. Series PHEVs perform slightly worse due to added componentry mass, added energy conversion steps, and subsequent energy losses. PFCVs have good scores due to their high operating efficiency, zero tailpipe emissions, low upstream carbon emissions, and minimal petroleum use. From Table 3 it can be seen that the upper battery energy constraint (or upper CD range constraint) is active for all architectures, which indicates that increased electrification would further improve E&EC Score. Also, the acceleration constraint is active for all architectures indicating that E&EC Score could also improve if the acceleration constraint was relaxed. For the series PFCV and the series E85 PHEV the gradeability constraint is also active indicating E&EC score would improve if the gradeability constraint were relaxed. Interestingly however, the gradeability constraint is not active for other architectures suggesting the optimal solution exists within the bounds of the design space.
The epsilon constraint method was used on the six potential architectures to investigate the effect of increasing charge-depleting range while maintaining acceleration and gradeability constraints. The results are plotted Figure 2 . As expected, all architectures benefit from increased charge-depleting range, but low scoring architectures display higher sensitivity to charge-depleting range than high scoring architectures. As the charge-depleting range increases, all designs converge towards the global optimal solution for E&EC score: the electric vehicle.
Further analysis is provided in the next section, where competition-relevant tradeoffs are discussed and inverse design is performed. Tradeoffs include the effect of acceleration and gradeability constraints on E&EC score. In the following sections only the four highest scoring architectures are investigated.
Competition-Relevant Tradeoffs
In this section, tradeoffs between the design objective and consumer acceptability constraints are quantified. From this analysis an informed decision on required acceleration time and gradeability can be made and the implications and compromises can be fully illuminated.
Utilizing the epsilon constraint method, a Pareto-optimal surface of E&EC score as a function of acceleration and gradability was developed. The effect of the constraints on the vehicle's design variables was plotted adjacent to the E&EC plot. Finally the optimal solution form Table 3 is plotted in red within the design space. This analysis was performed for the four highest scoring architectures as identified in the previous section. The results in the figures below represent an inverse design process where decision variables are controlled on a Pareto-optimal design space and design variables are communicated as results. The figures above contain a wealth of information all of which is relevant to the design of advanced vehicles. The amount of information communicated through these figures speaks to the utility and effectiveness of the inverse design process. Some trends are constant across all architectures and will be discussed in the following paragraphs.
It can be seen in the figures above that, for any acceleration time, there exists a gradeability that maximizes E&EC score. The reverse is true as well; for any gradeability, there is an acceleration time that maximizes E&EC score. This can be thought of in terms of design variables too; for a given vehicle power, there exists a degree of hybridization that optimizes the E&EC score (and the reverse is true as well). Additionally, the results show that increasing severity of both acceleration and gradeability constraints leads to reduced E&EC scores. In terms of design variables; increasing the vehicle power and degree of hybridization leads to reduced E&EC score.
Within the gradeability-acceleration plane, shown in the figures above, there exists a Pareto-optimal design region. Outside this region, all designs are strictly dominated. The shape, size, and location of the Pareto-optimal design region differ for each architecture, but some trends are apparent. For parallel architectures the Pareto-optimal region is a narrow band within the acceleration-gradeability plane. This is likely due to the fact that, being coupled to the wheels, the average engine operating efficiency is maximized at a specific engine power (on the specific drive cycles under the specific control strategy) which makes the optimal region quite narrow. For series architectures, the optimal design region is wider due to the advantage of engines/fuel cells being decoupled from the driveshaft and therefore being able to operate at high efficiency under all driving conditions. Regardless of architecture or chargedepleting range, the non-dominated acceleration-gradeability region should be considered when selecting design constraints and resulting component sizes.
The tradeoff between the consumer acceptability constraints (acceleration and gradeability) and the goals of the competition (reduction of emissions and energy consumption) are clearly communicated in the figures above. Thinking of, and visualizing, the design space in terms of decision variables, as opposed to design variables, is a more intuitive and effective way to perform design decisions and communicate tradeoffs.
Discussion
Based on this inverse design process, and further analysis of the team's resources, and capabilities, the CSU design team chose to design and build a hydrogen fuel cell plug-in hybrid electric vehicle (PFCV). The team selected a high power 145kW electric motor from Unique Mobility (the optimal size, 125kW, electric motor could not be procured), an 18.9kWh, 177kW donated battery pack from A123, and a small, 15kW, fuel cell stack to minimize cost and weight, improve packaging, and minimize start-ups while maintaining range and performance. Rather than the conventional charge-depleting/charge-sustaining control strategy, the team is exploring a blended, charge-depleting mode strategy to take greater advantage of steady state, high efficiency operation of the fuel cell system and potentially increase the vehicle's performance and reduce the hydrogen storage requirement. Figure 7 is an illustration of the team's selected architecture, fuel choice and major component selections. This research is an ongoing collaborative effort by the CSU design team. As component details are acquired, the vehicle models are updated and detailed design progresses. Some continued analyses include the determination of hydrogen storage requirements under various control strategies and driving scenarios, and optimization of the energy management control strategy of the vehicle.
Conclusions
The Decision Support System developed in this report utilized state of the art design tools including modeling and simulation of hybrid vehicle systems, and optimization of those systems in terms of decision relevant metrics to facilitate the use of inverse design. The approach that was taken, to develop surrogate models of the design space, enabled the design process to be reversed, where the decision maker had control over the decision variables as opposed to the design variables. This approach enabled effective communication of design tradeoffs that are inherent in multi-objective analysis, and illuminated design space for decision makers. Based on the results of this research the team selected their fuel, architecture, and major components. The team is currently investigating ideas that further push the boundaries of conventional plug-in hybrid vehicle design philosophy by controlling the vehicle in a blended charge-depleting mode over the entire range to enable efficient fuel cell operation and possibly downsize the fuel cell even further.
Inverse design has the potential to improve advance vehicle design through elevating the decision maker's understanding of tradeoffs and thus improving design decisions and the resulting system design. Improved design will progress the state of the field and will lead to faster consumer acceptance of advanced vehicle technologies. Improved vehicle design processes, through inverse design, will positively affect the energy independence and environmental sustainability of the transportation sector. 
