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ABSTRACT
The development of the generation IV reactors calls for radiation resistant materials. This
thesis proposes that the newly developed single phase solid solution of high-entropy
alloys (HEAs) can be such candidates. HEAs can undergo the crystalline to amorphous to
crystalline (C-A-C) transitions under radiation. The radiation induced amorphous
structure is a highly radiation resistant medium as shown by previous studies, and it
further transforms to crystalline phases without much structural defects. In this thesis, by
reviewing the formation rules of solid solutions and amorphous metallic glasses, it is
suggested that the atomic size plays a key role affecting the C-A-C transitions and the
radiation behaviors in HEAs. Experimental local structure studies on a model ternary
ZrNbHf HEA using neutron scattering demonstrate that atomic size difference by 9%
induces large enough lattice distortions to merge the second nearest neighbor atoms into
the first nearest neighbor shells. The lattice distortion is supposed to assist the C-A
transition. The atomic size effect on the radiation induced C-A transitions in binary alloys
are studies using molecular dynamics simulations. Results show that the glass formation
range is related to the atomic size ratio and solute concentrations upon irradiation and a
universal atomic level strain characterizes the radiation process. The results on the
cascade process show that the cascade morphology, cascade annealing, number of
displaced atoms, cascade peak time and surviving defect numbers are affected by the
atomic size mismatch in the solid solutions due to various lattice distortion and
instability. It is possible to have the C-A transition in the cascade region by tuning the
atomic size ratio. The results on recrystallization show that the recrystallization rate and
the volume ratio of the supercooled glass phase and the crystal phase are also affected by
the atomic size mismatch and temperature. The experimental and simulation results
confirm the possibility of C-A-C transition in HEAs. This thesis aims at providing
fundamental predictions and guidelines for alloy designs of HEAs for radiation materials.
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atomic size mismatch factor 0.02 at various temperatures. Note that the
ranges of the two values changing with temperature are indeed far smaller
than those in amorphous phase as illustrated in Figure 5-18. The fitted curves
of the mean and the standard deviation with temperature both follow some
quadratic polynomials in fashion, consequences of the thermal lattice
vibration. .........................................................................................................98
Figure 5-20. The evolution of the ratio of crystalline atoms Nx in the N atom joining
quinary systems when δ = 0.01 at various temperatures. The ratio starts from
0.5 and finally equilibrates to 0.94 due to the surviving structure defects. ..101
Figure 5-21. The same evolution of the crystalline atom ratio in the δ = 0.02 quinary
systems at various temperatures. Note that the decreasing slopes of the curves
before saturation indicate the slower recrystallization speeds. .....................102
Figure 5-22. The same evolution of the crystalline atom ratio in the δ = 0.03 quinary
systems at various temperatures. ..................................................................103
Figure 5-23. The same evolution of the crystalline atom ratio in the δ = 0.04 quinary
systems at various temperatures. Note that at temperatures below 1200 K, the
recrystallization is very slow. At 1300 and 1400 K, the recrystallization
finishes until 94% of the atoms are bcc. However, at 1500 K, it ceases when
Nx/N = 0.7. ....................................................................................................104
Figure 5-24. The evolution of the crystalline atom ratio in the δ = 0.05 quinary systems at
various temperatures. It is obvious that at lower temperature, there is
xiv

practically no recrystallization and the crystalline/amorphous interfaces are
maintained. When the temperature increases, the amorphous region
encroached into the crystalline region slowly. At high temperatures such as
1100 and 1200 K, the ratio of crystalline atoms decreases to 32% and 24%,
indicating that about 40% - 50% of the crystalline atoms transformed into
glass. .............................................................................................................105
Figure 5-25. The crystal growth rate (fraction per nano second) in the systems simulated.
For atomic size mismatch factor δ smaller than 0.04, the trend is clear that
generally by increasing the atomic size mismatch, the recrystallization rate
decreases. The growth rate also increases with the temperature due to higher
diffusivity. Further increasing δ to 0.05, the recrystallization is impossible in
this system and the amorphization takes over due to the instability. ............106
Figure 5-26. The time - temperature - transformation diagram of the recrystallization in
two systems. The positions of the C curves indicate the relationship of the
waiting time and atomic size mismatch on the recrystallization and glass
formation in quinary systems........................................................................108

xv

Chapter 1

Introduction, Background and Thesis
Overview

Structural materials are used to encapsulate and hold the fuel rods in the fuel assemblies
of nuclear reactors where fission reactions take place. During the lifetime of the reactors,
the core structural materials have to maintain their performance to ensure the integrity of
the fuel rods and assemblies and to prevent the leaking of radioactive materials such as
fission fragments from assemblies to the coolant. The working condition for the structural
materials is usually harsh, for example, high temperature up to 400 °C, high radiation
dosage up to 20 displacement per atom (dpa) and high pressure up to 155 bar for a
pressurized water reactor. With the development of the generation IV reactors and future
fusion reactors, structural materials need to serve at even harsher conditions such as
higher temperatures 500-1,000 °C and damages up to ~ 30-100 dpa [1]. Radiation can
cause materials to degrade their properties through creating microscopic damage, such as
voids, vacancies, interstitials, precipitations, bubbles and even amorphous clusters, by
depositing high energies from bombarding particles such as fission fragments or
neutrons. The macroscopic observable damages from radiation can be volume growth and
swelling, creep and phase transitions. These structure damages will cause the changes in
mechanical and chemical properties of the materials. For example, the hardness increases
several times but the ductility drastically decreases, and the materials are more susceptive
to stress corrosion [2, 3]. The property degradations increase the maintenance
requirements, limit the reactor lifetime and pose potential security threats. In order to
keep the reactors in operation, the core structural materials need to be radiation resistant.
Radiation behaviors of materials related to the 'thermal reactors' have been studied for a
long time. But with the challenging severe conditions of the advanced fast reactors,
1

significant progress will be needed to develop new nuclear materials with even higher
radiation resistance.

1.1 Metallic Glass: A Radiation Resistant Hypothesis
Metallic glasses (MGs) were first developed by rapid quenching of high
temperature liquids in the 1960's [4]. The atoms are frozen to low temperatures so that
MGs have amorphous structures in which there is no long range order or translational
periodicity but short to medium range orders are expected [5]. The structure response to
irradiation of MGs can be different from that of their crystal counterparts. For example,
in crystals the atom displaced from its original position to another position at which there
is usually not an atom is identified as an interstitial, while its original lattice site becomes
empty which is identified as a vacancy. In metallic glass, since there is no periodic lattice
reference in the structure, it is not obvious how to use the vacancy-interstitial concept in
the amorphous matrix. Instead, the defects in metallic glasses are defined as free volume
defects and anti-free volume defects, or p-type and n-type defects based on the
compressive and dilatational local stress, or the positive and negative density fluctuations
[6, 7] as illustrated in Figure 1-1 [8]. Now when the defects are created, the local
structure needs to relax in order to find an energy minimum. In the irradiation process,
the local structure is imperatively altered by the radiation cascades in terms of
inhomogeneous deformation. The local energy deposited by the thermal spike after
primary knock-on event could easily exceed the activation energy barriers of the α
megabasins (requires longer time and more energy to cross) or β subbasins (transient time
and less energy) if the adiabatic process is considered, and the temperature rise can
exceed the glass temperature Tg as illustrated in Figure 1-2 [9]. In this case, the local
structure of the metallic glass will be quickly relaxed and the local positive and negative
density fluctuations will be annihilated. Hence, the damages produced by irradiations will
be easily removed by relaxation due to the amorphous structures [7]. In this sense,
2

theoretically metallic glasses would have excellent irradiation resistance due to the
amorphous heritage from liquids.
Under neutron irradiation, the density decrease of a Fe40Ni40B20 metallic glass was
only 0.8% after 4 dpa, and it further saturated to 0.9% even the dosage increased to 12
dpa as reported by Gerling [10]. When the metallic glass was relaxed between 110 to 160
°C, a low temperature region below Tg, half of the volume swelling was removed [10]. It
was suggested that the p-type defects can be annealed out while the n-type defects
retained since the activation energy is higher. Because there are no sinks such as line
defects of dislocations and grain boundaries or volume defects such as voids, the n-type
defects effectively serve as the sinks in metallic glass [11]. Hence, additional irradiation
induced p-type defects will recombine with their n-type counterparts. Accordingly,
further irradiation does not induce more volume swellings [10]. This experiment
effectively demonstrated the irradiation resistance of metallic glasses. After prolonged
annealing, the relaxed structure of neutron irradiated metallic glasses was shown to be
very close to the unirradiated and annealed samples [12]. It was also shown that the
irradiated samples relaxes faster than the unirradiated samples when annealed, indicating
the activated mobility due to excess local atomic stress [12].

Figure 1-1. Schematic illustration of the defects created by single atom displacements due
to high energy incident electrons in crystal and glass. Reproduced from Ref. [8].
3

Figure 1-2. Schematic illustration of potential energy landscapes for the temperature or
stress driven α and β relaxations. β relaxation is transient and the energy barrier is small,
however, α relaxation requires long time and more energy. Reproduced from Ref. [9].

Gerling et al [13, 14] reported that at low temperatures by using irradiations of
fast or thermal neutron or alpha particles, the ductility of metallic glasses eliminated by
annealing under Tg could be restored by irradiations regardless of glass composition. It is
interesting that this embrittlement-ductilization process can be reversible as shown in
Figure 1-3. It is well documented that annealing under Tg embrittles the metallic glasses
in that the fracture toughness decreases with the aging/annealing time and the fracture
mode changes from ductile to brittle [15-18]. The structure analysis by radial distribution
function reveals that annealing or isothermal creep play similar roles in the β relaxation,
and is distinct from mechanical deformation [19]. Explanations are available for these
4

phenomena in terms of free volume or shear transformation zone (STZ) theories,
respectively. Spaepen [20] suggested that the free volume of the glasses is annihilated
during annealing which leaves less free volume for microscopic flow to proceed.
Dynamic mechanical analysis of the β relaxation and the tensile properties of metallic
glasses indicates that the heterogeneous structure is related with the relaxation and STZ
events: the activation of STZ or the deformation needs the structural heterogeneity while
the annealing removes the heterogeneity [21]. This agrees with the definition of STZ
theory by Falk and Langer [22] that the plastic flow can only take place when the new
flow defects are created [23]. The discrepancy of free volume and STZ theories seems to
be reconciled in this case. Thus, it is possible that irradiations in metallic glasses might
have similar effects as deformation such as cold rolling [19] and creep below Tg [24]
during which structural heterogeneity [21, 25, 26] or anisotropy is introduced [24]. If the
structure is relaxed by annealing after irradiation, the defects generated will be removed.
Based on the above results, it is plausible that metallic glasses are inherent irradiation
resistant. However, it should be noted that excessive irradiation induces amorphous to
crystalline (A-C) phase transitions in metallic glasses as reported by different irradiation
types [8, 27-29]. In this case, a good balance of irradiation and low temperature
relaxation is needed.
During the past twenty years, bulk metallic glasses (BMGs) have been developed
and major progresses have been made [30, 31]. Unfortunately, the application is limited
because of several challenges: (i) The fabrication of BMGs involves rapid cooling during
which the cooling rate should be kept at least on the order of 10 K/s. In this case, the cast
size of BMGs are limited by the glass formability, which is sometimes described by the
critical diameters of the full amorphous MG rods [32]. Up to date, the largest size of the
casted BMG samples in laboratory is in centimeters [32], which is far from the industrial
demands for structural materials. (ii) The mechanical properties of BMGs are not as
'robust' as traditional engineering materials such as steels, titanium and aluminum alloys.
Although BMGs usually have satisfactory strengths as compared with those materials
listed, they are extremely sensitive to flaw and notches [33, 34], most of them fail in a
5

brittle manner [18, 35]. (iii) The metallic glasses transform from the amorphous state to
crystallization when the temperature exceeds the Tg and approaches the crystallization
temperature Tx. Noted that both Tg and Tx are usually well below 1100 K which is too
high for the glasses to maintain amorphous structures. In this case, the irradiation
resistant advantage of MGs is not to be utilized in nuclear reactors. (iv) Given the
fabrication process involves melting the elements made up the composition in a high
vacuum chamber and high speed cooling from the melt liquidus state using cyclic water
cooled copper mold, the cost of the casting is high. Due to these drawbacks, the potential
for BMGs to be used in the nuclear reactors is small.

1.2 High-Entropy Alloy: A Good Substitute?

Recently, a new class of alloys named high-entropy alloys (HEAs) or
multicomponent alloys was developed by Yeh et al [36-38] and Cantor [39, 40],
respectively. These alloys are designed to contain several principle components with
equal or close molar concentrations rather than only one main component in conventional
alloys. Cantor's initial objective was to investigate the properties including the glass
formation ability of those alloys which fall in the center part of the ternary phase diagram
since conventional alloys of previous efforts with one or two principle components fall
close to the boundaries of the phase diagram [39, 40]. On contrary, Yeh's original
inspiration was to find out that even when the alloys are developed by mixing and
melting 5 or more elements, the microstructure of the slowly cooled sample only contain
single phase either bcc or fcc [36]. Considering the number of phases in the phase rule,
P=C+1-F, the alloy should have multiple phases because of so many components. By
calculating the mixing entropy S=RlnN, it was found that S in these alloys are much
higher than single principle component alloys and resorting to the Gibbs free energy
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G=H-TS, Yeh postulated that the high mixing entropy which induces low G is the reason
of obtaining the single phase [36], from which these alloys got their name.
HEAs are reported to have excellent mechanical and chemical properties such as
high hardness, high temperature strength, high wear resistance and corrosion and
oxidation resistance [36, 37, 41, 42]. Yeh concluded four main properties of HEAs which
are the high-entropy effect, the severe lattice distortion effect, the sluggish diffusion
effect, and the cocktail effect [38, 42]. The high-entropy effect is the above mentioned
high mixing entropy induced single phase. Single phase has been found in several series
of HEAs such as AlCoCrFeNi [41], WNbMoTaV [43], FeNiCoCrMn [44] and
ZrHfNbTaTi etc [45]. However, the mere mixing entropy effect is not enough to explain
the single phase formation when substituting only one element with another in the HEAs,
the single phase formation is not guaranteed, but the Gibbs free energy is still valid to
determine the phase formations as noted by Otto et al [46]. Since there are several
elements with different atomic radii, the lattice will be severely distorted when the single
phase crystal is formed. An intuitive illustration is shown in Figure 1-4 that the lattice
distorts when the composition of alloy is increased from single to multiple elements [47].
The lattice distortion is supposed to have a strengthening effect on the HEAs due to the
solid-solution hardening effect, and it was validated in some bcc phase HEAs but it does
not work in fcc HEAs [48]. It is reported that the diffusion coefficients of solute atoms in
several HEAs are lower than those in conventional steels and alloys because of the larger
energy barriers for diffusion [49]. The sluggish diffusion effect was used to explain the
formation of the nano-sized precipitates that are easy to nucleate but slow to grow [36].
The cocktail effect describes the facts that when introducing more elements into the solid
solution, the phase type and the mechanical properties have gradual changes as noted in
[50, 51]. Originally HEAs only include single phase alloys made up with multiple equimolar components, but it is now used to refer any alloys meets the composition
requirement.
It should be noticed that the formation criteria of BMGs and HEAs (for example,
the Hume-Rothery rule for solid solution formation) overlap with each other to some
7

extent. It has been known [52] that the basic rules for preparation of BMGs are: (i) the
alloy must have at least three components. The glass formation ability will be higher
when increasing the number of components. (ii) Among the constituent elements, the
atomic size difference should be significantly large enough. This rule guarantees the
difficult atomic rearrangement in the long range. (iii) Large negative heat of mixing is
needed to make the Gibbs free energy low enough. In the HEAs, there are usually 5 or
more components, hence, the atomic sizes should be different. In order to form solid
solutions, the atomic size difference should not be too far away from the Hume-Rothery
limit [46]. In this case, the single phase lattice is a compromise for different elements,
and each atom is under comparable large strain, which is large enough to distort the
lattice but small enough not to destabilize the system to form metallic glass [53]. The
sluggish diffusion effect is supposed to be caused by the size difference due to fluctuation
of local energy barriers for diffusion [49]. In order to obtain the single phase, the negative
mixing enthalpy and large mixing entropy of the components both contribute to the low
Gibbs free energy of the single phase.
As we review the criteria, the glass formability of HEAs should be close to
BMGs. It is highly possible that when the HEAs are under extensive irradiation, the local
topology breakdowns due to the Frenkel pairs created by the energetic particles, and the
buildup of local strain transforms the crystalline HEAs into metallic glass after the locally
transient thermal spike [54, 55] and cooling down by the matrix. This is the process of
solid state amorphization. Now the previously mentioned irradiation resistant effect of
glass structure may be utilized by the HEAs. The glass structure can recrystallize to the
initial disordered solid solution state by annealing and little damage may be left in the
HEAs. To this extent, the HEAs are highly radiation resistant if the crystalline to
amorphous to crystalline (C-A-C) transitions are to be utilized. Compared with BMGs,
HEAs are more cost-effective: (i) Fabricating HEAs needs only melting but no rapid
quenching, which sets no limit on the product size for industry applications. (ii) The
single phase solid solution will be applicable at the high working temperature of the
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reactor. (iii) Fabrication of HEAs is more cost effective. Thus, the prospect of HEAs used
in reactors is quite promising.
The C-A-C transitions under irradiations have been observed in several glass
forming alloys such ZrCu, ZrPd, FeNdB and FeZrB systems [56]. But the radiation
damage in HEAs has not been extensively studied due to the limited accessibility of high
energy beams and the novelty of HEAs. Nagase studied the radiation induced structural
changes in ternary ZrHfNb and quinary CoCrCuFeNi HEA thin film samples under MeV
electron irradiation using ultra high voltage electron microscopy [57, 58]. It is observed
that except for the formation of precipitations and superlattices, the HEAs have very
stable crystalline phases, bcc or fcc, under irradiations. The tolerant dosage can be up to
60 dpa at room and high temperatures without noticeable damage [57, 58]. It is also
observed that in the bulk sample of a fcc quaternary FeCrNiMn HEA under Ni ion
irradiations for different dosages, the precipitates segregate at the grain boundary and the
defects cluster [59]. However, unlike conventional fcc FeCrNi austenitic alloys, there is
no obvious void swelling in this quaternary HEA at even 500 °C [59]. Detailed
microstructure characterization for the radiation damage mechanism has not been
reported yet in literature available.

Figure 1-3. The relative strain at fracture of a Fe40Ni40P20 metallic glass after alternating
thermal annealing and neutron irradiation. The effects of annealing and irradiation on the
ductility of the metallic glass can be canceled by each other. Reproduced from Ref. [13].
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Figure 1-4. Schematic illustration of lattice distortion of bcc crystal structures of single to
multiple components with different elements. Reproduced from Ref. [47].

1.3 The Critical Questions and Thesis Overview

As introduced above, among the four properties of HEAs, the atomic size
difference seems to play a key role determining these properties. To form single phase
solid solution alloys, the atomic size difference should be within 15% as noted in the
10

Hume-Rothery rules. As proposed by Yeh, the single phase is due merely to the highentropy effect. However, by observing a group of multicomponent alloys with
substituting elements, Otto et al [46] suggested both the low mixing enthalpy high
entropy are responsible for lowering the Gibbs free energy for the formation of single
phase solid solution. The single phase was found in one out of six alloys with close
atomic sizes that follows the Hume-Rothery rule. But merely meeting the atomic size rule
does not guarantee single phases. Zhang [47] also suggested the relationship between
atomic size difference and the mixing enthalpy which affects the formation of solid
solutions. The sluggish diffusion effect is also affected by the atomic size difference as
noted earlier [49].
For metallic glasses, the atomic size effect on the glass formation has been
investigated extensively [60, 61]. It was shown that the minimum solute concentration of
solid solutions to form a stable glass is inversely proportional to the atomic size mismatch
[60]. This was further modified to include both substitutional and interstitial solid
solutions [61] that covers a larger atomic size mismatch range. Molecular dynamics
(MD) simulations results show that by increasing the atomic size mismatch, the glass
formability is effectively enhanced due to the reduced critical cooling rate [62, 63]. The
use of atomic scale elasticity theory [60] explains this in terms of the atomic size
mismatch building up the atomic level strains in the lattice. Guo et al [64] suggested a
critical atomic size factor of 6% and mixing enthalpy of -12 kJ/mol as the watershed for
the formation of solid solutions and amorphous phases in multicomponent alloys.
It is now clear that the atomic size difference seems to be a central conflicting
point between the formation of solid solutions and metallic glasses [47, 52, 64]. In order
to form solid solutions, the atomic size mismatch needs to be small enough, say less than
15%. Conversely, to obtain good glass formability, the atomic size mismatch should be
larger than 15%. Because the irradiation induced crystalline to amorphous transition in
HEAs is a key issue for the radiation behavior, it is important to obtain the knowledge
how the atomic size mismatch affects the stability of the crystalline structures and the
11

glass transition process upon irradiation as well as the amorphous to crystalline
transitions for the radiation resistance properties.
The critical questions will be answered in this work are:
(i) How to demonstrate or quantify the atomic size effect induced lattice distortion
in multicomponent alloys?
(ii) How to evaluate this atomic size effect qualitatively and quantitatively on the
irradiation induced C-A transition? How does the atomic size mismatch affect the
obtained glass properties such as the structure and atomic level stress and strain?
(iii) How does the atomic size mismatch affect the creation of vacancies and
interstitials and their recombination kinetics, which are the basic processes of the
irradiation damages? How does it affect the recrystallization after irradiation with the
hope of assisting the design of HEAs with good irradiation resistance?
In order to answer the questions above, the thesis is organized as the following. In
Chapter 1, we introduce the general background of this work and the main interest is
identified as the atomic size effect in the multicomponent alloys. In Chapter 2, we
introduce the basics of structure analysis methods and molecular dynamics simulations.
In Chapter 3, through X-ray and neutron scattering, we demonstrate that the first two
peaks in the PDF of a HEA merged together, indicating the first and the second nearest
neighbor shells have been distorted and became indistinguishable due to the atomic size
mismatch. In Chapter 4, we studied the atomic size effect on the solid state amorphization
in binary alloys through MD simulations with a special focus on the condition of glass
formation. It is observed that the local structure is changed by the atomic size mismatch,
however, there exists a universal local strain for the glass formation, which is connected
to the Eshelby transformation strain invariant of the composition and atomic sizes. This
strain can be used to characterize the radiation process. In Chapter 5, the primary
radiation damage and the recrystallization of the multicomponent alloys are simulated.
We report that by alloying with atoms of varying sizes, the cascade morphology is
changed due to the increasing instability of the lattice, the cascade relaxation time and the
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number of surviving defects increase with the atomic size ratio. The recrystallization
results show that alloying effectively reduces the recrystallization rate. Combining the
cascade and recrystallization results, we obtained a general picture about how the atomic
size mismatch affect the radiation behaviors and the possible crystalline to amorphous to
crystalline phase transitions in the multicomponent alloys.

1.4 Intellectual Merit and Impact
The main purpose of this research is to study the atomic size effect on the
irradiation behaviors in multicomponent solid solution systems. The strengthening of
alloys by solid solutions has long been investigated. However, the lattice distortion effect
due to solid solution on the irradiation induced crystalline to amorphous transitions has
yet to be studied. The defect generation and annealing in the solid solution systems still
needs to be investigated. In this work, the atomic size effect on irradiation is extracted
using molecular dynamics simulations connecting the solid solution and metallic glass
formation in order to provide useful guideline for radiation resistant alloy designs.
Making use of the current work may benefit the recent development of high-entropy
alloys by opening a new potential area for reactor materials, which has not yet been
recognized.
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Chapter 2

Methods Overview

This chapter introduces the experimental and simulation methods used in this
thesis.

2.1 Characterization of the Local Structure of Materials
The local structure of metals has been understood for a long time due to the
simplicity. For metals and alloys, the usual atomic structures are body-centered cubic
(bcc), face-centered cubic (fcc), and hexagonal close packed (hcp). By using the Bragg's
law, the lattice constant, which is an average value, can be precisely determined using Xray diffraction techniques and the structure of the materials can be deduced accordingly.
This is based on the presumption that Bragg's law relies on the periodicity and
translational symmetry of the lattice. However, in glasses and liquids, there is no such
periodicity as in crystals and the Bragg's law fails to apply. To characterize the structure
changes from crystalline to amorphous, various techniques are used. In this thesis, we use
the pair distribution function (PDF), Voronoi index, and bond orientational order (BOO)
to analyze the local atomic structure evolution under irradiations.

2.1.1 Pair Distribution Function
For macroscopically isotropic materials, the relative atomic position, that is the
interatomic distance rij of atom i and j, can be expressed in terms of the atomic pair
distribution function:
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(Eq. 2-1)

where  0 is number density of the N atom system, and  is the Delta function. The PDF
can be experimentally determined from diffraction techniques. The scattering amplitude
can be given as

1
b

Ψ(Q) 

 b exp(iQ  R )
i

i

i

.

(Eq. 2-2)

where Ri is the interatomic distance, Q is the wavevector, bi is scattering length of atom
i, and <b> is the atomic average. The scattering cross section and the intensity are related
with Ψ(Q) as
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The structure function is
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(Eq. 2-5)

Through a Fourier transformation, the reduced PDF is determined by
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(Eq. 2-6)

G(r) and g(r) have a relationship of

G(r )  4r 0 ( g (r )  1) .

(Eq. 2-7)

The structural information is stored underneath the PDF peaks. For example, at low r
region, the peak position indicates the bond length in the first and second nearest
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neighbor shells which make up the short range order. The feature between the first peak
and up to 10-20 Angstrom represents the medium range order. The position and shape in
the larger r region thereafter represent the long range order features in the structure. The
peak width and intensity can also provide important structure features. For instance, the
peak width increases and the intensity decreases with increasing temperature or defect
population in crystals.

2.1.2 Voronoi Tessellation
The Voronoi tessellation originates from a mathematical scheme which divides
space into a set of regions. In condensed matters, the Voronoi cell is enclosed by the
bisecting planes of the lines connecting a center interested atom with its neighbors. The
center atom is closer to the enclosed cell than any other atom. The Voronoi cell can be
labeled with a series of index that distinguish their shapes. The index such as <i3, i4, i5, i6
... > represent the number of triangles, quadrangles, pentagons, hexagons and etc
consisting the faces of the polyhedron. The Voronoi methods can determine the
coordination number of an atom without a cutoff that only those atoms sharing a common
cell surface with the center atom can be called neighbors. The Voronoi polyhedron is also
called the Wigner-Seitz primitive cell.

2.1.3 Bond Orientational Order
Steinhardt et al [65] first used the bond orientational order (BOO) method to
characterize the local structure in liquids and glasses. Spherical harmonics are associated
with each bond of an interested atom with its neighbors to provide a set of index:




Qlm (r )  Ylm ( (r ), (r )),
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(Eq. 2-8)

where Ylm are the spherical harmonics, θ and ϕ are the polar angles of the bond, and
Qlm(r) are the order parameter for one bond. It is often one considers the quantities of

Qlm  Qlm (r )

,

(Eq. 2-9)

which are the average value for a set of l and m over all the bonds connecting an
interested atom. The rotational invariant value combinations
 4 l
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(Eq. 2-10)
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and the normalized parameters
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(Eq. 2-12)

whereas

 l l l 

 are the Wigner 3j symbols.
 m1 m2 m3 
The BOO method is useful to distinguish the local structures through different
index of Ŵ4 , Ŵ6 , Ŵ8 , and Ŵ10 . For example, the Ŵ6 value of an atom in the icosohedral
is -0.169754 while it is 0.013161 in a bcc lattice or -0.013161 in a fcc lattice. The
difference of Ŵ6 values between ordered and icosohedral centered atom is more than 12
times, this is really remarkable to distinguish the order-disorder phase difference since
the icosohedral clusters are frequently found in liquids and glass. In Chapter 6, we will
use the Ŵ6 value to monitor the recrystallization of the multicomponent supercooled
liquids. The readers are referred to Ref. [65] for details about BOO.
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2.2 Molecular Dynamics Simulation
Molecular dynamics simulations are originally proposed in the 1950s and become
popular methods to study the physical and chemical problems of materials ranging from
metals, ceramics, liquids, and macromoleculars. With the development of modern
computation hardware and algorithms, typical problems such as mechanical properties of
metals, thermal properties such as thermal conductivity, diffusion and heat flow, radiation
damage, structural dynamics, and etc can be studied. Basically, MD simulations consist
of three steps: (1). System initialization including the atomic structure and velocity, the
force field or potential and the boundary conditions. (2). The movement of atoms
following the Newtonian, Brownian, or Langevin dynamics. (3). The data analysis from
the trajectory of the atoms for the static and dynamic properties such as the local
structure, elastic constants, pressure, strain, interface energy, melting point, viscosity, and
etc. Below is a simplified introduction about the methods.
The initial structure of a N atom system can be constructed according to the
phase. For equilibrium isolated system, the kinetic energy of the atoms follow the
Maxwell-Boltzmann distribution and is individually contributed by the XYZ directions:

v x2  v y2  v z2   2 

kT
.
m

(Eq. 2-13)

The interactions of atoms are determined by the potential energy. Empirical
models are used to describe the interatomic potentials in gases, metals, liquids and
polymers. For example, the widely used Lennard-Jones potential for rare gas adopt an
analytical term of

  12    6 
 (r )  4       ,
 r 

 r  
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(Eq. 2-14)

where σ is the zero energy atomic distance, ε is the minimum energy in ϕ(r). Part of the
current work uses the modified Johnson potential (mJp) of iron [66, 67] as illustrated in
Figure 2-1. The mJp has a minimum at 2.61 Å and a short interaction cutoff at 3.44 Å
which is between the second and third nearest neighbor of the bcc structure.
Usually the N particles are contained in an orthogonal simulation box. Due to the
limitation of computation capability, the number of particles cannot be too large, usually
on the order of one million or smaller. In this case, the systems are dominated by the
surface effect since the atoms in the boundaries of the box are different from those in the
center of the box and they constitute quite a sizable portion of the system. Consequently,
the property of small systems cannot represent that of the bulk. To eliminate the surface
effect, the periodical boundary conditions are introduced. The simulation box are
reproduced in space so that when one atoms goes out of the primary cell in the center of
from one face, it comes into the cell from the opposite face immediately as illustrated in
Figure 2-2 [68]. The atoms near the wall of the simulation cell are now interacting with
atoms from the same box and there are no walls and surface atoms.
The movement of the atoms and their positions r N are handled by solving the
Newton's equations:

Fi (t )  mri (t )  

 (r N )
.
ri

(Eq. 2-15)

Here, Fi is the force on atom i by other atoms. Usually, the position and the velocity of
atoms are solves using the finite difference methods such as the Verlet leapfrog:
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(Eq. 2-16)
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(Eq. 2-17)

The post-simulation analysis is the essential part which provides the physical
meanings of the simulations. Specific properties are calculated from various physical
equations that can be mined from the phase trajectories and they are not introduced here.

Figure 2-1. The modified Johnson potential.
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Figure 2-2. Schematic illustration of the periodical boundary conditions. When an atom
goes out of the primary cell, it comes into the cell from the opposite direction
immediately. This figure is taken from Ref. [68].
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Chapter 3

Local Structure of A Ternary ZrNbHf HighEntropy Alloy

Part of this Chapter appears in the paper: "Local atomic structure of a high-entropy
alloy: An X-ray and neutron scattering study" Metallurgical Materials Transaction A,
2013:5, 1994-7 [69].

3.1 Introduction
High-entropy alloys (HEA) have attracted much research interest in recent years
[36, 38]. These alloys usually contain 5-13 elements with nearly equi-molar ratio. They
have attractive mechanical properties and engineering potential as high temperature
radiation damage materials [36, 41]. In many cases, these alloys possess single phase bcc
or fcc structures [36, 38, 41, 47]. Occupation of the same crystallographic sites by atoms
with different sizes in the solid solution makes the lattice locally distorted, and this local
distortion effect is a vital strengthening mechanism in the single phase high-entropy
alloys [70]. Therefore investigation of local lattice distortion is crucial to the
understanding of the strengthening effect. Long-range lattice distortions (strain fields)
can be determined from broadening of the Bragg peaks, but the local atomic level lattice
distortion does not broaden the Bragg peak. In this paper, we use the pair distribution
function (PDF) method, by which the real space distribution of atoms in the lattice can be
determined. The PDF represents the distribution of inter-atomic distances. Lattice
distortion will influence the peak position and width which can be directly observed in
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the PDF [71]. In this work information on both the total and local structures is extracted
from high energy synchrotron X-ray and neutron diffraction using the PDF analysis.

3.2 Methods
As a test case to study the local structure of high-entropy alloys we selected a
ZrNbHf alloy, containing only three elements to simplify sample preparation and data
analysis. A thin film sample was sputtered on an amorphous silica wafer 0.5mm thick.
The thickness of the thin film was about 1.5 micron. The sample was examined using
high-energy synchrotron X-ray in a transmission mode; the incident X-ray wavelength
was 0.12488Å. A Mar3450 area detector was employed to record the diffraction patterns
on beamline ID6-C, Advanced Photon Source, Argonne National Laboratory, IL. In
addition a blank wafer of silica was measured and used as a background during data
analysis. A bulk sample of Zr1/3Nb1/3Hf1/3 was casted in an argon atmosphere using an
arc-melter with the Ti getter. The sample was then sliced into small cubes of the size of
0.5 x 0.5 x 0.5 mm3 using an electrical discharge machine. This was necessary in order to
randomize crystal orientation and remove texture. The cubes were sealed in a vanadium
container and time-of-flight neutron diffraction was performed on the high intensity
powder diffractometer (HIPD) at Los Alamos National Laboratory, NM. The data were
collected for 14 hours using 8 detector banks at different angles. In addition, background
and the diffraction from a vanadium standard and the sample container were measured.
The data were processed using pdfgetN package [72] to obtain the PDF.
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3.3 Results and Discussion
Figure 3-1 shows the X-ray diffraction pattern obtained for the Zr1/3Nb1/3Hf1/3 thin
film. The continuous rings indicate that the grains in the thin film are very fine. However,
since the thickness is only ~1.5 micron, the amount of grains in the X-ray beam is
limited. Consequently, the intensity along the rings is not uniform suggesting that texture
developed during sputtering. For example, the arrows mark uneven intensities in the first
inner ring corresponding to the (110) plane. The azimuthally integrated intensity is
plotted in the Figure 3-2a. The peak positions can be indexed with the bcc pattern
indicating that this thin film is composed of a body center cubic phase. Figure 3-2b shows
the neutron diffraction pattern of the bulk sample. The pattern can be well fitted to a bcc
phase using GSAS package [73]. It is observed that besides the major bcc solid solution,
some minor scattering peaks are observed (indicated by an arrow). However, the intensity
of these peaks is very small indicating a low content of the secondary phase. The
calculated lattice parameters from the X-ray data on the thin film and from the fitted
neutron data of bulk sample are 3.4869Å and 3.4898Å, and are identical within error.
Figure 3-3a shows the X-ray structure function S(Q) of the thin film sputtered on the
silica wafer. Because the thickness of the silica substrate is about several hundred times
of that of the thin film, the scattering intensity is dominated by the substrate.
Consequently, the obtained S(Q) is noisy particularly in the high Q region. Several
exposures (10-12) were performed to improve statistics and extract intensity originating
from the film. Figure 3-3b presents the S(Q) obtained from the bulk sample using neutron
scattering. Average grain size is smaller in the thin film resulting in broader peaks. The
reduced pair distribution function G(r) is obtained through Fourier transformation of S(Q)
as in Eq. 2-6. For both X-rays and neutron data the Q range for Fourier transformation
was limited to 20 Å-1. Figure 3-4 shows the PDFs for the thin film obtained from the Xray diffraction and for the bulk Zr1/3Nb1/3Hf1/3 samples from the neutron scattering data.
The first peak position agrees well for both of the two plots, but the intensity varies
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slightly due different scattering powers of each element. The X-ray PDF shows obvious
noise due to the limited statistics. The neutron data does not exhibit a preferred grain
orientation even though the grains are coarse in the bulk sample. This is also confirmed in
GSAS refinement in the Figure 3-2b.
The model PDF for bcc Zr1/3Nb1/3Hf1/3 calculated using PDFgui [74] is also
shown in Figure 3-5. In the calculation we used the lattice parameter obtained from the
Rietveld refinement of the neutron scattering intensities. The model PDF generally agrees
with the neutron data except for some details. In the neutron PDF, the first peak position
is at 3.08 Å, which corresponds to the Zr-Nb/Hf-Nb inter-atomic distances. The second
peak at 3.48Å corresponding to the lattice constant is clearly resolved in the calculated
PDF, but merges with the first peak in the neutron PDF. The PDFs agree well with each
other for distances r greater than 4.55Å. The peak positions in the neutron and calculated
PDF are shown in Table 3-1.

Figure 3-1. Diffracted ring pattern of the ZrNbHf thin film. The continuous rings indicate
fine grain microstructure and the high intensity regions arrowed in the first ring indicate
preferred orientation.
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Figure 3-2. (a) The diffraction pattern shows body center cubic phase in the thin film
sample. (b) the neutron diffraction peaks show bcc phase and minor phase (diffuse
scattering is indicated with arrow).
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Figure 3-3. The scattering factor of the thin film obtained from the X-ray diffraction (a)
and the bulk sample from neutron scattering (b).
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Figure 3-4. The pair distribution of the thin film obtained from X-ray diffraction and the
bulk sample from neutron scattering. Note the fluctuation in the valley between the first
and second peak of the X-ray data originate from noise (as indicated with arrows).

Figure 3-5. The PDFs obtained from neutron and calculation agree well. The difference
in the first two peaks originate from the size difference of the atoms in the lattice which
making the second peak shadowed by the first peak in the neutron data.
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Table 3-1. A comparison of the peak positions in the calculated and neutron PDFs. Note
that the difference in greater r region is small because the atomic size difference affects
the local lattice distortion.
Calculated

3.02

3.48

4.93

5.84

6.97

7.71

Neutron

3.08

-

4.94

5.80

6.96

7.74

The difference between the experimental and the calculated PDF in the short
range originates from the atomic size differences. The calculation assumes that the lattice
symmetry is body centered cubic with all equivalent atomic sizes. However, in reality the
lattice should be locally distorted due to the size difference between the Zr, Nb and Hf
atoms (the metallic radii of Zr, Hf and Nb are 1.60, 1.59 and 1.46Å, respectively).
Thermal factors determined by the Reitveld analysis, uiso = 0.017, are indeed larger than
what is expected for phonon amplitude by nearly an order of magnitude, reflecting the
atomic level disorder. For the range r > 4Å the PDFs calculated using these thermal
factors agree well with the experimental PDFs, particularly for the neutron PDF. Also the
agreement is not bad for the first peak. However, they significantly disagree for the
second PDF peak. In the experimental PDFs the second peak is so broad that it is not
even resolved. The first peak simply reflects the size differences, but the strong
broadening of the second peak implies locally the lattice becomes distorted away from
the bcc structure. There are only eight nearest neighbors in the bcc structure, but local
packing allows up to 12 nearest neighbors as in the f.c.c. lattice. So when the local lattice
is distorted some of the second neighbors can become the nearest neighbors, blurring the
distinction between the first and second nearest neighbors. Figure 3-6 shows the first two
peaks of the radial distribution function (RDF), R(r )  4r 2 ρ0 g (r ) , of the Zr1/3Nb1/3Hf1/3
sample. The width of the second peak (0.59Å FWHM) is significantly wider than that of
the first peak (0.30Å FWHM), indicating strong distortion of the second neighbor shell.
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The coordination number N C can be obtained by calculating the area under RDF peaks.
The total value of N C for the first and second peaks of the Zr1/3Nb1/3Hf1/3 sample is 15.5,
while for the first and second nearest neighbors in bcc lattice, as illustrated in two
Gaussian peaks, are 8 and 6, respectively. The difference in N C is also an evidence of
lattice distortion. The area overlapped by the two peaks is much more noticeable, which
consists 20% of the area of the first peak, or 30% that of the second peak, indicating that
there is much chance the second nearest neighbor pairs have the same distance as the first
near neighbor pairs as schematically illustrated in Figure 3-7. It is noted that the atomic
radius difference of Zr/Hf and Nb is about 9%, the two pair distances should have a 15%
difference for bcc lattice. To sum up, the change in the PDF peak clearly reflects such
local collapse of the bcc structure.

Figure 3-6. The first and second peaks of the radial distribution function for the
Zr1/3Nb1/3Hf1/3 alloy. A fitted peak originates from two Gaussian peaks reflecting the two
nearest neighbor shells in bcc lattice.
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Figure 3-7. Schematic illustration of a distorted bcc lattice cell. The distance of the
second near neighbor pair has a good chance to be the same as that of the first near
neighbor pair.

3.4 Conclusion
Samples of Zr1/3Nb1/3Hf1/3 high-entropy alloy were prepared in thin film and bulk
forms. The results of the neutron and X-ray scattering show that both the thin film and
bulk sample are in the bcc phase. Thin film sample exhibits texture. Thermal factors
determined by the Rietveld analysis are larger than what is expected for phonon thermal
factors, reflecting the local lattice distortion due to different atomic sizes. The PDF
calculated for the lattice constant and the thermal factor determined by the Rietveld
analysis agrees well with the measured PDF for the range beyond 4 Å. Disagreement
between the measured and calculated PDF’s is particularly significant for the second peak
of the PDF. This implies that the local structure of this alloy is strongly distorted away
from the average bcc structure.
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Chapter 4

Atomic Size Effect on the Solid State
Amorphization in Binary Systems

Part of this Chapter appears in the paper "Universal local strain in solid-state
amorphization: The atomic size effect in binary alloys", Acta Materialia, 68(2014) 229237 [75].

4.1 Introduction
Solid state amorphization (SSA) is a useful low-temperature pathway to metallic
glasses. Metallic glasses can be produced by several methods of SSA such as diffusion
[76], mechanical alloying [77] and irradiation.

Irradiation-induced crystalline to

amorphous (C-A) transition at low temperatures is observed when energetic particles
impinge on crystals through ion-beam [78], electron [79] or neutron irradiation [27]. The
irradiation process involves atomic displacement cascades generated by projectile atoms
and the following thermal spikes due to energy transfer [80]. The cascade initially breaks
the chemical order and periodicity of the crystal, whereas the subsequent thermal spike
further increases disorder [55]. After dosage of irradiation to a certain level a glassy
phase is formed. In this chapter we discuss the critical irradiation dosage for
amorphization in the context of a broader issue of general criteria for metallic glass
formation.
The criterion of metallic glass formation has been extensively discussed. It was
shown that the minimum solute concentration of solid solutions to form a stable glass is
inversely proportional to the atomic size mismatch based on the atomic scale elasticity
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theory [60]. This criterion was further modified to include both substitutional and
interstitial solid solutions. Indeed molecular dynamics (MD) simulations demonstrated
that increasing the atomic size mismatch effectively enhanced the glass formability by
reducing the critical cooling rates. The atomic scale elasticity theory [60] explains this
result in terms of the atomic size mismatch building up the atomic level strains [81] in the
lattice. However, the atomic size ratio affects also the structure obtained after rapid
cooling. Because SSA by irradiation occurs through irradiation-induced lattice disorder, it
is important to know how the atomic level strain due to atomic size mismatch affects the
stability of the crystalline structure upon irradiation. The purpose of this work is to study
the role of the atomic size effect during SSA.
In this work, we performed molecular dynamics simulations of irradiations on
binary solid solution systems with different atomic size mismatches (atomic size ratios
and solute concentrations). This work could be extended to systems with multiple
elements. The goal of our study is to understand the conditions for SSA, and not the
irradiation damage process itself. For this reason irradiation was mimicked by the simple
process of random Frenkel defect (vacancy-interstitial pair) production. The atomic level
stress and strain calculations [6] are carried out to characterize the stability of the
crystalline structures and the process of amorphization, as well as the local topological
fluctuations in the crystalline and glassy states. We show that the atomic level strain is an
effective parameter to describe the C-A transition. Through the modeling on different
size mismatches, we aim to provide a general understanding of the atomic size effect on
the C-A transitions in solid solutions. The results will be relevant also to alloy designs for
irradiation applications.

4.2 Simulation Methods
The model systems we used are the binary A-B random solid solution systems, in
which A is Fe and B is a fictitious element, Fe', which is Fe with an expanded atomic
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size. In the crystalline state they have the body-center-cubic (bcc) structure. In this model
the Fe' atom has the same mass as Fe but the radii of Fe and Fe' atoms, R A and RB, have
the ratio of R = RB/RA, where R is the atomic size ratio which equals to 1.05, 1.10 and
1.15 for different simulations. Here, we limit the ratio within the Hume-Rothery rule. The
interatomic interaction is defined by a scaled modified Johnson potential (mJp) rather
than the original mJp itself. The interatomic force is scaled according to the pair type and
distance. For Fe-Fe pairs, it is the same as in mJp, while for Fe-Fe' and Fe'-Fe' pairs of
atom i and j, the interatomic potentials are defined as: (r/), where ϕ is the interatomic
potential between Fe-Fe atoms and , which is the scaling factor. Thus the interatomic
force is obtained as:

(Eq. 4-1)

where r' = r/. Atoms with different sizes are treated so that they have similar force and
acceleration when interacting with Fe atoms. Thus only the atomic size effect is changed
with varying compositions. The second derivatives of the potentials are:

(Eq. 4-2)

In this case, the potential has the continuous first and second derivatives. The cutoffs of
the potentials are 3.44ξ Å and the potential minimums are -0.2516ξ eV for different i-j
pairs. In order to adjust the atomic size mismatch, the B content was changed from 0 100% with different R in model systems which contain 21296 atoms. The simulations
started from the bcc crystalline lattices where the initial lattice constants were determined
by Vegard's law. The system was firstly equilibrated at 300 K using the number-pressuretemperature (NPT) ensemble for 40 picoseconds (ps) to have a relaxed initial structure.
The NPT ensemble was maintained by using a Berendsen thermostat [82]. Newton's
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equations were solved via the Verlet's algorithm with a time step of 1 femtosecond (fs)
[83]. Periodic boundary condition was used throughout the simulations. Afterwards, to
mimic the irradiation process a Frenkel pair defect was created every 3 fs by randomly
removing an atom from the lattice and then placing it at some random site within the
system. The interatomic distances between the inserted atom and its neighbors were not
controlled because in reality the energetic projectile particle can impinge very closely to
the target atom. We define one removal-insert process per each atom in the system as one
displacement per atom (dpa) in this work. After reaching certain damage dosage, the
system was cooled down to 300 K and equilibrated for 60 ps. As we will discuss below
the system volume increased by 5% as a result of amorphization when the total pressure
was kept zero. Therefore we mostly focused on the results obtained using the NPT
ensemble rather than the number-volume-temperature (NVT) ensemble we used for
comparison.
The atomic level stress is calculated according to [6]:
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(Eq. 4-3)

where is the atomic level stress on the ith atom in the αβ Cartesian direction and is the
local atomic volume of atom i. The atomic level von Mises shear stress is:
2

2

2

 i  ( ixx   iyy ) 2  ( iyy   izz ) 2  ( izz   ixx ) 2  6( ixy   ixz   iyz ) (Eq. 4-4)

and the hydrostatic pressure is:

pi  ( ixx   iyy   izz ) / 3

(Eq. 4-5)

The local elastic constant can be calculated as:
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(Eq. 4-6)

The shear modulus is obtained as G= Ci44 and the bulk modulus B=(3 Ci12 +2 Ci44 )/3
[84].
Previously, atomic level stress was used to describe the local distortion of atomic
environment in binary alloys [81]. In the current work, we extended the earlier work for
different compositions in order to understand the alloying effect in general, and simulated
the SSA by irradiation. In this paper, we use the atomic level volume strain εi = pi/B and
the von Mises shear strain γi = τi/2G to characterize the local atomic level distortions. The
root of mean square (r.m.s.) of these values, <εi2>1/2 and , are used to describe the local
fluctuations [85]. Since

2

x2  x  

2

, where δ=x-<x>, the r.m.s. includes the

information of the average and the deviation δ. Accordingly, the r.m.s. of atomic level
strain evaluates both the local strain level and its fluctuation.

4.3 Solid State Amorphization
Starting from the perfect lattice the model was equilibrated for 40 ps at T = 300K
to reach the stable bcc structure with local distortion. Figure 4-1 shows the atomic
packing fraction η of the systems with different R values and Fe' concentrations XB. The
packing fraction for all the crystalline systems is about 0.77 ~ 0.79, which is greater than
those obtained for hard sphere packing (0.68 for dense-random packing or 0.74 for closepacking). This is because the atomic radius is defined by the minimum in the soft
interatomic potentials, so that in the bcc structure atomic spheres overlap rather
significantly. The packing fraction is minimum when XB is around 50% for different R
systems and it is almost symmetric about 50% B atom concentration. This minimum
packing fraction reflects a larger distortion away from the perfect lattice. The changes of
packing fraction with composition when R = 1.05, 1.10 and 1.15 are less than 0.1%, 0.4%
and 2%, respectively. During the simulation of irradiation damage in the NPT ensemble
simulations the system volume was rescaled to keep the pressure zero. Thus, after 1 dpa
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irradiation the packing fraction was decreased due to expansion. Note that after
quenching the packing fraction of the amorphous states in all the compositions are very
close to each other, which is ~ 0.74. This uniform packing fraction confirms that the
potential/force scaling does not affect the global packing efficiency.

Figure 4-1. The packing fraction η of systems with different atomic size ratios R and B
concentrations XB before and after 1 dpa irradiation. The packing fraction decreases from
~ 0.79 in crystalline states (denoted as C for crystalline followed by the R values) to ~
0.744 in amorphous states (denoted as A for amorphous followed by the R values) due to
the volume expansion. Note that the packing fraction difference in crystalline systems is
indeed small, less than 2%. The packing fractions in amorphous states are very close in
all the systems.
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In order to study the amorphization process we created Frenkel defects (pairs of
vacancy and interstitial defects) randomly in the system. When Frenkel pairs were
introduced the local atomic structure was altered and the potential and kinetic energy
associated with neighboring atoms were increased, resulting in local temperature rise a
part of which was reduced by the thermostat. When irradiation was discontinued after
some dosage, the system was rapidly cooled down (~1012 - 1014 K/s) to 300 K by the
thermostat. In the real irradiation damage process also a thermal spike is created, leading
to local melting. However, this process was not included in the current simulation in
order to focus on the effect of structural disorder, not the thermal effect. Figure 4-2 is a
plot of the r.m.s. values of von Mises shear strain, , as a function of irradiation dosage for
each system after final equilibration. For systems with less alloying the strain-damage
curve has an 'incubation' stage, up to 0.4 - 0.5 dpa, during which adding defects does not
increase the strain much. When the damage exceeds the critical incubation dosage, the
strain increases quickly with dosage and saturates after some dosage. The saturation was
observed in all the systems with different R and XB. Further damages did not increase the
strain after quenching since the system has already reached the equilibrium liquid state
during irradiation. Examination of the microstructure suggested that the systems are fully
amorphized from crystalline states when the strain reaches saturation. Thus the dosage
level for saturation is the critical dosage for amorphization. The identification of
amorphization upon saturation using shear strain coincides with the pair distribution
function (PDF) peak changes (not shown here) and agrees with previous results. It should
be noted that the atomic level strain is a more accurate measure to quantify the
amorphization than observation of the PDF peaks.

It is also shown in Figure 4-2 that by introducing solute atoms in the system, the
incubation dosage and the critical dosage for amorphization (strain saturation) decrease.
For example, for R = 1.05 (Figure 4-2a), the incubation dosage for pure A is 0.5 dpa,
while for 50% B it is less than 0.2 dpa. This is also confirmed for R = 1.10 (Figure 4-2b)
and R = 1.15 (Figure 4-2c) that the incubation dosages are reduced. As the atomic size
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ratio increases, the critical dosage for amorphization decreases for alloyed systems. For
example, the critical dosage decreases from 0.4 to 0.05 when R increases from 1.05 to
1.15 at XB = 50%. If the system size mismatch m is defined as m=RXB(1-XB), it is obvious
that the maximum slope of each curve increases as m increases in each R systems. The
maximum slope can be obtained in the system with R = 1.15 and XB = 50%.
In Figure 4-3, we show the critical irradiation dosage for SSA for binary A-B
alloys as a function of XB and R. In each alloy system with a different R value, the critical
dosage is low and nearly constant when the binary alloys have considerable solute
concentrations, for example, in the regions of 20 - 75% B atom system when R = 1.05, 20
- 80% Fe' systems when R = 1.10 and 10 - 80% when R = 1.15. These regions are usually
related with the glass formation region (GFR). Comparing the critical dosages with three
R values, it is obvious that increasing the atomic size mismatch m, the crystalline
structures lose stability and amorphize more easily. With careful observation of Figure
4-3, we find that the decrease in the critical dosage is greater at low B concentrations in
the A matrix than at low A concentrations in the B matrix. This asymmetry suggests that
large atom inserted in small atom matrix creates larger lattice strain and instability, as
also shown in Figure 4-2. This is because ΔV V , where V = VA – VB, is larger when a
large atom is inserted [9, 18].
The critical dosage in Figure 4-3 corresponds to the crystalline to amorphous
phase transition limit. Below this limit the system is crystalline or partially amorphous,
while above which the system is fully glassy. It should be noted that the critical dosage is
influenced by several factors, such as irradiation fluence, hence damage rate, cooling rate
and system base temperature. For instance, a higher cooling rate increases the critical
dosage because phonons are removed more quickly before damaging the local structure.
When the system base temperature is high, the critical dosage will be low because the
atoms are more easily displaced due to thermal vibration [86]. In reality the pure system
(XB = 0 or 100) almost never becomes amorphized because of the thermal spike which
results in local melting and recrystallization. In this simulation, however, amorphization
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is observed because of extremely high cooling rates and the absence of thermal spike. In
the current study these factors were not examined because we focus on the structure of
the final glassy state on which they have small effect.

4.4 Local Topology Changes
Figure 4-4 shows the first and second peaks in the PDFs of the 1 dpa radiation
induced glasses with different solute concentrations. It is clear that as the concentration of
XB increases, the peak position shifts to the larger r position. In the pure A glass, the peak
position is at 2.44 Å and in the pure B glass, the peak position is at 2.82 Å. The ratio of
the positions agrees with the atomic size ratio 1.15. It should be noted that the height of
the peak position first decrease and then increase with the XB concentration. This is
because by increasing the solute concentration, the deviation of the first neighbor
distances increases, which effectively increases the peak width.
It is then intuitive to consider the area changes under the radiation distribution
functions (RDFs), which is, on the other hand, the number of nearest neighbors of an
atom. The local structure of a crystalline solid solution is well-specified. In the bcc
lattice, each atom has 8 first nearest neighbors and 6 second nearest neighbors. After
irradiation and quenching, however, the structure is changed gradually from the
crystalline to amorphous state as shown in Figure 4-2. In the amorphous state the
coordination numbers (CNs) of A and B atoms are dependent on the atomic size
mismatch. The solid angle needed to view a larger atom is wider than the angle to view a
smaller atom. Thus larger atoms usually have more neighbors. To calculate the
coordination number in this work, the cutoff distance was set at the minimum in the PDF
following the first nearest neighbor (NN) peak of each system as shown in Figure 4-4.
Figure 4-5 shows the CN distribution of A/B atoms in pure A, pure B and 50% B systems
when R = 1.15, respectively. The distributions of the CN in the two monatomic systems
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are Gaussian and the CN ranges from 10 - 16. However, in the alloyed systems, for
example, the 50% B system, B atoms have a maximum probability to have 14 neighbors
whereas A atoms have most likely to have 12 neighbors. Figure 4-6 shows the calculated
average CNs of the A/B atoms in different R and XB systems. The average CN in all the
systems is ~ 12.8, which is very close to the theoretical value 12.6 (= 4π) [81]. When the
atomic size ratio increases, the fluctuation of the CN is larger as indicated in Figure 4-6.
In the amorphous state of alloyed systems, large atoms always have more neighbors than
small atoms on average. For example, when R = 1.05, B atoms have 0.7 more neighbors
than A atoms on average. When the size mismatch is further increased to 1.15, B atoms
have about 1 - 2 more neighbors than A atoms. Hence, the average CN is dependent on
the atomic size ratio. The average CN is also strongly dependent on the concentration. A
linear decrease of the average CN is observed when the concentration of B atoms
increases. The average CN of a B atom embedded in the liquid or glass matrix of A atoms
is given by [81]:
N C  4 (1  3 / 2) /[1  1  2R /(1  R)] .

(Eq. 4-7)

As shown in Figure 4-6, the CNs obtained from simulations agree with the theoretical
calculations well, especially for R = 1, 1.05 and 1.10. Here the theoretical values were
scaled by 12.8/4π so that the CN of the pure system agrees with the simulation. It is
interesting to note that whereas the CN of each element depends on XB, the total
compositionally averaged CN remains almost constant and is close to the universal value
of 12.8.
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Figure 4-2. The r.m.s. of the atomic level von Mises shear strain changes with increasing
damage when R = 1.05 (a), R = 1.10 (b) and R = 1.15 (c). The strain saturates when the
damage exceeds the critical dosage in each system. The symbols denote the different B
concentrations XB in the systems.
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Figure 4-3. The critical irradiation dosage of crystalline to amorphous transition as a
function of size ratio and solute concentration. The critical dosage decreases from R =
1.05 (filled point ●), R = 1.05 (open circle ○) to R = 1.05 (diamond ♦) systems. Below the
critical dosage, the systems are either crystalline or partially amorphous, while above
which, the systems are fully amorphous.
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Figure 4-4. The PDFs of the glasses with different XB concentrations (indicated by
legends) at 300 K.

Figure 4-5. The distribution of the coordination numbers of atoms in pure A, pure B and
A50B50 amorphous systems at 300 K when R = 1.15.
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Figure 4-6. The average number of the first nearest neighbors of the A-B systems with
different atomic size ratio R and B concentration XB in the amorphous state at 300 K. The
fitted lines are the theoretically calculated CNs from Eq. 4-7 while the thinner lines with
small symbols represent the total coordination numbers in each system which are close to
12.8.

The local atomic packing is usually described using the Voronoi polyhedrons
which originate from geometrical reconstructions.

Figure 4-7 shows the frequency

distributions of the first 12 most popular Voronoi polyhedrons in the glasses with R =
1.15 after 1 dpa irradiation. The first 2 columns indicate the pure A/B systems, which
show that the distributions are almost identical, suggesting the local packing behaviors of
the monatomic glass systems using the mJp follow the same fashion. Of the rest columns
with the same XB concentrations, the first column indicates the A atom centered
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polyhedrons and the second represents the B centered polyhedrons. Note that the faces of
the polyhedrons are determined by equally bisecting the distance of the neighboring
atoms, which ignore the atomic size difference among the neighbors and represent the
pure geometrical constructions. Except for three low solute systems, the distributions are
very close, a signature of the topological amorphous nature.

However, if one considers the atomic size difference in the local packings during
the construction of the Voronoi polyhedrons, the distributions are different. Figure 4-8
shows the frequency distributions of the first 12 most popular Voronoi indices in several
glass systems with R equals to 1.05 and 1.15 after 1 dpa irradiation from crystals. The
numbers on top of each column indicate the XB concentration, and the stars indicate that
the atomic size ratio is 1.15 in the glasses, otherwise it is 1.05. The letters at the bottom
indicate the atomic type of polyhedron center atom. Here the faces of the polyhedrons are
determined by bisecting the distance of the neighboring atoms according to the atomic
size ratios. Accordingly, the representations of the polyhedron of each centered atom are
closer to the real atomic volume. It is shown that the packing of different centered atoms
in the alloyed systems are affected by the atomic size ratio and the concentration. For
example, for the A atom centered polyhedron, compared with the pure A system, the
population of the <0,0,12,0> full icosahedra and the <0,2,8,2> polyhedron increases
when the size mismatch is changed when XB = 0.5 or 0.9 and R = 1.15. Since the
formation of the full icosahedra by 13 atoms requires the center atom to be 9% smaller as
the distances from the center to the faces is shorter than to the vertices [87], the smaller A
atoms find it more comfortable in the center of the ideal icosahedra. Consequently, the
larger B atoms prefers other geometrically unfavored motifs as the total frequency of the
first 12 popular indices decreases. The results generally agree with previous ab initio MD
calculations of different atomic size ratios [88, 89]. It is thus obvious from Figure 4-4
through Figure 4-8 that by tuning the atomic size mismatch, the local topology changes to
accommodate packing of neighbors with different sizes.
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Figure 4-7. The frequency distributions of the first 12 most popular Voronoi polyhedron
in the glasses with R = 1.15 after 1 dpa irradiation. The first 2 columns indicates the pure
A/B systems. Of the rest columns with the same XB concentration, the first column
indicates the A atom centered polyhedron and the second represent the B centered
polyhedron. Note that the faces of the polyhedrons are determined by equally bisecting
the distance of the neighboring atoms, which ignore the atomic size difference and
represent the pure geometrical construction. Except for three low solute systems, the
distribution of the pure A and pure B are almost identical.
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Figure 4-8. The frequency distributions of the first 12 most popular Voronoi polyhedrons
in several glass systems with R equals to 1.05 and 1.15 after 1 dpa irradiation. The
numbers on top of each column indicate the XB concentration, and the stars indicate the
atomic size ratio is 1.15 in the glasses, otherwise it is 1.05. The letters at the bottom
indicate the atomic types of polyhedron center atom. Here the faces of the polyhedrons
are determined by bisecting the distance of the neighboring atoms according to the
atomic size ratios. Accordingly, the representations of the polyhedron of each centered
atom are closer to the real atomic volume. The packing of different centered atoms in the
alloyed systems are clearly affected by the atomic size ratio and the concentration.
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4.5 Evolutions of the Atomic Level Strain
Now we discuss the evolution of the atomic level strain with the changes in local
topology. Figure 4-9 shows the atomic level hydrostatic and shear strain distributions of
four systems in the crystalline state and the quenched glassy state after 1 dpa irradiation.
Figure 4-9a shows the distribution of the hydrostatic strain εi in crystalline alloy systems
at T = 300 K. The distribution of εi has non-zero width even for monatomic systems
because of thermal vibrations. In crystalline alloy systems, larger atoms have positive or
compressive volumetric strains, while smaller atoms have negative or tensile strains. The
strains in crystalline alloyed systems have larger ranges than monatomic systems because
of the compositional fluctuations in the nearest neighbors results in local lattice
distortion. The calculated mean average volume strains <εi> of the alloyed systems are
zero due to zero external pressure, and consequently the distribution of the strains at A-B
atoms follows the lever rule. Figure 4-9b shows the distribution of the shear strain γi at
each atom in the four crystalline systems. In monatomic A/B systems the shear strains
have distributions with peaks at ~0.02 reflecting thermal fluctuations. In alloyed systems,
the distribution peak shifts to large strains, indicating larger local distortions due to size
mismatch. The peak positions of A and B atoms in each system are very similar and the
peak heights are proportional to the concentrations. The shear strains follow a five
dimensional Gaussian regardless of atom types [84]. This is reasonable because there are
five shear strain components and the local lattice distortions are nearly randomly
distributed.
Figure 4-9c shows the distributions of the hydrostatic volume strain in the
amorphous systems after 1 dpa irradiation. The distributions in monatomic systems have
the peaks just around zero with slight deviations due to the isobaric ensemble (the system
expanded after irradiation). In glassy alloyed systems, the distributions of volume strain
are similar for the two atomic types. Moreover, the total distribution is very similar to
those of the pure system. This is also true with shear strains in amorphous states as shown
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in Figure 4-9d. From Figure 4-9 it is clear that in crystalline states the average atomic
level strain of each type of atoms is dependent on the atomic sizes and the concentrations
because the constraint of the lattice, whereas in amorphous states it is nearly independent
[81].
Figure 4-10 show the r.m.s. of the atomic level hydrostatic strain εi (a), the shear
strain γi (b), the shear stress τi (c) and the average shear modulus G (d) of all the
simulations with different atomic size ratios R and concentrations XB in both crystalline
state and the amorphous state after 1 dpa irradiation. As shown in Figure 4-10a, in the
crystalline states the r.m.s. of the volume strain increases with solute addition and atomic
size mismatch [18]. As shown in Figure 4-9, although the average of volume strain is
close to zero in alloyed systems, the strain deviation is large in alloyed systems. The
same trend also applies to the shear stress and strain (Figure 4-10b & c). The shear
modulus in the crystalline state increases at low Fe' concentration and decreases when Fe'
concentration exceeds 20% for R = 1.10 and 10% for R = 1.15. The shear moduli of pure
B systems are smaller than that of a pure A system, and decrease with R. According to
Eqs. 4-2 and 3, the softening of shear modulus is due to the potential scaling factor ξ, and
thus it depends on the composition.
In the amorphous state after irradiation the r.m.s. of volume strain increases to ~
0.067 as shown in Figure 4-10a. Due to the isobaric nature of the ensemble, the average
volume strain is zero, and consequently the r.m.s. reflects the local volume fluctuation.
The shear stress and modulus have linear relationships with the size ratio and the solute
concentration as indicated in Figure 4-10c & d. In Figure 4-10b, the r.m.s. values of the
shear strain of systems with different R and compositions are ~ 0.093. This result of the
atomic level shear strain in monatomic systems (~ 0.093) agrees well with the previous
results [84] which was obtained using the NVT ensemble. The average volume strain is
dependent on the density, while its fluctuation is constant in all systems, ~ 0.063. It was
found that the shear strain is independent of ensemble or density considering both the
average and fluctuations. This conclusion is supported by simulations of quenched
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monatomic glasses with number densities of 0.065, 0.07 and 0.07843 which showed that
the r.m.s. value of shear strain is always 0.093. Our results collectively show that the
atomic level shear strain is independent of composition, size mismatch and structure. It
appears that this value of the local shear strain represents an inherent nature of the
amorphous state.

Figure 4-9. The distribution of hydrostatic and shear strain of A/B atoms in pure A, pure
B, 30% and 70% B systems in the crystalline and amorphous state at 300 K. The atomic
size ratio R = 1.15. Positive hydrostatic strain is compressive.

51

Figure 4-10. The r.m.s. of the atomic level hydrostatic volume strain εi (a), the shear
strain γi (b), and the shear stress τi (c) and the average shear modulus G of all the
simulations with different atomic size ratios R and concentrations XB in crystalline
(denoted as C followed by the R values) and amorphous (denoted as A followed by the R
values) states after 1 dpa irradiations.

4.6 Equipartition Theorem in Binary Systems
The structure of liquid and glass is used to be described by local density
fluctuation relating to the atomic volume and coordination numbers which in the current
study is represented alternatively by the atomic level hydrostatic volume strain [87]. As
confirmed in Figure 4-1, 6, 9a and 10a, the volume strain  i has a detailed track of the
density fluctuation for each atom. Egami [90] proposed using the critical volume strain of
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0.11 defining the free volume. Negative volume strain smaller than -0.11 corresponds to
the free-volume site, which is dilatational, while positive strain larger than 0.11 is the
antifree-volume site, which is compressive. These sites are topologically unstable which
favor glass state. As shown in Figure 4-10, the amount of atoms with strain exceeding the
0.11 critical value increases and the crystalline to amorphous transition accomplishes
when the critical dosage is reached.
In addition to the local density fluctuation, the local shear distortion is described
by the atomic level shear strain due to the asymmetry of the nearest neighbor shell in
glasses and liquids (the potential cutoff of mJp is between the second and third shells)
[84, 87, 91]. It was demonstrated earlier that the local strains representing the local
topological fluctuations follow the equipartition theorem in liquids at high temperatures
[87, 91]: the total self-energy (3/2)kBT of the atomic level stress is equally contributed by
the six stress components at temperatures above Tg [91],

ΔE
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(Eq. 4-8)

whereas, ΔE  is the local elastic energy and ... is the ensemble average. The strains are
related with the atomic volume, elastic moduli and temperature as [90]:
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(Eq. 4-9)

where, ε is the hydrostatic strain and γαβ is the shear strain in the αβ direction. The
theorem has been proved valid in monatomic systems using different pair potentials [91].
In this work, we extend the validity of the theorem for binary systems.
The simulations are carried out for monatomic and binary systems with R = 1.15
using the densities and packing fractions as in Figure 4-1. The systems are heated up to
4,000 K and cooled down by 150 or100 K stepwise and equilibrated for 40 ps till the
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temperature reaches 0 K. The atomic level stresses are calculated and averaged using the
trajectories very close to the end of each equilibration. Figure 4-11 shows the energy of

Figure 4-11. The energy of the stress components of the simulated monatomic (a) and
example binary (b) systems and the two example components   (c) and   1 (d).

the stress components of the simulated monatomic (a) and example binary (b) systems
and the two example components   (c) and   1 (d). It is clearly demonstrated that
equipartition rule applies for binary liquids as the energy of the six stress components are
close to kBT/4 in all the liquids. It also seems that the alloying slightly changes the
temperature where the theorem is violated. This temperature is connected to the glass
transition which is dependent on the composition. The theorem does not apply to low
temperature glasses because of the frozen structure [84, 87, 91]. The elastic self-energy
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changes slowly at low temperatures so that the strain measured does not change much. As
we notice from Figure 4-9 that in amorphous states, the contribution to the average
atomic level strain from individual atoms does not depend on the atomic type and
packing structure, and the strain distributions in alloyed cases are close to the monatomic
cases. Accordingly, it is not surprise that the equipartition theorem applies for binary
liquids.

4.7 The Universal Atomic Level Strain
It was shown by Egami and Aur [81] that the atomic level stresses are almost
fixed in binary glasses with various composition and atomic size. It was also noted that
the volume strain of melting should exceed a critical/minimum value of 0.064 in close
packed systems [92]. This also applies to obtaining metallic glasses from rapid cooling of
liquids: below this strain atoms are jammed from moving and the system becomes glassy
[7]. The condition of the jamming corresponds to the glass transition. As pointed out in
the previous section that the local elastic energy (3/2)kBT is equally divided by the six
stress (one pressure and five shear) components in the condition that the stresses are
confined in the first nearest neighbor shell. However, for glasses, the atomic level stresses
are always dressed by the long range stress fields due to the frozen structure. The strain
and temperature relationship is determined by [93]

k BTg 

2 BV T ,crit 2
( v )
K

(Eq. 4-10)

where εvT,crit = 0.095, and

K 

3(1   )
2(1  2 )

(Eq. 4-11)

and ν is the Poisson’s ratio, Tg is the glass temperature. This relationship has been found
valid in 35 stable metallic glasses [93]. The underlying message of Eq. 4-10 is that the
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atomic volume strain should reach the universal value εvT,crit, which is independent of
composition, for the occurrence of the glass transition.
The current work demonstrates that the universal criteria also applies during solid
state amorphization, from the low temperature side towards glass. The results in Figure
4-2 show that under irradiation, the atomic level volume and von Mises shear strains in
the binary crystals are invariant of atomic size ratio and composition towards glass
formation. Crystals with high atomic size mismatch are less stable and are prone to form
glasses. Based on the instability of the topology of local environment, when the local
volume strain meets εvT =  0.11, the structure of the coordination shells become
destabilized and collapse [60, 90, 92]. As shown in Figure 4-9, the atomic level volume
strain has a Gaussian distribution. By considering the percolation condition the value of
εvT,crit = 0.095 was deduced [93]. Now the value of εvT,crit is the so-called transformation
strain in the Eshelby theory [94]. The actual strain is given by,

(T )
( ) 
K
2

(Eq. 4-12)

Thus εv = 0.067 in our work corresponds to εvT = 0.1005 with Kα = 9/4, ν = 1/4 for the
center force interactions [84]. This value is very close to the value deduced by fitting Eq.
4-9 to the experimental data on Tg, εvT,crit = 0.095. Actually the computer models are
always less relaxed than the experiment because of the high rate of cooling. This
insufficient relaxation easily explains the small difference between the two values.
The concept of universal critical strain for the stability of the crystal lattice
naturally explains the alloying effect on the critical dosage for amorphization. In alloys
atomic level stresses exist already in the crystalline state because of the atomic size
mismatch. Therefore it requires less dosage of irradiation to bring about amorphization.
Indeed the critical dosage in Figure 4-3 is directly related to the volume strain in the
crystalline state given in Figure 4-10a. The results in binary can be readily extended to
multiple component systems if new atomic size ratios are included in the simulations. As
discussed elsewhere [92] the current approach is closely related to the idea of seeing
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amorphization as melting, which assumed that disordering has the same effect as
temperature increase, in an extended sense [55, 95-97] using the Lindemann criteria [98].
The melting was identified by the Debye temperature saturation during disordering [55].
The Lindemann criteria, however, is an empirical criteria, whereas our approach of
atomic level strain is more theoretical, quantitative and unified.
The amorphization of crystals is the process of losing stability of the topology.
Therefore, the ease of glass formation depends on the stability of the crystalline systems.
Since the cooling rate during irradiation is rather high in the simulations, the
recrystallization after irradiations is coerced. In this case, we are evaluating the stability
of the crystalline system through irradiation dosages. The dosage needed to amorphize
the system is the measure for the topology stability. As shown before that the atomic
level shear strain in amorphous states is universal, it is expected that systems with high
atomic level strains are easier to reach this universal strain through irradiation. Hence, the
alloyed systems have low critical dosages to amorphization and broader glass forming
ranges. The phase diagram of Figure 4-3 is also a quick reference of the structure stability
and glass formability of binary alloys. The irradiation results are quite consistent with our
recent heat and quench thermal spike simulations [86]. It showed that in order to have
amorphous to crystalline transition after irradiation, the composition of alloys should be
outside but close to the glass formation ranges.
It should be noted that in the current work we chose the simplest system, a model
with the pair potentials, in order to capture the salient features of the atomic size effect on
amorphization by irradiation more clearly in isolation. Methods such as EAM and
density functional theory calculations coupled with MD could provide more realistic
accounts of the behavior of intermetallics and alloys, where atomic size effect may be
intertwined with other factors such as the electronic negativity, charge transfer,
crystalline types and mixing enthalpy.
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4.8 Conclusion
The radiation induced amorphization in the form of solid state amorphization in
binary alloys has been investigated with a focus on the atomic size effect. The results
show that:
(1)

By introducing solute atoms in crystals, the sensitivity of the local structure to

radiation increases in terms of the critical dosage of crystalline to amorphous transition
decreasing with the atomic size mismatch. There is a gradual change in the critical
dosage in the binary systems.
(2)

Characterization of the crystalline to amorphous transitions by the atomic level

shear strain has been successful to quantify the structure changes. A universal local strain
of C-A transition is observed in the binary alloys.
(3)

Through the analysis of PDF, coordination number, and Voronoi polyhedral, the

structure of the glass is affected by the atomic size mismatch in the binary systems.
(4)

The local atomic strain of crystalline atom is affected by the atomic size,

however, it loses the dependency in glass states. The universal local strain, which is
connected to the glass transition temperature, originated from the Eshelby transformation
strain, is invariant of composition and atomic size. It is validated through either meltingquenching or solid state amorphization.
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Chapter 5

Radiation Damage in Multicomponent Systems

When a particle such as a neutron or fission product carrying MeV order energy
strikes on the crystalline lattice, its kinetic energy will be imparted to a lattice atom
through the binary collision [99]. The transferred energy can be far greater than the
binding energy of the lattice so that the lattice atom can be displaced away from its
original position. The first displaced atom is called primary knock-on atom (PKA). The
PKA can also produce additional displacements of adjacent atoms due to the high kinetic
energy obtained. When an atoms is displaced away from its initial lattice site and rests in
the lattice where does not previously belong to any undisplaced atom, it is called an
interstitial. When the lattice site where an atom is struck out from is not taken by any
atom, it is called a vacancy. The massive production of interstitials and vacancies from a
PKA along with the subsequent displacement events is called a displacement cascade
[99]. The displacement cascade occurs usually in less than 10-11 seconds, which indicates
a very transit process. In this way, the huge energy deposited in the cascade area will
increase both the kinetic and potential energy of the cascade region, in terms of local
temperature rise or melting. The energy is further dissipated into the surrounding region
due to the cooling by the matrix when the recrystallization and recombination of the
cascade region occurs.
The defects production by irradiation and their recombination determine the
performance and life of the nuclear reactor materials [100, 101]. As we aim to develop
suitable high-entropy alloys for the radiation resistance purpose, it is important to study
how the primary damage plays its role in the high-entropy systems. The principle
questions are two-folds: First, how does the multi-component system affect the radiation
cascades, specifically, the number of surviving vacancies and interstitials after PKA
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cascades? Second, how does the multicomponent system affect the recrystallization
process, which is the self-healing effect, after the cascades? To address these two
questions, we study the following aspects which are further organized into four sections.
Firstly, we examine the PKA atomic size effect on the threshold displacement energy.
Secondly, we study the primary damage in quinary systems with a focus on the defect
production and surviving. Last, the recrystallization processes in quinary systems are
investigated. Through these studies, we will achieve a comprehensive understanding
about the radiation damage properties and a sensible prediction about the radiation
tolerance in multicomponent alloys.

5.1 The Primary Knock-on Atom Size Effect
As we have discussed before, the radiation damage in Chapter 4 was realized by
'randomly insert and pickup' method. This is reasonable for the study of amorphization
process through disordering. However, more realistic studies of radiation damage process
involving PKA cascades are needed to understand the multicomponent effect. Previous
radiation studies by molecular dynamics simulations were carried out extensively in
monatomic bcc, fcc, and hcp systems such as Cu [102-104], Fe [105-109], Mo [110], V
[111], Ni [102], Ti [112], and Zr [113, 114]. The radiation induced defect production and
displacement cascade evolutions in binary systems such as Fe-Cu [115], Ni3Al [116,
117], Cu-Au [118], and Cu-Ti [119] were also studied. However, due to the absence of
applicable potentials for multiple element interactions, the radiation behavior in
multicomponent alloys has not yet been studied. It is natural to raise the question that
how is the effect of the PKA atomic species on the radiation damage in multicomponent
HEAs.
Gao and Bacon [117] noted that in the Ni3Al system, for primary recoils with
energy more than a few hundred eV, there is no obvious difference in the cascades
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generated by different PKAs with energy not exceeding 5 keV. Deng [118] also reported
that there is no remarkable difference between low energy cascades initiated by Au or Cu
PKAs in the ballistic/collision phase. Neither is there any difference when the mass of the
PKAs is reduced by purpose. This also applied in Cu-Ti systems [119]. Ackland [115]
observed the slight difference in both the defect migration energy and the threshold
displacement energy calculated between Cu and Fe PKAs in a dilute Fe-Cu alloy with a
many-body potential. However, Calder et al [109] demonstrated that the total number of
defects decreases with the PKA mass and the cascade effect is stronger at lower energy.
The difference between the two conflicting results may root from the PKA energy
applied: Calder [109] used the PKA energy ranging from 5 - 20 keV while others used
the energy not exceeding 5 keV. Nevertheless, to our knowledge, the previous results
focus mainly on the mass of the PKAs, but the effect of the PKA size on the cascades in
metals has not been studies thoroughly by molecular dynamics simulations.
It is popular to adopt the embedded atom methods (EAM) to define the atomic
interaction potential, in which along with the pair potential, an embedding energy term is
associated to the atom [120-123]. Based on the density functional theory, Dow and
Baskes [120-122] derived the embedding energy to be related to the background electron
density, which is a simple function of the atomic density determined by the atomic
positions. The Finnis and Sinclair [123] potential used a polynomial form for the electron
density function and a square root function for the embedding energy term to mimic the
results of the tight-binding theory. The EAM potentials are advantageous to fit the
Cauchy relationship in order to obtain satisfactory elastic moduli, Poisson ratio and the
vacancy formation energy in real materials over pair potentials [123]. The previous
results listed before [102-119] mainly used the EAM potentials. However, it is rather
complicated to build specific EAM potentials for multiple atomic interactions. For
simplicity we choose the pair potentials which are to be scaled according to the atom
sizes to demonstrate the PKA size effect. This avoids the embedding energy terms which
accounts for a sizable portion of the potential energy but are less important to the PKA
size effect.
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5.1.1 Simulation Methods
In this chapter, both binary and quinary solid solution systems are modeled for
different purposes. The schemes to build the interatomic potentials and the simulation
boxes in the binary alloys are the same as in Section 4.2. For quinary systems,
concentration of each element is 20%, and the atomic sizes are 1-2δ, 1-δ, 1, 1+δ, 1+2δ
times the size of the atom in the monatomic Fe systems using the original modified
Johnson potential, whereas, δ is a mismatch factor ranges from 0 - 5%. The interatomic
potentials between different elements in the quinary systems are defined similar to the
previous scheme.

5.1.2 Threshold Displacement Energy
In order to produce stable Frenkel defects (pairs of vacancy and interstitial), a
minimum kinetic energy, that is the displacement threshold energy Ed, is needed for the
PKA. The Ed is essential to evaluate the number of Frenkel pairs NFP an projectile particle
produces. The Kinchin-Pease [124] or the NRT (Norgett-Robinson-Torrens) [125] model
states:
N FP 

0.8T
,
2 Ed

Eq. (5-1)

whereas, T is the PKA kinetic energy. For a specific metal, Ed varies in different
crystallographic directions due to the different packing efficiencies (usually explained as
the ease of the 'lenses' needed to penetrate), and it is difficult to accurately measure in
experiments. However, with the aid of computer simulations, it is viable to obtain Ed with
satisfactory accuracy from reasonable potentials. The average threshold energy is about
15 - 50 eV for metals [126].
Since the pair potentials are used in the current work, it is necessary to compare
the results with previous reports using EAM or F-S potentials. Table 5-1 lists the Ed in
different orientations of bcc iron at 0 K using the mJp. Figure 5-1 shows the angular
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dependence of the Ed with respect to the [100] direction. Note that during the simulation,
the Ed values are tested by an increment of 1 eV of a random PKA, indicating that the
errors are within ±0.5 eV. The Ed values of in [100] and [210] are 21 and 51 eV, which
agree with previous results by Bacon [103] and Ackland [115] using the F-S potentials as
shown in Figure 5-2. Other than these two directions, the Ed values show significant
disagreements. For example, the Ed in the [110] direction is 46 eV, which is about 50%
larger than that in Ref. [103] and [115]. In the previous reports, it was difficult to obtain
the threshold in the [111], [221], and [211] directions due to the generation of a long
replacement-collision sequence (RCS) in the directions near the close packed rows [103],
consequently, there are three peaks in the threshold curves that are unattainable to
produce stable Frenkel defects as shown in Figure 5-2 [103]. However, in our results,
except for the [532] direction, the threshold curve shows rather continuous and smooth
evolution. The general trend of the curve is: when the recoil projectile is within 20°to the
[100] direction, the threshold is close to the minimum; it further reaches a maximum
when the angle is around 35°at [211] direction with a peak value of 71 eV; the threshold
fluctuates between [110] and [111] direction with a magnitude not exceeding 20 eV.
It is not a surprise to observe the two distinct curves if one considers the
difference between the potentials used. In the previous studies, the potentials used
connect the universal Ziegler-Biersack-Littmark (ZBL) potential, which is very strongly
repulsive in the short range interaction. The strong repulsive force and the focused energy
in the compact direction can easily triggers the RCS. However, in the current work, the
short range interaction of the mJp is rather soft, in this case, the RCS can be easily
affected and terminated by other neighbors. The [111] crowdion defects can easily
migrate to the [110] dumbbells given the activation energy of 0.33 eV for rotation [66]
and the formation energy of the latter is ~0.5 eV smaller than the former [127], and thus
the chance of producing stable Frenkel defects is high. Except for the difference in the
potential and the threshold energy in different directions, it should be noted that the
mechanism of the PKA recoil in the [100], [110], and [111] directions agree with
previous descriptions [103, 115]. However, the obvious large threshold in the [532]
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direction is different. Our observation is that in this high order direction, there is no RCS
in any of the close-packed direction, and the energy dissipation after the PKA initiation is
rather fast due to the quick recombination of defects in a very small volume.

Table 5-1. The threshold displacement energy Ed vs. crystallographic directions in bcc
iron system at 0 K with modified Johnson potential. Note that the errors are within ±0.5
eV.

Direction Ed(eV) Angle(Degree)
<100>
21
0
<110>
46
45
<111>
41
54.74
<210>
51
26.57
<211>
71
35.26
<221>
26
48.19
<310>
25
18.43
<311>
42
25.24
<321>
68
36.7
<332>
28
50.24
<401>
21
14.04
<411>
33
19.47
<421>
51
29.21
<431>
65
38.33
<432>
28
42.03
<433>
31
46.69
<443>
30
51.34
<510>
20
11.31
<521>
28
24.09
<531>
61
32.31
<532>
101
35.8
<553>
28
49.39
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Figure 5-1. The threshold displacement energy Ed curve for α iron at 0 K using modified
Johnson potential. The directions are calculated with respect to the [100] direction. Note
that the errors are within ±0.5 eV.

Figure 5-2. The threshold displacement energy curve for different recoil orientations in αFe at 0 K. The data points indicates the PKA energy to produce a stable/unstable Frenkel
pair. Note that the potential used is a Finnis-Sinclair type. This figure is taken from Ref.
[103].
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Table 5-2 lists the Ed values in the [111] direction with different PKA atom
species in the quinary bcc systems with different atomic size mismatch ratio δ. It is
shown that for the PKA atomic size of Fe, as the atomic size ratio factor δ increases, the
threshold energy fluctuates significantly with a minimum of 30 eV and a maximum of 46
eV. When the PKA atoms are changed to smaller or larger atoms, the thresholds decrease
to 90% or even 50% of that from the Fe PKAs. Note that the number densities of the six
systems are 0.08547, 0.08542, 0.08526, 0.08498, 0.08437, and 0.08322 Å-3, which are
less than 2.6% in difference.
It is thus clear that by mixing the crystalline lattice with varying atom species, the
local distortion in the lattice effectively decreases the threshold displacement energy.
Table 5-2 implies that by alloying the system, the defects production might be quite
different from the monatomic systems. Indeed, the process of obtaining Ed is quite
different from the radiation cascades between which the energy used and the atoms
involved are not similar in the two cases. Thus, the study of the cascades in
multicomponent systems is a necessity. However, we always bear in mind that the NRT
model is a major reference for the defect comparison in different systems.

5.1.3 The Surviving Defects from Different PKAs
For simplicity, we applied the A-B binary model to study the PKA size effect.
The radius of B atom is 15% larger than A atoms, as demonstrated in Chapter 4. Figure
5-3 shows the average number of surviving defects (Frenkel pairs) displaced by 5 keV
A/B PKAs in systems with different B atom concentrations after 101 ps. There are three
features to be noted.
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Table 5-2. The threshold displacement energy Ed in the <111> directions vs. PKA
element species with various atomic size ratio factor δ in quinary systems at 0 K. Note
that the errors are within ±0.5 eV. The unit for Ed is eV.

δ
0
0.01
0.02
0.03
0.04
0.05

r
41
43
36
46
30
46

(1-2δ )r
35
32
26
28
23

(1+2δ )r
38
28
25
32
27

Figure 5-3. The average number of surviving Frenkel pairs generated by single 5 keV
A/B PKA cascades in the binary A-B systems with various XB concentrations. Note that
the atomic size ratio is RB/RA = 1.15.
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First, a general trend which applies for either PKA type is that when the system is
alloyed, the average defect amount increases as the solute concentration increases. The
defect amount can increase 30 times when the solute concentration increase from 0 to
40%. It is also understandable that the deviation of the statistics is high in the alloyed
region. As indicated by the error bars showing the minimum and maximum, the
magnitude of the deviation in some cases can be as large as 50%, which states that the
defect production is quite a stochastic process. The alloying effect on the lattice stability
due to the local atomic level strain has been discussed in Chapter 4, and the results agree
with the threshold displacement energy calculated in the previous section. This will be
discussed for cascades results later.

Second, it is clear that in systems with low solute concentration, there is no
remarkable difference in the defect amounts by cascades from A/B PKAs. For example,
when the B atom concentration is less than 20% or larger than 70%, the defect amount
difference is marginal. When the B atom concentration is between 20% and 70%, the
defect amount difference is notable. Especially when the large solute concentration is
between 35% and 55%, the defect amount difference can be as large as 30%. However,
the difference is still small if compared with the data between different compositions.
The third feature is that the fluctuation of the average number of defects generated
by the smaller PKA is greater than the larger PKA. There are two drastic decreases in the
defect number as observed when the solute concentration increases from 40% to 45% or
form 55% to 60% when the PKA is A atom. However, there is only one sharp decrease at
60% when the PKA is B atom, and the average defect number kept rather stable in the
region of 35% to 55% XB.
Overall, the average number of surviving defects depends only slightly on the
PKA size due to the stochastic process of cascade development. In the low alloyed
systems, the difference is not obvious; in the highly alloyed systems, the cascade
efficiency is slightly different whereas the small PKAs have larger fluctuations.
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Nevertheless, it is hard to draw a general conclusion that which PKA creates more
defects since the difference due to the different PKA is overshadowed by the composition
variation.

5.1.4 Discussion and Conclusion
As introduced earlier, previous results focused on the radiation damage of
monatomic or binary alloys with fixed compositions, which left the systematic study of
the effect of local lattice distortion untouched. As discussed in Chapter 3 and 4, the local
distortion is rather significant which could not be neglected and cannot be disguised by
thermal vibration. Indeed, the atomic level stress calculations do show some correlation
between the initial level of stress and the cascade efficiency. Figure 5-4a shows the
average atomic level shear stress before and after the cascades in the binary systems with
A/B PKAs. Note that in these simulations the mJp is connected with the universal ZBL
potential using a fifth order polynomial between 1.2 and 2 Å following [105] and then
further scaled according to the atomic sizes. The local stress increases as the remaining
defects distort the lattice. The general trend of Figure 5-4a agrees with Figure 5-4b. For
example, the stress increase in low solute systems is rather small as compared with that in
the highly alloyed systems [53]. Also the stress difference by the A/B PKAs is also
overshadowed by that in different cascades.
It thus can be concluded that the PKA size effect on the defect production is
rather small and can be neglected in the low solute systems. In high concentration
systems, the difference in some cases can be large as indicated by the large fluctuation of
statistics. But in any cases, the effect of composition on the surviving defects is more
significant.
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Figure 5-4. The atomic level shear stress calculated before and after a 5 keV A/B PKA
initiated cascade (a). The mJp is connect to a ZBL universal potential between 1.2 and 2
Å using a fifth order polynomial. The atomic size ratio is 1.15. The difference of the
atomic level shear stress after cascades (b).
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5.2 Primary Damages and Defect Production in Quinary Systems
High-entropy alloys are usually defined to contain 5 or more elements with nearly
equal concentrations. The variation of the chemistry and size of the atoms will cause the
lattice strain as illustrated previously. The proposed problem that how the local distortion
affect the radiation behaviors has not been studied before. The chemistry is rather
difficult to tackle for the alloys since it involves the electron structure, band structure,
magnetism, density of state, and phonon dispersion calculations between different atoms.
Modern approaches using density functional theory and ab initio simulation are
successful to calculate the local strain and the elastic properties [128, 129] to predict the
properties of multicomponent alloys. The problem is that the calculations are rather
expensive if applied to study the radiation behaviors such as the cascades. The time and
size scale using ab initio simulations are very limited. However, the atomic size effect on
the radiation damage can be investigated through MD simulations as we have already
studied in binary systems. Classic MD can be very efficient to handle systems with
million atoms to timescales long enough for the radiation damage studies. The challenge
roots in that there is no applicable interatomic potentials for systems with so many
elements. For a better demonstration of the atomic size effect, it is reasonable to simplify
the problem by linking the potential with the atomic sizes. In this section, we extend the
previous methods of scaling the potential with atomic sizes to study the radiation
cascades in the equi-molar quinary systems. By comparing the cascade behaviors in
multicomponent and monatomic systems with previous results [103, 105, 109, 115, 130,
131], a comprehensive understanding of how the alloy design by choosing the element
sizes affects the radiation behaviors will be provided.

5.2.1 Simulation Methods
The simulations start from bcc crystalline lattices. The 5 element types of varying
sizes are randomly assigned to the atoms on the lattice to mimic random solid solutions.
The amount of each atom type is equal to 20% of the system, which contains 250,000
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atoms. The atomic radii of the 5 elements are set to be 1-2δ, 1-δ, 1, 1+δ, and 1+2δ times
RFe, the radius of iron in the modified Johnson potential, and δ is the atomic size
mismatch factor of the simulated systems ranging from 0 - 5%. The interatomic potentials
are defined according to the atomic sizes of the pairs, as already introduced in Chapter 4.
In this case, there are 15 pair types in the quinary systems. The initial lattice constants are
presumed to be the same as pure iron, which also meet the Vegard's law due to the
cancellation of the positive and negative scaling of the atomic sizes. After the
construction of the crystalline lattices, the systems are equilibrated using a NPT ensemble
for 50 ps at 300 K. Afterwards, an atom, which located at the position of about 0.3 times
the box length away from the simulation box edges with a radius of RFe is chosen as the
PKA atoms. The direction of the recoil is chosen to be <111> because the threshold
displace energy in this direction is close to the average value of all directions as tested in
Figure 5-1. The kinetic energy of the PKAs ranges from 0.5 - 5.5 keV. Note that the
simulation box size and the number of atoms are large enough to contain the PKAs and
cascades. The time step for the Verlet leapfrog integration of the Newtonian equations is
set to be 0.01 fs for the initial 2 ps, and is changed to 0.02 fs for the subsequent 2 ps, and
then 0.05 - 1 fs for varying but long enough durations. This variation is necessary
because for high recoil energy cases the energy transfer between the PKA and neighbors
needs be evaluated more frequently to avoid error and channeling. The simulations are
terminated after ~ 700 ps, which is long enough for defects evolution. Since the initiation
of the PKA recoil, the NVT ensemble and periodic boundary conditions are employed for
all the simulations. The calculations are repeated, with PKAs of same element species at
different lattice sites, for 5 times for each combination of PKA energy and δ to improve
statistics.
The defect identification through analyzing the trajectory by computer algorithms
can be accomplished mainly by two methods, the Wigner-Seitz cell and the displaced
atom methods [131]. For the former method, when there is no atom in the W-S cell of a
lattice site, this site is defined as a vacancy; when there are more than one atoms inside
the W-S cell, these atoms are called self-interstitial atoms (SIA). The latter method used
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an empirical value, for example, 0.3a (a is the lattice constant), to distinguish the
displaced atom. If one atom is displaced more than 0.3a away from a lattice site, it is
considered as an interstitial; while if there is no atom closer than 0.3a to a lattice site, the
lattice site is identified as a vacancy. Both of the two methods require a reference lattice,
usually the initial perfect lattice before radiation. The advantages and drawbacks of both
the two methods are summarized in Ref. [131]. In this work, we use the displaced atom
method due to its simplicity, efficiency and clarity of defects identification.

5.2.2 Results
Figure 5-5 shows the potential energy (PE) per atom plotted against the
temperature for pure bcc iron and five equi-molar quinary bcc systems with atomic size
mismatch factor δ ranges from 1 - 5%. The NPT ensemble was used for the volume
scaling. For the monatomic system, the PE increases with temperature linearly below ~
2,100 K. The PE jump at 2,100 K indicates the phase transition from solid to liquid, and
the amount of PE per atom difference is 0.2 eV, which corresponds to the latent heat. As
we increase the atomic size mismatch, the energy of the system increases as indicated by
the superposition of the PE curves. The PE increase does not exceed 0.08 eV for the
largest difference. Furthermore, the melting temperature and the latent heat decrease as δ
increases. This is reasonable because the local distortion by the atomic size mismatch
subsidize the thermal vibration effect towards melting. Nevertheless, since the radiation
PKAs are initiated at 300 K, and the temperature rise does not exceed 100 K in each
systems, it is feasible to evaluate the radiation damage far under the melting temperature
for each systems.
Figure 5-6 shows the vacancy formation energy (VFE) of an Fe site in the pure
and quinary systems. The calculations are carried out in two steps: first, equilibrate a
perfect bcc lattice with N atoms at zero K with constant pressure and temperature
ensemble, then calculate the total potential energy E1; second, randomly remove one
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atom from the lattice and then equilibrate the lattice with N-1 atoms, and calculate the
total potential energy again as E2. The vacancy formation energy can thus be calculated
from the energy difference as: Ev=E2-(N-1)E1/N. The values are obtained from 200
repeats of random initial configurations. The average vacancy formation energy
decreases from 1.37 eV to 0.42 eV with increasing atomic size mismatch factors in the
quinary systems. The deviation of the distribution also increases with the mismatch factor
as indicated by the minimum and maximum values as the error bars and the distribution
frequencies of the calculated VFE. The negative VFE in the systems with δ = 0.04 and
0.05 indicates that the lattice is frozen at the temperature without proper relaxation, but
inherently, they are under huge strain. The creation of a vacancy in such strained lattice
sites is actually energetically favored.

Figure 5-5. The potential energy per atom vs. temperature plot of monatomic system ( δ =
0 ) and quinary systems with atomic size ratio factor δ ranging from 0.01-0.05. The NPT
ensemble is used. The potential energy jump at high temperature in each system
corresponds to the melting temperature Tm. The Tm of monatomic system is about 2,100
K. The Tm decreases as the δ increases.
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Figure 5-6. The average vacancy formation energy decreases from 1.37 eV to 0.42 eV
with increasing atomic size mismatch factors in the quinary systems. The deviation of the
distribution also increases with the mismatch factor as shown in the inset.

Figure 5-7 through Figure 5-9 shows the snapshots of the cascades at different
times during evolution by 5 keV <111> PKAs in three different systems. For the pure bcc
iron, the cascade morphology is similar to previous studies [105]. In the early stage
within 0.1 ps, the PKA knocks the lattice atoms off their sites to produce interstitials and
creates the high density vacancy region backwards as the 'spaghetti' region [131]. The
cascades region continues to expand and the displaced atoms develop to the <111>
focused replacement chains. The RCS chains are further detached from the main body of
the cascade, and they further evolve into <111> replacement chains and <110> dumbbell
defects as illuminated in the snapshots from 0.38 to 0.93 ps. The defects start to
recombine after some time and the cascade starts to decay as the energy in the cascade
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core dissipates. Quite a large amount of Frenkel pairs are created outside the cascade
body due to the heat production and they soon recombine locally. The displaced atoms
further evolve during the annealing of the cascades, and after long time evolving, they
become stable defects in the form of clusters, single interstitials or vacancies, <110>
dumbbells and <111> crowdions.
Except for the amount of displaced atoms there is no obvious difference in the
morphology between the cascades in different systems during the very early stages.
However, after about 1 ps, inhomogeneity develops in the cascade body with the increase
in the atomic size mismatch factor δ. As shown in the snapshots of 1.08 ps in Figure 5-8,
1.27 and 1.58 ps in Figure 5-9, the cascade body stretches out in several directions as the
density of displaced atom in those directions increases. This phenomenon is most
exaggerated when δ reaches 0.05. Further observation shows that the displaced atoms in
these regions are mostly elastically deformed as compared with the perfect lattice of the
reference. This is not a simple artifact of the displaced atom method used since the same
method is employed for all the cascades in different systems. The reason why increasing
δ induces the inhomogeneity is still unknown, but the elastic deformation due to the high
thermal expansion in the matrix is well understood and known as the Eshelby inclusion
problem [94]. Details about the shape and the elastic stress and strain Eshelby field is
beyond the scope of this work, and they can be found in similar cases as discussed
elsewhere [132].
The final structures after the cascade relaxation are also different when increasing
the atomic size mismatch factor δ. As shown in Figure 5-7, the cascade in the δ = 0.00
system fully annealed after about 6 ps and the defects are rather stable after 701 ps till the
end of the simulation. The defects are mainly individual vacancies, interstitials, and some
<110> dumbbells. The dumbbells are prone to form clusters within the previous cascade
body. This is similar in the δ = 0.03 case as shown in Figure 5-8. The clustering of the
dumbbells is more frequently found with larger cluster sizes. However, the cascades fail
to fully anneal after a very long time till the end of the simulation in the δ = 0.05 system
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as shown in Figure 5-9. The D-A analysis shows that the remnant of the cascade body is
full of interstitials and vacancies as compared with the perfect reference lattice. Further
observations show that the interstitial density in the core region is rather homogeneous.
Since atoms in this region are mainly interstitials, it is necessary to understand their
clustering in the local structure. Since the number density is complicated to estimate due
to the irregular shape of the region, the precise PDF of the atoms is hard to determine.
For convenience, we used a normalized radial distribution function (RDF) as defined by
, to obtain a rough understanding of the structure as shown in
Figure 5-10. The position of the first peak spans the distances of the first and second
nearest neighbor shells in the bcc lattice, and the shape of the first peak shows no
splitting, a signature of the different CNs in the two shells of a bcc lattice. The shapes of
the second through the fourth peaks also show no well-defined positions as in bcc lattice.
The intensity of the RDF peaks in large r regions might be inaccurate due to the limited
volume and the shape of the region, however, the intensity and the shape in the short
range should reflect the exact local structure, which is typically amorphous as previous
shown in Figure 4-4. Thus, it is appropriate to name this region radiation induced
amorphous area. By comparison, we still consider the atoms in this region as defects.
Figure 5-11 shows that the number of displaced atoms Nd changes with time in
the three systems for different PKA energy in the <111> directions. Since the cascades
simulation are rather stochastic in term of morphology and the amount of displaced
atoms, we plot the minimum and maximum Nd cases out of the 5 simulations for each
PKA energy. A general fashion of the curves is that the Nd first increases until the peak
time tpeak as the cascade grows since the PKA initiated, it then decreases as the cascade
anneals due to the recombination of the defects. The Nd further stabilizes as the defects
evolve in the long run. The second peaks in the δ = 0.03 and 0.05 cases at 5 keV are due
to the elastic displaced atoms in the vicinity of the cascade core as they were displaced
away more than 0.3a (lattice constant) from their perfect lattice sites. Another message
from Figure 5-11 is that Nd increases with the PKA energy, at least during the cascade
develop time. This is expected and will be further discussed later.
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Figure 5-7. The evolution snapshots of the cascade by a 5 keV <111> PKA in the pure
iron system at different times. The vacancies are represented by red spheres and the
interstitials are represented by blue spheres.
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Figure 5-8. The evolution snapshots of the cascade by a 5 keV <111> PKA in the quinary
system (δ = 0.03) at different times.
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Figure 5-9. The evolution snapshots of the cascade by a 5 keV <111> PKA in the quinary
system (δ = 0.05) at different times.
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Figure 5-10. The normalized radial distribution function of the interstitials in the cascade
body after annealing.

The average peak time and maximum displaced atom Nd of the simulated
cascades are shown in Figure 5-12 and Figure 5-13. For the pure iron, tpeak ranges from
0.2 to 0.8 ps and the average maximum Nd ranges from about 100 to 5000 for the PKA
energy between 0.5 and 5.5 keV. The tpeak and the average maximum Nd increase with the
recoil energy, and they do not follow any linear fashion in the whole energy range
simulated. Moreover, the tpeak is slightly larger and the maximum Nd is almost doubled
than the previous results [105]. Two reasons may account for the difference. First, as
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pointed out earlier, the potential used in this work is quite different from the literature.
The mJp is much softer in the short range as compared with the ZBL potential, and in the
medium range the potential is attractive while the Born-Mayer potential is quite repulsive
[105]. The difference in the potential limits the stopping range of the PKAs and increases
the amount of displacement of atoms. Second, atoms in the elastically distorted region
may be counted as displaced atoms as shown in Figure 5-8 and Figure 5-9. These atoms
are still residing at the distorted lattice sites rather than being moved to the interstitial
positions. The effect is more pronounced at high energies and the elastically displaced
atoms contribute a fair portion of the displaced atoms in Figure 5-13. As pointed out by
Calder [131], the D-A method reports the amount of displaced atoms by one order of
magnitude more than the W-S approach due to the uneven distortion of the lattice. The DA method is unbiasedly applied to the different systems in this work, though the
quantitative accuracy may be compromised to some extent. It is still acceptable for our
demonstration of the atomic size effect on the radiation damage of multicomponent
systems.
From Figure 5-12, at energy below 3 keV, the tpeak changes linearly with the recoil
energy, and when δ is smaller than 0.03, the tpeak increase with δ is not obvious, and when
δ is greater than 0.03, the tpeak increases with δ slightly. At energy above 3 keV, there is
an obvious transition in tpeak. When δ is smaller than 0.03, tpeak slows down with the
energy increase, while δ is greater than 0.03, tpeak increases with the recoil energy
drastically. Similar trend also applies to the maximum Nd in Figure 5-13. The difference
is that for recoil energy greater than 3 keV, the maximum Nd seems to increase with δ in
all the cases, although with varying rates. The high rate increases of tpeak and Nd at high
recoil energy and larger δ are also due to the elastically displaced atoms as explained in
the previous paragraph.
Up to now, we provided a general view about how the cascade develops in the
multicomponent systems by the characterization with tpeak, Nd, and δ as compared with
the pure bcc iron. It is further interesting to understand the effect of alloying on the
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annealing of the cascades after peak time. The number of the displaced atoms decreases
with time as the defects recombine. The Nd after the peak time can be fitted by an
exponential form as [105]:

( N d  N f ) exp( t / d ),

(Eq. 5-2)

where, Nf is the number of final surviving defects, α is the fitting parameter, and τd is the
relaxation time. Figure 5-14 shows the average relaxation time of the cascades simulated
at different PKA energy for three selected systems with δ equals to 0, 0.03, and 0.05. The
error bars are plotted from the standard deviations. In the pure iron system, τd increases
from 0.13 to 0.35 ps with the recoil energy from 0.5 to 5.5 keV. The τd has a sharp
increase from 0.5 to 1 keV, and then slows down to increase till 5 keV. The shape of the
curve is slightly different from the previous results [105] due to the potential difference.
When δ changes to 0.03, τd increases ~ 0.05 to 0.12 ps as compared with values for the
pure iron systems at each recoil energy. As δ further increases to 0.05, τd increases
significantly at energy below 4 keV and slightly decreases at 5 keV. The fluctuation of
the mean τd with recoil energy in the δ = 0.05 system is rather large that τd does not
follow any linear of exponential relationship with the recoil energy, and is also quite
distinct from the pure iron and δ = 0.03 cases. This is due to the higher local strain and
instability of the lattice. In all, the high values of τd indicate slow annealing of the
cascades in the elastically displaced regions. It should be noted that τd is not equal to the
duration from the peak time to the instance that the cascades are fully relaxed and the
defects are stabilized, as can be compared with Figure 5-11 and Figure 5-12. Thus, τd can
be viewed as the characteristic time for the cascade annealing.
The cascade simulations are terminated at about 700 ps after initiation. Note that
this is a fairly long time for the defects to evolve as assured by the damped fluctuations in
the number of displaced atom vs. time logs. The number of defects after cascades is an
important parameter of the radiation damage in alloys. Figure 5-15 shows the average
number of surviving defects in the six quinary systems with 0.5 - 5.5 keV PKAs in the
<111> directions. Here, the 'surviving defects' is used to refer to the Frenkel pairs and
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does not differentiate the single vacancies, the dumbbell and crowdion interstitials, or
clusters of any type. The error bars are plotted according to the minimum and maximum
values of each data set. The NRT model is also plotted as a reference using the threshold
energy Ed = 41 eV as in the pure iron. Generally, the defect number increases with the
recoil energy as expected in each quinary system. However, the main features of Figure
5-15 are twofold:
Firstly, when δ is smaller than 0.04, the defect number is of the order of the NRT
values. Specific comparisons is illustrated in Figure 5-16 in terms of the cascade
efficiency factor k, as defined by
Nd 

kT
.
2 Ed

(Eq. 5-3)

It is obvious that at PKA energy below 1.5 keV, k is greater than the NRT value 0.8 in the
quinary systems when δ is 0.01 - 0.03, while at higher energy, k is slightly smaller than
0.8, ranging from 0.5 - 0.8. This agrees with previous results [105] and seems to be a
general phenomenon despite of difference in the potentials and crystal structures [133]
since the thermal spike ensuing the cascades aids the relaxation of the Frenkel pairs. The
detail difference in the values of k may link to the cascade structure and other properties
determining the ease of the cascade annealing.
Secondly, when δ is larger than 0.04, the number of surviving defects far
exceeding the NRT values is found and is strongly dependent on the specific system, for
example, the atomic size mismatch factor. For system with δ = 0.04, the number of
defects fluctuates around at 1.5 times of NRT model value, or the k = 1.2. When δ further
increases to 0.045, the defect number increases exponentially, with the k value changes
from 2 to 5 within the energy range simulated. More conspicuously, the k value increases
from 6 to 21 in the system when δ = 0.05. The large number of the surviving defects is
also confirmed by the large volume of amorphous region after the cascade annealing as
shown in Figure 5-9.
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Previously, the prediction of the number of defects obtained from molecular
dynamics using the NRT model has never been successful. The introduction of the
cascade efficiency factor k has well explained the origin this problem. An alternative
model proposed by Bacon [134] used an exponential function
N F  A( Ep ) m ,

(Eq. 5-4)

whereas, A and m are fitting parameters. This model has been satisfactory to fit the
relationship between the number of defects and the recoil energy (in keV) in Fe, Cu, Ti,
Zr, and Ni3Al at energy below 10 keV [134]. The values of A and m are around 5.7 and
0.77 for Fe and the values for other metals and alloys do not change significantly.
However, the application of this exponential relation to our current results is
unsuccessful. Using the fitting parameters A and m for the previous studies, the calculated
values are still smaller than the simulated values for pure iron. It further fails to fit the
results of the alloyed systems with larger δ with the fixed A and m even when the average
Ed is considered as shown in Table 5-2. It was feasible to fit the same exponential form
using A and m as variables, but the values are too far away from the published results.
Since Eq. 5-4 was proposed as a universal empirical accounting with specific A and m
values, and the physical explanation is still unknown, it is prudent not to put further its
applications to the current results; it simply does not apply for the current cases.
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Figure 5-11. The number of displaced atoms evolutions of cascades by 0.5, 2, 4, and 5
keV <111> PKAs in three systems with δ = 0, 0.03, and 0.05, respectively.
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Figure 5-12. The average peak time of the cascades in the simulated cascades.

Figure 5-13. The average maximum number of displaced atoms of cascades initiated by
different PKA energy in the <111> direction for the pure iron and 6 quinary systems.
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Figure 5-14. The average relaxation time of cascades by <111> PKAs with different
energy in three systems.

Figure 5-15. The average number of surviving defects vs. <111> PKA energy in quinary
systems with different atomic size mismatch factors δ, which ranges from 0-5%. The
NRT model (Eq. 6-1) is used as a guide to the eyes, the Ed used here is 41 eV.
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Figure 5-16. The cascade efficiency factor k for the cascades simulated in the 5 quinary
systems with δ ≤ 0.04.

5.2.3 Discussion
Through the results from Figure 5-5 to Figure 5-16, we have demonstrated the
huge variations in the radiation behaviors among the multicomponent systems with
different atomic size mismatch. The cascade morphology, cascade peak and relaxation
times, and the surviving defect clusters and their numbers, in all, undergo major
transitions as we tune the atomic size mismatch and the potentials of the systems. Our
calculations show that the atomic level strain in the quinary systems prior to the cascades
doubled or tripled when the atomic size mismatch factor δ increases from 0 to 0.05.
However, there is no obvious correlation between the surviving defects and the atomic
level strain since the magnitude of surviving defect change with δ is by several orders of
magnitude greater than the change of atomic level strain. But there is a clear point that as
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the local strain of the crystal increases, the propensity of crystalline to amorphous
transition by irradiation becomes higher as also illustrated in Chapter 4.
Several limitations should be noted here. First, the pair potential used in the
simulations are rather soft as compared with the ZBL universal potential in the short
range. In this case, the amount of the displaced atoms is higher in the current work if
compared with previous results. The potential effect is more pronounced in the higher
energy cascade simulations. For example, when the PKA energy exceeds 3.5 keV, the
amount of displaced atom is larger than that in hard potentials, and the volume of elastic
deformation also increase in larger δ. It was popular to used the ZBL potential for the
cascades simulations in the short range. However, our initial attempt of connecting the
mJp with the ZBL potential at short range failed due to the strong repulsion in the large δ
quinary systems that a perfect crystalline cannot be stabilized. Scaling the connected
potential for larger atom makes the repulsive force too strong in the first nearest neighbor
shells. To illustrate the atomic size effect by our scaling approach, a potential soft enough
potential is necessary. In this case, the radiation damage really depends on the potential
chosen.
Second, as we scale the potential energy according to the atomic size in the
random quinary system, the potential energy of an atom fluctuates depending its type and
the neighbors. Consequently, the formation energy of defects can be affected. Our
calculations show that the fluctuation of this energy is rather high. For example, the
vacancy formation energy of iron atom at 300 K can change from 1.37 eV in pure system
to as high as 3.14 eV and as low as -2.62 eV in δ = 0.05 quinary systems. Negative VFE
is not uncommon in our observations in the quinary systems with large δ, simply because
the lattice is so distorted that removing one atom from the lattice site helps stabilizing the
local environment. Consequently, the defect generation in the locally distorted lattice
sites can be very easy. The stochastic defect production further makes the lattice more
susceptible to the damage. In this case, it is reasonable to observe the exceeding number
of defects in the severe distorted system such as δ greater than 0.04 systems. However, it
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is pointed out that the VFE in pair potentials may not be properly evaluated when
significant local atomic density occurs [135]. It can be corrected if the embedded energy
from the electron densities can be included. Thus, great caution should be exercised when
comparing the current results with data from many body potentials and EAM potentials
in monatomic systems.
Third, the current simulation assumes the infinite substitution solid solutions in all
the quinary systems. The crystalline lattices are built and equilibrated at 300 K. Thus the
local distortion may be rather high due to the constraint of the phonon dispersion at such
a low temperature. However, this may not happen in real alloys because the local
distortion by the atomic size mismatch may be reduced after melting and crystallization
during casting. The local energy from distortion may be released by phase separation,
precipitations, dislocations, and grain boundaries. These microstructural defects may be
effective sinks to trap defects during irradiations [100, 136, 137]. Experimental studies
show that alloys with nanoprecipitates have shown excellent creep and potential radiation
resistance due to the high density sinks [137, 138]. To this end, the current simulations
only reports the ideal single phase case in solid solutions.
In all, since our interest mainly focus on the atomic size effect on the radiation
damage in solid solutions, the current results have clearly demonstrated the trend of local
distortion affecting on the damage. Indeed, we have circumvented several important
problems to reduce the computational complexity. We acknowledge that those problems
may also play decisive roles in the radiation damage of alloys. Future work is suggested
to study these problems.

5.2.4 Conclusion
Through MD simulations, we have demonstrated the atomic size effect on the
radiation damage in quinary alloys for a simple representation of single phased bcc high91

entropy alloys. The quinary alloys are modeled by alloying atoms with different atomic
sizes and potentials. Results show that:
1. The melting temperature of the systems decreases with atomic size mismatch factor δ,
this is related to the lattice distortion and potential energy increase with δ.
2. The cascade morphology changes with the PKA energy and the atomic size mismatch.
The elastic deformation region increases with the atomic size mismatch, and further
affect the displaced atom peak time and number. The high local strain further affect the
annealing of the cascades by leaving clusters of defects in large δ systems. The radiation
induced amorphization is possible in some cases by tuning δ.
3. The relaxation time τd of the cascades increases with δ. For small δ systems, τd
increases with the PKA energy, while in systems with large δ, the τd fluctuates more
remarkably. The increase of τd is due to the slow annealing of the systems by the large
local distortion.
4. The number surviving defects is close to the NRT model values in small δ systems.
When δ is larger than 0.04, the number of surviving defects is orders of magnitude larger
than the NRT model. This reflects the huge susceptibility to defect in severe distorted
system.
5. For our purpose of demonstration, the current simulations use scaled pair potentials
which is rather soft in the short range to represent the force field. The results are proved
to be potential and atomic size dependent, and the results in some quinary cases are quite
distinct from previous results in monatomic systems.
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5.3 Recrystallization in Quinary Systems
Previously, we have demonstrated the radiation damage through cascades in
multicomponent alloys. The high temperature core in the cascade body induces local
melting as indicated by the defect clustering and the crystalline to amorphous transitions
in different systems. It is therefore interesting to investigate the recrystallization property
in the multicomponent alloys. More specifically, how does alloying affect the
recrystallization? This is of great importance since the mobility and the recombination of
the Frenkel defects are affected by the local temperature rise. Accordingly, the relaxation
time of the cascades and the surviving defect numbers are always connected to the
recrystallization of the melting zone as the energy is dissipated during the thermal spike.
The results of this affect have been discussed in the previous section. In this section, we
will discuss and compare the recrystallization process in multicomponent systems in a
less complicated but more general circumstance where the cascade behaviors is out of
consideration.
Since the local melting in the cascade region is caged in the crystalline matrix, the
nucleation of the melting zone can be assumed to happen at the liquid and solid interface.
In this case, there is no need to consider the nucleation of the liquids of the
multicomponent alloys. The main concern of this problem becomes the recrystallization
speed in the multicomponent alloys. As we have illustrated before, the volume of the
cascade cores are different by the PKA energy and the composition of the system, it is
therefore necessary to consider a uniform method to evaluate the recrystallization.
Previously, the melting line of materials was studied to understand the
equilibration properties of the liquid and solid phases. The competition of the two phases
can be represented by the transformation of the melting lines [139]. For example, the
melting temperature can be determined directly by the coexistence method from
molecular dynamics simulations with reliable accuracy [140]. It is also feasible to study
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the recrystallization of metals though the characterization of the phases using proper
order parameters [139, 141]. In this section, we adopt this method to study the
recrystallization rate in multicomponent alloys.

5.3.1 Simulation Methods
The simulation starts from the equilibration of bcc crystals at certain interested
temperature well below the melting point of the system. The system contains 125,000
atoms and the lattice box size is 25×50×50 unit cells. The NPT ensemble is used to
guarantee zero external pressure during the 200 ps equilibration. The crystal part of the
coexistence is then saved for later joining. The melting part of system is then obtained
separately from heating the crystal part to temperatures slightly above the melting
temperate using the NVT to ensure identical number density on both sides of the
interface. It is equilibrated for another 200 ps and then fast quenched to the same
temperature as the crystal part to obtain the supercooled liquid or glass state. Afterwards,
the crystal part is bisected normal to the Z axis, and the atoms in the upper part is moved
to positive Z axis by the length of the box in the Z direction. The quenched part is then
sandwiched in between the crystal parts. The system is then relaxed briefly for 40 ps with
fixed volume and temperature ensemble. The interface of the two phases are initially flat
and the atoms from the two parts may be joined too close. To overcome this, the
displacement of the atoms are controlled not to exceed 0.5 Å during the relaxation.
Subsequently, the system is further equilibrated with the NVT ensemble for 1.2 ns for
data collection.

5.3.2 Results
Figure 5-17a shows a typical configuration of the simulation box after joining the
crystalline and supercooled liquid parts. The crystalline and the amorphous phases have
clear and straight interfaces. The interfaces gradually migrate as the competing two
phases evolve during relaxation. After 36 ps at 1,400 K, the crystalline phase increases
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their volume and the interfaces move towards the center of the box as shown in Figure
5-17b.

Figure 5-17. The crystalline-liquid coexistence simulation configuration of the Z-X
projection right after joining (a). After relaxation of 36 ps at 1,400 K, the interfaces
migrates towards to the center of the box as the volume of the crystalline phase increases,
indicating the recrystallization process.

Since we are interested in the recrystallization speed in different systems, it is
necessary to obtain the ratio of the two phases during evolution. Here, we follow the
method of bond orientational order as introduced by Steinhardt [65] and reviewed in
Chapter 2. Particularly, we find that the Ŵ6 is rather useful to distinguish the icosohedral
and the bcc phases since the difference is about 12.6 times in the two phases. The
icosohedral clustering is popular in liquids and glasses. Thus, it is feasible to differentiate
glass or liquid atoms from the crystalline atoms. Figure 5-18 shows the atomic position
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projection on the Z axis with the Ŵ6 parameter in a typical simulation. When the two
parts of the simulation box are joined together, the clear interfaces in Figure 5-17a are
reflected by the sharp boundaries of the narrow and wide distributions of the Ŵ6
parameters. The boundaries are blurred and migrating towards to the center of the
simulation box as the recrystallization proceeds. This also agrees with the observations in
Figure 5-17b.

Figure 5-18. Two examples of the atomic position in Z axis vs. the bond orientational
order parameter Ŵ6 distribution when joining and after 1.2 ns of relaxation at 900 K.
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Here, it is necessary to consider the range of the Ŵ6 distributions with
temperature. For perfect bcc lattice, the Ŵ6 is strictly 0.0132. As the phonon vibrations
with temperature are introduced, the angles between atoms deviate from the observations
in perfect lattice. Consequently, the Ŵ6 factor also fluctuates. Figure 5-19 shows the
mean values and the standard deviations of the Ŵ6 parameter of atoms in the crystalline
system with δ = 0.02 at various temperatures. As the temperature increases, the Ŵ6 value
decreases from 0.0132 at 300 K to 0.0082 at 1,500 K, and the standard deviation
increases from 0 to 0.0077. The changes in the mean and standard deviation with
temperatures seem to follow some quadratic polynomial. The reason for the mean values
changes is unknown, but the standard deviation change is obviously connected with the
phonon vibration amplitude, which also has a second order relationship with the
temperature. Compared with the value of -0.1698 in the icosohedral clusters, the mean
and the standard deviation are still small. This is also true in systems with larger atomic
size mismatch factors. The scatter points outside of the crystalline and the amorphous
regions in Figure 5-18b represents the local defects in the crystalline matrix as the Ŵ6
values of the clustering around these atoms are so close to the values for the amorphous
state.

Up to now, we are able to calculate the recrystallization speed of the joining
systems at various temperatures. We calculate the number of atoms with the Ŵ6 values
falling in the range of 95% the minimum and maximum Ŵ6 values of relaxed crystalline
at corresponding temperatures. These atoms are identified as crystalline atoms. An error
associated with this scheme is that the atoms in the amorphous region with Ŵ6 values
still in that range are still treated as crystalline. The error in the high temperatures is
larger due to the wider range of the Ŵ6 factor as the lattice vibration amplitude is larger.
In this case, the error is slightly higher for higher temperature simulation. It is the same
situation in systems with larger atomic size mismatch factors. However, the amount of
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atoms contributes to the error is limited, about 5-8% of the total system. The error
improves in systems where recrystallization proceeds since the amorphous volume
decreases. In all, this method is acceptable for a rough evaluation.

Figure 5-19. The mean values and the standard deviations of Ŵ6 in crystalline lattice with
atomic size mismatch factor 0.02 at various temperatures. Note that the ranges of the two
values changing with temperature are indeed far smaller than those in amorphous phase
as illustrated in Figure 5-18. The fitted curves of the mean and the standard deviation
with temperature both follow some quadratic polynomials in fashion, consequences of the
thermal lattice vibration.
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Figure 5-20 through Figure 5-24 show the evolution of the fraction of the
crystalline atoms for systems simulated with different δ and T. The number of
crystallized atoms is Nx and the total number of atoms is N. At the beginning of the
simulation, the ratio is around 0.5 as preset. In some high temperatures, the ratio is
slightly larger due to the error noted before. As shown in Figure 5-20 for the δ = 0.01, the
crystalline atom ratio increases with time due to recrystallization. The slope of this
fraction, which is the crystal growth rate, seems to be dependent on the equilibration
temperature. The growth rate increases generally with the temperature from 800 K to
1,500 K. It is the same case for δ = 0.02 and 0.03 quinary systems as shown in Figure
5-21and Figure 5-22. The crystal growth rate at 1,400 or 1,500 K is slightly smaller in
these systems. The crystalline ratio finally saturates to ~ 0.94, which is slightly below 1
due to the surviving defects after recrystallization. The major difference in the three
systems is that the growth rate decreases with the increase in the atomic size mismatch
factor at all temperatures. For example, at 800 K, it takes 150 ps to finish the growth in
the δ = 0.01 system, while it takes about 2,200 ps in the δ = 0.03 system. The same
fashion also applies to the high temperature cases at 1,500 K. The crystal growth rate is
calculated and can be explained [142]:
u

k BT
nΔG
[1  exp( 
)].
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3l 

(Eq. 5-5)

Here, l is the average atomic diameter, n is the average atomic volume, η is the viscosity,
and ∆G is the free energy difference from melting. Since the simulated temperatures are
below the melting, ∆G and η are positive and they decrease with T. Consequently, the
growth rate increases with T.
Figure 5-23 and Figure 5-24 show occasions which are different from the
previous three systems. In the quinary system with δ = 0.04 in Figure 5-23, at lower
temperatures below 1,200 K, the fraction of the crystalline atom amount increases very
slowly as indicated by the small slope of the curves. The fraction of the crystalline atoms
never exceeds 0.65 below 1,200 K. This may be due to the low kinetic driving force as
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the first term of Eq. 5-5 due to the low temperature and high viscosity. However, as T
increases to 1,300 and 1,400 K, the recrystallization finishes until the fraction reaches
0.94 after 6,000 and 4,000 ps, respectively. Note that the amorphous regions are almost
fully recrystallized as compared with the small δ systems. As T further increases to 1,500
K, the recrystallization almost stagnates when the fraction reaches 0.7. This is suggestive
that this temperature is too close to the melting temperature (~ 1600 K as shown in Figure
5-5) so that the driving force is not enough to provide high growth rate. This also
explains the slight decrease in the growth rate at higher temperatures in small δ systems.
In the δ = 0.05 system as shown in Figure 5-24, it is obvious that at lower temperatures
below 900 K, there is barely no recrystallization and the crystalline/amorphous interfaces
are maintained. When the temperature increases to 1,000 K, the crystalline ratio slowly
decreases with time, indicating that the crystalline region is slowly encroached by the
supercooled liquid. At high temperatures such as 1,100 and 1,200 K, the ratio of
crystalline atoms decreases to 32% and 24%, indicating that about 40% - 50% of the
crystalline atoms transformed into glass(amorphization). At temperatures above 1,200 K
(not shown here), the amorphization of the crystalline region is rather fast and the thermal
vibration magnitude of the crystalline lattice is large due to the lower melting
temperature.
Figure 5-25 shows the crystal growth rate calculated by the fraction of atoms per
nano second in the five quinary systems simulated. For atomic size mismatch factor δ
smaller than 0.04, the trend is clear that generally by increasing the atomic size
mismatch, the recrystallization rate decreases due to the increased viscosity. The growth
rate also increases with the temperature due to higher diffusivity. Further increasing δ to
0.05, the recrystallization is impossible in this system and the amorphization takes over
due to the instability.
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Figure 5-20. The evolution of the ratio of crystalline atoms Nx in the N atom joining
quinary systems when δ = 0.01 at various temperatures. The ratio starts from 0.5 and
finally equilibrates to 0.94 due to the surviving structure defects.
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Figure 5-21. The same evolution of the crystalline atom ratio in the δ = 0.02 quinary
systems at various temperatures. Note that the decreasing slopes of the curves before
saturation indicate the slower recrystallization speeds.
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Figure 5-22. The same evolution of the crystalline atom ratio in the δ = 0.03 quinary
systems at various temperatures.
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Figure 5-23. The same evolution of the crystalline atom ratio in the δ = 0.04 quinary
systems at various temperatures. Note that at temperatures below 1200 K, the
recrystallization is very slow. At 1300 and 1400 K, the recrystallization finishes until
94% of the atoms are bcc. However, at 1500 K, it ceases when Nx/N = 0.7.
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Figure 5-24. The evolution of the crystalline atom ratio in the δ = 0.05 quinary systems at
various temperatures. It is obvious that at lower temperature, there is practically no
recrystallization and the crystalline/amorphous interfaces are maintained. When the
temperature increases, the amorphous region encroached into the crystalline region
slowly. At high temperatures such as 1100 and 1200 K, the ratio of crystalline atoms
decreases to 32% and 24%, indicating that about 40% - 50% of the crystalline atoms
transformed into glass.
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Figure 5-25. The crystal growth rate (fraction per nano second) in the systems simulated.
For atomic size mismatch factor δ smaller than 0.04, the trend is clear that generally by
increasing the atomic size mismatch, the recrystallization rate decreases. The growth rate
also increases with the temperature due to higher diffusivity. Further increasing δ to 0.05,
the recrystallization is impossible in this system and the amorphization takes over due to
the instability.

5.3.3 Discussion and Conclusion
Through the two phase coexistence equilibration simulations at difference
temperatures below the melting temperature, we are able to determine the crystal growth
rate in quinary systems. By combining the results from Figure 5-20 to Figure 5-25, we
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can have a general picture of the atomic size effect on the amorphous - crystalline phase
transformations as illustrated in the time - temperature - transformation diagram in Figure
5-26. To avoid errors, the starting lines of the C curves are calculated when 5% of the
amorphous atoms have transformed into crystalline phase. The finishing lines are
calculated when the amorphous phases are fully recrystallized. For monatomic system
and quinary systems with small δ, the transformation starting and finishing lines of the C
curves are close with each other at the left part in the plot. This reflects the faster
nucleation and crystal growth rates in the super cooled regions. However, as δ increases,
the melting temperature decreases while the glass transition temperature increases
slightly, for example, Tm decreases from 2,073 to 1,906 K while Tg increases from 1,052
K to 1,178 K when δ increases from 0.01 to 0.03, respectively. The nose of the C curves
move towards the upper right direction in the diagram and the starting and finishing lines
are separated further apart from each other, reflecting the slow growth rates. The
nucleation times of the quinary systems are not studied by the current methods since there
are always crystalline phases adjacent to the amorphous region, and the nucleation is not
a problem after cascades. However, the longer incubation time in large δ systems is
presumed since the slow growth rate is due to the slow atomic transportation. This is also
reflected in Figure 5-26 that the longer time to reach the starting line of the transition, and
the critical cooling rate for glass formation is lower. These are in good agreement with
the cascade results in the previous section that with similar cooling rates, the δ = 0.05
system has more amorphous atoms after the cascade annealing.

Through these studies, we now have a quantitative understanding of the atomic
size effect on the recrystallization behavior of the multicomponent systems. The TTT
diagram can be used to determine the working condition of the multicomponent alloys
under radiations. For example, for a given composition, we can estimate the optimal
temperature and radiation flux which allow maximum recrystallization. This can also be
applied vice versa. Under certain temperature and radiation flux, it suggests the proper
atomic size mismatch factor for the composition of the structure alloy to have good
rehabilitation after amorphization. Combined with the results of cascades study, we have
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demonstrated how the atomic size effect plays its role in the crystalline to amorphous to
crystalline transitions in multicomponent alloys for radiation resistant purposes.

Figure 5-26. The time - temperature - transformation diagram of the recrystallization in
two systems. The positions of the C curves indicate the relationship of the waiting time
and atomic size mismatch on the recrystallization and glass formation in quinary systems.
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Chapter 6

Conclusions and Future Works

The motivation of this work originates from utilizing the theoretically radiation
resistant amorphous structure of metallic glass as core structural component materials in
nuclear reactors. Since metallic glasses have several disadvantages which limit this
application, we found high-entropy alloys or multicomponent alloys might be excellent
substitutes. By comparing the formation criteria of HEAs and metallic glasses, we
narrowed the problems to the atomic size effects on the lattice distortion and the
crystalline to amorphous and amorphous to crystalline transitions.
In order to characterize the lattice distortion, we designed a ternary ZrNbHf alloy
for a model HEA. Through X-ray diffraction and neutron scattering experiments, we
found that the local structure of the ZrNbHf ternary single phased bcc high-entropy alloy
is changed due to the atomic size mismatch in the lattice as evidenced by the merging and
overlap of the first and second PDF peaks. This is due to the severe distortion of the first
and second nearest neighbor shells in the bcc lattice.
The lattice distortion and the glass formability in solid solutions are further
studied through MD simulations via solid state amorphization. It is shown that the atomic
level strain in crystalline state of the binary solid solutions increases with the atomic size
mismatch while the critical amorphization dosage decreases with the atomic size
mismatch. The low critical dosage composition corresponds to the glass formation range.
A universal atomic level strain is observed in the quenched glasses that full amorphous
structure is obtained upon reaching the critical strain, and further radiation does not
increase the average strain. While the local structure is altered by the alloying as
indicated by the pair distribution functions, coordination numbers and the Voronoi
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polyhedral index, the local strain is connected to the Eshelby transformation strain during
glass formation which is invariant of composition and atomic size mismatch.
The atomic size effect on the cascading is further investigated in quinary alloy
systems. It is shown that by increasing the atomic size mismatch, the threshold
displacement energy is effectively reduced. There is no obvious discrimination in the
amount of surviving defects by different species of knock-on atoms while the atomic size
mismatch and composition seem to be more influential as demonstrated in binary
systems. The cascade simulations show that the cascade morphology changes with the
atomic size mismatch as the heterogeneity develops in the elastic deformation zone. The
cascade peak time, relaxation time, and the maximum number of displaced atoms
increase with the PKA energy and the atomic size mismatch. Through the
recrystallization of supercooled liquid simulations, the relationship between the crystal
growth speed and atomic size mismatch has been demonstrated at different temperatures.
The radiation cascade and the recrystallization results collectively suggests that the
crystalline to amorphous to crystalline transitions in multicomponent alloys are possible
by selecting the composition and the temperature. It is further suggested that the results
can be served as guidelines for the design of radiation resistant alloys.
The future work can be extended in two directions. First, experiments can be
carried out to examine the irradiation induced amorphization in multicomponent alloys
using ion or electron beams. The target alloys can be designed in a set of single phased
solid solutions with increasing number of elements and solute concentrations, which are
the atomic size mismatch factors.

In this case, the relationship between the lattice

distortion and the amorphization ability can be connected through electron or ion
irradiation experiments. Afterwards, the annealing can be performed to investigate the AC transitions. Through careful microstructure examinations, these experimental results
will provide fundamental information to characterize the radiation damage and the self
healing abilities in multicomponent alloys, they can further validate the simulation results
of the current work.
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The second direction relates to the dislocations and grain boundaries of the
multicomponent alloys. As introduced earlier, the lattice is distorted and the vacancy
formation energy of the lattice atoms spans a wide range. This also proves that the atoms
are under difference stress conditions as shown in Figure 4-9. How does the distorted
lattice affect the absorption of defects by dislocations and grain boundaries? In other
words, how does the dislocation stress field affect the migration of the defects at room
temperature well after the thermal spike effect? Since the dislocations and grain
boundaries are the effective sinks of the vacancies and interstitials generated by
irradiation, their abilities of absorbing the defects should be examined. These study may
provide detailed information evaluating the radiation effects in HEAs in the long time.
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