In the present article, we combine some techniques in the harmonic analysis together with the geometric approach given by modules over sheaves of rings of twisted differential operators (D-modules), and reformulate the composition series and branching problems for objects in the Bernstein-Gelfand-Gelfand parabolic category O p geometrically realized on certain orbits in the generalized flag manifolds. The general framework is then applied to the scalar generalized Verma modules supported on the closed Schubert cell of the generalized flag manifold G/P for G = SL(n + 2, C) and P the Heisenberg parabolic subgroup, and the algebraic analysis gives a complete classification of g ′ r -singular vectors for all g ′ r = sl(n − r + 2, C) ⊂ g = sl(n + 2, C), n−r > 2. A consequence of our results is that we classify SL(n−r+2, C)-covariant differential operators acting on homogeneous line bundles over the complexification of the odd dimensional CR-sphere S 2n+1 and valued in homogeneous vector bundles over the complexification of the CR-subspheres S 2(n−r)+1 .
Introduction
Let g ′ ⊂ g be a pair of reductive Lie algebras of reductive Lie groups G ′ ⊂ G, P ⊂ G and P ′ ⊂ G ′ their parabolic subgroups, P ′ = P ∩ G ′ , p and p ′ the parabolic Lie algebras of P and P ′ , respectively. The subject of the present paper is the study of the g ′ -composition series of objects in the Bernstein-Gelfand-Gelfand (BGG for short) parabolic category O p associated to the pair (g, p). The question of composition series for an object in O p and a reductive Lie subalgebra g ′ can be rephrased in terms of the existence of singular vectors or homomorphisms between generalized Verma modules, and belongs to branching problems in representation theory. A systematic approach to such problems was initiated in [16, 17, 18, 22, 21] . Despite the fact that the branching problem can have a continuous spectrum, [20] , there is a wide class of discrete multiplicity free branching problems, [22] . This property is fulfilled by our example discussed in the second half of the article.
There are two, mutually dual, motivations for writing the present article. The first motivation is to develop a tool which allows a complete classification scheme for a wide class of modules of interest in the BGG parabolic category O p . Secondly, we would like to get an explicit description of G ′ -covariant differential operators acting between homogeneous vector bundles on generalized flag manifolds G/P and G ′ /P ′ . The G ′ -covariant differential operators differentiate sections of a homogeneous vector bundle on G/P and then restrict them on the submanifold G ′ /P ′ ⊂ G/P . The existence of covariant differential operators is guaranteed by the discrete decomposability for the branching problem in the BGG parabolic category O p , cf. [16, 19] for a general theory or [21, Section 3] for a review. The multiplicity-free condition of the branching problem then assures uniqueness of covariant differential operators.
In [21, Introduction] , two problems were formulated. For g ′ ⊂ g as above and M g p (λ) the generalized Verma g-module induced from an irreducible finite-dimensional p-module V λ with highest weight λ, find the generators (or precise positions) of irreducible g ′ -submodules in M g p (λ) and find the associated Jordan-Hölder series for g ′ . Every irreducible g ′ -submodule of an object in O p contains a singular vector and vice versa, every singular vector generates a finite length g ′ -submodule. In particular, the singular vectors are responsible for the description of composition series in the Grothendieck group K(O p ) of the BGG parabolic category O p . A class of simple examples related to orthogonal Lie algebras g, g ′ and parabolic subalgebras with commutative nilradicals is discussed in [22, 21] . The technique to find the g ′ -singular vectors is based on the geometric realization of generalized Verma modules as twisted D-modules supported on the closed (point) Schubert cell in G/P . Then the complicated algebro-combinatorial problem characterizing the singular vectors and thus the branching problem is converted, by algebraic Fourier transform, to a system of partial differential equations acting on the algebra of polynomials on the opposite nilradical. This step allows to determine completely its space of solutions.
The aim of our article is twofold. We follow the seminal work of Beilinson and Bernstein, [3] , and generalize the approach and results achieved in [22, 21] , towards the realization and characterization of (g, N )-modules in the BGG parabolic category O p as N -equivariant twisted D-modules supported on N -orbits in G/P (N ⊂ P is the nilpotent subgroup of P ). The situation in [22, 21] is then recovered by considering the generalized Verma g-modules supported on the closed point N -orbit {eP } ⊂ G/P . In a forthcoming work, we employ the partial algebraic Fourier transform and treat the branching problems analogous to ones formulated above for twisted generalized Verma g-modules. The language of D-modules is an indispensable tool to deal with the parabolic subalgebras with non-commutative nilradials, and allows a natural implementation of the symmetrization map between the universal enveloping algebra and the symmetric algebra associated to the pair (g, p). We would like to remark that even the construction of non-standard homomorphisms between generalized Verma modules in the case g ′ = g is a difficult task, not known in general. In the second part of our article, we exploit the results of the first part and give a complete classification of singular vectors (mentioned in the first paragraph of the Introduction) in a particularly important CR (CR stands for Cauchy-Riemann or Complex-Real) case of generalized flag manifolds and their CR flag submanifolds. This means that we consider the case of complex Lie algebras g = sl(n+2, C), g ′ r = sl(n−r+2, C), such that the nilradicals of their parabolic subalgebras are isomorphic to Heisenberg Lie algebras and the objects in O p are the scalar generalized Verma modules.
The content of our article is as follows. In Section 1, we briefly recollect the notions of sheaves of rings of twisted differential operators D λ X and equivariant D λ X -modules. Focusing on the case of a generalized flag manifold X = G/P , we describe the homomorphism from g into Γ(X, D λ X ) for a general pair (g, p). In Section 2, we discuss the geometric realization of generalized Verma modules M g p (λ) as D λ X -modules supported on the closed N -orbit {eP } in G/P . An important device is the symmetrization map from the polynomial algebra S(u) to the universal enveloping algebra U (u) of the opposite nilradical u, and the algebraic Fourier transform of M g p (λ). In the last part of this section we introduce the key structure of g ′ -singular vectors, and explain our approach leading to the complete classification results in particular examples. In Section 3, we apply all steps developed in Section 1 and Section 2 to the simplest examples going beyond the Hermitean symmetric spaces (characterized by parabolic subalgebras with commutative nilradicals). Namely, we focus on the first in the row, and as for the applications the most important, example of A n -series of Lie algebras and their parabolic subalgebras with Heisenberg nilradicals together with 1-dimensional inducing representations. Using the tool of harmonic analysis, conveniently organized by the Fischer decomposition of the symmetric algebra of u with respect to sl(n−r, C)⊕sl(r, C), n−r > 2, we carry on the complete classification and explicit description of g ′ r = sl(n − r + 2, C)-singular vectors. In Section 4, we discuss the construction of G ′ -covariant differential operators on the complexification of the CR-sphere. Finally, in Appendix A we summarize for reader's convenience the structure of the Fischer decomposition for the action of sl(n, C) on the polynomial algebra C[(C n ) * ⊕ C n ]. Let us emphasize that due to the length of the article we decided to present here just the results describing the composition and branching problems in the Grothendieck group K(O p ) of the BGG parabolic category O p . The finer property, determined by the Jordan-Hölder series, is intimately related to the factorization properties of special polynomials responsible for the structure of singular vectors (cf. [21] for examples related to the Gegenbauer polynomials) and will appear in a forthcoming work. The cases of other series of simple Lie algebras with Heisenberg parabolic subalgebras as well as the cases of twisted Verma modules supported on the other Norbits are also the subject of our forthcoming work.
To summarize our achievements, the results in the present article contribute both to the pure representation theoretical problems on the locus of reducibility (and their generalizations for a class of reductive Lie subalgebras) of generalized Verma modules (cf. [9, 2] for the formulation of Gyoja's conjectures), and to applications related to the classification and explicit construction of covariant differential operators for CR-geometries and their CR-subgeometries.
1 D-modules on generalized flag manifolds
Sheaves of rings of twisted differential operators
As it follows from the seminal work of Beilinson and Bernstein ([3] ), representation theory of Lie groups and algebras can be studied with the aid of the geometry of D-modules on generalized flag manifolds. In this section we review several basic notations and introduce some conventions useful to our further considerations. More detailed information on D-modules can be found in [14, 15, 11] .
Let X be a complex manifold, O X the sheaf of holomorphic functions and Θ X the sheaf of holomorphic vector fields on X. (1) the constant sheaf C X is contained in the center of
, and the morphism σ 1 :
The simplest example of a sheaf of rings of twisted differential operators on X is the sheaf of rings of differential operators D X . If D is a sheaf of rings of twisted differential operators on X and
is a sheaf of rings of twisted differential operators on X as well.
There are two basic operations on D-modules called the inverse image and the direct image. We shall briefly introduce just the operation of the direct image which will be important later on. Let f : X → Y be a morphism of complex manifolds and let D be a sheaf of rings of twisted differential operators on Y . Then we denote by f ♯ D the sheaf of rings of twisted differential operators on X given by the pull-back of D, in the case
Here
and ω X , ω Y are the canonical sheaves of X, Y , respectively. If X carries an action of a complex Lie group G, then there is a notion of G-equivariant sheaves of rings of twisted differential operators on X. We will not give a precise definition of this structure here, because we will not need it in its full generality.
Let X be a homogeneous space for a complex Lie group G. Then we get a principal H-bundle p : G → X, where H is the stabilizer of a point in X. We denote by g and h the Lie algebras of the Lie groups G and H, respectively, and by Hom H (h, C) the vector space of H-equivariant homomorphisms from h to C. The left action of G on X induces the Lie algebra homomorphism
(1.
2)
The constant sheaf of algebras g X on X naturally acts on O X and by the left multiplication on U (g) X , where U (g) is the universal enveloping algebra of g and U (g) X the corresponding constant sheaf on X. Then g X naturally acts on U X (g) = O X ⊗ CX U (g) X , and extends to the action of U (g) X on U X (g). Because O X acts on U X (g) as well, U X (g) is the sheaf of rings on X. Any element λ ∈ Hom H (h, C) gives rise to the 1-dimensional representation C λ of h, defined by
On the other hand, any H-equivariant homomorphism λ : h → C yields the G-equivariant morphism f λ : V X (h) → V X (C) of O X -modules associated to the representations h and C of H. Since
) is a two-sided ideal of U X (g), we obtain a G-equivariant sheaf of rings of twisted differential operators
on X, and any G-equivariant sheaf of rings of twisted differential operators on X is isomorphic to D X (λ) for a uniquely determined λ ∈ Hom H (h, C).
There is an alternative description of D X (λ) given as follows. We start with the sheaf of rings of differential operators D G on G equipped with the natural structure of an H-equivariant (with respect to the right action of H on G) sheaf of rings of twisted differential operators, and consider the left
the Lie algebra homomorphism induced by the right action of G on itself. Then we get 6) where (p * D G (h, λ)) H means the subsheaf of H-invariants of the direct image p * D G (h, λ). Since D X (λ) is a G-equivariant sheaf of rings of twisted differential operators on X, we obtain the Lie algebra homomorphism
described in the following way. For any Y ∈ g, we define the morphism
op is also a G-equivariant sheaf of rings of twisted differential operators on X and we have 10) where the element ρ ∈ Hom H (h, C) is given by
(1.11)
Generalized flag manifolds
Let G be a complex semisimple Lie group, H be a maximal torus of G and g and h be the Lie algebras of the Lie groups G and H, respectively. Then h is a Cartan subalgebra of g. We denote by ∆ the root system of g with respect to h, ∆ + the positive root system in ∆ and Π ⊂ ∆ + the set of simple roots. Furthermore, we associate to the positive root system ∆ + the nilpotent Lie subalgebras 12) and the solvable Lie subalgebras
of g. The Lie algebras b and b are the (standard and opposite standard) Borel subalgebras of g. Let us consider a subset Σ of Π and denote by ∆ Σ the root subsystem in h * generated by Σ. Then the standard parabolic subalgebra p of g associated to Σ is defined by 14) where the reductive Levi factor l of p is defined through
and the nilradical u of p and the opposite nilradical u are given by
We say that a weight λ ∈ h * is p-dominant integral provided 2(λ,α) (α,α) ∈ N 0 for all α ∈ Σ, and we denote the set of all p-dominant integral weight by Λ + (p). Furthermore, let P be a parabolic subgroup of G with the Lie algebra p. Then p : G → G/P is a principal P -bundle and X = G/P is called the generalized flag manifold associated of G.
We define the subgroups U and N of G to be the image of u and n under the exponential map exp : g → G, respectively. Moreover, the mapping
is a diffeomorphism and U is a closed nilpotent subgroup of G. Therefore, for g ∈ G the mapping f g : U → X given by
is an open embedding, and the generalized flag manifold X is covered by open subsets U g = p(gU ) ⊂ X, i.e. we have
Hence, we get the atlas {(U g , u g )} g∈G on X, where u g : U g → u is defined by
Now, let s g : U g → G be the local section of the principal P -bundle p : G → X defined through
The local section s g : U g → G gives the trivialization of the principal P -bundle p : G → X over U g . Therefore, we get the isomorphism
of principal P -bundles over U g , where the mapping ϕ g :
Denoting by ⊠ the outer tensor product, we obtain an isomorphism
of P -equivariant sheaves of rings of twisted differential operators and consequently the isomorphism
of sheaves of rings of twisted differential operators on U g . Since D P / A∈p D P (R P (A) + λ(A)) is isomorphic to O P as an O P -module, we have the isomorphism
of sheaves of rings of twisted differential operators on U g . Proposition 1.2. Let λ ∈ Hom P (p, C). Then the Lie algebra homomorphism
is given by
In the next step we compute
The first term can be rewritten as
For the second term we can write
where
Further, if g ∈ U P , then there exist uniquely determined elements U (g) ∈ U and P (g) ∈ P such that g = U (g)P (g). Since g(t) ∈ P , we can write
This gives
−1 )Y with respect to g = u ⊕ p. Therefore, we obtain
If we put altogether, we obtain
for all f ∈ O X (U g ), and the proof is complete. Now, let us recall the atlas {(U g , u g )} g∈G on X defined in (1.20) , and let (f 1 , f 2 , . . . , f n ) be a basis of u. Then for x ∈ U g we have
for all Y ∈ g, where [X] i denotes the i-th coordinate of X ∈ u with respect to the basis (f 1 , f 2 , . . . , f n ) of u. In particular, we have
Proof. Let {(U g , u g )} g∈G be the atlas on X defined by the formula (1.20) . Assuming Y ∈ g, we can write by (1.21)
The differential operator L X (Y )| Ug can be rewritten in the local coordinates (u
If we denote o = eP , then we can write
The Baker-Campbell-Hausdorff formula for the nilpotent group U gives
where g(t) is a u-valued polynomial in t, for all X, Z ∈ u and t ∈ R, and so we obtain
Hence we get
and thus we are done.
Generalized Verma modules
We remind the algebraic definition of a class of representations called generalized Verma modules, relying on the notation introduced in Section 1.2. The Bernstein-Gelfand-Gelfand (BGG for short) category O is the full subcategory of the category of U (g)-modules whose objects are finitely generated U (g)-modules, h-semisimple and locally n-finite. Let p be a parabolic subalgebra of g containing the Borel subalgebra b, and l its reductive Levi factor, cf. (1.14). The BGG parabolic category O p is the full subcategory of O whose objects are locally l-finite. The category O p contains the full subcategories O p χ λ whose objects have generalized infinitesimal character χ λ in the Harish-Chandra parametrization, see [4, 12] for the detailed exposition.
We denote by K(O p ) the Grothendieck group of the abelian category O p defined as the re-
, where W is the Weyl group of g with the affine action on h * and ′ denotes the restricted product in which all up to a countable number of components are zero.
Let V λ denote a finite-dimensional irreducible l-module with highest weight λ regarded as pmodule with trivial action of its nilradical u, where λ is a p-dominant integral weight λ ∈ Λ + (p). 
Geometric realization of generalized Verma modules
In the present section we rely on the notation of Section 1.1 and Section 1.2. Let us consider an N -orbit Q in the generalized flag manifold X and denote by i : Q ֒→ X its embedding into X. Further, let τ be an irreducible object in the category [14] . In the present article we are mostly interested in the generalized Verma modules, related to the closed N -orbit X e = {eP }. The case of other orbits realizing twisted generalized Verma modules, will be discussed elsewhere. For the closed embedding
we have i 
Proof. Since i e : X e → X is a closed embedding, we obtain
Further, from the definition of the (i
X←Xe we have
X , ω X and ω Xe are the canonical sheaves of X and X e , respectively. As a consequence of ω Xe/X ≃ O Xe , we can write
where o = eP . Therefore, we need to know the geometric fiber of the right
which is a homomorphism of associative C-algebras. From (1.4) we have
hence we get
op of associative C-algebras, we obtain
op is the homomorphism of associative C-algebras uniquely determined by τ (A) = −A for all A ∈ g, we get
for all a, b ∈ U (g). It is easy to see that it is a highest weight module with highest weight λ − ρ. Moreover, it is also free U (u)-module of rank one with the free generator 1⊗1, thus the generalized
Proof. For Q ∈ D X,o and f ∈ O X,o , we have
On the other hand, since
. This means that the mapping τ o is well-defined.
As for the injectivity of τ o , the condition
Therefore, we may write
The surjectivity of the mapping τ o is obvious. The proof is complete.
Let us consider the local chart (U e , u e ) on X given by (1.20) . Since the mapping u e : U e → u is a diffeomorphism, it induces the isomorphism
of associative C-algebras. Let (x 1 , x 2 , . . . , x n ) be linear coordinate functions on u, then we get the coordinate functions (u for i = 1, 2, . . . , n. Then we have
We denote by A g u the Weyl algebra of the complex vector space u (see Section 2.2 for the definition) and by I e the left ideal of A g u generated by polynomials on u vanishing at the point 0.
Let us note that the Weyl algebra
defined by
is an isomorphism of left A g u -modules. Proof. The canonical mapping A g u → D X,o induces the mapping I e → D X,o m o , hence σ o is welldefined. Now, let us assume that P ∈ D X,o , then we can write P in the form
The injectivity of the mapping σ o is obvious.
By Proposition 2.1, the generalized Verma module
of sheaves of rings of twisted differential operators on U e given by (1.26), we obtain the U (g)-isomorphism
uniquely determined by
The structure of a left U (g)-module on D X,o ⊗ OX,o C follows from the composition
which is a homomorphism of associative C-algebras. By Lemma 2.2 and Lemma 2.3, we obtain the isomorphism of U (g)-modules
The structure of a left U (g)-module on A g u is induced by the homomorphism of associative Calgebras
where π λ (U (g)) ⊂ A g u as it follows from Theorem 1.3. It the next Theorem we introduce coordinate-free description of a linear surjective mapping from the symmetric algebra S(u) to the universal enveloping algebra U (u) of the Lie algebra u, completely characterized to be the identity map on u. Hereby we realize Φ λ in an explicit way. This result will be used in the subsequent Section 3 for the construction of both singular vectors and equivariant differential operators as elements of U (u), where u the opposite nilradical of the parabolic subalgebra, see (1.16).
. . , x n ) be the corresponding linear coordinate functions on u, and let β : S(u) → U (u) be the symmetrization map defined by 18) where ∂ i = ∂ xi , for all k ∈ N and i 1 , i 2 , . . . , i k ∈ {1, 2, . . . , n}.
Proof. For f ∈ u, we get from Theorem 1.3
for the Bernoulli numbers α k , determined by the generating series
for z ∈ C satisfying 0 < |z| < 1. We shall prove the claim by induction. Because g
, we can write
Let us now assume that (2.18) holds for some k ∈ N. The formula
allow us to write
so that we get
Therefore, it is enough to show that
for all r ≥ 2. Because we have
for all r ≥ 2. Again, we shall prove this fact by induction on r. If r = 2, we can rewrite the left hand side of (2.19) into the form
where we used the fact that g (1) ) is a nilpotent mapping on u. Now, let us assume that (2.19) holds for all r ∈ {2, 3, . . . , r 0 − 1}, then the left hand side (2.19) reduces to
The proof is complete.
Algebraic Fourier transform
In this section we recall the Fourier transform of modules over Weyl algebra and use it later to convert the algebraic characterization of certain vectors in modules in the BGG parabolic category O p into characterization by a system of linear partial differential equations. Let V be a finite-dimensional complex vector space, regarded as a complex algebraic variety
is called the Weyl algebra. Since the canonical morphism i : V → V alg of topological spaces induces an injective morphism A V → Γ(V, D V ) of associative C-algebras, the Weyl algebra A V can be regarded as a subalgebra of Γ(V, D V ) (cf. Section 1.1). We have 20) where
Let (x 1 , x 2 , . . . , x n ) be linear coordinate functions on V and let (y 1 , y 2 , . . . , y n ) be the dual linear coordinate functions on V * . Then there is a canonical isomorphism
of associative C-algebras given by
for i = 1, 2, . . . , n. Let us note that the definition does not depend on the choice of linear coordinates on V .
Let M be a left A V -module. The Fourier transform M of M has the same underlying vector space as M , and the left A V * -module structure is given by
for all u ∈ M and P ∈ A V * . The Fourier transform induces equivalences of categories
where Mod f (A V ) is the category of finitely generated A V -modules.
Lemma 2.5. Let I be a left ideal of A V and let M be a left A V -module of the form
Then the Fourier transform M is isomorphic to the left A V * -module M of the form
where the isomorphism
Proof. The morphism ψ :
for all Q ∈ A V * is clearly surjective. It is also injective, because ψ(Q) = 0 implies Q ∈ F (I), since F is an isomorphism of associative C-algebras, and therefore ker ψ ⊂ F (I). The opposite inclusion is trivial, hence ψ induces the isomorphism ϕ : M → M .
For a left A V -module M we consider a system of linear partial differential equations for a single unknown element u ∈ M in the form
where k ∈ N and P 1 , P 2 , . . . , P k ∈ A V . We denote by Sol(P 1 , P 2 , . . . , P k ; M ) the complex vector space of solutions of the system (2.29).
Lemma 2.6. Let I be a left ideal of A V and let M be a left A V -module of the form M = A V /I. Let us consider elements P 1 , P 2 , . . . , P k ∈ A V for k ∈ N. Then the mapping
given by
is an isomorphism of complex vector spaces.
Proof. First of all we show that τ maps into Sol(F (P 1 ), F (P 2 ), . . . , F (P k ); M ). For an element Q mod I ∈ Sol(P 1 , P 2 , . . . , P k ; M ), we get
for i = 1, 2, . . . , k, where we used the fact that P i Q ∈ I and so F (P i Q) ∈ F (I) for i = 1, 2, . . . , k.
Then it is easy to see that the mapping
defined by the formula
is the inverse mapping to τ , and so τ is an isomorphism. The proof is complete.
Singular vectors in generalized Verma modules
This section contains the definition of the key concept of singular vectors. The complete collection of singular vectors in generalized Verma modules in the BGG parabolic category O p , or in particular, in a given block O p χ λ , fully encodes the structure of its morphisms, [4, 12] . Let us consider a complex reductive Lie subalgebra g ′ of a complex reductive Lie algebra g together with its parabolic subalgebra p ⊂ g such that p ′ = p ∩ g ′ is a parabolic subalgebra of g ′ . We recall that the formula (2.14) associates to any element λ ∈ Hom P (p, C) the mapping Φ λ , which induces the isomorphism of l ′ -modules 
Since the Levi factor l ′ of p ′ is a reductive Lie algebra, we have l
The application of Fourier transform, see (2.30), implies
given by the solution of a system of partial differential equations.
A g ′ -singular vector is a generator of a g ′ -submodule in M g p (λ−ρ), and its existence is equivalent to a discrete component in the branching problem M g p (λ)| g ′ . The results in our article classify discrete components in the branching problem for a class of generalized Verma modules regarded as objects in the BGG parabolic category O p and a class of g ′ -compatible parabolic subalgebras p. The condition of g ′ -compatibility for parabolic subalgebras guarantees that the decompositions are discrete and thus realized by singular vectors, [16, 20] . Let us recall that a parabolic subalgebra p ⊂ g is g ′ -compatible provided there exists a hyperbolic element E ′ ∈ g ′ such that p is the direct sum of eigenspaces of ad(E ′ ) with non-negative integral eigenvalues. This then implies that G ′ P is a closed submanifold of G and a geometric argument inspired by D-module theory gives the discrete decomposability of all modules in O p with respect to g ′ . Assuming that p = l⊕u is a g ′ -compatible parabolic subalgebra of g and V λ a finite-dimensional irreducible l-module with highest weight λ, we consider the induced l ′ -module structure on the symmetric algebra S(u/(u∩g ′ )) and define for any finite-dimensional irreducible l ′ -module V ′ µ with highest weight µ the multiplicity function
for a generalized Verma module M g p (λ). We shall use (2.38) in Section 3.2 below to produce in a particular case of our interest a characterization of the generators of g ′ -submodules.
3 A n -series of Lie algebras with Heisenberg parabolic subalgebras
In the present section we implement and apply the previous general exposition to the case of scalar generalized Verma modules for the pair given by the classical complex Lie algebra A n+1 and its parabolic subalgebra with the nilradical isomorphic to the Heisenberg Lie algebra, and its complex Lie subalgebra A n−r+1 (n − r ≥ 1) together with compatible parabolic subalgebra whose nilradical is isomorphic to the Heisenberg Lie algebra of less dimension. In the Dynkin diagrammatic notation, this type of parabolic subalgebra is determined by omitting the first and the last simple nodes in the diagram. Let us briefly indicate the road map for the present section. Following Section 1.2, we set our representation theoretical conventions and use Theorem 1.3 to describe the embedding of the Lie algebra sl(n + 2, C) into the Weyl algebra A 
Representation theoretical conventions
In the rest of the article we consider the complex semisimple Lie group G = SL(n + 2, C), n ∈ N, and its Lie algebra g = sl(n + 2, C). The Cartan subalgebra h of g is given by diagonal matrices h = {diag(a 1 , a 2 , . . . , a n+2 ); a 1 , a 2 , . . . , a n+2 ∈ C, n+2 i=1 a i = 0}.
(3.1)
For i = 1, 2, . . . , n + 2 we define ε i ∈ h * by ε i (diag(a 1 , a 2 , . . . , a n+2 )) = a i . Then the root system of g with respect to h is ∆ = {ε i − ε j ; 1 ≤ i = j ≤ n + 2}. The root space g εi−εj is the complex linear span of e ij , the (n + 2 × n + 2)-matrix such that (e ij ) kℓ = δ ik δ jℓ . The positive root system is ∆ + = {ε i − ε j ; 1 ≤ i < j ≤ n + 2}, in which the set of simple roots is Π = {α 1 , α 2 , . . . , α n+1 }, α i = ε i − ε i+1 , i = 1, 2, . . . , n + 1. Then the fundamental weights are ω i = i j=1 ε j , i = 1, 2, . . . , n + 1. The Lie subalgebras b and b defined by the linear span of positive and negative root spaces together with the Cartan subalgebra are called the standard Borel subalgebra and the opposite standard Borel subalgebra of g, respectively. The subset Σ = {α 2 , α 3 , . . . , α n } of Π generates the root subsystem ∆ Σ in h * , and we associate to Σ the standard parabolic subalgebra p of g by p = l ⊕ u. The reductive Levi factor l of p is defined through
and the nilradical u of p and the opposite nilradical u are
respectively. We define the Σ-height ht Σ (α) of α ∈ ∆ by
so g is a |2|-graded Lie algebra with respect to the grading given by g i = α∈∆, htΣ(α)=i g α for 0 = i ∈ Z, and g 0 = h ⊕ α∈∆, htΣ(α)=0 g α . Moreover, we have u = g 1 ⊕ g 2 , u = g −2 ⊕ g −1 and l = g 0 .
The basis (f 1 , . . . , f n , g 1 , . . . , g n , c) of the root spaces in the opposite nilradical u is given by 
where A ∈ M n×n (C) satisfies tr A = 0. Moreover, the elements h 1 and h 2 form a basis of the center z(l) of l. Finally, the parabolic subgroup P of G with the Lie algebra p is defined by
Any character λ ∈ Hom P (p, C) is given by
for some λ 1 , λ 2 ∈ C, where ω 1 , ω n+1 ∈ Hom P (p, C) are equal to ω 1 , ω n+1 ∈ h * and regarded as trivially extended to p = h ⊕ ( α∈∆Σ g α ) ⊕ u. Then the vector ρ ∈ Hom P (p, C) defined by the formula (1.11) is given by
For r ∈ {0, 1, . . . , n − 1} we define an injective Lie algebra homomorphism
where a, b, c, d ∈ C, x, y, u, v ∈ C n−r , A ∈ M n−r×n−r (C) and a + d + tr A = 0. Then we regard the semisimple Lie subalgebra g ′ r of g to be the image of the mapping i r . We set p
for A r given by
form a basis of the center z(l
The branching problem for the pair
This section is a short digression in which we explain and determine, as a consequence of character formulas, qualitative properties of the branching problem for the pair (g, g ′ r ) and the scalar generalized Verma module M g p (λ) (see (2.1)) induced from a character λ ∈ Hom P (p, C) (see (3.9) ). Let us denote by C λ the 1-dimensional l-module given by a highest weight λ = λ 1 ω 1 + λ 2 ω n+1 . The induced l ′ r -module on the symmetric algebra S(u/u ′ r ), which is a free commutative C-algebra generated by the 2r-dimensional complex vector space u/u ′ r , is isomorphic to the direct sum of 1-dimensional l 15) and are equal to provided the highest weight µ of l ′ r is equal to (λ 1 − a)ω 1 + (λ 2 − b)ω n−r+1 for a, b ∈ N 0 , and zero otherwise.
In the Grothendieck group
In the rest of the article we construct, among others, the generators of g ′ r -submodules on the right hand side of (3.16). Let us denote by (x 1 , . . . ,x n ,ŷ 1 , . . . ,ŷ n ,ẑ) the linear coordinate functions on u with respect to the basis (f 1 , . . . , f n , g 1 , . . . , g n , c) of the opposite nilradical u, and by (x 1 , . . . , x n , y 1 , . . . , y n , z) the dual linear coordinate functions on u * . Then the Weyl algebra A g u is generated by {x 1 , . . . ,x n ,ŷ 1 , . . . ,ŷ n ,ẑ, ∂x 1 , . . . , ∂x n , ∂ŷ 1 , . . . , ∂ŷ n , ∂ẑ} (3.17) and the Weyl algebra A g u * is generated by
Embedding of g into the Weyl algebras A
The coordinate functions (u ) on U e are defined by
for all x ∈ U e . Now we apply Theorem 1.3 to λ ∈ Hom P (p, C) and find an explicit realization of g as a Lie subalgebra of A g u . Thus, we get a homomorphism
of associative C-algebras. Further, we define the Fourier transform
by (2.22) with respect to the generators (3.17) and (3.18). Since F is an isomorphism of associative C-algebras, the compositionπ
gives the homomorphismπ
of associative C-algebras. Let us introduce the notation for the Euler homogeneity operators, and
for the Laplace operator and quadratic polynomials. In the following Theorem we retain the notation of previous sections. for i = 1, 2, . . . , n; for i = 1, 2, . . . , n;
3)
for all A ∈ M n×n (C) satisfying tr A = 0; for i = 1, 2, . . . , n;
Proof. We have from Theorem 1.3
ue(x) Y = 0, the expansion of the exponential implies
and the first item follows by (3.19) . Similarly, we get from Theorem 1.3
for all Y ∈ l. The statement of the third item then follows from (3.19) . Finally, we have
Putting all ingredients together, we conclude
for Y ∈ p, and the fifth item follows by (3.19) . The computation of the Fourier transform of all operators is straightforward.
Algebraic analysis on generalized Verma modules and singular vectors
In what follows the generators x 1 , . . . , x n , y 1 , . . . , y n , z of the symmetric algebra S(u) ≃ C[u * ] have the grading deg(x i ) = deg(y i ) = 1 for i = 1, 2, . . . , n and deg(z) = 2. Thus we regard C[u * ] as a graded commutative C-algebra.
Let us recall the existence of a canonical isomorphism of left A g u * -modules
F µ , which is by Theorem 3.1 equivalent to
Here we introduced the Euler homogeneity operators
This gives a restriction on µ for which Sol(g, g 
for some m ∈ N 0 and t ∈ Z. Consequently, we shall apply the solution operatorŝ
for i = 1, 2, . . . , n − r to polynomials R of the form
and obtain the recurrence relations 
which implies
for i = 1, 2, . . . , n − r, where (x i ) and (y i ) are the ideals of C[(g −1 ) * ] generated by x i and y i , respectively.
Beside the structure of recurrence relations (3.44) and (3.45) we see that R is uniquely determined by R m . Therefore, we can define a linear mapping * ]. Furthermore, the Fischer decomposition (cf. Appendix A) implies the isomorphism of vector spaces respectively. Consequently, we have
for α, β ∈ N 0 , and
for i = 1, 2, . . . , n − r.
Lemma 3.2. Let us assume n − r > 2. Then the isotypical components of the l
is the subspace of polynomials of degree ℓ. These l ′ r -isotypical components are of the highest weight µ 1 ω 1 + a 0 ω 2 + b 0 ω n−r + µ 2 ω n−r+1 , where
Proof. Since the mapping
is an isomorphism of vector spaces, we can define the structure of an l ′ r -module on the vector space 
The generators of the center z(l
Therefore, we have
, which implies that the center z(l ′ r ) acts by a character on the subspace
Lemma 3.2 yields the restrictions on the rank of the Lie subalgebra g ′ r = sl(n − r + 2, C), because for n − r = 2 or n − r = 1 the decomposition of C[u * ] on l ′ r -isotypical components differs from (3.58). So we shall focus on n − r > 2 and omit these two special cases from our discussion. Futhermore, by Lemma 3.2 we see that the isotypical components of the l
* ] are uniquely determined by a 0 , b 0 , c 0 , d 0 ∈ N 0 and the highest weight of the corresponding isotypical component is
Let us consider
is the subspace of polynomials of degree ℓ and
as a consequence of (3.38), (3.39). The notation
for a, b, c, d ∈ N 0 , turns the conditions (3.48) and (3.49) into
for i = 1, 2, . . . , n − r. Therefore, we get four mutually exclusive cases:
In what follows, we present a particular discussion of the construction of R for all these possibilities. First of all, we shall start with two preparatory technical Lemmas.
where R m satisfies
Proof. First of all, we shall prove by induction that
. . , n − r and all k ∈ N 0 . This statement holds for k = 0. Let us assume that
where we used [ , E y ] = in A g u * . Now the formulas 2kR m−2k = R m−2k+2 and 2(k + 1)R m−2k−2 = R m−2k reduce (3.44) into 
, and the equality 2(k + 1)R m−2k−2 = R m−2k implies
Therefore, the system of equations (3.69) for k = 0, 1, . . . , ⌊ m 2 ⌋ reduces to the single equation
for R m and we are done.
Proof. The proof can be given either by similar argument as in the previous Lemma 3.3 or we can use the fact that the system of equations (3.45) can be obtained from the system of equations (3.44) by the substitution x i → y i , y i → x i , z → −z and λ 1 → λ 2 .
Case 1) Let us assume By the isomorphism (3.51) and the formula (3.54), we can rewrite the equation (3.74), into the form
As we have
where we used
where the subspace S λ−ρ ℓ,c0+d0 of P ℓ is defined by
Case 2) Let us now suppose that 
for i = 1, 2, . . . , n − r. Using (3.57), we can write (3.82) as
The combination of (3.51) and (3.54) rewrites the equation (3.83) into the form
for ℓ = 0, 1, . . . , min{c 0 , d 0 }. As we have
for the subspace S λ−ρ ℓ,c0+d0 of P ℓ defined by (3.79). We shall now prove by induction
for all k ∈ N 0 , which evidently holds for k = 0 and k = 1. We may write
for k ∈ N 0 , where we used (3.54). The previous formula and the induction hypothesis lead to
where we used (3.83). Denoting
we get 
for i = 1, 2, . . . , n − r. Using (3.56), we can rewrite (3.93) as
The isomorphism (3.51) and the formula (3.54) reduce the equation (3.94) into
for the subspace S λ−ρ ℓ,c0+d0 of P ℓ defined by (3.79). We shall prove by induction that
for all k ∈ N 0 , which evidently holds for k = 0 and k = 1. Using (3.88) and the induction hypothesis, we obtain
we have
Case 4) Finally, let us suppose that
Using (3.56) and (3.57), we can rewrite (3.46) and (3.47) into the form
and their sum yields
The isomorphism (3.51) and the formula (3.54) allow to rewrite (3.104) into
we get
where the subspace S λ−ρ ℓ,c0+d0 of P ℓ is defined by (3.79). We shall prove by induction that
for all k ∈ N 0 . The claim holds for k = 0. The recurrence relation (3.44) for k = k 0 and the induction hypothesis imply
which means that
By (3.44) and (3.45) for k = k 0 + 1, we have
and
As it follows from (3.108) and (3.109), the recurrence relations (3.44) and (3.45) are equivalent to
for k = 0, 1, . . . , ⌊ m 2 ⌋, so we get by induction
where α k ∈ C satisfy the following recurrence relation
with α 0 = 1 and α −1 = 0. The notation
allows to write
General structure of singular vectors
In this subsection we summarize and organize the results achieved in preceding sections into particular statements describing the structure of singular vectors. Let us recall the isomorphism
r is a completely reducible l ′ r -module, we can find its decomposition into the isotypical components. As a consequence of the previous considerations we see that the isotypical components can be uniformly written as The differential operator
with α 0 = 1 and α −1 = 0. We denote this isotypical component by V λ a0,b0,c0,d0 . Let us introduce the generating function for the collection {α k } k∈N0 ,
Then the recurrence relation (3.124) is equivalent to the first order linear differential equation
for g(w) with g(0) = 1, whose unique solution is given by
with g(0) = 1.
For the reader's convenience, we split our discussion according to the integrality of the inducing weight λ ∈ Hom P (p, C).
Theorem 3.5. Let us suppose that λ 1 , λ 2 ∈ N 0 , and let n − r > 2.
i) If r > 0, then we have
ii) If r = 0, then we have
Proof. The isotypical component V 
Proof. The structure of the proof is identical as in Theorem 3.5.
Theorem 3.7. Let us suppose that λ 1 / ∈ N 0 and λ 2 ∈ N 0 , and let n − r > 2. i) If r > 0, then we have
Theorem 3.8. Let us suppose that λ 1 , λ 2 / ∈ N 0 , and let n − r > 2. i) If r > 0, then we have
For r = 0, it is straightforward to identify in previous theorems the singular vectors corresponding to standard and non-standard homomorphisms of generalized Verma modules, respectively, cf. [23] .
Examples
In this subsection we illustrate the general results given in Theorem 3.5, Theorem 3.6, Theorem 3.7 and Theorem 3.8 and write down explicit formulas for homomorphisms between generalized Verma modules in several examples for r = 0 and r = 1.
We shall start with r = 0. Let v λ and v µ be the highest weight vectors of
of generalized Verma modules is uniquely determined by ϕ(v µ ) ∈ M g p (λ). For n > 2, we have in the Poincaré-Birkhoff-Witt basis of U (u):
in M g p (λ) of graded homogeneity two induces a homomorphism of scalar generalized Verma modules, cf. Section 3.1 for the notation of root spaces. 
We do not know a direct proof of this observation.
Now we pass to r = 1.
of generalized Verma modules is again uniquely determined by ϕ(v
For n > 3, we have in the Poincaré-Birkhoff-Witt basis of U (u):
g n f n f a n v λ , (3.144)
induces a g f n g n g a n v λ ,
induces a g ′ 1 -homomorphism of scalar generalized Verma modules. We notice that for r = 0, the analogues of scalar valued singular vectors for the pair of orthogonal Lie algebras and their compatible conformal parabolic subalgebras with commutative nilradicals were constructed in [13, 21] .
CR-equivariant differential operators
A CR (a shorthand notation for Cauchy-Riemann or Complex-Real) structure is given by a real differentiable manifold M together with a complex distribution H, i.e. a complex vector subbundle of the complexified tangent bundle T M C such that (1) [H, H] ⊂ H, i.e. H is integrable, (2) H ∩ H = {0}, i.e. H is almost Lagrangian.
A CR-density on M is a section of the complex line bundle (Λ n,0 H * ) λ ⊗ (Λ 0,n H * ) λ ′ , defined for all λ, λ ′ ∈ C such that λ − λ ′ ∈ Z. Manifolds endowed with CR-structure emerge on the boundaries of strictly pseudo-convex domains in C n+1 , and invariants of integrable strictly pseudo-convex CRstructures are used to obtain an expression for the asymptotic expansion of the Bergman kernel in C n+1 . For the introduction and various aspects of CR-structure, we refer to [24, 10, 7, 5, 6 , 1] and references therein.
Our results are directly related to the homogeneous model of CR-structure, which is the real (2n + 1)-dimensional sphere S 2n+1 ⊂ C n+1 realized as a generalized flag manifold S 2n+1 = G R /P R for the real form G R = SU(n + 1, 1) ⊂ SL(n + 2, C) and P R = G R ∩ P the real form of the complex parabolic subgroup P in (3.8). The vector subbundle H is given by H = (T S 2n+1 ) C ∩ T 1,0 C n+1 , where T 1,0 C n+1 is the bundle of holomorphic vector fields on C n+1 . The real form of H is the bundle Re(H ⊕ H), whose fiber at a point p ∈ S 2n+1 is in terms of the complex structure J on C n+1 given by Re(H ⊕ H) p = {X ∈ T p S 2n+1 ; JX ∈ T p S 2n+1 ⊂ T p C n+1 } and the almost complex structure on Re(H ⊕ H) is just the restriction of J. The flat model of CR-manifold is the Heisenberg algebra. Moreover, the notion of a CR submanifold in CR manifold M is given by the real differentiable submanifold N ⊂ M and a complex vector subbundle H ′ ⊂ H| N on N fulfilling analogous conditions as H does. In the case of homogeneous model of CR manifold M = S 2n+1 , the real codimension 2r homogeneous CR submanifold is the odd dimensional sphere S 2(n−r)+1
defined by x n = x n−1 = · · · = x n−r+1 = 0, y n = y n−1 = · · · = y n−r+1 = 0.
The folklore results in [6] for G ′ = G, and in [21, 22] for the pair G ′ ⊂ G and the pair of compatible parabolic subgroups P ′ ⊂ P , relate the existence of homomorphisms between scalar generalized Verma modules to G ′ -covariant differential operators acting on principal series representations for G and G ′ supported on G/P and G ′ /P ′ (G ′ /P ′ ⊂ G/P ), respectively. There is a contravariant bijection We use this decomposition to the following specific example. Let C n and (C n ) * be the standard representation and the standard dual representation of the Lie algebra g = sl(n, C), n ≥ 2, respectively. Then we have the induced representation of g on C[(C n ) * ⊕ C n ]. Using the canonical linear coordinate functions y = (y 1 , y 2 , . . . , y n ) on C n and the dual linear coordinate functions x = (x 1 , x 2 , . . . , x n ) on (C n ) * , we get the isomorphism C[(C n ) * ⊕ where H = ker and C[q] is the C-subalgebra of C[x, y] generated by q. Since q is a g-invariant polynomial and is a g-invariant differential operator, we obtain that C[q] and H are representations of g. Because the Euler homogeneity operators into the common eigenspaces H a,b of E x and E y with the eigenvalues a and b, respectively. As E x and E y are also g-invariant differential operators, the space H a,b is a representation of g. In fact, it is an irreducible representation of g, since H a,b contains an irreducible representation of g with the highest weight aω 1 + bω n−1 (x a 1 y b n is the highest weight vector with respect to the Borel subalgebra of upper triangular matrices) and its dimension is equal to the dimension of H a,b .
