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Abstract
Consider in this paper a linear skew-product system
(θ,Θ) :T ×W × Rn → W × Rn; (t,w,x) → (t·w,Θ(t,w) · x)
where T = R or Z, and θ : (t,w) → t·w is a topological dynamical system on a compact metrizable space W ,
and where Θ(t,w) ∈ GL(n,R) satisfies the cocycle condition based on θ and is continuously differentiable
in t if T = R. We show that ‘semi λ-exponential dichotomy’ of (θ,Θ) implies ‘λ-exponential dichotomy.’
Precisely, if Θ has no Lyapunov exponent λ and is almost uniformly λ-contracting along the λ-stable direc-
tion Es (w;λ) and if dimEs (w;λ) is constant a.e., then Θ is almost λ-exponentially dichotomous. To prove
this, we first use Liao’s spectrum theorem, which gives integral expression of the Lyapunov exponents,
and then use the semi-uniform ergodic theorem by Sturman and Stark, which allows one to derive uniform
estimates from nonuniform ones. As a consequence, we obtain the open-and-dense hyperbolicity of even-
tual GL+(2,R)-cocycles based on a uniquely ergodic endomorphism, and of GL(2,R)-cocycles based on a
uniquely ergodic equi-continuous endomorphism, respectively.
On the other hand, in the sense of C0-topology we obtain the density of SL(2,R)-cocycles having positive
Lyapunov exponent based on a minimal subshift satisfying the Boshernitzan condition.
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Hyperbolicity (or exponential dichotomy) is a very important condition in the study of dif-
ferentiable dynamical systems [40,32]. So, it is always significant to judge whether a smooth
system has hyperbolic (or exponentially dichotomous) behaviors or not. One of the important
ways is to obtain hyperbolicity from nonuniform hyperbolicity. There already, however, exist
many examples which show that nonuniform hyperbolicity is strictly weaker than hyperbolicity;
for example, [6, §8] and [47]. Naturally, we ask:
Question 1. When does nonuniform hyperbolicity imply uniform hyperbolicity?
Recently, this topic becomes more and more interesting; see [44,23,5,12,41,46,13,14,20,19]
amongst others. In this paper, we consider a linear skew-product system
(θ,Θ) :T ×W × Rn → W × Rn; (t,w,x) → (t·w,Θ(t,w) · x) (1.1)
where T = R or Z, and θ : (t,w) → t·w is a topological dynamical system on a compact metriz-
able space W , and where Θ :T ×W → GL(n,R) satisfies the cocycle property
Θ(s + t,w) · x = Θ(s, t·w) ◦Θ(t,w) · x
for any s, t ∈ T and for any x ∈ Rn, and is continuously differentiable with respect to t if T = R.
We denote by Merg(W, θ) the set of all ergodic θ -invariant Borel probability measures sup-
ported on W , endowed with the usual weak ∗-topology. Since (W, θ) is a compact topological
dynamical system, this set is nonempty from the standard ergodic theory [35, Chapter VI].
By virtue of the Oseledets multiplicative ergodic theorem [37,28,31], to a.e. w ∈ W , there
exists a measurable direct decomposition of Rn into subspaces
w → E1(w)⊕ · · · ⊕ Eδ(w)(w) (1.2)
and δ(w) real numbers, called the Lyapunov exponents of (θ,Θ) at point w,
λ1(w) < · · · < λδ(w)(w) (1.3a)
such that
λi(w) = lim
t→±∞
1
t
log
∥∥Θ(t,w) · x∥∥ ∀x ∈ Ei (w) \ {0} (1.3b)
and λi is θ -invariant and Θ(t,w) · Ei (w) = Ei (t·w) for 1 i  δ(w).
1.1. Criterion of hyperbolicity
Given λˆ ∈ R. If
λˆ 
= λi(w), 1 i  δ(w), (1.4a)
holds for a.e. w ∈ W , let us write
E
s(w; λˆ) =
⊕
ˆ
Ei (w) and Eu(w; λˆ) =
⊕
ˆ
Ei (w), (1.4b)λi(w)<λ λi(w)>λ
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Index(λˆ;w) := dimEs(w; λˆ) (1.4c)
the λˆ-index of (θ,Θ) at w. In the special nonuniformly hyperbolic case λˆ = 0, as usual we simply
write
E
s(w) =
⊕
λi(w)<0
Ei (w) and Eu(w) =
⊕
λi(w)>0
Ei (w). (1.5)
Notice here that w → Es(w; λˆ)⊕ Eu(w; λˆ) is measurable, not necessarily continuous. In the
future, we let T+ = {t ∈ T | t  0} and T− = {t ∈ T | t  0}.
For the simplicity, we first introduce the notations ‘semi-exponential dichotomy’ and ‘semi-
hyperbolicity,’ which are conceptually weaker than dominated splitting condition.
Definition 1. Given λˆ ∈ R. (θ,Θ) is called to be semi λˆ-exponentially dichotomous, provided that
λi(w) 
= λˆ for 1  i  δ(w) and for a.e. w ∈ W , and that Θ is almost uniformly λˆ-expanding
(resp. λˆ-contracting) along Eu(w; λˆ) (resp. Es(w; λˆ)); that is to say, there are constants ′ > 0
and C′ > 0, which both are independent of w, such that∥∥Θ(t,w) · x∥∥ C′et(λˆ+′)‖x‖ ∀x ∈ Eu(w; λˆ) (1.6a)(
resp.
∥∥Θ(t,w) · x∥∥ C′et(λˆ−′)‖x‖ ∀x ∈ Es(w; λˆ)) (1.6b)
for all t ∈ T+ and for a.e. w ∈ W . If (1.6a) and (1.6b) hold simultaneously for a.e. w ∈ W , we
say (θ,Θ) to be almost λˆ-exponentially dichotomous.
Particularly, (θ,Θ) is called semi-hyperbolic, provided that (θ,Θ) is semi 0-exponentially
dichotomous. That is to say, λi(w) 
= 0 for 1  i  δ(w) and for a.e. w ∈ W , and that Θ is al-
most uniformly expanding (resp. contracting) along Eu(w) (resp. Es(w)); i.e., there are constants
′ > 0 and C′ > 0 such that ∥∥Θ(t,w) · x∥∥ C′et′‖x‖ ∀x ∈ Eu(w) (1.7a)(
resp.
∥∥Θ(t,w) · x∥∥ C′e−t′‖x‖ ∀x ∈ Es(w)) (1.7b)
for all t ∈ T+ and for a.e. w ∈ W . If (1.7a) and (1.7b) hold simultaneously for a.e. w ∈ W , we
call (θ,Θ) to be almost hyperbolic.
Here and in what follows, ‘a.e.’ means relative to all ν ∈Merg(W, θ) unless an explicit mea-
sure ν is given and write ‘ν-a.e.’ in this case.
To well understand the semi hyperbolicity, let us consider first a more strong condition: If
there are two constants ′ > 0 and C′ > 0 such that∥∥Θ(t,w) · x∥∥C′et′‖x‖ ∀x ∈ Eu(w) (1.8a)
and ∥∥Θ(t,w) · x∥∥ C′e−t′‖x‖ ∀x ∈ Es(w) (1.8b)
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and (1.8b) we easily obtain the continuous continuation of w → Eu(w)⊕Es(w) from Γ onto its
closure Γ . However, if (1.8a) and (1.8b) need not hold simultaneously, the case becomes quite
hard, because we cannot easily obtain
lim
i→∞E
s(wi) = lim
i→∞E
s
(
w′i
)
(
resp. lim
i→∞E
u(wi) = lim
i→∞E
u
(
w′i
))
when Γ  wi → w ← w′i ∈ Γ as i → ∞ and w /∈ Γ . Deducing λˆ-exponential dichotomy from
semi λˆ-exponential dichotomy, there is a similar difficulty. Therefore, our semi-hyperbolicity
condition is weaker than that assumed in [5, Theorem C] and [12, Theorem B].
We, however, show in this paper that the semi-hyperbolicity condition implies hyperbolicity.
Precisely, we prove the following result.
Theorem 1. Let (θ,Θ) be semi λˆ-exponentially dichotomous. If Index(λˆ;w) is constant for a.e.
w ∈ W , then (θ,Θ) is almost λˆ-exponentially dichotomous on W ; that is to say, there exists a
continuous splitting of Rn into subspaces
w → Eu(w; λˆ)⊕ Es(w; λˆ)
and constants  > 0 and C > 0 such that for a.e. w ∈ W
∥∥Θ(t + t¯ ,w) · x∥∥ Cet(λˆ−)∥∥Θ(t¯,w) · x∥∥ ∀x ∈ Es(w; λˆ)
for all t¯ ∈ T and for t ∈ T+, and
∥∥Θ(t + t¯ ,w) · y∥∥Cet(λˆ+)∥∥Θ(t¯,w) · y∥∥ ∀y ∈ Eu(w; λˆ)
for all t¯ ∈ T and for t ∈ T−.
Notes:
(1) This result implies immediately that (θ,Θ) is hyperbolic on a θ -invariant closed subset
which equals W mod 0 if λˆ = 0.
(2) If (W, θ) is uniquely ergodic, then Index(λˆ;w) is constant for a.e. w by the Birkhoff ergodic
theorem.
(3) If (θ,Θ) is almost nonuniformly contracting (resp. expanding), then we easily have
Index(0;w) = n (resp. 0) for a.e. w.
(4) If n = 2 and (θ,Θ) is almost nonuniformly hyperbolic, then Index(0;w) = 1 for a.e. w ∈ W .
(5) If (W, θ) is minimal and (θ,Θ) is semi λˆ-exponentially dichotomous, Index(λˆ;w) is constant
for a.e. w from Definition 1.
As an immediate corollary of this theorem, we have
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boundaryless Riemannian manifold Mn,n 2. Suppose that
D :w → E(w) a.e. w ∈ M
is a Df -invariant distribution, which is such that there exist constants λ > 0 and c > 0 with∥∥Dwf 	 · v∥∥ cλ	‖v‖ ∀v ∈ E(w) and 	 1
and
lim sup
	→+∞
1
	
ln
∥∥Dwf 	 · v∥∥> lnλ ∀v ∈ TwM \E(w)
for a.e. w ∈ M . Then, the following two statements hold:
(1) If dimE(w) is constant for a.e. w ∈ M , then f is partially hyperbolic on M .
(2) If D :w → E(w) is continuous, then f is partially hyperbolic on M .
Notice here that ‘partially hyperbolic’ means that there exist numbers C > 0 and 0 < λ < μ,
and Df -invariant (continuous) splitting
TwM = E(w)⊕ F(w) ∀w ∈ M
such that ∥∥Dwf 	 · v∥∥Cλ	‖v‖ ∀v ∈ E(w)
and ∥∥Dwf 	 · v∥∥C−1μ	‖v‖ ∀v ∈ F(w)
for 	 1; see [39, Definition 2.2].
Outline of proof of Theorem 1. We will carry the proof of this theorem assuming T = R and
Θ is almost uniformly λˆ-contracting along the λˆ-stable directions Es(w; λˆ).
Given w ∈ W , we consider the family of linear isomorphisms(
Θ(t,w)
)
t∈R :R
n → Rn; x → Θ(t,w) · x
and take an orthonormal basis of Rn, say γw satisfying E(col1γ, . . . , colkγ ) = Es(w; λˆ), where
k = Index(λˆ;w). Liao frame skew-product flow to be introduced in Section 2, naturally gives
rise to a moving frame (γw(t))t∈R which is a family of orthonormal bases of Rn. Under this
family of new moving coordinate systems, from (Θ(t,w))t∈R we obtain a new family of linear
isomorphisms (
ϕ(t, γw)
)
:Rn → Rn; z → ϕ(t, γw) · z,t∈R
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n
Θ(t,w)·
R
n
R
n
γw ·
ϕ(t,γw)·
R
n
γw(t)· ∀t ∈ R.
It turns out that (ϕ(t, γw))t∈R is the fundamental matrix solution of the so-called Liao standard
linear system to be introduced in Section 4
dz
dt
= Rγw(t)z, where Rγw(t) =
⎡⎣ω1(γw(t)) . . . ∗... . . . ...
0 . . . ωn(γw(t))
⎤⎦ .
Here ωi(·) are just the so-called Liao qualitative functions of the smooth linear skew-product
system (θ,Θ), see (2.10) below.
The uniformly semi λˆ-contracting condition at w enables us to find two constants η > 0 and
d > 0 such that
1
T
T∫
0
ωi
(
γw(t + t ′)
)
dt  λˆ− η (1 i  k) (1.9a)
and
1
T
T∫
0
ωj
(
γw(t + t ′)
)
dt  λˆ+ η (k < j  n) (1.9b)
for any t ′ ∈ R and for any T  d . To prove this, we first use Liao’s spectrum theorem [31,17]
which provides us with integral expression of the Lyapunov exponents of (θ,Θ), and then use
the semi-uniform ergodic theorem due to Sturman and Stark [41] which allows one to derive
uniform estimates from nonuniform ones.
Furthermore, (1.9a) and (1.9b) guarantee that there exist two constants η′ > 0 and d ′ > 0 and
a unique splitting
R
n = E−(λˆ)⊕ E+(λˆ), dimE−(λˆ) = k
such that ∥∥ϕ(s + t, γw) · z∥∥ ∥∥ϕ(s, γw) · z∥∥ exp(t (λˆ− η′)) ∀z ∈ E−(λˆ) (1.10a)
and ∥∥ϕ(s + t, γw) · z∥∥ ∥∥ϕ(s, γw) · z∥∥ exp(t (λˆ+ η′)) ∀z ∈ E+(λˆ) (1.10b)
X. Dai / J. Differential Equations 242 (2007) 121–170 127for any s ∈ R and for any t  d ′. To prove this, we apply Liao’s standard system theory [32,
Chapter 2].
It is easy to see that (1.10a) and (1.10b) are almost what Theorem 1 requires.
By using the notations introduced in [16,15], we can obtain easily the proof of the discrete
version of Theorem 1. 
1.2. Density of hyperbolic GL+(2,R)-cocycles
In what follows, we consider discrete linear cocycles. Let θ :W → W be a homeomorphism
of the compact metrizable space W . Naturally it induces the discrete flow
θ :Z ×W → W ; (t,w) → t·w.
Let C0(W,GL(n,R)) be the space of all continuous maps A :W → GL(n,R) of W into the space
of invertible, n× n, real matrices, endowed with the C0-topology defined by the metric function
dist(A,B) = ‖A−B‖ + ∥∥A−1 −B−1∥∥
for all A,B ∈ C0(W,GL(n,R)), where
‖M‖ = sup
w∈W
(
n∑
i,j=1
Mij (w)
2
)1/2
∀M ∈ C0(W,GL(n,R)).
Then, to any A ∈ C0(W,GL(n,R)), based on (W, θ) there is a corresponding discrete skew-
product system
(θ,A) :Z ×W × Rn → W × Rn; (t,w,x) → (t·w,A(t,w) · x) (1.11)
where A(t,w) :Rn → Rn is given by
A(t,w) =
⎧⎨⎩
A((t − 1)·w) ◦ · · · ◦A(w) if t > 0,
Id if t = 0,
A−1(t·w) ◦ · · · ◦A−1(−1·w) if t < 0.
(1.12)
Write
GL+(n,R) =
{
M ∈ GL(n,R) | Mi,j  0 1 i, j  n
}
and
SL(n,R) = {M ∈ GL(n,R) | |detM| = 1}.
As a consequence of Theorem 1, we have the following hyperbolic result.
Theorem 3. Let A :W → GL(n,R) be a positive continuous random matrix over (W, θ). If
(θ,A) is almost nonuniformly hyperbolic with CodimEs(w) = 1 a.e., then (θ,A) is almost uni-
formly hyperbolic on W .
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Outline of proof of Theorem 3. Motivating by the Perron spectral theorem, we prove that there
exists a random eigenvalue ρA :W → R+ −{0} and a corresponding random positive eigenvector
ξA :W → Int(Δ) = {u ∈ Rn |∑ui = 1, ui > 0} (called positive core later), such that
A(w) · ξA(w) = ρA(w)ξA(1·w) ∀w ∈ W
and ∫
W
logρA dμ = λmax(A,μ) ∀μ ∈Merg(W, θ).
λmax(A,μ) is just the maximal Lyapunov exponent of (θ,μ;A). As λmax(A,μ) > 0 for any
μ ∈Merg(W, θ), it follows from the semi-uniform ergodic theorem (Lemma 3.1 below) that
there are some η > 0 and T0 > 0 such that∥∥A(t + t¯ ,w) · ξA(w)∥∥ ∥∥A(t¯,w) · ξA(w)∥∥ exp(tη)
for all t¯ ∈ R, t  T0 and for any w ∈ W . Thus, (θ,A) is semi-hyperbolic with uniformly expand-
ing direction Eu(w) = E(ξA(w)). Then, Theorem 3 follows from Theorem 1. 
Moreover, in the special case n = 2 we obtain the following open-and-dense result:
Theorem 4. Let (W, θ) be uniquely ergodic with ν being the unique θ -invariant Borel probability
measure on W . Then the following two statements hold:
(1) The set of GL+(2,R)-valued cocycles based on (W, θ), which are either uniformly hyper-
bolic or uniformly expanding or uniformly contracting on the support of ν, is open and dense
in C0(W,GL+(2,R)).
Note: If we let C0+(W,GL(2,R)) be the space of all eventually GL+(2,R)-valued cocycles,
then similarly the open-and-dense result still holds in this setting.
(2) If we further assume (W, θ) is equicontinuous, i.e., (θ t :w → t·w)∞t=1 is equicontinuous, then
the set of GL(2,R)-valued cocycles based on (W, θ), which are either uniformly hyperbolic
or uniformly expanding or uniformly contracting on the support of ν, is open and dense in
C0(W,GL(2,R)).
Notice here that the interesting rotations Rα :Rn/Zn → Rn/Zn; x → x + α for any frequen-
cies α ∈ Rn are equicontinuous.
1.3. Density of SL(2,R)-cocycles having positive exponents
Finally, we pay our attention to the very interesting SL(2,R)-valued cocycles. Recall that for
any A ∈ C0(W,GL(n,R)), if
lim
1
log
∥∥A(t,w)∥∥= λ(A) (1.13)t→∞ t
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It is easy to see that ‘uniform’ is not equivalent to ‘uniformly hyperbolic.’ However, the latter
implies the former in the setting of SL(2,R). Thus, Bochi’s genericity theorem, [7, Theorem C],
which is generalized to high dimension in [8], implies that uniform SL(2,R)-valued cocycle is
generic over a fixed uniquely ergodic compact system. It is natural to ask
Question 2. Whether uniformly (resp. nonuniformly) hyperbolic SL(2,R)-valued cocycle is
generic?
This question is not only of pure mathematical interest but is relevant in applications like, for
example, the quantum mechanics of electrons in quasi-crystalline media.
In the sense of L∞-topology, it was proved by Cong in [14] that a generic bounded SL(2,R)-
cocycle is uniformly hyperbolic. Recently, Avila [3] proved that based on an irrational rotation
of the d-dimensional torus, any analytic SL(2,R)-cocycle can be analytically perturbed so that
the Lyapunov exponent becomes positive. In the present paper, in the sense of C0-topology we
obtain the density of SL(2,R)-cocycles with positive Lyapunov exponent based on a minimal
subshift satisfying the Boshernitzan condition (see Definition 3 in Section 7 below).
Theorem 5. Let (W,σ) be a minimal subshift that satisfies the Boshernitzan condition. Then,
the SL(2,R)-valued cocycle, which has positive Lyapunov exponent based on σ , forms a dense
subset in the space C0(W,SL(2,R)).
Boshernitzan condition holds for a large number of subshifts [21]; for example, for all linearly
repetitive subshifts, for all Sturmian subshifts, and for almost all Arnoux–Rauzy subshifts.
The density of positive exponents in SL(2,R)-cocycles based on a continuous-time flow
θ :R × W → W preserving a probability measure ν with support supp(ν) = W , was proved
by Nerurkar in [36]. We relax the restriction supp(ν) = W by applying a gluing lemma (Theo-
rem A.1 below) proved in Appendix A. See Propositions A.2 and A.4 below.
1.4. Outlines
This paper is organized as follows. Sections 1–5 are devoted to the proof of Theorem 1. In
Section 2, we introduce the necessary notion of Liao frame skew-product flow in Liao theory
and prove some technical lemmas (Lemmas 2.1, 2.2 and 2.4 below). In addition, we recall Liao’s
spectrum theorem (Lemma 2.3 below) in this section. In Section 3, we prove a semi-uniform
ergodic theorem (Lemma 3.2 below), which is one of our main tools. In Section 4, we first
recall the Liao standard linear system (Definition 2 below) and then give a sufficient condition of
λ-exponential dichotomy for the Liao standard linear systems (Lemma 4.2 below). Combining
Lemma 4.2 with the geometric explanation of Liao standard linear system (Lemma 4.1 below),
we finally finish the proofs of Theorem 1 and then Theorem 2 in Section 5.
We prove Theorem 3 in Section 6. Theorem 4 is also proved in this section based on Theorem 3
and using a genericity theorem of uniformity borrowed from [23]. In fact, we will consider linear
cocycles over a compact system (W, θ) which need not be invertible and we will generalize a
uniformity theorem of Walters (Theorem 6.14 below) by using natural extension.
We prove Theorem 5 in Section 7 by considering locally constant SL(2,R)-valued cocycles
inspired by [20].
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gluing lemma (Theorem A.1 below) is the main result of this section.
2. Liao frame skew-product flow
In this section, we shall prove several technical lemmas. We assume throughout this section
that T = R, and the skew-product flow (θ,Θ) and the constant λˆ are both given as in Theorem 1
stated in the Introduction.
2.1. Regular point set Γ
Let Γ be the Borel subset consisting of all Oseledets (θ,Θ)-regular points w in W . Let
D
λˆ
:Γ  w → Eu(w; λˆ)⊕ Es(w; λˆ) (2.1)
be the Oseledets measurable (θ,Θ)-invariant splitting of Rn defined in the manner as in (1.4b)
in Section 1.
From now on, there is no loss of generality in assuming that Γ is θ -invariant and there are
constants ′ > 0 and C′ > 0 such that∥∥Θ(t + t¯ ,w) · x∥∥ C′et(λˆ−′)∥∥Θ(t¯,w) · x∥∥ ∀x ∈ Es(w; λˆ) (2.2a)
and
k = Index(λˆ;w) 1 (2.2b)
for all t¯ ∈ R, t  0 and for any w ∈ Γ , because Γ is of total measure 1 and we need only to
consider the skew-product flow(
θ−1,Θ−1
)
:R ×W × Rn → W × Rn; (t,w,x) → (−t·w,Θ(−t,w) · x)
in the case where (1.6a) is true.
First, we have the following simple result.
Lemma 2.1. Under the standard topology,
D
λˆ
:w → Es(w; λˆ)
is continuous with respect to w in Γ ; namely, Es(wi; λˆ) → Es(w; λˆ) as wi → w in Γ .
Proof. From (2.2) and the uniqueness of the Oseledets splitting (2.1) by
E
s(w; λˆ) =
{
0,0 
= x ∈ Rn ∣∣ lim
t→±∞
1
t
log
∥∥Θ(t,w) · x∥∥< λˆ} (2.3a)
and
E
u(w; λˆ) =
{
0,0 
= x ∈ Rn ∣∣ lim
t→±∞
1
t
log
∥∥Θ(t,w) · x∥∥> λˆ} (2.3b)
the statement follows immediately. 
X. Dai / J. Differential Equations 242 (2007) 121–170 131Important is the following simple property.
Lemma 2.2. Γ is almost closed in W ; that is to say, ν(Γ − Γ ) = 0 for all ν ∈Merg(W, θ).
Proof. The statement comes immediately from νΓ = 1 for all ν ∈Merg(W, θ). 
2.2. Liao frame skew-product flow
Let {e1, . . . , en} be the standard basis of Rn with the usual inner product 〈·,·〉. As usual in
Liao theory, we write
Un =
{ γ = (v1, . . . , vn) | {v1, . . . , vn} is a basis of Rn} (2.4a)
and
Fn =
{ γ = (v1, . . . , vn) | {v1, . . . , vn} is an orthogonal basis of Rn} (2.4b)
and
F n =
{ γ = (v1, . . . , vn) | {v1, . . . , vn} is an orthonormal basis of Rn}. (2.4c)
Notice here that F n and then W ×F n are both compact under the standard topologies. In what
follows, we put
colk :Un → Rn; (v1, . . . , vn) → vk, 1 k  n. (2.5)
Let
Θn(t,w) :Un →Un; γ →
(
Θ(t,w) · col1 γ , . . . ,Θ(t,w) · coln γ
) (2.6a)
for all (t,w) ∈ R ×W , we then have the following skew-product flow
(θ,Θn) :R ×W ×Un → W ×Un; (t,w, γ ) →
(
t·w,Θn(t,w) · γ
)
. (2.6b)
Let
Ort :Un →Fn and Ort :Un →F n (2.7)
denote, respectively, the usual Gram–Schmidt orthogonalization and orthonormalization trans-
formations. If we put
Θ̂n(t,w) :Fn →Fn; γ → Ort◦Θn(t,w) · γ (2.8a)
for all (t,w) ∈ R ×W , then we obtain the following skew-product flow
(θ, Θ̂n) :R ×W ×Fn → W ×Fn; (t,w, γ ) →
(
t·w,Θ̂n(t,w) · γ
)
. (2.8b)
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θ, Θ̂n
)
:R ×W ×F n → W ×F n ; (t,w, γ ) →
(
t·w,Θ̂n(t,w) · γ
) (2.9a)
where
Θ̂n(t,w) : γ → Ort ◦Θn(t,w) · γ . (2.9b)
Next, we define the continuous functions
ωk :W ×F n → R (k = 1, . . . , n) (2.10)
in the way
ωk(w, γ ) = d
dt
∣∣∣∣
t=0
∥∥colk ◦ Θ̂n(t,w) · γ ∥∥ ∀(w, γ ) ∈ W ×F n .
Since Θ is smooth, ωk is well defined. These functions are called the Liao qualitative functions
of (θ,Θ) on W ×F n introduced by Liao in [29] (or see [31,17]). It is easy to see [29,31,17] that
log
∥∥colk ◦ Θ̂n(T ,w) · γ ∥∥= T∫
0
ωk
((
θ, Θ̂n
)
(t,w, γ ))dt ∀T ∈ R (2.11)
for any (w, γ ) ∈ W ×F n .
Since the skew-product system (θ, Θ̂n) is compact, we can apply the ergodic theory. For ex-
ample, for any ν ∈Merg(W, θ) there is at least one μ ∈Merg(W ×F n , (θ, Θ̂n)) which covers ν;
i.e., π∗μ = ν, where
π :W ×F n  (w, γ ) → w ∈ W (2.12)
is the natural bundle projection.
By Sp(θ, ν;Θ) we denote the set of all Lyapunov exponents of (θ,Θ), counting with multi-
plicity, associated to ν in Merg(W, θ). Important is the following Liao spectrum theorem:
Lemma 2.3. (See [31,17].) Given any ν ∈Merg(W, θ). If μ ∈Merg(W ×F n , (θ, Θ̂n)) satisfies
π∗μ = ν, then
Sp(θ, ν;Θ) =
{ ∫
W×F n
ωk(w, γ )dμ(w, γ )
∣∣∣ k = 1, . . . , n}.
This lemma is one of our crucial tools, which together with (2.11) enables us to use the semi-
uniform ergodic theorem established below.
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Next, we shall pay our attention to the compact subsystems
(θ,Θ) :R × Γ × Rn → Γ × Rn (2.13a)
and
(
θ, Θ̂n
)
:R × Γ ×F n → Γ ×F n . (2.13b)
Given 	 vectors v1, . . . , v	 in Rn, we denote by E(v1, . . . , v	) the linear subspace of Rn
spanned by {v1, . . . , v	}. Let k be the λˆ-index of (θ,Θ) as in (2.2b). For any regular point w ∈ Γ ,
we set
F(w) = {(w, γ ) ∣∣ γ ∈F n such that E(col1 γ , . . . , colk γ ) = Es(w; λˆ)}. (2.14)
Then,
F(Γ ) =
⋃
w∈Γ
F(w) (2.15)
is a (θ, Θ̂n)-invariant subbundle of W ×F n .
In what follows, we denote by F(Γ ) the closure of F(Γ ) in W ×F n .
The following lemma is important for the proof of Theorem 1.
Lemma 2.4. Let π :W × F n  (w, γ ) → w be the natural bundle projection. Then, we have
π(F(Γ )−F(Γ )) = Γ − Γ .
Proof. Given any w ∈ Γ − Γ . There is a sequence (wi) in Γ such that wi → w as i → ∞.
Letting (wi, γi) ∈ F(Γ ) satisfying γi → γ from the compactness of F n , we easily have
(wi, γi) → (w, γ ) ∈F(Γ )−F(Γ ) and π(w, γ ) = w. This shows
π
(F(Γ )−F(Γ ))⊇ Γ − Γ.
On the other hand, let (w, γ ) ∈ F(Γ ) − F(Γ ). We easily get w ∈ Γ and there is a sequence
(wi, γi) in F(Γ ) with (wi, γi) → (w, γ ) as i → ∞. If we assume w ∈ Γ , then
E(col1 γi, . . . , colk γi) = Es(wi; λˆ) → Es(w; λˆ) = E(col1 γ , . . . , colk γ ) as i → ∞
by Lemma 2.1, which implies (w, γ ) ∈ F(Γ ). This is a contradiction. Hence, w ∈ Γ − Γ , as
desired.
The proof is thus completed. 
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In order to prove our semi-uniform result (Lemma 3.2 below) which is a crucial tool, we need
a general semi-uniform Birkhoff ergodic theorem which is a continuous-time version of one due
to Herman [25] and Sturman and Stark [41].
Lemma 3.1. Suppose that Υ :R × Y → Y is a C0-flow defined on a compact metrizable space
Y and ω :Y → R a continuous function.
(1) If there exists a constant a ∈ R such that∫
Y
ω dμ< a ∀μ ∈Merg(Y,Υ ),
then there exists some δ > 0 such that∫
Y
ω dμ a − δ ∀μ ∈Merg(Y,Υ )
and given ε > 0, there is T0 > 0 such that for all T  T0 we have
1
T
T∫
0
ω
(
Υ (t + s, y))dt < a − δ + ε
for all y ∈ Y and for any −∞ < s < +∞ [41].
(2) If there exists a constant b ∈ R such that∫
Y
ω dμ> b ∀μ ∈Merg(Y,Υ ),
then, there exists some δ > 0 such that∫
Y
ω dμ b + δ ∀μ ∈Merg(Y,Υ )
and given ε > 0, there is T0 > 0 such that for all T  T0 we have
1
T
T∫
0
ω
(
Υ (t + s, y))dt > b + δ − ε
for all y ∈ Y and for any −∞ < s < +∞.
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Y
ω dμ = c ∀μ ∈Merg(Y,Υ ),
then, as T tends to ∞ the time average
1
T
T∫
0
ω
(
Υ (t, y)
)
dt → c
uniformly for all y ∈ Y [25].
From now on, we let the skew-product system (θ,Θ) be given as in Theorem 1 and Γ be
defined as in Section 2.1. Consider the skew-product flow(
θ, Θ̂n
)
:R ×F(Γ ) →F(Γ ); (t,w, γ ) → (t·w,Θ̂n(t,w) · γ ) (3.1)
where θ :R × Γ → Γ is the subsystem by restricting the base system (W, θ) on Γ , and where
Θ̂

n(t,w) · γ is as in (2.9b) to be restricted on F(Γ ). Let ωk(w, γ ) be the Liao qualitative
functions as in (2.10) and k as in (2.2b).
The following semi-uniform ergodic theorem is one of our main tools.
Lemma 3.2. Let (θ, Θ̂n) be as in (3.1). Then, for any μ ∈Merg(F(Γ ), (θ, Θ̂n)) we have∫
F (Γ )
ωi dμ < λˆ for 1 i  k
and ∫
F (Γ )
ωi dμ > λˆ for k < i  n if k < n.
Consequently, there exist two constants η > 0 and T0 > 0 such that
1
T
T∫
0
ωi
((
θ, Θ̂n
)
(t + t ′,w, γ ))dt  λˆ− η (1 i  k)
and
1
T
T∫
0
ωi
((
θ, Θ̂n
)
(t + t ′,w, γ ))dt  λˆ+ η (k < i  n if k < n)
for all (w, γ ) ∈F(Γ ) and for any t ′ ∈ R, T  T0.
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part of Lemma 3.2 by choosing η = δ − ε.
Given any μ ∈Merg(F(Γ ), (θ, Θ̂n)). Let
ν = π∗μ.
It is clear that ν lies in Merg(Γ , θ), since π(F(Γ )) = Γ and
R ×F(Γ )
(θ,Θ̂

n)
Id×π
F(Γ )
π
R × Γ θ Γ
is commutative.
Write
Sp(θ, ν;Θ) = {χ1, . . . , χn}
where
χ1  · · · χk < λˆ < χk+1  · · · χn. (3.2)
As ν(Γ − Γ ) = 0 by Lemma 2.2, it follows from Lemma 2.4 that
μ
(F(Γ )−F(Γ ))= 0. (3.3)
Therefore, by Lemma 2.3 we obtain
Sp(θ, ν;Θ) =
{ ∫
F (Γ )
ωi dμ
∣∣∣ i = 1, . . . , n}= { ∫
F (Γ )
ωi dμ
∣∣∣ i = 1, . . . , n} (3.4)
and moreover, by (2.14) we have
{χ1, . . . , χk} =
{ ∫
F (Γ )
ωi dμ
∣∣∣ i = 1, . . . ,k} (3.5a)
and then
{χk+1, . . . , χn} =
{ ∫
F (Γ )
ωi dμ
∣∣∣ i = k + 1, . . . , n} (3.5b)
ignoring the order. (3.5a) and (3.5b) together with (3.2) imply the required statement.
Thus, we proved the result. 
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In this section, we shall prove that for any w ∈ Γ , the family of linear isomorphisms
(Θ(t,w))t∈R :Rn → Rn possesses a λˆ-exponential dichotomy uniformly with respect to a.e. w
in the situations of Theorem 1.
In what follows, under the standard basis e = {e1, . . . , en} of Rn, we view z in Rn as a
column vector (z1, . . . , zn)T and γ ∈ F n as a row ‘vector’ or an n-by-n matrix with columns
col1 γ , . . . , coln γ , successively.
4.1. Liao standard linear systems
In order to apply Lemma 3.2 proved in Section 3, we need to use the notation of Liao standard
linear systems associated to (θ,Θ) as in (1.1) considered in the Introduction. Let
π :W × Rn → W ; (w, z) → w
be the natural bundle projection. Then, write the fiber π−1(w) as Rn(w) for any base w ∈ W .
For any orthonormal n-frame (w, γ ) ∈ W ×F n at the base w ∈ W , simply written as γw , we
define by linear extension the linear transformation
T γ :Rn → Rn(w) (4.1)
in the way
ek → colk γ (1 k  n)
where colk is defined as in (2.5). Since γ is an orthonormal basis of Rn(w), T γ is an isomorphism
such that
T γ (e · z) = γ · z and ‖e · z‖ = ‖γ · z‖
for any z = (z1, . . . , zn)T ∈ Rn.
For any given (w, γ ) ∈ W ×F n , we now define
C γw(t) = T −1Θ̂n(t,w)· γ ◦Θ(t,w) ◦ T γ ∀t ∈ R, (4.2)
where Θ̂n(t,w) :F n →F n is the Liao frame skew-product flow as in (2.9b) induced by (θ,Θ).
Then the commutativity holds:
R
n(w)
Θ(t,w)·
R
n(t·w)
R
n
T γ
C γw (t)·
R
n.
T
Θ̂

n(t,w)· γ
(4.3)
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linear skew-product flow and we have
C γw (τ + t) = C(θ,Θ̂n)(t,w, γ )(τ ) ◦C γw(t) ∀t, τ ∈ R. (4.4)
Put
R( γw) = d
dt
∣∣∣∣
t=0
C γw(t) ∀(w, γ ) ∈ W ×F n (4.5a)
and simply write
t·(w, γ ) =
(
θ, Θ̂n
)
(t,w, γ ) ∀(t,w, γ ) ∈ R ×W ×F n . (4.5b)
Definition 2. Based on (W, θ) as in (1.1), the linear equation
dz
dt
= R(t·(w, γ ))z, (t, z) ∈ R × Rn, (R γw )
for any (w, γ ) ∈ W ×F n , is called the Liao standard linear system of (θ,Θ) under the moving
base (w, γ ); see [31,17].
We will need the following
Lemma 4.1. (See [17, Theorem 3.4, Proposition 3.5].) Let (θ,Θ) be as in (1.1). Then Eq. (R γw )
has the following properties:
(1) Uniform boundedness:
sup
(w, γ )∈W×F n
(∑
i,j
Rij ( γw)2
)1/2
< ∞.
(2) Upper-triangularity: For any (w, γ ) ∈ W ×F n and t ∈ R, R(t·(w, γ )) is upper-triangular
with diagonal elements
Rkk
(
t·(w, γ )
)= ωk(t·(w, γ )) (k = 1, . . . , n)
where ωk are the Liao qualitative functions as in (2.10).
(3) Geometrical interpretation: For any x ∈ Rn, z(t, x) is the solution of Eq. (R γw ) satisfying
the initial condition z(0) = x if and only if
Θ(t,w)( γ · x) = (Θ̂n(t,w) · γ ) · z(t, x) ∀t ∈ R.
Particularly, C γw (t) is the fundamental matrix solution of Eq. (R γw ) such that C γw (0) = In.
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In the following, we consider an abstract linear equation
dz
dt
= B(t)z, t ∈ R, z = (z1, . . . , zn)T ∈ Rn, (4.6)
where
B(t) =
⎡⎢⎢⎣
b11(t) b12(t) · · · b1n(t)
0 b22(t) · · · b2n(t)
...
... · · · ...
0 0 · · · bnn(t)
⎤⎥⎥⎦ (4.7)
is a real n-by-n upper-triangular matrix, which is continuous in t such that
‖B‖ = sup
t∈R
{ ∑
1i,jn
bij (t)
2
}1/2
 η < ∞. (4.8)
Let z = z(t, x) be the solution of (4.6) such that z(0, x) = x for any x ∈ Rn.
The following lemma gives a sufficient condition of λˆ-exponential dichotomy, which is our
another main tool. It is a generalization of [30, Lemma 3.7]. Although its proof is only a slight
improvement of that of Liao’s result, we shall prove it in detail for completeness, since it is
difficult for many readers to read and find Liao’s papers.
Lemma 4.2. Let λ ∈ R and {1, . . . , n} = I− ∪ I+ be a partition, and suppose that there are
constants η > 0 and d > 0 such that
1
T
T∫
0
bkk(s + t) dt  λ− η ∀k ∈ I−, s ∈ R and T  d (4.9a)
and
1
T
T∫
0
bkk(s + t) dt  λ+ η ∀k ∈ I+, s ∈ R and T  d. (4.9b)
Then, there exists a unique direct decomposition of Rn into subspaces
R
n = E−(λ)⊕ E+(λ)
such that there are constants η′ > 0 and d ′ > 0 verifying that∥∥z(s + T ,x)∥∥ ∥∥z(s, x)∥∥e(λ−η′)T ∀(s, x) ∈ R × E−(λ) and T  d ′ (4.10a)
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and dimE−(λ) = Card I− and dimE+(λ) = Card I+. Moreover, η′ and d ′ are both determined
completely by λ,η, d and η. In addition, if I− = {1, . . . ,Card I−} then E−(λ) = RCard I− ×
{0n−Card I−}.
Proof. By the coordinate transformations
z˜ = e−λt z (4.11)
we obtain from (4.6) the following linear equation
dz˜
dt
= B˜(t)z˜ (4.12a)
where
B˜(t) = [b˜ij (t)]n×n = diag(−λ, . . . ,−λ)+B(t) ∀t ∈ R. (4.12b)
Then, we have
1
T
T∫
0
b˜kk(s + t) dt −η ∀k ∈ I−, s ∈ R and T  d (4.13a)
and
1
T
T∫
0
b˜kk(s + t) dt  η ∀k ∈ I+, s ∈ R and T  d. (4.13b)
Write
B˜(t) =
[
b˜11(t) b˜(t)
0(n−1)×1 Y(t)
]
∀t ∈ R. (4.13c)
For any x ∈ Rn, let z˜(t, x) be the solution of (4.12a) such that z˜(0, x) = x.
We first prove the result for (4.12a) by induction on the order n; that is to say, we prove the
claim that there exists a unique direct decomposition of Rn into subspaces
R
n = E˜− ⊕ E˜+
such that there are constants η′ > 0 and d ′ > 0 such that∥∥z˜(s + T ,x)∥∥ ∥∥z˜(s, x)∥∥e−η′T ∀(s, x) ∈ R × E˜− and T  d ′ (4.14a)
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and dim E˜− = Card I− and dim E˜+ = Card I+. Moreover, η′ and d ′ are both determined com-
pletely by η,d and η˜, where η˜ is defined by the manner as in (4.8) for B˜(t).
As for n = 1 we have
z˜(s + T ,x) = z˜(s, x)e
∫ T
0 b˜11(s+t) dt ,
the claim obviously holds if we let η′ = η and d ′ = d .
Therefore, in what follows we assume n > 1.
Let
Pr1 :Rn → R; (x1, . . . , xn)T → x1,
Pr2···n :Rn → Rn−1; (x1, . . . , xn)T → (x2, . . . , xn)T . (4.15)
Then, for any z˜ ∈ Rn we can write z˜ = (Pr1 z˜,Pr2···nz˜)T .
For any x ∈ Rn we easily get
d
dt
Pr1z˜(t, x) = b˜11(t)Pr1z˜(t, x)+ b˜(t)Pr2···nz˜(t, x) (4.16a)
and
d
dt
Pr2···nz˜(t, x) = Y(t)Pr2···nz˜(t, x). (4.16b)
Hence, from (4.16a) it follows
Pr1z˜(s + T ,x) = Pr1z˜(s, x)e
∫ T
0 b˜11(s+t) dt
+
T∫
0
b˜(s + t)Pr2···nz˜(s + t, x)e
∫ T
t b˜11(s+τ) dτ dt. (4.17)
Let y = y(t, x′) be the solution of the equation
dy
dt
= Y(t)y, (t, y) ∈ R × Rn−1, (4.18)
such that y(0, x′) = x′ for any x′ ∈ Rn−1, where Y(t) is as in (4.13c). Let
{2, . . . , n} = I′− ∪ I′+
be the partition such that
I′− = I− − {1} if 1 ∈ I− and I′+ = I+ − {1} if 1 ∈ I+.
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I+ by I′− and I′+, respectively. Thus, inductively, we assume that Eq. (4.18) possesses a unique
decomposition
R
n−1 = E′− ⊕ E′+ (4.19)
such that there are constants η1 > 0 and d1 > 0 so that∥∥y(s + T ,x′)∥∥ ∥∥y(s, x′)∥∥e−η1T ∀(s, x′) ∈ R × E′− and T  d1 (4.20a)
and ∥∥y(s + T ,x′)∥∥ ∥∥y(s, x′)∥∥eη1T ∀(s, x′) ∈ R × E′+ and T  d1 (4.20b)
and dimE′− = Card I′− and dimE′+ = Card I′+. Moreover, η1 and d1 are both determined com-
pletely by η,d and η˜.
Next, we assert that for any x ∈ Rn∥∥z˜(s + t, x)∥∥ ∥∥z˜(s, x)∥∥eη˜t ∀s ∈ R and t  0 (4.21)
because for x 
= 0 we have
log
‖z˜(s + t, x)‖
‖z˜(s, x)‖ =
s+t∫
s
d
dτ
log
∥∥z˜(τ, x)∥∥dτ
=
s+t∫
s
〈
z˜(τ, x)
‖z˜(τ, x)‖ , B˜(τ )
z˜(τ, x)
‖z˜(τ, x)‖
〉
dτ.
To prove the claim above, we need only to consider the case 1 ∈ I−; otherwise we consider
the linear equation
dz˜
dt
= B˜(−t)z˜, (t, z˜) ∈ R × Rn.
Thus, we assume from now on that 1 ∈ I−.
Let
E˜− =
{
x = (x1, x′)T ∈ R × Rn−1
∣∣ x1 ∈ R and x′ ∈ E′−}. (4.22)
Clearly, dim E˜− = Card I−. If x = (x1, x′)T ∈ E˜− and T  d + d1 then, by (4.16b), (4.17) and
(4.13a), we obtain∥∥z˜(s + T ,x)∥∥ ∥∥y(s + T ,x′)∥∥+ ∣∣Pr1z˜(s + T ,x)∣∣

∥∥y(s, x′)∥∥e−η1T + ∣∣Pr1z˜(s + T ,x)∣∣
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∥∥z˜(s, x)∥∥e−η1T + ∥∥z˜(s, x)∥∥e−ηT + η˜ T∫
0
f (t; s, x) dt, (4.23)
where
f (t; s, x) = ∥∥Pr2···nz˜(s + t, x)∥∥e∫ Tt b˜11(s+τ) dτ
which is such that
T−d∫
d1
f (t; s, x) dt  ∥∥z˜(s, x)∥∥ T−d∫
d1
e−η1−η(T−t) dt

∥∥z˜(s, x)∥∥(T − d − d1)e−min{η1,η}T
and
d1∫
0
f (t; s, x) dt  ∥∥z˜(s, x)∥∥ d1∫
0
eη˜t+
∫ T
t b˜11(s+τ) dτ dt
 eη˜d1
∥∥z˜(s, x)∥∥e−ηT (eηd1 − 1)
η
and
T∫
T−d
f (t; s, x) dt 
T∫
T−d
∥∥y(s + t, x′)∥∥eη˜d dt

∥∥y(s, x′)∥∥eη˜d T∫
T−d
e−η1t dt
 eη˜d
∥∥z˜(s, x)∥∥e−η1T (eη1d − 1)
η1
.
Thus, for x ∈ E˜− and T  d + d1 we have∥∥z˜(s + T ,x)∥∥ ∥∥z˜(s, x)∥∥e−η1T + ∥∥z˜(s, x)∥∥e−ηT
+ ∥∥z˜(s, x)∥∥{e−min{η1,η}T (T − d − d1)η˜
+ e
−ηT (eηd1 − 1)η˜eη˜d1 + e
−η1T (eη1d − 1)η˜eη˜d }
. (4.24)
η η1
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E˜+ =
{
x = (x1, x′)T ∈ R × Rn−1
∣∣ x′ ∈ E′+ and x1 = x1(x′)},
where x1(x′) is defined as follows: Letting
x1(x
′)(t) =
t∫
−∞
b˜(r)y(r, x′)e
∫ t
r b˜11(t
′) dt ′ dr ∀x′ ∈ E′+, (4.25)
x1(x′) = x1(x′)(0). Note that as ‖b˜(t)‖ η˜ for t ∈ R and 1 ∈ I−, the integral above exists. It is
easy to see that E˜+ is a linear subspace of Rn with dimE+ = Card I+ and that
z˜(t, x) = (x1(x′)(t), y(t, x′))T for x = (x1, x′)T ∈ E˜+.
Now for any x = (x1, x′)T ∈ E˜+ and T  d1 we have∥∥z˜(s, x)∥∥ ∥∥y(s, x′)∥∥+ ∣∣x1(x′)(s)∣∣

∥∥y(s + T ,x′)∥∥e−η1T + η˜ s∫
−∞
∥∥y(r, x′)∥∥e∫ sr b˜11(t ′) dt ′dr

∥∥y(s + T ,x′)∥∥e−η1T + η˜ s∫
−∞
∥∥y(T + s, x′)∥∥e−η1(T+s−r)+∫ sr b˜11(t ′) dt ′dr

∥∥z˜(s + T ,x)∥∥e−η1T{1 + η˜ s∫
−∞
g(r, s) dr
}
where
g(r, s) = e−η1(s−r)+
∫ s
r b˜11(t
′) dt ′
such that
s−d∫
−∞
g(r, s) dr 
s−d∫
−∞
e−(η1+η)(s−r) dr  1
η1 + η
and
s∫
g(r, s) dr  deη˜d .s−d
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∥∥z˜(s, x)∥∥ ∥∥z˜(s + T ,x)∥∥e−η1T {1 + η˜[ 1
η1 + η + de
η˜d
]}
. (4.26)
Now, we have Rn = E˜− ⊕ E˜+ with dim E˜− = Card I− and dim E˜+ = Card I+. From (4.24)
and (4.26) it is easy to see that for
η′ = 1
2
min{η,η1} and d ′  d + d1,
which are completely determined by η,d and η˜, the properties (4.14a) and (4.14b) both hold.
If x ∈ Rn − (E˜− ∪ E˜+), then x can be written as x = x− + x+ where 0 
= x− ∈ E˜− and
0 
= x+ ∈ E˜+. Then, by (4.14a) and (4.14b) we have
lim sup
t→+∞
∥∥z˜(t, x)∥∥= +∞ and lim sup
t→−∞
∥∥z˜(t, x)∥∥= +∞
which implies that the direct decomposition Rn = E˜− ⊕ E˜+ satisfying (4.14a) and (4.14b) is
unique.
Letting E−(λ) = E˜− and E+(λ) = E˜+, as z(s + t, x) = eλ(s+t)z˜(s + t, x) for any x ∈ Rn it
follows from (4.14a) and (4.14b) that (4.10a) and (4.10b) hold.
By induction on n and (4.22) it is easy to see that if I− = {1, . . . ,Card I−} then E−(λ) =
R
Card I− × {0n−Card I−}.
Thus, the proof of Lemma 4.2 is complete. 
Let gl(n,R) be the space of n × n, real, upper-triangular matrices with the norm ‖ · ‖ to be
defined by the manner as in (4.8). To any continuous
B :W → gl(n,R),
there is a corresponding random linear system
dz
dt
= B(t·w)z, (t, z) ∈ R × Rn; w ∈ W,
based on (W, θ). We also call such B a linear cocycle over (W, θ).
We conclude easily from Lemmas 3.1 and 4.2 the following result.
Corollary 4.3. Let (W, θ) be uniquely ergodic with ν being the unique θ -invariant probability
measure on W . Then, the set, consisting of all linear cocycles B which is uniformly hyperbolic
with simple Lyapunov spectrum over (W, θ), is open and dense in C0(W,gl(n,Rn)) under the
topology induced by the uniform ‖ · ‖-norm.
Proof. From [17, Theorem 4.6] it follows that
H = {B ∈ C0(W,gl(n,Rn)) ∣∣ B is nonuniformly hyperbolic and simple spectral}
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theorem [38] that for any B
lim
T→±∞
1
T
T∫
0
Bkk(t·w)dt =
∫
W
Bkk dν, k = 1, . . . , n,
for any w ∈ W and uniformly on W . Then, we obtain from Lemma 4.2 that B ∈ H is uniformly
hyperbolic.
Thus, the proof is completed. 
5. Proofs of Theorems 1 and 2
This section is devoted to the proofs of Theorems 1 and 2.
5.1. Proof of Theorem 1
We now can finish the proof of our main result Theorem 1 by using Lemmas 3.2, 4.1 and 4.2.
Let (θ,Θ) and λˆ be as in Theorem 1. Without loss of generality, we assume as in Section 2.1
that there are constants ′ > 0 and C′ > 0 such that
∥∥Θ(t + t¯ ,w) · x∥∥ C′et(λˆ−′)∥∥Θ(t¯,w) · x∥∥ ∀x ∈ Es(w; λˆ)
for all t¯ ∈ R, t  0 and for a.e. w ∈ W . Let Γ and k be defined as in Section 2.1.
First, we obtain the following result.
Lemma 5.1. There exists a unique direct decomposition of Rn into subspaces
D
λˆ
:Γ  w → E−(w; λˆ)⊕ E+(w; λˆ) = Rn(w)
such that there are constants  > 0 and T ′ > 0 so that
∥∥Θ(T + t,w) · x∥∥ eT (λˆ−)∥∥Θ(t,w) · x∥∥ ∀x ∈ E−(w; λˆ)
and ∥∥Θ(T + t,w) · y∥∥ eT (λˆ+)∥∥Θ(t,w) · y∥∥ ∀y ∈ E+(w; λˆ)
for all t ∈ R and for any T  T ′.
Proof. It follows from Lemma 3.2 that there exist two constants η > 0 and d > 0 such that
1
T
T∫
ωi
((
θ, Θ̂n
)
(t + t¯ ,w, γ ))dt  λˆ− η (1 i  k)0
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1
T
T∫
0
ωi
((
θ, Θ̂n
)
(t + t¯ ,w, γ ))dt  λˆ+ η (k < i  n if k < n)
for all (w, γ ) ∈F(Γ ) and for any t¯ ∈ R, T  d . Put
b = sup
(w, γ )∈W×F n
{∥∥R( γw)∥∥}. (5.1)
Then b < ∞ from Lemma 4.1.
Now, given any w ∈ Γ and any (w, γ ) ∈F(Γ ). Let z = z γw (t, x) be the solution of Eq. (R γw )
dz
dt
= R(t·(w, γ ))z (5.2)
satisfying z γw (0, x) = x for any x ∈ Rn.
Thus, from Lemmas 4.1 and 4.2 there exists a unique direct decomposition of Rn into sub-
spaces
R
n = E−(λˆ)⊕ E+(λˆ)
such that there are two constants  > 0 and T ′ > 0 which both are completely determined by
λˆ, η, d and b, so that∥∥z γw (t + T ,x)∥∥ ∥∥z γw (t, x)∥∥e(λˆ−)T ∀(t, x) ∈ R × E−(λˆ) and T  T ′ (5.3)
and ∥∥z γw (t + T ,x)∥∥ ∥∥z γw (t, x)∥∥e(λˆ+)T ∀(t, x) ∈ R × E+(λˆ) and T  T ′ (5.4)
and dimE−(λˆ) = k and dimE+(λˆ) = n− k.
Next, we put
E−(w; λˆ) = T γ
(
E−(λˆ)
)
and E+(w; λˆ) = T γ
(
E+(λˆ)
)
, (5.5)
where T γ is defined as in (4.1). Let
D
λˆ
:Γ  w → E−(w; λˆ)⊕ E+(w; λˆ) = Rn(w).
Then we have Rn(w) = E−(w; λˆ)⊕ E+(w; λˆ), and by Lemma 4.1 again we obtain∥∥Θ(T + t,w) · x∥∥ eT (λˆ−)∥∥Θ(t,w) · x∥∥ ∀x ∈ E−(w; λˆ)
and ∥∥Θ(T + t,w) · y∥∥ eT (λˆ+)∥∥Θ(t,w) · y∥∥ ∀y ∈ E+(w; λˆ)
for all t ∈ R and for any T  T ′.
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The proof of Lemma 5.1 is thus completed. 
Proof of Theorem 1. Let  and T ′ be defined as in Lemma 5.1. We easily see from the Oseledets
multiplicative ergodic theorem and Lemma 5.1 that
E
s(w; λˆ) = E−(w; λˆ) and Eu(w; λˆ) = E+(w; λˆ) ∀w ∈ Γ.
Since (t,w) → Θ(t,w) is continuous on [−T ′, T ′] ×W , there exists some constant C  1 such
that ∥∥Θ(t,w) · x∥∥ Ce(λˆ−)t‖x‖ ∀(t,w,x) ∈ [0, T ′] ×W × Rn
and ∥∥Θ(t,w) · y∥∥ Ce(λˆ+)t‖y‖ ∀(t,w,y) ∈ [−T ′,0] ×W × Rn.
Thus, from the co-cycle property of Θ(t,w) we obtain
∥∥Θ(t + t ′,w) · x∥∥ Ce(λˆ−)t∥∥Θ(t ′,w) · x∥∥ ∀x ∈ Es(w; λˆ)
for all t ′ ∈ R, t  0 and for w ∈ Γ , and∥∥Θ(t + t ′,w) · y∥∥ Ce(λˆ+)t∥∥Θ(t ′,w) · y∥∥ ∀y ∈ Eu(w; λˆ)
for all t ′ ∈ R, t  0 and for w ∈ Γ .
Therefore, the proof of Theorem 1 is complete. 
5.2. Proof of Theorem 2
We now prove Theorem 2 stated in Section 1.1.
Proof. The statement (1) is evident from Theorem 1 and the multiplicative ergodic theorem.
Indeed, based on the fact that dimE(w) is constant for a.e. w ∈ M we let k = dimE(w) for
a.e. w. Let Γ (f ) be the Oseledets regular point set of f . Note here that Γ (f ) = M . For any
w ∈ Γ (f ), let
χ1(w) · · · χk(w) χk+1(w) · · · χn(w)
be the Lyapunov exponents of f at w counting with multiplicity. Then, by the assumption of
Theorem 2 we get
χ1(w) · · · χk(w) lnλ < χk+1(w) · · · χn(w) ∀w ∈ Γ (f ) (5.6)
and further by the Oseledets ergodic theorem
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⊕
λi(w)lnλ
Ei (w) and F(w) =
⊕
λi(w)>lnλ
Ei (w) ∀w ∈ Γ (f ) (5.7a)
Γ (f )  w → E(w) is continuous. (5.7b)
Now by Lemmas 2.3 and 3.1 and (2.11) we can find some η > 0, which satisfies λˆ = η/2 + lnλ,
such that
lim
	→∞
1
	
ln
∥∥Dwf 	 · v∥∥ λˆ+ η/2, v ∈ TwM\E(w),
and
lim
	→∞
1
	
ln
∥∥Dwf 	 · v∥∥ λˆ− η/2, v ∈ E(w),
for a.e. w ∈ M .
The statement (2) is evident too. In fact, put
Wk =
{
w ∈ Γ | dimE(w) = k}, k = 0,1, . . . ,dimM,
where Γ is the Oseledets regular point set of f on M . It follows from the continuity of the
distribution D(w) that Wk are f -invariant closed subsets of Γ , where we think of Γ as a subspace
of M . Then
ν(Wk −Wk) = 0 ∀ν ∈Merg(M,f ),
where Wk denotes the closure in M . We now apply Theorem 1 to the linear skew-product system
Df :TWkM → TWkM; (w, v) →
(
f (w),Dwf · v
) ∀v ∈ TwM,w ∈ Wk
and then obtain the required result from the statement (1) proved.
Thus, the proof of Theorem 2 is completed. 
6. Hyperbolicity of GL(2,R)-valued cocycles
In this section, we shall prove Theorem 3 and the open-and-dense hyperbolicity of GL(2,R)-
valued cocycles based on an endomorphism (continuous and surjective, but not necessarily
injective)
θ :W → W
which generates a semi-dynamical system
θ :Z+ ×W → W ; (t,w) → t·w
where t·w = θ tw = (
t-times︷ ︸︸ ︷
θ ◦ · · · ◦ θ)w. In the proof of these results, we need to use the natural exten-
sion of a cocycle and existence of ‘positive core’ (Lemma 6.2 below). Here the notation ‘positive
core’ is borrowed from Furman [23].
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Given a positive integer n  2 and let gl(n,R) be the space of all real n-by-n matrices with
the standard topology induced by the ‖ · ‖-norm as in (4.8). For any continuous random matrix
L :W → gl(n,R) and for any homeomorphism T :W → W , we consider existence of invariant
nontrivial section ξL :W → Rn by the action of the skew-product discrete flow:
(T ,L) :W × Rn → W × Rn; (w,x) → (Tw,L(w) · x).
We denote by Δ the standard (n− 1)-dimensional simplex in Rn defined by
Δ =
{
u ∈ Rn
∣∣∣ n∑
1
ui = 1, ui  0
}
.
For convenience, we choose for Δ the angle metric given by
dist(u,w) = cos−1 ∣∣〈u/‖u‖,w/‖w‖〉∣∣ u,w ∈ Δ.
For any positive random matrix L (i.e. Lij (w) > 0 ∀w ∈ W, ∀1 i, j  n) we have
Lˆ(w) :Δ → Δ; u → r(w,u)L(w) · u
where r(w,u) is the unique positive real number such that r(w,u)L(w) · u ∈ Δ. It is easy to see
that r :W ×Δ → (0,∞) is continuous with respect to (w,u) in W ×Δ.
Then, for any positive continuous random matrix L we obtain over T a naturally induced
skew-product flow:
(T , Lˆ) :W ×Δ → W ×Δ; (w,u) → (Tw, Lˆ(w) · u).
In order to prove the existence of positive core, we need a lemma which is a generalization
of [23, Lemma 5].
Lemma 6.1. Let L(t) ∈ gl(n,R), t = 1,2, . . . , be a sequence of positive matrices, bounded in
the sense that there exists some δ > 0 such that δ <Lij (t) < δ−1 for all t  1 and 1 i, j  n.
Then there exists a unique point u¯ ∈ Δ such that
{u¯} =
∞⋂
k=1
Lˆ(1) ◦ · · · ◦ Lˆ(k)(Δ)
and u¯ is an interior point of Δ; i.e. u¯i > 0 for i = 1, . . . , n.
Proof. The argument is almost the same as the proof of [23, Lemma 5], but for the completeness,
we give the details.
Since L(t) is linear and positive on Δ, Lˆ(1) ◦ · · · ◦ Lˆ(t) preserves the four points cross ratios
[u;v;w; z] = ‖u−w‖ · ‖v − z‖‖u− z‖ · ‖v −w‖
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K =
∞⋂
1
Kt,
where Kt = Lˆ(1) ◦ · · · ◦ Lˆ(t)(Δ) form a descending sequence of convex compacts. Assume
that K is not a singleton, and let u 
= v be two extremal points of K . Let wt, zt be the inter-
section of the line (u, v) with the boundary ∂Kt . Notice here that Lˆ(1) ◦ · · · ◦ Lˆ(t) :Δ → Δ
is injective, since L(t)|Rn+ is injective by Lij (t) > 0 for each t = 1,2, . . . . Thus, we let
w′t , z′t , u′t , v′t ∈ Δ be the preimages of wt, zt , u, v. Then, w′t , z′t lie in ∂Δ, but u′t , v′t ∈ Lˆ(t +1)(Δ)
since u,v ∈ Kt+1 = Lˆ(1) ◦ · · · ◦ Lˆ(t)(Lˆ(t + 1)(Δ)). The δ-boundedness of L(t + 1) implies that
Lˆ(t + 1)(Δ) is uniformly separated from ∂Δ. Thus, the cross ratio [u′t , v′t ;w′t , z′t ] is bounded
from 0 and ∞. On the other hand, wt → u and zt → v imply [u,v;wt ; zt ] → 0 as t → ∞,
causing the contradiction. 
We now prove the existence of positive core for positive linear cocycles, which is an important
technical lemma for the proof of Theorem 4.
Lemma 6.2. Let L :W → gl(n,R) be continuous and positive. Then, there exists a unique con-
tinuous random vector, called the “positive core” of (T ,L),
ξL :W → Δ
such that
ξL(w) > 0, L(w) · ξL(w) = r
(
w,ξL(w)
)
ξL(T w) ∀w ∈ W (6.1a)
and
1
t
log
∥∥L(T t−1w) ◦ · · · ◦L(w) · ξL(w)∥∥= 1
t
t−1∑
i=0
log r
(
T iw, ξL
(
T iw
)) ∀t ∈ N. (6.1b)
Proof. Since W is compact and L is continuous and positive, there is some δ > 0 such that
δ <Lij (w) < δ−1 for all w ∈ W and 1 i, j  n.
Now we consider (T , Lˆ) :W ×Δ → W ×Δ, we easily get that the compact subset
Q =
∞⋂
t=1
(T , Lˆ)t (W ×Δ) ⊂ W ×Δ
is nonempty. We next claim that Q is a graph of some continuous function
u¯ :W → Δ.
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Qw =
∞⋂
t=1
(T , Lˆ)t
({
T −tw
}×Δ)
= {w} ×
∞⋂
t=1
Lˆ
(
T −1w
) ◦ · · · ◦ Lˆ(T −tw)(Δ)
and, by Lemma 6.1 for the case L(t) = L(T −tw), Qw consists of a single point (w, u¯(w)). Since
Q = {(w, u¯(w)) | w ∈ W } is closed, the function u¯(w) is continuous, and (T , Lˆ)-invariance of Q
implies that
u¯(T w) = Lˆ(w) · u¯(w) ∀w ∈ W.
We thus proved the claim above.
Next, put
ξL(w) = u¯(w) ∀w ∈ W.
It is easy to see that ξL(w) satisfies the requirement of Lemma 6.2 and such ξL is uniquely
defined by Q.
Thus, the proof is completed. 
We may think of ξL(w) as a random Perron eigenvector associated to the random eigenvalue
ρL(w) = r(w, ξL(w)) based on (T ,L).
6.2. Natural extensions
Since θ need not to be invertible, for a random positive matrix it is possible that the dimension
of positive random eigenvector space is greater than 1, and hence we cannot take a maximal
random eigenvalue. This causes that we cannot apply the Birkhoff ergodic theorem to obtain the
desired uniformity. To overcome this point, we consider the natural extension of (W, θ).
Let Wθ = {w = (wi)+∞−∞ ∈
∏+∞
−∞ W | θ(wi) = wi+1 ∀i ∈ Z} and define the shift
σθ :Wθ → Wθ
by
σθ (w)i = wi+1 ∀w = (wi).
Under the usual metric
dist(w,w′) =
+∞∑
−∞
2−|i|dist(wi,w′i ) ∀w = (wi),w′ = (w′i ) ∈ Wθ,
σθ is a homeomorphism of the compact metric space Wθ . Put
π0 :Wθ → W ; w = (wi) → w0.
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π−10 (w) for any given w ∈ W
dist
(
σkθ w,σ
k
θ w
′)→ 0 as k → +∞,
we easily get
Lemma 6.3. If (W, θ) is uniquely ergodic, then the natural extension (Wθ ,σθ ) is uniquely er-
godic as well.
We next naturally extend a linear cocycle over (W, θ). For any A :W → gl(n,R), define the
natural extension
Aθ :Wθ → gl(n,R)
in the way
Aθ(w) = A(w0), where w0 = π0(w) for any w ∈ Wθ.
Clearly, if A is continuous then Aθ is continuous too and we have for any t  1 and for any
w = (wi) ∈ Wθ
over θ A(t,w0) = A
(
θ t−1w0
) ◦ · · · ◦A(w0)
= Aθ
(
σ t−1θ w
) ◦ · · · ◦Aθ(w)
= Aθ(t,w) over σθ .
This shows together with Lemma 6.3 the following
Lemma 6.4. The linear cocycle A ∈ C0(W,gl(n,R)) over (W, θ) has the same Lyapunov expo-
nents as Aθ over (Wθ ,σθ ).
Moreover, the following two lemmas are also evident.
Lemma 6.5. Given any A ∈ C0(W,gl(n,R)). If
1
t
log
∥∥Aθ(t,w)∥∥→ λ(Aθ ) as t → +∞
uniformly for all w ∈ Wθ over (Wθ ,σθ ), then
1
t
log
∥∥A(t,w)∥∥→ λ(A)(= λ(Aθ )) as t → +∞
uniformly for all w ∈ W over (W, θ).
Proof. The statement comes easily from definitions. 
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Proof. The result follows easily from the fact σkθ = σθk for any k ∈ N. 
6.3. Proof of Theorem 3
In this subsection, we will prove Theorem 3 by verifying a more general result Theorem 6.7
below.
Theorem 6.7. Let θ :W → W be an endomorphism and assume A :W → GL(n,R) is a pos-
itive continuous random matrix over (W, θ). If (θ,A) is almost nonuniformly hyperbolic with
CodimEs(w) = 1 a.e., then (θ,A) is almost uniformly hyperbolic on W .
Proof. Let (Wθ ,σθ ) and Aθ be respectively the natural extensions of (W, θ) and A as in Sec-
tion 6.2. For any w = (wi) ∈ Wθ , put Es(w) = Es(w0) and Eu(w) = Eu(w0). Then, it is easy to
check that (σθ ,Aθ ) is also almost nonuniformly hyperbolic associated with
w → Es(w)⊕ Eu(w) a.e. on Wθ.
Using Lemma 6.2, it follows that there exists a random positive eigenvector
ξAθ :Wθ → Int(Δ) =
{
u ∈ Rn
∣∣∣∑ui = 1, ui > 0}
and a corresponding random eigenvalue
ρAθ :Ωθ → r
(
w,ξAθ (w)
)
such that
Aθ(w) · ξAθ (w) = ρAθ (w)ξAθ (σθw) ∀w ∈ Wθ.
Since the uniform positivity of Aθ(w) and ξAθ (w), there is some constant c > 0 such that∥∥Aθ (σk−1θ w) ◦ · · · ◦Aθ(w)∥∥ c∥∥Aθ (σk−1θ w) ◦ · · · ◦Aθ(w) · ξAθ (w)∥∥
 c
∥∥Aθ (σk−1θ w) ◦ · · · ◦Aθ(w)∥∥
for any w ∈ Wθ and k ∈ N. Thus, for any μθ ∈Merg(Wθ ,σθ )∫
Wθ
logρAθ dμθ = λmax(Aθ ,μθ )
is just the maximal Lyapunov exponent of (σθ ,μθ ;Aθ). As from the nonuniform hyperbolicity
we have λmax(Aθ ,μθ ) > 0 for any μθ ∈Merg(Wθ ,σθ ), it follows from Lemmas 3.1 and 6.2 that
there are some η > 0 and T0 > 0 such that∥∥Aθ(t + t ′,w) · ξAθ (w)∥∥ ∥∥Aθ(t ′,w) · ξAθ (w)∥∥ exp(tη)
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expanding directions Eu(w) = E(ξAθ (w)).
Thus, Theorem 6.7 follows from Theorem 1. 
6.4. Proof of Theorem 4
In what follows, we assume that θ :W → W is a homeomorphism of W . We now can conclude
the statement (1) of Theorem 4 from Lemma 6.2 and Theorem 3 very easily.
Theorem 6.8. If (W, θ) is uniquely ergodic with ν being the unique θ -invariant probability
measure on W , the set of GL+(2,R)-valued cocycles, which are either uniformly hyperbolic
or uniformly expanding or uniformly contracting on the support of ν, is open and dense in
C0(W,GL+(2,R)).
Proof. Let ν be the unique θ -invariant probability measure on W . By a simple perturbation such
as A ◦ eI2,  > 0, we obtain that linear positive cocycles having no zero exponent are dense in
C0(W,GL+(2,R)) based on (W, θ;ν). 
To prove the theorem, it is sufficient to show the following Lemma 6.9.
Lemma 6.9. If A :W → GL(2,R) is positive and has no zero exponent based on the unique
ergodic compact system (W, θ;ν), then A is either uniformly hyperbolic or uniformly expanding
or uniformly contracting on supp(ν).
Proof. We assume that A ∈ C0(W,GL(2,R)) is positive and nonuniformly hyperbolic. Then,
from Theorem 3 it follows easily that (θ,A) is uniformly hyperbolic on supp(ν). Write
Sp(A;ν) = {λ1, λ2} (λ1  λ2)
the set of all Lyapunov exponents counting with multiplicity. If λ1 > 0 or λ2 < 0, then from
[19, Corollary 1.3] we see that A is uniformly expanding or uniformly contracting on W based
on (W, θ).
Thus, the proof of Lemma 6.9 is completed. 
We next prove the second part of Theorem 4. First, we need two lemmas.
Lemma 6.10. Let (W, θ;ν) be ergodic. Define the functional λ :C0(W,GL(2,R)) → R by
λ(A) = lim
t→∞
1
t
∫
W
log
∥∥A(t,w)∥∥dν(w).
Then the set of all continuity points A of λ(·) is a dense Gδ set in C0(W,GL(2,R)).
Proof. The result comes from the upper semi-continuity of λ(A) and [8, Theorem 5] and the
completeness of the metric space (C0(W,GL(2,R)),dist(·,·)). 
The following is a generalization of [46, Proposition 2].
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measure on W . If A ∈ C0(W,GL(2,R)) is uniform and nonuniformly hyperbolic, then A is
uniformly hyperbolic on the support of ν based on (W, θ).
Proof. The statement comes immediately from [23, Theorems 3 and 4], Lemmas 3.1 and 6.9. 
Now, the following theorem is equivalent to the second part of Theorem 4.
Theorem 6.12. Let (W, θ) be equicontinuous and uniquely ergodic with ν being the unique θ -
invariant probability measure on W . Then the set of GL(2,R)-valued cocycles based on (W, θ),
which are either uniformly hyperbolic or uniformly expanding or uniformly contracting on the
support of ν, is open and dense in the space C0(W,GL(2,R)).
Proof. By virtue of [23, Theorem 5] and Lemma 6.10, there is a dense Gδ-set of uniform
GL(2,R)-cocycles in C0(W,GL(2,R)).
Given any A :W → GL(2,R). If A is uniform based on (W, θ), then for any δ ∈ R, eδA
is also uniform. Thus, we can assert from Lemma 6.10 and [23, Theorem 5] that there is a
dense subset of C0(W,GL(2,R)) consisting of uniform cocycle A having no any zero Lyapunov
exponents and furthermore we obtain from Lemma 6.11 that there is a dense set consisting of
uniformly hyperbolic or uniformly expanding or uniformly contracting GL(2,R)-cocycles based
on (W, θ). 
We thus proved Theorem 4.
Remark 6.13. If θ is only an endomorphism with a uniquely ergodic probability measure ν, then
from Theorem 6.7 and Lemma 6.6 it easily follows that the results of Theorem 4 still hold.
6.5. A generalization of a theorem of P. Walters
Let T :W → W be a uniquely ergodic homeomorphism of a compact metrizable space W
with T -invariant probability measure m. If B :W → GL(n,R) is continuous and positive, then
P. Walters [44] proved that
1
k
log
∥∥B(T k−1w) ◦ · · · ◦B(w)∥∥→ λ(B) as k → +∞
uniformly for w ∈ W . From Lemmas 6.2 and 6.5, we easily obtain the following slight general-
ization by different approaches.
Theorem 6.14. Let θ :W → W be an endomorphism of W with ν being the unique θ -invariant
probability measure on W . If B :W → gl(n,R) is continuous and positive, then
1
k
log
∥∥B(θk−1w) ◦ · · · ◦B(w)∥∥→ λmax(B) as k → +∞
uniformly for all w ∈ W .
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omorphism of W which is uniquely ergodic. Let ξB(w) and r(w, ξB(w)) are the random vector
and function defined as in Lemma 6.2.
Because of the uniform positivity of B(w) and ξB(w), there is some constant c > 0 such that∥∥B(θk−1w) ◦ · · · ◦B(w)∥∥ c∥∥B(θk−1w) ◦ · · · ◦B(w) · ξB(w)∥∥
 c
∥∥B(θk−1w) ◦ · · · ◦B(w)∥∥
for any w ∈ W and k ∈ N. Thus, (6.1b) follows the required uniformity. 
7. SL(2,R)-valued cocycles
This section is devoted to prove the C0-dense hyperbolicity theorem of SL(2,R)-valued co-
cycles based on a minimal subshift satisfying the Boshernitzan condition.
7.1. Boshernitzan condition
We recall some further notions. From now on, let
σ :Σk → Σk; σ(w)t = wt+1
denote the shift of the standard bi-sided symbolic space
Σk =
{
w = (· · ·w−1w0w1 · · ·) | wt ∈A , t ∈ Z
}
,
where A = {0,1, . . . , k−1} and k  1. If W is a σ -invariant closed subset of Σk , we call (W,σ)
a subshift over A . A function F on W is called locally constant if there exists 	 ∈ N with
F(w) = F(w′) whenever (w−	 · · ·w	) =
(
w′−	 · · ·w′	
)
.
Write
W (W) = {(wt · · ·wt+n−1) | t ∈ Z, n ∈ N,w ∈ W},
called the set of words associated to W . Let
[wˆt · · · wˆt+n−1] =
{
(· · ·w−1w0w1 · · ·) ∈ W | wt = wˆt , . . . ,wt+n−1 = wˆt+n−1
}
for any given word wˆ = (wˆt · · · wˆt+n−1) ∈W (W), called a block associated to wˆ.
We easily obtain the following lemma.
Lemma 7.1. Let (W,σ) be a subshift over A . Then the set of all locally constant cocycles
A :W → SL(2,R) is dense in the space C0(W,SL(2,R)).
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some locally constant SL(2,R)-cocycle A with dist(A,B) < ε. Indeed, by the compactness of
W and the continuity of B , there exists some 	 ∈ N such that∣∣Bij (w)−Bij (w′)∣∣+ ∣∣B−1ij (w)−B−1ij (w′)∣∣< ε4	2 ∀w,w′ ∈ [w−	 · · ·w0 · · ·w	]
for any word (w−	 · · ·w0 · · ·w	) ∈W (W). Now, we assign to any block [w−	 · · ·w	] a represen-
tative, say ρ ∈ [w−	 · · ·w	]. Put
A(w) = B(ρ) ∀w ∈ [w−	 · · ·w	].
It is easy to see that such A is locally constant such that the requirement.
Thus, the lemma is proved. 
For wˆ = (w1 · · ·w|wˆ|) ∈W (W), we write
Zwˆ =
{
w ∈ W | (w1 · · ·w|wˆ|) = wˆ
}= [w1 · · ·w|wˆ|]
where |wˆ| means the length of the word wˆ. Finally, if ν is a σ -invariant Borel probability measure
on W and n ∈ N, we set
ην(n) = min
{
ν(Zwˆ) | wˆ ∈W (W), |wˆ| = n
}
.
Definition 3. Let (W,σ) be a subshift over A . Then (W,σ) is said to satisfy condition (B) if
there exists an ergodic probability measure ν on W with
lim sup
n→∞
nην(n) > 0.
This quite interesting condition was introduced by Boshernitzan in [9]. See [10,42,11,21,
20] for some related materials. Specially, in [11] Boshernitzan showed that it implies unique
ergodicity for arbitrary minimal subshifts, and in [20] various equivalent characterizations of
condition (B) were given.
In this paper, condition (B) enables us to have the following important result, which we need
as a lemma in the proof of Theorem 5 below.
Lemma 7.2. (See [20, Theorem 1].) Let (W,σ) be a minimal subshift that satisfies condition (B).
If A :W → SL(2,R) is locally constant, then A is uniform over (W,σ); that is to say,
lim
t→∞
1
t
log
∥∥A(t,w)∥∥= λ(A)
holds for every w ∈ W and uniformly on W .
Note that the above result of Damanik and Lenz together with Lemma 7.1 implies the alter-
native: the cocycle A, which is either uniformly hyperbolic or uniform subexponential growth,
forms a dense subset in C0(W,SL(2,R)) in the setting of Lemma 7.2. In fact, it forms a residual
subset from a recent paper of Avila and Bochi [4]. However, Damanik and Lenz’s result still
keeps interesting because of it clearly telling us an explicit cocycle (locally constant) which lies
in the desired residual set. It is what we are expecting.
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Let ν ∈Merg(W,σ) and given any 	 ∈ N, let
Z	 = [w	 · · ·w0 · · ·w	] (7.1a)
be the block associated to a word wˆ = (w	 · · ·w0 · · ·w	) ∈W (W) of length 2	+ 1 with
0 < ν(Z	) 	−1. (7.1b)
Define
r :Z	 → N; w → r(w) = min
{
t ∈ N ∣∣ σ tw ∈ Z	}.
Note here that Z	 is open–closed in W and (W,σ) is minimal, we see that r(w) is well defined
for all w ∈ Z	 and locally constant. Thus, we have the homeomorphism
σz	 :Z	 → Z	; w → σ r(w)w,
which preserves ergodically νz	 := ν/ν(Z	) and (Z	, νz	 , σz	 ) is called the induced system from
(W,ν,σ ).
For any A :W → SL(2,R), we define the derived cocycle
AZ	 :Z	 → SL(2,R)
in the way
AZ	(w) = A
(
r(w),w
) (= A(σ r(w)−1w) ◦ · · · ◦A(w)).
It is easy to see that AZ	 ∈ C0(Z	,SL(2,R)) if A ∈ C0(W,SL(2,R)), and moreover if A is
locally constant then so is AZ	 .
Letting
λ(A) = lim
t→∞
1
t
∫
W
log
∥∥A(t,w)∥∥dν (based on (W,σ)) (7.2a)
and
λ(AZ	) = limt→∞
1
t
∫
Z	
log
∥∥AZ	(t,w)∥∥dνz	 (based on (Z	, σz	 )) (7.2b)
we have from [45, Lemma 2.2]
λ(AZ	) = λ(A)/ν(Z	). (7.3)
Write
SO(2,R) =
{
R(φ) =
[
cosφ sinφ
− sinφ cosφ
] ∣∣∣ φ ∈ R/(2πZ)}.
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λ
(
A ◦R(φχz	 )
)= ν(Z	)λ(AZ	 ◦R(φ)) ∀φ ∈ R/(2πZ) (7.4)
where χz	 :W → {0,1} is the characteristic function of Z	 on W .
We will need the following simple lemma.
Lemma 7.3. Let A :W → SL(2,R) be continuous and ε > 0. Then, there exists a locally constant
B :W → SL(2,R) such that
dist(A,B) < ε and BZ	(w) /∈ SO(2,R) for w ∈ Z	.
Proof. By virtue of Lemma 7.1, the statement follows easily from the topological structure of
Σk and the local constantness of r(w). 
7.3. Proof of Theorem 5
In what follows, we assume that (W,σ) is a minimal subshift over A and satisfies condi-
tion (B) with ν being the unique σ -invariant Borel probability measure on W . Note that if ν is
atomic then Theorem 5 trivially holds. We thus assume from now on that ν is nonatomic. For
any 	 ∈ N, let Z	 be defined as (7.1) in Section 7.2.
By Lemmas 7.2 and 7.3 and Knill’s perturbation approaches in [26,18], we can obtain the
following, which is equivalent to Theorem 5.
Theorem 7.4. Let A :W → SL(2,R) be continuous and ε > 0. Then, there exists some
B ∈ C0(W,SL(2,R)) which is nonuniformly hyperbolic on W based on (W,σ) such that
dist(A,B) < ε.
Proof. According to Lemma 7.3, there is no loss of generality in assuming that A is locally
constant such that
AZ	(w) /∈ SO(2,R) ∀w ∈ Z	 and ‖A‖ +
∥∥A−1∥∥ c (7.5)
for any given 	 ∈ N, where c > 0 is a constant.
Then, it follows at once from a lemma of Herman [25] (see [26, Proposition 2.4]) and the
Furstenberg–Kesten ergodic theorem [24] that there is some β ∈ R/(2πZ) such that
lim
t→∞
1
t
log
∥∥(AZ	 ◦R(β))(t,w)∥∥= λ(AZ	 ◦R(β))> 0 over (Z	, νz	 , σz	 ) (7.6)
holds for νz	 -a.e. w ∈ Z	. Then from (7.4) we have
λ
(
A ◦R(βχz	 )
)= ν(Z	)λ(AZ	 ◦R(β))> 0 (7.7)
and further from Lemma 7.2
lim
1
log
∥∥(A ◦R(βχz	 ))(t,w)∥∥= λ(A ◦R(βχz	 ))> 0 over (W,ν,σ ) (7.8)t→∞ t
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D = A ◦R(βχz	 ) :w → A(w) ◦R
(
βχz	 (w)
)
. (7.9)
Therefore, D :W → SL(2,R) is uniform and is uniformly hyperbolic based on (W,σ) from
Lemma 6.11, and there corresponds a continuous, nontrivial, and D-invariant direct decomposi-
tion of R2 into one-dimensional subspaces
W  w → Eu(w)⊕ Es(w),
where Eu corresponds the positive exponent λ(D) direction. Let e1 = (1,0)T ∈ R2 and let
(w) = (e1,Eu(w)) ∈ [0,π) be the angle between e1 and Eu(w) for any w ∈ W . Then the
function  :W → [0,π) is continuous. Put
Pμ = R−1( ◦ σ) ◦
[
μ 0
0 μ−1
]
◦R( ◦ σ) ∀μ> 1 (7.10)
and
B˜μ = Pμ ◦D. (7.11)
It is evident that the cocycle B˜μ belongs to C0(W,SL(2,R)) which has the same continuous
B˜μ-invariant direction Eu(w) as D. By a standard argument we see that
λ(B˜μ) = lim
t→∞
1
t
log
∥∥B˜μ(t,w)∥∥ a.e. w ∈ W
= logμ+ λ(D)
 logμ> 0. (7.12)
Thus, B˜μ is nonuniformly hyperbolic for any μ> 1.
From [26, Corollary 2.5] and (7.4) it follows that
Leb
({
β ∈ R/(2πZ) | λ(B˜μ ◦R(βχz	 ))= 0}) ν(Z	)
λ(B˜μ)
<
1
	 logμ
(7.13)
where Leb(·) means the Lebesgue measure and where λ(B˜μ) is defined in the manner as in
(7.2a). This means that if 	 is big enough there exists some βμ ∈ R/(2πZ) such that
0 βμ <
2
	 logμ
and λ
(
B˜μ ◦R
(
(βμ − β)χz	
))
> 0. (7.14)
Put
Bμ(	) = B˜μ ◦R
(
(βμ − β)χz	
)
for μ> 1 and for big 	. (7.15)
Clearly, Bμ(	) lies in C0(W,SL(2,R)) for any μ > 1, and it is nonuniformly hyperbolic based
on (W,σ) from (7.14). Since
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(
μ−μ−1), (7.16a)
‖Pμ‖ +
∥∥P−1μ ∥∥ 2(μ+μ−1) (7.16b)
and
dist
(
Id,R(βμ)
)
 4βμ if 	 is big sufficiently, (7.16c)
we obtain that
dist(Pμ ◦A,A) 12c
(
μ−μ−1) by (7.16a) (7.17)
and
dist
(
Bμ(	),Pμ ◦A
)= dist(Pμ ◦A ◦R(βμχz	 ),Pμ ◦A)
 ‖Pμ ◦A‖ ·
∥∥(R(βμχz	 )− Id)∥∥
+ ∥∥A−1 ◦ P−1μ ∥∥ · ∥∥(R(−βμχz	)− Id)∥∥
 32c
(
μ+μ−1)βμ by (7.16b) and (7.16c)
<
64c(μ+μ−1)
	 logμ
by (7.14). (7.18)
Thus, for μ> 1 and for big 	 we have from (7.17) and (7.18)
dist(Bμ(	),A) dist
(
Bμ(	),Pμ ◦A
)+ dist(Pμ ◦A,A)
<
64c(μ+μ−1)
	 logμ
+ 12c(μ−μ−1). (7.19)
In order to prove Theorem 7.4, it is sufficient to take constants μ> 1 and 	 ∈ N in the follow-
ing way:
12c
(
μ−μ−1)< ε/3 and 64c(μ+μ−1)
	 logμ
< ε/3.
Now, B = Bμ(	) satisfies the requirements.
Thus, the proof is completed. 
Acknowledgments
The author would like to thank professors Y.-L. Cao, H.-Y. Hu and J.-G. You for many helpful
conversations.
Appendix A. A gluing lemma for a pair of maps
In the perturbation theory of dynamical systems, one is frequently confronted with the fol-
lowing context: Suppose that f :W → X is a ‘regular’ function from a locally compact metric
space W into a Banach space (X, | · |) and g :W1 → X a ‘regular’ function from a compact
X. Dai / J. Differential Equations 242 (2007) 121–170 163subset W1 of W into X. If g is a small perturbation of the restriction f |W1 :W1 → X, i.e.,
supw∈W1 |f (w)−g(w)| is small sufficiently, then, how to glue g with f to obtain a new ‘regular’
function f˜ :W → X such that
• f˜ = g on W1 and
• f˜ is also a small perturbation of f .
When there ‘regular’ means ‘measurable’, the function f˜ by simple gluing as follows
f˜ =
{
f on W −W1,
g on W1,
is measurable satisfying the desired requirements. However, if ‘regular’ means ‘Cr -continuous,’
the problem becomes interesting.
In this appendix, by using the Urysohn lemma and the Tietze extension theorem, we obtain
the following gluing lemma.
Theorem A.1. Let W be a locally compact metric space and W1 a compact subset of W , and
let ε > 0 be arbitrarily given. Assume that C is a closed convex subset of Rn,1  n < ∞.
If f :W → C is a continuous function and g :W1 → C is an ε/2-small perturbation of
f |W1 :W1 → C, then there is a continuous function f˜ :W → C which is an ε-small perturba-
tion of f , i.e., supx∈W |f (x)− f˜ (x)| < ε, such that f˜ = g on W1.
This result is useful in the theory of Lyapunov exponents, specially for linear skew-product
systems. Some density results about continuous-time cocycles with nonzero exponents, in the
classes of cocycles which are “extremely thin,” are often stated under the condition of metric
transitivity for the based flow, e.g., [33,36,22]. We indicate that this restrictive hypothesis is not
necessary, using Theorem A.1.
Throughout this section, let C0(W,gl(n,R)) be the set of all continuous functions A :W →
gl(n,R) endowed with the C0-uniform l1-norm
|A| = sup
w∈W
{∑
i,j
∣∣Aij (w)∣∣} ∀A ∈ C0(W,gl(n,R)).
Let μ be a Borel probability measure of the Borel measurable space (W,B) and let θ :R ×
W → W be any given C0-flow which is measure-preserving for μ; that is to say, θ(0, ·) = IdW ,
θ(t + s, ·) = θ(t, θ(s, ·)) ∀t, s ∈ R, θ(t,w), simply written as t·w, is jointly continuous in t and
w and θ(t, ·) is measure-preserving for μ. Then, for any A ∈ C0(W,gl(n,R)), based on (W, θ)
there corresponds a random differential system:
dx
dt
= A(t·w)x
(
(t, x) ∈ R × Rn; w ∈ W ).
If we let ΘA(t,w) :Rn → Rn denote the standard fundamental solution matrix of the differential
system above, then
(θ,ΘA) :R ×W × Rn → W × Rn
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(t,w,x) → (t·w,ΘA(t,w) · x),
is the induced smooth linear skew-product flow (or cocycle with continuous time) by the ran-
dom matrix A based on (W, θ). Conversely, for any given smooth linear skew-product flow
(θ,Θ) :R ×W × Rn → W × Rn based on (W, θ), by the way
A :w → dΘ(t,w)
dt
∣∣∣∣
t=0
we obtain a continuous matrix-valued function A :W → gl(n,R). Based on θ , the correspon-
dence is one-to-one, so we sometimes identify A with Θ and vice versa.
Assume that μ is ergodic, not necessarily supp(μ) = W . Then, from the Oseledets multiplica-
tive ergodic theorem [37], we have the Lyapunov spectrum
ΣLya(A,μ) =
{
(λk, nk) | k = 1, . . . , δ(A,μ)
}
.
If λk 
= 0 for 1  k  δ(A,μ), we call ΣLya(A,μ) nonuniformly hyperbolic, and if nk = 1 for
1 k  δ(A,μ), we call ΣLya(A,μ) simple. As before, we simply write
λmax(A,μ) = max{λ1, . . . , λδ}.
We first give two applications before proving Theorem A.1 above.
A.1. Application 1
In [2], Arnold and Cong proved that the GL(n,R)-valued cocycles with simple spectrum form
a dense subset in L∞(W,GL(n,R)) based on an ergodic compact discrete system θ : (W,ν) →
(W,ν) by using the Jordan normal form of a linear cocycle developed by themselves [1]. More-
over, the genericity was also proved by Cong [14] in the L∞-topology.
As the first application of Theorem A.1, we obtain the following density theorem in the
continuous-time case and in the sense of C0-topology, which is a slight extension of Million-
scikov’s result (Lemma A.3 below).
Proposition A.2. Let (θt )t∈R : (W,μ) → (W,μ) be an ergodic continuous flow of a compact
metric space W . If Per(θ), the totality of all fixed points and periodic points of (W, θ), has μ-
measure zero, then the set of A’s, which have the simple and nonuniformly hyperbolic spectrum,
is dense in C0(W,gl(n,R)) under the topology of C0-uniform norm, based on (W,μ, θ).
Proof. The statement is just a simple combination of Theorem A.1 and the following important
result due to Millionscikov.
Lemma A.3. (See Millionscikov [33].) Let θ :R × W → W be a continuous flow of a compact
metric space W , which preserves an ergodic Borel probability measure ν. Under conditions
supp(ν) = W and ν(Per(θ)) = 0, the simple spectrum is dense in C0(W,gl(n,R)) in the sense
of C0-uniform norm topology.
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{(λk, nk) | k = 1, . . . , δ(A,μ)}. For any  ∈ R, let In :W → gl(n,R) be given by w → In,
where In is the (n× n)-unit matrix. We can easily get that
ΣLya(A+ In,μ) =
{
(λk + ,nk) | k = 1, . . . , δ(A,μ)
}
.
Therefore, we need only to prove the density of simple spectrum.
Let A ∈ C0(W,gl(n,R)) and ε > 0 be arbitrarily given. As the support of μ, supp(μ), is com-
pact and θ -invariant, based on the subsystem (supp(μ),μ, θ|supp(μ)), it follows from Lemma A.3
that there is some B ∈ C0(supp(μ),gl(n,R)) such that
• |A(w)−B(w)| < ε/2 ∀w ∈ supp(μ);
• B has the simple spectrum.
We then by Theorem A.1 obtain some A˜ ∈ C0(W,gl(n,R)) such that
• |A(w)− A˜(w)| < ε ∀w ∈ W ;
• A˜ = B on supp(μ).
Since ΣLya(A˜,μ) = ΣLya(B,μ), A˜ has the simple spectrum based on (W,μ, θ).
From the arbitrariness of ε we get the desired density. 
A.2. Application 2
Let
sl(2,R) =
{[
α β
γ −α
] ∣∣∣ α,β, γ ∈ R}.
For any H ∈ C0(W, sl(2,R)) ⊂ C0(W,gl(2,R))
dx
dt
= H(t·w)x, (t, x) ∈ R × R2,w ∈ W,
is a random linear Hamiltonian differential equation. For any given closed convex subset I of R
and for any α ∈ R, put
slI,α(2,R) =
{[
0 1
r 0
] ∣∣∣ r ∈ I − α},
slI (2,R) =
{[
0 1 + r
1 − r 0
] ∣∣∣ r ∈ I}.
Then, for any S ∈ C0(W, slI,α(2,R))
dx = S(t·w)x, (t, x) ∈ R × R2, w ∈ W,
dt
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C0(W, slI (2,R))
dx
dt
= V (t·w)x, (t, x) ∈ R × R2,w ∈ W,
is a random Vinograd equation based on (W, θ) [43].
The following slight extension of Nerurkar’s theorem ([36, Theorem 1.8]) is another applica-
tion of Theorem A.1.
Proposition A.4. Let (W, θ,μ) be a measure-preserving C0-flow over a compact metric
space W . Let S be a subset of sl(2,R). Assume that
(a) μ is an ergodic probability measure, not necessarily supp(μ) = W , and μ is not supported
on a single orbit,
(b) S is closed and convex in sl(2,R),
(c) S has the strong accessibility property.
Let
Cμpos(W,S) =
{
A ∈ C0(W,S) ∣∣ λmax(A,μ) > 0}.
Then, Cμpos(W,S) is a dense subset of C0(W,S) under the topology of C0-uniform norm.
In particular, we obtain the following
Corollary A.5. Let (W,μ, θ) be an ergodic flow of a compact metric space W and I be a closed,
convex, and nonsingleton subset of R, and let α ∈ R. If μ is not supported on a single orbit, then,
based on (W,μ, θ), we have the following three statements:
(1) The nonuniform hyperbolicity is dense in C0(W, sl(2,R)) under the topology of C0-uniform
norm [27].
(2) The nonuniform hyperbolicity is dense in C0(W, slI,α(2,R)) under the topology of C0-
uniform norm.
(3) The nonuniform hyperbolicity is dense in C0(W, slI (2,R)) under the topology of C0-uniform
norm.
We first recall the Nerurkar theorem. As usual, sl(2,R) is a Lie algebra of SL(2,R). Let S be
a set of sl(2,R). Let L(S) be the Lie subalgebra of sl(2,R) generated by S, and let L0(S) denote
the ideal of L(S) generated by the difference S −S = {x − y | x ∈ S,y ∈ S}. S is said to have the
strong accessibility provided that L0(S) = sl(2,R). Clearly, slI,α(2,R) and slI (2,R) both have
the strong accessibility property; see [36, Examples 1 and 2]. This shows Corollary A.5 from
Proposition A.4.
The following important result is due to M. Nerurkar.
Lemma A.6. (See [36, Theorem 1.8].) Let (W, θ,μ) be a measure-preserving C0-flow over a
compact metric space W . Let S be a subset of sl(2,R). Assume that
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single orbit,
(b) S is closed and convex in sl(2,R),
(c) S has the strong accessibility property.
Let
Cμpos(W,S) =
{
A ∈ C0(W,S) ∣∣ λmax(A,μ) > 0}.
Then, Cμpos(W,S) is a dense subset of C0(W,S) under the topology of C0-uniform norm.
We are now in a position to prove Proposition A.4.
Proof of Proposition A.4. In order to prove Proposition A.4, we need only to show that for any
H ∈ C0(W,S) and for any ε > 0, there is some H˜ ∈ C0(W,S) such that
• |H − H˜ | < ε and
• λmax(H˜ ,μ) > 0.
Since the restriction of H on supp(μ),
H| supp(μ) : supp(μ) → S,
is in C0(supp(μ),S), by Lemma A.6 we can find some B ∈ C0(supp(μ),S) such that
∣∣H| supp(μ) −B∣∣< ε/2 on supp(μ) and λmax(B,μ) > 0
based on the subsystem (supp(μ), θ,μ). Then, from Theorem A.1 we obtain that there is a con-
tinuous function
H˜ :W → S
such that
H˜ (w) = B(w) for w ∈ supp(μ)
and
|H − H˜ | < ε on W.
It is obvious that λmax(H˜ ,μ) = λmax(B,μ) > 0.
The proof of Proposition A.4 is thus complete. 
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In order to prove Theorem A.1, we will need a lemma.
Lemma A.7. Let C be a closed convex subset of a Hilbert space H . Then, C is a retract of H ;
that is to say, there is a continuous retraction r :H → C such that r(c) = c for all c ∈ C.
Proof. For any x ∈H there is a unique c(x) in C such that
∣∣x − c(x)∣∣= inf
c∈C
|x − c|.
Let r :H  x → c(x) ∈ C. It is obvious that r is a retraction of H onto C. 
Proof of Theorem A.1. Let f :W → C and g :W1 → C and ε all be given as in Theorem A.1.
It follows from Lemma A.7 that C is a retract of Rn. Since W is a metric space, it is normal and
thus the triple (W,W1;C) has the universal extension property and then there is a continuous
function g˜ :W → C which is an extension of g :W1 → C from the Tietze extension theorem [34,
Theorem 35.1 or Exercises §35.5].
Since f, g˜ :W → C both are continuous and W1 is compact, there is some δ > 0 such that for
any w ∈ W1 we have
∣∣f (w)− f (w′)∣∣< ε
4
if dist(w,w′) < δ,∣∣g(w)− g˜(w′)∣∣< ε
4
if dist(w,w′) < δ.
Let Bδ(W1) = {w ∈ W | dist(W1,w) < δ}. Then, by the Urysohn lemma [34, Theorem 33.1],
there is a continuous function
η :W → [0,1]
such that η ≡ 1 on W1 and η ≡ 0 in W1 −Bδ(W1).
We now define
f˜ :W → C
in the way
f˜ (w) = [1 − η(w)]f (w)+ η(w)g˜(w) ∀w ∈ W.
It is easily seen that f˜ = g on W1 and f˜ = f on W −Bδ(W1). We next need only to show∣∣f˜ (w)− f (w)∣∣< ε for any w ∈ Bδ(W1)−W1.
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Thus ∣∣f˜ (w)− f (w)∣∣= ∣∣− η(w)f (w)+ η(w)g˜(w)∣∣

∣∣− f (w)+ f (xw)− f (xw)+ g˜(w)− g(xw)+ g(xw)∣∣
< ε,
as desired.
The proof of Theorem A.1 is thus completed. 
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