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1. Introduction
Consider the second-order linear differential equation
x′′(t) + q(t)x(t) = 0, a t  b, (1.1)
where q(t) is a real-valued function and q ∈ L1[a,b]. The classical Lyapunov inequality is
(b − a)
b∫
a
q+(t)dt > 4, (1.2)
if Eq. (1.1) has a nontrivial solution x(t) which satisﬁes conditions:
x(a) = 0 = x(b) (1.3)
and
x(t) > 0, a < t < b, (1.4)
where and in the sequel, q+(t) = max{q(t),0}, and the constant 4 in the right of (1.2) cannot be replaced by a larger number,
see [1].
Since this result has found applications in the study of various properties of solutions such as oscillation theory, discon-
jugacy and eigenvalue problems of second-order linear differential equations, there are several proofs and generalizations,
see Cheng [2], Eliason [3], Hartman [4], Hochstadt [5], Kwong [6], Nehari [7,8], Reid [9,10] and Singh [11]. In fact they have
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in the survey paper [12] by Cheng and the references quoted therein.
In [4], Hartman has obtained the following more general inequality than (1.2)
b∫
a
q+(t)(t − a)(b − t)dt > b − a. (1.5)
Fink and Mary [13] considered the following more general second-order linear differential equation
x′′(t) + p¯(t)x′(t) + q¯(t)x(t) = 0, (1.6)
and proved
(b − a)
b∫
a
q¯+(t)dt > 4exp
(
−1
2
b∫
a
∣∣p¯(s)∣∣ds
)
, (1.7)
if Eq. (1.6) has a nontrivial solution x(t) which satisﬁes conditions (1.3) and (1.4), where p¯, q¯ ∈ L1[a,b].
Yang [14] extended the classical Lyapunov inequality (1.2) to the following second-order half-linear differential equation(
r(t)
∣∣x′(t)∣∣γ−2x′(t))′ + q(t)∣∣x(t)∣∣γ−2x(t) = 0, (1.8)
and obtained the following inequality
b∫
a
q+(t)dt
( b∫
a
[
r(t)
]−1/(γ−1)
dt
)γ−1
> 2γ , (1.9)
if Eq. (1.8) has a nontrivial solution x(t) which satisﬁes conditions (1.3) and (1.4), where γ > 1, r,q ∈ L1[a,b] and r(t) > 0
for t ∈ [a,b].
Recently Lee et al. [15] obtained the following result:
If the equation(∣∣x′(t)∣∣γ−2x′(t))′ + p¯(t)∣∣x′(t)∣∣γ−2x′(t) + q¯(t)∣∣x(t)∣∣γ−2x(t) = 0 (1.10)
has a nontrivial solution x(t) which satisﬁes conditions (1.3) and (1.4), where p¯, q¯ ∈ L1[a,b], then
(b − a)γ−1
b∫
a
q¯+(t)dt >
{
2γ exp(− ∫ ba |p¯(s)|ds), 1 < γ < 2;
4exp(− ∫ ba |p¯(s)|ds), γ  2. (1.11)
In [16], Tiryaki et al. further improved the above inequality to
(b − a)γ−1
b∫
a
q¯+(t)dt > 2γ exp
(
−
b∫
a
∣∣p¯(s)∣∣ds
)
. (1.12)
However, when γ = 2, both inequalities (1.11) and (1.12) reduce to
(b − a)
b∫
a
q¯+(t)dt > 4exp
(
−
b∫
a
∣∣p¯(s)∣∣ds
)
, (1.13)
which is a stronger condition than (1.7). Thus, both (1.11) and (1.12) are not the generalization of (1.7) to Eq. (1.10).
Motivated by Yang [14], Lee et al. [15], Tiryaki et al. [16] and Pachpatte [17], the purpose of this note is to generalize the
Lyapunov inequality (1.5) for the second-order linear differential equation (1.1) to the half-linear differential equation (1.8).
As a simple corollary of our main results, we obtain two new Lyapunov inequalities different from (1.9)
b∫
a
q+(t)dt
b∫
a
q+(t)
( t∫
a
[
r(τ )
]−1/(γ−1)
dτ
b∫
t
[
r(τ )
]−1/(γ−1)
dτ
)γ−1
dt > 4 (1.14)
and
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a
q+(t)
( t∫
a
[
r(τ )
]−1/(γ−1)
dτ
b∫
t
[
r(τ )
]−1/(γ−1)
dτ
)γ−1
dt
>
{
(
∫ b
a [r(τ )]−1/(γ−1) dτ )γ−1, 1 < γ < 2;
22−γ (
∫ b
a [r(τ )]−1/(γ−1) dτ )γ−1, γ  2.
(1.15)
Since
t∫
a
[
r(τ )
]−1/(γ−1)
dτ
b∫
t
[
r(τ )
]−1/(γ−1)
dτ  1
4
( b∫
a
[
r(τ )
]−1/(γ−1)
dτ
)2
,
it is easy to see that (1.14) yields (1.9). Moreover, (1.15) also reproduces inequality (1.5) if γ = 2 and r(t) ≡ 1.
On the other hand, applying our results to Eq. (1.10), we obtain the following inequality
b∫
a
q+(t)dt
b∫
a
q+(t)
[
(t − a)(b − t)]γ−1 dt > 4exp
(
−
b∫
a
∣∣p¯(s)∣∣ds
)
. (1.16)
It follows that
(b − a)γ−1
b∫
a
q+(t)dt > 2γ exp
(
−1
2
b∫
a
∣∣p¯(s)∣∣ds
)
, (1.17)
which is clearly better than (1.12), and reproduces inequality (1.7) if γ = 2. Thus, our theorems obtained in this paper
generalize and extend the related results in [4,13–17]. In fact, they almost generalize and extend all related results in [1–7,
9–18].
The paper is organized as follows. In Section 2, we derive Lyapunov inequalities for Eq. (1.8). The Lyapunov inequalities
for Eq. (1.10) are stated and proved in Section 3.
2. Lyapunov inequalities for (1.8)
In this section we establish some new Lyapunov type inequalities for the second-order half-linear differential equa-
tion (1.8).
Let
u(t) = r(t)∣∣x′(t)∣∣γ−2x′(t). (2.1)
Then (1.8) is equivalent to
x′(t) = p(t)∣∣u(t)∣∣γ ′−2u(t), u′(t) = −q(t)∣∣x(t)∣∣γ−2x(t), (2.2)
where p(t) = [r(t)]−1/(γ−1) , γ ′ = γ /(γ − 1) (or 1/γ + 1/γ ′ = 1).
Now we are in a position to prove an elementary theorem. The other theorems in this paper are actually its corollaries.
Theorem 2.1. If x(t) is a nontrivial solution of (1.8) which satisﬁes conditions (1.3) and (1.4), then there exists c ∈ (a,b) such that
1 <
c∫
a
q+(t)
( t∫
a
[
r(τ )
]−1/(γ−1)
dτ
)γ−1
dt =
b∫
c
q+(t)
( b∫
t
[
r(τ )
]−1/(γ−1)
dτ
)γ−1
dt. (2.3)
Proof. Multiplying the ﬁrst equation of (2.2) by u(t) and the second one by x(t), and then adding the results, we obtain
(
x(t)u(t)
)′ = p(t)∣∣u(t)∣∣γ ′ − q(t)∣∣x(t)∣∣γ .
Integrating the above equation from a to b and taking into account that x(a) = x(b) = 0 yields
b∫
p(t)
∣∣u(t)∣∣γ ′ dt =
b∫
q(t)
∣∣x(t)∣∣γ dt. (2.4)
a a
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x(t) =
t∫
a
p(τ )
∣∣u(τ )∣∣γ ′−2u(τ )dτ = −
b∫
t
p(τ )
∣∣u(τ )∣∣γ ′−2u(τ )dτ , a < t < b.
It follows from the Cauchy–Schwarz inequality that
∣∣x(t)∣∣
( t∫
a
p(τ )dτ
)1/γ ′( t∫
a
p(τ )
∣∣u(τ )∣∣γ ′ dτ
)1/γ
, a < t < b (2.5)
and
∣∣x(t)∣∣
( b∫
t
p(τ )dτ
)1/γ ′( b∫
t
p(τ )
∣∣u(τ )∣∣γ ′ dτ
)1/γ
, a < t < b. (2.6)
In inequalities (2.5) and (2.6), “” can be replaced by “<” for these t ∈ (a,b) where |u(τ )| ≡ 1 for τ ∈ [a, t] and for τ ∈ [t,b],
respectively. Choose c ∈ (a,b) such that
c∫
a
q+(t)
( t∫
a
p(τ )dτ
)γ−1
dt =
b∫
c
q+(t)
( b∫
t
p(τ )dτ
)γ−1
dt. (2.7)
It follows from (1.4), (2.2) and (2.4) that
b∫
a
q+(t)dt > 0,
which, together with (2.7), implies that
c∫
a
q+(t)dt > 0,
b∫
c
q+(t)dt > 0. (2.8)
It follows from (2.2), (2.5), (2.8) and the Hölder inequality that
c∫
a
q+(t)
∣∣x(t)∣∣γ dt <
c∫
a
q+(t)
( t∫
a
p(τ )dτ
)γ−1( t∫
a
p(τ )
∣∣u(τ )∣∣γ ′ dτ
)
dt

[ c∫
a
q+(t)
( t∫
a
p(τ )dτ
)γ−1
dt
] c∫
a
p(t)
∣∣u(t)∣∣γ ′ dt. (2.9)
Similarly, it follows from (2.2), (2.6), (2.8) and the Hölder inequality that
b∫
c
q+(t)
∣∣x(t)∣∣γ dt <
b∫
c
q+(t)
( b∫
t
p(τ )dτ
)γ−1( b∫
t
p(τ )
∣∣u(τ )∣∣γ ′ dτ
)
dt

[ b∫
c
q+(t)
( b∫
t
p(τ )dτ
)γ−1
dt
] b∫
c
p(t)
∣∣u(t)∣∣γ ′ dt. (2.10)
Adding (2.9) and (2.10) and using (2.4) and (2.7), we have
b∫
a
q+(t)
∣∣x(t)∣∣γ dt <
[ c∫
a
q+(t)
( t∫
a
p(τ )dτ
)γ−1
dt
] c∫
a
p(t)
∣∣u(t)∣∣γ ′ dt
+
[ b∫
q+(t)
( b∫
p(τ )dτ
)γ−1
dt
] b∫
p(t)
∣∣u(t)∣∣γ ′ dt
c t c
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a
q+(t)
( t∫
a
p(τ )dτ
)γ−1
dt
] b∫
a
p(t)
∣∣u(t)∣∣γ ′ dt
=
[ c∫
a
q+(t)
( t∫
a
p(τ )dτ
)γ−1
dt
] b∫
a
q(t)
∣∣x(t)∣∣γ dt

[ c∫
a
q+(t)
( t∫
a
p(τ )dτ
)γ−1
dt
] b∫
a
q+(t)
∣∣x(t)∣∣γ dt
=
[ b∫
c
q+(t)
( b∫
t
p(τ )dτ
)γ−1
dt
] b∫
a
q+(t)
∣∣x(t)∣∣γ dt.
Since
b∫
a
q+(t)
∣∣x(t)∣∣γ dt > 0,
it follows that
1 <
c∫
a
q+(t)
( t∫
a
p(τ )dτ
)γ−1
dt =
b∫
c
q+(t)
( b∫
t
p(τ )dτ
)γ−1
dt. (2.11)
That is
1 <
c∫
a
q+(t)
( t∫
a
[
r(τ )
]−1/(γ−1)
dτ
)γ−1
dt =
b∫
c
q+(t)
( b∫
t
[
r(τ )
]−1/(γ−1)
dτ
)γ−1
dt.
The proof is complete. 
Theorem 2.2. If x(t) is a nontrivial solution of (1.8) which satisﬁes conditions (1.3) and (1.4), then
b∫
a
q+(t)
( t∫
a
[
r(τ )
]−1/(γ−1)
dτ
b∫
t
[
r(τ )
]−1/(γ−1)
dτ
)γ−1
dt > C(γ )
( b∫
a
[
r(τ )
]−1/(γ−1)
dτ
)γ−1
, (2.12)
where
C(γ ) =
{
1, 1 < γ < 2;
22−γ , γ  2. (2.13)
Proof. Set p(t) = [r(t)]−1/(γ−1) . Then by the proof of Theorem 2.1, (2.11) holds. It follows from (2.11) that
c∫
a
q+(t)
( t∫
a
p(τ )dτ
b∫
t
p(τ )dτ
)γ−1
dt >
( b∫
c
p(τ )dτ
)γ−1
(2.14)
and
b∫
c
q+(t)
( t∫
a
p(τ )dτ
b∫
t
p(τ )dτ
)γ−1
dt >
( c∫
a
p(τ )dτ
)γ−1
. (2.15)
For α,β  0 we have
αm + βm 
{
(α + β)m, 0 <m 1;
21−m(α + β)m, m > 1. (2.16)
In (2.16), the ﬁrst inequality can be deduced by the monotonicity of the function f (t) = (1 + t)m − tm − 1, and the second
inequality is a simple corollary of Jensen’s inequality. Adding (2.14) and (2.15) and using (2.16), we have
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a
q+(t)
( t∫
a
p(τ )dτ
b∫
t
p(τ )dτ
)γ−1
dt >
( b∫
c
p(τ )dτ
)γ−1
+
( c∫
a
p(τ )dτ
)γ−1
 C(γ )
( b∫
a
p(t)dt
)γ−1
,
which implies (2.12) holds. The proof is complete. 
Theorem 2.3. If x(t) is a nontrivial solution of (1.8) which satisﬁes conditions (1.3) and (1.4), then
b∫
a
q+(t)dt
b∫
a
q+(t)
( t∫
a
[
r(τ )
]−1/(γ−1)
dτ
b∫
t
[
r(τ )
]−1/(γ−1)
dτ
)γ−1
dt > 4. (2.17)
Proof. Set p(t) = [r(t)]−1/(γ−1) . Then by the proof of Theorem 2.1, (2.11) holds. It follows from (2.11) that (2.14) and (2.15)
hold, and that
c∫
a
q+(t)dt
( c∫
a
p(t)dt
)γ−1
> 1 (2.18)
and
b∫
c
q+(t)dt
( b∫
c
p(t)dt
)γ−1
> 1. (2.19)
Adding (2.14) and (2.15) and using (2.18) and (2.19), we have
b∫
a
q+(t)
( t∫
a
p(τ )dτ
b∫
t
p(τ )dτ
)γ−1
dt >
( b∫
c
p(τ )dτ
)γ−1
+
( c∫
a
p(τ )dτ
)γ−1
>
1∫ b
c q
+(t)dt
+ 1∫ c
a q
+(t)dt
=
∫ b
a q
+(t)dt∫ b
c q
+(t)dt
∫ c
a q
+(t)dt
 4∫ b
a q
+(t)dt
,
which implies (2.17) holds. The proof is complete. 
Notice that
t∫
a
[
r(τ )
]−1/(γ−1)
dτ
b∫
t
[
r(τ )
]−1/(γ−1)
dτ  1
4
( b∫
a
[
r(τ )
]−1/(γ−1)
dτ
)2
. (2.20)
It follows from (2.12) and (2.20) that
C(γ )
( b∫
a
[
r(τ )
]−1/(γ−1)
dτ
)γ−1
<
b∫
a
q+(t)
( t∫
a
[
r(τ )
]−1/(γ−1)
dτ
b∫
t
[
r(τ )
]−1/(γ−1)
dτ
)γ−1
dt
 41−γ
b∫
q+(t)dt
( b∫ [
r(τ )
]−1/(γ−1)
dτ
)2(γ−1)
,a a
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b∫
a
q+(t)dt
( b∫
a
[
r(t)
]−1/(γ−1)
dt
)γ−1
> 4γ−1C(γ ). (2.21)
On the other hand, it follows from (2.17) and (2.20) that
4 <
b∫
a
q+(t)dt
b∫
a
q+(t)
( t∫
a
[
r(τ )
]−1/(γ−1)
dτ
b∫
t
[
r(τ )
]−1/(γ−1)
dτ
)γ−1
dt
 41−γ
( b∫
a
q+(t)dt
)2( b∫
a
[
r(τ )
]−1/(γ−1)
dτ
)2(γ−1)
,
which yields
b∫
a
q+(t)dt
( b∫
a
[
r(t)
]−1/(γ−1)
dt
)γ−1
> 2γ . (2.22)
Corollary 2.4. If x(t) is a nontrivial solution of (1.8) which satisﬁes conditions (1.3) and (1.4), then (2.22) holds.
Remark 2.5. Corollary 2.4 is the main result in Yang [14] (see [14, Theorem 2.1]). When γ  2, (2.21) reproduces inequality
(2.22), moreover, (2.12) reduces to (1.5) if γ = 2 and r(t) ≡ 1. Thus, Theorems 2.2 and 2.3 generalize and extend the main
results in Hartman [4] and in Yang [14], respectively, and so Theorem 2.1 generalizes and extends the main results both in
Hartman [4] and in Yang [14].
3. Lyapunov inequalities for (1.10)
In this section we establish some new Lyapunov type inequalities for the second-order half-linear differential equa-
tion (1.10).
Let
r(t) = exp
( t∫
a
p¯(s)ds
)
, q(t) = q¯(t)exp
( t∫
a
p¯(s)ds
)
. (3.1)
Then Eq. (1.10) reduces to Eq. (1.8). Thus, we can deduce Lyapunov inequalities for (1.10) by the results obtained in the last
section.
Theorem 3.1. If x(t) is a nontrivial solution of (1.10) which satisﬁes conditions (1.3) and (1.4), then
b∫
a
q+(t)dt
b∫
a
q+(t)
[
(t − a)(b − t)]γ−1 dt > 4exp
(
−
b∫
a
∣∣p¯(s)∣∣ds
)
. (3.2)
Proof. By Theorem 2.1, we have
1 <
c∫
a
q¯+(t)exp
( t∫
a
p¯(s)ds
)[ t∫
a
exp
((
1− γ ′)
τ∫
a
p¯(s)ds
)
dτ
]γ−1
dt
=
b∫
c
q¯+(t)exp
( t∫
a
p¯(s)ds
)( b∫
t
exp
((
1− γ ′)
τ∫
a
p¯(s)ds
)
dτ
)γ−1
dt. (3.3)
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1 <
c∫
a
q¯+(t)exp
( t∫
a
p¯(s)ds
)[ t∫
a
exp
((
1− γ ′)
τ∫
a
p¯(s)ds
)
dτ
]γ−1
dt
=
c∫
a
q¯+(t)
[ t∫
a
exp
((
γ ′ − 1)
t∫
τ
p¯(s)ds
)
dτ
]γ−1
dt

( c∫
a
q¯+(t)(t − a)γ−1 dt
)
exp
( c∫
a
∣∣p¯(s)∣∣ds
)
.
It follows that
c∫
a
q¯+(t)(t − a)γ−1 dt > exp
(
−
c∫
a
∣∣p¯(s)∣∣ds
)
. (3.4)
Similarly, it follows from (3.3) that
1 <
b∫
c
q¯+(t)exp
( t∫
a
p¯(s)ds
)[ b∫
t
exp
((
1− γ ′)
τ∫
a
p¯(s)ds
)
dτ
]γ−1
dt
=
b∫
c
q¯+(t)
[ b∫
t
exp
((
1− γ ′)
τ∫
t
p¯(s)ds
)
dτ
]γ−1
dt

( b∫
c
q¯+(t)(b − t)γ−1 dt
)
exp
( b∫
c
∣∣p¯(s)∣∣ds
)
,
which yields
b∫
c
q¯+(t)(b − t)γ−1 dt > exp
(
−
b∫
c
∣∣p¯(s)∣∣ds
)
. (3.5)
From (3.4) and (3.5), we have
b∫
a
q¯+(t)
[
(t − a)(b − t)]γ−1 dt =
c∫
a
q¯+(t)
[
(t − a)(b − t)]γ−1 dt +
b∫
c
q¯+(t)
[
(t − a)(b − t)]γ−1 dt
 (b − c)γ−1
c∫
a
q¯+(t)(t − a)γ−1 dt + (c − a)γ−1
b∫
c
q¯+(t)(b − t)γ−1 dt
 1∫ b
c q¯
+(t)dt
b∫
c
q¯+(t)(b − t)γ−1 dt
c∫
a
q¯+(t)(t − a)γ−1 dt
+ 1∫ c
a q¯
+(t)dt
c∫
a
q¯+(t)(t − a)γ−1 dt
b∫
c
q¯+(t)(b − t)γ−1 dt
>
(
1∫ b
c q¯
+(t)dt
+ 1∫ c
a q¯
+(t)dt
)
exp
(
−
b∫
a
∣∣p¯(s)∣∣ds
)
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∫ b
a q¯
+(t)dt∫ b
c q¯
+(t)dt
∫ c
a q¯
+(t)dt
exp
(
−
b∫
a
∣∣p¯(s)∣∣ds
)
 4∫ b
a q¯
+(t)dt
exp
(
−
b∫
a
∣∣p¯(s)∣∣ds
)
.
This shows that (3.2) holds. The proof is complete. 
Theorem 3.2. If x(t) is a nontrivial solution of (1.10) which satisﬁes conditions (1.3) and (1.4), then
b∫
a
q+(t)
[
(t − a)(b − t)]γ−1 dt > C(γ )(b − a)γ−1 exp
(
−
b∫
a
∣∣p¯(s)∣∣ds
)
, (3.6)
where C(γ ) is given by (2.13).
Proof. In view of the proof of Theorem 3.1, (3.4) and (3.5) are satisﬁed. It follows from (3.4) and (3.5) that
b∫
a
q¯+(t)
[
(t − a)(b − t)]γ−1 dt =
c∫
a
q¯+(t)
[
(t − a)(b − t)]γ−1 dt +
b∫
c
q¯+(t)
[
(t − a)(b − t)]γ−1 dt
 (b − c)γ−1
c∫
a
q¯+(t)(t − a)γ−1 dt + (c − a)γ−1
b∫
c
q¯+(t)(b − t)γ−1 dt
> (b − c)γ−1 exp
(
−
c∫
a
∣∣p¯(s)∣∣ds
)
+ (c − a)γ−1 exp
(
−
b∫
c
∣∣p¯(s)∣∣ds
)

[
(b − c)γ−1 + (c − a)γ−1]exp
(
−
b∫
a
∣∣p¯(s)∣∣ds
)
 C(γ )(b − a)γ−1 exp
(
−
b∫
a
∣∣p¯(s)∣∣ds
)
.
This shows that (3.6) holds. The proof is complete. 
Since (t − a)(b − t) (b − a)2/4 for t ∈ [a,b], it follows from (3.2) that
(b − a)γ−1
b∫
a
q+(t)dt > 2γ exp
(
−1
2
b∫
a
∣∣p¯(s)∣∣ds
)
. (3.7)
Corollary 3.3. If x(t) is a nontrivial solution of (1.10) which satisﬁes conditions (1.3) and (1.4), then (3.7) holds.
Remark 3.4. Corollary 3.3 improves the main results in Lee et al. [15] and Tiryaki et al. [16]. Moreover, (3.7) reduces to (1.7)
if γ = 2. Thus, Theorem 3.1 generalizes and extends the main results in Fink and Mary [13], Lee et al. [15] and Tiryaki
et al. [16].
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