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1. Introduction 
The interest in nonlinear systems that admit solutions in the form of spatially localized structures 
in (1+n) dimensions has been growing rapidly over the years.  The usual approach focuses on find-
ing finite-amplitude, spatially localized solutions of a single evolution equation [1-25].  Many 
works have considered the generation of localized structures in systems of coupled equations that 
are obtained as possible descriptions for a variety of physical systems (see. e.g., Refs. [26-43]). 
 
This paper also focuses on the generation of localized structures in systems of coupled equations.  
The novelty is that the systems are simple extensions of nonlinear evolution equations in (1+n) 
dimensions, which have spatially extended traveling wave solutions such as solitons or fronts.  (In 
this context, a soliton in (1+1) dimensions, while localized along the x-axis, is viewed as spatially 
extended in the x-t plane.)  The algorithm exploited leads to the extension of an evolution equation 
into a system of two coupled equations, one of which generates the traveling wave solutions of the 
original equation, whereas the second equation generates localized structures. 
 
The starting point is a direct consequence of the evolution equation:  Given the solution, u, of that 
equation, a functional, R[u], exists, which vanishes identically when u is a single-wave solution.  
The functional, R[u], maps multi-wave solutions onto structure that are confined to the vicinity of 
wave intersections.  In the case of solitons in (1+1) dimensions these structures are humps in the 
vicinity of soliton intersections.  In the case of fronts in (1+1) dimensions of the Burgers equation 
these structures are KdV-like solitons on a half line.  In more than one space dimension, the local-
ized structures move in space.  For example, the multi-soliton solutions of the Kadomtsev-
Petviashvili (KP) II equation are mapped onto collections of humps that move in the x-y plane, and 
a two-front solution of the Sine-Gordon equation in (1+3) dimensions is mapped onto an infinitely 
long, but laterally bounded, rod that moves in a direction perpendicular to its longitudinal axis. 
 
A physically interesting outcome of this approach is that the emergence of solutions with more 
than one traveling wave (i.e., one soliton, or one front) may be viewed as the splitting of a single 
wave into several waves under the effect of the accompanying localized structure.  Concurrently, 
generation of the localized structures may be viewed as a consequence of the interaction amongst 
spatially extended traveling waves. 
 
The cases of several known evolution equations in (1+1), (1+2) and (1+3) dimensions are re-
viewed.  The generation of localized structures from the multi-soliton solutions of evolution equa-
tions in (1+1) dimensions is reviewed in Section 2.  In these cases, R[u] describes humps in the x-t 
plane.  Section 3 is devoted to the Burgers equation.  The images of its front solutions under R[u] 
are KdV-like solitons on a half line.  The generation of moving spatially localized structures in 
(1+2) dimensions in the case of the KP II equation is reviewed in Section 4.  Section 5 reviews the 
generation of localized structures from multi-front solutions of the Sine-Gordon equation.  In 
(1+1) dimensions, these are humps in the x-t plane.  In (1+2) dimensions, they are moving humps.  
In (1+3) dimensions, they are infinitely long straight rods, which move in directions that are per-
pendicular to their longitudinal axes.  Concluding comments are presented in Section 6. 
 
2. Equations in (1+1) dimensions: Stationary localized structures 
In this Section, (1+1)-dimensional evolution equations that admit soliton solutions are discussed.  
The case of the KdV equation is analyzed in detail.  Other equations, for which the results are sim-
ilar to those of the KdV equation, are reviewed briefly.  The NLS equation is discussed in detail, 
as finding R[u] in that case is somewhat involved.  Invariably, R[u] maps multi-soliton solutions 
onto collections of humps localized in the x-t plane in the vicinity of soliton intersections.   
 
2.1 The KdV equation 
The KdV equation, 
 ut = 6uux + uxxx   , (1) 
 
is integrable.  Its Lax pair is given by 
 
ψ xx = − λ + u( )ψ
ψ t = 4∂x3 + 6u∂x + 3ux( )ψ
  . (2) 
 
2.1.1 The functional R[u] 
Consider a single-wave solution, 
 u t, x( ) = f ξ( ) , ξ = x + vt( ) , f ξ( ) →
ξ→∞
0⎛⎝
⎞
⎠   . (3) 
 
Eq. (1) now becomes an ODE: 
 v f ' = 6 f f ' + f '''   . (4) 
 
For f(ξ) to represent a single soliton, it must vanish as ξ→−∞.  Exploiting this boundary condition, 
integration of Eq. (4) yields 
 v f = 3 f 2 + f ''   . (5) 
 
Multiplying Eq. (4) by f and then integrating yields 
 12 v f
2 = 2 f 3 + f f ''− 12 f '( )
2   . (6) 
 
Eqs. (5) and (6) yield a result that is independent of the velocity, v: 
 f 3 + f f '' − f '( )2 = 0   . (7) 
 
Eq. (7) implies that the differential polynomial, 
 R u[ ] = u3 + uuxx − ux( )2   , (8) 
 
vanishes identically when u is a single-traveling wave solution of Eq. (1) independently of its ve-
locity, provided it vanishes for ξ→−∞.  Furthermore, viewing 
 
 R u[ ] = u3 + uuxx − ux( )2 = 0  (9) 
as an ODE in x, it is solved by the single-KdV soliton: 
 u = 2 k
2
cosh k x + δ[ ]( )2
  . (10) 
 
The time dependence of u is determined by Eq. (1) to be given by δ = 4 k2 t + δ 0 . 
 
R[u] maps a multi-soliton solution onto a collection of positive definite humps that are localized 
around soliton intersections and fall off exponentially away from their maxima.  Figs. 1 and 2 pre-
sent, respectively, a two-soliton solution and its image, R[u].  The two-soliton solution is given by: 
 
u = 2∂x2 log 1 + g1 + g2 +
k1 − k2
k1 + k2
⎛
⎝⎜
⎞
⎠⎟
2
g1 g2
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
gi = e
2 ki x + 4 ki2 t + δ i( ) , i = 1,2( )
  . (11) 
 
2.1.2 Connection between u and R[u] 
Formal inversion of Eq. (8) yields for u a non-local functional of R[u].  With u expressed in terms 
of R, the Lax pair of Eqs. (2), becomes a Lax pair for R(t,x).  Such inversion may be executed in 
two ways.  One way is to view Eq. (8) as an ODE in x for u(t,x), t being a parameter, introduced 
through the time dependence of R.  This equation yields solutions up to an arbitrary function of t: 
 
 u t, x( ) = u0 t, x( ) + F t( )   . (12) 
 
In Eq. (12), u0(t,x) may be chosen to vanish as |t| → ∞.  For soliton solutions, one has to impose 
 
 F t( ) ≡ 0   . (13) 
 
Another way to obtain u[R] is to view Eq. (8) as a cubic equation for u.  and adopt the real root: 
 u t, x( ) = 13Q −Q Q =
−(R + ux( ) + R + ux( )2 + 427 uxx
3
2
⎛
⎝
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
  . (14) 
 
Employing Eq. (14) repeatedly yields u as a functional of R and all its spatial derivatives. 
 
2.1.3 Extension to coupled system of solitons and humps 
One may view u and R[u] as the solutions of a system of two coupled equations.  Exploiting Eq. 
(8), Eq. (1) may be re-written in several forms, of which a simple one is: 
 
 ut = ux 2u3 + ux( )2( ) u2{ } + ∂x u R( ) u2{ }    . (15) 
The part of Eq. (15) that does not contain coupling to R[u], 
 ut = ux 2u3 + ux( )2( ) u2{ }   , (16) 
 
is obeyed by the single-soliton solution of Eq. (1), for which R[u] vanishes.  However, Eq. (16) is 
not obeyed by multi-soliton solutions of the KdV equation. 
 
The dynamical equation for R may have a variety of forms, depending on the specific procedure 
employed in obtaining it.  Repeated application of Eq. (1) to ∂tR, leads to the following equation: 
 
 
Rt = 6u Rx + Rxxx + 3RKdV u[ ]
RKdV u[ ] = 6 ux( )3 + ux uxxxx − uxx uxxx( )   . (17) 
 
RKdV[u] vanishes on the single-soliton solution.  Hence, it is localized around solitons intersections 
in multi-soliton solutions.  (However, unlike R[u], RKdV[u] is not positive definite.)  Eqs. (15) and 
(17) are mutually consistent in the sense that, when u is a single-soliton solution, Eq. (17) is solved 
by R ≡ 0 because RKdV[u] then vanishes. 
 
Other equivalent forms of the equation of R are obtained by employing the definition, Eq. (8), to 
express uxx in terms of R, leading to the identity: 
 ∂x
nu = ∂xn − 2
R + ux( )2 − u3
u
⎛
⎝
⎜
⎞
⎠
⎟ , n ≥ 2( )   . (18) 
 
Exploiting Eq. (18), for n = 3 and 4 so as to eliminate uxxx and uxxx, respectively, in Eq. (17) yields 
for R the equation: 
 Rt = 6u Rx + Rxxx + 3
ux Rxx − uxx Rx
u   . (19) 
 
If one exploits Eq. (18) for n =2, so as to eliminate also uxx, yet another equation for R is obtained: 
 Rt = 6u Rx + Rxxx + 3 Rx u −
ux
u
⎛
⎝⎜
⎞
⎠⎟
2⎛
⎝⎜
⎞
⎠⎟
+ Rxx
ux
u −
RRx
u2
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
  . (20) 
 
Both Eqs. (19) and (20) are solved by the trivial solution, R ≡ 0.  For the latter, Eq. (15) becomes 
Eq. (16), which is solved by the single-KdV soliton solution, but not by multi-KdV soliton solu-
tions. 
 
Direct substitution shows that the system of coupled equations, comprised of Eq. (15) and any one 
of Eqs. (17), (19) or (20), is indeed solved by all multiple-soliton solutions of the KdV equation, 
Eq. (1), and by the corresponding hump structure generated by R[u] of Eq. (8).  To Solve for R[u], 
one may either first solve Eq. (1) for u(t,x) and then use Eq. (8) to construct R[u], or solve one of 
Eqs. (17), (19) or (20) for R[u] directly, for a given profile of u(t,x). 
 
Of the three combinations, the system comprised of Eqs. (15) and (17) offers new and interesting 
physical insight:  In Eq. (15), R[u] plays the role of a localized “obstacle”, which leads to splitting 
of a single soliton into several solitons.  Concurrently, the driving term, 3 RKdV[u] in Eq. (17), 
which represents the interaction amongst the intersecting solitons, is responsible for the generation 
of the positive definite hump, R[u]. 
 
Finally, R[u] of Eq. (8) and RKdV[u] of Eq. (17) are members of an infinite hierarchy of “special 
polynomials” – differential polynomials in u, which vanish when u is a single-soliton solution. 
This point is briefly reviewed in Appendix I. 
 
2.2 Bi-directional KdV equation 
The functional form of the single-soliton solution of the Bi-directional KdV equation, 
 
 utt − uxx − 6uux + uxxx( )x = 0    , (21) 
 
is the same as of a single-KdV-soliton, with a velocity, v =(1 + 4 k2)1/2, where k is the wave num-
ber of the soliton [44].  Hence, R[u] of Eq. (8) vanishes also on the single-soliton solution of Eq. 
(21).  This can be also shown formally.  For u the single-wave form of Eq. (3) one obtains: 
 
 v2 − 1( ) f '' − 6 f f '( ) ' − f '''' = 0   . (22) 
 
Requiring that f(ξ) vanish at ξ → −∞, integration of Eq. (22) once with respect to ξ yields: 
 v2 − 1( ) f ' − 3 f f ' − f ''' = 0   . (23) 
 
Multiplying Eq. (23) by f(ξ) and integrating once, one obtains: 
 12 v
2 − 1( ) f 2 − 2 f 3 − f f '' + 12 f '( )
2 = 0   . (24) 
 
Integrating Eq. (22) twice with respect to ξ one obtains: 
 v2 − 1( ) f − 3 f 2 − f '' = 0   . (25) 
 
Eqs. (24) and (25) yield Eq. (7).  Hence, R[u] of (8) vanishes identically also on the single-soliton 
solution of Eq. (21). 
 
An analysis similar to that leading to Eq. (15), leads to an alternative way of writing Eq. (21): 
 
 utt − uxx − ux 2u3 + ux( )2( ) u2{ } + ∂x u R( ) u2{ }( )
x
= 0   . (26) 
 
The homogeneous part of Eq. (26), 
 utt − uxx − ux 2u3 + ux( )2( ) u2( )
x
= 0 , (27) 
 
is solved only by the single-soliton solution of Eq. (21).  The “obstacle” R in Eq. (26) is responsi-
ble for the splitting into several-solitons. 
 
Repeating steps similar to those applied in the case of the KdV equation completes the coupled 
system, yielding for R the following equation: 
 
Rtt − Rxx − 6u Rx + Rxxx( )x + Rb−dir u[ ] = 0
Rb−dir u[ ] = 1 + 6u( ) 6u ux( )2 − 2 uxx( )2( ) + 60 ux( )2 uxx + 2 1 + 9u( )ux uxxx
− 2 uxxx( )2 − 2uxx uxxxx + 4ux uxxxxx − 6u ut( )2 + 2 ut ,x( )2 − ut ut ,xx( )
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟
  . (28) 
 
Rb−dir[u] in Eq.(28) vanishes identically when u is the single-soliton solution of Eq. (21).  Hence, it 
is localized in the vicinity of soliton intersection regions when u is a multi-soliton solution. 
 
2.3 Sawada-Kotera equation 
The single-soliton solution of the Sawada-Kotera equation, 
 ut = 45u2 ux + 15uuxxx + 15ux uxx + uxxxxx  , (29) 
 
has the same functional form as the single-KdV soliton (with a velocity, v = 16 k4).  Hence, R[u] 
of Eq. (8) vanishes identically also on the single-Sawada-Kotera soliton.  This may be seen in the 
manner employed previously, and also by writing Eq. (29) in the form: 
 
 ut = 30u2 ux + 20uuxxx + 10ux uxx + uxxxxx + 5∂x R u[ ]   , (30) 
 
with R given by Eq. (8).  The equation, 
 ut = 30u2 ux + 20uuxxx + 10ux uxx + uxxxxx   , (31) 
 
is a symmetry in the hierarchy of the KdV equation [45-54].  It is integrable and has the same infi-
nite hierarchy of N-soliton solutions as the KdV equation for all N ≥ 1, with a velocity, v = 16 k4 
for each soliton [55].  R[u] of Eq. (8) vanishes on the single-soliton solution of Eq. (31).  There-
fore, the driving term in Eq. (30), also vanishes on that same single-soliton solution.  As a result, 
Eqs. (29) and (31) share the same single-soliton solution. 
 
Steps similar to those employed in Section (2.1) yield an equation for the humps generated by R: 
 
Rt = 15 3Ru2 + Rxx u + Ruxx( ) + Rxxxx{ }x + RSK
RSK = 15 6u4 + 12u ux( )2 + 9u2 uxx + 5 uxx( )2( )ux +
15 u3 + 7 ux( )2 − uuxx( )uxxx + 5 9uux − uxxx( )uxxxx + 5ux uxxxxxx
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟
  . (32) 
 
2.3 Modified KdV Equation 
The single-soliton solution of the modified KdV equation, 
 ut = 6u2 ux + uxxx   , (33) 
is given by: 
 u t, x( ) = kcosh k x + k2 t + x0( ){ }
  . (34) 
 
A procedure similar to the one used in the cases of Eqs. (1) and (17), shows that 
 R u[ ] = u4 − ux( )2 + uuxx   , (35) 
 
vanishes on the single-soliton solution, Eq. (34).  When u is a multi-soliton solution of Eq. (33), 
R[u] generates positive definite humps in the vicinity of soliton intersections. 
 
The corresponding coupled system of equations is: 
 ut = 3u2 +
uxx
u + ∂x
ux
u
⎛
⎝⎜
⎞
⎠⎟
⎧
⎨
⎩
⎫
⎬
⎭
ux + ∂x
R
u
⎛
⎝⎜
⎞
⎠⎟   , (36) 
 
 
Rt = 6u2 Rx + Rxxx + 3RmKdV u[ ]
RmKdV u[ ] = 12uux3 − uxx uxxx + ux uxxxx( )
  . (37) 
 
Here, again, the homogeneous part of Eq. (36) is obeyed by the single-mKdV-soliton solution, but 
not by its multi-soliton solutions, and RmKdV[u] vanishes when u is a single-soliton solution. 
 
2.4 NLS Equation 
For the NLS equation, 
 ut = iuxx + 2 i u 2 u   , (38) 
 
let us write the solution in the form 
 u t, x( ) = eiϕ t ,x( ) ρ t, x( )   . (39) 
 
The real and imaginary parts of Eq. (38) then obey the equations: 
 
 2ρ 3 − ρϕx2 + ρxx − ρϕt = 0   , (40) 
 
 2ρxϕx + ρϕxx + ρt = 0   . (41) 
 
For a single-soliton solution, one writes 
 
ρ = r ξ( ) , ϕ = f η( ) , r ξ( ) →
ξ→∞
0⎛⎝
⎞
⎠
ξ = k x + vt( ) , η = q x +ω t( )( )
  . (42) 
 
Using Eq. (42), Eq. (41) yields for r(ξ) ≠ 0 
 
 k ν + 2q f ' η( )( ) r ' ξ( )r ξ( ) + q
2 f '' η( ) = 0 . (43) 
 
There are two ways to analyze Eq. (43): 
 
 ν + 2q f ' η( ) ≠ 0⇒ r ' ξ( )r ξ( ) = −
q2 f '' η( )
k ν + 2q f ' η( )( ) = C  , (44) 
 
where C is some constant, or 
 f η( ) = − v2qη + f0   . (45) 
 
The choice of Eq. (44) does not allow for r(ξ) ≠ 0, which vanishes as |ξ| → ∞ - a prerequisite for a 
single-soliton solution.  Hence, Eq. (45) is the only option. 
 
Using Eqs. (41) and (42), Eqs. (40) yields 
 2 r ξ( )2 + k2 r '' ξ( )r ξ( ) =ω q f ' η( ) + q
2 f ' η( )2 = D    , (46) 
 
where D is a constant.  Rewriting Eq. (46) for r(ξ) as 
 
 Q ≡ 2 r ξ( )3 + k2 r '' ξ( ) − Dr ξ( ) = 0   , (47) 
 
and using the vanishing boundary condition at infinity, one obtains 
 
 Qr ξ( ) − 2 Qr ' ξ( )dξ
−∞
ξ
∫ = r ξ( )4 − k2 r ' ξ( )2 + k2 r ξ( )r '' ξ( ) = 0   . (48) 
 
With Eq. (45) obeyed, Eq. (48) is equivalent to the requirement that the following functional of the 
solution of the NLS equation, 
 R u,u *[ ] = u3u *− ux2 + uuxx  , (49) 
 
vanishes identically when u is a single-soliton solution: 
 u = k e
iγ
coshβ , γ =ω t − q x +ϕ0, β = k x + vt + x0( ),ω = k
2 − v2 4,q = v 2( )   . (50) 
 
(Direct substitution shows that the single-soliton solution, Eq. (50), obeys Eqs. (48) and (45).) 
 
R[u,u*] maps multi-soliton solutions onto systems of humps that are localized in the vicinity of 
soliton intersections.  Inversion of Eq. (48), and its complex conjugate yields u and u* in terms of 
R and R*.  Hence, the Lax pair for the NLS equation serves as a Lax pair for R and R*. 
 
Figs 3 and 4 present the amplitudes of a two-soliton solution and of the resulting R[u,u*].  The 
two-soliton solution is given by: 
 
u = f1 + f2( )D
f1 = k1
eiγ 1
coshβ1
k12 − k22 − i k2 v1 − v2( ) tanhβ2 +
1
4 v1 − v2( )
2⎧
⎨
⎩
⎫
⎬
⎭
, f2 = f1 1↔2{ }
D = k1 − k2( )2 + v1 − v2( )2 4( ) + 2 k1 k2 cosh β1 − β2( ) − cos γ 1 − γ 2( )coshβ1 cosβ2
  , (51) 
 
where βn and γn (n =1, 2) are defined as in Eq. (50) for the wave numbers k1 and k2. 
 
As in previous examples, the NLS equation is extended into a system of two coupled equations: 
 
 ut = i u3u* + ux2( ) u + i R u( )   . (52) 
 
The homogeneous part of Eq. (52), 
 ut = i u3u* + ux2( ) u , (53) 
 
is solved by the single-soliton solution, but not by the multi-soliton solutions of the NLS equation.  
The localized “obstacle”, R[u,u*], leads to the splitting of a single soliton into several solitons. 
An equation for R[u,u*] is found to be: 
 
Rt = 4 iuu* R + i Rxx + 2 i RNLS
RNLS = −u2 ux u*x − 3uu*ux2 + u2 u*uxx + uxx2 − ux uxxx( )
  . (54) 
 
RNLS, the driving term on the r.h.s. of Eq. (54), vanishes on the single-soliton solution of the NLS 
equation, and is localized around soliton intersections when u is a multi-soliton solution. 
 
3. Burgers Equation 
Unlike the equations that have been discussed hitherto, the Burgers equation,  
 
 ut = 2uux + uxx  , (55) 
 
is not integrable.  It has an infinite family of front solutions [56].  The structure of the front solu-
tions offers a different type of mapping by R[u]. 
 
For a single-front solution, 
 u = f ξ( ) , ξ = x + vt  . (56) 
 
Eq. (55) becomes an ODE: 
 v f ' = 2 f f ' + f ''  . (57) 
 
Let us now focus on a front with a vanishing boundary condition, so that f (ξ) vanishes as ξ → −∞.   
Integration of Eq. (57) with respect to ξ then yields 
 v f = f 2 + f '  . (58) 
 
For the same boundary condition, simple manipulation on Eqs. (57) and (58) yields 
 f 2 f ' + f f '' − f '( )2 = 0  . (59) 
 
Eq. (59) means that the differential polynomial 
 R u[ ] = u2 ux + uuxx − ux( )2  , (60) 
 
vanishes identically when u represents a single front, which vanishes as x → −∞ (or as x → +∞). 
 
As in previous examples, Eq. (55) can be re-written as a sum of two terms: 
 ut = uux + ux( )2 u( ) + R u[ ] u( )   . (61) 
 
The homogeneous part of Eq. (61), 
 ut = uux + ux( )2 u( )  , (62) 
 
is obeyed by a single-front solution (with a vanishing boundary condition at either +∞, or −∞) of 
Eq. (55), but not by its multi-front solutions.  The “obstacle” generated by R[u] in Eq. (61) causes 
the splitting of the single front into several fronts. 
 
The equation obeyed by R[u] is: 
 
 ∂t R u[ ] = 2∂x u R u[ ]( ) + ∂x2R u[ ]− 2 2ux3 − uxx2 + ux uxxx( )   . (63) 
 
The driving term on the r.h.s. of Eq. (63) vanishes when u is a single-front solution with a vanish-
ing boundary condition at either +∞, or −∞.  When u is a multi-front solution, R[u] generates a 
structure that is confined to the vicinity of the lines of intersection of pairs of fronts that do not 
obey vanishing boundary conditions at infinity.  For example, the two-front solution with a vanish-
ing boundary condition for one front is given by: 
  
 u = k1 e
ξ1 + k2 eξ2
1+ eξ1 + eξ2 ξi = ki x + ki t( )( )   . (64) 
 
R[u] is then given by: 
 R u[ ] = k1 k2 k1 − k2( )
2 4
e−
1
2 ξ1 + ξ2( ) 2 + cosh 12 ξ1 − ξ2( )
⎡
⎣⎢
⎤
⎦⎥
⎛
⎝⎜
⎞
⎠⎟
2   . (65) 
 
Away from the front junction, (|ξ1| & |ξ2| → ∞, |ξ1−ξ2| = O(1)), R[u] tends to a KdV-like soliton 
along a half line: 
 R u[ ]→ k1 k2 k1 − k2( )
2 4
cosh 12 k1 − k2( ) x + k1 + k2( )t( )
⎡
⎣⎢
⎤
⎦⎥
⎛
⎝⎜
⎞
⎠⎟
2   . (66) 
 
A two-front solution and its image under R[u] are presented in Figs. 5 and 6, respectively. 
 
 
4. (1+2)-dimensional example: KP II equation 
The single-soliton solution of the KP II equation, 
 
 
∂
∂x
−4 ∂u
∂t
+ ∂
3u
∂x3
+ 6u ∂u
∂x
⎛
⎝⎜
⎞
⎠⎟
+ 3 ∂
2u
∂y2
= 0   , (67) 
 
is also a single KdV-soliton [57].  As a result, an analysis similar to that performed in the case of 
the KdV equation, yields Eq. (8) as the form for R[u].  The dynamics of R[u] have been discussed 
extensively [58], hence, the results are briefly reviewed and accompanied by exemplary figures.  
The construction of soliton solutions of the KP II equation is reviewed in Appendix II. 
 
Exploiting Eq. (8), Eq. (67) may be re-written in the following form, which exposes the interaction 
between KP II soliton and the localized humps: 
 
 
∂
∂x
−4 ∂u
∂t
+ ux 2u
3 + ux( )2( ) u2{ } + ∂x u R( ) u2{ }⎛⎝⎜ ⎞⎠⎟ + 3 ∂
2u
∂y2
= 0   . (68) 
 
The second equation in the coupled system may be written as: 
 
 
−4 ∂R
∂t
+ ∂
3 R
∂x3
=
6ux uyy − 4 3u
2 + uxx( )ut + 6 ux( )3 +
∂x 12uux + 3u
2 uxx − 2 uxx( )2 + 2ux uxxx + uuxxxx( )
  . (69) 
 
The driving term on the r.h.s. of Eq. (69) vanishes identically when u is a single-soliton solution, 
hence is localized around soliton intersections when u is a multi-soliton solution. 
 
The image of a multi-soliton solution is a collection of positive definite humps around soliton in-
tersections.   These humps propagate in the x-y plane, imitating collisions of non-relativistic parti-
cles.  Some of these collisions are elastic, some – are not.  An example of a four-soliton solution of 
the KP II equation and the hump structure, onto which it is mapped by R[u] of Eq. (8), are shown 
in Figs. 7 and 8, respectively for t = +50. 
At positive times, the solution expands and the four “particles” of Fig. 8 move apart.  At negative 
times, the solution shrinks, so that the four “particles” approach one another.  At some finite time, 
they coalesce into one “particle”.  Thus, this system may be viewed as emulating the collision of 
non-relativistic particles through a single-particle intermediate state. 
 
5. Sine-Gordon equation 
The Sine-Gordon in (1+n) dimensions, 
 
 
∂µ∂
µu + sinu ≡ ∂t
2 − ∂x1
2 + ...+ ∂xn
2( ){ }u + sinu = 0, µ = 0,1,..,n, n = 1,2,3   , (71) 
 
is integrable in (1+1) dimensions [59], but not in higher space dimensions [60-63].  Still, the algo-
rithm presented by Hirota in the (1+1)-dimensional case [64] generates N-front (also called 
“kinks”, “solitons” or “domain walls”) solutions for any N in the two- and three-dimensional ver-
sions of Eq. (71).  Some constraints on solution parameters reflect the lack of integrability of the 
higher-dimensional equation [65, 66]).  The algorithm for the construction of the front solutions is 
reviewed in Appendix IIII. 
 
In all space dimensions, the functional, 
 R u[ ] = 12 ∂µu∂
µu + 1− cosu( )   , (72) 
 
vanishes identically on the single-front solution [67, 68].  The second equation in the system of 
coupled equations (the equation for R[u]) is: 
 
 ∂µ∂
µR = ∂µ∂νu∂µ∂νu − ∂µ∂µu( )2   . (73) 
 
If one wishes to explicitly express the effect of the “obstacle” R[u] on the front solutions, one may 
do so by applying an additional derivative to Eq. (71), leading to: 
 
 uν ∂µ∂µu − ∂ν
1
2 ∂µu∂
µu⎛⎝⎜
⎞
⎠⎟ + ∂ν R = 0   . (74)  
 
In any space dimension, the homogeneous part of Eq. (74), 
 uν ∂µ∂µu − ∂ν
1
2 ∂µu∂
µu⎛⎝⎜
⎞
⎠⎟ = 0   , (75) 
 
is solved for u = h(p⋅x), which depends only on one 4-momentum vector, p.  This includes, of 
course, the single-front solution of Eq. (71).  However, the multi-front solutions of Eq. (71) are not 
solutions of Eq. (75).  The “obstacle” R in Eq. (74) leads to the splitting of the solution into several 
fronts. 
 
In (1+1) dimensions, R[u] maps multi-front solutions onto positive definite humps that are local-
ized in the x-t plane.  An example of a two-front solution of Eq. (71) in (1+1) dimensions and the 
image of that solution under R[u] are presented in Figs. 9 and 10, respectively. 
 
Interesting physics is revealed in higher space dimensions.  As the properties of the localized 
structures have been discussed extensively in Refs. [67] and [68], only choice examples are pre-
sented here. 
 
In (1+2) dimensions, if all pairs of momenta (see Appendix III) obey the constraint, 
 −1≤ p i( )µ p j( )µ ≤1   , (76) 
 
then the images of multi-front solutions under R[u] describe positive definite humps, which propa-
gate in the x-y plane at velocities that are lower than c = 1, hence emulating free spatially extended 
relativistic particles, for which R[u] plays the role of their mass density.  An example of a two-
front solution of Eq. (71) in (1+2) dimensions and the image of that solution under R[u] are pre-
sented in Figs. 11 and 12, respectively. 
 
In (1+3) dimensions, applying R[u] to a two-front solution yields an infinitely long rod, which if 
Eq. (76) is obeyed, propagates at a velocity that is lower than c = 1 in a direction perpendicular to 
its longitudinal axis.  A single rod image is presented in Fig. 13.  Its lateral profile coincides with 
that of a (1+2)-dimensional hump, an example of which is shown in Fig. 12. 
With more than two fronts, every triplet of the 4-momenta, from which the solution is constructed 
(see Eqs. (IIII.1)-(III.7)), must obey Eqs. (III.9) and (III.10).  One way to achieve this is through 
Eq. (III.8).  If all triplets of 4-mometa obey Eq. (8), then the resulting image, R[u], of a multi-front 
solution describes positive definite profiles of parallel straight, infinitely long rods.  The rods 
propagate at a velocity that is lower than c = 1 in a direction perpendicular to their longitudinal 
axis.  An example of three parallel rods, onto which a three-front solution is mapped by R[u] of 
Eq. (72),  is presented in Fig. 14.  If, however, Eq. (III.8) is not obeyed by all triplets of 4-
momenta, then R[u] maps multi-front solutions onto systems of intersecting rods.  Each triplet 
propagates at the speed of light (c = 1).  An example of three intersecting rods, onto which a three-
front solution is mapped by R[u],  is presented in Fig. 15. 
 
6. Concluding comments 
In this paper it has been shown that an evolution equation in (1+n) dimensions, which has spatially 
extended single- and multiple-wave solutions, can be extended into a system of two equations, 
which represent coupling between the traveling wave solutions of the original equation and struc-
tures that are localized in the vicinity of wave intersections. 
 
The procedure proposed here ensures that the resulting system of two coupled equations is solved 
by the traveling wave solutions of the original evolution equation, and, concurrently, by the local-
ized structures generated by the functional R[u].  However, two open questions regarding the sys-
tem of two coupled equations call for future research: 
1.  The integrability of the system; 
2. Finding whether the system has other solutions beyond the ones discussed in the paper. 
 
Appendix I: A hierarchy of “special ploynomials” 
There is an infinite hierarchy of differential polynomials of the solution of Eq. (1), which vanish 
on the single-soliton solution.  Some are localized around soliton intersections - others are not.  A 
systematic way to construct the hierarchy exploits the notion scaling weight [45].  If one assigns 
the triplet {∂t, ∂x, u} the scaling weights of {3,1,2}, respectively, then each term in Eq. (1) has 
scaling weight 5.  Writing the most general differential polynomial with a given scaling weight, W, 
and finding the coefficients for which that polynomial vanishes identically on a single soliton, one 
finds the members of the infinite hierarchy.  in the case of the KdV equation, the lowest scaling-
weight, for which a differential polynomial that vanishes identically on the single-soliton solution 
exists, is W = 3.  There are two non-local polynomials, given by 
 
 
R 3,1( ) = ux + ∂x−1u , R 3,2( ) = 3ux + 3∂x−1u − ∂x−1u( )3
∂x
−1F ≡ 12 Fdx−∞
x
∫ − Fdx
x
+∞
∫
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝
⎜
⎞
⎠
⎟
  . (I.1) 
 
The number of these “special polynomials” grows rapidly with W.  A local polynomial appears for 
the first time at W = 6; it is R[u] of Eq. (8). 
 
Appendix II: Construction of front solutions of KP II equation 
The line-soliton solutions of Eq. (3) are obtained through a Hirota transformation [57]: 
 
  
u t,x, y( ) = 2∂x2 log f t,x, y( ){ }   . (II.1) 
The function f(t,x,y) is given by 
 
 
f t,x, y( ) ≡ f M , N ;
!
ξ( ) =
ξM i( )exp θ i t,x, y( )( )
i=1
M
∑ N = 1
ξM i( )exp θ j t,x, y( )
j=1, j≠i
M
∑
⎛
⎝⎜
⎞
⎠⎟i=1
M
∑ N = M − 1
ξM i1,....,iN( ) kil − kij( )
1≤ j<l≤N
∏
⎛
⎝⎜
⎞
⎠⎟
exp θ i j t,x, y( )
j=1
N
∑
⎛
⎝⎜
⎞
⎠⎟1≤i1<....<iN ≤M
∑ 2 ≤ N ≤ M − 2
⎧
⎨
⎪
⎪
⎪⎪
⎩
⎪
⎪
⎪
⎪
  , (II.2) 
 
 k1 < k2 < ...< kM   , (II.3) 
 
  θ i t,x, y( ) = −ki x + ki2 y − ki3 t   . (II.4) 
In Eq. (II.2), M is the size of a set of wave numbers.  Each set of N wave numbers is one of the 
 
M
N
⎛
⎝⎜
⎞
⎠⎟
 subsets of {k1,…,kM}.  In the following, f(t,x,y) and u(t,x,y) will be denoted, respectively, 
by f(M,N; 
!
ξ ) and u(M,N; 
!
ξ ). 
 
To exclude singular solutions of Eq. (II.1), one requires 
 
  ξM i1,....,iN( ) ≥ 0   . (II.5) 
 
Apart from positivity, the coefficients, ξM(i), with N = 1 and N = M−1, may assume arbitrary val-
ues.  However, for 2 ≤ N ≤ M−2, ξM(i1,…iN) are constrained by the Plücker relations (see, E.g. 
[69]).  For example, for (M,N) = (4,2) one finds a single Plücker relation: 
 
  ξ4 1,2( )ξ4 3,4( ) − ξ4 1,3( )ξ4 2,4( ) + ξ4 1,4( )ξ4 2,3( ) = 0   . (II.6) 
 
Appendix III: Construction of front solutions of Sine-Gordon equation 
An N-front solution of Eq. (54) is constructed in terms of two auxiliary functions [64]: 
 
 
 
u x; P( ) = 4 tan−1 g x; P( ) f x; P( )⎡⎣ ⎤⎦   , (III.1) 
 
 
 
P ≡ p 1( ) , p 2( ) ,..., p N( ){ }   . (III.2) 
 
In Eqs. (III.1) and (III.2), x is the coordinate 4-vetor, and p(i), i =1, 2,..N, are momentum 4-vector 
parameters.   The functions g(x;P) and f(x;P) are given by: 
 
 
g x; P( ) = ϕ x; p ij( )( ) V p il( ) , p im( )( )
il<im
∏
j=1
n
∏
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪1≤i1<!<in≤N
∑
⎛
⎝
⎜
⎞
⎠
⎟
1≤n≤N
n odd
∑  , (III.3) 
 
 
f x; P( ) = 1+ ϕ x; p ij( )( ) V p il( ) , p im( )( )
il<im
∏
j=1
n
∏
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪1≤i1<!<in≤N
∑
⎛
⎝
⎜
⎞
⎠
⎟
2≤n≤N
n even
∑   , (III.4) 
where 
 
 
ϕ x; p i( )( ) = eξi + δ i , ξi = p i( )µ xµ( )   , (III.5) 
 
 
 
p i( )µ p
i( ) µ = −1   . (III.6) 
In Eq. (III.5), δi are constant arbitrary phases.  Finally, 
 
 
V p, p '( ) = 1+ pµ p '
µ
1− pµ p '
µ   . (III.7) 
 
The lack of integrability of the Sine-Gordon equation beyond (1+1) dimensions [60-63] shows up 
through constraints on the parameter vectors, p(i), in N-front solutions for all N ≥ 3 [65, 66]. 
 
In (1+2), dimensions the constraint on the momentum vectors is that only two of them, p(1), and 
p(2),  are linearly independent [65].  All other momenta must be linear combinations of these two: 
 
 p i( ) =α i p 1( ) + βi p 2( ) , i > 2( )   . (III.8)  
 
In (1+3)-dimensions, the components of each triplet of vectors (total of 
N
3
⎛
⎝⎜
⎞
⎠⎟
 triplets) must obey 
the constraint [65]: 
 Δ0( )2 = Δ x( )2 + Δ y( )2 + Δ z( )2   . (III.9) 
 
Denoting by p(i), p(j), and p(k) (1 ≤ i ≠ j ≠ k ≤ N) the three vectors in a triplet, Δ0, Δx, Δy and Δz are 
defined by: 
 
Δ x =
p0i( ) pyi( ) pzi( )
p0j( ) pyj( ) pz j( )
p0k( ) pyk( ) pzk( )
, Δ y =
p0i( ) pzi( ) pxi( )
p0j( ) pz j( ) pxj( )
p0k( ) pzk( ) pxk( )
, Δ z =
p0i( ) pxi( ) pyi( )
p0j( ) pxj( ) pyj( )
p0k( ) pxk( ) pyk( )
Δ0 =
pxi( ) pyi( ) pzi( )
pxj( ) pyj( ) pz j( )
pxk( ) pyk( ) pzk( )
  , (III.10) 
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Fig. 1 Two-soliton solution of KdV equation.  
Wave numbers: k1 = 0.4, k2 = 0.6. 
 
Fig. 2 R[u] of Eq. (8) for KdV two-soliton 
solution of Fig. 1. 
 
Fig. 3 Amplitude of two-NLS-soliton solu-
tion (Eq. (51)).  k1 = .5; k2 = .6; v1 = 1; v2 = 
1.5. 
 
Fig. 4 Amplitude of R[u,u*] (Eq. (49)) for 
two-NLS-soliton solution of Fig. 3. 
 
Fig. 5 Two-front solution of Burgers equa-
tion (Eq. (64)).  Wave numbers: k1 = 1., k2 = 
1.5. 
 
Fig. 6 R[u] (Eq. (60)) for two-Burgers front 
solution of Fig. 5. 
 
 
Fig. 7 Four-KP II-soliton solution (see Ap-
pendix II).  Wave numbers: 
k1 = 1., k2 = 2., k3 = 3., k4 = 4. 
ξij = 2
j − i( )
i + 2( ) j + 2( )  .  t = +50. 
 
Fig. 8 R[u] (Eq. (8)) for four-soliton solution 
of Fig. 7. 
 
Fig. 9 Two-front solution of (1+1)-
dimensional Sine-Gordon equation (see Ap-
pendix III).  Parameter vectors: 
p 1( ) = 1,− 2{ }, p 2( ) = 2, 5{ },δ1 = δ 2 = 0 . 
 
Fig. 10 R[u] (Eq. (72)) for two-front solution 
of Fig. 9. 
 
 
 
 
Fig. 11 Two-front solution of (1+2)-
dimensional Sine-Gordon equation (see Ap-
pendix III) in its rest frame.  Parameter vec-
tors: 
p 1( ) = 0,cos π 8( ),sin π 8( ){ }
p 2( ) = 0,cos π 3( ),sin π 3( ){ }
δ1 = δ 2 = 0
. 
 
Fig. 12 R[u] (Eq. (72)) for two-front solution 
of Fig. 11. 
 
Fig. 13 Single-rod image (Eq. (72)) of two-
front solution of Sine-Gordon equation in 
(1+3) dimensions (see Appendix III).  Pa-
rameter vectors: 
p 1( ) = 1,cos π 5( ),sin π 5,1( ){ }
p 2( ) = 2,cos π 4( ),sin π 4( ),2{ }
δ1 = δ 2 = 0
. 
 
 
 
 
Fig. 14 Three parallel rod image (Eq. (72)) of 
three-front solution of Sine-Gordon equation 
in (1+3) dimensions (see Appendix III).  Pa-
rameter vectors: 
p 1( ) = 1,cos π 5( ),sin π 5,1( ){ }
p 2( ) = 2,cos π 4( ),sin π 4( ),2{ }
p 3( ) = α1 p 1( ) + α 2 p 2( )
α1 = -1.65449,α 2 = 2.60004
δ1  = 0.,δ 2  = 50.,δ 3  = -50
. 
 
 
Fig. 15 Three intersecting rod image (Eq. 
(72)) of three-front solution of Sine-Gordon 
equation in (1+3) dimensions (see Appendix 
III).  Parameter vectors: 
p 1( ) = 0,cos π 5( ),sin π 5,0( ){ }
p 2( ) = 0,cos π 4( ),sin π 4( ),0{ }
p 3( ) = 1,cos π 3( ),sin π 3( ),1{ }
δ1=δ 2 =δ 3  =0.
 
 
 
