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Abstract
Classical dimension reduction problem can be loosely formulated as a problem of finding a k-
dimensional affine subspace of Rn onto which data points x1, · · · ,xN can be projected without
loss of valuable information. We reformulate this problem in the language of tempered distribu-
tions, i.e. as a problem of approximating an empirical probability density function pemp(x) =
1
N
∑N
i=1 δ
n(x− xi), where δn is an n-dimensional Dirac delta function, by another tempered dis-
tribution q(x) whose density is supported in some k-dimensional subspace. Thus, our problem is
reduced to the minimization of a certain loss function I(q) measuring the distance from q to pemp
over a pertinent set of generalized functions, denoted Gk.
Another classical problem of data analysis is the sufficient dimension reduction problem. We
show that it can be reduced to the following problem: given a function f : Rn → R and a proba-
bility density function p(x), find a function of the form g(wT1 x, · · · ,wTk x) that minimizes the loss
Ex∼p|f(x)− g(wT1 x, · · · ,wTk x)|2.
We first show that search spaces of the latter two problems are in one-to-one correspondence
which is defined by the Fourier transform. Thus, an algorithm for the first problem induces an
algorithm for the second and vice versa. In order to construct such a pair of algorithms we introduce
a nonnegative penalty function R(f) and a set of ordinary functions Ω = {f |R(f) ≤ } in such
a way that Ω “approximates” the space Gk when  → 0. Then we present an algorithm for
minimization of I(f) + λR(f), based on the idea of two-step iterative computation: a) adaptation
to data and a k-dimensional subspace found at a previous iteration, b) calculation of a new k-
dimensional subspace.
1. Introduction
In the classical dimension reduction problem we are given a list of points xi ∈ Rn, i = 1, N
sampled according to some unknown distribution p(x) and the goal is to find a low-dimensional
(k-dimensional where k < n) affine subspace A ⊆ Rn, so that the projection of the points onto A
preserves key structural information (the latter term makes sense only after we add some assump-
tions on the process that generated our points, i.e. on p(x)). The most popular method for solving
the problem is Principal Component Analysis (PCA) Fisher (1922). In PCA we first assume that
p(x) is a multivariate Gaussian distribution, then we estimate from data its expectation and covari-
ance matrix and calculate an affine subspace from the latter. Although PCA is commonly used for
highly “non-gaussian” data, it is important to note that the basis of PCA is the “normality assump-
tion”. Alternative methods, e.g. sparce PCA Zou et al. (2004), are akin to the classical PCA in the
sense that they assume that a subspace A can be found based only on the covariance matrix of data.
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DIMENSION REDUCTION
An approach that we present in that paper is based on the theory of generalized functions, or
tempered distributions Soboleff (1936); Schwartz (1949). An important generalized function that
cannot be represented as an ordinary function is the Dirac delta function, denoted δ, and δn denotes
its n-dimensional version.
Since assumptions on p(x) can be various, the most natural is to define first the empirical prob-
ability density function, i.e. pemp(x) = 1N
∑N
i=1 δ
n(x − xi). After that assumption the dimen-
sion reduction can be understood as an approximation: pemp(x) ≈ q(x), where q(x) is a general-
ized function (that we need to find) whose density is supported in a k-dimensional affine subspace
A ⊆ Rn. Note that a function whose density is supported in some low-dimensional subset of Rn
is not an ordinary function. As it is usually done, we can assume that our initial data were already
centralized, so that instead of searching for a function supported in an affine subspace, we will as-
sume that A is a linear subspace (i.e. 0 ∈ A). If e1, · · · , en−k is the basis of A⊥, then in a “physics
notation” q(x) = f(x)δ(eT1 x) · · · δ(eTk x) where f(x) is an ordinary function. To get an optimiza-
tional formulation it remains to add that we are given a loss I(pemp, q) that measures the distance
between our ground truth pemp and a distribution q that we search for. In the experimental part of
the paper we consider I(pemp, q) =
∫
Rn |(γ ∗ pemp)(x)− (γ ∗ q)(x)|2dx where γ ∗ f is a smoothing
of a generalized function f via the convolution with some function γ. Thus, in our approach the
dimension reduction problem is defined optimizationally as:
minimizef,e1,···,ek I(pemp, f(x)δ(e
T
1 x) · · · δ(eTk x)) (1)
Another well-known problem of data analysis is the so-called sufficient dimension reduction
problem (sometimes called the supervised dimension reduction), which is tightly connected with
the latter problem. There we are given a finite number of pairs (xi, yi),xi ∈ Rn, yi ∈ R, also
generated according to some unknown joint distribution p(x, y) = p(x)p(y|x) and for p(y|x) we
assume that (where k < n):
y = g(wT1 x, · · · ,wTk x) + ε
where ε is the gaussian noise and w1, · · · ,wk ∈ Rn are unknown vectors and g is an unknown
smooth function. The latter implies that an output y is conditionally independent of x, given
wT1 x, · · · ,wTk x. Or, that conditional distribution p(y|x) is the same as p(y|wT1 x, · · · ,wTk x) (and
normal). Our goal is to recover k vectors w1, · · · ,wk ∈ Rn and the function g.
There are 3 major methods to solve the problem: (1) sliced inverse regression Li (1991),Cook
and Weisberg (1991); (2) methods based on an analysis of gradient and Hessian of the regression
function Li (1992), Xia et al. (2002), Mukherjee and Zhou (2006); (3) methods based on combining
local classifiers Hastie and Tibshirani (1996), Sugiyama (2007).
Let us briefly outline the idea of our approach. According to our approach we first recover the
regression functionR that maps given inputs to corresponding outputs, i.e. R(xi) ≈ yi, and estimate
the distribution p(x) from our data {xi}. The former can be done by solving the supervised learning
problem using any suitable model, e.g. by fitting a neural network to our data. The latter, e.g., can be
done by assuming that p(x) = 1√
(2pi)n|Σ|e
− 1
2
(x−µ)TΣ−1(x−µ) and estimating the parameters µ,Σ
of the multivariate normal distribution.
Let us now externalize the first step and treat R, p as the ground truth. Since, for recovered R
it is natural to expect that R(x) ≈ g(wT1 x, · · · ,wTk x), then a natural way to reconstruct vectors
w1, · · · ,wk is to set them equal to arguments on which the following minimum is attained:
minimizeg,w1,···,wk Ip(R, g(w
T
1 x, · · · ,wTk x)) (2)
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where Ip(R, r) is a function that measures the distance between functions R and r given that their
inputs are sampled according to p. In the experimental part of the paper we consider the case
Ip(R, r) = Ex∼p(x) |R(x)− r(x)|2.
Solving problems 1 and 2 in practice is both a theoretical and an experimental challenge. In
both problems, search spaces are infinite-dimensional and do not form a linear space. Moreover, in
problem 1 it consists of generalized functions. Our paper is dedicated to developing a framework
that tackles both problems.
The structure of the paper is the following. In section 2 we give standard definitions of the
tempered distribution and operations that can be applied to such distributions, convolution, the
Fourier transform etc. In section 3 we give mathematically precise definitions of the search space
of problem 1, denoted Gk, and the search space of problem 2, denoted Fk, and prove that they
are dual to each other in the sense that an image of Gk under the Fourier transform is Fk and vice
versa. In section 4 we introduce our approach to optimization over Gk (or, Fk) that is based on the
use of the so called proper kernel functions, M(x,y). Using proper kernels we prove theorem 5
that characterizes generalized g ∈ Gk as those for which the matrix of properly defined integrals
Mg = Re
[∫∫
Rn×Rn xiyjg(x)
∗M(x,y)g(y)dxdy
]
is of rank k. The main idea of the section is
to define Ω,  > 0 as a set of ordinary functions f for which squared Frobenius distance from√
Mf to some rank k matrix is not greater than . I.e. Ω “approximates” Gk in a certain sense.
Theorem 7 is a key result of the section that demonstrates that solutions of problems minφ∈Ωi I(φ)
for a sequence {i}∞i=1, i → 0, under certain assumptions, can be transformed into a solution of
problem minφ∈Gk I(φ). In section 5 we suggest an algorithm for solving minφ∈Ωi I(φ) which we
call the alternating scheme (subsection 5.1). In subsection 5.2 we formulate the alternating scheme
in the dual space for a case of the proper kernel M(x,y) = ζ(x− y). In section 6 we describe our
computational experiments with synthetic data.
2. Preliminaries
Throughout the paper we use common terminology and notations from functional analysis. The
Schwartz space of functions, denoted S(Rn), is a space of infinitely differentiable functions f :
Rn → C such that ∀α, β ∈ Nn, supx∈Rn |xαDβf(x)|< ∞, and equipped with a standard topol-
ogy, which is metrizable and complete. The tempered distribution is a continuous linear operator
T : S(Rn)→ R. For φ ∈ S(Rn), 〈T, φ〉 denotes an image of φ under T . The set of all such opera-
tors, denoted S ′(Rn), is equipped with the weak topology. I.e. for the sequence {fs} ⊆ S ′(Rn) and
f ∈ S ′(Rn), lims→∞ fs = f (or fs →∗ f ) means that lims→∞〈fs, φ〉 = 〈f, φ〉 for any φ ∈ S(Rn).
For Ω ⊆ S ′(Rn), Ω∗ denotes the sequential closure of Ω. The Fourier and inverse Fourier transforms
are first defined as operators F : S(Rn) → S(Rn) by F [φ](ξ) = ∫Rn φ(x)e−iξTxdx, φ ∈ S(Rn),
F−1[φ](x) = 1(2pi)n
∫
Rn φ(ξ)e
iξTxdξ, φ ∈ S(Rn), and then extended to continuous bijective lin-
ear operators F ,F−1 : S ′(Rn) → S ′(Rn) by the rule: 〈F [T ], φ〉 = 〈T,F [φ]〉, 〈F−1[T ], φ〉 =
〈T,F−1[φ]〉, T ∈ S ′(Rn). If a function f : Rn → C is such that ∫Rn f(x)φ(x)dx < ∞ for any
φ ∈ S(Rn), then it induces a linear operator Tf : S(Rn) → C, where 〈Tf , φ〉 =
∫
Rn f(x)φ(x)dx.
For a measure µ, by L2,µ(Rn) we denote the Hilbert space of functions from Rn to C, square-
integrable w.r.t. µ, with the inner product: 〈u, v〉L2,µ =
∫
u(x)∗v(x)dµ. The induced norm is
then ||u||L2,µ=
√
〈u,u〉L2,µ . For φ, ψ ∈ S(Rn) the convolution is defined as (φ ∗ ψ)(x) =∫
Rn φ(x − y)ψ(y)dy. For ψ ∈ S(Rn), T ∈ S ′(Rn), the convolution is defined as a tempered
3
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distribution ψ ∗ T such that 〈ψ ∗ T, φ〉 = 〈T, ψ˜ ∗ φ〉 where ψ˜(x) = ψ(−x). If T ∈ S ′(Rn) and a
function ψ is such that ψ(x)φ(x) ∈ S(Rn) whenever φ(x) ∈ S(Rn), then the multiplication ψT
is defined by 〈ψT, φ〉 = 〈T, ψφ〉. A set of infinitely differentiable functions with compact support
in Rn is denoted as C∞c (Rn). If T is a topological space, then a subset S ⊆ T is said to be dense
in T if the sequential closure of S is equal to T . For a matrix A =
[
aij
]
the Frobenius norm is
||A||F=
√∑
ij |aij |2. For brevity, we denote fˆ = F [f ]. Identity matrix of size n is denoted as In.
3. Basic function classes
To formalize distributions supported in a k-dimensional subspace, we need a number of standard
definitions. For φ1 ∈ S(Rk) and φ2 ∈ S(Rn−k) their tensor product is the function φ1⊗φ2 ∈ S(Rn)
such that (φ1 ⊗ φ2)(x,y) = φ1(x)φ2(y). The span of {φ1 ⊗ φ2|φ1 ∈ S(Rk), φ2 ∈ S(Rn−k)},
denoted S(Rk) ⊗ S(Rn−k), is called the tensor product of S(Rk) and S(Rn−k). For g1 ∈ S′(Rk)
and g2 ∈ S′(Rn−k) their tensor product is defined by the following rule: 〈g1 ⊗ g2, φ1 ⊗ φ2〉 =
g1[φ1]g2[φ2] for any φ1 ∈ S(Rk), φ2 ∈ S(Rn−k). Since S(Rk)⊗ S(Rn−k) is dense in S(Rn), there
is only one distribution g1 ⊗ g2 ∈ S′(Rn) that satisfies the latter identity.
An example of a generalized function, whose density is concentrated in a k-dimensional sub-
space, is any distribution that can be represented as:
g ⊗ δn−k def= g ⊗ δ ⊗ · · · ⊗ δ︸ ︷︷ ︸
n− k times
where g ∈ S′(Rk). If g = Tf where f is an ordinary function, then g ⊗ δn−k can be understood as
a generalized function whose density is concentrated in a subspace {x ∈ Rn|xi = 0, i > k} and
equals f(x1:k). It can be shown that the distribution acts on φ ∈ S(Rn) in the following way:
〈g ⊗ δn−k, φ〉 =
∫
Rk
f(x1:k)φ(x1:k,0n−k)dx1:k
Now to generalize the latter definition to any k-dimensional subspace we have to introduce the
change of variables in tempered distributions.
Let g ∈ S′(Rn) and U ∈ Rn×n be an orthogonal matrix, i.e. UTU = In. Then, gU ∈ S′(Rn) is
defined by the rule: 〈gU , φ〉 = 〈g, ψ〉 where ψ(x) = φ(UTx). If g = Tf , then the latter definition
gives gU = Tf ′ where f ′(x) = f(Ux). Now let us define classes of tempered distributions:
Gk =
{
(Tf ⊗ δn−k)U |f ∈ S(Rk), UTU = In
}
(3)
Fk = {Tr|r(x) = f(Ukx), f ∈ S(Rk), Uk ∈ Rk×n,
UkU
T
k = Ik}
(4)
The latter two classes are dual to each other. Before we will prove that statement, let us comment
that Gk formalizes all distributions with a k-dimensional support and Fk is defined by a set of
ordinary functions Fok = {r|Tr ∈ Fk}. The condition on the matrix Uk in the definition of Fk
can be relaxed (by only requiring that it is a full rank matrix), i.e. Fok = {g(Px)|g ∈ S(Rk), P ∈
Rk×n, rankP = k}. Indeed, if f(x) = g(Px), then f(x) = g′(Ukx) where Uk = (PP T )−1/2P
and g′(y) = g((PP T )1/2y). It is easy to see that UkUTk = Ik and g
′ ∈ S(Rk). Thus, Fok is just
4
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a set of functions that can be represented as a composition of a linear operator from Rn to Rk and
a k-ary smooth function. Or, in other words, g(Px) is a function whose value on x ∈ Rn depends
only on the projection of x onto a k-dimensional subspace, i.e. the row space of P .
Theorem 1 F [Gk] = Fk and F−1[Fk] = Gk.
Proof Let us prove first that if g = Tf ⊗ δn−k, then
F [g] = Tr
where r(x) = fˆ(x1:k),x ∈ Rn. For that we have to prove that 〈F [g], φ〉 = 〈Tr, φ〉 for any
φ ∈ S(Rn). Indeed,
〈F [g], φ〉 = 〈g,F [φ]〉 =
〈Tf ⊗ δn−k,
∫
Rn
φ(y)e−ix
Tydy〉 =
〈Tf ,
∫
Rn
φ(y)e−ix
T
1:ky1:kdy〉 =∫
Rn+k
f(x1:k)φ(y)e
−ixT1:ky1:kdydx1:k =∫
Rn
fˆ(y1:k)φ(y)dy = 〈Tr, φ〉
Let us calculate the image of Gk under Fourier transform. It is easy to see that for any g ∈
S′(Rn), φ ∈ S(Rn) and orthogonal U ∈ Rn×n we have: 〈F [gU ], φ(x)〉 = 〈gU ,F [φ](x)〉 =
〈g,F [φ](UTx)〉 = 〈g,F [φ(UTx)]〉 = 〈F [g], φ(UTx)〉 = 〈(F [g])U , φ(x)〉. Therefore, F [gU ] =
(F [g])U . Thus, if g = Tf ⊗ δn−k, then (F [gU ]) = (Tr)U = Tr′ where r′(x) = r(Ux) = fˆ(Ukx)
where Uk ∈ Rk×n is a matrix consisting of first k rows of U . Thus, Tr′ ∈ Fk. It is easy to see
that by varying f ∈ S(Rk) and U in the expression fˆ(Ukx) we can obtain any function from Fk.
Therefore, F [Gk] = Fk, and from bijectivity of fourier transform we obtain that F−1[Fk] = Gk.
Let us also define G′k = {(f⊗δn−k)U |f ∈ S′(Rk), UTU = In}. It is easy to see that Gk ⊆ G′k ⊆
Gk∗. For any collection f1, · · · , fl ∈ S′(Rn), spanR{fi}l1 denotes {
∑l
i=1 λifi|λi ∈ R} ⊆ S′(Rn),
which a linear space over R. The set G′k has the following simple characterization:
Theorem 2 For any T ∈ S′(Rn), T ∈ G′k if and only if dim spanR{x1T, x2T, · · · , xnT} ≤ k.
Proof [Proof (⇒)] Let us prove that from T = (f ⊗ δn−k)U , f ∈ S′(Rk), UTU = In it follows that
dim spanR{x1T, x2T, · · · , xnT} ≤ k.
It is easy to see that xi[f ⊗ δn−k] = 0 if i > k. If U = [u1, · · · ,un]T , then for i > k we have
0 = (xi[f ⊗ δn−k])U = uTi x(f ⊗ δn−k)U = uTi xT .
Thus, we have n−k orthogonal vectors, uk+1, · · · ,un, such that [x1T, · · · , xnT ]ui = 0. Using
standard linear algebra we get that there are at most k′ distributions xi1T, · · · , xik′T, k′ ≤ k that
form a basis of spanR{xiT}n1 .
For a proof of the inverse statement we need the following lemma first.
Lemma 3 If T ∈ S′(Rn) is such that yiT = 0 for any i > k, then T ∈ G′k.
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Proof [Proof of lemma] Recall from functional analysis that for f ∈ S′(Rn) the tempered distribu-
tion ∂f∂xi is defined by the condition 〈
∂f
∂xi
, φ〉 = −〈f, ∂φ∂xi 〉. Once the Fourier transform is applied,
our lemma’s dual version is equivalent to the following formulation: if ∂f∂xi = 0, i > k, then f ∈ F ′k.
Let us prove the latter formulation.
Suppose φ ∈ S(Rn) and p ∈ Cc(R) are chosen in such a way that
∫∞
−∞ p(yi)dyi = 1, supp p ⊆
[A,B]. Let us define:
r(x) =
∫ xi
−∞
φ(x−i, yi)dyi −
∫ xi
−∞
p(yi)dyi
∫ ∞
−∞
φ(x−i, yi)dyi
It is easy to see that for any α ∈ Nn−1, α′ ∈ N, β ∈ Nn−1, β′ ∈ N we have (at least one derivative
over xi is present):
xα−ix
α′
i
∂β,1+β
′
r
∂xβ−i∂x
1+β′
i
= xα−ix
α′
i
∂β,β
′
[φ(x)− p(xi)
∫∞
−∞ φ(x−i, yi)dyi]
∂xβ−i∂x
β′
i
=
xα−ix
α′
i
∂β,β
′
φ(x)
∂xβ−i∂x
β′
i
− xα′i
∂β
′
p(xi)
∂xβ
′
i
∫ ∞
−∞
xα−i
∂βφ(x−i, yi)
∂xβ−i
dyi
The terms xα−ix
α′
i
∂β,β
′
φ(x)
∂xβ−i∂x
β′
i
and xα
′
i
∂β
′
p(xi)
∂xβ
′
i
are bounded by definition of S(Rn), Cc(R). The bound-
edness of
∫∞
−∞ x
α
−i
∂βφ(x−i,yi)
∂xβ−i
dyi is a consequence of the inequality (which holds because φ ∈
S(Rn)): |xα−i ∂
βφ(x−i,yi)
∂xβ−i
|≤ C
1+y2i
.
Analogously (no derivatives over xi is present):
xα−ix
α′
i
∂βr
∂xβ−i
= xα
′
i
∫ xi
−∞
xα−i
∂βφ(x−i, yi)
∂xβ−i
dyi − xα′i
∫ xi
−∞
p(yi)dyi
∫ ∞
−∞
xα−i
∂βφ(x−i, yi)
∂xβ−i
dyi =
= xα
′
i (1−
∫ xi
−∞
p(yi)dyi)
∫ xi
−∞
xα−i
∂βφ(x−i, yi)
∂xβ−i
dyi−xα′i
∫ xi
−∞
p(yi)dyi
∫ ∞
xi
xα−i
∂βφ(x−i, yi)
∂xβ−i
dyi
The second term is 0 when xi ≤ A. It is also bounded when xi > A because |xα−i ∂
βφ(x−i,yi)
∂xβ−i
|≤
C′
(1+y2i )
α′+1 and: ∣∣∣∣∣xα′i
∫ ∞
xi
xα−i
∂βφ(x−i, yi)
∂xβ−i
dyi
∣∣∣∣∣ ≤ |xi|α′
∫ ∞
xi
C ′
(1 + y2i )
α′+1dyi
The latter is bounded, since limxi→+∞|xi|α
′∫∞
xi
C′
(1+y2i )
α′+1dyi = 0.
The first term is 0 when xi ≥ B and it is bounded for xi < B:∣∣∣∣∣xα′i
∫ xi
−∞
xα−i
∂βφ(x−i, yi)
∂xβ−i
dyi
∣∣∣∣∣ ≤ |xi|α′
∫ xi
−∞
C ′
(1 + y2i )
α′+1dyi
The latter is also bounded, since limxi→−∞|xi|α
′∫ xi
−∞
C′
(1+y2i )
α′+1dyi = 0.
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Thus, xα ∂
βr(x)
∂xβ
is bounded and r ∈ S(Rn). Therefore ∂f∂xi = 0 implies:
〈f, ∂r
∂xi
〉 = 0⇒ f [φ] = f [p(xi)
∫ ∞
−∞
φ(x−i, yi)dyi]
Since this sequence of arguments can be implemented for any i > k, we can apply them sequentially
to initial φ ∈ S(Rn) w.r.t. xk+1, ..., xn and will obtain that for any pk+1, ..., pn ∈ Cc(R) such that∫∞
−∞ pi(yi)dyi = 1:
f [φ] = f [pk+1(xk+1) · · · pn(xn)
∫
Rn−k
φ(x1:k,xk+1:n)dxk+1:n]
Moreover, since Cc(R) is dense in S(R), we can assume that pk+1, ..., pn ∈ S(R). For the inverse
Fourier transform T = F−1[f ] the latter condition becomes equivalent to:
〈T, φ〉 = 〈T, p′k+1(xk+1) · · · p′n(xn)φ(x1:k,0k+1:n)〉
for any p′k+1, ..., p
′
n ∈ S(R) such that p′i(0) = 1. Let us define p′i(xi) = e−x
2
i . It is easy to check
that T = g⊗ δn−k where g ∈ S′(Rk), 〈g, ψ〉 = 〈T, e−|xk+1:n|2ψ(x1:k)〉 for ψ ∈ S(Rk). I.e. T ∈ G′k
and lemma proved.
Proof of theorem 2 (⇐). If dim spanR{x1T, x2T, · · · , xnT} ≤ k, then
dim{v ∈ Rn|[x1T, · · · , xnT ]v = 0} ≥ n− k
I.e., there exists at least n− k orthonormal vectors vk+1, · · · ,vn, such that [x1T, · · · , xnT ]vi = 0.
Therefore, [x1T, · · · , xnT ]vi = (vTi x)T = 0.
Let us complete vk+1, · · · ,vn to form an orthonormal basis of Rn: v1, · · · ,vn. Let us define a
matrix V = [v1, · · · ,vn]. It is easy to see that:(
(vTi x)T
)
V
= (vTi V x)TV = xiTV
Since for i > k we have (vTi x)T = 0, then xiTV = 0. Using lemma 3 we obtain that TV ∈ G′k.
Therefore, (TV )V T = T ∈ G′k. Theorem proved.
4. Optimization over Gk
The central problem that our paper addresses is how to optimize a target function over Gk? Since
S′(Rn) is not a complete metric space (it is not even a sequential space Smolyanov (1992)), opti-
mization over such spaces needs additional tools. In that section we suggest an approach based on
penalty functions and kernels.
Throughout this section we assume that a function M(x,y) : Rn × Rn → C is such that for
any f ∈ L2(Rn) the integral f ′(x) =
∫
RnM(x,y)f(y)dy always converges and f
′ ∈ L2(Rn), i.e.
O(M)[f ] =
∫
RnM(x,y)f(y)dy is a linear operator from L2(R
n) to L2(Rn). For any operator O
between spacesH1 andH2, we denote its range asR[O] = {O(x)|x ∈ H1}.
Definition 4 The function M(x,y) : Rn × Rn → C is called the kernel if and only if
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• M(y,x) = M(x,y)∗,
• 〈f,O(M)[f ]〉L2(Rn) > 0,∀f ∈ L2(Rn), f 6= 0.
The kernel function M(x,y) is called the proper kernel if additionally:
• ∀x ∈ Rn M(x, ·),M(·,x) ∈ S(Rn),
• |M(x,y)|≤ γ for some γ,
• |xα∂xβM(x,y)|< γα,β(y) for some γα,β ∈ Lp(Rn), p ≥ 1,
• R[O(M)] ∩ S(Rn) is dense in S(Rn).
It can be checked that proper kernels include a case M(x,y) = ζ(x − y), ζ ∈ S(Rn) where
ζˆ(x) > 0 for all x.
For f, g : Rn → C let us denote:
〈f |M |g〉 =
∫∫
Rn×Rn
f(x)∗M(x,y)g(y)dxdy
It can be shown that for a proper kernel M and f, g ∈ S(Rn), the expression 〈f |M |g〉 <∞.
In fact, given f ∈ S′(Rn), g ∈ Gk, the expression 〈f |M |g〉 also can be directly defined. Since
M(x, ·) ∈ S(Rn), then φ(x) = 〈g,M(x, ·)〉 is defined for any x ∈ Rn. Let us show that for
g = Tl ⊗ δn−k ∈ Gk, we have φ ∈ S(Rn). Indeed, φ(x) =
∫
RkM(x,y1,0n−k)l(y1)dy1 and:
|xα∂xβφ(x)|≤ |
∫
Rk
xα∂xβM(x,y1,0n−k)l(y1)dy1|≤
∫
Rk
γα,β(y1,0n−k)|l(y1)|dy1
The latter, by Holder inequality is bounded by ||γα,β(y1,0n−k)||Lp(Rk)||l(y1)||Lq(Rk), 1p + 1q =
1, which is finite, because l ∈ S(Rk) and γα,β ∈ Lp(Rn) (note that Fubini’s theorem implies
||γα,β(y1,0n−k)||Lp(Rk)<∞). Thus, |xα∂βφ(x)| is bounded and φ ∈ S(Rn).
Let us now define for any f ∈ S′(Rn) and g = Tl ⊗ δn−k, 〈f |M |g〉 def= 〈f, φ∗〉∗, and for an
orthogonal U ∈ Rn×n, 〈f |M |gU 〉 def= 〈fUT |M(UTx, UTy)|g〉 (we use that M(UTx, UTy) is also
proper). Thus, the expression 〈f |M |g〉 is defined for all f ∈ S′(Rn), g ∈ Gk.
Theorem 2 shows that from f ∈ Gk it follows that dim spanR{x1f, x2f, · · · , xnf} ≤ k. Using
the kernel M , one can build a real part of the Gram matrix from the collection of distributions,[
Re 〈xif |M |xjf〉
]
1≤i,j≤n, and rank of it cannot be greater than k:
Theorem 5 Let M(x,y) be a proper kernel. If f ∈ Gk, then rank
[
Re 〈xif |M |xjf〉
]
1≤i,j≤n ≤ k.
Proof Since f ∈ Gk, then f = (Tg ⊗ δn−k)U where U is an orthogonal matrix and U =[
w1, · · · ,wn
]
. It is easy to see that:
〈xif |M |xjf〉 = 〈(xif)UT |M(UTx, UTy)|(xjf)UT 〉 =
〈wTi xTg ⊗ δn−k|M(UTx, UTy)|wTj xTg ⊗ δn−k〉
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Let us now denote V =
[
u1, · · · ,un
] ∈ Rk×n a submatrix of U in which only first k rows of U are
present. Then, the latter integral is equal to:∫∫
Rk×Rk
uTi x1:ky
T
1:kujg(x1:k)
∗M(V Tx1:k, V Ty1:k)g(y1:k)dx1:kdy1:k = uTi Buj
where
B =
[〈xig|M ′|xjg〉]1≤i,j≤k ,M ′(x1:k,y1:k) = M(V Tx1:k, V Ty1:k)
is the Gram matrix of the collection {xig(x1:k)}ki=1 ⊆ S(Rk).
Obviously, rankMf = rank
[
ReuTi Buj
]
1≤i,j≤n = rankV
T (ReB)V ≤ rankV = k.
Definition 6 LetA ∈ Rn×n be a positive semidefinite matrix with eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn
(with counting multiplicities). Then, the Ky Fan k–anti-norm of A is ||A||k=
∑k
i=1 λn+1−k.
For any f : Rn → C or f ∈ Gk let us denote Mf the matrix
[
Re 〈xif |M |xjf〉
]
1≤i,j≤n and let:
R(f) = ||Mf ||n−k
Theorem 5 tells us that that for f ∈ Gk, R(f) = 0. For ordinary f , from Eckart-Young-Mirsky
theorem we see that R(f) = minA∈Rn×n,rankA≤k||
√
Mf − A||2F . Thus, by restricting the value of
R(f) to be small we force Mf to be close to some matrix of rank k. Let us now denote:
Ω = {f ∈ S(Rn)|R(f) ≤ }
A natural idea now is to reduce the optimizational task:
I(f)→ min
f∈Gk
(5)
to a sequence of optimizational tasks over ordinary functions:
I(f)→ min
f∈Ω1
, I(f)→ min
f∈Ω2
, · · · , I(f)→ min
f∈Ωs
, · · · (6)
where s → 0, s → ∞. This idea is motivated by the following reasoning: for small s, a function
fs ∈ Ωs is such that Mfs is “almost” of rank k and the latter makes Tfs “close” to some tempered
distribution with a k-dimensional support. Indeed, we can prove the following statement:
Theorem 7 Gk ⊆
⋂
>0 {Tg|g ∈ Ω}
∗
. Moreover, if a sequence {fs}∞s=1 ⊆ S(Rn) is such that
Tfs →∗ T,R(fs)→ 0 and Tr(Mfs) is bounded, then T ∈ G′k.
Proof Let us first prove that Gk ⊆
⋂
>0 {Tg|g ∈ Ω}
∗
, i.e. for any f ∈ Gk we have ∀ > 0 : f ∈
{Tg|g ∈ Ω}∗. Let us fix f ∈ Gk and  > 0. W.l.o.g. we can assume that f = Tl⊗ δn−k, l ∈ S(Rk).
Let us define:
fσ =
1√
2piσ2
n−k e
− |xk+1:n|
2
2σ2 l(x1:k)
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We know that Tfσ →∗ f as σ → +0. Let us prove that there exists σ such that fσ ∈ Ω whenever
σ ∈ [0, σ]. Indeed, if we assume that i > k, j ≤ k we have the chain of inequalities:
〈xifσ|M |xjfσ〉 = 1
(2piσ2)n−k
∫∫
Rn×Rn
xiyje
− |xk+1:n|
2
2σ2 l(x1:k)M(x,y)e
− |yk+1:n|
2
2σ2 l(y1:k)dxdy =
∫
Rn
1√
2piσ2
n−k xie
− |xk+1:n|
2
2σ2 l(x1:k)P (x)dx
where P (x) =
∫
Rn
1√
2piσ2
n−k yjM(x,y)e
− |yk+1:n|
2
2σ2 l(y1:k)dy. Using Ho´lder inequality we obtain:
|〈xifσ|M |xjfσ〉|≤ || 1√
2piσ2
n−k xie
− |xk+1:n|
2
2σ2 l(x1:k)||L1(Rn)||P ||L∞(Rn)
= || 1√
2piσ2
n−k xie
− |xk+1:n|
2
2σ2 ||L1(Rn−k)||l||L1(Rk)||P ||L∞(Rn)
Since |M(x,y)|≤ γ for some γ, we have:
|P (x)|≤ γ|| 1√
2piσ2
n−k yje
− |yk+1:n|
2
2σ2 l(y1:k)||L1(Rn)=
γ|| 1√
2piσ2
n−k e
− |yk+1:n|
2
2σ2 ||L1(Rn−k)||yjl(y1:k)||L1(Rk)= γ||yjl(y1:k)||L1(Rk)
Thus, we obtained:
|〈xifσ|M |xjfσ〉|≤ || 1√
2piσ2
n−k xie
− |xk+1:n|
2
2σ2 ||L1(Rn−k)||l||L1(Rk)γ||yjl||L1(Rk)
= C|| 1√
2piσ2
n−k xie
− |xk+1:n|
2
2σ2 ||L1(Rn−k)
It is easy to see that || 1√
2piσ2
n−kxie
− |xk+1:n|
2
2σ2 ||L1(Rn−k)→ 0 as σ → 0, therefore 〈xifσ|M |xjfσ〉 →
0.
Analogously we can prove that 〈xifσ|M |xjfσ〉 → 0 if i, j > k. Thus, all entries of Mfσ except
those of the main k × k minor tend to 0 as σ → 0. The latter means that R(fσ) → 0. I.e. there
exists σ > 0 such that fσ ∈ Ω whenever σ ∈ [0, σ]. Since fσ →∗ f as σ → +0, then f ∈ Ω∗
and therefore Gk ⊆
⋂
>0 Ω
∗.
Let us now verify the second part of theorem. Suppose that we are given a sequence {fs}∞s=1 ⊆
S(Rn) such that Tfs →∗ T,R(fs)→ 0 and Tr(Mfs) is bounded. For each l, let us define Pl as the
projection operator to a subspace spanned by first principal components of the matrix
√
Mfl , i.e.
Pl =
k∑
i=1
vliv
l
i
T
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where vl1, ...,v
l
k are orthonormal eigenvectors that correspond to k largest eigenvalues of
√
Mfl . It
is easy to see from the definition of Ωl and Eckart-Young-Mirsky theorem that R(fl) = ||
√
Mfl −
Pl
√
Mfl ||2F . Since a set of all projection operators {P ∈ Rn×n|P 2 = P, P T = P} is a compact
subset of Rn2 , one can always find a projection operator P =
∑k
i=1 viv
T
i and a growing subse-
quence {ls} such that ||Pls − P ||F→ 0 as s→∞. Thus, for the subsequence {fls} we have:
||
√
Mfls − P
√
Mfls ||F= ||
√
Mfls − Pls
√
Mfls + Pls
√
Mfls − P
√
Mfls ||F≤
||
√
Mfls − Pls
√
Mfls ||F+||Pls − P ||F ||
√
Mfls ||F=
√
R(fls) + ||Pls − P ||FTr(Mfs)
and using boundedness of Tr(Mfs) we obtain that ||
√
Mfls − P
√
Mfls ||F→ 0.
Since ||√Mfls −P√Mfls ||F→ 0, let us complete v1, ...,vk to an orthonormal basis v1, ...,vn
and make the change of variables yi = vTi x. Let us denote V =
[
v1, ...,vn
]
and let V T =[
w1, ...,wn
]
. Then, after that change of variables any function f(x) corresponds to f ′(y) = f(V y)
and the kernel M corresponds to M ′(y,y′) = M(V y, V y′). If we apply that change of variables
in the integral expression of 〈xif |M |xjf〉, we will obtain:
〈xif |M |xjf〉 = 〈wTi yf ′|M ′|wTj yf ′〉 = wTi
[〈yi′f ′|M ′|yj′f ′〉]n×nwj ⇒
Re 〈xif |M |xjf〉 = wTi
[
Re 〈yi′f ′|M ′|yj′f ′〉
]
n×nwj
I.e. Mf = VM ′f ′V
T , or M ′f ′ = V
TMfV . Note that P = V IknV
T where Ikn is a diagonal matrix
whose main k× k minor is the identity matrix, and all other entries are zeros. Using that Frobenius
norm of orthogonally similar matrices are equal and the identity V T
√
MflsV =
√
V TMflsV , we
obtain:
||
√
Mfls − P
√
Mfls ||F= ||V T
√
MflsV − V TP
√
MflsV ||F=
||
√
V TMflsV − V TV IknV T
√
MflsV ||F= ||
√
M ′
f ′ls
− Ikn
√
M ′
f ′ls
||F
Thus, the property ||√Mfls − P√Mfls ||F→ 0 implies that:
Re 〈yif ′ls |M ′|yjf ′ls〉 → 0, IF i > k
Moreover, for i = j we have Re 〈yif ′ls |M ′|yjf ′ls〉 = 〈yif ′ls |M ′|yjf ′ls〉. It is easy to see that af-
ter the change of variables we still have f ′ls →∗ TV . Since f ′ls ∈ S(Rn), we have yif ′ls ∈
S(Rn) and, therefore, yif ′ls ∈ L2(Rn). Let us treat now M ′ as an operator O(M ′) : L2(Rn) →
L2(Rn), O(M ′)[f ](x) =
∫
RnM
′(x,y)f(y)dy. Let us take any function φ ∈ L2(Rn) such that
ψ = O(M ′)[φ] ∈ S(Rn). Since O(M ′) is a strictly positive self-adjoint operator, by Cauchy-
Schwarz inequality, we obtain:
|〈yif ′ls , O(M ′)[φ]〉|≤
√
〈yif ′ls |M ′|yif ′ls〉
√
〈φ,O(M ′)[φ]〉
Therefore, for anyψ ∈ R[O(M ′)]∩S(Rn) and i > k we have lims→∞〈yif ′ls , ψ〉 = lims→∞〈f ′ls , yiψ〉 =
0. Since f ′ls →∗ TV we obtain that 〈TV , yiψ〉 = 〈yiTV , ψ〉 = 0 for any ψ ∈ R[O(M ′)] ∩ S(Rn).
But denseness ofR[O(M ′)] ∩ S(Rn) in S(Rn) implies that yiTV = 0.
Using lemma 3 and (TV )V T = T we obtain the needed result.
Suppose now that we solve a sequence of problems 6 and find fs ∈ Ωs s.t. I(fs) < minf∈Ωs I(f)+
′. According to theorem 7 possible scenarios are the following:
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(1) Tr(Mfs) blows up and nothing is guaranteed;
If Tr(Mfs) is bounded byC, then due to the compactness of SDC = {M ∈ Rn×n|M ≥ 0,Tr(M) ≤
C} there is a subsequence {lt} such that Mflt →M∗ ∈ SDC . Since R(flt) = ||Mflt ||n−k→ 0 we
have that ||M∗||n−k= 0 and M∗ is of rank k. It is easy to see that the span of k eigenvectors of M∗
is a natural candidate for a space in which a solution to 5 is supported. We still have two subcases:
(2) A sequence {Tfs} does not converge to anything;
(3) Tfs →∗ T , and T ∈ G′k.
Only the case 3 corresponds to a positive outcome of our approach 6 to the optimization problem 5.
5. Alternating algorithm
It is known Hiai (2013) that Ky Fan anti-norm is a concave function, i.e. R(φ) = ||Mφ||n−k depends
on Mφ in a concave way. It can be shown that the dependence of R(φ) on φ is both non-convex and
non-concave.
Thus, even if I(φ) is a convex function, an optimizational task
I(φ)→ min
φ:R(φ)≤
(7)
is not equivalent to its penalty form:
I(φ) + λR(φ)→ min
φ
(8)
sinceR(φ) is not a convex function of φ. Though they are not equivalent, further we will concentrate
on problem 8. Indeed, in 8 we penalize the value of R(φ), forcing it to be small, which could serve
as a substitute of the constraint R(φ) ≤ . Recalling that R(f) = minA∈Rn×n,rankA≤k||
√
Mf −
A||2F , the latter problem can be rewritten as a minimization of I(φ) + λ||
√
Mf − A||2F over two
objects: φ and A ∈ Rn×n, rankA ≤ k. Let us introduce a natural algorithm for 8, which we
call the alternating scheme, because in that algorithm we just simply optimize alternatingly over 2
arguments, φ and A.
Algorithm 1 Alternating scheme
A0 ←− 0
for t = 1, · · · , T do
φt ←− arg min
φ
I(φ) + λ||√Mφ −At−1||2F
At ←− arg minA∈Rn×n,rankA≤k||
√
Mφt −A||F
end
Find {vi}n1 s.t. ANvi = λivi, λ1 ≥ · · · ≥ λn
Output: v1, · · · ,vk
Further we are developing different modifications and aspects of that algorithm.
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5.1. The alternating scheme
LetB(H1, H2) denote a set of bounded linear operators between Hilbert spacesH1 andH2. ForO ∈
B(H1, H2) the rank of O is defined as dimR(O). Let Lr2(Rn) be the Hilbert space of real-valued
square integrable functions. It is a well-known fact that B(Lr2(Rn),R) (with the operator norm)
and Lr2(Rn) are isomorphic Rudin (1991). From that it is easy to see that any O ∈ B(Lr2(Rn) ×
Lr2(Rn),Rn) can be given by formula:
O[φ1, φ2]i = 〈Oi1, φ1〉Lr2(Rn) + 〈Oi2, φ2〉Lr2(Rn),
Oij ∈ Lr2(Rn), i = 1, n, j = 1, 2
I.e. O ∈ B(Lr2(Rn)× Lr2(Rn),Rn) can be identified with a matrix of real-valued functions:
O =
[
Oij
]
i=1,n,j=1,2
, Oij ∈ Lr2(Rn)
and a trace norm on B(Lr2(Rn)× Lr2(Rn),Rn) (which is different from the operator norm) is:
||O||=
√√√√ n∑
i=1
2∑
j=1
||Oij ||2Lr2(Rn) (9)
Recall that for our kernel M , O(M) is positive and self-adjoint. If O(M) is additionally
bounded, then the square root
√
O(M) can be correctly defined Rudin (1991). For a real-valued
kernel M and any complex-valued function f = f1 + if2 let us introduce a linear operator Sf :
Lr2(Rn)× Lr2(Rn)→ Rn (in general, partially defined) by the following rule:
Sf [φ1, φ2]i =
2∑
j=1
〈xifj(x),
√
O(M)[φj ]〉
I.e. (Sf )ij =
√
O(M)[xifj(x)], i = 1, n, j = 1, 2.
Theorem 8 If M is real-valued, O(M) is bounded and TrMf < ∞, then Sf ∈ B(Lr2(Rn) ×
Lr2(Rn),Rn) and SfS
†
f = Mf . Moreover, R(f) = min
S∈B(Lr2(Rn)×Lr2(Rn),Rn),rankS≤k
||Sf − S||2 and
that minimum is attained at S = PfSf where Pf =
∑k
i=1 uiu
†
i and {ui}k1 are eigenvectors of Mf
with largest k eigenvalues.
Proof Since TrMf < ∞, then 〈xif, xif〉 < ∞ and xif ∈ L2(Rn). For φ1, φ2 ∈ Lr2(Rn),
let us denote φ = φ1 + iφ2 ∈ L2(Rn). Using that notation we can rewrite the definition of Sf
as: Sf [φ1, φ2]i = Re 〈xif,
√
O(M)[φ]〉. The boundedness of Sf follows from Cauchy-Schwarz
inequality:
|Sf [φ1, φ2]i|= |Re 〈xif,
√
O(M)[φ]〉|≤
√
〈xif, xif〉
√
〈
√
O(M)[φ],
√
O(M)[φ]〉 =√
〈f, x2i f〉
√
〈φ,O(M)[φ]〉
and therefore:
||Sf [φ1, φ2]||2=
n∑
i=1
|Sf [φ1, φ2]i|2≤ 〈f, |x|2f〉〈φ,O(M)[φ]〉 ≤ TrMf ||O(M)||2B(L2,L2)||φ||2L2(Rn)
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I.e. we checked that Sf is bounded.
By definition, S†f : R
n → Lr2(Rn) × Lr2(Rn) and 〈u, Sf [φ1, φ2]〉 = 〈S†f [u], [φ1, φ2]〉,u ∈
Rn, [φ1, φ2] ∈ Lr2(Rn) × Lr2(Rn). It is easy to see that the following operator satisfies the latter
identity:
O[u] =
[√
O(M)[f1(x)x
Tu],
√
O(M)[f2(x)x
Tu]
]
Since the adjoint is unique, then S†f = O. Let us calculate SfS
†
f :
u
S†f−→ [√O(M)[f1(x)xTu],√O(M)[f2(x)xTu]] Sf−→〈x1f1(x),
√
O(M)[
√
O(M)[f1(x)x
Tu]]〉+ 〈x1f2(x),
√
O(M)[
√
O(M)[f2(x)x
Tu]]〉
· · ·
〈xnf1(x),
√
O(M)[
√
O(M)[f1(x)x
Tu]]〉+ 〈xnf2(x),
√
O(M)[
√
O(M)[f2(x)x
Tu]]〉
 =
∑2j=1〈x1fj(x), O(M)[fj(x)xTu]〉· · ·∑2
j=1〈xnfj(x), O(M)[fj(x)xTu]〉
 = [Re 〈xif,M [xjf ]〉]1≤i,j≤n u = Mfu
Thus, SfS
†
f = Mf . Since TrSfS
†
f <∞ and ||S†f [u]||≤ 〈u,Mfu〉, we obtain that S†f is a bounded
operator.
Let u1, · · ·un be orthonormal eigenvectors of Mf = SfS†f and λ1 ≥ · · · ≥ λn′ > 0 be
corresponding nonzero eigenvalues. For σi =
√
λi let us define vi =
S†f [ui]
σi
. Vector vi corresponds
to a pair of functions:
vi =
1
σi
[√
O(M)[f1(x)x
Tui],
√
O(M)[f2(x)x
Tui]
] ∈ Lr2(Rn)× Lr2(Rn)
It is easy to see that v1, · · ·vn′ is an orthonormal basis in ImS†f , and S†f can be expanded in the
following way:
S†f =
n′∑
i=1
σiviu
†
i
and therefore, SVD for Sf is:
Sf =
n′∑
i=1
σiuiv
†
i
By Eckart-Young-Mirsky theorem, an optimal S in min
S∈B(Lr2(Rn)×Lr2(Rn),Rn),rankS≤k
||Sf − S||2 is
defined by a truncation of SVD for Sf at kth term, i.e.:
S =
k∑
i=1
σiuiv
†
i = PfSf (10)
where Pf =
∑k
i=1 uiu
†
i is a projection operator to first k principal components ofMf . Moreover,
||Sf − PfSf ||2=
∑n′
i=k+1 σ
2
i = ||Mf ||n−k= R(f).
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Given the new representation R(f) = min
S∈B(Lr2(Rn)×Lr2(Rn),Rn),rankS≤k
||Sf − S||2 it is natural to
view the task 8 as a minimization of I(φ) + λ||Sφ−S||2 over two objects: φ and S ∈ B(Lr2(Rn)×
Lr2(Rn),Rn), rankS ≤ k. The simplest approach to minimize a function over two arguments is
to optimize alternatingly, i.e. first over φ and second over S, rankS ≤ k. Note that given φ,
minimization over S is equivalent to the truncation of SVD(Sφ) at k-th term. The realization of that
idea is given below and is called the alternating scheme.
Algorithm 2 The alternating scheme
P0 ←− 0, Sφ0 ←− 0
for t = 1, · · · , T do
φt ←− arg min
φ
I(φ) + λ||Sφ − Pt−1Sφt−1 ||2
Calculate Mφt
Find {vi}n1 s.t. Mφtvi = λivi, λ1 ≥ · · · ≥ λn
Pt ←−
∑k
i=1 viv
T
i
end for
Output: v1, · · · ,vk
5.2. The alternating scheme for M(x,y) = ζ(x− y)
When M(x,y) = ζ(x − y) the alternating scheme 2 allows a reformulation in the dual space
that substantially simplifies its practical implementation. By this we mean that in the scheme 2 we
substitute φˆt for the original φt. If the primal scheme 2 deals with operators Sφ, Sφt−1 , the dual
version deals with vectors of functions
√
ζˆ ∂φˆ∂x ,
√
ζˆ ∂φˆt−1∂x . The substitution is based on the following
simple facts:
O(M)[ψ] = ζ ∗ ψ ⇒ F {O(M)[ψ]} ∼ ζˆψˆ ⇒
F
{√
O(M)[ψ]
}
∼
√
ζˆψˆ ⇒
Sf [ψ1, ψ2]i =
2∑
j=1
〈xifj ,
√
O(M)[ψj ]〉 ∼
2∑
j=1
〈F {xifj} ,F
{√
O(M)[ψj ]
}
〉 ∼
2∑
j=1
〈∂fˆj
∂xi
,
√
ζˆψˆj〉 =
2∑
j=1
〈
√
ζˆ
∂fˆj
∂xi
, ψˆj〉
Since Sf [ψ1, ψ2]i =
∑2
j=1〈(Sf )ij , ψj〉 ∼
∑2
j=1〈(̂Sf )ij , ψˆj〉, then we obtain that
(̂Sf )ij = κ
√
ζˆ
∂fˆj
∂xi
(11)
where κ is a constant.
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For a given f , let us now introduce a vector of functions Vf =
[
(Sf )1, · · · , (Sf )n
]T ∈ Ln2 (Rn)
where (Sf )i = (Sf )i1 + i(Sf )i2. Using 11 we obtain that (̂Sf )i = κ
√
ζˆ ∂fˆ∂xi , and therefore:
V̂f = κ
√
ζˆ
∂fˆ
∂x
Thus, the expression ||Sφ − Pt−1Sφt−1 ||2 in the scheme 2 can be rewritten as (see 9):
||Vφ − Pt−1Vφt−1 ||2Ln2 (Rn)∼
||κ
√
ζˆ
∂φˆ
∂x
− Pt−1κ
√
ζˆ
∂φˆt−1
∂x
||2Ln2 (Rn)∼
|| |∂φˆ
∂x
− Pt−1∂φˆt−1
∂x
| ||2L2,ζˆ(Rn)
The matrix Mf can also be calculated from fˆ using the following identity:
〈xif,M [xjf ]〉 = 〈xif, ζ ∗ (xjf)〉 ∼
〈 ∂fˆ
∂xi
, ζˆ
∂fˆ
∂xj
〉 = 〈 ∂fˆ
∂xi
,
∂fˆ
∂xj
〉L2,ζˆ(Rn)
Let us introduce a function Î such that Î(fˆ) = I(f). Then, we see that all steps of the scheme 2
can be done with φˆt rather than with φt, by the algorithm given below.
Algorithm 3 The alternating scheme in the dual space
P0 ←− 0, φˆ0 ←− 0
for t = 1, · · · , T do
φˆt ←− arg min
φˆ
Î(φˆ) + λ|| |∂φˆ∂x − Pt−1 ∂φˆt−1∂x | ||2L2,ζˆ(Rn)
Calculate Mt =
[
Re 〈∂φˆt∂xi ,
∂φˆt
∂xj
〉L2,ζˆ(Rn)
]
Find {vi}n1 s.t. Mtvi = λivi, λ1 ≥ · · · ≥ λn
Pt ←−
∑k
i=1 viv
T
i
end for
Output: v1, · · · ,vk
Informally, the latter algorithm can be explained in the following way: at each iteration t we
compute a function φˆt adapting it to data (the term Î(φˆ)) and adapting its gradient field to the
rank reduced gradient field of the previous φˆt−1. For a sufficiently large T , if it converges, then
φˆT ≈ φˆT−1, and the second term approximately equals λ||MT ||n−k.
6. Experiments
6.1. Practical implementation of algorithm 3
In the algorithm 3 we can choose ζˆ(x) = 1√
2piθ2
n e
− |x|2
2θ2 and define ξ as a random vector sampled
according to pdf ζˆ(x), then A = || |∂φˆ∂x − Pt−1 ∂φˆt−1∂x | ||2L2,ζˆ(Rn)= E|
∂φˆ
∂x(ξ) − Pt−1 ∂φˆt−1∂x (ξ)|2 and
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Bij = 〈∂φˆt∂xi ,
∂φˆt
∂xj
〉L2,ζˆ(Rn) = E
∂φˆt
∂xi
(ξ) ∂φˆt∂xj (ξ). In practice, the latter two expectations are substituted
with empirical means over a sufficiently large sample of points ξ1, · · · , ξK ∼ ζˆ(x):
A ≈ 1
K
K∑
s=1
|∂φˆ
∂x
(ξs)− Pt−1
∂φˆt−1
∂x
(ξs)|2
Bij ≈ 1
K
K∑
s=1
∂φˆt
∂xi
(ξs)
∂φˆt
∂xj
(ξs)
In all our experiments
Î(φˆ) = c||f − φˆ||2L2,w(Rn) (12)
where w is some pdf, then we sample points ν1, · · · ,νL ∼ w(x) and approximate:
Î(φˆ) ≈ c
L
L∑
s=1
|f(νs)− φˆ(νs)|2
The last non-constructive part of the algorithm is a space of functions φˆ in which we search for
a minimum of Î(φˆ) + λ|| |∂φˆ∂x − Pt−1 ∂φˆt−1∂x | ||2L2,ζˆ(Rn). We assume that φˆ is given in the form
of a single layer neural network with parameters ws,as, bs: φˆ(x) =
∑M
s=1wsσ(a
T
s x + bs) +
i
∑2M
s=M+1wsσ(a
T
s x+ bs) where σ is the sigmoid function. Since single layer neural networks are
dense in L2,µ Barron (1993) where µ is a finite measure on Rn, by choosing M properly one can
always define the space rich enough to cover all interesting functions. Now all structures of our
algorithm become finite and it can be practically implemented. Thus, the hyperparameters of the
algorithm are λ, T, θ,K,L,M .
6.2. Dimension reduction
Suppose that points x1,x2, · · · ,xN were generated according to some unknown distribution. An
empirical distribution function defined by the sample can be expressed as:
pemp(x) =
1
N
N∑
i=1
δn(x− xi)
A natural approach to the dimension reduction problem is to search for a tempered distribution φ ∈
Gk such that pemp(x) ≈ φ(x), or pemp(x) − φ(x) ≈ 0. Obviously, the difference pemp(x) − φ(x)
is another tempered distribution, whose norm is not defined. We can define the loss function using
a common tool from functional analysis, namely a smoothing via a convolution. I.e. we choose
a function γ(x) ≥ 0 such that ∫Rn γ(x)dx = 1, e.g. γ(x) = (piη2)−n/2e− |x|2η2 (η is another
hyperparameter). Then, the loss function for φ is defined as:
I(φ) = ||γ ∗ (pemp(x)− φ(x))||2L2(Rn) (13)
Note that pkde(x) = γ ∗ pemp(x) = 1N
∑N
i=1 γ(x − xi) can be understood as the kernel density
estimation from the sample. I.e. our loss function measures the deviation of γ ∗ φ from pkde.
17
DIMENSION REDUCTION
Therefore, the parameter η has the same meaning as the bandwidth in multivariate kernel density
estimation methods, and there is ample literature on how to tune that parameter from data Wand and
Jones (1994).
Now our optimizational task is:
I(φ)→ min
φ∈Gk
The isometry of the Fourier transform gives us Î(φˆ) = cI(φ) where Î(φˆ) = || 1N
∑N
i=1 e
−ixTi x −
φˆ(x)||2L2,|γˆ|2 (Rn). Thus, our problem’s dual version is:
Î(φˆ)→ min
φˆ∈Fk
For w ∼ |γˆ|2 the form of Î(φˆ) becomes the same as in the equation 12, and we can apply the
algorithm 3 to the task.
Synthetic data and parameters. For n = 6 we generated N = 100 data points with 6 i.i.d.
coordinates: x1, x2 ∼ Norm(0, 1) and xi ∼ Norm(0, 2), i = 3, n. We set  = 0.01, i.e. points are
concentrated near the 2-dimensional hyperplane xi = 0, i = 3, n. We are interested in finding that
hyperplane, therefore we set k = 2. Thus, a natural measure of an accuracy of the algorithm 3 is
acc = ||∑ki=1 vivTi −∑ki=1 eieTi ||. Hyperparameters were set in the following way: η = 0.1, T =
75,K = L = 1000,M = 200 (for notations see subsection 6.1). The dependance of a resulting
accuracy acc on ln(λ) for different values of θ are shown on the graph below.
We see that the best accuracy (and a stable behaviour of acc/ln(λ)) is observed when |γˆ|2∼
ζˆ, θ2 ≈ 1
η2
(a green curve), i.e. when points ξ1, · · · , ξK and ν1, · · · ,νL from subsection 6.1 are
generated according to the same distribution. When variance of points ξi, i.e. θ
2, and variance of
points νi, i.e. 1η2 , are substantially different, e.g. for θ = 1 or θ = 40, the accuracy degrades. Thus,
a natural practical prescription is to set θ = 1η .
Another important observation is that for any θ the dependence of acc on ln(λ) is not monotone,
i.e. there is an optimal λ that should be fit for any dimension reduction task. The high-level reason
for that is non-equivalence of the tasks 7 and 8 due to the non-convexity of R(f). Thus, increasing
λ does not automatically lead to the improvement of accuracy.
Difference in objective from PCA. We experimented with a modification of the data model:
pdf of the first 2 coordinates is p(x1, x2) = 49
1
2pie
−x
2
1
2
− x
2
2
22 +49
1
2pie
−x
2
2
2
− x
2
1
22 +19
1
2pie
− (x1+x2)2
4
− (x1−x2)2
42
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and xi ∼ Norm(0, 2), i = 3, n are generated i.i.d. The distribution of the first 2 coordinates is
shown on the picture below.
The standard PCA applied to such data points gives the first principle component close to the
direction 1√
2
(e1 + e2) (though only 11% of points lie in that direction). The reason is that data
points on x-axis together with data points on y-axis enhance the third direction. The algorithm 3
(with the set of parameters given above and k = 1) results in the main direction equal to either
e1 or e2, but never 1√2(e1 + e2). The reason behind such a behavior is that in the objective I(φ)
(see 13) only those points contribute to its value whose distance from the support of φ is at the scale
of η. Thus, points at the distance >> η do not affect the value and the algorithm’s goal is to find
“a pattern of points” located at the distance . η from some k-dimensional hyperplane. I.e. if the
classical PCA searches for “a global pattern”, our approach searches for a local one, but requires
sharpness.
6.3. Experiments with the sufficient dimension reduction
As we explained in the introduction, our optimization task can be applied to the sufficient dimension
reduction problem. We assume that we already recovered the probability density function p(x) from
data and the regression function f(x). Thus, our goal is to find φˆ ∈ Fk such that f(x) ≈ φˆ(x), or
we need to solve:
Eξ∼p(f(ξ)− φˆ(ξ))2 = ||f − φˆ||L2,p(Rn)→ min
φˆ∈Fk
which again can be solved by the algorithm 3.
We experimented with the algorithm 3, setting n = 6, p(x) = √
2pi
e−|x|2/2, and the regression
function as 6-ary f(x1, · · · , x6) = A(x1, x2)+C[|x|≤ 1] whereA(x, y) = −20e−0.2
√
0.5(x2+y2)−
e0.5(cos 2pix+cos 2piy) + e+ 20 is the Ackley function and [|x|≤ 1] is the indicator function of the unit
ball. It is specifically defined in such a way that the first term depends on 2 variables and the second
term is radial. The parameter C controls the function’s radiality. We were interested in k = 2, as
in this case, for any nonzero C, a correct sufficient dimension reduction should give PN ≈ e1eT1 +
e2e
T
2 . Thus, a natural measure of the accuracy of the algorithm is acc = ||PN − e1eT1 − e2eT2 ||F .
The kernel M(x,y) = ζ(x− y) was defined as the gaussian kernel for which ζˆ(x) = 1√
2pi
e−|x|2/2
(i.e. θ = 1). We set the hyperparameters of the algorithm 3 as T = 50,K = L = 1000 (for
notations see subsection 6.1).
As in the case of dimension reduction, the dependence of acc on λ is not monotone: curves for
different values of C and M are given below.
For C = 100, λ = 500 the dependence of the resulting accuracy on the number of neurons
M is shown below. It demonstrates that the accuracy improves as the complexity of our class of
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functions increases (though, for fixed K,L, it will eventually degrade due to overfitting). Adjacent
graph shows typical behavior of achieved accuracy on the iteration t.
We observed often that an accuracy achieved at the first iteration is already close to optimal.
Our explanation is the following: only one iteration of the alternating scheme 2 is equivalent to the
minimization of I(φ) + λ||Mφ||n, where ||Mφ||n= ||Λ||L1 and Λ = [λ1, · · · , λn]T is a vector of
eigenvalues of Mφ. I.e. it is equivalent to the minimization of I(φ) with L1-regularization term that
makes Λ sparse, i.e. making Mφ a low rank matrix.
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