Introduction
============

Wearable medical devices are capable of continuously monitoring an individual\'s vital signs in real time. These devices are particularly important to the world\'s increasingly aging population, whose health conditions have to be assessed regularly or monitored continuously. The devices can warn individuals of symptoms of deterioration, e.g. alerting them when their blood pressure is increasing to a level above a predetermined threshold. The devices can also automatically notify emergency services in critical situations. In order to make wearable devices practical, a series of technical problems have to be solved. For example, these devices need to be miniature in size, must possess a user-friendly interface and be efficient in power consumption. Most importantly, these devices need to have a low failure rate and must report minimal false alarms. In other words, these devices are required to provide an accurate estimate of the monitored vital sign under normal daily life situations. This leads to the important topic on the reduction of motion artifacts \[[@B1]-[@B4]\]. In this paper, the smoothed pseudo Wigner-Ville distribution (SPWVD) is investigated as a novel motion artifacts resistant approach for estimating one of the most important vital signs -- the blood oxygen saturation level (SpO2).

The paper is organized as follows. Section 2 reviews the techniques commonly used for attenuating motion artifacts in pulse oximetry. Section 3 discusses the basic theory for SpO2 computation and the techniques used in this study for reducing motion artifacts. Section 4 compares the performance of two time-frequency techniques, i.e. the short-time Fourier transform (STFT) and the SPWVD. Section 5 presents the protocol and the results of an experiment to assess motion artifact reduction in real data. Section 6 discusses the performance of the SPWVD approach as compared to the traditional time domain and spectral methods. Lastly, the major findings of this paper are summarized in section 7.

Background
==========

SpO2 is commonly monitored by a pulse oximeter, which has been widely adopted as a standard measure during anesthesia, neonatal care and post-operative recovery \[[@B5],[@B6]\]. Pulse oximeters currently available on the market normally perform remarkably well when the monitored subject is in the resting position. However, their reliability is significantly reduced when the subject moves, even when movements are only involuntary, such as shivering \[[@B1]-[@B4],[@B7]\]. Therefore, the reduction of motion artifacts is of particular concern in the development of pulse oximeters to be applied in ambulatory, pediatric and trauma settings, as well as for implementing them into wearable devices for personal home healthcare \[[@B8]\].

A number of attempts have been made in the past decade to improve the accuracy of pulse oximeters when subjects move. Typical methods can be generally classified into three categories: (1) based on an independent measure of motion; (2) based on a model of the ideal signal or the noise; and (3) based on features recognized from the corrupted signal. For techniques based on an independent measure of motion, one or more transducers (e.g. piezo or optical sensors) are employed to record the user\'s motion. By assuming that the artifact is a linear addition to the pulsatile photoplethysmographic (PPG) signal, the original signal can be reconstructed from the corrupted signal \[[@B9]-[@B11]\]. This hypothesis is however often doubted when inspecting PPG signals under typical artifact-producing forces \[[@B12]\]. This observation drives researchers to develop more realistic models for the PPG signal or the artifact.

A recently proposed PPG artifact reduction methodology was based on the inversion of a nonlinear physical artifact model and could significantly reduce the effect of changes of probe coupling \[[@B8],[@B12]\]. However, model-based techniques suffer inherently from the specificity of the model design and are unable to cope with all aspects of real-life scenarios.

On the other hand, techniques based on feature recognition are free of the generic problem of model designs. Instead, these techniques often utilize some predetermined criteria to separate regions of corrupted and uncorrupted PPG signal and estimate the desired parameters from the uncorrupted portion of it. For example, Swedlow *et al*. calculated the derivative of a signal and identified a portion of it as a motion artifact whenever the ratio of adjacent positive and negative peaks of the derivative is below a threshold \[[@B13]\]. J.E. Scharf *et al*. evaluated the use of spectral analysis to separate the cardiac physiologic components from the recorded PPG signal that is contaminated by motion artifact for SpO2 estimation \[[@B14]-[@B16]\].

The above methodologies employ techniques in the time domain or frequency domain. However, due to the nonstationary nature of PPG signals, the use of time-frequency analysis appears to be extremely attractive. Dowla *et al*. proposed using a neural network together with a wavelet transform (WT) to estimate SpO2 in the presence of a motion artifact, and found out that this technique performs better than conventional algorithm that detects peaks and troughs of the PPG signal for estimating SpO2 levels \[[@B17]\]. In their method, a neural network was trained to identify the motion level, which was then fed into a second neural network together with the amplitude ratios at different scales of WT of the PPG signal to estimate SpO2 levels. It has been pointed out by another researcher \[[@B16]\] that using WT for SpO2 computation requires careful analysis and additional testing. WT does not result in a spectrum where the amplitude of a unique cardiac frequency can be directly obtained for SpO2 estimation. On the other hand, although such a unique component is available on the spectrum obtained from fast Fourier transform (FFT), the time-frequency resolution of FFT or STFT is relatively low when compared to other time-frequency techniques such as the Wigner-Ville distribution. The goal of this study is to investigate the use of SPWVD, a high resolution time-frequency transformation where the amplitude of a unique cardiac frequency is apparent, for the estimation of SpO2 levels.

Methods
=======

Basic theory
------------

The traditional algorithms for estimating SpO2 detect peaks and troughs of the PPG signal in the time domain. Based on the Beer-Lambert law, which relates the optical path length and effective absorbance to the intensity of transmitted light, the relationship between intensity of transmitted light and SpO2 is commonly described as:

*I*(*λ*, *t*) = *I*~0~(*λ*) exp\[(-*sε*~*HbO*2~(*λ*) + (1 - *s*)*ε*~*Hb*~(*λ*))·*c*·*d*(*t*)\],     (1)

where, *ε*~*HbO*2~and *ε*~*Hb*~are the extinction coefficients of oxygenated and de-oxygenated hemoglobin, and *s*, *c*, and *d*represent SpO2, total concentration of hemoglobin and the optical path length respectively.

By using two light sources -- red and infrared lights -- and calculating a normalized ratio of the AC component to the DC component for each light source, SpO2 can be computed from the ratio of ratios *R*, i.e. the normalized ratio of the red to the infrared transmitted light intensity. That is,
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In practice, SpO2 can be obtained from equation (3) directly or by an empirical equation that relates SpO2 and *R*. In this study, SpO2 is estimated directly from equation (3).

SpO2 computation by weighted moving average (WMA)
-------------------------------------------------

By calculating the ratio of the AC components and the ratio of the DC components of the two light sources, SpO2 can be obtained from every single pulse of a PPG signal. To stabilize the reading, the weighted moving average (WMA) is often used \[[@B18]\]. Typical averaging methods, e.g. the median averaging and standard arithmetic averaging, are applied to every several samples or samples in every several-second intervals. In this study, the SpO2 obtained by the WMA approach was the average of SpO2 samples in an 8-second period. Overlap processing was performed at 1-second interval. The 8-second period is selected in order to satisfy clinical requirements \[[@B15],[@B16]\].

SpO2 computation by fast Fourier transform (FFT)
------------------------------------------------

Based on the hypothesis that cardiac rate can be estimated more easily by spectral analysis than time domain analysis, techniques in the frequency domain have been widely investigated as alternatives in pulse oximetry. For example, the FFT and discrete cosine transform (DCT) were proposed for estimating SpO2 \[[@B14]-[@B16]\]. These techniques calculate the spectrogram of the PPG signal in a fixed time period and select the strongest spectral line in the cardiac frequency band as the AC component. The cardiac frequency band is usually predetermined by certain thresholds or obtained from an independent pulse rate estimator, e.g. by applying electrocardiography in parallel. In this study, FFT is applied to every 8-second PPG signal at 1-second interval. The cardiac frequency band is predetermined as 0.8--2 Hz, i.e. corresponding to 48--120 bpm.

SpO2 computation by SPWVD
-------------------------

The Wigner-Ville distribution (WVD) of a signal *x*(*t*) is given as:
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where *x*(*t*) and *x*\*(*t*) are the time series of the signal and its complex conjugate respectively.

The problem of the WVD is the so-called cross-term interference, which appears as frequencies that lie between the frequencies of any two strong components. In order to suppress cross-term interference, the smoothed pseudo WVD is often used:
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The two windowing operations *h*and *g*are equivalent to smoothing the WVD in the frequency and time domain respectively. Selection of the window is a compromise between the joint time-frequency resolution and the level of cross-term interference. Common choices of window include the rectangular and Kaiser windows \[[@B19]-[@B21]\]. In our experiment, we chose the Hamming window as both the time and frequency smoothing windows, *g*(*t*) and *h*(*τ*).

The maximum magnitude within the cardiac frequency band of the SPWVD in each second was used for SpO2 computation. Since SPWVD represents energy distribution, the square root of the magnitude was used for calculating the ratio of ratios *R*and SpO2. Moreover, as the rate of change of SpO2 is relatively slow, SpO2 that changed by more than 2% per second was considered to be physiologically impossible, and was rejected from the calculation \[[@B22]\].

Simulation: STFT spectrogram versus SPWVD
=========================================

The performance of SpO2 computation by the SPWVD approach was evaluated in a simulation using PPG signals collected from a volunteer under modest random motions. For comparison, SpO2 was also estimated from the spectrogram obtained by STFT.

The noise-mixing-composition (NMC) method was applied to mimic the clinical situation and to induce a range of signal-to-noise ratios (SNR) \[[@B23]\]. To synthesize a noise-contaminated signal, an artifact noise that has been verified to be similar to the real noise was added to an undisturbed basis signal. The synthesized signal and SNR are formulated as:
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with the basis episode *S*and artifact episode *N*and a mix parameter *ε*, which was adjusted to achieve the desired SNR.

512 samples of the PPG signal were recorded at 20 Hz from a volunteer. The signal was contaminated with in-band noise but with the cardiac frequency recognizable. The artifact noise was extracted by a filtering technique in the frequency domain. The spectrogram of the PPG signal was calculated using an FFT-based algorithm. Coefficients of the spectrum within 0.5 Hz of the primary cardiac frequency or its harmonics were set to zeros. The inverse FFT of the modified spectrum allowed us to obtain a pure artifact noise. Typical spectra of the contaminated signal (solid) and the resulting pure artifact noise (starred) are shown in Figure [1](#F1){ref-type="fig"}.

![Typical spectra of contaminated signal and extracted artifact. Spectrum of the contaminated signal (solid) is obtained by FFT. Coefficients of the spectrum within 0.5 Hz of the primary cardiac frequency or its harmonics were set to zeros to result in the spectrum of pure artifact noise (starred).](1743-0003-2-3-1){#F1}

A set of synthesized signals with different SNR values was obtained by changing the value of the mix parameter *ε*in equation (6). The undisturbed signal was also estimated from equation (6) by setting *ε*= 0. SpO2 were estimated from the set of synthesized signals in an 8-second period at 1-second interval by using the STFT and SPWVD approaches. The mean SpO2 error during the complete 25.6 seconds is shown in Figure [2](#F2){ref-type="fig"} as a function of SNR.

![The mean SpO2 error obtained by the STFT and SPWVD approaches at different levels of SNR. The SPWVD approach outperforms the STFT-based technique for low SNR.](1743-0003-2-3-2){#F2}

Figure [2](#F2){ref-type="fig"} suggests that the two approaches lead to similar results for high SNR values (e.g. SNR\>-5 dB). However, the SPWVD method outperforms the STFT-based technique for low SNR (e.g. SNR\<-5 dB). Also, it is observed in this simulation that the errors are randomly positive or negative for high SNR values, but is mostly positive for low SNR values, i.e. the approaches consistently overestimate the SpO2 level. When the SNR value decreases, energy in the side-bands of the noise artifact that overlapped with the cardiac frequency components increases. And therefore, the resultant SpO2 level approaches a value that would have been estimated from the pure noise artifact, which differed by 7.2% from the actual SpO2 level for this specific trial.

It should be noted that the pulse rate was predetermined in the simulation, which helped both approaches to determine the cardiac frequency band more accurately. In practical situations, the electrocardiogram can be recorded simultaneously and used as a reliable pulse rate estimator. As for the computational cost, the SPWVD approach can be implemented efficiently by making use of its symmetry properties, and thus, it can reduce the computational cost to a quarter of that of the STFT technique \[[@B20]\].

Experiment and Results
======================

Experimental protocol
---------------------

The purpose of this experiment is to compare the performance of three different methods (WMA, FFT, and SPWVD) in estimating SpO2 on subjects when they are (a) in a resting position and (b) in motion.

Six healthy subjects participated in the study. Four kinds of motions have been investigated: horizontal movement (M1) and vertical movement (M2) of the hand, as well as the bending motion (M3) and pressing motion (M4) of the finger. These motions were selected because they are some of the common movements attributable to the motion artifact in pulse oximetry \[[@B7],[@B24]\]. Subjects were asked to perform all four movements, 4 times each, and each time for a duration of 30 seconds. When performing each movement, subjects were asked to move their right hand, or the index finger of their right hand, for a magnitude of 2--5 cm at a frequency of 0.5--4 Hz, while keeping their left hand stationary. Signals were recorded simultaneously from the index fingers of both hands. Throughout the analysis, SpO2 or pulse rate estimated from the left hand, which was stationary at all times, was used as the reference. The reference estimates were obtained by the WMA method.

The collected signals were separated into an AC and a DC component. The AC component was filtered out by a 4th order Butterworth band-pass filter with cut-off frequencies at 0.5 Hz and 20 Hz. The ratio of the DC components was computed directly in the time domain and the same value was used for the three different approaches, i.e. the WMA, FFT and SPWVD approach. On the other hand, a different ratio of the AC components was computed using each of the three approaches.

To evaluate the performance of the different approaches, the SpO2 bias and precision, the pulse rate error, the dropout rate and the SpO2 performance index (PI) were calculated. The bias and precision are defined as the mean and standard deviation of the difference between reference and estimated SpO2 respectively. The pulse rate error is the difference between reference and estimated pulse rate. The dropout rate and SpO2 PI are evaluation parameters adopted from previous work by S.J. Barker \[[@B24]\]. The dropout rate is the percentage of time during which the technique fails to give a SpO2 reading, and SpO2 PI is the percentage of time during which the SpO2 level was within 7% of the reference reading.

Results
=======

Table [1](#T1){ref-type="table"} shows the composite values from all the experiments when subjects were in a resting position and in motion. As indicated in Table [1](#T1){ref-type="table"}, all three approaches can achieve 100% SpO2 PI, 0.0% dropout rate and less than 3 bpm mean absolute pulse rate error in this experiment with a limited dataset.

###### 

Performance statistics of the different approaches. The bias, precision and performance index (PI) of SpO2, as well as the mean absolute pulse rate error and dropout rate, are used to evaluate the performance of the WMA, FFT and SPWVD approaches when subjects are in a resting position and in motion.

  State     Approach   SpO2 bias (%)   SpO2 precision (%)   SpO2 PI (%)   Mean absolute pulse rate error (bpm)   Dropout rate (%)
  --------- ---------- --------------- -------------------- ------------- -------------------------------------- ------------------
  Resting   WMA        0.19            0.34                 100           1.25                                   0.0
            FFT        0.24            0.53                 100           2.51                                   0.0
            SPWVD      0.21            0.41                 100           1.35                                   0.0
                                                                                                                 
  Motion    WMA        -1.31           3.58                 81            16.4                                   4.6
            FFT        -1.42           3.18                 83            11.2                                   0.0
            SPWVD      -1.07           2.42                 91            5.62                                   0.0

However, the SPWVD approach shows significant improvement in both SpO2 and pulse rate estimation as compared to the WMA and FFT approaches when subjects were in motion. SpO2 estimated from the SPWVD, WMA and FFT approaches differed from the reference by -1.07 ± 2.42%, -1.31 ± 3.58% and -1.42 ± 3.18%, respectively. The mean absolute pulse rate error is reduced significantly (p \< 0.05) from 16.4 bpm and 11.2 bpm for the WMA and FFT approaches, respectively, to 5.62 bpm for the SPWVD approach. The SpO2 PI also has the highest SpO2 PI (91%). Both the SPWVD and FFT approaches achieve 0.0% dropout rate. The WMA approach sometimes failed to give a reading during bending or pressing motions (dropout rate = 4.6%), which would lead to instrument \"dropout\" or \"freeze\" in clinical situations.

Figure [3](#F3){ref-type="fig"} shows the distribution of SpO2 bias and pulse rate error of the three approaches. As shown in Figure [3(a)](#F3){ref-type="fig"}, the SpO2 errors obtained by the SPWVD approach have a higher incidence (72%) in the main error band (-3%, 3%), which is the range of bias commonly accepted by most pulse oximeter manufacturers, as compared to that obtained by the WMA (55%) and FFT (56%) approaches.

![The distributions of (a) SpO2 bias and (b) pulse rate error obtained by the WMA, FFT and SPWVD approaches](1743-0003-2-3-3){#F3}

For the estimation of pulse rate, 90% of the pulse rate error falls in the error band (-10 bpm, 10 bpm) when the SPWVD approach is used (see Figure [3(b)](#F3){ref-type="fig"}). When compared to the WMA and FFT approaches, where only 36% and 40% of the error fall in this error band respectively, the SPWVD significantly outperforms the other two approaches.

Figure [4](#F4){ref-type="fig"} shows the SpO2 output bias and precision under conditions with different kinds of motions: horizontal and vertical movements of the hand, as well as bending and pressing motions of the finger. It can be seen that the estimation of SpO2 by the SPWVD approach improved significantly (p \< 0.05) as compared to the WMA and FFT approaches when subjects bend their finger or press their finger against the sensor. The three approaches show no significant differences (p \> 0.05) when subjects move their hand horizontally or vertically.

![SpO2 (a) bias and (b) precision when subjects performed different types of motions: horizontal movement and vertical movement of the hand, as well as the bending motion and pressing motion of the finger.](1743-0003-2-3-4){#F4}

Figure [5](#F5){ref-type="fig"} gives the error distribution of SpO2, obtained by the SPWVD approach, when subjects were in different types of motions. It is found that the bending (M3) and pressing motions (M4) of the finger have a relatively broader error distribution than the horizontal and vertical movements of the hand (M1 and M2). It can also be seen that the error distribution of M2 is slightly more concentrated than that of the M1.

![The error distributions of SpO2, obtained by the SPWVD approach, when subjects performed different types of motions: horizontal movement and vertical movement of the hand, as well as the bending motion and pressing motion of the finger.](1743-0003-2-3-5){#F5}

Discussion
==========

Spectral analysis is useful for separating motion artifact and cardiac physiologic spectra \[[@B14]-[@B16]\]. However, these techniques will not be applicable to spectra that contain frequency bands close to each other. Moreover, since both the motion and cardiac frequency are nonstationary in nature, simply using techniques in the frequency domain would not be able to separate them when one of the spectra varies within the fixed time window (i.e. an 8-second period in this study). Therefore, a time-frequency representation of the corrupted signal would be useful. The SPWVD approach is proposed for the reduction of motion artifacts because it can suppress cross-term interference while maintaining a good time-frequency concentration \[[@B19]\]. In addition, the approach utilizes the fact that SPWVD is an energy distribution and directly calculates the magnitude of the AC component from the spectrum. The approach solves the problem of WT, where a unique value for the cardiac frequency may not always be available \[[@B14]-[@B16]\]. Moreover, the approach does not require a large amount of samples for training, as the back-propagation neural network approach proposed in \[[@B17]\].

Standard parameters used to evaluate the performance of the techniques in pulse oximetry have been adopted in this study. S.J. Barker \[[@B24]\] evaluated 20 commercial pulse oximeters on 70 subjects, where data were recorded on each subject for 6 minutes during normal situation and 3 minutes during a hypoxemic episode. A motorized motion table was used to induce rubbing or tapping motions of the finger, with amplitude of ± 2 cm and frequency either fixed at 3 Hz or randomly varied between 1--4 Hz. As compared to the performance of some of the commercial products evaluated in \[[@B24]\], which have SpO2 bias in the range of 0.4--12%, SpO2 precision in the range of 2--6%, and SpO2 PI in the range of 27--94%, the proposed SPWVD approach reports comparable performance.

The four motions investigated in this study are some of the common movements associated with motion artifacts affecting pulse oximetry \[[@B24]\]. By studying the effect of each component on the estimated SpO2, one would have a clearer picture of what kind of motion induces the largest error on SpO2 estimation. In future studies, it would be interesting to develop a model that specifically deals with one type of motion. As suggested by Figure [4](#F4){ref-type="fig"} and Figure [5](#F5){ref-type="fig"}, bending the finger (M3) or pressing the finger against the sensor (M4) induces a larger error on SpO2 estimation than horizontal or vertical movements of the hand (M1 or M2). In fact, this is consistent with the clinical findings discussed in \[[@B7]\], which suggested that bending and/or pressing the finger may cause the irregular compression of the vascular bed between the emitter and detector of pulse oximeter sensor, and thus inducing higher errors in the estimated SpO2. A potential solution would be to place multiple sensors around or along the finger so that the ratio of the light intensity received or a pressure reading could be an indication of the degree of bending, pressure exerted or even the level of distortion made on the peripheral blood vascular bed.

Compared with the WMA and FFT approaches, the SPWVD approach showed a significant improvement (p \< 0.05) in pulse rate estimation when subjects were in motion. Although such a significant improvement is not found in the estimation of SpO2, this is attributed to the fact that erroneous SpO2 estimates above the 100% upper bound were always rejected. It is hypothesized that when patients with SpO2 much lower than 100% are recruited as subjects for evaluating the different approaches, the performance of each approach will be more notably different from each other. However, this hypothesis remains to be proven in a clinical study involving a significantly large patient population.

Conclusion
==========

Estimation of SpO2 by a time-frequency representation, the SPWVD, has been investigated in this study. The approach has been tested on four kinds of motions that are found in common movements associated with motion artifacts in pulse oximetry \[[@B7],[@B24]\], i.e. the horizontal movement and vertical movement of the hand, as well as the bending motion and pressing motion of the finger. When compared with the WMA and FFT techniques, the SPWVD approach shows significant improvement (p \< 0.05) when subjects bend their finger or press their finger against the sensor. When subjects were in motion, SpO2 levels estimated from the SPWVD, WMA and FFT approaches differed from the reference by -1.07 ± 2.42%, -1.31 ± 3.58% and -1.42 ± 3.18% respectively. The SPWVD approach achieves 0.0% dropout rate and 91% SpO2 PI when subjects were in motion. For the estimation of pulse rate, the SPWVD approach results in a mean absolute pulse rate error of 5.62 bpm, as compared to 16.4 bpm and 11.2 bpm by the WMA and FFT approaches respectively. The results of the study suggested that the SPWVD approach could potentially be used to improve the performance of wearable pulse oximeters by reducing the influence of motion artifacts, in particular when subjects bend their finger or press it against the sensor.
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