A two dimensional finite difference time domain analysis of the quiet zone fields of an anechoic chamber by Nguyen, Truong X. et al.
Final Report 
Contract number: NASA NAG 1-1221 
submitted to 
Dr. Fred Beck 
NASA Langley Research Center 
Mail Stop 490 
Hampton, VA 23665 
submitted by 
Deirdre A. Ryan, Raymond J. Luebbers, Truong X. Nguyen*, 
Karl S. Kunz and David J. Steich 
Department of Electrical and Computer Engineering 
The Pennsylvania State University' 
University Park, PA 16802 
(814) 865-2362/865-2776 
*Research Triangle Institute 
Hampton, VA 23665 
January 1992 
https://ntrs.nasa.gov/search.jsp?R=19920009534 2020-03-17T12:33:50+00:00Z
Deirdre A .  Ryan, Raymond J. Luebbers, Truong X. Nguyen*, 
Karl S. Kunz, and David J. Steich 
Electrical and Computer Engineering Department 
The Pennsylvania State University 
University Park, PA., 16802 
*Research Triangle Institute 
Hampton, VA., 23665 
January 1992 
Abstract 
Prediction of anechoic chamber performance is a difficult 
problem. Electromagnetic anechoic chambers exist for a wide range 
of frequencies but are typically very large when measured in 
wavelengths. Three dimensional Finite Difference Time Domain 
(FDTD) modeling of anechoic chambers is possible with current 
computers but at frequencies lower than most chamber design 
frequencies. However, two dimensional FDTD (2D-FDTD) modeling 
enables much greater detail at higher frequencies and offers 
significant insight into compact anechoic chamber design and 
performance. 
A major subsystem of an anechoic chamber for which 
computational electromagnetic analyses exist is the reflector. 
First, this paper presents an analysis of the quiet zone fields of 
a low frequency anechoic chamber produced by a uniform line source 
2 
and a reflector in two dimensions using the FDTD method, The 2D- 
FDTD results are compared w rom a three dimensional 
corrected Physical Optics calculation and show good agreement. 
Next, a directional source is substituted forthe uniform radiator. 
Finally a two dimensional anechoic chamber geometry including 
absoring materials is considered, and the 2D-FDTD results for these 
geometries appear reasonable. 
Introduction 
The Finite Difference Time Domain (FDTD) method has seen 
growing interest as a means for solving problems involving 
electromagnetic interactions with general materials and shapes. 
The Finite Difference Time Domainmethod uses finite differences to 
approximate both spatial and temporal derivatives to directly solve 
Maxwell's curl equations. The computational space is divided into 
cells and the constitutive parameters for each cell are specified. 
An excitation source is specified and the electromagnetic fields 
are marched in time through the computation space. Fields, 
currents, power flow, or other quantities of interest are available 
at each time step. 
the Yee algorithm [l]. 
The particular method applied here is based on 
The cells are rectangular and are required 
to be a small fraction of the smallest wavelength under 
consideration. The FDTD literature is quite extensive and [2] - 
[6] represent recent general information on the topic. 
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The volume which can be modeled using FDTD is limited by 
computer resources. On a work station, a reasonable size might be 
500,000 cubical cells. At a constraint of 10 cells per wavelength, 
this would allow for modeling a space about 8 wavelengths on a 
side. This is much smaller than most anechoic chambers. However, 
low frequency chambers exist in this size range, and the fields in 
a 100 MHz four wire chamber were modeled in three dimensions using 
FDTD [7]. If supercomputers are considered, the available modeling 
space may be increased. The FDTD method is well suited to highly 
parallel machines. For a large version of such a machine, 
calculating the fields through a space of 4 million cells can be 
done for enough time steps to observe the important interactions in 
approximately 2 hours (81. With a problem space size of 4 million 
cells and a constraint of 10 cells per wavelength, a space about 16 
wavelengths on a side can be modeled. While this is a significant 
increase, it is still much smaller than most anechoic chambers. 
Thus, at present, three dimensional modeling of a complete anechoic 
chamber using FDTD is limited to low frequencies, pending the next 
generation of supercomputers. 
Since three dimensional modeling of anechoic chambers is not 
feasible at the present time using FDTD (except at low 
frequencies), we consider two dimensional modeling in this paper. 
With reasonable computational power and graphics capabilities, 
one can observe the fields emanate from the source location, 
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propagate to the reflector, form a localized plane wave, and 
propagate through the quiet zone. Th is not a ray tracing 
Thus approach, but a full solution of Maxwell's equations. 
electromagnetic interactions such as diffraction fromthe reflector 
edge and reflections from imperfect absorbing materials are 
included in the calculations. 
Since the computations are performed directly in the time 
domain, techniques used in chamber operation, such as range gating 
to eliminate unwanted reflections, can be directly simulated. 
The time response of the fields at any cell or set of cells in 
the computational space may be saved and processed at a later time 
with Fast Fourier Transforms to provide frequency domain results 
for such quantities as magnitude and phase ripple across the quiet 
zone as a function of frequency or as a function of'position at any 
number of frequencies, Thus, within the limitations described 
above, the FDTD technique is well suited to analyzing anechoic 
chamber geometries. 
Two Dimensional Finite Difference Time Domain (2D-FDTD) 
The following two dimensional approach is similar to the three 
dimensional FDTD method with the standard modifications of 
Maxwell's curl equations. The two dimensional analysis assumes 
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invariance in one direction, and we choose the z direction, 
arbitrarily. xt, to provide shorter r times for the fields of 
interest, Maxwellvs curl equations can be divided into two cases: 
TM, (no H, component) and TE, (no E, component). The TM, equations 
follow: 
1 aE, 
Implementing central differences in space and time, Equation (1) 
becomes 
e EZT"(I,J) = EZT"-' ( I, J 
E + aAt 
n -1/2 [HYT"-~/~(I,J) - HYT ( I - I , J )  3 At 
Ax ( e  + aAt) 
+ ( 4 )  
At 
Ay ( E  + aAt) 
- [ HXT"-'/~ ( I, J )  - HXT"-'/~ ( I F J - l )  1 
where EZT, HYT, and HXT represent (FORTRAN) computer variables used 
to store the corresponding field quantities. The TE, computations 
use a similar set of three equations. Figure 1 illustrates the 
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placement of the field components on the 2D-FDTD computational 
cell, 
Having discussed the reduction from three dimensions to two 
dimensions of Maxwell's curl equations and given an example of the 
implementation of the 2D-FDTD field equations in the computation, 
consider in the next section the application of these equations to 
analyzing the fields of a reflector. 
Amlication of the FDTD Method to Chamber Fields 
The desired waveform in the measurement region of an anechoic 
chamber, commonly called the "quiet zone", is planar. How 
effectively this plane wave is achieved depends mainly on the 
design of the reflector and directional source. Various 
degradations of the waveform occur when spurious signals from the 
absorber, reflector edge, feed source, etc., destructively 
interfere with the planar wavefront. 
FDTD is a suitable choice for analyzing an anechoic chamber 
because these effects can be considered separately. First, the 
quiet zone fields produced by a reflector illuminated by a uniform 
source are computed. Next, the uniform source is replaced by a 
directional source and the analysis repeated. Finally, the 
absorber is included in the calculation. Following is a 
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description of the chamber components and an outline of the FDTD 
approach, 
The reflector is designed for use in a low frequency anechoic 
chamber and is illuminated by fields located at the focal point. 
This particular reflector can be used at frequencies below the 
frequency determined by the size of the parabolic section because 
of additional edge treatments. The reflector uses a cosine 
blending function for blended rolled edge treatments [9]. Since 
this is a two-dimensional analysis, only the centerline of the 
reflector is modeled (see Figure 2 ) .  The reflector is a perfect 
electrical conductor and the reflector supports are not modeled. 
The three dimensional shapes of the absorber sections (wedges 
and pyramids) are simulated in two dimensions by spatially tapering 
the conductivity and permittivity. The pyram'idal and wedge 
absorber are modeled by tapering the conductivity and relative 
permittivity from the free space values at their tips to higher 
values of 0.02 Siemens/m and 4 . 2 ,  respectively, at the bases 
located along the perfectly conducting wall. 
Full anechoic chamber analysis uses the reflecting walls of 
the anechoic chamber as the computational space boundaries and does 
not use the customary FDTD absorbing outer boundaries. These FDTD 
outer boundaries simulate free space and are designed to absorb 
incident fields in order to prevent a reflection from the problem 
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space termination. In the full chamber geometry including 
absorber, the perfectly conducting chamber outer walls form the 
problem space boundaries and the error associated with free space 
termination of the computational space is eliminated. However, for 
the other two geometries, a second order Mur radiating boundary 
condition on the electric field was imposed [10,11] so that the 
source and reflector appear to be in an infinite area of free 
space. Surrounding the reflector and source with free space 
enabled a comparison of the FDTD method with the corrected Physical 
Optics method. 
The excitation source is located at the focal point of the 
reflector. For the first geometry considered the excitation is a 
line source which is infinite in the +z and - z  directions. This 
source uniformly radiates a cylindrical wave. For the second and 
third geometries a directional source is chosen. This directional 
source is a two dimensional horn with a 2.0 wavelength aperture. 
This horn was chosen to provide some directivity to the wave, yet 
remain unobtrusive to the planar wavefront. 
Field values at all cells within the computational space are 
The first geometry requires computed in two dimensions using FDTD. 
tltime-gatingtl of the fields in order to isolate the reflected 
fields. The first fields to enter the quiet zone are due to direct 
illumination from the line source. At a later time fields enter 
the quiet zone due to reflection by the reflector and these are of 
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interest, After the direct radiation from the source clears the 
quiet zone, the fields are sa led. ThereFore, by time-gating the 
quiet zone signal, only the fields reflected by the reflector are 
recorded. The duration of the pulse and the size of the quiet zone 
as well as the distance the reflected wave travels determine the 
clear time. The other two geometries did not require time-gating 
since a directional source was used. 
The electric field at a position along the length of the 
chamber and various positions above the floor is sampled in time. 
The time record at each quiet zone position is then transformed to 
the frequency domain to determine the magnitude and phase responses 
versus quiet zone position. An FFT algorithm is used to extract 
the desired frequency component. 
Having discussed the method by which the quiet' zone fields are 
determined, let us analyze the two dimensional chamber illustrated 
in Figure 3 .  
FDTD Demonstration 
The anechoic chamber illustrated in Figure 3 is designed for 
use at low frequencies. The centerline of the chamber is shown and 
is 80 feet ( 2 4 . 4  meters) in the x direction and 4 8  feet (14.6 
meters) in the y direction. The reflector is 26' in diameter and 
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the focal point of the reflector, denoted by an X in Figure 3, is 
45 feet from th back wall and level with'the floor. The absorber 
covers the conducting walls of the chamber and the majority is 4 '  
high. The fields are sampled at X, = 39.5' and at increments of 
one foot in the y direction. There are 41 sample locations and 
several are depicted in Figure 3 by the small dots. 
The fields may be sampled at any location in the chamber, but 
we are interested in the fields in the quiet zone. The sampling 
location in the X direction is designated by X, and marks a 
position in the quiet zone along the length of the chamber. The 
quiet zone fields at locations from the floor to the ceiling are 
sampled in time by holding the X position constant and varying the 
Y position. 
The frequency of interest is 330 MHz and twenty cells per 
wavelength are used to model the chamber, 537 cells in x and 323 
cells in y. For the first two FDTD geometries considered, a free 
space variable cell border (indicated by CB in Figure 4) is added 
on all sides of the problem space to reduce the reflections from 
the Mur radiating boundary conditions. A cell border of between 
100 and 300 cells was sufficient. The cell size does not depend on 
the cell border and is determined solely by the chamber dimensions, 
the frequency of interest, and the number of modeling cells per 
wavelength. Therefore, the cell size is kept constant at 4.5 cm 
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and the time step, based on the Courant stability requirement, is 
0.1072 ns, 
The larger of the two problem spaces considered, 837 by 623 
(521,451 cells), is a reasonable size for a workstation and the 
time required for a computation involving 41 quiet zone locations 
is approximately 35 minutes on an IBM RS6000 model 320H. 
Reflector and Line Source 
The first problem space geometry is shown in Figure 4. The 
chamber dimensions are depicted by the dashed line. The 
computational space extends beyond the chamber area by CB in all 
directions and is depicted by the solid line, The line source is 
located at the focal point (X) of the reflector, 
The electromagnetic problem consists of analyzing the quiet 
zone fields produced by a reflector illuminated by a line source in 
two dimensions. The excitation source is imposed at the focal 
point of the reflector and the direct radiation from the source is 
time-gated out: After the clear time, the electric field across 
the quiet zone is sampled in time. The time domain results are 
transformed to the frequency domain f o r  comparison with three 
dimensional results obtained from a corrected Physical Optics 
computation. 
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The time variation for the line source is defined 
analytically, The analytic function d nes a sinusoidal pulse 
with sinusoidal frequency of 330 MHz. The 3 3 0  ME32 sine wave is 
modulated by a Gaussian pulse envelope with a rise time of 16 time 
steps and a width of 75 time steps. Figure 5 depicts the time 
variation of the sine and the Gaussian ramping function on the 
leading and trailing edge of the sinusoidal pulse is evident. 
The following example illustrates the need for 'ltime-gating" 
for the first geometry. The electric field versus time at two 
locations in the quiet zone is shown in Figures 6 and 7. The first 
fields to enter the quiet zone are the direct radiation from the 
source. The second set of fields enter the quiet zone after 
propagating from the source location to the reflector and from the 
reflector to the quiet zone. The amount of time required for the 
direct radiation to propagate out of the quiet zone is based on the 
time width of the line source and the height of the quiet zone. A 
clear time of 560 time steps was sufficient. Note the difference 
in amplitude and the shift in time of the direct radiation in 
Figures 6 and 7. The sample point in Figure 6 is at X, = 39.5 and 
Y = 18 feet. The sample point in Figure 7 is at the same X 
position but Y = 22 feet above the floor. Therefore, the amplitude 
of the direct radiation is higher in Figure 6 than in Figure 7 and 
the direct radiation appears at an earlier time at the closer 
sampling location. Note also that the amplitude and time placement 
of the reflected waves in the Figures are virtually identical. 
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Reflector and Directional Source 
The second electromagnetic problem consists of examining the 
quiet zone fields of the reflector using a two dimensional 
rectangular horn as the feed antenna. The same line source as 
above is placed half a wavelength from the feed end of the horn 
antenna. The horn is positioned so that the focal point of the 
reflector is in the throat of the horn. Figure 8 shows the horn in 
detail with the source location marked by a circle and the focal 
point location marked by an X. The purpose of the horn antenna is 
to direct the radiation towards the reflector and not distribute it 
evenly throughout the space as in the line source geometry 
considered previously. The time domain results are transformed to 
the frequency domain and compared with the results obtained using 
the line source radiator. 
A Mur second order radiating boundary is also used in this 
analysis; however, time-gating of the quiet zone fields is not 
necessary since the horn is a directive source. 
This geometry illustrates the effect of a directional source 
on the quiet zone fields. The horn directs most of the energy 
toward the center of the reflector. Thus, the reflector is not 
uniformly illuminated and the quiet zone fields show this effect. 
14 
Two Dimensional Chamber Geometrv 
The third electromagnetic problem consists of examining the 
quiet zone fields using the two dimensional horn antenna, the 
reflector, and the absorbing material backed by the chamber walls. 
The problem setup, depicted in Figure 3 ,  is the same as for the 
second geometry considered except that the outer boundaries of the 
problem space are the perfectly conducting chamber walls, which are 
then covered by the absorber. This geometry illustrates the 
attenuating effect of the absorber and the quiet zone fields do 
indeed show this. 
Comaarison of Results 
The results obtained using the FDTD Method for the reflector 
and line source geometry are compared with results from a three 
dimensional corrected Physical Optics (PO) approach in Figures 9 - 
12. The TM results for the other two geometries considered are 
also compared (Figures 13 and 14) and illustrate the effect of the 
directional source and the absorber. 
In the corrected PO approach, the fields of the reflector are 
computed using PO. The end point contributions from the shadow 
boundary of the reflector surface are subsequently subtracted from 
the PO solution [12,13]. The PO fields are computed by dividing 
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the reflector surface into triangular patches 0.07 wavelengths on 
a side. The first two terms of the inf ite series representing 
the end point contributions are used in the calculation. 
The magnitude response is normalized to the highest field 
value for all geometries considered. The phase is relative and is 
arbitrarily set to 200 degrees in the quiet zone region. This 
value allowed for ease in comparison of the phase plots. 
Figure 9 shows the normalized magnitude results for the TM 
case for the corrected PO approach and the FDTD method with 
reflector and line source geometry. The normalized magnitude of 
the E, field versus height above the floor is plotted. There is 
very little difference between the curves. Note that the two 
dimensional FDTD results agree within 1 dB with the corrected PO 
results in the quiet zone region. Figure 10 shows the relative 
phase of the E, Field versus height above the floor. The agreement 
is excellent between both curves in the quiet zone. 
Figures 11 and 12 are similar to Figures 9 and 10 and show 
results for the TE case with the reflector and line source 
geometry. In Figure 11 the normalized magnitude of the E, field is 
plotted versus height above the floor. Again, the agreement 
between the corrected PO and FDTD results is good. In Figure 12 
the relative phase of the E, field is plotted. Again, the 
agreement is excellent. 
Figures 
results for 
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13 and 14 show the normalized magnitude and phase 
polarization for the re Tlector fed by the line 
source and by the horn source in free space, and by the horn source 
in the chamber geometry Qith absorber over perfectly conducting 
walls. With the absorber and conducting walls the field values at 
the floor and the ceiling are zero and are not plotted on the 
graph. The magnitude values of the field inside the absorber 
material are shown at Y positions zero + to four feet and 36 to 40 
- feet, explaining their low amplitude. With the absorber present 
the blockage by the feed cover is discernible up to Y position 12'. 
The expected effect of the absorber in the form of "ripples" upon 
the planar wavefront in the quiet zone is observed in both the 
magnitude and phase plots. 
Summary and Conclusions 
A two dimensional finite difference time domain method for 
predicting the quiet zone fields of a compact range anechoic 
cahmber has been presented. Although the approach presented is a 
two dimensional application of the FDTD method, it produced results 
which agreed well with a three dimensional corrected PO calculation 
for a line source and reflector in free space. While the PO 
approach is limited to conductors in free space, insight into field 
propagation in a chamber including spillover radiation from the 
feed horn and feed horn cover blockage of the plane wave as well as 
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reflections from absorbing materials lining the pit and walls of 
the chamber can be provided by the FDTD approach. 
Future Research 
While the results shown in this paper are for a single 
frequency, application of 2D-FDTD anechoic chamber analysis to 
wideband signals is straightforward. For narrowband excitation 
constant values of permeability, permittivity, and conductivity are 
specified, but for wideband excitation, where these parameters 
cannot be reasonably approximated as constants, dispersive FDTD 
formulations may be applied [14]. 
FDTD is well suited to chamber design. In addition to 
individually specifying the electrical properties of the absorber 
at each cell, the location and shape of the absorbing materials can 
be specified generally as well. Thus effects of absorber placement 
and material composition can be investigated. Absorber design may 
be aided by three dimensional FDTD analysis of reflection from 
individual absorber shapes and material composition. 
The shape and material composition of the reflector edge can be 
modeled using FDTD, and their effects on the quiet zone fields can 
be computed. The spillover from the feed antenna also can be 
computed, and the effectiveness of the absorbing materials near the 
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feed antenna in preventing this energy from reaching the quiet zone 
can be analyzed. The shape and placeme e absorber on the 
floor, walls, and ceiling can be modeled, and again the effects of 
these parameters on the quiet zone fields can be predicted. 
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Fiqure Titles 
, 
iine source in free space. 
Two dimensional FDTD computational cell showing the 
staggered spatial locations of the electric and magnetic 
fields for the TE and TM polarizations. 
Centerline slice of the low frequency reflector in the 
NASA Langley anechoic chamber. 
Line drawing of 8 0 '  by 4 8 '  anechoic chamber showing 
absorber placement, reflector, and horn feed. The 
sampling locations are indicated by dots. 
First problem space geometry showing chamber dimensions 
(--- ) ,  placement of reflector and focal point (X), and 
variable cell border (CB) between the chamber and the 
outer mesh absorbing boundaries. 
Time variation of excitation source is a Gaussian 
modulated 330 MHz sine wave. 
Electric field versus time at quiet zone location 
(39.5',18') showing the direct source radiation and the 
reflected wave from the low frequency reflector. 
Electric field versus time at quiet zone location 
(39.5',22') showing the direct source rqdiation and the 
reflected wave from the low frequency reflector. 
Two Dimensional horn source depicting excitation line 
source position with a circle and the reflector focal 
point by an X. 
Normalized magnitude of electric field (E,) versus quiet 
zone position for the TM polarization for the Reflector 
and line source in free space. 
Relative phase of electric field (E,) versus quiet zone 
position for the TM polarization for the Reflector and 
line source in free space. 
Normalized magnitude of electric field ( EY) versus quiet 
zone position for the TE polarization for the Reflector 
and line source in free space. 
Relative phase of electric field (E,) versus quiet zone 
position for the TE polarization for the Reflector and 
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Figure 13 Normalized magnitude of electric field (E,) versus quiet 
zone position for TM polarizat the Reflector fed 
by the line source and horn in free space, and fed by the 
horn in the chamber with absorber. 
Figure 14 Relative phase of electric field (E,) versus quiet zone 
position for TM polarization for the Reflector fed by the 
line source and horn in free space, and fed by the horn 
in the chamber with absorber. 
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