Abstract: Nonlinear phenomena play a crucial role in applied mathematics and physics. Analytic solutions of nonlinear equations are of fundamental importance and various methods for obtaining analytic solutions have been proposed. In this paper an application of the Adomian decomposition method is introduced for solving nonlinear fractional equations. The results reveal that the proposed method is very effective and simple and leads to accurate, approximately convergent solutions of nonlinear equations.
INTRODUCTION
During the last ten years fractional calculus has attracted the attention of engineers, physicists and mathematicians because many phenomena can be modeled by applying fractional derivatives and integrals. Consequently, considerable attention has been devoted to the solutions of systems of fractional differential equations. Not all these systems posses exact analytical solutions, so approximation and numerical techniques must be used. In this context, the goal is to produce a difference equation whose dynamics are as close as possible to those of the original differential equation. This is often difficult, particularly when dealing with nonlinear components in a differential equation. Thus, the choice of the discretization schemes that match as perfectly as possible the difference equations whose dynamics resemble those of their continuous counterparts poses a major challenge in numerical analysis. Recently, the Adomian decomposition method has been applied to provide analytical approximate solutions to general systems of fractional differential equations (see Daftardar [2005] ). In the paper it is presented an efficient implementation of the Adomian decomposition method created by using a symbolic calculus software and its application for solving nonlinear fractional equations. The results reveal that the proposed method is very effective and simple and leads to accurate, approximately convergent solutions.
ADOMIAN DECOMPOSITION METHOD
The Adomian decomposition method, which has been developed by George Adomian (see Adomian [1994] ), is a powerful and effective algorithm for handling a wide class of linear or nonlinear, ordinary or partial differential equations. This method has been receiving much attention in recent years because it demonstrates fast convergence of the solution and therefore provides several significant advantages because attacks the problem in a direct way without using linearization, perturbation or any other restrictive assumption that may change the physical behavior of the model under study and provides an efficient numerical solution with high accuracy. As a consequence, Adomian's method does not require discretization of the variables and the solution is not affected by computation roundoff errors and the necessity of large computer memory. The technique uses a decomposition of the nonlinear operator as a series function. Each term is a generalized polynomial called Adomian polynomial. Adomian introduced formulae to generate these polynomials for all kind of nonlinearities. Another advantage of Adomian's decomposition technique is that it provides a fast accurate convergent series, attribute manifested by several authors, being this the reason why it is only necessary a small number of terms to obtain an approximate solution with high accuracy.
Notation
Given the functions x(t) = (x 1 (t), x 2 (t), ..., x n (t))
T and g(t) = (g 1 (t), g 2 (t), ..., g n (t))
T , we consider the equation
where F represents a nonlinear ordinary differential operator involving both linear and nonlinear terms. The Adomian decomposition method requires that F be separated into three terms F = L + R + N , where the differential operator L may be considered as the highest order derivative in the equation, R is the remainder of the differential operator, N expresses the nonlinear terms, and g(t) is an inhomogeneous term. Consequently, system (1) can be written as
Here L is chosen to be easily invertible and applying the inverse operator L −1 to both sides of (2) gives
where Ψ 0 is the kernel of the operator L −1 . The Adomian decomposition method admits the decomposition of x into an infinite series of components
. . .
and the nonlinear term N (x) into an infinite series of polynomials
where the components A (i) j are called the Adomian polymomials, whereas the superscript i indicates the generic element of the series. Substituting (4) and (5) 
The various components x i of the solution (4) can be easily determined by using the recursive relation
Having determined the first M components x (i) of the solution, the M -term approximate solution in the interval [t 0 , t] can be defined as
Calculation of Adomian polynomials
In (5) the nonlinear term N (x) is expressed by an infinite series of the so-called Adomian polynomials.
can be evaluated by using the following expression
with i = 0, . . . , M − 1 and j = 1, . . . , n.
FRACTIONAL-ORDER SYSTEMS
A fractional-order system is a system described by a fractional differential equation.
There are several definitions of a fractional derivative of order α > 0. The Caputo's fractional derivative is considered here because it allows traditional integer-order form of initial and boundary conditions to be included in the formulation of the problem.
Each definition uses Riemann-Liouville fractional integration of order α, defined as
The Caputo's fractional derivative first computes an ordinary derivative followed by a fractional integral to achieve the desidered order of fractional derivative and its definition is
where m − 1 < α ≤ m and m ∈ N. By combining (10) and (11) we obtain
4. IMPLEMENTATION
Multistage Adomian Decomposition method
Adomian decomposition method can be applied to derive analitical solution to system of differential equations with Caputo's derivative by considering
. In our work, this idea has been further investigated and a simulation library was developed in Mathematica and Maxima, two well known general-purpose computer algebra systems. This framework provides the user with the possibility of simulating the dynamics of an arbitrary n-order integer or fractional nonlinear system. One of the disadvantages of the Adomian's decomposition method is that solution's series may have small convergence radius and the truncated series solution may be inaccurate in some regions. In particular, it can be easly vrified by simulation that the truncated series (8) always diverges from the true solution for the long times. One way to overcame this problem is to divide the solution space into regions (see El-Tawil [2004] ) and to solve multiple initial value problems. Thus, we considered the Adomian decomposition method as an algorithm for finding an approximate solution in a closed and recursive form in a sequence of time intervals [0,
[ is taken to be the condition at t i . The accuracy of the method can be increased either by choosing a smaller time interval or by adding more terms. This technique is knows as multistage Adomian decomposition. Thanks to the powerful algotithms of computer algebra systems, our implementation of the Adomian decomposition method allows to derive a closed form approximation of solution in which initial conditions, time steps and fractional order are specified symbolically.
Power Series Expansion method
This paper presents a comparative study of the performance of the Adomian decomposition method with the Power Series Expansion (PSE) numerical scheme based on the discretization of the Grunwald-Letnikov (GL) definition of fractional differintegral:
where [t] means the integer part of t. In PSE method, the numerical approximation of α-order derivative at the points t = kh (k = 1, 2, ...) is:
where h is the time step. The binomial coefficients b
can be computed in a recursive scheme:
One of the drawbacks of PSE (and other numerical methods for fractional differential equations) is the cost in terms of computational time and storage because each step in (14) requires all the previously calculated values. Even though some "short memory" strategies can be applied to improve the performance and reduce memory requirements, they where not considered in this work because of the error they introduce.
NUMERICAL SIMULATIONS
In order to test the reliability of our software implementation, the Adomian decomposition method was applied for simulating the dynamic of fractional order chaotic systems (see Caponetto [2010] ).
Fractional-Order Lorenz's System
Lorenz's oscillator is a 3-dimensional dynamical system that exhibits chaotic flow. Lorenz's attractor was named after Edward N. Lorenz, who derived it from the simplified equations of convection rolls arising in the equations of the atmosphere in 1963. For the first time he used the term "butterfly effect", which in chaos theory means sensitive dependence on initial conditions. Small variations of the initial condition of a dynamical system may produce large variations in the long term behaviour of the system. Lorenz's commensurate fractional-order system has the form:
and is described by the following equations:
where σ is called the Prandtl number and ρ is called the Rayleigh number. It has been shown (see Tavazoei [2007] ) that the equilibrium points of the commensurate fractional-order system (16) are locally asymptotically stable if all the eigenvalues of the Jacobian matrix J = ∂f ∂x evaluated at the equilibrium points satisfy:
When the (18) is verified for at least one but not for all eigenvalues, the equilibrium point is called a saddle point. The index of a saddle point is the number of eigenvalues in the unstable region. In chaotic systems, it is proved that scrolls are generated only around the saddle points of index 2. Therefore, a 3-D chaotic system with double scroll attractor has two saddle points of index 2 surrounded by scrolls. As a consequence, a necessary condition for fractional system (16) to be chaotic is that:
where λ are the eigenvalues of index 2. The Jacobian matrix of system (17), evaluated at the equilibrium point E * = (x * , y * , z * ) is:
All σ, ρ, β > 0, but usually σ = 10, β = 8/3 and ρ is varied. When ρ = 28, the equilibrium points of the system (17), calculated by solving the equation f (x) = 0, are:
and their corresponding eigenvalues are:
E 0 : λ 1 = −22.8277, λ 2 = 11.8277, λ 3 = 0, E + 1 : λ 1 = −13.5383, λ 2,3 = 1.26916 ± j10.2349, E − 1 : λ 1 = −13.5383, λ 2,3 = 1.26916 ± j10.2349.
(22)
As E + 1 and E − 1 are the saddle points of index 2, the fractional-order Lorenz system (17) exhibits chaotic behaviour for α > 0.921458.
Multistage Adomian approximation
By running the proposed algorithm, we obtained the following explicit approximate solution to fractional Lorenz system (17):
where the first three set of coefficients given by the Adomian decomposition algorithm are: Fig. 1 . Simulation result of the Lorenz's system (17) for computational time 100 sec and time step h = 0.05.
The simulation results of the Lorenz system (17) for α = 0.993 and initial conditions (x(0), y(0), z(0)) = (0.1, 0.1, 0.1) are reported in Fig. 1 . In order to simulate the system, only the first six terms of the solution where used, that is M = 7 in (8).
Power Series Expansion Approximation
The power series expansion approximation of the fractional Lorenz system (17) can be obtained by using the relationship (14):
where k = 1, 2, 3, ..., 
General considerations
In this section, the performance of the proposed scheme will be studied. As the exact analytical solution of the system (17) is not known, we cannot explicity determine and analyze the approximation error and we can only derive some conclusions based on visual estimate of the error. Firstly, we compared the proposed algorithm and the power series expansion algorithm with the explicit RungeKutta method (implemented in the NDSolve Mathematica routine, see Wolfram [2003] ) applied in the integer case, that is α = 1, and taken as a reference. We define the numerical residuals as the difference of left and right sides of each equation of the system, where x(t), y(t) and z(t) are one of the numerical solutions:
In general, keeping residual small leads to an accurate numerical solution.
For the simulations, we considered a multistage Adomian decomposition of Lorenz system with 10 terms and time step h = 0.005 and a power series expansion with the same time step. Figures 2, 3 and 4 show R 2 y (t) where t ∈ [1, 9] for RungeKutta, Adomian and PSE methods. The proposed algorithm has the smallest residuals. This is confirmed if we considered the maximum value of all three residuals in the same interval, as shown in Table 1 .
CONCLUDING REMARKS
This work has investigated the application of the Adomian decomoposition method to solve systems of differential equations of fractional order. While other numerical methods, like power series expansion, are computational intensive, this algorithm provides an approximate solution in a closed form which preserves the nonlinearity and gives an additional insight into the dynamic of the simulated system. The method has been programmed in computer algebra systems using the powerful algorithms for symbolic computation and has been tested for the numerical study of fractional order Lorenz system. The Adomian decomposition seems to be a promising and reliable technique that allows to handle analytical as well as numerical solutions for a wide classes of systems allowing also to investigate chaos in fractional order systems.
