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Abstract 
Let n=n~ + n2 +. . .  + nj a partition H of n. One will say that this partition represents the 
integer a if there exists a subsum nq + ni2 + ""  + ni~ equal to a. The set g(H)  is defined as 
the set of all integers a represented by/7.  Let ~ be a subset of the set of positive integers. We 
denote by p(~C,n) the number of partitions o fn  with parts in ~¢, and by/3(~' ,n)  the number of 
distinct sets represented by these partitions. Various estimates for b(~C,n) are given. Two cases 
are more specially studied, when ~'  is the set {1,2,4,8, 16 .... } of powers of 2, and when ~¢ 
is the set of all positive integers. Two partitions of n are said to be equivalent if they represent 
the same integers. We give some estimations for the minimal number of parts of a partition 
equivalent to a given partition. © 1999 Elsevier Science B.V. All rights reserved 
1. Introduction 
Soit 
n = nl + n2 + " " + nj 
une partition /7 de n, ou, plus g6n6ralement, (nl ,n2 . . . . .  nj )  une suite finie d'entiers. 
On dit que cette suite reprbsente l 'ent ier nature l  a s' i l  existe el,e2 . . . . .  ej C {0, l} tels 
que a = ~-'~{=1 eini. L 'ensemble ¢ (H)  repr6sent6 par la partition H est l 'ensemble des 
nombres a repr6sent6s par la suite (hi ,n2 . . . . .  n j ) .  I1 est 6videmment contenu dans 
[0,n], et sym&rique (si il contient a, il contient n -  a). On dira aussi que deux suites 
finies (x l ,x2 . . . . .  x i)  , (y l ,  Y2 . . . . .  y j )  sont ~quivalentes si elles repr6sentent les m~mes 
entiers. 
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On dira qu'une partition est k-rkduite si chaque sommant apparait au plus k fois. 
Nous d6signerons par N={0,1 ,2  .... } l'ensemble des entiers naturels, par 
N* = {1,2,3 .... } l'ensemble des entiers naturels non nuls, et par ~¢ un sous ensemble 
de N*, et nous utiliserons les notations uivantes: 
- -  p(d,n) est le nombre des partitions dont les sommants ont dans ~¢, 
- -  q(d,n,k) est le nombre des partitions k-r6duites dont chaque sommant appartient 
Les s6ries g6n6ratrices sont donc: 
1 
Z p(d'n)x'-- I-[ l _x  m' 
n=0 mE.:/ 
Z q(d'n'k)xn= I~  ( l+Xm+' ' '+xkm)= U 1--x(kWl)m 
_ xm 
n--O mE ~-¢ mE,~ 
Lorsque k-- 1, nous noterons 
q(d,n)=q(d,n, 1), 
et lorsque d = N*, nous poserons 
p(n) = p(~*,n) ,  
q(n)=q(~*,n), q(n,k)=q(N*,n,k). 
On dit qu'une partition /-/ est pratique si elle repr6sente tout entier a compris entre 
0 et n, autrement dit si 8 ( /7 )= {0, 1,2 . . . . .  n}. Nous noterons /3(d,n) le nombre des 
partitions de n ~ sommants dans d qui sont pratiques. Lorsque ~' = ~*, nous noterons 
/3(n) =/3(N*,n). I1 a 6t6 d6montr6 par Erdfs et Szalay (cf. [7,3]) que lorsque ~4 = ~* 
presque toutes les partitions de n sont pratiques, autrement dit on a 
~(n) ~ p(n), n---~. (1) 
Nous d6signerons par /3(d,n)  (resp. ~(d ,n ,k ) )  le nombre d'ensembles distincts 
repr6sent~s par les p (d ,n )  (resp. q(d,n,k)) partitions (resp. partitions k-r6duites) 
de n. Avec la notion d'6quivalence de partitions d6finie ci dessus, /3(~¢,n) (resp. 
~(~', n, k)) est aussi le nombre des classes d'6quivalence des partitions de n h sommants 
dans d (resp. ~ sommants dans ~/et  k-r~duites). I1 sera commode de poser 
/~(~¢, O) = q(d ,  O, k) = 1. 
Comme pr6c6demment ous poserons /3(n)= ~b(~*, n) et ~(n)= ~(N*, n, 1 ). I1 r6sulte 
de (1) que [~(n)=o(p(n)), et il est prouv6 dans [12] que 
p(n) 0"361 ~</~(n) ~< p(n) 0"948 (2) 
pour n assez grand. 
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Soit M = { 1, 2, 4, 8 .... } l'ensemble des puissances de 2. Nous noterons pour simplifier 
b(n)= p(~,n) ,  b(n)=/3(~,n) ,  b(n)=/) (~,n) .  
Dans [4] il est d6montr6 que 
b(n) ~ b(n), n~oo (3) 
et 
b(n)=b(n) ,  pour n=2 j -  1, j~>l, (4) 
et de plus on donne un exemple d'ensemble d dfi fi D. Hickerson qui v6rifie 
lim in f / ) (d ,  n) /p (d ,  n) = O. 
Nous avons commenc~ fi travailler au pr6sent article lors du s6jour ~ Lyon de Paul 
Erd6s en avril 1996, s6jour qui devait ~tre le dernier. Paul &ait tr+s int6r6ss~  comparer 
/3(~4, n) ~ p(d ,  n) pour diff~rents ensembles ~', et particuli6rement par le cas ~u¢ = .'~. 
On dit que l'ensemble d est k-stable (cf. [9]) si a E d ~ka  E ~¢. 
Nous commen~ons par remarquer que 
Lemme 1.1. Si d est un ensemble k-stable, avee k >~2, toute partition de n ~ som- 
mants dans ~/  est Oquivalente ~une partition (2k -  2)-r~duite. 
D~monstration. I1 suffit de remarquer que la suite (x,x,x . . . . .  x) de longueur 2k -  1 est 
6quivalente ~ la suite (x,x . . . . .  x, kx)  obtenue en remplagant les k derniers sommants 
par le sommant unique kx, ces deux suites repr6sentant toutes deux le m6me ensemble 
{x, Z~, 3x . . . . .  (2k -  1)x}. Tant que la partition consid6r~e contient des sommants qui 
sont r6p6t~s au moins 2k -  1 fois, on la remplace par une partition 6quivalente plus 
courte en substituant au (2k -  1)-uplet (x,x,x . . . . .  x) le k-uplet (x,x . . . . .  x, kx).  [] 
De ce lemme r~sulte imm~diatement le th6or~me: 
Th@or~me 1. Soit su¢ un ensemble k-stable avee k >~2, on a 
~(~,n)=~(~C,n ,  Zk - 2)<~q(~C,n, Zk - 2). (5) 
Comme ~* est 2-stable, il s'ensuit que 
[9(n) <~ q(n,2 ) (6) 
et les estimations classiques de p(n)  et de q(n, 2) rappelOes ci dessous au paragraphe 3,
en (19) et (20), amOliorent (2) en 
~(n) <~ p(n)  0"8165 (7) 
pour n assez 9rand. 
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Dans le cas des partitions binaires (d  = M, qui est 2-stable), nous d6montrons que 
(5) devient une ~galit6 avec k =2:  
Th6or~me 2. Soit ~= {1,2,4,8 . . . .  }. On a b (n)=q(~,n ,2 ) .  
L'6quation (4) entraine que pour n - -2 J  - 1, on a b (n)= 1. La table des valeurs de 
b(n) donn6e en annexe montre que cette fonction est assez oscillante. Nous d6mon- 
trerons le 
Th6or~me 3. Pour n >1 11 on a 
t)(n)<~nL avec ~= log log2=0.69424. . .  (8) 
et la constante ~ est optima&. 
De l'estimation connue de b(n) (cf. [1]) 
1 
log b(n) ,-~ 2 log 2 (log n) 2 
et du Th~or~me 3 il r6sulte: 
lira logb(n) 0. 
, ~ ~ log b(n) 
Existe-t-il un ensemble d tel que l 'on ait 
log /3(d ,  n) _ 1? 
lim,~sup log p (d ,  n) 
Peut on trouver d'autres exemples que (4) de valeurs de n et d'ensembles ~ '  tels que 
[~(d ,n)  = p(d ,n )  
ou, ce qui est 6quivalent /3(~¢,n)= 1? 
Les d6monstrations des Th6or6mes 2 et 3 seront donn~es au paragraphe 2. Au para- 
graphe 3, nous donnerons une majoration simple de q(n,k),  et au paragraphe 4, nous 
d6montrerons le 
Th6or~me 4. Pour n suffisamment 9rand, on a: 
q(n) °51 ~(n)<~q(n)  0"96 (9) 
et 
/3(n) = ~(n, 2) ~< p(n) 0"773. (10) 
La d6monstration de (9) reprend pour les partitions sans r6p6tition la majoration de 
/3(n) donn6e dans [12]. La majoration de ~(n,2) dans (10) suit la m~me id6e. La table 
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des valeurs de /3(n) donn6e dans [12] laisse penser que log ~(n)/ log p(n) est inf6rieur 
~t 0.7 pour n assez grand. 
Soit E = o~(H) l 'ensemble repr6sent6 par une partition //; il existe en g6n6ral plus- 
ieurs partitions H '  6quivalentes /l H c'est ~ dire repr6sentant le m6me ensemble E. 
I1 serait int6ressant de d6finir dans cette classe d'6quivalence une partition canonique; 
nous ne savons pas le faire. On note l (E) le nombre de sommants d'une partition ayant 
un minimum de sommants parmi toutes les partitions 6quivalentes ~ H. 
Darts le paragraphe 5 on s'int6resse au maximum de l (8 ( I I ) )  lo rsque/ /d6cr i t  l'en- 
semble des partitions de n, ceci dans le cas ~¢= N*. Puisque N* est 2-stable, par 
le Lemme 1.1 toute partition de nest  6quivalente ~t une partition 2-r6duite, n=n~+ 
n2 +. . .  + hi; si on suppose que la suite des n i est croissante, elle est minor6e terme 
terme par la suite l, 1,2, 2, 3, 3 . . . .  c'est ~t dire que pour tout i on a ni/> L(i + 1 )/2J; 
il en r6sulte 
n />~ [ i _~_ j  >/J42, 
i=1  
ce qui entraine j~<2x/~; ceci montre que, pour toute partition H de n on a 
/ (g (H) )  ~< 2x/~. 
Le Th6or~me 5 donne une majoration un peu meilleure, et aussi une minoration du 
maximum des I (¢ (H) )  lorsque H d6crit l 'ensemble des partitions de n: 
Th6or~me 5. On suppose que d = ~*.  
1. Pour tout ensemble E reprksentk par une partition de n on a 
t(E) <~ ~n.  
2. Pour tout n, il existe un ensemble E,, tel que, pour n --+ ~,  on ait 
l(E,,)>~ ~ 2~n(1 + o(1)). 
V J 
(11) 
(12) 
Nous remercions A. S~irk6zy pour les discussions que nous avons eues sur ces ques- 
tions et l'arbitre pour ses remarques trbs pertinentes, en particulier pour le calcul de 
• 0(c, 2) au paragraphe 4. 
2. Le cas des partitions binaires 
Dans ce paragraphe on &udie le cas des partitions binaires c'est h dire le cas 
~¢ = M = { 1,2, 4, 8 . . . .  }. L'ensemble M est 2-stable et, par le Lemme 1.1 toute partition 
est 6quivalente ~ une partition 2-r6duite. On va voir que dans ce cas on a beaucoup 
mieux; chaque classe d'6quivalence contient exactement une partiton 2-r6duite, et ceci 
est exactement l'6nonc6 du Th6or~me 2. Dans la suite, nous appelerons r~duite une 
partition 2-r6duite. 
32 M. Delbglise t al./Discrete Mathematics 200 (1999) 27~48 
D4monstration du Th6or6me 2. Soient deux partitions binaires r6duites, distinctes: 
r t :  ~ Xi 2i, n :  ~ yi 2i. 
O<<.i<~p O<~i<~q 
avee tousles xi, Yi entiers au plus 6gaux ~ 2. I1 faut montrer que leurs ensembles de 
sous-sommes sont distinets. Soit r le premier entier tel que x~ ¢ y~. Alors, 
x~U =_ n - ~ xi2 i = n - ~ yi2 i =- y~2 ~ mod 2r+I; 
i<r i<r 
x~ et Yr sont donc de m~me paritY. Comme ils sont entre 0 et 2, on a par exemple 
x~ = 2, y~ = 0. Posons alors 
V~x,2  i x ;=min(1 ,x i )  O<~i<.r et a= / , i • 
i~r 
L'entier a est repr6sent6 par la premi6re partition. Supposons qu'il le soit aussi par 
la seconde. Alors 
a = ~ y~2 i, Y; <~ Yi. 
O<~i<~r 
Si y~ >0,  on a aussi Yo =x0 >0,  et donc x o-'- 1. a est donc impair et ceci implique 
' Si y~ = 0 on a aussi x~ = 0 car a est pair. Puis, par r6currence, en r6duisant y~ = 1 : x o. 
modulo 2,4 . . . . .  2 r, on a y~ =x~ pour i = 0, l, 2 . . . . .  r -  1. En r6duisant enfin modulo 
2 ~+l on voit que ytr est impair ce qui est absurde ear y~ ~< y~ = 0. [] 
Remarque. Soit do  = aoM = {ao, 2ao,4ao . . . .  }. Le Th6or6me 2 est encore valable pour 
do .  On peut montrer que les seuls ensembles d ,  2-stables, pour lesquels [~(d ,n )= 
q(d ,n ,2 )  sont les ensembles ~/o. 
Dans la suite de ce paragraphe nous allons pr6ciser le comportement de la fonction 
bOO. 
Lemme 2.1. 
b(2k + 1) =b(k) 
D4monstration. Les partitions binaires r6duites de 2k + 1 contiennent exactement un 
sommant 6gal/t 1. En enlevant ce sommant, et divisant tousles autres sommants par 2, 
on 6tablit une bijection de l'ensembles des partitions binaires r6duites de 2k + 1 sur 
l'ensemble des partitions binaires r6duites de k. [] 
Lemme 2.2. 
/ff4k + 2) ---/ff2k + 1 ) +/f f2k) 
D6monstration. Soit n = 4k ÷ 2. Partageons les partitions binaires r6duites de n en 
deux sous-ensembles ~t ,  form6 des partitions qui contiennent le sommant 1, et ~2 
form6 des partitions qui ne contiennent pas le sommant 1. La division par 2 6tablit 
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une bijection de ~2 sur l 'ensemble des partitions r6duites de 2k + 1. Les partitions 
constituant l 'ensemble ~,  contiennent exactement deux sommants 6gaux ~ 1, car 4k-4-2 
est pair. En enlevant ces deux 1, et en divisant par 2 on 6tablit une bijection de ~1 
sur l 'ensemble des partitions r6duites de 2k. [] 
Lemme 2.3. Soit  n=2~+lm avec m impair, et une partit ion binaire rdduite de n quz 
contient le sommant  1. Alors les sommants  plus pet i ts  que 2 ~+l de cette part it ion 
sont exactement  2~, 2 ~- 1 .. . .  22, 2, 1, 1. 
D6monstration. Supposons 7 > 0. Puisque nest  pair, en regardant modulo 2, on voit 
que la partition se termine par exactement 2 occurences de 1. Si ~ ~>2, en regardant 
modulo 4, on voit que la partition se termine par 2, 1, 1, le 2 &ant l'unique occurence 
de 2. Et ainsi de suite. [] 
Ce lemme permet de g6n6raliser le Lemme 2.2 en: 
Lemme 2.4. Les  images par  la fonct ion b d'une progression gdomdtrique de raison 2 
fo rment  une progression arithmktique. Plus prdcisOment, pour  tous c~, k >~O on a." 
b(U+~(2k + 1)) - b(U(2k + 1)= b(2k), (13) 
b(U(2k + 1)) = ~b(2k) + b(k). (14) 
Si n=2~(2k  + 1) on pose j (n )=2k ,  autrement dit j (n )  est la part ie impaire de n 
moins une unitO, alors: 
b(Zn) =b(n)  + [~(j(n)). (15) 
D6monstration. I1 suffit de d6montrer l'6galit6 (13). Comme dans la d6monstration 
pr6c6dente, partageons les partitions binaires r6duites de n = 2m = 2 ~+~ (2k + 1 ) en deux 
ensembles, ~ ,  l 'ensemble de eelles qui contiennent un 1, et ~2, l 'ensemble de celles 
qui ne contiennent pas de 1. La division par 2 6tablit une bijection de ~2 sur l 'ensemble 
des partitions de m. I1 reste ~ compter les 616merits de ~.  Par le lemme pr6c6dent, 
toutes les partitions de ~,  se terminent par la s6quence 2~,2 ~-~ .. . .  22,2, 1, 1. En sup- 
primant cette s6quence, dont la somme est 2 ~+1, et en divisant les autres sommants 
par 2 ~+~ on &ablit une bijection de ~ sur l 'ensemble des partitions binaires r6duites 
de 2k (cf. Fig. 1). [] 
Les Lemmes 2.4 et 2 permettent de calculer rapidement les valeurs de la fonction 
/~(n). La table 1 donne les 700 premi6res valeurs de/~(n). La proposition suivante n'est 
qu'une reformulation de (14). 
Proposition 2.1. Soient k, > kn_ 1 > "'" > kl. b(2 k" + 2 k"-~ +. .  • + 2 kl ) est un po lyn6me 
P, en kl ,k2 . . . . .  kn. Les  P~ vOrifient la rkcurrence: 
Pn(kn, kn-I . . . . .  kl ) = klPn-I(kn - kl . . . . .  k2 - kl ) 
+ P , - l (k~ -- kl -- 1 . . . . .  k2 - kl - 1). 
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4 2 
6= 4 1 1 
2 2 1 1 
8 4 84 vl 
14= 8 2 211 1] 
4 4 2 211 11 
16 8 4 
16 8 2 2 
16 4 4 2 2 
28-- 8 8 4 .4 2 2 
16 812 1 11 
16 4 4L2 1 11 
8 8 4 4 ]2  1 1E 
Fig. 1. Les partitions binaires r6duites de 6, 14=2(6 + 1) et 28=4(6 + 1). 
Par r6currence surn  on en d6duit la suivante: 
Proposition 2.2. Soit N un entier qui n'est pas une puissance de 2, N=2ko+ 
2 ~°-' + ... + 2 k~ avec k,>k,,_1> ... >kl. Le hombre des ensembles associOs aux 
diverses partitions de nest  encadrk par 
b(N) <~ (k~ + 1)(k2 -k~ + 1)(k3 -k2 + 1)...(k,, -k , ,  I + 1), 
/)(N) ~> (k, + 1)(k2 - kl)(k3 -k2) . . . (k ,  -k , , - l ) .  
Remarque. En utilisant la minoration de b(n) donn6e dans la Proposition 2.2, on 
retrouve le r6sultat de [4]: s in  # 2J - 1, alors b (n)> 1. 
Lemme 2.5. Pour x rdel>~ 0, on d6finit B(x)= max, ~x b(n). On a, pour n >t 2, 
(16) 
D6monstration. Notons d'abord que Best  une fonction croissante, et que B(0)= 1. La 
d6monstration distingue trois cas: 
1. nes t  impair, n = 2y ÷ 1. Par le Lemme 2.1 on a 
[~(n)=b(Y)<~B(~2 1 ) ~<B(2)+B(~-~ ) • 
2. nes t  multiple de 4. On 6crit n = 2y, avec y pair. Par le Lemme 2.4, 
b(n)=b(2y)=b(y ,  Wb(j(y))<-~,B(2)+B(n~--42 ) 
car j(y)<~ y/2 - 1 =n/4 - 1 <<,(n - 2)/4. 
3. n =4y  ÷ 2. On applique les Lemmes 2.1 et 2.2: 
/~(n) =/9(4y + 2)= b(2y + 1) + b(2y)= b(2y) + b(y) 
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Table 1 
Les 700 premi6res valeurs de /fin), nombre des ensembles distincts repr6sent6s par les partitions 
binaires de n. L'intersection de la ligne i et de la colonne j contient la valeur de [~(i+j). Les valeurs 
/~(u,)=Fn+2 d6erites dans le Lemme 2.6 sont pr6c~d~es de ** et les autres valeurs championnes 
sont pr~c~d~es de * 
0 50 100 150 200 250 300 350 400 450 500 550 600 650 
0 **1 12 19 25 26 17 43 28 33 29 28 47 61 64 
1 1 5 12 7 19 6 25 5 26 13 17 14 43 25 
2 **2 13 17 24 31 13 32 27 45 36 23 51 68 61 
3 1 8 5 17 12 7 7 22 19 23 6 37 25 36 
4 **3 11 18 27 29 8 31 39 50 33 19 *60 57 47 
5 2 3 13 10 17 1 24 17 31 10 13 23 32 11 
6 3 10 21 23 22 9 41 46 43 37 20 55 39 52 
7 1 7 8 13 5 8 17 29 12 27 7 32 7 41 
8 *4 11 19 16 23 15 44 41 41 44 15 41 38 71 
9 3 4 11 3 18 7 27 12 29 17 8 9 31 30 
10 **5 9 14 17 31 20 37 43 46 41 9 40 55 *79 
ll  2 5 3 14 13 13 10 31 17 24 1 31 24 49 
12 5 6 13 25 34 19 33 50 39 31 10 53 65 68 
13 3 1 10 11 21 6 23 19 22 7 9 22 41 19 
14 4 7 17 *30 29 23 36 45 27 32 17 57 58 65 
15 1 6 7 19 8 17 13 26 5 25 8 35 17 46 
16 5 11 18 27 27 28 29 33 28 43 23 48 61 73 
17 4 5 11 8 19 11 16 7 23 18 15 13 44 27 
18 *7 "14 15 29 30 27 19 30 41 47 22 43 71 62 
19 3 9 4 21 11 16 3 23 18 29 7 30 27 35 
20 **8 13 13 **34 25 21 20 39 49 40 27 47 64 43 
21 5 4 9 13 14 5 17 16 31 11 20 17 37 8 
22 7 "15 14 31 17 24 31 41 44 37 33 38 47 45 
23 2 11 5 18 3 19 14 25 13 26 13 21 10 37 
24 7 "18 11 23 16 33 39 34 47 41 32 25 43 66 
25 5 7 6 5 13 14 25 9 34 15 19 4 33 29 
26 8 17 7 22 23 *37 36 29 55 34 25 27 56 79 
27 3 10 1 17 10 23 11 20 21 19 6 23 23 50 
28 7 13 8 29 27 32 41 31 50 23 29 42 59 71 
29 4 3 7 12 17 9 30 11 29 4 23 19 36 2t 
30 5 14 13 31 24 31 *49 24 37 21 40 53 49 76 
31 1 11 6 19 7 22 19 13 8 17 17 34 13 55 
32 6 "19 17 26 25 35 46 15 35 30 45 49 42 **89 
33 5 8 1! 7 18 13 27 2 27 13 28 15 29 34 
34 *9 *'21 16 23 29 30 35 15 46 35 39 56 45 81 
35 4 13 5 16 I1 17 8 13 19 22 11 41 16 47 
36 *11 18 19 25 26 21 37 24 49 31 38 *67 35 60 
37 7 5 14 9 15 4 29 11 30 9 27 26 19 13 
38 10 17 *23 20 19 23 *50 31 41 32 43 63 22 57 
39 3 12 9 11 4 19 21 20 11 23 16 37 3 44 
40 11 19 22 13 17 34 **55 29 36 37 37 48 23 75 
41 8 7 13 2 13 15 34 9 25 14 21 11 20 31 
42 *'13 16 17 13 22 "41 47 34 39 33 26 51 37 80 
43 5 9 4 11 9 26 13 25 14 19 5 40 17 49 
44 12 11 19 20 23 37 44 41 31 24 29 *69 48 67 
45 7 2 15 9 14 11 31 16 17 5 24 29 31 18 
46 9 11 *26 25 19 40 49 39 20 21 43 *76 45 59 
47 2 9 11 16 5 29 18 23 3 16 19 47 14 41 
48 9 16 *29 23 16 *47 41 30 19 27 52 65 53 64 
49 7 7 18 7 11 18 23 7 16 11 33 18 39 23 
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D6monstration du Th6or~me 3. En calculant B(n) pour n = 11, 12, 18,20,34,36 et 42 
l'aide de la table 1, on v&ifie d'abord que, pour 11 ~<n~<67, on a B(n)<<.n ~. On 
prouve ensuite par r6currence la proposition B(n)~n ~ pour n ~> 11. La proposition est 
vraie pour n = 67. Supposons la vraie jusqu'fi n - 1 avec n ~> 68. Par le Lemme 2.5, 
on a 
en notant que n/2 >t n/4 >~ 11. 
Pour montrer que la constante ~ est optimale nous allons introduire une suite (u,) 
off la fonction/~ prend de grandes valeurs. 
Lemme 2.6. Soit la suite (u~) d~finie par 
u0=0,  u1=2,  u2=4,  u3=10,  u4=20,  u5=42,  u6=84 .. . .  
U2t z2U2t - l ,  U2t+l =2U2t q- 2. 
Soit la suite de Fibonacci dkfinie par Fo =0,F l  = 1 . . . . .  F,,+2 =F ,÷ l  + F,,. Alors on a 
pour tout n >~ 0 
b(u,)=F,+2 et pour n impair on a b(u,)~>0.95u~. (17) 
D6monstration. On raisonne par r6currence surn. A l'aide de la table 1 on constate que 
b(u,) =F,÷2 est v6rifi~ pour les premieres valeurs de n. Ensuite, par les Lemmes 2.2 
et 2.1, il vient: 
b(u2t+, ) = g(4u2, I + 2) = b(2u2,_ 1 + 1 ) + b(2u2,_ 1 ) 
= b(u2t-1 ) q- b(2u2t-I ) = b(u2t- 1 ) + b(u2t ) 
: F2t÷l -~- F2t÷2 =F2t+3. 
Puis, en appliquant le Lemme 2.4 et en remarquant que 
j(u2t+l ) ~-j(2Uat q- 2) =j(u2t  + 1 ) = u2t 
on obtient 
b(u2t+2 ) = b(u2t+l ) q- [)(j(u2t+l )) = 19(u2t+l ) q- ~3(u2t) 
= F2,+3 + F2t+2 = F2,+4. 
Soit ~o = (1 + x/-5)/2 et ~o'= (1 -  x/5)/2. On sait que F,, = (~p"-~p'n)/x/5. Par ailleurs, 
on peut voir que u2t=4(22t -  1)/3 et u2t+t =(4.22t+l -2 ) /3 .  Pour n impair, on a 
b(un)=Fn+2 >~pn+2/x/5, et comme u,,~4.2n/3, on a 
b(un ) > (p2-1og 4/3/log 2 
x/5 u~ ~> 0.95u,~. [] 
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Soit f une fonction arithm6tique r6elle, c'est /l dire une fonction r6elle d6finie sur 
~. Un entier n est un champion pour la fonction f si f ( i )<f (n )  pour tousles i<n. 
La proposition suivante donne une famille de champions pour la fonction/~; il existe 
d'autres champions comme on peut le voir dans la table donn6e en annexe. 
Proposition 2.3. Les termes de la suite (u,) dkfinie dans le Lemme 2.6 sont des 
champions pour la fonction [~. 
D6monstration. On raisonne par r6currence surn.  A l'aide de la table en annexe on 
constate que le lemme est v6rifi6 pour les premi6res valeurs de n. On observe ensuite 
que la suite (u,) v6rifie 
f 2un =4u,_1 +4 s in  est impair, 
Un+l 
2u,,÷2=4un_l+2 sin est pair. 
L'hypoth6se de r6currence st: Pour t ~< n, ut est un champion pour/~, ce qui entraine 
que pour x < ut, B(x) <B(ut). I1 faut montrer que u,+l est un champion. Soit N < u,,+l. 
On applique le Lemme 2.5, en observant que B(x)=B(Lx ] ): 
b(N ) <~B(N/2 ) + B( L(N - 2)/4J ). 
S in  est impair: 
N < u,+l = 2u, entraine N/2 < u, et B(N/2) < B(u,) = F,+:; 
de m6me ~ < U,+l  4 = u,,_ l + ~, donne <~ u,_ l 
et B ( l~-~J )<~B(u ,_ , )=F ,+, .  
Si nes t  pair, 
N 
N<u,+l =2u,, + 2 entraine ~- <u, + 1, LN/2j ~<u,, et 
N - 2 u,+l - 2 
B(N/Z)=B(LN/2 j) <<.B(u,)=Fn+2. Ensuite ~ < ~ -u , _ t  
donne 
Dans les deux cas on conclut 
b(N)<F,,+2 +F,+l = F,,+3 =b(u,,+l). [] 
3. Estimations de q(n,k) 
Proposition 3.1. Le nombre q(n,k ) de partitions k-r~duites de n est majorO par 
q (n ,k )~exP\6(k+l )  exp 2re 6 (k+l )  " (18) 
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La d6monstration, 616mentaire, utilise la s6rie g6n6ratrice. Nous montrons d'abord le 
lemme 
Lemme 3.1. Soient n et k deux entiers nature& >t 1. Pour x rOel v&ifiant O~x<.  1, 
le polyn6me 
n(k+l)--I k 
Q(x) = k ~ X i -- n(k + 1 )~~ x"i 
i=0 i=1 
prend des valeurs positives ou nulles. 
D~monstration (pour n>~2). Comme Q(1)=0,  on a Q(x)=(1-  x)Ql(x)  avec 
Q l (1 )= - Q~(1)=nk(k + 1)/2, et l 'on peut 6crire: 
Q(x) = (1 -x ) (n~(k+l )x" lk+' ) -2+(1-x )P (x ) )  
off P(x) est un polyn6me de degr6~<n(k + 1) -  3. Pour prouver le lemme nous allons 
montrer que les coefficients de P sont tous positifs. Or on a 
P(x) - Q(x_______~) + O(x,l~+l)_2) 
(1 - -X )  2 
k _ n(k + 1)(x" q-x 2n q- ' ' " -~-X kn) (xn(k+l)_2) 
(1 -x )  ~ (1 -x )  2 + 0 . 
Soit m un entier ~< n(k + I ) - 3. On 6crit m = an + r, 0 <<. r < n. Le coefficient cm de x m 
dans P(x)  s'6crit alors: 
1 a 
Cm = -~k(m + 2)(m + 1) -  n(k + 1)Z(m - in + 1) 
i=l 
- -~k(m2+gm+2) -n(~-~- ) (2m+2-an-n)a .  
En majorant (k + 1 )a par k(a + 1), il vient: 
Cm >~ ~k[(an + r) 2 + 3(an + r) + 2 - (a + l )n(an + 2r + 2 - n)] 
1 
= ~k(an+r  2+3r+2-2nr -2n+n 2) 
=-k  an+ n- r -  +n-  >0. [] 
Lemme 3.2. Soit 
oc oc f i  Fk(x )= Zq(n ,k )xn  = H(1  +xm+ " +Xmk) = 1 - -X (k÷l)m___ 
1 - -X  m ' 
n=0 m=l m=l 
k rt 2 1 
On a pour x r~el, 0<~x<l ,  logFk(x)<~k + 
1 6 1 ~ X ~ 
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D~monstrat ion.  On a: 
logFk(x) = Z( log(1  - x (k+l)m) - log(1 - xm)) 
=ZZxmJ - -x  j(k-~l)m 
m >~ 1 j= l  J 
./=1 ): (x~J - XJ(k+l)m)" 
La permutation des deux signes ~ est licite puisque la famille est ~ termes positifs. 
I1 vient ensuite: 
J l (  1 -xJ log Fk (x) = Z 
X j 
j=l 
1 ~ x .i 
1 -xj=~2--' 7
Le lemme precedent donne 
1 k ~ 1 
- 
logFk(x)~<l x k + l <~ 
xJ(k+l) ) 
1- -  x-YW+ ~ l
1 +x j + . . .  "~X/(k-l) 
1 +x +x 2 + ... +xJ( k+~)-~" 
7~ 2 k 1 
[] 
6k+l l -x  
D~monstrat ion de la Proposit ion 3.1. On a pour tout n, et 0~<x< 1: 
q(n,k)x"<~Fk(x)<~exP(1--~x ) 
avec a = k~z2/6(k + 1 ). I1 s'ensuit que: 
/ 1 \  
|ogq(n~k)~ - -a  _ n logx~ a jf_n (1  1~ , 
1 -x  1 -x  2x  j 
En choisissant x = 1/(1 + X /~) ,  on obtient 
logq(n,k)<~a + 2v/-~ 
ce qui prouve la proposition. [] 
On sait obtenir de meilleures estimations pour q(n,k). Le th~or+me taub6rien de 
Ingham (eft [11]) dit que, si 
f (x )=ao+alx+. . .+a .xn+. . .  
v6rifie quand x ---* 1-:  
f(x) ~ 2 (log(I/x)) ~ exp(A/log(I/x)) 
40 
alors 
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,~ A~.'2 - 1.'4 
ao + al + . . .  + an ~ 2x/~ n ~/2+1'4 exp(2x/~n). 
Par ailleurs on sait que 
oc ~G 1 
F(x )= ZP(n)xn= I-[ 1 -x  m 
n=0 m=l  
v6rifie (cf. [8]) 
F(x)  ,-~ ~ 6 lo~-l /x)  x ~ 1- .  
En appliquant le th6or+me taub6rien ci-dessus aux s6ries: 
1 + Z (p(n)  - p(n - 1))x" = (1 - x)F(x)  
n=l  
et 
, F (x)  
1 + Z (q(n,k) - q(n - 1,k))x" = (1 - x)Fk(x) = (1 - X ) F -~ l  ), 
n=l  
on obtient 
p(n)~ 4~ exp ~ (19) 
et, pour k fix~, 
q(n, k) ~ 2(k + 1 )3"461"4 n3/4 exp 2re 6(k + 1) " 
En particulier, pour k = 1, on obtient 
1 ( ~ )  
q(n) ~ 4(3n3)1/4 exp rc . [] (21) 
I1 est possible aussi, comme il est dit ~ la fin de [8], d'obtenir un d~veloppement 
en s~rie pour q(n,k)  comme pour p(n) (cf. [8, 13]) ou q(n), (cf. [10]). 
4. D6monstration du Th6or~me 4 
Commenqons par un lemme technique: 
Lemme 4.1. (i) La fonction y l (x)  = ½ log(1 + 2x) - log(1 +x  2) +x  2 logx/(2 + x 2) est 
dkcroissante sur r intervalle [0.3, 1]. On a y1(0.3)<0.1 et yl (X ) < O pour x E [0.623, 1]. 
M. Del~glise t al./Discrete Mathematics 200 (1999) 27-48 41 
(ii) La fonction 
1 
y2(x) ---- ~ log(1 + 2x + 2x 2 ) - log( 1 + x 2 + X 4 ) -'~ 
x3(2x + 1) logx 
3+X2+X 4 
vbrifie y2(x)<O.18 pour O<~x<~ 1 et y2(x)<O pour 0.681 ~<x~< 1. 
D6monstration. L '&ude de ces deux fonctions se fait avec le syst6me de calcul formel 
Maple. Le calcul de la d6riv6e de Yl montre que, pour 0<x<l ,  y/l est du signe de 
x 6 +x  5 + 5x 4 + 5x 3 + 4x 2 + 6x-  4 
zl(x)  = logx - 8x 4 + 4x 3 + 8x 2 + 4x 
et la d6riv6e z~(x) est du signe du polyn6me 
Pl(x)  = - 4x 9 - 5x 8 q- 6x 7 -+- lOx 6 + 28x 5 + 47x 4 - 6x 3 q- 12x 2 - 12x - 4. 
La m6thode des suites de Sturm montre que P1 n'a qu'une racine entre 0 et 1, et l 'on 
en d6duit les variations de yl :  
x 0 0.246 0.622 1 
0.10 
Yl 0 
0 ~ -0.144 
L'6mde de y2 se fait de m~me avec une fonction auxiliaire Z2 et un polyn6me P2 
plus compliqu& On obtient 
X O 0.3335 0.680 1 
0.17987 
Y~ 0 
O ~ -0.294 
Dans tout ce paragraphe, l 'ensemble d des sommants possibles est ~*.  D6signons 
par Q(n,a,k)  le nombre des partitions de n oh chaque sommant intervient au plus 
k fois, et qui ne repr6sentent pas a. Lorsque k = 1, on note Q(n ,a )= Q(n,a, 1). La 
fonction Q(n,a) a 6t6 6tudi6e dans [5,6]. Les deux lemmes suivants seront la base de 
la preuve du Th6or~me 4. 
Lemme 4.2. (i) Pour a vOrifiant 0.83x/~<a~<2.49x/~, on a
log Q(n, a) < 1.74x/n. 
(i i) Pour a vOrifiant 0.64x/~<a~< 1.92x/-n, on a 
log Q( n, a, 2 ) < 1.982x/n. 
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D6monstration de (i). Une partition de n ne repr6sentant pas a ne peut contenir h la 
fois le sommant ie t  le sommant a - i. Si l 'on d6finit d(n) par la s6rie g6n6ratrice: 
~d(n)x"  = I I  (1 +x  ~ +x °-~) 1-I (1 +x ' )  , (22) 
n=0 \1 <~i<<.a/2 i>~a+l 
on a donc Q(n, a)<~d(n). On va majorer d(n) par la m6thode de Rankin, en choisissant 
x = e -s, et s = C/v~, c &ant un nombre r6el positif que l 'on pr6cisera. I1 vient 
d(n) e-"s<~ 1-] ( l+e- i~+e- (a - i ) s )  ] I  ( l+e- i s )  
1 <~i<~a/2 i>~a+l 
et 
logQ(n,a) <~ logd(n)<~ns+ ~ log(1 +e -is +e  -{a-i)s) 
1 <~i<~a/2 
+ ~ log( l+e- i s ) .  (23) 
i>~a+l 
Maintenant la fonction u ~ log(1 + e -su) est d6croissante pour s positif fix6, et donc 
/5 ~ log(1 + e-L~)~ log(1 + e-SU)du. i>~a+l 
De m~me la fonction u-~log(1 + e-S~+ e -s(a-u)) est d~croissante pour u<~a/2, et il 
s'en suit que: 
l 
a/2 
log(1 + e - i s  + e - (a - i ) s  ) ~< log(1 + e -s" + e -s("-~)) du. 
1 <~i~a/2 dO 
En faisant dans ces int6grales le changement de variable u = x/~t, et en posant s = C/v/-n 
et a = 2v/n, l'in6galit6 (23) donne: 
avec 
log Q(n, a) <~ 4)(c, Z )V~ (24) 
2/2 f oc 
• (c, 2) = c + log(1 + e -ct + e -c2+ct) dt + log(1 + e-Ct) dr. (25) 
d0 
En utilisant la relation fo  log(1 + e - t )  dt = ~2/12 (cf. [12]), on obtient 
f 2/2 /~2 f0 2 • (c, 2 )=c+ log(1 +e -ct +e-~'x+Ct)dt + ~ - log(1 +e-a)dt .  (26) d0 
Pour 2 fix6, la majoration (23) est valable pour tout c>0.  Or la fonction 4~(c,2) 
donn6e par (26) est continue pour tout c>0,  et tend vers +oc lorsque c - - ,0  + et 
c ~ +ec;  elle a donc un minimum obtenu pour une (ou plusieurs) valeurs de c. On 
pose 
g(2) = rain ~(c, 2) 
c>0 
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et (24) donne logQ(n,a)<<,9(A)x/~. La trac6 approximatif de 9(2) montre que 9 est 
d6croissante puis eroissante, avec un minimum pour 2 voisin de 1.5. Si cette obser- 
vation &ait rigoureuse le point (i) du lemme en r6sulterait apr~s calcul de 9(0.83) 
et 9(2.49). Pour valider ee raisonnement, nous allons majorer 04/~32 et d6couper 
l'intervalle [0.83, 2.49] en sous-intervalles sur lesquels on appliquera le th~or6me des 
accroissements finis. I1 vient 
Z 9 ¢34 1 f ; / "  dt 
~(c ,  2 )=~log( l+  2e -cV2) - log( l+  e -c~) -Cao[ l +eC;_Ct +ec;_2cr. 
(27) 
La fonetion sous l'int6grale ci-dessus est minimale pour t = O. On en d6duit 
~(C ,  2) ~<Yl (exp ( -~) )  (28) 
oh Yl est d6finie dans le Lemme 4.1. Par application de ce lemme on dhduit de (28): 
-~(c,  2) { <0 pour 2c<0.94, 
1 (29) 
< ~-~ pour 2c < 2.4. 
On d6eoupe alors l'intervalle [0.83, 2.49] en sous intervalles h l'aide des valeurs 
2i=0.83, 1.05, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9,2, 2.1, 2.19, 2.27, 2.33, 2.42, 
2.45, 2.47, 2.49. 
Lorsque 2i <2, on choisit ci =0.888; Pour ~.i/>2 on ehoisit ci =0.84, et on v6rifie 
que 
4(Ci,2i)  + (•i+1 -- J , i). max 04 2)~< 1.74 /.i <~1.~zi+l "~ (Ci' 
l'aide de (29). On a en partieulier 
4(0.888,0.83) = 1.7392... et 4(0.84,2,49)= 1.737 . . . .  
Cela prouve la premihre partie du Lemme (4.2). 
La d4monstration de (ii) est similaire: on dhfinit d2(n) par: 
~G 
~-~d2(n) xn= 1-I ( l+x i+x2 i+xa- i+xz(a - i ) )  I-I ( l  + xi + x2i), 
0 1 <.i<.a/2 i>~a+l 
et l'on a Q(n,a,2)<<.d2(n). La relation (24) devient alors 
log Q(n, a, 2) ~< 42(c, 2)v~ 
avec 
f 
2/2 
~2(C, ,~) = C + log(1 + e -Ct + e -2ct + e -c()'-t) + e-2C(2-t))dt 
do 
~2 ~0 ). + cc - log(1 + e -~'t + e-2Ct)dt, 
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en remarquant que 
log(1 + e-t + e -2t) = [log(1 - e -3t) - log(1 - e -t)] dt = ~-. 
I1 vient ensuite: 
042 (C, 2 )  = 1 2e_C;/2 ~2 ~ log( 1 + + 2e -c;) - log( 1 + e -~';" + e -zc;) 
[ ; . /2 2 + e (;~-')c 
- c  Jo i + e (;'. t)c ÷ e2(2-2t)c ÷ e(2;.-30c + e2(;.-oc dt. 
Pour minorer l'int6grale on fait t = 2/2 au num6rateur et t = 0 au d6nominateur, ce qui 
donne 
0~2 (c' 2) ~< Y2 exp ( -  ~)  " ~3 (30) 
L'application du Lemme 4.1 donne alors 
~2 (c,2) f <0 pour 2c < 0.76, 
(31) ~gZ / < 0.18 pour tout c et 2. 
On choisit 2i dans {0.64, 0.74, 0.78, 0.83, 0.9, 0.98, 1.07, 1.17, 1.27, 1.36, 1.44, 1.50, 
1.58, 1.65, 1.71, 1.76, 1.80, 1.83, 1.85, 1.87, 1.88, 1.89, 1.9, 1.91, 1.92}. 
Lorsque 2i < 1.5, on choisit ci = 1.02, et pour 2i>~ 1.5, on prend ci =0.95. On 
a: 42(0.95, 1.92)= 1.9802 . . . .  Pour 0.64~<2~<0.74 et c = 1.02, on a par (30), (6~2/c32) 
(c, 2) < 0 et pour 0.74 ~< 2i ~< 1.92 on v6rifie que 
4)2(¢i,2i) ÷ 0.2(2i+ 1 -- 2 i )<  1.982. [] 
Remarque. Soit R(n ,a )  le nombre de partitions (sans restriction) qui ne repr6sentent 
pas a. En utilisant la s6rie g6n6ratrice: 
1 
H (1 + x i -4- x 2i "4""" -4- x ~'-i -4- x 2(a-i) -4- '")  H 1 - x i' 
i<~a/2 i>~a+l 
on obtient par la mathode ci dessus la majoration suivante: 
l ogR(n ,a )<~o(c ,  2)v/-n, c>0 
ou l 'on  a pos6 a = 2v'-n et 
( 1 - e -C-----~ e c;--C' - 1 ) fo "~ 
n2 f~42 1 1 d t+ log(1 - e-Ct) dt 
• 0 (c ,2 )=c+~+]o  log + 
11; 2 2 
=c÷ ~ -4- ~ log(1 - e-C"), 
ce qui am61iore la majoration de R(n ,a )  donn6e dans [12,5]. 
M. DelJylise et al./Discrete Mathematics 200 (1999) 27-48 45 
Lemme 4.3. Lorsque n ~ c~ on a: 
1. Pour 0.83x/n~<a~<n - 0.83x/n :
2. Pour 0.64x/n ~< a~< n - 0.64x/n :
Q(n,a)<<, exp((1 + o(1))1.74x/~ ), 
Q(n,a,2)<<. exp((l + o(1))1.982x/~) 
D6monstration. A peu de choses pr6s c'est le Lemme 2.1 de [2]. On pose, pour 1, 
e=0.83, et l'on d6montre par r6currence que pour iev~<~a<~(i + 1)ex/~, et i<~x/n/2, 
on a 
Q(n, a) <~ (2p(2ex/n)) i- 1 exp(1.74x/n). (32) 
Dans (32) on a extrapol6 la fonction p, en posant p(x)=p( [x J ) .  Notons que pour 
n~< 100, on a Q(n,a)<~q(n)<~ exp(1.74x/n), et la relation (32) est v6rifi6e pour tout 
a. On applique (32) avec i=  LlognJ et (19) puis les Th6or6mes 1 et 2 de [6] pour 
maj orer Q(n, a) lorsque e x/~ <~ a <~ n/2. 
La preuve est similaire pour 2. L'6quation (32) est remplac6e par 
Q(n, a, 2) ~< (2p(2ex/n) ) i- 1 exp(1.982 v/-n). 
On observe que Q(n,a,2)<~R(n,a), le nombre de partitions ans restrictions de n qui ne 
repr6sentent pas a, et l'on utilise les majorations de R(n, a) donn6es par les Th6or~mes 
1 et 2 de [6]. 
D6monstration du Th6or~me 4. On remarque d'abord que pour prouver la minoration 
(2) dans [12], on minore en fait ~(n) par p(n) 0"361, et compte tenu de (19) et (21), cela 
prouve la minoration dans (9). Pour la majoration on proc6de comme dans [12]: Par le 
Lemme 4.3 le nombre de partitions qui ne repr~sentent pas un a, avec 0.83v/'n ~<a ~<n- 
0.83 ~ est ~< nexp((1 + o(1 ))1.74v/-n). Si l'on enl6ve ces partitions, pour une partition 
restante H, g(H)  contiendra tousles nombres entre 0.83v/-n et n -  0.83v/-n. De tels 
ensembles, il y en a au plus 2 °83v~, compte tenu de la sym&rie. On a donc 
~(n)~<2083~/~ q- n exp((1 + o(1))l.74v/-n) 
et avec (21), cela d6montre (9). La majoration dans (10) se d6montre de la m~me 
faqon. Quant ~t la relation/3(n)=~(n,2), elle d6coule du Th6or6me 1, (5). 
5. Grandes valeurs de I(E) 
On rappelle que deux partitions de n sont dites 6quivalentes si elles repr6sentent 
le m6me ensemble. Dans ce paragraphe, nous supposons d = ~*. On sait par le 
Lemme 1.1 que toute partition est 6quivalente ~une partition 2-r6duite c'est ~ dire telle 
que chaque sommant apparait au plus deux fois. On va pr6ciser un peu ce r6sultat. On 
dit qu'une partition est complbtement 2-r~duite si, pour tout couple d'entiers naturels 
non nuls (u,r), il existe au plus r + 1 sommants ~ valeurs dans {u,2u,4u . . . . .  2r-lu}. 
Remarquons que toute partition compl&ement 2-r6duite st 2-r6duite; en effet, prenant 
r = 1, pour tout u, il existe au plus 2 sommants fi valeur dans le singleton {u}. 
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Lemme 5.1. Toute partition est kquivalente ~ une partition complktement 2-rkduite, 
qui a moins de sommants que la partition initiale. 
Demonstration. Soit H une partition de n non complbtement 2-r6duite. Soit {u, 2u, 4u, 
.... 2"-lu} une progression g6om&rique de raison 2 et de longueur la plus petite 
possible qui emp~che la partition/7 d'etre compl~tement 2-r~duite. S i r  = 1, il y a au 
moins trois sommants qui prennent la valeur u et on obtient une partition 6quivalente 
plus courte, en rempla¢ant les sommants u, u, u par les sommants u, 2u. S i r  > 1 alors 
la partition /7 contient au moins une fois chaque sommant u,2u . . . . .  2~-lu, car si 
l'un des 2Ju n'&ait pas un sommant de /7, l'une des deux suites (u,2u . . . .  ,U- lu) ,  
(2J+tu . . . . .  2~-lu) emp~cherait/7 d'etre compl+tement 2-r6duite, contredisant la mini- 
malit6 de r. De plus les sommants u et 2~-Iu apparaissent deux lois; si, par exemple 
le sommant 2r - lu  n'apparaissait qu'une fois, la suite u,2u . . . . .  2~-2u emp~cherait /7
d'&re compl6tement 2-r6duite. Ainsi /7 contient la suite: 
u,u,2u,4u . . . . .  2r-lu, U- lu,  
Cette suite repr6sente tousles multiples de u depuis u jusqu~ 3.2r-lu et la suite 
u,2u . . . . .  U-1u,(U -I + 1)u 
repr6sente l m~me nsemble. Ces deux suites sont donc ~quivalentes. En rempla¢ant la
suite u,u,2u,4u . . . . .  2r - lu ,  2 r - lu  de longueur ÷2 par la suite u,2u .. . .  ,2~-lu, (2r-1 + 
1)u, de longueur + 1, on obtient une partition 6quivalente h la premi6re. 
Tant que la partition obtenue n'est pas compl6tement 2-r6duite on la remplace par 
une partition 6quivalente, soit en remplaqant un triplet de la forme u, u, u par le doublet 
u,2u, soit en rempla¢ant un (r + 2)-uplet de la forme u,u,2u,4u . . . . .  2r-lu, 2r- lu par 
le (r + 1)-uplet u, 2u . . . . .  U - l  u, (U -1 + 1 )u. Chaque r6duction diminue d'une unit6 le 
nombre des sommants, le processus e termine donc. [] 
Lemme 5.2. Soit une suite croissante d'entiers nature& non-nuls 1 <<,xl <~x2 <~ • .. <~x,. 
= m, telle que, pour tout u >1 1 et r ~ >~ 1, il y ait au plus r ~ + 1 des xi quiprennent leur 
valeur dans {u,2u . . . . .  2r'-lu}. Alors on a r<~(3m + 1)/2. En particulier, si 
n=n l+n2+. . .+nr ,  nl<~n2<~...<~nr 
est une partition complktement 2-rkduite de n, pour tout i, 1 <<, i <~ r, on a ni >1 (2 i -  1 )/3. 
D6monstration. On consid6re la partition suivante de {1,2 . . . . .  m}, index6e par les 
entiers impairs ~<m: 
A, ={1,2,4,8 .... }, 
A3 = {3,6, 12 .... }, 
A5 = {5, 10 .... }, 
A7 = {7, 14 .... }, 
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Par hypoth~se, pour chaque nombre impair u ~< m, le nombre des i tels que xi C A~ est 
major6 par 1 + card(Au). I1 en r6sulte que r est major6 par m augment6 du nombre 
des entiers impairs ~<m. 
Appliquant maintenant ce r6sultat ~ la suite nl,n2 . . . . .  ni on obtient i<.(3ni + 1)/2 
c'est fi dire ni>~(2i -  1)/3. [] 
D6monstration de la majoration (11) du Th6or6me 5. Soit n = nl + n2 -t- .-. q- nr 
une partition la plus courte possible ayant E comme ensemble de sous-sommes. Par 
le Lemme 5.1, on peut supposer que cette partition est compl~tement 2-r6duite. En 
appliquant le lemme pr6c6dent on obtient ni >~(2i -  1 )/3, ce qui donne 
I" I '  
n=Zni>~Z(2 i -1 )=~r2 .  [] 
i=1 i--I 
Lemme 5.3. Soit une partition de n dont les plus petits sommants ont a,a + 1,a + 
2 . . . . .  2a -  1 (ce qui suppose n ~>(3a 2 -a ) /2 ) ) .  Alors toute autre partition dquivalente 
contient aussi les sommants a, a + 1, a + 2,. . . ,  2a -  1. 
Demonstration. Elle est imm6diate, car une telle partition ne contenant aucun entier 
plus petit que a ne peut repr6senter les entiers a, a + 1 ... .  a + (a -  1) que si chacun 
d'eux est un sommant. [] 
D6monstration de la minoration (12) du Th6or6me 5. On choisit pour a le  plus grand 
entier tel que 3(a + 1 )a/2 ne d6passe pas net  l 'on consid6re la partition H form6e des 
sommants 
a,a + 1 . . . . .  2a - 1,n - (3a 2 - a)/2. 
Par le Lemme 5.3, on a l(~(F1))>>,a>>,(1 + o(1))V/~/3.  [] 
A jout6/i la lecture des 6preuves. R6cemment, J.-C. Aval (aval@math.u-bordeaux.fr) 
a am61ior6 le lemme 2.1 de [2], ce qui lui permet de remflacu les constantes 0.96 et 
0.773 du Th6or6me 4 par 0.955 et 0.768. 
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