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THE EXTENSIONS OF Lsl2(k, 0) AND PREUNITARY VERTEX
OPERATOR ALGEBRA WITH CENTRAL CHARGES c < 1
CHONGYING DONG AND XINGJUN LIN
Abstract. The extensions of the affine vertex operator algebras Lsl2(k, 0) and the
preunitary vertex operator algebras with central charges c < 1 are classified. In par-
ticular, the unitary vertex operator algebras with central charges c < 1 are classified.
1. Introduction
One of important problems in conformal field theories is the classification of ratio-
nal conformal field theory. It is well known that the mathematic structures underlying
conformal field theory can be described by conformal nets and by vertex operator alge-
bras. The conformal nets with central charges c < 1 were classified in [KL]. Rational
vertex operator algebras with central charge c < 1 were partly classified in [DZ], [M]
and rational vertex operator algebras with central charge c = 1 were partially classified
in [DM1], [DJ1], [DJ2], [DJ3]. In this paper, we classify the extensions of affine vertex
operator algebra Lsl2(k, 0) associated to sl2 for any k ≥ 0 and the preunitary vertex
operator algebra central charges c < 1. A preunitary vertex operator algebra is a vertex
operator algebra which is also a unitary module for the Virasoro algebra. Consequently,
the unitary vertex operator algebras [DLin] with central charges c < 1 are classified.
The results in this paper are heavily influenced by the modular invariants of vertex
operator algebra Lsl2(k, 0) and the Virasoro vertex operator algebra L(cm, 0) given in
[CIZ1], [CIZ2], [Ka]. The key fact for the classification of preunitary vertex operator
algebras is that any preunitary vertex operator algebra V with central charge c < 1 is
an extension of the Virasoro vertex operator algebra L(cm, 0). It is well known that
both Lsl2(k, 0) and L(cm, 0) are rational and C2-cofinite [FZ], [Z], [DMZ], [W]. By
results in [HKL] and [ABD], we know that any extension V of Lsl2(k, 0) or L(cm, 0)
is rational and C2-cofinite. Thus there is a modular invariant of Lsl2(k, 0) or L(cm, 0)
corresponding to V [DLN]. On the other hand, the modular invariants of Lsl2(k, 0) and
L(cm, 0) were classified in [CIZ1], [CIZ2] and [Ka]. We will construct vertex operator
algebras realizing the modular invariants of Lsl2(k, 0) and L(cm, 0) and further classify
the extensions of Lsl2(k, 0) and L(cm, 0).
The main problem is to construct vertex operator algebras realizing the modular
invariants of Lsl2(k, 0) and L(cm, 0). Some simple current extensions of Lsl2(k, 0) and
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L(cm, 0) have been constructed in [Li] and [LLY]. We will construct the other vertex op-
erator algebras by using conformal embedding, coset construction and mirror extension.
Although the classification of extensions of Lsl2(k, 0) is independent of the classification
of extensions of L(cm, 0), it plays essential role in the classification of extensions of
L(cm, 0). This is why we do the classification of extensions of Lsl2(k, 0) first in this
paper.
We should mention that not every modular invariant given in [CIZ1], [CIZ2], [Ka] can
be realized by vertex operator algebra extensions of Lsl2(k, 0) and L(cm, 0). It seems that
the other modular invariants can be realized by vertex operator superalgebra extensions.
For example, the modular invariants of type D2n+1 associated to Lsl2(4n − 2, 0) are
realized by the vertex operator superalgebra extension of Lsl2(4n − 2, 0) [DH]. We
will deal with the other modular invariants using the vertex operator superalgebras in
another paper.
The paper is organized as follows: In Section 2, we recall some basic definitions
and facts of vertex operator algebras. In Section 3, we construct vertex operator al-
gebras realizing the modular invariants of Lsl2(k, 0) and further classify rational and
C2-cofinite extension vertex operator algebras of Lsl2(k, 0). In Section 4, we construct
vertex operator algebras realizing the modular invariants of Virasoro vertex operator
algebras L(cm, 0) and then classify preunitary vertex operator algebras with central
charge c < 1.
2. Preliminaries
2.1. Vertex operator algebras. In this subsection we briefly review some basic no-
tions and facts in the theory of vertex operator algebras from [DLM1], [FHL], [FLM],
[LL] and [Z]. Let (V, Y, 1, ω) be a vertex operator algebra as defined in [FLM] (see also
[B]). V is called of CFT type if V =
⊕
n≥0 Vn and dimV0 = 1.
An anti-linear map φ : V → V is called an anti-linear automorphism of V if φ(1) =
1, φ(ω) = ω and φ(unv) = φ(u)nφ(v) for any u, v ∈ V and n ∈ Z. Let (V, Y, 1, ω) be a
vertex operator algebra and φ : V → V be an anti-linear involution, i.e. an anti-linear
automorphism of order 2. (V, φ) is called unitary [DLin] if there exists a positive definite
Hermitian form (, ) : V × V → C which is C-linear on the first vector and anti-C-linear
on the second vector such that the following invariant property holds: For any a, u, v ∈ V
(Y (ezL(1)(−z−2)L(0)a, z−1)u, v) = (u, Y (φ(a), z)v),
where L(n) is defined by Y (ω, z) =
∑
n∈Z L(n)z
−n−2.
A vertex operator algebra V is called preunitary if it is a unitary module for the
Virasoro algebra spanned by {L(n), c|n ∈ Z}. It is clear that a unitary vertex operator
algebra is preunitary.
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Let V be a vertex operator algebra. A weak V -module M is a vector space equipped
with a linear map
YM : V → (EndM)[[x, x
−1]],
v 7→ YM(v, x) =
∑
n∈Z
vnx
−n−1, vn ∈ EndM
satisfying the following conditions: For any u ∈ V, v ∈ V, w ∈M and n ∈ Z,
unw = 0 for n >> 0;
YM(1, x) = idM ;
x−10 δ
(
x1 − x2
x0
)
YM(u, x1)YM(v, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
YM(v, x2)YM(u, x1)
= x−12 δ
(
x1 − x0
x2
)
YM(Y (u, x0)v, x2).
A weak V -module M is called an admissible V -module if M has a Z≥0-gradation
M =
⊕
n∈Z≥0
M(n) such that
amM(n) ⊂M(wta+ n−m− 1)
for any homogeneous a ∈ V and m, n ∈ Z. An admissible V -module M is said to be
irreducible if M has no non-trivial admissible weak V -submodule. When an admissible
V -moduleM is a direct sum of irreducible admissible submodules,M is called completely
reducible. A vertex operator algebra V is said to be rational if any admissible V -module
is completely reducible. It was proved in [DLM2] that if V is rational then there are
only finitely many irreducible admissible V -modules up to isomorphism.
A V -module is a weak V -module M which carries a C-grading induced by the spec-
trum of L(0), that is M =
⊕
λ∈CMλ where Mλ = {w ∈ M |L(0)w = λw}. Moreover
one requires that Mλ is finite dimensional and for fixed λ ∈ C, Mλ+n = 0 for sufficiently
small integer n.
If (V, φ) is a unitary vertex operator algebra, a V -module (M,YM) is called a unitary
V -module if there exists a positive definite Hermitian form (, )M : M ×M → C which
is C-linear on the first vector and anti-C-linear on the second vector such that the
following invariant property:
(YM(e
zL(1)(−z−2)L(0)a, z−1)w1, w2)M = (w1, YM(φ(a), z)w2)M
holds for a ∈ V and w1, w2 ∈M .
Let M =
⊕
λ∈CMλ be a V -module. Set M
′ =
⊕
λ∈CM
∗
λ , the restricted dual of M . It
was proved in [FHL] that M ′ is naturally a V -module where the vertex operator map
denoted by Y ′ is defined by the property
〈Y ′(a, z)u′, v〉 = 〈u′, Y (ezL(1)(−z−2)L(0)a, z−1)v〉,
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for a ∈ V, u′ ∈ M ′ and v ∈ M . The V -module M ′ is called the contragredient module
of M . It was also proved in [FHL] that if M is irreducible, then so is M ′, and that
(M ′)′ ≃ M . A V -module M is called self dual if M ∼= M ′.
2.2. Modular invariance of trace functions. We now turn our discussion to the
modular invariance property in the theory of vertex operator algebras. Let V be a
rational vertex operator algebra, M0 = V,M1, ...,Mp be all the irreducible V -modules.
Then M i, 0 ≤ i ≤ p, has the form
M i =
∞⊕
n=0
M iλi+n,
with M iλi 6= 0 for some number λi which is called conformal weight of M
i. Let h = {τ ∈
C|imτ > 0}, for any irreducible V -module M i the trace function associated to M i is
defined as follows: For any homogenous element v ∈ V and τ ∈ h,
ZM i(v, τ) := trM io(v)q
L(0)−c/24 = qλi−c/24
∑
n∈Z+
trM iλi+n
o(v)qn,
where o(v) = v(wtv−1) and q = e2πiτ . Recall that a vertex operator algebra V is called
C2-cofinite if dimV/C2(V ) < ∞, where C2(V ) = 〈u−2v|u, v ∈ V 〉. Then ZM i(v, τ)
converges to a holomorphic function on the domain |q| < 1 if V is C2-cofinite [DLM3],
[Z]. Recall that the full modular group SL(2,Z) has generators S =
(
0 −1
1 0
)
,
T =
(
1 1
0 1
)
and acts on h as follows:
γ : τ 7−→
aτ + b
cτ + d
, γ =
(
a b
c d
)
∈ SL(2,Z).
The following theorem was proved in [Z] (also see [DLM3]).
Theorem 2.1. Let V be a rational and C2-cofinite vertex operator algebra with the irre-
ducible V -modules M0, ...,Mp. Then the vector space spanned by ZM0(v, τ), ..., ZMp(v, τ)
is invariant under the action of SL(2,Z) defined above, i.e. there is a representation ρ
of SL(2,Z) on this vector space and the transformation matrices are independent of the
choice of v ∈ V .
We now assume that V is a vertex operator algebra satisfying the following conditions:
(i) V is a simple CFT type vertex operator algebra and is self dual;
(ii) V is rational and C2-cofinite.
Let M0, ...,Mp be all the V -irreducible modules. Set
Z(u, τ) = (ZM0(u, τ), ..., ZMp(u, τ))
T ,
then we have the following fact proved in [DLN].
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Proposition 2.2. If A = (aij) is a matrix such that for any u, v ∈ V ,
Z(u, τ1)
TAZ(v, τ2) = 0,
then A = 0.
2.3. Modular invariants of vertex operator algebras. In this subsection we recall
some facts about the modular invariants of vertex operator algebras.
Definition 2.3. Let V be a vertex operator algebra satisfying conditions (i) and (ii),
M0 = V,M1, ...,Mp be all the irreducible V -modules. A modular invariant of V is a
(p+ 1)× (p+ 1)-matrix X satisfying the following conditions:
(M1) The entries of X are nonnegative integers;
(M2) X00 = 1;
(M3) XS = SX and XT = TX , where we use S, T to denote the modular transfor-
mation matrix ρ(S) and ρ(T ) respectively.
In the following we shall define a modular invariant of V associated to an extension
vertex operator algebra of V . Recall that a vertex operator algebra U is called an
extension vertex operator algebra of V if V is a vertex operator subalgebra of U and V ,
U have the same conformal vector.
Theorem 2.4. [ABD] Let V be a C2-cofinite vertex operator algebra and U be an
extension vertex operator algebra of V . Then U is C2-cofinite.
The following fact was essentially proved in [HKL].
Theorem 2.5. Let V be a vertex operator algebra satisfying conditions (i) and (ii), U
be a simple extension vertex operator algebra of V . Then U is rational.
We now assume that V is a vertex operator algebra satisfying conditions (i) and (ii)
and U is an extension vertex operator algebra of V satisfying conditions (i) and (ii).
For u, v ∈ V , set
fV (u, v, τ1, τ2) =
p∑
i=0
Zi(u, τ1)Zi(v, τ2),
where τ1, τ2 ∈ h.
Similarly, for u, v ∈ U , set
fU(u, v, τ1, τ2) =
∑
M
ZM(u, τ1)ZM(v, τ2),
where M ranges through the equivalent classes of irreducible U -modules. Since each
irreducible U -module M is a direct sum of irreducible V -modules, there exists a matrix
X = (Xi,j) such that Xij ≥ 0 for all i, j and for u, v ∈ V ,
fU(u, v, τ1, τ2) =
p∑
i,j=0
XijZi(u, τ1)Zi(v, τ2).
By Proposition 2.2 the matrix X = (Xi,j) is uniquely determined. By [DLN] we have
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Theorem 2.6. The matrix X is a modular invariant of V .
2.4. Tensor category of V -modules. In this subsection we review some facts about
tensor category of V -modules. We refer the reader to [BK] for the basic notions of
tensor categories. First, we recall the notions of intertwining operators and fusion rules
from [FHL]. Let M1, M2, M3 be weak V -modules. An intertwining operator Y of type(
M3
M1 M2
)
is a linear map
Y : M1 → Hom(M2,M3){x},
w1 7→ Y(w1, x) =
∑
n∈C
w1nx
−n−1
satisfying the following conditions: For any v ∈ V, w1 ∈M1, w2 ∈M2 and λ ∈ C,
w1n+λw
2 = 0 for n >> 0;
d
dx
Y(w1, x) = Y(L(−1)w1, x);
x−10 δ(
x1 − x2
x0
)YM3(v, x1)Y(w
1, x2)− x
−1
0 δ(
x2 − x1
−x0
)Y(w1, x2)YM2(v, x1)
= x−12 δ(
x1 − x0
x2
)Y(YM1(v, x0)w
1, x2).
Denote the vector space of intertwining operators of type
(
M3
M1 M2
)
by VM
3
M1,M2.
The dimension of VM
3
M1,M2 is called the fusion rule for M
1, M2 and M3, and is denoted
by NM
3
M1,M2. Assume that V is a vertex operator algebra satisfying conditions (i) and
(ii). By Lemma 4.1 in [H2], one knows that for uik ∈M ik ,
〈u4,YM
i4
M i1 ,M i5 (u
1, z1)Y
M i5
M i2 ,M i3 (u
2, z2)u
3〉,
〈u4,YM
i4
M i2 ,M i6 (u
1, z1)Y
M i6
M i1 ,M i3 (u
2, z2)u
3〉,
are analytic on |z1| > |z2| > 0 and |z2| > |z1| > 0 respectively and can both be
analytically extended to multi-valued analytic functions on
R = {(z1, z2) ∈ C
2|z1, z2 6= 0, z1 6= z2}.
We can lift the multi-valued analytic functions on R to single-valued analytic functions
on the universal covering R˜ of R as in [H3]. We use
E〈u4,YM
i4
M i1 ,M i5 (u
1, z1)Y
M i5
M i2 ,M i3 (u
2, z2)u
3〉,
and
E〈u4,YM
i4
M i2 ,M i6 (u
1, z1)Y
M i6
M i1 ,M i3 (u
2, z2)u
3〉,
EXTENSIONS OF Lsl2(k, 0) AND PREUNITARY VOAS WITH CENTRAL CHARGES c < 1 7
to denote the analytic functions respectively. Let {YM
i3 ;j
M i1 ,M i2
|1 ≤ j ≤ NM
i3
M i1 ,M i2
} be a
basis of VM
i3
M i1 ,M i2
. The linearly independency of
{E〈u4,YM
i4 ;j1
M i1 ,M i5
(u1, z1)Y
M i5 ;j2
M i2 ,M i3
(u2, z2)u
3〉|1 ≤ j1 ≤ N
M i4
M i1 ,M i5 , 1 ≤ j2 ≤ N
M i5
M i2 ,M i3}
follows from [H3]. Moreover, for any M1,M3,M3,M4,
span{E〈u4,YM
i4 ;j1
M i1 ,M i5
(u1, z1)Y
M i5 ;j2
M i2 ,M i3
(u2, z2)u
3〉|j1, j2,M
i5}
= span{E〈u4,YM
i4 ;j1
M i2 ,M i6
(u1, z1)Y
M i6 ;j2
M i1 ,M i3
(u2, z2)u
3〉|j1, j2,M
i6}.
We now turn our discussion to tensor categories of V -modules. Let M1, M2 be weak
V -modules. A tensor product for the ordered pair (M1,M2) is a pair (M,Y12) consisting
of a weak V -moduleM and an intertwining operator Y12 of type
(
M
M1 M2
)
satisfying
the following universal property: For any weak V -module W and any intertwining
operator I of type
(
W
M1 M2
)
, there exists a unique V -homomorphism ψ from M to
W such that I = ψ ◦ Y12.
Assume that V is a vertex operator algebra satisfying conditions (i) and (ii). The
tensor product ⊠ of V -modules was defined in a series of papers [HL1], [HL2], [HL3],
[HL4] and [H1]. For any V -module W , set θW = e
2πiL(0). Then the V -module category
CV is a modular tensor category (see [H4]).
Theorem 2.7. Let V be a vertex operator algebra satisfying conditions (1) and (2).
Then the V -module category (CV ,⊠) is a modular tensor category such that the dual of
W is isomorphic to W ′.
To describe the next results, we now recall from [KO] the notion of associative com-
mutative algebra in modular tensor category.
Definition 2.8. Let C be a modular tensor category, 1C be the unit object in C. An
associative commutative algebra A in C is an object A ∈ C along with morphisms
µ : A⊗ A→ A and ιA : 1C →֒ A such that the following conditions hold:
1. (Associativity) Compositions µ ◦ (µ⊗ id) ◦ a, µ ◦ (id⊗ µ) : A⊗ (A⊗A)→ A are
equal, where a denotes the associativity isomorphism a : A⊗ (A⊗A)→ (A⊗ A)⊗ A.
2. (Commutativity) Composition µ ◦ cAA : A ⊗ A → A is equal to µ, where cAA
denotes the commutativity isomorphism.
3. (Unit) Composition µ ◦ (ιA ⊗A) : A = 1C ⊗A→ A is equal to idA.
4. (Uniqueness of unit) dimHomC(1C, A) = 1.
The following results were established in [HKL].
Theorem 2.9. If U is an extension vertex operator algebra of V , then U induces an
associative commutative algebra AU in CV . Conversely, if U is a V -module having
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integral conformal weight and U is an associative commutative algebra in CV , then U
has a vertex operator algebra structure such that U is an extension vertex operator
algebra of V .
2.5. Mirror extension of vertex operator algebras. In this subsection we recall
the mirror extensions of vertex operator algebras from [Lin]. Let (U, Y, 1, ω) be a vertex
operator algebra and (V, Y, 1, ω′) be a vertex operator subalgebra of U such that ω′ ∈ U2
and L(1)ω′ = 0. Consider the space V c = {v ∈ U |L′(−1)v = 0}, it was proved in [FZ]
that (V c, Y, 1, ω−ω′) is a vertex operator subalgebra of U , the so-called the commutant
vertex operator algebra of V in U . Assume further that (V, Y, 1, ω), (V c, Y, 1, ω − ω′),
(U, Y, 1, ω′) satisfy conditions (i), (ii) and (V c)c = V . Then it was proved in [Lin] that
U has the following decomposition as V ⊗ V c-module:
U = V ⊗ V c ⊕ (⊕ni=1M
i ⊗N i),
where {M i|1 ≤ i ≤ n} (resp. {N i|1 ≤ i ≤ n}) are inequivalent irreducible V -modules
(resp. V c-modules). Let V e = V ⊕ (⊕ni=1miMi) and (V
c)e = V c ⊕ (⊕ni=1miN
′
i), where
mi’s are nonnegative integers. Then we have the following result proved in [Lin].
Theorem 2.10. Assume that there is a vertex operator algebra structure on V e such that
V e is an extension vertex operator algebra of V . Then (V c)e has a vertex operator algebra
structure such that (V c)e is an extension vertex operator algebra of V c. Moreover, (V c)e
is a simple vertex operator algebra if V e is a simple vertex operator algebra.
3. Extension vertex operator algebras of Lsl2(k, 0)
In this section, we classify extension vertex operator algebras of affine vertex operator
algebras Lsl2(k, 0). First, we recall some facts about vertex operator algebras associated
to affine Lie algebras from [FZ] ,[DL] and [K]. Let g be a finite dimensional simple Lie
algebra and h be a Cartan subalgebra of g. Fix a non-degenerate symmetric invariant
bilinear form (, ) on g so that (θ, θ) = 2, where θ is the maximal root of g. Consider the
affine Lie algebra ĝ = g⊗ C[t, t−1]⊕ CK with the commutation relations
[x(m), y(n)] = [x, y](m+ n) +Km(x, y)δm+n,0,
[ĝ, K] = 0,
where x(m) = x⊗ tn.
For a complex number k ∈ C, set
Vg(k) = U(ĝ)/Jk,
where Jk is the left ideal of U(ĝ) generated by x(n) and K−k for x ∈ g and n ≥ 0. It is
well-known that Vg(k) has a vertex operator algebra structure if k 6= −h
∨, where h∨ is
the dual Coxeter number of g (see [FZ]). Moreover, Vg(k) has a unique maximal proper
ĝ-submodule J(k) and Lg(k, 0) = Vg(k)/J(k) is a simple vertex operator algebra. As
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usual we denote the corresponding irreducible highest weight module for ĝ associated
to a highest weight λ ∈ h∗ of g by Lg(k, λ). It was proved in [FZ], [DLM3] that Lg(k, 0)
satisfies conditions (i) and (ii) if k ∈ Z+ and
{Lg(k, λ)|(λ, θ) ≤ k, λ ∈ h
∗ is integral dominant}
are the complete list of inequivalent irreducible Lg(k, 0)-modules.
In the following we take g = sl2. From the discussion above, we have {Lsl2(k, j)|0 ≤
j ≤ k} are the complete list of inequivalent irreducible Lsl2(k, 0)-modules. The modular
invariants of vertex operator algebras Lsl2(k, 0) were classified in [CIZ1], [CIZ2] and [Ka]:
Theorem 3.1. Let k be a nonnegative integer. We use Zj(u, τ) to denote the trace func-
tion associated to Lsl2(k, 0)-module Lsl2(k, j). Then any modular invariant of Lsl2(k, 0)
is equal to one of the following modular invariants:
any k
∑
1≤j≤k
Zj(u, τ1)Zj(v, τ2) Ak−1
k=4n
∑
0≤j<2n,
j:even
(Zj(u, τ1) + Z4n−j(u, τ1))(Zj (v, τ2) + Z4n−j(v, τ2)) + 2Z2n(u, τ1)Z2n(v, τ2) D2n+2
k=4n-2
∑
0≤j≤4n−2,
j:even
Zj(u, τ1)Zj(v, τ2) + Z2n−1(u, τ1)Z2n−1(v, τ2) D2n+1
+
∑
1≤j≤2n−3,
j:odd
(
Zj(u, τ1)Z4k−2−j (v, τ2) + Zj(v, τ1)Z4k−2−j(u, τ2)
)
k=10 (Z0(u, τ1) + Z6(u, τ1))(Z0(v, τ2) + Z6(v, τ2)) + (Z6(u, τ1) + Z11(u, τ1))(Z6(v, τ2) + Z11(v, τ2)) E6
+(Z4(u, τ1) + Z10(u, τ1))(Z4(v, τ2) + Z10(v, τ2))
k=16 (Z0(u, τ1) + Z16(u, τ1))(Z0(v, τ2) + Z16(v, τ2)) + (Z3(u, τ1) + Z7(u, τ1))(Z3(v, τ2) + Z7(v, τ2)) E7
+(Z4(u, τ1) + Z8(u, τ1) + Z12(u, τ1))(Z4(v, τ2) + Z8(v, τ2) + Z12(v, τ1))
k=28 (Z0(u, τ1) + Z10(u, τ1) + Z18(u, τ1) + Z28(u, τ1))(Z0(v, τ2) + Z10(v, τ2) + Z18(v, τ2) + Z28(v, τ2)) E8
+(Z6(u, τ1) + Z12(u, τ1) + Z16(u, τ1) + Z22(u, τ1))(Z6(v, τ2) + Z12(v, τ2) + Z16(v, τ2) + Z22(v, τ2))
From Theorem 2.6, we know that there is a modular invariant associated to an exten-
sion vertex operator algebra of Lsl2(k, 0). In the following we will construct extension
vertex operator algebras of Lsl2(k, 0) which satisfy conditions (i) and (ii) and realize
modular invariants in Theorem 3.1.
3.1. Realization of modular invariants of type D. In this subsection we construct
extension vertex operator algebras of Lsl2(k, 0) which realize the modular invariants of
type D. First, we recall some facts about simple current extension. Recall that if V is
a vertex operator algebra satisfying conditions (i) and (ii), then for any V -modules W 1
and W 2 the tensor product W 1 ⊠W 2of W 1 and W 2 exists. An irreducible V -module
M is called a simple current V -module if for any irreducible V -module W , the tensor
product W ⊠M of W and M is irreducible. An extension vertex operator algebra U
of V is called a simple current extension if U is isomorphic to V ⊕M1 ⊕ ... ⊕Mk as
V -module and M i, 1 ≤ i ≤ k, are simple current V -modules.
Theorem 3.2. [DM1] Let U1, U2 be simple current extension vertex operator algebras
of V . Assume that U1 is isomorphic to U2 as V -module, then U1 is isomorphic to U2
as vertex operator algebra.
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Recall from [Li] that Lsl2(k, 4n) is a simple current module of Lsl2(k, 0) if k = 4n for
some positive integer n. Furthermore, we have the following results proved in [Li].
Theorem 3.3. If k = 4n for some positive integer n.
(1) Lsl2(k, 0) ⊕ Lsl2(k, 4n) has a vertex operator algebra structure. Moreover, this
vertex operator algebra satisfies conditions (i) and (ii).
(2) The vector spaces Lsl2(k, j) ⊕ Lsl2(k, k − j) for 0 ≤ j < 2n and j is even, have
irreducible module structures for Lsl2(k, 0)⊕ Lsl2(k, 4n).
(3) The vector space Lsl2(k, 2n) has two nonisomorphic irreducible module structures
for Lsl2(k, 0)⊕Lsl2(k, 4n), which are denoted by Lsl2(k, 2n) and Lsl2(k, 2n)
σ respectively.
(4) Any irreducible module for Lsl2(k, 0) ⊕ Lsl2(k, 4n) is isomorphic to one of the
modules in (2) and (3).
Therefore, by Theorem 2.6, we know that Lsl2(k, 0) ⊕ Lsl2(k, 4n) realizes a type D
modular invariant of Lsl2(k, 0):
∑
0≤j<2n,
j:even
(Zj(u, τ1) + Z4n−j(u, τ1))(Zj (v, τ2) + Z4n−j(v, τ2)) + 2Z2n(u, τ1)Z2n(v, τ2).
3.2. Realization of modular invariants of type E6. In this subsection we construct
an extension vertex operator algebra of Lsl2(k, 0) which realizes the modular invariant
of type E6. Consider the conformal inclusions
SU(2)10 ⊂ Spin(5)1 (Lsl2(10, 0) ⊂ LB2(1, 0)),
from the definition of conformal inclusion we know that LB2(1, 0) and Lsl2(10, 0) have
the same conformal vector [SW], thus LB2(1, 0) is an extension vertex operator algebra
of Lsl2(10, 0). The decomposition of LB2(1, 0) as Lsl2(10, 0)-module is as follows:
LB2(1, 0) = Lsl2(10, 0)⊕ Lsl2(10, 6).
Since LB2(1, 0) satisfies conditions (i) and (ii), from Theorem 2.6 there exists a modular
invariant of Lsl2(10, 0) associated to LB2(1, 0). Obviously, this modular invariant is
equal to the modular invariant of type E6:
(Z0(u, τ1) + Z6(u, τ1))(Z0(v, τ2) + Z6(v, τ2)) + (Z3(u, τ1) + Z7(u, τ1))(Z3(v, τ2) + Z7(v, τ2))
+ (Z4(u, τ1) + Z10(u, τ1))(Z4(v, τ2) + Z10(v, τ2)).
Recall from [K] that LB2(1, 0) has three irreducible modules LB2(Λ0), LB2(Λ1) and
LB2(Λ2), where Λi denotes the fundamental weight of B̂2 and LB2(Λi) denotes the
highest weight module of B̂2 with highest weight Λi. Thus from the modular invariant
we have
LB2(Λ0)
∼= Lsl2(10, 0)⊕ Lsl2(10, 6),
LB2(Λ1)
∼= Lsl2(10, 3)⊕ Lsl2(10, 7),
LB2(Λ2)
∼= Lsl2(10, 4)⊕ Lsl2(10, 10).
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Furthermore, it was proved in [DJX] that the vertex operator algebra structure on
U = Lsl2(10, 0)⊕ Lsl2(10, 6) is unique.
Theorem 3.4. If U is an extension vertex operator algebra of Lsl2(10, 0) satisfying
conditions (i) and (ii). Assume that U is isomorphic to Lsl2(10, 0) ⊕ Lsl2(10, 6) as
Lsl2(10, 0)-module, then U is isomorphic to LB2(1, 0).
3.3. Realization of modular invariants of type E8. In this subsection we construct
an extension vertex operator algebra of Lsl2(k, 0) which realizes the modular invariant
of type E8. Consider the conformal inclusions
SU(2)28 ⊂ (G2)1 Lsl2(28, 0) ⊂ LG2(1, 0).
From the definition of conformal inclusion we know that LG2(1, 0) and Lsl2(28, 0) have
the same conformal vector [SW], thus LG2(1, 0) is an extension vertex operator algebra
of Lsl2(28, 0). The decomposition of LG2(1, 0) as Lsl2(28, 0)-module is as follows:
LG2(1, 0) = Lsl2(28, 0)⊕ Lsl2(28, 10)⊕ Lsl2(28, 18)⊕ Lsl2(28, 28).
Since LG2(1, 0) satisfies conditions (i) and (ii), from Theorem 2.6 there exists a modular
invariant of Lsl2(28, 0) associated to LG2(1, 0). Obviously, this modular invariant is
equal to the modular invariant of type E8:
(Z0(u, τ1) + Z10(u, τ1) + Z18(u, τ1) + Z28(u, τ1))(Z0(v, τ2) + Z10(v, τ2) + Z18(v, τ2) + Z28(v, τ2))
+ (Z6(u, τ1) + Z12(u, τ1) + Z16(u, τ1) + Z22(u, τ1))(Z6(v, τ2) + Z12(v, τ2) + Z16(v, τ2) + Z22(v, τ2)).
Recall from [K] that LG2(1, 0) has two irreducible modules LG2(Λ0), LG2(Λ2), where Λi
denotes the fundamental weight of Ĝ2 and LG2(Λi) denotes the highest weight module
of Ĝ2 with highest weight Λi. Thus from the modular invariant we have
LG2(Λ0)
∼= Lsl2(28, 0)⊕ Lsl2(28, 10)⊕ Lsl2(28, 18)⊕ Lsl2(28, 28),
LG2(Λ2)
∼= Lsl2(28, 6)⊕ Lsl2(28, 12)⊕ Lsl2(28, 16)⊕ Lsl2(28, 22).
We now prove that the vertex operator algebra structure on U = Lsl2(28, 0) ⊕
Lsl2(28, 10)⊕ Lsl2(28, 18)⊕ Lsl2(28, 28) is unique.
Theorem 3.5. If U is an extension vertex operator algebra of Lsl2(28, 0) satisfying
conditions (i) and (ii). Assume that U is isomorphic to Lsl2(28, 0) ⊕ Lsl2(28, 10) ⊕
Lsl2(28, 18)⊕ Lsl2(28, 28) as Lsl2(28, 0)-module, then U is isomorphic to LG2(1, 0).
Proof: From the assumption, U is isomorphic to Lsl2(28, 0)⊕Lsl2(28, 10)⊕Lsl2(28, 18)⊕
Lsl2(28, 28) as Lsl2(28, 0)-module, thus the weight one subspace U 1 of U is nonzero. Since
U is a vertex operator algebra satisfying conditions (i) and (ii), U1 is a reductive Lie
algebra under the bracket operation [a, b] = a0b (see [DM1]). By direct computation we
immediately know that sl2 is a Lie subalgebra of U 1 and U1 is isomorphic to sl2⊕L10 as
sl2-module, where L10 is the highest weight module of sl2 with highest weight 10. Since
U is self-dual, the restriction of the commutator map [, ] : L10 ⊗ L10 → sl2 is nonzero,
then the Lie algebra U 1 is isomorphic to G2 by Lemma 6.7 in [KO]. Thus we have U
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is a Ĝ2-module (see [DM2]). Assume that the level of U is equal to k, then the vertex
operator subalgebra 〈U1〉 generated by U1 is isomorphic to the affine vertex operator
algebra LG2(k, 0) (see [DM2]). Since LG2(k, 0) and U have the same central charge, k
must be equal to 1, implies that 〈U1〉 is isomorphic to LG2(1, 0). Note that LG2(1, 0) is
isomorphic to Lsl2(28, 0)⊕Lsl2(28, 10)⊕Lsl2(28, 18)⊕Lsl2(28, 28) as Lsl2(28, 0)-module,
this implies that U = 〈U 1〉 and then the vertex operator algebra U is isomorphic to
LG2(1, 0). The proof is complete. 
3.4. Classification of extension vertex operator algebras of Lsl2(k, 0). In this
subsection, we classify extension vertex operator algebras of Lsl2(k, 0), which is the first
main result in this paper.
Theorem 3.6. Let U be an extension vertex operator algebra of Lsl2(k, 0) which satisfies
conditions (i) and (ii). Then U is isomorphic to either Lsl2(k, 0) or one of vertex
operator algebras in Theorems 3.3, 3.4, 3.5.
Proof: From Theorem 2.6, U realizes a modular invariant of Lsl2(k, 0). We first
prove that this modular invariant is not equal to the modular invariant of type D2n+1.
Otherwise, if the modular invariant is equal to the modular invariant of type D2n+1, it
follows that U should be isomorphic to Lsl2(k, 0), but the the modular invariant of type
D2n+1 is not equal to the modular invariant of type Ak−1, which is the modular invariant
associated to the extension vertex operator algebra Lsl2(k, 0), this is a contradiction. We
now prove that the modular invariant is not equal to the modular invariant of type E7.
Otherwise, if the modular invariant is equal to the modular invariant of type E7, then
we have U is isomorphic to Lsl2(16, 0) ⊕ Lsl2(16, 16) as Lsl2(16, 0)-module. Note that
Lsl2(16, 16) is a simple current module of Lsl2(16, 0), from Theorem 3.2 we know that
the vertex operator algebra structure on Lsl2(16, 0)⊕Lsl2(16, 16) is unique, this implies
that the modular invariant is also equal to the modular invariant of type D10, this is a
contradiction. So the modular invariant is equal to one of the other modular invariants
in Theorem 3.1. By Theorems 3.2, 3.4, 3.5, U is isomorphic to either Lsl2(k, 0) or one
of vertex operator algebras in Theorems 3.3, 3.4, 3.5. The proof is complete. 
Remark 3.7. The rigid associative commutative algebras in the category of Uq(sl2)-
modules were classified in [KO]. Using a recent result in [HKL], Theorem 3.6 is essen-
tially obtained in [KO].
Remark 3.8. From Theorem 3.6, we know that the modular invariants of type D2n+1
can not be realized by extension vertex operator algebras of Lsl2(4n − 2, 0). However,
the modular invariants of type D2n+1 were realized in [DH] by extension vertex operator
superalgebras of Lsl2(4n− 2, 0).
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4. Classification of preunitary vertex operator algebras with central
charge c < 1
In this section we classify preunitary vertex operator algebras with central charge
c < 1. First, we recall some facts about Virasoro vertex operator algebras [FZ], [W].
We denote the Virasoro algebra by L = ⊕n∈ZCLn⊕CC with the commutation relations
[Lm, Ln] = (m− n)Lm+n +
1
12
(m3 −m)δm+n,0C,
[Lm, C] = 0.
Set b = (⊕n≥1CLn)⊕ (CL0⊕CC), then b is a subalgebra of L. For any two complex
numbers c, h ∈ C, let C be a 1-dimensional b-module defined as follows:
Ln · 1 = 0, n ≥ 1,
L0 · 1 = h · 1,
C · 1 = c · 1.
Set
V (c, h) = U(L)⊗U(b) C
where U(·) denotes the universal enveloping algebra. Then V (c, h) is a highest weight
module of the Virasoro algebra of highest weight (c, h), which is called the Verma module
of Virasoro algebra, and V (c, h) has a unique maximal proper submodule J(c, h). Let
L(c, h) be the unique irreducible quotient module of V (c, h). Set
V (c, 0) = V (c, 0)/(U(L)L−11⊗ 1),
it is well-known that V (c, 0) has a vertex operator algebra structure with Virasoro
element ω = L−21 and L(c, 0) is the unique irreducible quotient vertex operator algebra
of V (c, 0) [FZ].
For m ≥ 0, set
cm = 1−
6
(m+ 2)(m+ 3)
,
hmr,s =
(r(m+ 3)− s(m+ 2))2 − 1
4(m+ 2)(m+ 3)
, (1 ≤ s ≤ r ≤ m+ 1).
It was proved in [W], [DLM3] that L(cm, 0) (m ≥ 0) are rational and C2-cofinite vertex
operator algebras and L(cm, h
m
r,s) are the complete list of irreducible L(cm, 0)-modules.
In [CIZ1], [CIZ2] and [Ka], modular invariants of Virasoro vertex operator algebra
L(cm, 0) were classified:
14 CHONGYING DONG AND XINGJUN LIN
Theorem 4.1. Let m be a nonnegative integer. We use Zr,s(u, τ) to denote the trace
function associated to L(cm, 0)-module L(cm, h
m
r,s). Then any modular invariant of Vira-
soro vertex operator algebra L(cm, 0) is equal to one of the following modular invariants:
any m
∑
1≤s≤r≤m−1
Zr,s(u, τ1)Zr,s(v, τ2) (Am−1, Am)
m=4n 1
2
{ ∑
1≤s≤r≤4n+1,
r:odd
(Zr,s(u, τ1) + Z4n+2−r,s(u, τ1))(Zr,s(v, τ2) + Z4n+2−r,s(v, τ2))
}
(D2n+2, A4n+2)
m=4n-2 1
2
4n∑
s=1
{ ∑
r:odd
Zr,s(u, τ1)Zr,s(v, τ2) + Z2n,s(u, τ1)Z2n,s(v, τ2) (D2n+1, A4n)
+
∑
r:even
Zr,s(u, τ1)Z4n−r,s(v, τ2)
}
m=4n-1 1
2
{ ∑
1≤s≤r≤4n,
s:odd
(Zr,s(u, τ1) + Zr,4n+2−s(u, τ1))(Zr,s(v, τ2) + Zr,4n+2−s(v, τ2))
}
(A4n, D2n+2)
m=4n-3 1
2
4n−2∑
s=1
{ ∑
s:odd
Zr,s(u, τ1)Zr,s(v, τ2) + Zr,2n(u, τ1)Zr,2n(v, τ2) (A4n−2,D2n+1)
+
∑
s:even
Zr,s(u, τ1)Zr,4n−s(v, τ2)
}
m=9 1
2
10∑
r=1
{
(Zr,1(u, τ1) + Zr,7(u, τ1))(Zr,1(v, τ2) + Zr,7(v, τ2)) (A10, E6)
+(Zr,4(u, τ1) + Zr,8(u, τ1))(Zr,4(v, τ2) + Zr,8(v, τ2))
+(Zr,5(u, τ1) + Zr,11(u, τ1))(Zr,5(v, τ2) + Zr,11(v, τ2))
}
m=10 1
2
12∑
s=1
{
(Z1,s(u, τ1) + Z7,s(u, τ1))(Z1,s(v, τ2) + Z7,s(v, τ2)) (E6, A12)
+(Z4,s(u, τ1) + Z8,s(u, τ1))(Z4,s(v, τ2) + Z8,s(v, τ2))
+(Z5,s(u, τ1) + Z11,s(v, τ1))(Z5,s(v, τ2) + Z11,s(v, τ2))
}
m=15 1
2
16∑
r=1
{
(Zr,1(u, τ1) + Zr,17(u, τ1))(Zr,1(v, τ2) + Zr,17(v, τ2)) (A16, E7)
+(Zr,5(u, τ1) + Zr,13(u, τ1))(Zr,5(v, τ2) + Zr,13(v, τ2))
+(Zr,7(u, τ1) + Zr,11(u, τ1))(Zr,7(v, τ2) + Zr,11(v, τ2))
+(Zr,3(u, τ1) + Zr,15(u, τ1))Zr,9(v, τ2) + Zr,9(v, τ2)(Zr,3(u, τ1) + Zr,15(u, τ1))
}
m=16 1
2
18∑
s=1
{
(Z1,s(u, τ1) + Z17,s(u, τ1))(Z1,s(v, τ2) + Z17,s(v, τ2)) (E7, A18)
+(Z5,s(u, τ1) + Z13,s(u, τ1))(Z5,s(v, τ2) + Z13,s(v, τ2))
+(Z7,s(u, τ1) + Z11,s(u, τ1))(Z7,s(v, τ2) + Z11,s(v, τ2))
+(Z3,s(u, τ1) + Z15,s(u, τ1))Z9,s(v, τ2) + Z9,s(v, τ2)(Z3,s(u, τ1) + Z15,s(u, τ1))
}
m=27 1
2
28∑
r=1
{
(Zr,1(u, τ1) + Zr,11(u, τ1) + Zr,19(u, τ1) + Zr,29(u, τ1)) (A28, E8)
(Zr,1(v, τ2) + Zr,11(v, τ2) + Zr,19(v, τ2) + Zr,29(v, τ2))
+(Zr,7(u, τ1) + Zr,13(u, τ1) + Zr,17(u, τ1) + Zr,23(u, τ1))
(Zr,7(v, τ2) + Zr,13(v, τ2) + Zr,17(v, τ2) + Zr,23(v, τ2))
}
m=28 1
2
30∑
s=1
{
(Z1,s(u, τ1) + Z11,s(u, τ1) + Z19,s(u, τ1) + Z29,s(u, τ1)) (E8, A30)
(Z1,s(v, τ2) + Z11,s(v, τ2) + Z19,s(v, τ2) + Z29,s(v, τ2))
+(Z7,s(u, τ1) + Z13,s(u, τ1) + Z17,s(u, τ1) + Z23,s(u, τ1))
(Z7,s(v, τ2) + Z13,s(v, τ2) + Z17,s(v, τ2) + Z23,s(v, τ2))
}
It is clear that vertex operator algebra L(cm, 0) realizes the modular invariant of type
(Am−1, Am). So our discussion below only deals with the other types.
4.1. Realization of modular invariants of type (D2n+2, A4n+2) and (A4n, D2n+2).
In this subsection we construct extension vertex operator algebras of L(cm, 0) which
realize the modular invariants of type (D(m/2)+1, Am) and (Am−1, D(m+3)/2). Let A1 =
Zα, with 〈α, α〉 = 2, be the root lattice of type A1. If m is a positive integer such that
m ≡ 0 mod 4. Let Am+11 = Zα
0 ⊕ Zα1 ⊕ · · · ⊕ Zαm be the orthogonal sum of m + 1
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copies of A1 and set L = A
m+1
1 ∪ (γ1 + A
m+1
1 ) where γ1 = (1/2)
∑m−1
i=0 α
i. Consider
the lattice vertex operator algebra VL associated to L. It was proved in [LLY] that
L(c1, 0) ⊗ · · · ⊗ L(cm−1, 0) ⊗ Lsl2(m + 1, 0) is a vertex operator subalgebra of VL and
the commutant vertex operator algebra of L(c1, 0) ⊗ · · · ⊗ L(cm−1, 0) ⊗ Lsl2(m + 1, 0)
in VL is isomorphic to L(cm, 0) ⊕ L(cm, h
m
1,m+2) as L(cm, 0)-module. Furthermore, the
following results were obtained in [LLY].
Theorem 4.2. Let m be a positive integer such that m ≡ 0 mod 4.
(1) There is a vertex operator algebra structure on U = L(cm, 0) ⊕ L(cm, h
m
1,m+2).
Moreover, U satisfies conditions (i) and (ii).
(2) For any 1 ≤ r < (m+2)/2, 1 ≤ s < (m+3)/2 and r is odd, L(cm, h
m
r,s)⊕L(cm, h˜
m
r,s)
is an irreducible U-module, where h˜mr,s = h
m
m+2−r,s.
(3) For 1 ≤ s < (m+3)/2, L(cm, h(m+2)/2,s) has exactly two nonisomorphic irreducible
U-module structures denoted by L(cm, h(m+2)/2,s) and L(cm, h(m+2)/2,s)
σ respectively.
(4) Any irreducible U-module is isomorphic to one of irreducible U-modules in (2),
(3).
Thus, by Theorem 2.6, U = L(cm, 0)⊕ L(cm, h
m
1,m+2) realizes a modular invariant of
L(cm, 0):
∑
1≤r<(m+2)/2,
1≤s<(m+3)/2,
r:odd
(Zr,s(u, τ1) + Zm+2−r,s(u, τ1))(Zr,s(v, τ2) + Zm+2−r,s(u, τ2)) + 2Zm+2
2
,s
(u, τ1)Zm+2
2
,s
(v, τ2).
Note that hr,s = hm+2−r,m+3−s, then this modular invariant is equal to the modular
invariant of type (Dm
2
+2, Am+2). Moreover, we have
Theorem 4.3. The vertex operator algebra U = L(cm, 0) ⊕ L(cm, h
m
1,m+2) in Theorem
4.2 is a unitary vertex operator algebra.
Proof: We are working in the setting of [DLin], [LLY]. It is known [DLin] that (VL, φ)
is a unitary vertex operator algebra, where φ is an anti-linear involution of VL. To prove
U = L(cm, 0) ⊕ L(cm, h
m
1,m+2) is a unitary vertex operator algebra, by Corollary 2.8 in
[DLin] we only need to prove that φ(ω′) = ω′, where ω′ denotes the conformal vector of
L(c1, 0)⊗· · ·⊗L(cm−1, 0)⊗Lsl2(m+1, 0). This follows immediately from the definition
of φ in [DLin] and formula (3.4) in [LLY]. This finishes the proof. 
We now assume m is a positive integer such that m ≡ 3 mod 4. Let L = Am+11 ∪
(γ2 + A
m+1
1 ) where γ2 = (1/2)
∑m
i=0 α
i. Consider the lattice vertex operator algebra VL
associated to L. It was proved in [LLY] that L(c1, 0)⊗ · · ·⊗L(cm−1, 0)⊗Lsl2(m+1, 0)
is a vertex operator subalgebra of VL and the commutant vertex operator algebra of
L(c1, 0)⊗· · ·⊗L(cm−1, 0)⊗Lsl2(m+1, 0) in VL is isomorphic to L(cm, 0)⊕L(cm, h
m
1,m+2)
as L(cm, 0)-module. Furthermore, the following results were obtained in [LLY].
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Theorem 4.4. Let m be a positive integer such that m ≡ 3 mod 4. Then
(1) There is a vertex operator algebra structure on U = L(cm, 0)⊕L(cm, h
m
1,m+2). More-
over, U satisfies conditions (i) and (ii).
(2) For any 1 ≤ r < (m+2)/2, 1 ≤ s < (m+3)/2 and s is odd, L(cm, h
m
r,s)⊕L(cm, h˜
m
r,s)
is an irreducible U-module, where h˜mr,s = h
m
r,m+3−s.
(3) For 1 ≤ s < (m+ 3)/2, L(cm, hr,(m+3)/2) has exactly two nonisomorphic irreducible
U-module structures denoted by L(cm, hr,(m+3)/2) and L(cm, hr,(m+3)/2)
σ respectively.
(4) Any irreducible U-module is isomorphic to one of irreducible U-modules in (2), (3).
Thus, by Theorem 2.6, U = L(cm, 0)⊕ L(cm, h
m
1,m+2) realizes a modular invariant of
L(cm, 0):
∑
1≤r<(m+2)/2,
1≤s<(m+3)/2,
s:odd
(Zr,s(u, τ1) + Zr,m+3−s(u, τ1))(Zr,s(v, τ2) + Zr,m+3−s(v, τ2)) + 2Zr,m+3
2
(u, τ1)Zr,m+3
2
(v, τ2).
By direct computation, this modular invariant is equal to the modular invariant of type
(Am+1, Dm+3
2
+1). Moreover, by an argument similar to the proof of Theorem 4.3, we
have
Theorem 4.5. The vertex operator algebra U = L(cm, 0) ⊕ L(cm, h
m
1,m+2) in Theorem
4.4 is a unitary vertex operator algebra.
4.2. Realization of modular invariants of type (E6, A12) and (E8, A30). In this
subsection we construct extension vertex operator algebras of L(cm, 0) which realize the
modular invariants of type (A10, E6) and (A28, E8). First, we recall some facts about
the coset construction. Let {h, e, f} be a standard basis of sl2. For any irreducible
Lsl2(m, 0)-module Lsl2(m, j), consider the Sugawara operators
LLsl2 (m,0)(k) =
1
2(m+ 2)
∑
j∈Z
(: h−jhk+j : + : e−jfk+j : + : f−jek+j :),
where : : denotes the normal ordered product. These operators define a natural Virasoro
action on Lsl2(k, j) with central charge 3m/(m+ 2).
Let Lsl2(m, i) be an irreducible Lsl2(m, 0)-module and Lsl2(1, j) be an irreducible
Lsl2(1, 0)-module. Then ŝl2 acts on Lsl2(m, i)⊗ Lsl2(1, j) by the diagonal action
x(n) · (v ⊗ w) = xnv ⊗ w + v ⊗ xnw
for any x(n) ∈ ŝl2 and v ⊗ w ∈ Lsl2(m, i) ⊗ Lsl2(1, j). This gives a level m + 1 repre-
sentation of ŝl2, thus Lsl2(m, i)⊗ Lsl2(1, j) has a Lsl2(m+ 1, 0)-module structure. The
Sugawara operators LLsl2 (m+1,0)(k) form a Virasoro algebra on Lsl2(m, i) ⊗ Lsl2(1, j)
with central charge 3(m + 1)/(m + 3). Set L(k) = LLsl2 (m+1,0)(k) − LLsl2 (m,0)(k), it
is known (cf. [GKO], [KR]) that L(k), k ∈ Z, commute with the diagonal operators
x(n) for all x(n) ∈ ŝl2 and they give rise to a representation of the Virasoro algebra on
Lsl2(m, i)⊗ Lsl2(1, j) with central charge
c = cm = 1 +
3m
(m+ 2)
−
3(m+ 1)
(m+ 3)
= 1−
6
(m+ 2)(m+ 3)
.
EXTENSIONS OF Lsl2(k, 0) AND PREUNITARY VOAS WITH CENTRAL CHARGES c < 1 17
Thus Lsl2(m, i) ⊗ Lsl2(1, j) has a Lsl2(m + 1, 0) ⊗ L(cm, 0)-module structure. Since
Lsl2(m + 1, 0) ⊗ L(cm, 0) is rational, Lsl2(m, i) ⊗ Lsl2(1, j) is completely reducible as
Lsl2(m+ 1, 0)⊗ L(cm, 0)-module, the decomposition is as follows:
Lsl2(m,n)⊗ Lsl2(1, ǫ) = ⊕
0≤s≤n,
s≡n+ǫ mod 2
L(cm, h
m
n+1,s+1)⊗ Lsl2(m+ 1, s)
⊕
⊕
n+1≤s≤m+1,
s≡n+ǫ mod 2
L(cm, h
m
m−n+1,m+2−s)⊗ Lsl2(m+ 1, s)
= ⊕
0≤s≤m+1,
s≡n+ǫ mod 2
L(cm, h
m
n+1,s+1)⊗ Lsl2(m+ 1, s)
for any ǫ = 0, 1, and 0 ≤ n ≤ m. Note that hmn+1,s+1 = h
m
m−n+1,m+2−s.
We now begin to construct extension vertex operator algebras of L(cm, 0) realizing the
modular invariants of type (A10, E6) and (A28, E8). Consider the conformal inclusions
SU(2)10 ⊂ Spin(5)1 (Lsl2(10, 0) ⊂ LB2(1, 0)).
From the discussion in Section 3.2, we know that the decomposition of LB2(1, 0) as
Lsl2(10, 0)-module is as follows:
LB2(1, 0) = Lsl2(10, 0)⊕ Lsl2(10, 6).
Consider the vertex operator algebra LB2(1, 0) ⊗ Lsl2(1, 0), this vertex operator al-
gebra contains Lsl2(10, 0) ⊗ Lsl2(1, 0). The decomposition of LB2(1, 0) ⊗ Lsl2(1, 0) as
Lsl2(10, 0)⊗ Lsl2(1, 0)-module is as follows:
LB2(1, 0)⊗ Lsl2(1, 0) = Lsl2(10, 0)⊗ Lsl2(1, 0)⊕ Lsl2(10, 6)⊗ Lsl2(1, 0).
By the discussion above, we know that Lsl2(11, 0) is a vertex operator subalgebra of
LB2(1, 0)⊗ Lsl2(1, 0), and we have
LB2(1, 0)⊗ Lsl2(1, 0) = ⊕
0≤s≤11,
s≡0 mod 2
L(c10, h
10
1,s+1)⊗ Lsl2(11, s)⊕
⊕
0≤s≤11,
s≡0 mod 2
L(c10, h
10
7,s+1)⊗ Lsl2(11, s).
Thus the commutant vertex operator algebra of Lsl2(11, 0) in LB2(1, 0)⊗ Lsl2(1, 0) is
U = L(c10, 0)⊕ L(c10, h
10
7,1).
Theorem 4.6. Let U = L(c10, 0) ⊕ L(c10, h
10
7,1) be the vertex operator algebra defined
above. Then there is a unitary vertex operator algebra structure on U . Moreover, U
satisfies conditions (i) and (ii).
Proof: It is known [DL] that LB2(1, 0)⊗Lsl2(1, 0) has a unitary vertex operator algebra
structure (LB2(1, 0) ⊗ Lsl2(1, 0), φ), where φ is an anti-linear involution of LB2(1, 0) ⊗
Lsl2(1, 0). By Corollary 2.8 in [DLin], to prove that the commutant vertex operator
algebra of Lsl2(11, 0) in LB2(1, 0) ⊗ Lsl2(1, 0) is a unitary vertex operator algebra, we
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only need to prove that φ(ω′) = ω′, where ω′ denotes the conformal vector of Lsl2(11, 0).
This follows immediately from the definitions of φ and the conformal vector of Lsl2(11, 0).
Thus U has a unitary vertex operator algebra structure. This implies that U is a simple
vertex operator algebra. In fact, note that 1 /∈ U1 if U1 is a nontrivial ideal of U , then
for any u ∈ U, u1 ∈ U1,
〈u, u1〉 = Reszz
−1〈YU(u, z)1, u
1〉
= Reszz
−1〈1, YU(e
zL(1)(−z−2)L(0)φ(u), z−1)u1〉
= 0,
this is a contradiction.
We now prove that U is self dual. Note that V ′ is a V -submodule of U ′ and that V
is self dual, then U ′ has a vacuum-like vector 1, this implies that U ′ is isomorphic to
U as U -module, that is, U is self dual. Therefore, U = L(c10, 0) ⊕ L(c10, h
10
7,1) satisfies
conditions (i) and (ii) by Theorems 2.4, 2.5. The proof is complete. 
Therefore, by Theorem 2.6, U = L(c10, 0) ⊕ L(c10, h
10
7,1) realizes a modular invariant
of L(c10, 0). Obviously, this modular invariant is equal to the modular invariant of type
(E6, A12):
1
2
12∑
p=1
{
(Z1,q(u, τ1) + Z7,q(u, τ1))(Z1,q(v, τ2) + Z7,q(v, τ2)) + (Z4,q(u, τ1) + Z8,q(u, τ1))(Z4,q(v, τ2) + Z8,q(v, τ2))
+ (Z5,q(u, τ1) + Z11,q(u, τ1))(Z5,q(v, τ2) + Z11,q(v, τ2))
}
.
From the modular invariant, we immediately know that the vector spaces
L(c10, h
10
1,q)⊕ L(c10, h
10
7,q),
L(c10, h
10
4,q)⊕ L(c10, h
10
8,q),
L(c10, h
10
5,q)⊕ L(c10, h
10
11,q), 1 ≤ q ≤ 7,
have irreducible U -module structures and these are exactly all the irreducible U -modules.
We now prove that the vertex operator algebra structure on U = L(c10, 0)⊕L(c10, h
10
7,1)
is unique.
Theorem 4.7. Let U be an extension vertex operator algebra of L(c10, 0) such that U
is isomorphic to L(c10, 0) ⊕ L(c10, h
10
7,1) as L(c10, 0)-module. Then U is isomorphic to
the vertex operator algebra defined above.
Proof: Let M1,M2,M3 be irreducible Lsl2(10, 0) ⊗ Lsl2(1, 0)-modules which are iso-
morphic to Lsl2(10, 0)⊗ Lsl2(1, 0) or Lsl2(10, 6)⊗ Lsl2(1, 0). From the discussion at the
beginning of this subsection, we know that if M i is isomorphic to Lsl2(10, 0)⊗Lsl2(1, 0)
(resp. Lsl2(10, 6)⊗Lsl2(1, 0)) thenM
i has a L(c10, 0)-submodule M˙
i which is isomorphic
to L(c10, 0) (resp. L(c10, h
10
7,1)). Note that N
M3
M1,M2 ≤ 1, let Y
M3
M1,M2 be an intertwining
operator of type
(
M3
M1 M2
)
if NM
3
M1,M2 = 1. Then Y
M3
M1,M2 restricting to M˙
1, M˙2
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induces an intertwining operator YM˙
3
M˙1,M˙2
of type
(
M˙3
M˙1 M˙2
)
. Recall from [W] that
NM˙
3
M˙1,M˙2
≤ 1, thus the vertex operators Y˙U of U is of the form:
Y˙U |M˙1×M˙2 = λ
L˙(c10,0)
M˙1,M˙2
Y
L˙(c10,0)
M˙1,M˙2
+ λ
L˙(c10,6)
M˙1,M˙2
Y
L˙(c10,6)
M˙1,M˙2
,
where λ
L˙(c10,0)
M˙1,M˙2
, λ
L˙(c10,6)
M˙1,M˙2
are complex numbers such that λM˙
3
M˙1,M˙2
= 0 if NM˙
3
M˙1,M˙2
= 0. We
now define an operator Y on U = Lsl2(10, 0) ⊗ Lsl2(1, 0) ⊕ Lsl2(10, 6) ⊗ Lsl2(1, 0) as
follows:
Y |M1×M2 = λ
L˙(c10,0)
M˙1,M˙2
Y
Lsl2 (10,0)
M1,M2 + λ
L˙(c10,6)
M˙1,M˙2
Y
Lsl2(10,6)
M1,M2 .
In the following we shall prove that (U , Y ) is a vertex operator algebra. First, we prove
the commutativity: For any w1 ∈M1, w2 ∈M2, w3 ∈M3 and w′ ∈ U ′,
E〈w′, Y (w1, z1)Y (w
2, z2)w
3〉 = E〈w′, Y (w2, z2)Y (w
1, z1)w
3〉.
By the definition of Y , we have
E〈w′, Y (w1, z1)Y (w
2, z2)w
3〉
= E〈w′, λ
L˙sl2 (10,0)
M˙1,L˙sl2 (10,0)
λ
L˙sl2 (10,0)
M˙2,M˙3
Y
Lsl2(10,0)
M1,Lsl2(10,0)
(w1, z1)Y
Lsl2(10,0)
M2,M3 (w
2, z2)w
3〉
+ E〈w′, λ
L˙sl2 (10,6)
M˙1,L˙sl2 (10,0)
λ
L˙sl2 (10,0)
M˙2,M˙3
Y
Lsl2(10,6)
M1,Lsl2(10,0)
(w1, z1)Y
Lsl2(10,0)
M2,M3 (w
2, z2)w
3〉
+ E〈w′, λ
L˙sl2 (10,0)
M˙1,L˙sl2 (10,6)
λ
L˙sl2 (10,6)
M˙2,M˙3
Y
Lsl2(10,0)
M1,Lsl2(10,6)
(w1, z1)Y
Lsl2(10,6)
M2,M3 (w
2, z2)w
3〉
+ E〈w′, λ
L˙sl2 (10,6)
M˙1,L˙sl2 (10,6)
λ
L˙sl2 (10,6)
M˙2,M˙3
Y
Lsl2(10,6)
M1,Lsl2(10,6)
(w1, z1)Y
Lsl2(10,6)
M2,M3 (w
2, z2)w
3〉,
and
E〈w′, Y (w2, z2)Y (w
1, z1)w
3〉
= E〈w′, λ
L˙sl2 (10,0)
M˙2,L˙sl2 (10,0)
λ
L˙sl2 (10,0)
M˙1,M˙3
Y
Lsl2(10,0)
M2,Lsl2(10,0)
(w2, z2)Y
Lsl2(10,0)
M1,M3 (w
1, z1)w
3〉
+ E〈w′, λ
L˙sl2 (10,6)
M˙2,L˙sl2 (10,0)
λ
L˙sl2 (10,0)
M˙1,M˙3
(w2, z2)Y
Lsl2(10,6)
M1,Lsl2(10,0)
Y
Lsl2(10,0)
M1,M3 (w
1, z2)w
3〉
+ E〈w′, λ
L˙sl2 (10,0)
M˙2,L˙sl2 (10,6)
λ
L˙sl2 (10,6)
M˙1,M˙3
(w2, z2)Y
Lsl2(10,0)
M2,Lsl2(10,6)
Y
Lsl2(10,6)
M1,M3 (w
1, z2)w
3〉
+ E〈w′, λ
L˙sl2 (10,6)
M˙2,L˙sl2 (10,6)
λ
L˙sl2 (10,6)
M˙1,M˙3
(w2, z2)Y
Lsl2(10,6)
M2,Lsl2(10,6)
Y
Lsl2(10,6)
M1,M3 (w
1, z2)w
3〉.
Note that if w1 ∈ M˙1, w2 ∈ M˙2, w3 ∈ M˙3, then we have
E〈w′, Y (w1, z1)Y (w
2, z2)w
3〉 = E〈w′, Y (w2, z2)Y (w
1, z1)w
3〉,
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implies
E〈w′, λ
L˙sl2(10,0)
M˙1,L˙sl2(10,0)
λ
L˙sl2 (10,0)
M˙2,M˙3
Y
L˙sl2 (10,0)
M˙1,L˙sl2 (10,0)
(w1, z1)Y
L˙sl2 (10,0)
M˙2,M˙3
(w2, z2)w
3〉
+ E〈w′, λ
L˙sl2(10,6)
M˙1,L˙sl2(10,0)
λ
L˙sl2 (10,0)
M˙2,M3
Y
L˙sl2 (10,6)
M˙1,L˙sl2 (10,0)
(w1, z1)Y
L˙sl2 (10,0)
M˙2,M˙3
(w2, z2)w
3〉
+ E〈w′, λ
L˙sl2(10,0)
M˙1,L˙sl2(10,6)
λ
L˙sl2 (10,6)
M˙2,M˙3
Y
L˙sl2 (10,0)
M˙1,L˙sl2 (10,6)
(w1, z1)Y
L˙sl2 (10,6)
M˙2,M˙3
(w2, z2)w
3〉
+ E〈w′, λ
L˙sl2(10,6)
M˙1,L˙sl2(10,6)
λ
L˙sl2 (10,6)
M˙2,M˙3
Y
L˙sl2 (10,6)
M˙1,L˙sl2 (10,6)
(w1, z1)Y
L˙sl2 (10,6)
M˙2,M˙3
(w2, z2)w
3〉
= E〈w′, λ
L˙sl2(10,0)
M˙2,L˙sl2(10,0)
λ
L˙sl2 (10,0)
M˙1,M˙3
Y
L˙sl2 (10,0)
M˙2,L˙sl2 (10,0)
(w2, z2)Y
L˙sl2 (10,0)
M˙1,M˙3
(w1, z1)w
3〉
+ E〈w′, λ
L˙sl2(10,6)
M˙2,L˙sl2(10,0)
λ
L˙sl2 (10,0)
M˙1,M˙3
(w2, z2)Y
L˙sl2 (10,6)
M1,L˙sl2 (10,0)
Y
L˙sl2 (10,0)
M˙1,M˙3
(w1, z2)w
3〉
+ E〈w′, λ
L˙sl2(10,0)
M˙2,L˙sl2(10,6)
λ
L˙sl2 (10,6)
M˙1,M˙3
(w2, z2)Y
L˙sl2 (10,0)
M˙2,L˙sl2 (10,6)
Y
L˙sl2 (10,6)
M˙1,M˙3
(w1, z2)w
3〉
+ E〈w′, λ
L˙sl2(10,6)
M˙2,L˙sl2(10,6)
λ
L˙sl2 (10,6)
M˙1,M˙3
(w2, z2)Y
L˙sl2 (10,6)
M˙2,L˙sl2 (10,6)
Y
L˙sl2 (10,6)
M˙1,M˙3
(w1, z2)w
3〉.
Since for i ∈ {0, 6},
{E〈w′,Y
L˙sl2 (10,i)
M˙1,M˙
(w1, z1)Y
M˙
M˙2,M˙3
(w2, z2)w
3〉|M˙}
are linearly independent and
span{E〈w′,Y
Lsl2(10,i)
M1,M (w
1, z1)Y
M
M2,M3(w
2, z2)w
3〉|M}
= span{E〈w′,Y
Lsl2 (10,i)
M1,N (w
1, z1)Y
N
M2,M3(w
2, z2)w
3〉|N},
we have
E〈w′, Y (w1, z1)Y (w
2, z2)w
3〉 = E〈w′, Y (w2, z2)Y (w
1, z1)w
3〉
holds for any w1 ∈M1, w2 ∈M2, w3 ∈M3 and w′ ∈ U ′. Similarly, we have
E〈w′, Y (w1, z1)Y (w
2, z2)w
3〉 = E〈w′, Y (Y (w1, z1 − z2)w
2, z2)w
3〉.
holds for any w1 ∈ M1, w2 ∈ M2, w3 ∈ M3 and w′ ∈ U ′. Thus, from Proposition 1.7 in
[H2], we have (U , Y ) is a vertex operator algebra. Note that U is an extension vertex
operator algebra of Lsl2(10, 0)⊗ Lsl2(1, 0), it follows from Theorem 3.4 that there is a
unique vertex operator algebra structure on U , thus U must be isomorphic to the vertex
operator algebra in Theorem 4.6. This finishes the proof. 
We now construct the vertex operator algebra realizing the modular invariant of type
(E8, A30). Consider the conformal inclusions
SU(2)28 ⊂ (G2)1 (Lsl2(28, 0) ⊂ LG2(1, 0)).
From the discussion in Section 3.3, we know that the decomposition of LG2(1, 0) as
Lsl2(28, 0)-module is as follows:
LG2(1, 0) = Lsl2(28, 0)⊕ Lsl2(28, 10)⊕ Lsl2(28, 18)⊕ Lsl2(28, 28).
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Consider the vertex operator algebra LG2(1, 0) ⊗ Lsl2(1, 0), this vertex operator al-
gebra contains Lsl2(28, 0) ⊗ Lsl2(1, 0). The decomposition of LG2(1, 0) ⊗ Lsl2(1, 0) as
Lsl2(28, 0)⊗ Lsl2(1, 0)-module is as follows:
LG2(1, 0)⊗ Lsl2(1, 0) = Lsl2(28, 0)⊗ Lsl2(1, 0)⊕ Lsl2(28, 10)⊗ Lsl2(1, 0)
⊕ Lsl2(28, 18)⊗ Lsl2(1, 0)⊕ Lsl2(28, 28)⊗ Lsl2(1, 0).
By the discussion at the beginning of this subsection, we know that Lsl2(29, 0) is a
vertex operator subalgebra of LG2(1, 0)⊗ Lsl2(1, 0), and we have
LG2(1, 0)⊗ Lsl2(1, 0) = ⊕
0≤s≤29,
s≡0 mod 2
L(c28, h
28
1,s+1)⊗ Lsl2(29, s)⊕
⊕
0≤s≤29,
s≡0 mod 2
L(c28, h
28
11,s+1)⊗ Lsl2(29, s)⊕
⊕
0≤s≤29,
s≡0 mod 2
L(c28, h
28
19,s+1)⊗ Lsl2(29, s)⊕
⊕
0≤s≤29,
s≡0 mod 2
L(c28, h
28
29,s+1)⊗ Lsl2(29, s).
Thus the commutant vertex operator algebra of Lsl2(29, 0) in LG2(1, 0)⊗ Lsl2(1, 0) is
U = L(c28, 0)⊕ L(c28, h
28
11,1)⊕ L(c28, h
28
19,1)⊕ L(c28, h
28
29,1).
Theorem 4.8. Let U = L(c28, 0)⊕L(c28, h
28
11,1)⊕L(c28, h
28
19,1)⊕L(c28, h
28
29,1) be the vertex
operator algebra defined above. Then there is a unitary vertex operator algebra structure
on U . Moreover, U satisfies conditions (i) and (ii).
Proof: This follows from an argument similar to that of Theorem 4.6. 
Therefore, by Theorem 2.6, U = L(c28, 0)⊕ L(c28, h
28
11,1)⊕ L(c28, h
28
19,1)⊕ L(c28, h
28
29,1)
realizes a modular invariant of L(c28, 0). Obviously, this modular invariant is equal to
the modular invariant of type (E8, A30):
1
2
30∑
p=1
{
(Z1,q(u, τ1) + Z11,q(u, τ1) + Z19,q(u, τ1) + Z29,q(u, τ1))(Z1,q(v, τ2) + Z11,q(v, τ2) + Z19,q(v, τ2) + Z29,q(v, τ2))
(Z7,q(u, τ1) + Z13,q(u, τ1) + Z17,q(u, τ1) + Z23,q(u, τ1))(Z7,q(v, τ2) + Z13,q(v, τ2) + Z17,q(v, τ2) + Z23,q(v, τ2))
}
.
From the modular invariant we immediately know that the vector spaces
L(c28, h
28
1,q)⊕ L(c28, h
28
11,q)⊕ L(c28, h
28
19,q)⊕ L(c28, h
28
29,q),
L(c28, h
28
7,q)⊕ L(c28, h
28
13,q)⊕ L(c28, h
28
17,q)⊕ L(c28, h
28
23,q), 1 ≤ q ≤ 16,
have irreducible U -module structure and these are exactly all the irreducible U -modules.
A similar argument as in the proof of Theorem 4.7 gives the uniqueness of the vertex
operator algebra structure on L(c28, 0)⊕ L(c28, h
28
11,1)⊕ L(c28, h
28
19,1)⊕ L(c28, h
28
29,1).
Theorem 4.9. Let U be an extension vertex operator algebra of L(c28, 0) such that U
is isomorphic to L(c28, 0)⊕L(c28, h
28
11,1)⊕L(c28, h
28
19,1)⊕L(c28, h
28
29,1) as L(c28, 0)-module.
Then U is isomorphic to the vertex operator algebra defined above.
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4.3. Realization of modular invariants of type (A10, E6) and (A28, E8). In this
subsection we construct extension vertex operator algebras of L(cm, 0) which realize
the modular invariants of type (A10, E6) and (A28, E8). Consider the vertex operator
algebra Lsl2(9, 0)⊗Lsl2(1, 0). By the discussion in subsection 4.2, the decomposition of
Lsl2(9, 0)⊗ Lsl2(1, 0) as Lsl2(10, 0)-module is as follows:
Lsl2(9, 0)⊗ Lsl2(1, 0) = ⊕
0≤s≤10,
s≡0 mod 2
L(c9, h
9
1,s+1)⊗ Lsl2(10, s).
Since there is a vertex operator algebra structure on Lsl2(10, 0) ⊕ Lsl2(10, 6), it fol-
lows from Theorem 2.10 that there is a vertex operator algebra structure on L(c9, 0)⊕
L(c9, h
9
1,7).
Theorem 4.10. Let U = L(c9, 0) ⊕ L(c9, h
9
1,7) be the vertex operator algebra defined
above. Then U satisfies conditions (i) and (ii).
Proof: Note that LB2(1, 0) is a simple vertex operator algebra, then U is a simple
vertex operator algebra by Theorem 2.10. Since L(c9, 0) satisfies conditions (i) and
(ii), it follows from Theorems 2.4, 2.5 that U = L(c9, 0) ⊕ L(c9, h
9
1,7) is rational and
C2-cofinite. By a similar argument as in the proof of Theorem 4.6, we could prove that
U is self dual. The proof is complete. 
Therefore, by Theorem 2.6, U = L(c9, 0)⊕ L(c9, h
9
1,7) realizes a modular invariant of
L(c9, 0). Obviously, this modular invariant is equal to the modular invariant of type
(A10, E6):
1
2
10∑
p=1
{
(Zp,1(u, τ1) + Zp,7(u, τ1))(Zp,1(v, τ2) + Zp,7(v, τ2)) + (Zp,4(u, τ1) + Zp,8(u, τ1))(Zp,4(v, τ2) + Zp,8(v, τ2))
+ (Zp,5(u, τ1) + Zp,11(u, τ1))(Zp,5(v, τ2) + Zp,11(v, τ2))
}
.
From the modular invariant we immediately know that the vector spaces
L(c9, h
9
p,1)⊕ L(c9, h
9
p,7),
L(c9, h
9
p,4)⊕ L(c9, h
9
p,8),
L(c9, h
9
p,5)⊕ L(c9, h
9
p,11), 1 ≤ p ≤ 6,
have irreducible U -module structures and these are exactly all the irreducible U -modules.
Moreover, we have
Theorem 4.11. Let U be an extension vertex operator algebra of L(c9, 0) such that U
is isomorphic to L(c9, 0)⊕ L(c9, h
9
1,7) as L(c9, 0)-module. Then U is isomorphic to the
vertex operator algebra defined above.
Proof: Assume that U = L(c9, 0)⊕ L(c9, h
10
7,1) is an extension vertex operator algebra
of L(c9, 0), it follows from Theorems 2.9, 2.10 that there is a vertex operator algebra
structure on Lsl2(10, 0) ⊕ Lsl2(10, 6) such that Lsl2(10, 0) ⊕ Lsl2(10, 6) is an extension
vertex operator algebra of Lsl2(10, 0). Since there is a unique vertex operator algebra
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structure on Lsl2(10, 0)⊕Lsl2(10, 6), U must be isomorphic to the vertex operator algebra
defined above. The proof is complete. 
We now construct the vertex operator algebra realizing the modular invariant of type
(A28, E8). Consider the vertex operator algebra Lsl2(27, 0)⊗Lsl2(1, 0). By the discussion
in subsection 4.2, the decomposition of Lsl2(27, 0)⊗Lsl2(1, 0) as Lsl2(28, 0)-module is as
follows:
Lsl2(27, 0)⊗ Lsl2(1, 0) = ⊕
0≤s≤28,
s≡0 mod 2
L(c27, h
27
1,s+1)⊗ Lsl2(28, s).
Since there is a vertex operator algebra structure on
Lsl2(28, 0)⊕ Lsl2(28, 10)⊕ Lsl2(28, 18)⊕ Lsl2(28, 28),
it follows from Theorem 2.10 that there is a vertex operator algebra structure on
L(c27, 0)⊕ L(c27, h
27
1,11)⊕ L(c27, h
27
1,19)⊕ L(c27, h
27
1,29)
such that L(c27, 0) is a vertex operator subalgebra of this vertex operator algebra.
Theorem 4.12. Let U = L(c27, 0) ⊕ L(c27, h
27
1,11) ⊕ L(c27, h
27
1,19) ⊕ L(c27, h
27
1,29) be the
vertex operator algebra defined above. Then U satisfies conditions (1) and (2).
Proof: This follows from an argument similar to that of Theorem 4.10. 
Therefore, by Theorem 2.6, U = L(c27, 0)⊕ L(c27, h
27
1,11)⊕ L(c27, h
27
1,19)⊕ L(c27, h
27
1,29)
realizes a modular invariant of L(c27, 0). Obviously, this modular invariant is equal to
the modular invariant of type (A28, E8):
1
2
28∑
p=1
{
(Zp,1(u, τ1) + Zp,11(u, τ1) + Zp,19(u, τ1) + Zp,29(u, τ1))(Zp,1(v, τ2) + Zp,11(v, τ2) + Zp,19(v, τ2) + Zp,29(v, τ2))
(Zp,7(u, τ1) + Zp,13(u, τ1) + Zp,17(u, τ1) + Zp,23(u, τ1))(Zp,7(v, τ2) + Zp,13(v, τ2) + Zp,17(v, τ2) + Zp,23(v, τ2))
}
.
From the modular invariant we immediately know that the vector spaces
L(c27, h
27
p,1)⊕ L(c27, h
27
p,11)⊕ L(c27, h
27
p,19)⊕ L(c27, h
27
p,29),
L(c27, h
27
p,7)⊕ L(c27, h
27
p,13)⊕ L(c27, h
27
p,17)⊕ L(c27, h
27
p,23), 1 ≤ p ≤ 15,
have irreducible U -module structures and these are exactly all the irreducible U -modules.
Moreover, using a similar argument as in the proof of Theorem 4.11, we have
Theorem 4.13. Let U be an extension vertex operator algebra of L(c27, 0) such that U
is isomorphic to L(c27, 0)⊕L(c27, h
27
1,11)⊕L(c27, h
27
1,19)⊕L(c27, h
27
1,29) as L(c27, 0)-module.
Then U is isomorphic to the vertex operator algebra defined above.
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4.4. Classification of preunitary vertex operator algebras with central charge
c < 1. In this subsection we shall classify preunitary vertex operator algebras with
central charge c < 1.
Recall that a vertex operator algebra V is preunitary if it is a unitary module for the
Virasoro algebra. By a similar argument as in the proof of Lemma 2.5 in [DLin], we
can prove the following:
Proposition 4.14. Let V be a preunitary vertex operator algebra with central charge
c < 1. Then the vertex operator subalgebra 〈ω〉 which is generated by the conformal
vector ω is isomorphic to the vertex operator algebra L(cm, 0) for some integer m ≥ 2.
In particular, V is an extension vertex operator algebra of L(cm, 0).
Now we can prove the second main result in this paper.
Theorem 4.15. Let V be a simple preunitary vertex operator algebra with central charge
c < 1. Assume that V is of CFT type and self dual, then V is isomorphic to either
L(cm, 0) for some m ≥ 0 or one of vertex operator algebras in Theorems 4.2, 4.4, 4.6,
4.8, 4.10, 4.12.
Proof: From Proposition 4.14, V is an extension vertex operator algebra of L(cm, 0).
Then V satisfies conditions (i) and (ii). Thus there is a modular invariant of L(cm, 0)
associated to V by Theorem 2.6. We first prove that this modular invariant is not equal
to the modular invariants of type (D2n+1, A4n). Otherwise, if the modular invariant is
equal to the modular invariants of type (D2n+1, A4n), then V must be isomorphic to
L(cm, 0), but the modular invariants of type (D2n+1, A4n) is not equal to the modular
invariant of type (Am−1, Am), which is the modular invariant associated to the extension
vertex operator algebra L(cm, 0), this is a contradiction. Similarly, the modular invariant
is not equal to the modular invariants of type (A4n−2, D2n+1). We now prove that the
modular invariant is not equal to the modular invariants of type (E7, A18). Otherwise,
if the modular invariant is equal to the modular invariant of type (E7, A18), then V
is isomorphic to L(c16, 0)⊕ L(c16, h
16
17,1) as L(c16, 0)-module, note that L(c16, h
16
17,1) is a
simple current L(c16, 0)-module, it follows from Theorem 3.2 that the vertex operator
algebra structure on Lsl2(16, 0)⊕ Lsl2(16, 16) is unique and is isomorphic to the vertex
operator algebra in Theorem 4.2, but the modular invariant of type (E7, A18) is not
equal to the modular invariant of type (D10, A18), this is a contradiction. Similarly, we
could prove that the modular invariant is not equal to the modular invariant of type
(A16, E7). So the modular invariant is equal to one of the other modular invariants in
Theorem 4.1. By the discussion above we have the vertex operator algebra realizing the
modular invariant is unique. Thus V is isomorphic to either L(cm, 0) or one of vertex
operator algebras in Theorems 4.2, 4.4, 4.6, 4.8, 4.10, 4.12. Now we prove that these
vertex operator algebras are preunitary. Note that every vertex operator algebra here
is an extension of L(cm, 0) and each irreducible L(cm, 0)-module is a unitary module for
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the Virasoro algebra. So all these vertex operator algebras are preunitary. The proof is
complete. 
Remark 4.16. We have already proved the preunitary vertex operator algebras given
in Theorem 4.15 are unitary except L(c9, 0)⊕ L(c9, h
9
1,7) and L(c27, 0)⊕ L(c27, h
27
1,11) ⊕
L(c27, h
27
1,19) ⊕ L(c27, h
27
1,29). We believe that these two vertex operator algebras are also
unitary vertex operator algebras, but we can not prove it in this paper.
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