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Abstract
Strongly correlated electron systems comprise an exciting area of research in condensed mat-
ter physics due to the variety of quantum phenomena that results from the strong interactions
between the electrons. Strongly correlated materials can be described in terms of weakly
interacting, emergent particles. Studying the dynamics of these emergent particles at low
energy scales is key to understanding the quantum phenomena of strongly correlated mate-
rials. The dynamic charge susceptibility, χ(q, ω), contains fundamental information about
the bosonic emergent particles, or the collective modes, of a material. Momentum-resolved
electron energy-loss spectroscopy (M-EELS) can measure χ(q, ω) of strongly correlated ma-
terials at the low energy scales of interest. The ability to measure the momentum-dependence
of the collective modes often leads to new insight about a material’s ground state.
Here we use M-EELS to study the collective modes of several strongly correlated materials
with interesting low temperature phases. One material is the unconventional superconductor
Sr2RuO4 that has been proposed to be a rare spin-triplet superconductor. The normal state
of Sr2RuO4 is thought to have strong interaction effects that may be key to understanding
the nature of the superconducting state. The dispersions of the electron bands in Sr2RuO4
do show strong interaction effects in the form of anomalies known as “kinks.” Measuring
Sr2RuO4 with M-EELS reveals two collective modes at the same energies as the kinks. The
momentum-dependence of the modes identifies them as an optical phonon and a surface
phonon. These phonons likely couple with the electrons and cause the kinks.
Another material of interest is the transition metal dichalcogenide 1T -TiSe2, which has
been proposed to contain a Bose condensate of excitons. Using M-EELS, we demonstrate the
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existence of an exciton condensate in TiSe2. Its experimental signature is a soft electronic
collective mode that disperses to zero energy near the charge density wave (CDW) transition
temperature TC, signaling the presence of a macroscopic condensate of electron-hole pairs. As
TiSe2 is doped with copper to form CuxTiSe2, the CDW transition temperature is suppressed
and a superconducting dome emerges around x = 0.04. Using M-EELS, we find that the
electronic mode softens near TC for very low doping values (x ≤ 0.004), but does not soften
for doping values above x ∼ 0.01. Our results indicate that the exciton condensate is
rapidly destroyed in CuxTiSe2 by screening from the additional Cu electrons and that a
conventional, structural CDW phase persists for doping values above x ∼ 0.01. We conclude
that the excitonic state is not directly related to the superconducting state in CuxTiSe2.
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Strongly correlated electron systems comprise an exciting area of ongoing research in con-
densed matter physics. In these materials, the electrons interact strongly with each other,
giving rise to many fascinating ground states, such as unconventional superconductivity and
charge density waves. Until recently, very little was known about the dynamic charge suscep-
tibility, χ(q, ω), of these materials, a fundamental quantity that contains crucial information
about the collective excitations of a material. Inelastic electron scattering is able to measure
the dynamic charge susceptibility, allowing us to study the collective charge excitations of
strongly correlated materials and gain insight into their unique ground state phases.
1.1 Characterizing Strongly Correlated Electron
Systems
The continued interest in strongly correlated electron systems is due to the wide variety of
quantum phenomena brought about by their strongly interacting electrons, including super-
conductivity, magnetism, and density waves. Traditionally, the approach to understanding
the behavior of electrons in condensed matter systems was to treat the electrons as non-
interacting and average out the Coulomb forces between the electrons in a “mean-field”
treatment [1]. This approach works well for understanding the properties of elemental solids
and simple alloys [2, 3], but is inadequate to describe materials with electrons that are
strongly correlated where the interactions between them cannot be ignored.
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While describing strongly correlated systems in terms of the interactions of the individ-
ual electrons is challenging, these materials can be more easily described in terms of weakly
interacting, emergent particles. For instance, the low-energy excitations of a strongly cor-
related metal are not simple electrons, but are collective entities comprising the strongly
interacting electrons. These collective entities, or emergent particles, interact very weakly
with each other and the non-interacting approach can again describe the behavior of the ma-
terial [1]. The study of strongly correlated electron systems involves measuring the emergent
particles at low energy scales, which can generally be defined as less than several hundred
milli-electron-Volts (meV).
The emergent particles in strongly correlated systems are usually either fermions or
bosons. If the emergent particles are fermions, they are typically called “quasiparticles” and
are characterized by the one-electron Green’s function,
G(r, r′, t− t′) = −i
〈
{ψ†(r, t), ψ(r′, t′)}
〉
θ(t− t′)/~, (1.1)
which describes the probability that an electron at spacetime location (r, t) will propagate
to spacetime location (r′, t′). G contains information about the energy band structure and
lifetimes of the quasiparticles and can be measured using spectroscopic techniques such
as angle-resolved photoemission spectroscopy (ARPES) and scanning tunneling microscopy
(STM). ARPES measures the photoemission of electrons from a material by illuminating the
material with photons. ARPES has excellent momentum and energy resolution, allowing for
the measurement of G′′(k,k′, ω), which is the imaginary part of the Fourier transform of
G(r, r′, t− t′), at meV energy scales. In STM, a conducting tip is brought near the surface
of a material and a voltage difference is applied between the tip and the surface to allow
electrons to tunnel from the material to the tip. STM measures the real-space spectral
function, a quantity proportional to G′′(r, r′, ω) [4].
If the emergent particles are bosons, they are typically known as “collective modes” and
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are instead characterized by two dynamic response functions. One of the response functions
characterizes the spin collective modes and is called the dynamic spin response,
χSS(r, r
′, t− t′) = −i
〈
[Ŝ(r, t), Ŝ(r′, t′)]
〉
θ(t− t′)/~. (1.2)
An example of a spin collective mode is a magnon, which can be thought of as a wave made
up of the electron spins in a material. The imaginary part of the Fourier transform of the
spin response function, χ′′SS(q, ω), can be measured with inelastic neutron scattering (INS),
which probes the spin collective modes of a system at the meV energy scale [4].
The other dynamic response function characterizes the collective modes of charge char-
acter and is called the dynamic density response,
χ(r, r′, t− t′) = −i
〈
[ρ̂(r, t), ρ̂(r′, t′)]
〉
θ(t− t′)/~. (1.3)
The dynamic density response is also known as the dynamic charge susceptibility and rep-
resents the probability that a disturbance in the charge density at spacetime location (r, t)
propagates to location (r′, t′). The density response function characterizes collective modes
such as plasmons, which are collective excitations of the charge carriers in a conducting ma-
terial. The charge susceptibility also contains fundamental information about a material’s
response to an external field [4].
Studying the dynamics of these emergent particles at low energy scales (below several
hundred meV) is crucial to understanding the physics of strongly correlated electron sys-
tems. We have excellent probes for both the quasiparticles and the spin collective modes,
as mentioned above. However, there has not been an equivalent probe capable of measuring
the charge collective modes of a system as a function of both energy and momentum at the
low energy scale of interest. In the next section, we outline the shortcomings of existing
probes for measuring χ′′(q, ω) and introduce a technique that overcomes these limitations.
3
1.2 Measuring the Dynamic Charge Susceptibility
Some scattering techniques that use visible or infrared light are capable of measuring the
dielectric loss function, which is related to the dynamic charge susceptibility (see Chapter 2).
However, several problems exist for such probes. Infrared (IR) spectroscopy measures the
reflectivity of a material, which can be related to the dielectric loss function, but requires an
involved Kramers-Kronig analysis to do so. Although IR spectroscopy has very high energy
resolution, it is limited to q ∼ 0 measurements because of the low photon momentum of
the incident light. The dielectric function can be extracted from the optical technique of
ellipsometry without a Kramers-Kronig analysis, but ellipsometry is still limited to q ∼ 0
measurements. Despite their limitations, these probes are useful for studying collective
modes near the Brillouin zone center.
The existing options for momentum-resolved scattering techniques that are able to mea-
sure collective modes at finite q are those that use x-rays, neutrons, or electrons as the probe
particle. While inelastic neutron scattering (INS) and inelastic x-ray scattering (IXS) both
provide excellent momentum- and energy-resolution, these techniques have intrinsic limita-
tions in the types of collective modes they can measure. Because neutrons are not charged
particles, INS is unable to measure the electronic collective modes of a material. INS is
an excellent technique for measuring the spin collective modes (magnons), as mentioned in
the previous section, and the lattice excitations (phonons) of a material since they involve
explicit displacements of the nuclear positions of the atoms in the crystal lattice [4].
IXS can in principle measure the dynamic charge susceptibility, but suffers from a key
limitation. Although IXS has high momentum resolution and sub-meV energy resolution, it
measures the electron density of a system, χ′′nn(q, ω), instead of the charge density. The two
quantities are not the same because the charge density, ρ, includes the positively charged
nuclei, while the electron density, n, does not. Since the majority of the electrons in a
material reside in core states, IXS is primarily sensitive to lattice excitations over electronic
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excitations. The electronic excitations primarily involve the valence electrons and leave
the atomic positions fixed. These valence excitations do contribute to the electron density
response, but are weaker by a factor of 1/Z, where Z is the total number of electrons. To
increase the amount of scattering from valence excitations, the x-ray beam energy can be
tuned to a core absorption edge in an approach known as resonant inelastic x-ray scattering
(RIXS). However, RIXS has an energy resolution of about 40 meV and it is unclear if the
RIXS scattering cross section is related to a well-defined response function [4].
Inelastic electron scattering, or electron energy-loss spectroscopy (EELS), provides the
advantage of directly coupling to the charge collective excitations of a system. EELS can
be done in transmission or reflection geometry. Transmission geometry requires high-energy
(∼105 eV) electrons, whereas reflection EELS uses low-energy (∼100 eV) electrons and
has mostly been used for surface science applications. Transmission EELS setups have
achieved excellent momentum resolution, but have an energy resolution that is too poor to
see collective modes at sub-100 meV energy scales. While high-resolution EELS (HR-EELS)
systems that use the reflection geometry have achieved energy resolution on the order of 1
meV, they often lack well-quantified information on the momentum-transfer of the probe
electron to the system of interest [4].
Applying angular alignment techniques from other scattering techniques to HR-EELS
results in momentum-resolved electron energy-loss spectroscopy (M-EELS). M-EELS can be
used to study the energy and momentum dynamics of collective charge excitations, making
it a valuable spectroscopic technique for the study of strongly correlated electron systems.
A major challenge of using M-EELS is that the interaction of the probe electron with the
sample surface causes the probe electron to scatter many times before reaching the detector.
The multiple scattering problem can be solved and in Chapter 2 we will derive the M-EELS
cross section and show that it measures the density-density correlation function of a surface,
S(q, ω). S(q, ω) is proportional to the charge susceptibility, χ′′(q, ω), via the fluctuation-
dissipation theorem. Chapter 3 includes more details on experimentally implementing M-
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EELS, including the procedure for tuning the electron beam of our M-EELS system to
optimize the energy resolution.
1.3 Quantum Phenomena of Interest
One of the quantum phenomena of general interest in strongly correlated systems is su-
perconductivity. A superconductor is a material that exhibits zero electrical resistance
and the complete expulsion of any external magnetic fields below a critical temperature.
Conventional superconductivity is possible because of the long-range interaction of cou-
pled electrons called Cooper pairs. Conventional superconductors are well-described by the
Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity [5], but unconventional super-
conductors are not. Unconventional superconductors often have higher transition tempera-
tures than conventional ones, which have transition temperatures below 25 K. The lack of a
microscopic theory and the possibility of transition temperatures close to room temperature
make unconventional superconductors an exciting area of ongoing research.
One unconventional superconductor of particular interest is the perovskite Sr2RuO4,
which becomes a superconductor at Tc ∼ 1.5 K. In Sr2RuO4, the pairing mechanism for
the Cooper pairs is believed to be of the extremely rare spin-triplet variety. To aid in
understanding the superconducting state of Sr2RuO4, the interaction effects of the normal
state have been studied with techniques like ARPES and STM, which show anomalies called
“kinks” in the dispersion of the electron bands. These kinks are thought to be caused
by the electrons coupling with bosonic collective modes. M-EELS provides a direct way
to measure the bosonic collective modes and reveal the modes that most likely cause the
dispersion kinks. The results of our M-EELS study on Sr2RuO4 are detailed in Chapter
4 and showcase how M-EELS complements other techniques to provide a more complete
description of the normal state.
Another ordered phase of interest is the charge density wave (CDW) phase, which is a
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periodic modulation of the electric charge in a material and an accompanying distortion of the
crystal lattice that occurs below a critical temperature TC [6]. If the wave vector of the CDW
is a rational fraction of the reciprocal lattice vectors, the CDW is said to be commensurate
with the lattice. CDW phases are common in the transition metal dichalcogenides (TMDs),
which are compounds of the form TX2, where T is a transition metal atom and X is an atom
of the chalcogen family (S, Se, Te). The origin of the CDW phase in the TMD material
1T -TiSe2 has been under debate for many years, with disagreement about whether the CDW
is the result of a lattice instability or an electronic instability. Distinguishing between these
scenarios requires measuring the dispersion of the collective modes in TiSe2 at the CDW
transition temperature. Using M-EELS to probe the electronic collective modes of TiSe2
provided compelling evidence that the CDW is due to an electronic instability that causes
excitons, bound states of electrons and holes, to condense below the transition temperature.
Chapter 5 addresses the key signatures of exciton condensate seen in TiSe2 with M-EELS.
Additionally, CDW phases often appear in close proximity to superconducting phases in
many materials, especially when the ground state properties can be tuned by parameters
such as pressure or doping. By doping TiSe2 with copper atoms to form CuxTiSe2, the
CDW transition temperature can be suppressed and a superconducting dome emerges above
x ∼ 0.04. Since the copper atoms increase the number of charge carriers, the doping should
eventually suppress the exciton condensate in TiSe2 by screening out the Coulomb attraction
between the electrons and the holes. By measuring the dispersion of the electronic collective
modes as a function of copper doping, we can determine the doping at which the exciton
condensate is suppressed. Chapter 6 details our M-EELS study of the suppression of the
exciton condensate in CuxTiSe2, providing evidence that the condensate is destroyed at
doping values as low as x ∼ 0.01. We discuss how this result impacts the CDW mechanism






Inelastic electron scattering, or electron energy-loss spectroscopy (EELS), directly probes the
collective charge excitations of a system, making EELS a valuable spectroscopic technique
for the study of quantum materials. Momentum-resolved EELS (M-EELS) is a recently
developed implementation of EELS that applies angular alignment techniques from neutron
and x-ray scattering to a high-resolution EELS system, allowing the measurement of the
dynamic charge susceptibility, χ(q, ω), with an energy resolution up to 1 meV and a mo-
mentum resolution of 0.03 Å−1. The M-EELS technique involves the scattering of a beam
of electrons from energy Ei and momentum ki to a final energy Ef and momentum kf , as
illustrated in Fig. 2.1. The change in energy and momentum from the scattering event
allows us to determine the charge dynamics of the sample material. This chapter details
the derivation of the M-EELS cross section and its relationship to the quantity of interest,
χ(q, ω).1
2.1 M-EELS Cross Section
Multiple scattering effects in low-energy, reflection EELS cause the probe electron to couple
only to electrons near the surface of a material. Mills and coworkers were the first to realize
that these multiple scattering events occur primarily in the elastic channel, meaning that
typically only one inelastic scattering event takes place before the scattered electron arrives
at the detector [7, 8, 9]. This crucial insight allows us to solve the multiple scattering problem
1Results from this chapter include work previously published in Sean Vig et al. SciPost Phys. 3, 026







Figure 2.1: Schematic showing the M-EELS scattering geometry. ki and ks are the momenta
of the incident and scattered electron, respectively, and Q is the momentum transfer, the
in-plane component of which, q = (qx, qy), is the quantity of interest in M-EELS. The out-
of-plane momentum components, kzi and k
z
s , will enter the scattering matrix elements in a
crucial way. Reprinted with permission from [4].
of EELS to a high degree of accuracy with the distorted wave Born approximation (DWBA)
[10]. The cross section for M-EELS has been previously derived by many others [7, 8, 9, 11],
but all of the previous derivations treated the surface of the material as translationally
invariant and did not take into account elastic Bragg scattering from the in-plane crystal
structure. In this section, we generalize the previous derivations of the M-EELS cross section
for a periodic system.
In the DWBA, the plane wave functions of the incident and scattered electron are replaced
with phenomenological wave functions that model the reflectivity from the sample surface.
Using these phenomenological wave functions, we can treat the inelastic scattering events in
the first Born approximation. Following in the steps of Mills and coworkers [7, 8, 9], we use
























where ψi and ψs are the wave functions for the incident and scattered electron, respectively.
Ni,s are the appropriate normalization constants and the coordinate R = (r, z) consists of the
in-plane coordinate r and the out-of-plane coordinate z, both with respect to the surface. In
writing these wave functions, we have already assumed that the complex amplitude reflection
coefficient for a surface Bragg reflection with wave vector G is the same for the incident and
scattered electron (that is, RiG = R
s
G). The elastic specular reflection occurs when G = 0.
When Bragg scattering from the surface occurs, the in-plane component of the momentum
of the scattered electron changes by the wave vector G. To conserve energy, the reflected,




2 −G2 − 2ki,s ·G (2.3)
where the sign of κi,s is chosen such that it matches the sign of k
z
i,s.
The M-EELS cross section comes from calculating the matrix element for the Coulomb









where |n〉 and |m〉 denote the final and initial states of the sample, s and i denote the final
and initial states of the probe electron, R1 is the location of the valence electron, and R2 is
the location of the probe electron. In writing the matrix element, we have neglected exchange
scattering, thereby treating the two electrons as distinguishable. Exchange scattering can
be important for materials with strong magnetic excitations.
When we insert the wave functions from Eqs. 2.1 and 2.2 into Eq. 2.4, we find that there
10




























These four scattering processes are illustrated in Fig. 2.2. As Mills argued, the cross terms
that have only a single reflectivity event (those that are linear in R), dominate the cross
section [8, 9]. We define the quantity q = ki − ks and insert the relevant cross terms into





















NiNs and we have made use of the fact that θ
2(z2) = θ(z2).
To evaluate the matrix element, we write the matrix element explicitly in terms of the










〈n| ρ̂(r1, z1) |m〉√








We can now evaluate the r2 integral, which involves the two-dimensional Fourier transform
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Figure 2.2: (a-d) Four different quantum mechanical processes captured in Mills’ theory of
surface EELS using the distorted wave Born approximation. The cross section is dominated
by processes (b) and (c). Reprinted with permission from [4].
of the Coulomb potential,
∫

















〈n| ρ̂(r1, z1) |m〉 θ(z2) (2.8)
where V2D(q) = 2πe
2/q is the two-dimensional Coulomb propagator. The integral over r1 is









V2D(q−G)R∗G 〈n| ρ̂(q−G, z1) |m〉 e−|q−G||z1−z2|ei(k
z
i +κs)z2





We next specify the limits of integration. Since z1 applies to the sample and the sample
only exists for z1 ≤ 0, the limits are from negative infinity to zero. The step function for
z2 puts the limits for the z2 integral as zero to positive infinity. Also, since the quantity
(z1 − z2) is always negative, we can remove the absolute value and the negative sign in the
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V2D(q−G)R∗G 〈n| ρ̂(q−G, z1) |m〉
e|q−G|z1
|q−G| − i(kzi + κs)
+ V2D(q + G)RG 〈n| ρ̂(q + G, z1) |m〉
e|q+G|z1
|q + G|+ i(κi + kzs)
)
. (2.10)
We can simplify the expression for M if we assume that we sum over as many −G’s as we












|q−G| − i(kzi + κs)
+
R−G
|q−G|+ i(κi + kzs)
)
e−|q−G||z1|. (2.11)












|q−G| − i(kzi + κs)
+
RG
|q−G|+ i(κi + kzs)
)
e−|q−G||z1|. (2.12)
Before continuing, we take the opportunity to verify that our result for the matrix element
simplifies to previous results for the matrix element [11] under the case of G = 0 and the
assumption that the reflection coefficient R0 is real. We can see that κi,s will reduce to k
z
i,s
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〈n| ρ̂(q, z1) |m〉 e−|q||z1|, (2.15)
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which is precisely the matrix element in Eq. 13 from [11].
In our generalization of the cross section, we are not assuming that the reflection coeffi-
cient is real and we have more work to do to simplify our expression for the matrix element.
We can simplify the term in parentheses from Eq. 2.12 by writing the reflection coefficients




|q−G| − i(kzi + κs)
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RG


























2|q−G|+ i(κi + kzs − kzi − κs)
]
+ |RG| sin θG(κi + kzs + kzi + κs)
|q−G|2 + i|q−G|(κi + kzs)− i|q−G|(kzi + κs) + (kzi + κs)(κi + kzs)
.
(2.19)
With this result in hand, we can now calculate the transition rate from Fermi’s golden
rule,
ωn←m = 2π~|M |2. (2.20)
Computing |M |2 involves calculating F∗(q,G1)F(q,G2), which will include terms with
both G1 and G2 (and θ1, θ2). A thermionic source, like that typically used in M-EELS, is
an incoherent source, and many terms will go to zero once we take the angular average of
F∗(q,G1)F(q,G2) [12]. The only terms that will have a nonzero angular average are those
with (cos θ1 cos θ2) or (sin θ1 sin θ2) and only when G1 = G2 (or equivalently, θ1 = θ2). For
an incoherent electron beam, θ1,2 ∈ [0, π] and the difference between the two angles spans












4|q−G|2 + (kzs − kzi + κi − κs)2 + (kzi + kzs + κi + κs)2
](
|q−G|2 + (κi + kzs)(kzi + κs)
)2
+ |q−G|2(kzs − kzi + κi − κs)2
.
(2.21)










dz1dz2 〈m| ρ̂∗(q−G, z1) |n〉 〈n| ρ̂(q−G, z2) |m〉 e−|q−G||z1+z2| (2.22)






4|q−G|2 + (kzs − kzi + κi − κs)2 + (kzi + kzs + κi + κs)2(
|q−G|2 + (κi + kzs)(kzi + κs)
)2
+ |q−G|2(kzs − kzi + κi − κs)2
]
. (2.23)
Veff(q−G) describes the interaction between the probe electron and the electrons near the
surface of the sample. If a Bragg condition is satisfied, then q = G, and kzi +κs−κi−kzs = 0






s). When this occurs, the denominator of Eq. 2.23 vanishes,
resulting in an enhancement of the M-EELS cross section in a phenomenon called “Bragg
enhancement” [4].















2Ei/m/V is the initial electron flux, Pm = e
−Em/kBT/Z is the Boltzmann
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where Ef = Ei−~ω is the energy of the scattered electron. The density of final states includes
a factor of two to account for the spin of the electrons. Substituting in the transition rate
from Eq. 2.22, adding in the energy-conserving delta function, and simplifying, we arrive at

























There are several important implications of the above result. One is that the probe
depth of M-EELS is set by the magnitude of the in-plane momentum transfer q instead of
the penetration depth of the electrons. For near specular scattering (|q| ∼ 0), the G = 0 term
dominates the cross section and the probe depth is approximately 1/|q|, which is typically
on the order of tens of nm or less. While M-EELS is a surface probe, it does have some bulk
sensitivity as the probe electron can couple to density fluctuations below the surface due
to their long-ranged Coulomb potentials [11]. This sets M-EELS apart from other surface
sensitive techniques like ARPES and STM, which only measure the top layer of a material.
Another implication of the cross section is that because the Coulomb matrix element
V 2eff(q−G) diverges when the momentum corresponds to a structural periodicity in the
material, the cross section is likewise enhanced whenever a Bragg condition is met. This
manifests as an enhanced inelastic signal at a Bragg reflection. Such an enhancement was
16
already well-known in the regime of “dipole scattering” when q ∼ 0 [7, 13].
In the dipole regime when q ∼ 0, the G = 0 term dominates the cross section and, under
the assumption that the reflection coefficient R0 is real, the expression for the differential












Pm 〈m| ρ̂∗(q, z1) |n〉 〈n| ρ̂(q, z2) |m〉









This is precisely the Mills result that has been cited in many earlier works [7, 8, 9, 11, 13].
2.2 Fluctuation-Dissipation Theorem for M-EELS
We are now ready to complete the relationship between the M-EELS cross section, the
density-density correlation function, and the density response function. First, we start by
recognizing that the expression for the M-EELS cross section from Eq. 2.26 contains the
density-density correlation function, or the dynamic structure factor [12, 14],




〈m| ρ̂(q, z1) |n〉 〈n| ρ̂(−q, z2) |m〉Pm
]
δ(E − En + Em). (2.30)
The density-density correlation function describes density fluctuations with in-plane wave
vector q that are correlated between the depths z1 and z2 below the surface of the material.












|q−G||z1+z2|S(q, z1, z2, ω), (2.31)
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where we have made use of the fact that the correlation function exhibits the same periodicity
as the material itself such that S(q−G, z1, z2, ω) = S(q, z1, z2, ω). We see that this has the
effect of enforcing the periodicity of reciprocal space on the experimental data, resulting in
a repetition of the q = 0 spectra at each Bragg reflection G.
We can next write down the core observable of M-EELS, which is the density-density





−|q−G||z1+z2|S(q, z1, z2, ω) ≈ S(q, 0, 0, ω). (2.32)
This means that the M-EELS cross section can be written in terms of the density response
function, χ(q, ω), using the quantum mechanical version of the fluctuation-dissipation the-
orem [11, 12, 14, 15],






where χ′′S(q, ω) is the density response function of the surface and is the imaginary part of the
surface density propagator, χS(q, ω). The correlation function and density response function
are related by the Bose factor, (1 − e−~ω/kBT )−1 = n(ω) + 1, meaning that the collective
excitations probed by M-EELS obey Bose statistics. The density response function is a
propagator for the charge density, describing the disturbance created in the charge density
by the probe electron interacting with the surface electrons.
The density response function χ(q, ω) is proportional to the inverse dielectric function,












The inverse dielectric function can be measured by other techniques like optical spectroscopy
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for q = 0. Although M-EELS measures the surface density response function, if the in-plane
surface response and the in-plane bulk response do not differ dramatically, then it may be
possible to relate the surface response function to the bulk dielectric function. We can
assess the similarity between the surface and bulk response functions on an individual basis
by comparing the M-EELS spectra at q = 0 for a particular material to the dielectric loss




This chapter contains some of the experimental details of momentum-resolved electron
energy-loss spectroscopy (M-EELS) measurements. These details include the application of
angular alignment techniques from neutron and x-ray scattering to a high-resolution EELS
(HR-EELS) system and the beam tuning procedure to optimize the energy resolution in our
spectrometer. We also document the material preparation methods for a typical M-EELS
study in which a sample material is cleaved to expose a pristine, clean surface.
3.1 M-EELS Spectrometer
Our experimental setup uses a commercial high-resolution EELS (HR-EELS) spectrometer
(LK Technologies ELS5000) that is an Ibach-type electrostatic spectrometer [7]. A schematic
of the spectrometer is shown in Fig. 3.1a. Electrons are emitted from a heated LaB6 filament.
The white beam of electrons passes through two monochromators, which set the incident
beam energy and its energy spread. Electrostatic zoom lenses focus the beam on the sample.
After the beam scatters off of the sample, it passes through an analyzer that selects the final
energy of the electrons to be measured. The electrons are detected as pulses by a Channeltron
electron multiplier, allowing us to measure the intensity of the scattered beam for different
energy loss values.
Typical incident beam energies for an HR-EELS system range from 2 to 200 eV. The
energy resolution can be as high as 2 meV and the typical momentum resolution is 0.03 Å−1.

















Figure 3.1: Drawings of (a) the EELS spectrometer and (b) the sample goniometer. The
electrostatic lenses in the spectrometer set the energy of the incident and scattered beam.
The zoom lenses on either side of the scattering region focus the electron beam on the sample.
Rotation of the sample goniometer (θ, φ) and the analyzer (γ) set the incident and scattered
momenta (ki and kf ).
resolution was typically between 11-19 meV (a more detailed discussion of determining the
energy resolution is in Sec. 3.2). Our HR-EELS system has been modified to motorize
the rotation of the analyzer (the angle γ in Fig. 3.1a, 3.1b) and we use a low-temperature
sample goniometer to move the sample in the scattering plane and rotate the sample angles,
θ and φ (see Fig. 3.1b). We precisely align the center of rotation for the sample (θ) and the
analyzer (γ) to achieve precise control over the momentum transfer of the electron beam.
Additionally, we identify two non-collinear Bragg peaks (e.g. (1,0) and (0,1)) from a sample
and construct an in situ orientation matrix that translates between the motor angles and
reciprocal space. This is what makes our M-EELS system “momentum-resolved” [4]. A
liquid helium cryostat cools the sample to temperatures as low as ∼ 20 K.
M-EELS experiments must be carried out in an ultra-high vacuum (UHV) environment.
The primary reason for this is that the low-energy electrons (2-200 eV) used in M-EELS make
it a surface-sensitive technique that requires sample materials to have pristine, adsorbate-free
surfaces. Clean sample surfaces are typically prepared by cleaving the sample in our UHV
environment (see Sec. 3.3). This means that most of the materials we study are cleavable,
layered materials. The vacuum pressure achieved by our system is ∼ 8× 10−11 torr.
21


















Figure 3.2: Schematic of the M-EELS electron optics elements. The optics are unfolded
along the beam trajectory and shown from a top-down view. The cover plate voltages on
the monochromators and analyzers, which lie above and below the beam in each of these
elements, are not shown. Image credit: Sean Vig
3.2 Beam Tuning
The goal of tuning the lenses of our M-EELS spectrometer is to optimize the energy reso-
lution of the beam with a sufficient amount of beam current to run an experiment. In our
original procedure for tuning the M-EELS electron beam, we adjust the voltages of specific
lens elements to maximize the current measured at the cone (see Fig. 3.2) in direct beam
geometry (when the analyzer is at γ ∼ 0◦ so that the beam passes straight through the
scattering chamber). The resolution for a particular voltage configuration is recorded as the
full-width half-max (FWHM) of the energy loss peak in direct beam. Typical values for the
FWHM of the energy loss peak for a 50 eV incident beam energy range from 4-6 meV with
∼ 150 pA of current at the cone. However, the FWHM of the elastic peak off of a sample
ranges from 12-20 meV, which is much larger than the direct beam value. Since the energy
resolution off of a sample should not necessarily be larger than the resolution in direct beam
[7], the beam is not optimally aligned.
To optimize the tuning procedure, we must check how the position of the direct beam
energy loss peak varies with the angle of the analyzer (γ). Ideally, the energy loss peak
position should not shift with γ, but should decrease in intensity as γ moves away from 0◦.
This behavior is illustrated in Fig. 3.3a. In this case, the FWHM of the energy loss peak
measured at γ = 0◦ will match the FWHM of the elastic peak off of a sample. If the energy











Figure 3.3: (a) Illustration of the ideal behavior of the energy loss peak with respect to the
angle of the analyzer γ. The energy loss peak should not move in energy as γ is varied. (b)
Illustration of chirped behavior in the beam tuning that causes the energy loss peak to shift
to different energies as tth is varied. This results in a larger integrated intensity, reflected in
a larger FWHM off a sample.
peak at γ = 0◦ will not be an accurate measure of the FWHM off a sample. Instead, the
resolution off of the sample will be closer in value to the integrated FWHM of the energy
loss peak in direct beam, as illustrated in Fig. 3.3a, 3.3b.
Scanning the direct beam profile (how the energy loss peak varies with γ) for the original
tuning procedure shows a beam profile that is significantly chirped with an integrated FWHM
of ∼ 24 meV (see Fig. 3.4a). This value approximately matches the typical FWHM of elastic
peaks off of samples using the same voltage configuration, as shown in Fig. 3.4d. The lens
with the largest effect on the chirp is the M2 Delta (M2d) voltage, which sets the pass energy
for the second monochromator. Starting from M2d = 1.5 V (Fig. 3.4a), decreasing M2d
leads to a steeper chirp, while increasing M2d reduces the chirp. Whenever the M2d voltage
is changed, the M2 voltage also needs to be adjusted to recover the beam current at the
cone. A value of M2d = 1.8 V yields the flattest beam profile with an integrated FWHM
of 9.16 meV as shown in Fig. 3.4b. Correspondingly, the FWHM of the elastic peak off a
sample is ∼ 9 meV as well, as shown in Fig. 3.4e.
Further improvements to the integrated FWHM come from tuning the B2 and B3 voltages
(two of the zoom lenses) together. Changing B2 and B3 moves the spot of maximum current
in direct beam to different γ values, following a path shaped like a parabola (see Fig. 3.5).







































































Figure 3.4: (a) Direct beam profile for a voltage configuration with a significant chirp (M2d
= 1.5 V). The color in the plot corresponds to the current at the cone in direct beam. The
integrated FWHM is displayed at the bottom of the plot. (b) Direct beam profile for the
same voltage configuration as (a), except that M2d = 1.8 V. (c) Direct beam profile with
M2d = 1.8 V and B2/B3, C1 voltages adjusted to optimize energy resolution. (d)-(f) Energy
loss scans off of a Sr2RuO4 sample for the tune files in (a)-(c), respectively. The FWHM of
the elastic peak is shown at the top of each plot.
parabola (as in Fig. 3.5b) gives the lowest integrated FWHM.
If the resolution needs to be improved further, the C1 voltage may be decreased to yield
slightly better resolution at the cost of decreasing current at the cone. Lowering the C1
voltage narrows the range of electrons accepted at the detector and cuts off the tails of the
parabola. Lowering the B1 and B4 voltages together can also improve the resolution, but
again at the cost of decreasing current at the cone. Some current might be recovered by
tuning M1, M2, An1, and the cover plate voltages for the monochromators (see Fig. 3.2).
Figure 3.4c shows the improved beam profile after adjusting C1 and B1/B4 for optimal
resolution. Figure 3.4f shows the corresponding elastic peak off a sample and the resolution
is much improved from the original tuning procedure.
While the reasons for each of these effects on the beam profile are not completely under-
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Figure 3.5: (a) Direct beam profile for B2 = B3 = 19.0 V. (b) Direct beam profile for B2 =
B3 = 19.5 V. (c) Direct beam profile for B2 = B3 = 20.0 V. All other voltages are the same
between the three profiles. The spot of maximum current moves with the B2/B3 voltage.
stood, changing these voltages likely corrects for physical misalignments in the lens plates
that cause the beam to disperse. The daily tuning procedure now consists of tuning M1,
M2, and An1 lenses to maximize current at the cone when γ is at the spot of maximum
direct beam current. The typical beam current now achieved at the cone is ∼ 50 pA. A
γ-Eloss mesh scan is taken to check the direct beam profile and if the integrated FWHM
is acceptable (5-6 meV), the voltage configuration is saved. If the integrated FWHM is too
large, the zoom lenses (B1/B4 and B2/B3) are adjusted and frequent mesh scans are taken
to check how the beam profile is affected.
3.3 Sample Preparation
The material preparation method for a M-EELS experiment involves gluing a sample material
to a clean copper puck, orienting the sample, and then gluing an aluminum post on top of
the sample. The copper puck and aluminum post are cleaned for the UHV environment by
sonicating in acetone for 15 minutes. If the sample is larger than the size of the post, the
sample is cut into smaller pieces using a razor blade. Using a permanent marker, the puck
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(a) Laue of TiSe2 (b) Prepared sample (c) Cleaved TiSe2 sample
Figure 3.6: Preparing samples for cleaving. (a) Laue pattern of a TiSe2 sample. The
hexagonal symmetry of the crystal is reflected in the six-fold symmetry of the Laue pattern.
(b) A prepared sample, ready to cleave. The puck and post are both labeled with the sample
name and number and are marked with a line to correspond to the vertical line in the Laue
pattern. (c) An example of a cleaved TiSe2 sample. The line on the puck corresponds to the
vertical line in the Laue pattern, which is either the (H,0) or (0,K) direction.
is labeled with the name of the material and an identification number (such as “TiSe2 #2”)
to make samples easily distinguishable.
The sample is glued to the puck using a small amount of prepared silver epoxy (EpoTek
H20E) that is placed in the middle of the puck in a blob roughly the shape of the sample,
but of smaller area. Using vacuum tweezers, the sample is carefully placed on the blob of
epoxy and pressed down to secure to the puck and ensure that the sample lays flat. Ideally,
there is enough epoxy to secure the sample to the puck, but not so much that the epoxy
spills out from under the sample and onto the edges of the sample. The epoxy is cured in
an oven (Isotemp 280A) at 120◦C for 2-3 hours.
Once the epoxy has cured in the oven, the sample is oriented using a Laue diffractometer.
In Laue diffraction, an X-ray beam is backscattered off a sample to produce a high symmetry
pattern that reflects the symmetry of the lattice. A Laue pattern for TiSe2 is shown in Fig
3.6a. A line is then drawn on the puck using a diamond scribe to mark one of the high
symmetry directions of the crystal (see Fig. 3.6b, 3.6c).
After the sample has been oriented, a clean aluminum post is labeled with the sample
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Figure 3.7: Prepared samples in the loadlock sample magazine. The samples are all oriented
in the loadlock along the desired direction of study.
name and identification number. A line is scribed on the post that will correspond to the
orientation line scribed on the puck. The post is glued to the sample by placing a small
blob of silver epoxy or Torr Seal epoxy on the center of the sample. The epoxy blob can
be shaped like the sample, but should not spread all the way to the edges of the sample. If
the epoxy spreads off the sample when the post is placed on the top, the post may become
glued to the puck and the sample will be very difficult to cleave. The post is placed on the
sample, with the two orientation lines aligned, and pushed down to secure. The epoxy is
again cured in the oven (3 hours at 120◦C for silver epoxy or 30 minutes at 120◦C for Torr
Seal). A prepared sample is shown in Fig. 3.6b.
After the epoxy has cured, the puck is placed in the sample magazine for the loadlock
chamber (see Fig. 3.7) with the line oriented as needed for the planned experiment. In Fig.
3.7, the lines are oriented horizontally as that symmetry direction is the direction of interest
for the study. The sample magazine is placed back in the loadlock chamber and the chamber
is pumped down. Once the loadlock reaches a pressure of at least 5× 10−7 torr (or its base
pressure of ∼ 1× 10−8 torr), the puck is transferred into the preparation chamber.
Once the puck is situated in the preparation chamber’s sample holder, a pneumatic
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gate valve is opened that connects the preparation chamber to the M-EELS chamber and a
transfer manipulator is brought into the preparation chamber from the M-EELS chamber.
The sample holder is tilted towards the back of the preparation chamber and the manipulator
is brought forward until it sits just in front of the post. The sample holder is swung at the
manipulator so that the post is knocked off by impacting the manipulator. If the cleave goes
well, the sample left on the puck will have a shiny, flat surface as in Fig. 3.6c. The cleaved
sample is then transferred to the M-EELS chamber and measurements can begin.
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Chapter 4
Strong Electron-Mode Coupling in
Sr2RuO4
Sr2RuO4 is one of the most intriguing unconventional superconductors due to its potential to
be a superconductor with rare spin-triplet pairing. While the exact nature of the supercon-
ducting state in Sr2RuO4 is still debated, the normal state is thought to be a conventional
Fermi liquid metallic state with strong interaction effects. In order to fully understand the
superconducting state, the normal state interaction effects must be completely identified.
The dispersions of the electron bands in Sr2RuO4 reveal strong interaction effects in the
form of anomalies known as “kinks.” Measuring the collective modes with M-EELS reveals
phonon modes at the same energies as the dispersion kinks, providing evidence that these
phonons strongly couple with the electrons and cause the kinks.1
4.1 Introduction
A metal composed of strongly correlated electrons can typically be well-described by Lan-
dau’s Fermi liquid theory. In this theory, the low-energy excitations of the metal are “quasi-
particles,” which are independent particles with a renormalized mass due to the strong
interactions between the electrons. The mass renormalization is caused by two main in-
teraction effects: the electron-electron interaction and the electron-boson interaction. Both
types of interactions have a strong effect on the electronic properties of complex oxide mate-
rials [18, 19, 20]. Electron-electron interactions cause the electron energy bands to become
narrower over a large energy scale (eV order), whereas electron-boson interactions cause
1Results from this chapter include work previously published in Zhenyu Wang et al. Nature Physics 13,
799 (2017) [17]. Reproduced with permission.
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Figure 1 | Fermi surfaces and crystal structure of Sr2RuO4. a, Bulk Fermi surfaces of Sr2RuO4 calculated with tight binding model. Dashed lines denote the
new Brillouin zone caused by
p
2⇥p2 surface reconstruction. b, Crystal structure of Sr2RuO4 showing the Ru-centred octahedra. c, A schematic top view
of the surface reconstruction with rotated RuO6 octahedra. The unit cells with and without rotation are denoted by the dashed black square and solid black
square, respectively. d, Topographic image of Sr2RuO4 showing a uniform square lattice with spacing of ⇠3.9 Å between atoms (bias voltage VS =70 mV,
tunnelling current It = 100 pA). The inset shows its Fourier transform: the black circle represents a Bragg peak, and the red circle the
p
2⇥p2
reconstruction. e, Typical di￿erential conductance spectrum taken in a defect-free region (It =265 pA, VS = 110 mV). The red and black dashed lines
denote two features with energy scales approximately 38 meV and 10 meV, respectively.
these techniques has been successfully applied to Sr2RuO4. Here,
we use FT-STS to visualize quasiparticle interference in the normal
state and determine band dispersion with high precision, which
allows us to determine correlation e ects as well as the e ects of
lattice and spin excitations on the electronic structure. Our FT-STS
data reveal that the   band displays distinct signatures of quasi-
1D behaviour with a dispersion that reveals a dramatic suppression
of Fermi velocity. We further find a low-energy suppression of the
density of states, centred approximately at the Fermi energy. These
combined observations suggest that quasi-1D band character of the
  band accentuates correlation e ects. We note that whereas there
aremany studies of correlation e ects in pure 1D systems, the e ects
on quasi-1D bands are less well known. At higher energies we find
kinks in the dispersion. Modes at similar energies are observed in
our M-EELS data, suggesting that they originate from the coupling
of quasiparticles with collective bosonic modes such as phonons.
The strong correlation e ects and identification of the energy
scales of kinks in the quasi-1D bands may provide key information
needed to obtain amicroscopicmodel for the superconducting state.
Our success in obtaining high-quality data using FT-STS for the
first time provides a new pathway for exploring the quasiparticles
below Tc, which would reveal the momentum dependence of the
superconducting energy gap, 1(k), and help distinguish the pairing
mechanism in Sr2RuO4.
Sr2RuO4 has a layered perovskite structure similar to cuprate
superconductors5 (Fig. 1b). Cleaving could in principle expose
two kinds of natural non-polar surfaces, either SrO or RuO2
planes18, although cleaving at the SrO plane is thought to be
more likely. The topographic features can be highly dependent on
the cleave temperature15,30. Sr2RuO4 single crystals studied here
were cleaved at ⇠80K in situ and then transferred to a scanning
tunnelling microscope (STM) held at 4.3 K. Figure 1d presents a
typical topographic image, showing a square lattice with atomic
spacing ⇠3.9 Å. The 6.3Å atomic step height seen near this scan
range (Supplementary Information Part I) suggests a preferential
termination layer, which we believe to be the SrO plane. The
bright protrusions in the STM image are most likely Sr atoms31
while the impurities that look like dark crosses can be tentatively
assigned to CO adsorbates32. Although a secondary modulation is
almost invisible in the topographic images, their Fourier transforms
show additional peaks at
p
2 ⇥ p2 positions arising from the
(
p
2⇥p2)R45  surface reconstruction seen in low-energy electron
di raction31 and ARPES measurements15. A schematic is shown
in Fig. 1c, in which RuO6 octahedra are rotated alternately in a
chequerboard pattern. The energy-integrated M-EELS data taken
along the (H ,H ) direction in reciprocal space also shows a peak near
(1/2, 1/2), corresponding to this reconstruction (Supplementary
Fig. 2). At the surface, the first Brillouin zone (BZ) is reduced to
800
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Figure 4.1: (a) Crystal structure of Sr2RuO4 showing the RuO6 octahedra separated by Sr
atoms. (b) Bulk Fermi surfaces of Sr2RuO4 calculated with a tight binding model. The red
lines indicate the α band, the blue line the β band, and the green line the γ band. The





that results from cleaving (see Fig. 4.4). Reprinted with permission from [17].
a omalies known as “kinks” in the band dispersions at lower energy scales (sub-eV order)
that occur at the energies of the bosonic modes [21].
One material for which interaction effects are of particular interest is the layered per-
ovskite Sr2RuO4, which hosts unconventional superconductivity with Tc ∼ 1.5 K in the
purest samples [22]. Sr2RuO4 grows in a layered structure that is very similar to that of the
cuprate superconductors (La,Sr)2CuO4 [22] with ruthenium (Ru) and oxygen (O) octahedra
separated by strontium (Sr) atoms (Fig. 4.1a). The Fermi surface of Sr2RuO4 is strongly
t o-dimensional and consists of three band that are primarily derived from the ruthenium
4dt2g orbit ls (Fig. 4.1b). Two quasi-1D bands, a hole- ike α band near X and an electron-
like β band near Γ, form from the ybridization of the dxy and dyz orbitals. A quasi-2D
electron-like γ band forms from the in-plane dxy orbital [23, 24]. Different theories place
the superconducting instability on different bands [25, 26, 27, 28, 29] and so identifying the
interaction effects on all the bands is especially important.
The similarity of the normal state parameters of Sr2RuO4 to those of superfluid helium-3
led to the suggestion that Sr2RuO4 might also have an ordered state with the rare spin-triplet
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pairing [25]. In a superconductor, the quasiparticles bind together into Cooper pairs that
collapse into the same quantum state at the superconducting transition temperature. In a
conventional superconductor, the Cooper pairs are composed of electrons with spins that
point in opposite directions, meaning the total spin of a Cooper pair is zero. This is referred
to as spin-singlet pairing because there is only one possible value for the total spin along
any quantization axis. If the electrons in the Cooper pair instead have spins that point in
the same direction, then there are three possible values for the total spin along any axis (-~,
0, or ~). Triplet-pairing has been rarely seen in ordered materials and for a while superfluid
helium-3 was the only known example [1]. Various experiments have provided evidence for
spin-triplet pairing in Sr2RuO4 [22, 30, 31, 32], although other experiments pose a challenge
for such an interpretation [33].
While the exact nature of the superconducting state in Sr2RuO4 is still undecided, the
normal state out of which the superconducting state forms is agreed to be a Landau-Fermi
liquid with strong interaction effects [23, 34, 35, 36, 37]. A key signature of a Landau-Fermi
liquid is that the resistivity scales with T 2 at low temperatures. This scaling has been clearly
observed in Sr2RuO4 for temperatures below 25 K [38, 39]. Extremely clean (impurity-free)
samples of Sr2RuO4 can be grown, meaning the normal state can be studied and understood
extremely well. The various interaction effects in the normal state need to all be identified
in order to reach a complete understanding of the unconventional superconducting state.
4.2 Dispersion Kinks in Sr2RuO4
When measuring the electron band structure of materials using techniques such as scan-
ning tunneling microscopy (STM) or angle-resolved photoemission spectroscopy (ARPES),
anomalies are sometimes seen in the momentum-dependence of the bands (their “disper-
sions”). These anomalies are typically referred to as “kinks” and occur at energies at which
the band dispersion differs from what is expected. Kinks have been observed in ARPES
31
Figure 4.2: Momentum distribution curves of the γ band in Sr2RuO4 measured with ARPES.
Three close ups of different energy regions are shown. The right panel shows the low energy
kink (LEK) at 30-40 meV, the center panel the medium energy kink (MEK) at 50-60 meV,
and the left panel the high energy kink (HEK) at 70-80 meV. Figure adapted from [40].
measurements of many of the cuprate superconductors [19] and are thought to arise from
electrons coupling to bosonic collective modes, such as phonons. Since Sr2RuO4 is struc-
turally similar to the cuprate superconductors it is perhaps not surprising that ARPES
measurements find kinks in the normal state dispersion of the in-plane γ band in Sr2RuO4
[20, 40]. The kinks occur at energies of 30-40 meV, 50-60 meV, and 70-80 meV, indicating
significant renormalization of the Fermi velocity at these energies (Fig. 4.2).
Additionally, an STM technique known as Fourier transform scanning tunneling spec-
troscopy (FT-STS) measured the quasiparticle interference pattern (QPI) in Sr2RuO4 and
found kinks in the dispersion of the β band, indicating that there are also correlation ef-
fects on the this band. STS can measure spatially-resolved differential conduction maps
(dI/dV (r,ω)) that are Fourier transformed to find scattering vectors in Q-space (Fig. 4.3b)
that are related to electronic states in k-space (Fig. 4.3a). Several features of interest are
seen and labeled with arrows and boxes in the QPI map (Fig. 4.3b). The q1 feature comes
from scattering within the bulk β-band, the q2 feature from scattering within the surface
β-band that forms due to the reconstruction of the surface after cleaving, and the q3 feature
from scattering within the γ-band. The q4 feature arises from scattering between unfolded
bands and their folded replicas due to the surface reconstruction. Since q4 represents a folded
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Figure 4.3: (a) Spectral density at the Fermi level for the α, β, and γ bulk bands. The arrows
denote the possible scattering channels. (b) QPI map at the Fermi energy with different Q-
vectors indicated by arrows or squares. (c) Dispersions of the bulk β band (q1) and surface
β band (q2) showing kinks at energies of -35 meV and -70 meV for q1 and +32 meV for
q2, indicated by the arrows. (d) The dispersion of q3 along the ΓX direction, which shows
kinks around -10 and -35 meV. (e) The corresponding effective real part of the quasiparticle
self-energy for the measured dispersions. Peaks at multiple energy scales are marked with
arrows and correspond to the energies of the dispersion kinks. Figure adapted from [17].
The dispersions of the key features in Q-space can be found by fitting the peaks in the
FT-STS data along specific directions in reciprocal space. By repeating this procedure for
FT-STS data taken at different energies, the momentum dependence of the various features
can be found. The dispersions of the q1 and q2 features along the ΓM direction are shown
in Fig. 4.3c and the dispersion of the q3 feature along the ΓX direction is shown in Fig.
4.3d. The kinks are clearly seen as changes in the slopes of the dispersions, indicating
a renormalization of the Fermi velocity at these energies. The q1 dispersion shows kinks
around -35 meV and -70 meV, while the q2 dispersion shows a kink at +32 meV. The q3
dispersion has kinks around -10 meV and -35 meV.
In order to better identify the energies of the kinks, a bare band dispersion is subtracted
33
from each of the measured dispersions to extract the real part of the self-energy, ReΣ(k, ω).
The self-energy describes the interaction of the electrons with the collective modes, with
peaks in the real part of the self-energy corresponding to the kink energies or the energies
at which the collective modes are expected [41]. The parabolic bare band dispersion can be
approximated as a straight line for a small energy range and was taken to be a straight line
between points at the Fermi energy (0 meV) and ±110 meV for q1 and q2 (-60 meV for q3)
[17]. The kinks in Sr2RuO4 appear clearly in the extracted self-energy at ∼35 meV and ∼70
meV in the bulk β band (q1) and at ∼32 meV in the surface β band (q2) (Fig. 4.3e). There
is an additional kink at ∼10 meV in the q3 feature [17].
The kinks seen in ARPES and STM are close in energy to phonon modes measured with
inelastic neutron scattering [42], suggesting that phonons may be the origin of these kinks
[40]. However, M-EELS is a more appropriate technique to identify any electron-boson cou-
pling that may cause the kinks. Since ARPES, STM, and M-EELS are all surface-sensitive
techniques, the many-body system probed by each technique will be essentially the same.
Furthermore, the electrons used as the probe particle in M-EELS will couple to collective
modes in a similar way as the electrons in the solid would, since the Coulomb interaction
dominates in both cases. Finally, being able to measure the momentum-dependence of any
collective modes with M-EELS aids in their identification.
4.3 Collective Modes Measured with M-EELS
Since the STM measurements were performed by another group at the University of Illinois,
we were able to use Sr2RuO4 crystals from the same growth batch in our M-EELS study.
For the M-EELS measurements reported here, Sr2RuO4 single crystals were cleaved under
vacuum and studied using an incident beam energy of 50 eV. Elastic scattering from the (1,0)
and (1,1) Bragg reflections was used in situ to construct an orientation matrix translating
between diffractometer angles and reciprocal space. The Miller indices (H,K) designate the
34






























Figure 1 | Fermi surfaces and crystal structure of Sr2RuO4. a, Bulk Fermi surfaces of Sr2RuO4 calculated with tight binding model. Dashed lines denote the
new Brillouin zone caused by
p
2⇥p2 surface reconstruction. b, Crystal structure of Sr2RuO4 showing the Ru-centred octahedra. c, A schematic top view
of the surface reconstruction with rotated RuO6 octahedra. The unit cells with and without rotation are denoted by the dashed black square and solid black
square, respectively. d, Topographic image of Sr2RuO4 showing a uniform square lattice with spacing of ⇠3.9 Å between atoms (bias voltage VS =70 mV,
tunnelling current It = 100 pA). The inset shows its Fourier transform: the black circle represents a Bragg peak, and the red circle the
p
2⇥p2
reconstruction. e, Typical di￿erential conductance spectrum taken in a defect-free region (It =265 pA, VS = 110 mV). The red and black dashed lines
denote two features with energy scales approximately 38 meV and 10 meV, respectively.
these techniques has been successfully applied to Sr2RuO4. Here,
we use FT-STS to visualize quasiparticle interference in the normal
state and determine band dispersion with high precision, which
allows us to determine correlation e ects as well as the e ects of
lattice and spin excitations on the electronic structure. Our FT-STS
data reveal that the   band displays distinct signatures of quasi-
1D behaviour with a dispersion that reveals a dramatic suppression
of Fermi velocity. We further find a low-energy suppression of the
density of states, centred approximately at the Fermi energy. These
combined observations suggest that quasi-1D band character of the
  band accentuates correlation e ects. We note that whereas there
aremany studies of correlation e ects in pure 1D systems, the e ects
on quasi-1D bands are less well known. At higher energies we find
kinks in the dispersion. Modes at similar energies are observed in
our M-EELS data, suggesting that they originate from the coupling
of quasiparticles with collective bosonic modes such as phonons.
The strong correlation e ects and identification of the energy
scales of kinks in the quasi-1D bands may provide key information
needed to obtain amicroscopicmodel for the superconducting state.
Our success in obtaining high-quality data using FT-STS for the
first time provides a new pathway for exploring the quasiparticles
below Tc, which would reveal the momentum dependence of the
superconducting energy gap, 1(k), and help distinguish the pairing
mechanism in Sr2RuO4.
Sr2RuO4 has a layered perovskite structure similar to cuprate
superconductors5 (Fig. 1b). Cleaving could in principle expose
two kinds of natural non-polar surfaces, either SrO or RuO2
planes18, although cleaving at the SrO plane is thought to be
more likely. The topographic features can be highly dependent on
the cleave temperature15,30. Sr2RuO4 single crystals studied here
were cleaved at ⇠80K in situ and then transferred to a scanning
tunnelling microscope (STM) held at 4.3 K. Figure 1d presents a
typical topographic image, showing a square lattice with atomic
spacing ⇠3.9 Å. The 6.3Å atomic step height seen near this scan
range (Supplementary Information Part I) suggests a preferential
termination layer, which we believe to be the SrO plane. The
bright protrusions in the STM image are most likely Sr atoms31
while the impurities that look like dark crosses can be tentatively
assigned to CO adsorbates32. Although a secondary modulation is
almost invisible in the topographic images, their Fourier transforms
show additional peaks at
p
2 ⇥ p2 positions arising from the
(
p
2⇥p2)R45  surface reconstruction seen in low-energy electron
di raction31 and ARPES measurements15. A schematic is shown
in Fig. 1c, in which RuO6 octahedra are rotated alternately in a
chequerboard pattern. The energy-integrated M-EELS data taken
along the (H ,H ) direction in reciprocal space also shows a peak near
(1/2, 1/2), corresponding to this reconstruction (Supplementary
Fig. 2). At the surface, the first Brillouin zone (BZ) is reduced to
800
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Figure 4.4: (a) A s hematic top view of the surface reconstruction with rotated RuO6 octa-
hedra. The unit cells with (dashed black lines) and without rotation (solid black lines) are
shown. (b) Topographic image of Sr2RuO4 showing a uniform square lattice with spacing of
∼3.9 Å between atoms. The Sr atoms are the bright spots and the CO adsorbate impurities
are the dark crosses. The inset shows its Fourier transform: the black circle represents a










). Figures reprinted with permission from [17].
transferred momentum in tetragonal units, such that q = 2π(H,K)/a, where a ∼ 3.9 Å is
the in-plane lattice parameter. Only two Miller indices are used since M-EELS is a surface
sensitive technique and does not conserve the out-of-plane momentum.





reconstruction, as illustrated in Fig. 4.4a. The surface reconstruction can be seen in an
STM topographic image of Sr2RuO4, which shows a square lattice with atomic spacing of
∼3.9 Å (Fig. 4.4b). The Sr atoms show up as bright spots in the image and the CO adsorbate
impurities show up as dark crosses. When the topographic image is Fourier transformed (see
Fig. 4.4b i set), the Bra g peaks a e visibl along with additional peaks corresponding to
the surface reconstruction [17]. The surface reconstruction has also been seen in low-energy





reconstruction peak in an energy-integrated M-EELS measurement alo g the (H,H) or ΓX
direction in reciprocal space (Fig. 4.4c).

























Figure 4.5: M-EELS spectra at q = 0 shows two collective modes with energies around 38
and 71 meV. The red curve indicates data taken at 300 K and the blue curve indicates data
taken at 100 K. The mode energies do not change with temperature, but the lack of thermal
broadening of the elastic peak at 100 K allows the 38 meV mode to be fully resolved.
with energies of ∼38 and ∼71 meV (Fig. 4.5). The energies of these collective modes remain
unchanged with temperature, at least down to 100 K. The only change with temperature is
that the width of the elastic peak decreases due to the suppression of thermal excitations,
making the lower energy mode more visible. Interestingly, the modes observed with M-EELS
are very close in energy to the ∼35 and ∼70 meV kinks in the β band dispersion measured
with STM and the 30-40 and 70-80 meV kinks in the γ band dispersion measured with
ARPES. The 71 meV mode in the M-EELS spectra exhibits a Fano lineshape, suggesting
that this mode is strongly coupled to a continuum of electrons at higher energy [44].
The energies of these modes are in the range of known phonons, but to make a more
definitive mode assignment we measured the momentum dispersions of these collective modes
with M-EELS. The dispersions of the two collective modes at 100 K along the (H, 0) and
(H,H) directions are shown in Fig. 4.6. Along the (H, 0) direction, the ∼38 meV mode
disperses out to slightly higher energies as the momentum changes away from q = (0,0) or q
= (1,0), reaching a maximum energy of ∼43 meV at q = (0.5,0). Along the (H,H) direction,



















Figure 4.6: M-EELS energy-loss spectra taken at T = 100 K at different momenta along
(a) the (H, 0) direction and (b) the (H,H) direction. The spectra show two clearly defined
peaks at ∼38 meV and ∼71 meV, corresponding to two collective modes that are identified
as an optical phonon and a surface phonon.
to q = (0.5,0.5). This dispersion is consistent with that of an optical phonon. The ∼71
meV mode dispersion is highly anomalous due to rapid disappearance of the mode away
from the high symmetry points. The anomalous dispersion is suggestive of a surface phonon
that merges with a bulk band. Along the (H, 0) direction, a weak peak around ∼150 meV is
visible at q = (0.25,0) and q = (0.5,0). This mode is possibly a harmonic of the ∼71 meV
mode, since it is at approximately twice the energy of that mode.
Our M-EELS results are in reasonable agreement with previous HR-EELS data on
Sr2RuO4 [45], although we do not observe the mode seen around 50 meV in the previous
study. Our energy resolution for this study is approximately 12 meV, whereas the previous
study had an energy resolution of 5 meV, which might explain why we are unable to resolve
the 50 meV mode from the 38 meV and 71 meV modes. Our limited energy resolution may
also explain the absence of a peak around 10 meV in our M-EELS data, where an additional
STM kink was seen, as such a peak could be easily hidden in the elastic line. The HR-EELS
37
study was unable to measure any dispersion of the collective modes in the small momentum
range accessible with their experiment. M-EELS was able to measure the dispersion of the
collective modes into the next Brillouin zone and reveal the momentum dependence of each
phonon mode.
The energies of the phonons measured with M-EELS and HR-EELS do not match exactly
with the phonon peaks seen in IR spectroscopy [46], which are reported at 25, 45, 60, and 85
meV. The difference in phonon energies between IR spectroscopy and EELS indicate changes
in the lattice dynamics from the bulk to the surface due to the surface reconstruction. Such
differences may affect the electronic and magnetic properties of the surface of Sr2RuO4 [45].
4.4 Conclusion
The close agreement between the energies of the M-EELS collective modes and the STM
kinks provides strong evidence that the kinks in the STM measurements arise from phonons
that couple with the quasi-1D β band in Sr2RuO4. The modes are also close in energy to
two of the three kinks observed in the γ band with ARPES, suggesting that those kinks
may also arise from coupling of the quasiparticles to the same phonons. The additional kink
seen with STM in the q3 feature at ∼10 meV likely also arises from coupling to a phonon
[17], although we were unable to resolve a collective mode at this energy with M-EELS.
The quasi-1D nature of the β band appears to give rise to increased interaction effects, in
agreement with a strongly-correlated Fermi liquid for the normal state. Identifying more


























































Figure 4.7: (a) Elastic (ω = 0) scattering of Sr2RuO4 along the (H,0) direction at 300 K (top
panel) and 100 K (bottom panel), showing the (0,0) and (1,0) Bragg peaks and quasielastic
scattering around q = (0.2,0). A sharp peak was visible at q = (0.137,0) at 300 K that
disappeared with time. (b) M-EELS spectra at q = (0.2,0) (blue solid line) and q = (1,0)
(green dashed line). The width of the elastic peak at q = (0.2,0) is broader than the width
of the elastic peak at the Bragg peak q = (1,0).
4.5 Future Work
While the key results of our M-EELS study on Sr2RuO4 are reported above, several avenues of




) surface reconstruction peak that we observed with
M-EELS, we also found quasielastic fluctuations around q = (0.2,0) that are independent
of temperature, as seen in momentum scans at ω = 0 in Fig. 4.7a. A sharp peak was seen
at q = (0.137,0) at T = 300 K, but this peak disappeared in time and was not seen at T
= 100 K. The diffuse scattering may indicate that Sr2RuO4 is near a charge or structural
instability. If the diffuse scattering around q = (0.2,0) is quasielastic, then static probes like
STM would not be able to see it.
To determine if the diffuse scattering seen in the elastic scans is actually quasielastic,
perhaps caused by fluctuations of a nearby charge ordered state, we looked at the shape of
the elastic line in the low energy loss region. As seen in Fig. 4.7b, the width of the elastic




























Figure 4.8: M-EELS spectra at q = 0 at both T = 300 K (red line) and T = 100 K (blue
line), showing the phonons at low energies and a continuum of excitations at higher energies.
The shape of the continuum changes slightly with temperature.
are normalized. Further M-EELS studies are needed to determine if the diffuse scattering is
reproducible in other Sr2RuO4 samples. Comparing the quasielastic scattering in Sr2RuO4
to that in the related material Sr3Ru2O7, which has octahedral rotations in the bulk, could
also provide further insight into the origin of this scattering.
Also of additional interest is a high-energy continuum of excitations seen in M-EELS
energy-loss scans taken at q = 0 and T = 300 K and T = 100 K (Fig. 4.8). The continuum
is similar in shape and energy to that seen in the high-temperature cuprate superconductor
Bi2.1Sr1.9CaCu2O8+x (BSCCO) in a separate M-EELS study [47]. There is a slight change
in the shape of the Sr2RuO4 continuum with temperature, although more measurements
are needed to determine if this change is reproducible and to measure the momentum-
dependence of the continuum. The fact that a continuum of excitations exists in both




Signatures of Exciton Condensation
in 1T -TiSe2
Excitons, electron-hole bound states, have long been predicted to form a Bose condensate,
but for many years there was no direct experimental verification of this condensation in a
solid. Using M-EELS, we were able to demonstrate that the transition metal dichalcogenide
1T -TiSe2 contains a Bose condensate of excitons. The key experimental signature of such a
condensate is a soft electronic collective mode that disperses to zero energy near the phase
transition temperature, signaling the presence of a macroscopic condensate of electron-hole
pairs. By observing a soft electronic collective mode in TiSe2 with M-EELS, we provide
compelling evidence for exciton condensation in a three-dimensional solid.1
5.1 Exciton Condensation and Peierls Phases
When a gas of bosons is cooled to a sufficiently low temperature, a significant fraction of
the bosons will collapse into the lowest quantum state and form a Bose condensate. This
occurs because the statistics of bosons permit them to occupy the same energy state. Bose
condensation allows us to realize quantum phenomena on a macroscopic scale, one of the most
well-known examples being superfluidity (the ability to flow without friction or viscosity).
If the condensate is made up of stable bosons, like liquid 4He atoms, it is known as a Bose-
Einstein condensate (BEC). If instead the condensate is made up of bound fermions, like
the Cooper pairs in a superconductor, it is known as a Bardeen-Cooper-Schrieffer (BCS)
condensate.
1Results from this chapter include work previously published in Anshul Kogar et al. Science 358, 1314














Figure 5.1: Band structure of an insulator with the valence band maximum at momentum k
and the conduction band minimum at momentum k + q0. EGap is the energy gap between
the top of the valence band and the bottom of the conduction band. If an electron is excited
from the valence band to the conduction band, it leaves behind a positvely-charged hole in
the valence band. Excitons are bound states formed between holes in the valence band and
electrons in the conduction band. µ labels the chemical potential.
Another example of a boson that is made up of bound fermions is an exciton, which is
a boson that consists of a bound state between an electron and a hole in a solid (see Fig.
5.1). Excitons were long ago predicted to Bose condense [49, 50, 51], but different theories
predicted varying properties for a Bose condensate of excitons. Some theories predicted
that the condensate would be a superfluid [52], while other theories predicted that it would
be innately insulating [53], making experimental input extremely important. Condensates
made up of photogenerated excitons have been created in semiconductor quantum wells that
are in resonance with a Fabry-Perot cavity, but these systems are not in thermal equilibrium
[54]. Condensed phases of excitons have also been observed in quantum Hall bilayers with an
applied perpendicular magnetic field, although the order in these two-dimensional structures
is not fully stable [55]. The ideal way to study an exciton condensate would be in a fully-
equilibrated, three-dimensional system where an exciton condensate forms naturally.
















Figure 5.2: (a) Excitons spontaneously condense when electrons and holes bind between two
bands whose extrema lie near the chemical potential µ, separated by wave vector q0. EB is
the exciton binding energy. (b) Exciton condensation leads to a modulation in the charge
density with period 2π/q0. Figure adapted from [48].
with an indirect band gap that is very close to zero (Fig. 5.2a) [49, 50, 51]. In a semicon-
ductor, the lowest lying excitation is an exciton. If the size of the gap between the valence
band and the conduction band is smaller than the binding energy to form an exciton, the
system becomes unstable to the formation of excitons. Similarly, for a semimetal, once the
gap energy becomes small enough that electron-hole pairs are insufficiently screened, exci-
tons will also spontaneously form. The nonzero momentum of the excitons modulates the
charge density (Fig. 5.2b) and a lattice distortion occurs as a result of the movement of
charge. The condensate in such a system forms between electrons and holes in different
bands, instead of electrons and holes in different layers as in a bilayer quantum well [55].
The exciton condensate in a semimetal or semiconductor would also have the advantage of
being three-dimensional and in thermal equilibrium.
Unfortunately, the formation of an exciton condensate in a solid has many of the same
physical observables as a Peierls charge density wave (CDW) phase. A Peierls phase is a
crystal distortion and charge modulation caused by a lattice instability and electron-phonon
coupling [6], whereas an exciton condensate results from an electronic instability driven
by the Coulomb interaction. However, both phases share the same symmetry and many
physical observables, such as the opening of a single-particle energy gap and the appearance















Figure 5.3: (a) Sketch of the excitations of a conventional Peierls charge density wave,
in which the only soft mode is a phonon. (b) Sketch of the collective excitations of an
exciton condensate in a solid. A plasmon-like electronic mode softens at the phase-transition
temperature, TC. ωpl is the plasma frequency and ωph is the phonon frequency.
at their collective modes.
In a Peierls phase transition, the key collective mode is a soft phonon that falls to zero
energy at the transition temperature, TC, and at the wave vector of the charge modulation,
q0. Because a lattice instability drives the transition, the soft phonon is the collective mode
that signals the transition to the Peierls phase and electronic modes, such as plasmons,
will be largely unaffected by the transition [6], as illustrated in Fig 5.3a. Since an excitonic
transition is driven by an electronic instability, the key collective mode will be a soft electronic
mode of the condensed electrons. This mode will soften at the wave vector q0 that separates
the maximum of the valence band and the minimum of the conduction band (Fig. 5.3b).
The softening of the electronic mode to zero energy signifies that the energy needed to create
an electron-hole pair is zero [51, 56, 57] and unambiguously identifies an exciton condensate.
5.2 1T -TiSe2 as a Candidate for Exciton
Condensation
One of the most promising materials for hosting exciton condensation is the transition metal








Figure 5.4: (a) Crystal structure of TiSe2 showing the 1T polytype where the selenium (Se)
atoms for an octahedron around the titanium (Ti) atoms. (b) Illustration of the hexagonal
Brillouin zone of TiSe2 at T = 300 K projected onto the surface plane. Γ corresponds to
(0,0) and M to (1
2
,0). The Se atoms form a hole-like pocket (yellow circle) at the center of
the Brillouin zone and the Ti atoms form electron-like pockets (blue ovals) at the edges of
the Brillouin zone.
(Se) atoms forming an octahedron around the titanium (Ti) atoms in an arrangement known
as the 1T polytype (Fig 5.4a). The Se atoms form a hole-like band at the center of the
Brillouin zone and the Ti atoms form a electron-like band at the edge of the Brillouin zone
(Fig 5.4b). The energy gap between these two bands is very small, like in Fig. 5.2a, leading
to an ongoing debate of whether TiSe2 is a semiconductor (positive gap) or a semimetal
(negative gap) [58, 59, 60]. Whether a positive or negative gap, TiSe2 in the normal state
has a band gap very close to zero, which is ideal for exciton condensation [49, 50, 56].
Around TC ∼ 200 K, TiSe2 undergoes a charge density wave (CDW) transition, which
causes a periodic modulation of the electric charge and an accompanying distortion of the
crystal lattice [61]. The CDW transition in TiSe2 causes the real space unit cell to double,





), which connects the valence band to the conduction band as expected for exciton
condensation. We are using the reciprocal lattice units (H, K, L) to indicate the transferred
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ẑ), where a = 3.54 Å is the in-plane lattice
parameter and c = 6.005 Å is the out-of-plane lattice parameter of the hexagonal unit cell.
However, TiSe2 also undergoes a large lattice distortion, necessarily resulting in a soft phonon
[61, 62, 63], leading some to suggest that TiSe2 is only a Peierls phase and not an exciton
condensate [58, 64, 65, 66, 67].
There is a low-energy electronic collective mode that has been seen in TiSe2 with infrared
(IR) spectroscopy [59] (Fig. 5.6a). This mode was identified as a plasmon because it gave a
clear plasma edge in the reflectivity data and is higher in energy than the known phonons
of TiSe2 [66]. However, this mode behaves unusually in temperature, decreasing in energy
initially before increasing in energy and decreasing in linewidth below the transition tem-
perature. To confirm the existence of an exciton condensate in TiSe2, we need to measure
the dispersion of this electronic collective mode to confirm the existence of a soft electronic
mode at the transition.
5.3 Collective Modes in TiSe2 Measured with
M-EELS
Since neutron scattering and x-ray scattering have both been unable to see the low-energy
electronic mode in TiSe2, M-EELS is an ideal technique to measure the dispersion of the
electronic mode. For our M-EELS study, we used crystals that were grown by Young Il Joe
while a graduate student at the University of Illinois. The crystal were grown using the
iodine vapor transport method. Ti powder and a slight excess of Se powder were loaded
into a vacuum-sealed quartz tube with trace amounts of iodine. The tube was heated to
570-640◦C for 6 hours and maintained in a temperature gradient for seven days before being
cooled to room temperature over a period of 12 hours. For the M-EELS measurements, the
TiSe2 single crystals were cleaved at room temperature and studied using an incident beam
energy of 50 eV. The out-of-plane momentum transfer was kept at 3.75 reciprocal lattice
46
A B
Figure 5.5: (a) Elastic (ω = 0) momentum map of TiSe2 at room temperature, showing the
Brillouin zone boundaries (light brown lines) and the (1,0) Bragg peak. (b) Same map as in
(a), showing the appearance, at T < TC, of superlattice reflections at (0.5, 0) and (0.5, 0.5).
Reprinted with permission from [48].
units (rlu) in order to see the (1,0) Bragg peak with the spectrometer. The surface of a
cleaved crystal of TiSe2 provided reproducible data for ∼40 hours.
M-EELS measurements of the zero frequency, elastic (ω = 0) scattering on TiSe2 are
shown in Fig. 5.5a, b. At 300 K, above the CDW transition temperature, the (1,0) Bragg
reflection from the lattice is clearly visible. Only two momentum indices are used because
M-EELS is a surface sensitive technique and the out-of-plane momentum is not conserved.
At 100 K, below the CDW transition temperature, two new superlattice reflections appear
at q = (1
2




). These superlattice reflections signify the breaking of a translational
symmetry. The locations are consistent with the 2×2×2 charge modulation in the bulk of
TiSe2 measured with x-ray, neutron, and electron diffraction [56, 61]. Hexagons have been
superimposed over the data to show the original and halved Brillouin zones.
M-EELS energy-loss spectra taken at q = 0 for various temperatures are shown in Fig.
5.6b. At 300 K, a damped electronic collective mode is clearly visible at 82 meV. This mode
decreases in energy as the temperature is lowered to 200 K, but below this temperature
the mode sharpens significantly and increases in energy, reaching 47 meV at 17 K. These
observations are quantitatively consistent with previous IR spectroscopy studies on TiSe2
(Fig. 5.6a) [59]. Interpreting this mode as a plasmon is consistent with its behavior above
200 K. The decrease in mode energy as temperature decreases was interpreted as a loss of
47















































Figure 5.6: (a) Infrared (IR) spectroscopy measurement of the temperature dependence of
the electronic collective mode in TiSe2 at q = 0. Data is taken from [59]. (b) M-EELS
spectra at q = 0, showing an electronic mode at 82 meV that shifts and sharpens below TC,
in quantitative agreement with IR studies [59].
charge carriers due to the opening of the CDW gap. To confirm the presence of an exciton
condensate in TiSe2, we need to determine if this electronic mode exhibits soft mode behavior
at TC.
The momentum dependence of the electronic mode in TiSe2 from q = (0,0) to (1,0) is
summarized in Fig. 5.7. At T > TC, the electronic mode behaves as expected for a plasmon
in a semi-metal. The mode increases in energy with increasing q and broadens due to the
increased Landau damping, rapidly damping away into the particle-hole continuum (Fig.
5.7a) [14]. At T = 220 K (Fig. 5.7b), which is still above TC, the electronic mode becomes
very difficult to distinguish in the spectra and its dispersion is unclear. After cooling to T
= 185 K ∼ TC (Fig. 5.7c), the dispersion of the electronic mode drastically changes. Its
energy decreases with increasing momentum, disappearing into the elastic line for q > (0.3,
0) and emerging again for q > (0.7, 0). At q0 = (0.5, 0), the electronic excitation is gapless
within the resolution of our instrument. The electronic mode does indeed appear to soften
at the transition temperature [6, 68].
At temperatures below TC, such as T = 150 K (Fig. 5.7d) and T = 100 K (Fig. 5.7e),








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.8: (a-c) Individual spectra for 300 K, 100 K, and 17 K, showing the dispersion of
a tranverse acoustic phonon in TiSe2. Individual spectra have been scaled by the indicated
factors and offset for clarity. Note that the elastic (ω = 0) feature at H = 0.5 is enhanced
below TC, indicating the development of the excitonic order paramter.
line at q0 = (0.5, 0). At our base temperature of 17 K (Fig. 5.7f), the electronic mode has
hardened to 47 meV and no longer softens. Instead, the mode’s energy and linewidth remain
approximately independent of momentum.
The only other collective modes observed with M-EELS besides the electronic mode were
a couple of phonon modes. Looking at the M-EELS energy-loss spectra from q = (0,0) to
(1,0) in the region near the elastic scattering peak, an acoustic phonon appears as a shoulder
on the elastic line and moves out to an energy of 11 meV at q = (0.5,0) before returning to
an energy of 0 meV at q = (1,0) (Fig. 6.17). The dispersion matches that of the transverse
acoustic phonon observed in early neutron scattering measurements [62]. The dispersion of
this phonon is unchanged below the CDW transition temperature, and so is not a phonon
that participates in the transition. This phonon arises from the displacement of charged ions
perpendicular to the surface and shows up very strongly in the M-EELS spectra.
Occasionally, what appeared to be an optical phonon was visible around 20 meV in the
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M-EELS energy-loss spectra, such as in the spectra at q = (0.9,0) at 100 K (Fig. 5.7e).
Very likely this mode is actually the combination of several phonon branches, all of which
have been studied previously [62, 66]. The dispersions of all nine phonon branches have
been included in Fig. 5.10. The soft phonon observed by neutron scattering [62] and x-ray
scattering [63] is likely absent in our M-EELS measurements due to a difference in matrix
elements between the different phonon branches.
5.4 Quantifying the Electronic Mode Dispersion
To quantify the behavior of the electronic collective mode, we developed two models for the
data and used fits to these models to find the energy of the electronic collective mode at each
momentum and temperature. There are several sources of systematic error in determining
the electronic mode energy, such as (1) the shift in the elastic line over the course of an exper-
iment due to voltage drifts of the M-EELS lens elements, (2) the difficulty in distinguishing
the electronic mode from the acoustic phonon, especially near the phase transition, and (3)
the difficulty in distinguishing the electronic mode from the phonon continuum, especially
in the 5-20 meV range.
We decided to estimate these errors by developing two models to fit the data using the
least squares method. The two models both use a Gaussian peak to fit the elastic line,
a Lorentzian peak to fit the inelastic features, and a constant offset for the background.
Model A includes a single peak for the phonon continuum and a peak for the electronic
mode. Model B includes a Stokes phonon mode (on the energy-loss side of the elastic line),
an anti-Stokes phonon mode (on the energy-gain side), an optical phonon mode, and the
electronic mode for the inelastic features. Example fits to the loss spectra at q = (0.9,0)
and T = 100 K for each of these two models are shown in Fig. 5.9.








































Figure 5.9: Example fits to the M-EELS spectrum at 100 K at q = (0.9,0) using two different
models. Both models use a Gaussian profile to fit the elastic peak, a Lorentzian profile to fit
the inelastic features, and a constant background. (a) Model A, which assumes the presence
of a single peak for the phonon continuum and the electronic mode. (b) Model B, which
assumes the presence of two phonon modes (one on the anti-Stokes side and one on the
Stokes side), an optical phonon, and the electronic mode.








where Efit and E0 are the fit energies of the electronic mode and elastic line to the raw data








The fit values for the electronic mode and elastic line each have a statistical source of error
given by the corresponding diagonal values of the variance-covariance matrix generated in
the fit. The total statistical error for the corrected electronic mode energy from each fit
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(5.3)
where δfit and δ0 are the statistical errors in the mode energy and the elastic line position
in each of the two fit models.
The systematic error sources discussed at the beginning of this section are estimated as
the deviation of the average value of the electronic mode energy from the values obtained in
each of the fit schemes,
σA = |EAEM − EEM |
σB = |EBEM − EEM |.
(5.4)
The final error in the average value of the electronic mode is calculated by adding the stastical










The average values for the electronic mode energy EEM and the final error in the mode
energy σ will be used in the next section to give a quantitative summary of the electronic
mode dispersion at each temperature.
5.5 Conclusion
The results of the data fits giving the electronic mode energy at each momenta and tem-
perature are shown in Fig. 5.10. The spectra at T = 220 K have not been fit because




















Figure 5.10: Dispersion curves along the (H,0) momentum direction determined by fitting
the raw spectra in Fig. 5.7. The error bars represent statistical and systematic contributions.
Thick, vertical bars denote spectra that exhibit a power law form, S(q, ω) ∼ ω−1, instead
of a discernible peak. For comparison, the solid lines show the phonon dispersion along the
A← L direction at T = TC (reproduced from [69]). Only the L2 phonon mode (black line)
participates in the phase transition. The electronic mode behavior is that of the soft mode of
a phase transition, demonstrating the condensation of electron-hole pairs at TC. Reprinted
with permission from [48].
behaves as an ordinary semimetal with a free-carrier plasmon at 82 meV that disperses and
damps into the particle-hole continuum. At T = TC, a gap opens in the single particle
energy spectrum and the electronic mode softens toward 0 meV at q = q0, indicating that
a finite population of excitons has formed. As the temperature is further lowered, the elec-
tronic mode gradually begins to harden and the population of condensed excitons becomes
macroscopic. By T = 17 K, the electronic mode is approximately constant in energy for
all momenta, hardening into an amplitude mode of the condensate. We identify the elec-
tronic mode below the CDW transition temperature as a collective mode of the condensed
electrons, or an exciton, instead of a plasmon as originally identified by IR spectroscopy [59].










Figure 5.11: Sketch of the collective excitations of an exciton condensate in a solid with
lattice degrees of freedom. Both electronic and lattice modes soften at the phase-transition
temperature, TC. At q0, hybrid modes are formed, only one of which reaches zero energy. ωpl
is the plasma frequency and ωph is the phonon frequency. Figure reprinted with permission
from [48].
an exciton condensate via the electron-phonon interaction. If the phonons present in the
material do not actively assist in the transition to an exciton condensate, then there is simply
an avoided crossing between the phonon dispersion branch and the exciton dispersion branch.
This likely describes the dispersions of the transverse acoustic phonon and the soft electronic
mode measured with M-EELS. However, if excitonic and lattice effects work together in the
transition to the ordered phase, then both the electronic and lattice modes will soften at
the transition temperature and the modes will mix near the CDW wave vector q0 (see Fig.
5.11). Although experiments do not have sufficient resolution to measure this, we speculate
that this is what happens for the soft phonon and soft electronic mode in TiSe2. The modes
mix near q0 resulting in a hybrid excitation that is composed of approximately equal phonon
and electronic contributions. The repulsion between the two modes causes the soft electronic
mode to remain at finite energy even at the transition temperature.
Some degree of mixing will always exist between electronic modes and phonon modes in
any material because of the electron-phonon interaction. However, TiSe2 is a qualitatively
distinct from Peierls materials, such as NbSe2 or TaS2 [70], where the plasmon resides at
much higher energy (ωp ∼ 1 eV) and screening from the charge carriers prevents excitons
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from forming. The collective modes in these Peierls materials behave like the illustration
in Fig. 5.3a, where the mixing between the electronic and phonon modes is so weak that
the electronic mode is essentially unaffected by the transition of the CDW state. While the
distinction between an exciton condensate and a Peierls phase may be a quantitative matter,
TiSe2 is so far unique in that the electronic character of its ordered state is much larger than
other CDW materials. We conclude that the presence of the soft electronic mode in TiSe2
provides compelling evidence for the presence of an exciton condensate in TiSe2.
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Chapter 6
The Effect of Copper Doping on
Exciton Condensation in TiSe2
In Chapter 5, we demonstrated the existence of an exciton condensate in the semimetal 1T -
TiSe2 by observing a soft electronic collective mode that fell to 0 meV at TC. When TiSe2 is
doped with copper to form CuxTiSe2, TC is suppressed and a superconducting dome emerges
around x = 0.04. Using M-EELS, we find that the electronic collective mode only softens
near TC for very low doping values (x ≤ 0.004), but does not soften at any temperature for
doping values above x ∼ 0.01. Our results indicate that the exciton condensate is rapidly
destroyed in CuxTiSe2 by screening from the additional electrons from the copper atoms
and that a conventional Peierls-like phase transition persists for doping values above x ∼
0.01. The excitonic state does not appear to be directly related to the superconductivity in
CuxTiSe2 since the two phases exist at different doping values.
6.1 Copper Doped TiSe2
Adding dopant atoms to a material often induces new ground state phases and provides a
convenient tuning parameter to study the evolution of the ground state. In addition to the
CDW transition in TiSe2, superconductivity can be induced by doping the material with
copper (Cu) atoms to produce CuxTiSe2. The Cu atoms intercalate between the Se-Ti-Se
layers. Since the Cu atoms do not substitute for the Se or Ti atoms, the relative amount of
Se and Ti should be unaffected by the Cu intercalation [71]. The value of x in the formula
CuxTiSe2 indicates the atomic percent of Cu divided by the atomic percent of Ti in the
material. An x value of 1 indicates that the Cu:Ti:Se ratio is 1:1:2. This means that we can
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Figure 6.1: The phase diagram for CuxTiSe2 from x-ray diffraction (XRD) studies. Filled
circles indicate the CDW transition temperature meaured with XRD, where blue circles
indicate a commensurate CDW (C-CDW) and orange circles indicate an incommensurate
CDW (IC-CDW). The black open squares represent the temperature at which the resistivity
anomaly associated with the CDW occurs and the green open squares show the supercon-
ducting transition temperature, taken from [71]. Image adapted from [74].
describe a Cu0.02TiSe2 sample as an x = 0.02 sample or as a 2%-doped sample.
We can use the word “doping” instead of “intercalation” to describe the CuxTiSe2 samples
because the Cu intercalation adds atoms to the TiSe2 compound and electron-dopes the
samples. Photoemission studies have shown that the electrons from the Cu atoms dope into
the Ti conduction band and raise the chemical potential [72, 73]. The increased number of
electrons in the conduction band means that the number of charge carriers increases with
Cu doping. Cu doping also introduces disorder and expands the lattice parameters up until
the solubility limit of x = 0.11, beyond which the compound will not crystallize [71].
Measurements of the resistivity anomaly in TiSe2 that is associated with the CDW tran-
sition found that Cu doping suppresses the CDW transition temperature [71]. Above x =
0.06, the resistive anomaly could no longer be seen. The resistivity measurements also found
a superconducting dome that emerges around x = 0.04 and continues up to the solubility
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limit of x = 0.11. The maximum superconducting transition temperature of 4.3 K occurs at
x = 0.08. Based on the resistivity measurements (open squares in Fig. 6.1), the CDW was
thought to disappear around the doping at which the superconductivity appears, suggest-
ing that the superconductivity emerges at a quantum critical point (QCP) when the CDW
transition temperature goes to zero.
However, recent scanning tunneling microscopy (STM) and x-ray diffraction (XRD) stud-
ies have shown that Cu doping does not completely suppress the CDW transition in CuxTiSe2
[74, 75]. Both studies found that the CDW transition exists at doping values that support
superconductivity, but that the CDW wave vector becomes incommensurate with the lat-
tice. A revised phase diagram for CuxTiSe2 from the XRD measurements is shown in Fig.
6.1. Because a CDW transition still exists above the superconducting dome, a QCP cannot
explain the appearance of superconductivity. Instead, something must happen to the CDW
state that makes the emergence of superconductivity possible, since a CDW would usually
cause a material to become an insulator, due to the opening of an energy gap.
We do expect some change in the CDW mechanism due to the increase in the number
of charge carriers from the Cu doping. In TiSe2, the CDW state is very likely stabilized
by both the excitonic instability and the lattice instability (see Chapter 5). However, the
exciton condensate should eventually be suppressed by the Cu doping due to the increased
screening from the additional charge carriers [57]. M-EELS was critical to finding signatures
of exciton condensation in TiSe2. A similar study of the collective excitations in CuxTiSe2,
especially the electronic ones, will provide crucial insight into when and how the exciton
condensate is suppressed and might illuminate its relationship to the superconducting state.
6.2 Determining Effective Doping
Conducting a M-EELS study on CuxTiSe2 requires knowing the correct doping of each
sample. Almost all of the CuxTiSe2 crystals used in this study were grown by Goran Kara-
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petrov’s group at Drexel University using the chemical vapor transport method. The x =
0.07 sample used in this study was grown by Emilia Morosan at Rice University. Early stud-
ies on undoped TiSe2 established that higher growth temperatures lead to larger deviations
from stoichiometry in the form of an excess of titanium or, equivalently, selenium vacancies
[61, 76]. The selenium orbitals comprise the valence band and the titanium orbitals comprise
the conduction band [77, 78, 79]. The deviations from stoichiometry change the transport
properties and suppress the CDW transition temperature in TiSe2 [61]. Both types of defects
lead to a larger number of charge carriers in TiSe2, which will be reflected in a larger plasma





where n is the carrier density, m∗ is the effective mass of the charge carriers, and ε0 is the
permittivity of free space [80].
The variation in n in TiSe2 samples can be seen as a variation of the plasmon energy
measured with M-EELS. To demonstrate this, the electronic collective mode in TiSe2, which
behaves as a plasmon at room temperature [48], measured at q = 0 is shown for two different
TiSe2 samples in Fig. 6.2a. The two samples have plasmon energies that differ by ∼10 meV
and so have different amounts of Ti excess or Se vacancies. The one with the higher plasmon
energy will behave like a lightly doped sample when compared to the other.
As copper is added to TiSe2, the copper intercalants electron-dope the conduction band
and increase the carrier density [72], meaning the plasmon energy will increase as the doping
level increases. While varying amounts of intercalated Ti atoms and Se vacancies may still
be a concern for different samples, CuxTiSe2 samples have the additional complication of an
inhomogeneous distribution of copper atoms. Because the copper atoms intercalate between
the TiSe2 layers [71], they are not necessarily regularly spaced throughout a sample. As






























Figure 6.2: (a) Comparison of the plasmon at 300 K and q = 0 between two different TiSe2
(x = 0) samples. The plasmon energy differs by ∼10 meV between the two samples. (b)
Comparison of the plasmon at 300 K and q = 0 between four different cleaves of the same
Cu0.004TiSe2 sample.
due to the varying density of copper (see Fig. 6.2b for an example). The plasmon energy
could also vary as we moved the electron beam to different spots on the sample for lightly
doped samples (x < 0.01). Because the properties of CuxTiSe2 are impacted by the number
of defects and copper content, we need a method to quantify the effective doping of each
cleave.
The most straightforward way to calculate an effective doping for each cleave is to measure
the plasmon at T = 300 K. Two samples that have different nominal doping values, but nearly
identical plasmon energies should behave similarly because they have similar effective doping
values. We find that the M-EELS plasmon can be quantified by using the Drude model to
fit the spectra at q = 0 and T = 300 K to the dielectric loss function, -Im[1/ε(q, ω)]. The





where 1/τ is the relaxation rate and ωp is the unscreened plasma frequency [80]. We find the
dielectric constant for the Drude model using the general relationship between the complex
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conductivity and the complex dielectric constant that has been modified to include the
background dielectric constant ε∞ [80],
























(ε∞ω2 − ω2p)2 + ε2∞ω2/τ 2
)
, (6.5)
and use this expression (with a scale factor out front) to fit our M-EELS spectra at q = 0
and T = 300 K in the vicinity of the plasmon. For our fits, we use ε∞ = 18 from an optical
spectroscopy study of Cu0.07TiSe2 [81]. The Drude model fits our M-EELS plasmon well
(Fig. 6.3a) and returns fit parameters ωp and τ for each surface (Table 6.1).
If the carrier density of a surface is proportional to the doping of that surface, then the
square of the plasma frequency (ω2p) should increase linearly with x according to Eq. 6.1,
assuming that m∗ remains unchanged with doping. In Fig. 6.3b, we see that ω2p does increase
approximately linearly with nominal doping. A nonzero plasmon energy at x = 0 indicates
that the carrier density n is nonzero, with residual carriers from either selenium vacancies
or temperature. We do a linear fit to ω2p versus nominal doping x for all cleaves and find the
following relationship between the effective doping xeff of a surface and the plasma frequency,
xeff(ωp) =
ω2p − 205, 965.40 meV2





























































Figure 6.3: (a) Energy loss scans at q=0, taken at T = 300 K. The plasmon energy increases
with x. The spectra have all been normalized to the intensity of the elastic line and vertically
offset for clarity. (b) Plot of plasmon energy squared versus nominal doping x for CuxTiSe2
samples. The linear fit gives ω2p(x) = 9, 436, 672.58x + 205, 965.40 and is used to calculate
effective doping values for all surfaces.
Table 6.1: Nominal doping of each surface, the Drude fit parameters for the plasma frequency
ωp and relaxation rate τ , and the effective doping values determined from ωp. The uncertainty
in each parameter corresponds to the standard deviation.
x ωp (meV) τ (meV
−1) xeff
0 437.06 ± 0.79 0.00635 ± 0.00004 0 ± 0.001
0 471.52 ± 0.99 0.00620 ± 0.00005 0.002 ± 0.001
0.004 483.71 ± 1.10 0.00659 ± 0.00006 0.003 ± 0.001
0.004 490.67 ± 0.85 0.00635 ± 0.00004 0.004 ± 0.001
0.004 494.52 ± 1.14 0.00609 ± 0.00005 0.004 ± 0.001
0.004 496.29 ± 1.16 0.00642 ± 0.00006 0.004 ± 0.001
0.004 499.05 ± 1.31 0.00632 ± 0.00006 0.005 ± 0.001
0.01 550.71 ± 1.05 0.00658 ± 0.00005 0.010 ± 0.001
0.01 551.10 ± 1.29 0.00611 ± 0.00006 0.010 ± 0.001
0.01 583.14 ± 1.58 0.00593 ± 0.00006 0.014 ± 0.001
0.02 668.29 ± 1.05 0.00646 ± 0.00004 0.026 ± 0.001
0.04 690.41 ± 1.22 0.00634 ± 0.00004 0.029 ± 0.001
0.07 907.85 ± 2.76 0.00642 ± 0.00009 0.066 ± 0.001
0.07 932.21 ± 2.10 0.00608 ± 0.00006 0.070 ± 0.001



























 (Wu et al.)
Figure 6.4: (blue circles) Carrier density n as a function of effective doping calculated from
Eq. 6.1 using the Drude fit parameters and the effective doping from ARPES spectra. The
carrier density linearly increases with effective doping. (red squares) Carrier density values
computed from measurements of the Hall effect [83].
From this equation, we calculate the effective doping of all surfaces from the plasma frequency
determined from the Drude fit to the M-EELS spectra at q = 0 and T = 300 K. The effective
doping values are recorded in Table 6.1.
As a check on our fit values, we can compute the carrier density for each effective doping
and compare to carrier density values derived from Hall effect measurements. We can easily
calculate the carrier density from Eq. 6.1 if we know the effective mass m∗. There are
nuances to using this equation at low dopings because of the two types of charge carriers,
but this equation provides a reasonable place to start. We estimate the value for the effective
mass from ARPES spectra of the conduction band for x = 0.04 and x = 0.06 [72, 82] using a
fit of the form E(k) = ~2k2/2m∗. The fit gives m∗ = 4.7me for x = 0.04 and m∗ = 4.1me for
x = 0.06, consistent with our previous assumption that the effective mass does not change
with doping. We averaged the two values together to give a final value for the effective
mass of m∗ = 4.4me. Using Eq. 6.1 and this value for the effective mass, we find a linear
relationship between carrier density n and effective doping xeff as seen in Fig. 6.4.
We can now compare the carrier densities found from our Drude fit parameters to carrier
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densities found from measurements of the Hall coefficient [83]. The Hall coefficient RH is
related to the carrier density by the equation, RH = −1/ne. Fig. 6.4 and Table 6.2 compare
the carrier density from our Drude fits to the carrier density from the Hall coefficient at
300 K for the dopings studied in the Hall experiment [83]. The carrier densities are most
consistent for the higher two dopings than for the lower two dopings. The differences at the
lower dopings may be due to the two types of carriers contributing to the carrier density.
Since our carrier densities differ from the Hall values by a factor of 3 or less, our Drude fit
parameters do on the whole seem to be reasonable.
6.3 Screening Properties of CuxTiSe2
We want to gain insight into the screening properties of the normal state of CuxTiSe2, out
of which the the exciton condensate forms. Since the Drude model is a phenomenological
model that describes the electrodynamics of metals, we can use our Drude fits from the
previous section to quantify the screening properties. While TiSe2 is not a metal, it does
become metallic when doped with copper and the Drude model provides an easy way to
estimate the doping at which the material can begin to screen out the Coulomb attraction
between the electrons and holes.
The real part of the dielectric constant, Re[ε(q, ω)], quantifies the screening properties of
the normal state. The real and imaginary components of the dielectric constant in SI units
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Figure 6.5: (a) The real part of the dielectric constant as a function of energy for each
effective doping. A zero-crossing appears at xeff = 0.026. (b) The imaginary part of the
dielectric constant for each effective doping.
are given by,
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(6.7)





ω2 + 1/τ 2
. (6.8)
For a metal, the real part of the dielectric constant ε1(ω) is negative before becoming positive
at ω =
√
ω2p/ε∞ − 1/τ 2. As evident in Fig. 6.5a, there is no zero-crossing in ε1(ω) for xeff ≤
0.014. Instead, ε1(ω) is positive for all frequencies, indicating that CuxTiSe2 is a semimetal
for these effective dopings. For xeff ≥ 0.026, a zero-crossing appears in ε1(ω) and CuxTiSe2
is now metallic and able to screen. Based on this plot, we conclude that a semimetal-metal
transition occurs at approximately xeff = 0.026. As seen in Fig. 6.5b, the imaginary part of
the dielectric constant ε2(ω) remains positive for all dopings, but decreases monotonically
with increasing frequencies.






















Figure 6.6: The dc limit of the optical conductivity as a function of effective doping.
σdc = ε0ω
2
pτ . Fig. 6.6 shows σdc as a function of xeff . The semimetal-metal transition near
xeff = 0.026 occurs at a value of σdc = 3.88× 104 Ω−1m−1.
6.4 CDW Order Parameter
As in TiSe2, we can see the development of the CDW order parameter below the transition
temperature, TC, for each doping. We know from XRD measurements that copper doping
suppresses the CDW transition temperature and that for x > 0.04, the transition temper-
ature remains around TC ∼ 70 K [74]. With M-EELS, we can take an elastic scattering
(ω = 0) scan along the (H,0) direction in reciprocal space. When T < TC, we should see a
superlattice peak at q0 = (
1
2
, 0) in addition to the Bragg reflections at q = (0,0) and (1,0).
As shown in Fig 6.7, we are able to see the CDW peak at q0 for samples with effective
dopings ranging from xeff = 0 to xeff = 0.114. Within our resolution, the width of the
CDW superlattice peak does not systematically increase with effective doping, indicating
that the disorder introduced by the copper atoms does not appreciably broaden the CDW
reflections we see with M-EELS. If there were significant disorder from the copper atoms,
our momentum-resolution would decrease and the CDW peak would broaden.
Since the effective doping of each cleave depends on the number of defects and Cu atoms






















































Figure 6.7: Elastic scattering (ω = 0) M-EELS data taken along the (H,0) direction showing
the CDW superlattice relfection at q0 = (
1
2
, 0). Each panel corresponds to a different effective
doping. The first three panels were taken at T = 100 K and the last three panels were taken
at T = 30 K, which are all temperatures below TC for each doping.
EELS is different from that measured with bulk probes, like resistivity or XRD, for that
same sample. We were able to successfully track the CDW peak in temperature for an xeff =
0.004 sample and an xeff = 0.014 sample. The elastic scans along the (H,0) direction for the




indicating the appearance of the CDW order parameter. This peak sharpens and intensifies
as the temperature is further decreased. Based on when the CDW peak appears in the
M-EELS scans, the CDW transition temperature for this cleave is likely around TC ∼ 190 K
or slightly higher. This is in good agreement with the transition temperature of TC = 195
K determined with XRD using the method described in [74].
Fig. 6.8b shows elastic scans for an x = 0.01 sample with an effective doping value
of xeff = 0.014 in the vicinity of q0 = (
1
2
, 0). A peak appears at q0 around T = 170 K.
For the same xeff = 0.014 sample, resistivity measurements were performed by members of
Goran Karapetrov’s group at Drexel University. Based on the appearance of the resistive
anomaly associated with the CDW transition, they found the transition temperature to be
TC = 183 K. Since our M-EELS measurement finds the CDW peak to disappear between
170 K and 180 K, there is not a large difference in the transition temperature measured



























































Figure 6.8: (a) Elastic scattering (ω = 0) M-EELS data taken along the (H,0) direction for
an xeff = 0.004 sample at selected temperatures from T = 300 K to 100 K. The curves have
been offset vertically for clarity. At T = 190 K ∼ TC, the CDW superlattice peak appears
at q0 = (
1
2
, 0) and increases in intensity as the temperature is lowered. (b) Same as in (a),
but for an xeff = 0.014 sample and zoomed in on region near q0. The CDW superlattice
peak at q0 emerges around T = 170 K ∼ TC.
CDW transition temperatures to be close to those given in the phase diagram in Fig. 6.1.
6.5 Temperature Dependence of the Electronic Mode
at q = 0
In Sec. 6.2, we found that the electronic mode energy at 300 K increases with effective
doping. We next determine how the electronic mode behaves at q = 0 as a function of
temperature for different effective dopings. The temperature dependence of the electronic
mode at q = 0 measured with M-EELS for a range of effective dopings is shown in Fig.
6.9. As discussed in Sec 5.3, the electronic mode in undoped TiSe2 decreases in energy as
the temperature is lowered from T = 300 K to TC ∼ 200 K, but then increases in energy



















































Figure 6.9: M-EELS spectra at q = 0, showing the electronic mode and how its energy
and linewidth change with temperature for different effective dopings. For xeff ≤ 0.014,
the electronic mode shifts to lower energies and sharpens below TC. Near xeff ∼ 0.03, the
electronic mode energy is independent of temperature. For xeff ≥ 0.066, the electronic mode
shifts to higher energies as the temperature decreases and no longer sharpens.
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with effective dopings of xeff ≤ 0.014 exhibit similar behavior (Fig. 6.9b-d), though the
sharpening of the electronic mode below TC is less dramatic than in the undoped sample.
Around xeff ≈ 0.03 there appears to be a crossover region that separates the low doping
behavior from the high doping behavior. In the xeff = 0.026 and 0.029 samples, the electronic
mode energy is approximately independent of temperature (Fig. 6.9e-f). This is around the
doping at which the commensurate to incommensurate CDW transition occurs (Fig. 6.1)
[74]. For dopings in the superconducting region, as seen in the xeff = 0.066 and 0.114
samples, the electronic mode energy increases as the temperature decreases (Fig. 6.9g-h).
This is unusual temperature dependence for a plasmon in a metal, where normally the
plasmon energy would be unchanged with temperature, or else may decrease slightly due to
a decrease in thermally-activated charge carriers. [81]. This unusual shift in energy occurs
even above the CDW transition temperature, which is TC ∼ 70 K for these dopings, and has
also been seen in an IR spectroscopy study of an x = 0.07 sample [81]. Hall data shows the
carrier density to be temperature-independent at these doping values [83], and so the change
in plasma frequency must be due to a change in the effective mass below 300 K (Eq. 6.1).
At least one additional collective mode is seen at q = 0 in some of these samples. The
xeff = 0.026 and 0.029 samples both show an additional mode around 50-60 meV. The energy
of this mode is approximately independent of temperature, but is higher in energy than the
highest energy optical phonon in TiSe2 [62, 66]. A similar, temperature-independent mode
is also seen in the xeff = 0.114 sample around 60-70 meV. These modes become difficult to
discern in energy-loss scans taken at finite q, but appear to be non-dispersive. The origins
of these modes are currently unknown.
Using the fit schemes described in Sec. 6.7, we can extract both the energy and linewidth
of the electronic mode as a function of temperature for each effective doping. The electronic
mode energy as a function of temperature is given in Fig. 6.10a, where each curve corresponds
to a different effective doping. The behavior described above is easy to see in the fits.























































Figure 6.10: (a) Temperature dependence of the electronic mode energy for different effective
dopings, extracted by fitting the data in Fig. 6.9. (b) Linewidth (FWHM) of the electronic
mode versus effective doping at T = 300 K (red squares) and T = 30 K (blue circles) from
fits to the data in Fig. 6.9. The dashed red line shows the average value of the 300 K
linewidths. The blue dashed line is an exponential fit to the 30 K linewidths given by
f(x) = 111.1− 90.9e−x/0.019.
arrows in Fig. 6.10a) moves to lower temperatures as the effective doping increases. For
undoped TiSe2, the dip in the electronic mode energy occurs around T = 200 K, which
corresponds to the CDW transition temperature. For the xeff = 0.002 sample, the CDW
transition temperature is around TC ∼ 190 K (from Fig. 6.8a), but the dip in the electronic
mode energy has shifted to a temperature around T = 160 K. By xeff = 0.014, the dip in the
electronic mode energy is gone and the mode simply decreases in energy as the temperature
decreases. The lack of a strong response in the electronic mode energy to the CDW transition
suggests that excitonic effects are much more rapidly suppressed with doping than expected
based on the existing phase diagram (Fig. 6.1).
We can also examine the linewidth, or the full width at half max (FWHM), of the elec-
tronic mode at each temperature. The linewidth of the electronic mode at two temperatures,
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T = 300 K and T = 30 K, is shown as a function of effective doping in Fig. 6.10b. At T =
300 K, the linewidth is approximately unchanged with effective doping, whereas at T = 30
K, the linewidth increases exponentially with effective doping. While there is still a slight
decrease in the linewidth from T = 300 K to 30 K for the xeff = 0.114 sample, this is likely
due to the lack of thermal broadening at low temperature and contrasts strongly with the
order of magnitude decrease in linewidth seen at xeff = 0.
6.6 Dispersions of Collective Modes in CuxTiSe2
The temperature dependence of the electronic mode at q = 0 suggests that excitonic effects
may be suppressed by or before xeff ≈ 0.03. To determine if and when the exciton condensate
is actually suppressed, we need to measure the dispersion of the electronic mode and find
the doping at which the electronic mode no longer softens. In this section, we study the
M-EELS energy-loss spectra on CuxTiSe2 at finite momentum and find that the electronic
mode no longer softens at any temperature for xeff ∼ 0.01.
xeff = 0.002
Our sample with the lowest effective doping is actually a TiSe2 sample with more Se vacancies
than in the TiSe2 samples used for the study in Chapter 5, likely due to differences in how
the samples were grown. Based on the normal state plasma frequency of ωp = 471.52 ± 0.99
meV, this sample has an effective doping of xeff = 0.002 ± 0.001. While we did not track the
CDW peak in temperature for this sample, we can estimate that the transition temperature
is TC ≈ 190 - 200 K based on the known transition temperatures for xeff = 0 and xeff =
0.004 (Fig. 6.8a).
At T = 300 K > TC (Fig. 6.11a), the momentum dependence of the electronic mode
is very much like that for x = 0. The electronic mode increases slightly in energy from
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Figure 6.11: M-EELS spectra on an xeff = 0.002 sample. (a) Normal state M-EELS spectra
showing an electronic mode at ω = 90.5 meV that exhibits a conventional, Linhard-like
dispersion. The number next to each spectrum represents the factor used to scale the
intensity so all the data could be shown on the same scale. Each spectrum was taken at
a different point in momentum space from q = (0,0) to (0.5,0). (b-c) Spectra at T = 200
K and T = 160 K. The electronic mode reverses its dispersion, softening toward 0 meV at
q0 = (0.5, 0). (d) Spectra at T = 100 K, showing a fully hardened, non-dispersive electronic
mode at ω = 65 meV.
a conductor [14]. Upon cooling to temperatures near TC, such as T = 200 K (Fig 6.11b)
and T = 160 K (Fig. 6.11c), the electronic mode dispersion becomes anomalous. Its energy
decreases with increasing q and the mode cannot be clearly distinguished from the elastic
line at q0 = (0.5, 0). These two dispersions closely resemble the softening of the electronic
mode in TiSe2 at T = 185 K. At T = 100 K < TC (Fig. 6.11d), the mode has increased in
energy to 65 meV and its energy remains approximately constant for all momenta.
xeff = 0.004
The next set of data comes from multiple cleaves of a single crystal with a nominal doping
of x = 0.004. All the cleaves had a similar plasma frequency at 300 K, resulting in the same
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Figure 6.12: M-EELS spectra on xeff = 0.004 samples. (a) Normal state M-EELS spectra
showing an electronic mode at ω ≈ 94 meV that exhibits a conventional, Linhard-like dis-
persion. The number next to each spectrum represents a factor used to scale the intensity.
The curves have been offset vertically for clarity. (b) Spectra at T = 220 K, showing a
non-dispersive electronic mode. (c-d) Spectra at T = 195 K ∼ TC and just below at T = 180
K. The electronic mode does not soften, but becomes broad and ill-defined at q0 = (0.5, 0).
(e) Spectra at T = 160 K, showing an electronic mode that softens toward 0 meV at q0. (f)
Spectra at T = 100 K, showing a fully hardened, non-dispersive electronic mode at ω = 70
meV.
the electronic mode is around 94 meV and increases slightly in energy and linewidth with
increasing q, consistent with the Lindhard description of a conductor [14]. At T = 220 K
> TC (Fig. 6.12b), the electronic mode remains at approximately the same energy at all
momenta. At T = 195 K ∼ TC (Fig. 6.12c), the electronic mode does not soften toward
zero energy, but becomes very broad near q0 = (0.5, 0). The dispersion at T = 185 K (Fig.
6.12d) is similar to the T = 195 K dispersion and it becomes difficult to identify the energy
of the electronic mode for momenta near q0. Further below the transition temperature at
T = 160 K (Fig. 6.12e), the electronic mode softens toward 0 meV at q0. Interestingly, T
= 160 K is close to the temperature at which the dip in the electronic mode energy at q
= 0 occurs (see Fig. 6.10a). By T = 100 K (Fig. 6.12f), the energy and linewidth of the
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Figure 6.13: M-EELS spectra on an xeff = 0.005 sample. (a) Normal state M-EELS spectra
showing an electronic mode at ω = 98 meV that increases slightly in energy and broadens
with increasing q. The number next to each spectrum represents a factor used to scale the
intensity. The curves have been offset vertically for clarity. (b-c) Spectra at T = 160 K and
140 K showing a non-dispersive electronic mode that broadens near q0 = (0.5, 0). (d) T =
100 K, showing a fully hardened, non-dispersive electronic mode whose energy and linewidth
remain approximately momentum-independent.
xeff = 0.005
An x = 0.004 sample with a plasmon energy of 98.3 ± 4.0 meV and a slightly higher effective
doping of xeff = 0.005± 0.001 begins to show more changes in the dispersions of the electronic
mode. At T = 300 K (Fig. 6.13a), the electronic mode at 98 meV does broaden and disperse
out slightly in energy with increasing q. No dispersions were taken at the CDW transition
temperature on this sample, which is likely near 185-190 K. At T = 160 K (Fig. 6.13b) the
electronic mode broadens near q0 = (0.5, 0) but does not soften. This contrasts with the
160 K dispersion from the xeff = 0.004 sample, which showed a softening of the electronic
mode. The dispersion at T = 140 K (Fig. 6.13c) closely resembles the 160 K dispersion. By
T = 100 K (Fig. 6.13d), the electronic mode does not change in energy or broaden with q.
The lack of a soft electronic mode in this sample suggests that excitonic effects may already
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Figure 6.14: (a-e) M-EELS spectra on xeff ≈ 0.01 samples at T = 300 K, 220 K, 170 K,
150 K, and 100 K. The number next to each spectrum represents a factor used to scale the
intensity. The curves have been offset vertically for clarity. The spectra show an electronic
mode whose energy and linewidth remain approximately momentum-independent at each
temperature.
xeff ≈ 0.01
The next set of data comes from multiple cleaves of a single crystal with a nominal doping of
x = 0.01. All of the cleaves gave a similar plasma frequency, resulting in an effective doping
of approximately xeff = 0.01 for each cleave when considering the error bars on the Drude fits.
The CDW transition temperature of these cleaves should be around TC ∼ 170 K based on
Fig. 6.8b. As seen in Fig. 6.14, the dispersion of the electronic mode at this effective doping
is approximately independent of temperature. At T = 300 K (Fig. 6.14a), the electronic
mode sits at ω = 109.5 ± 6.0 meV and no longer increases in linewidth with q as in samples
with lower effective dopings. The electronic mode dispersion remains essentially the same for
T = 220 K, 170 K, 150 K, and 100 K. The mode does not soften at any temperature down
to T = 100 K. Instead, the energy of electronic mode remains approximately independent
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Figure 6.15: (a-e) M-EELS spectra on an xeff = 0.026 sample at T = 300 K, 200 K, 130 K,
80 K, and 30 K. The number next to each spectrum represents a factor used to scale the
intensity. The curves have been offset vertically for clarity. The spectra show an electronic
mode whose energy and linewidth remain approximately momentum-independent at each
temperature.
xeff = 0.026 and 0.029
Two CuxTiSe2 samples with different nominal doping values of x = 0.02 and x = 0.04 had
very similar plasmon energies when cleaved and gave effective doping values of xeff = 0.026
and xeff = 0.029, respectively. In Sec. 6.5, we saw that the samples have very similar
temperature dependence of the electronic mode at q = 0. Not surprisingly, the dispersion
of the electronic mode is nearly identical between the two samples and we show only the
dispersion set for the xeff = 0.026 sample for brevity (Fig. 6.15). Based on the phase diagram
in Fig. 6.1, the CDW transition temperature should be around TC ∼ 140 K, consistent with
our observation of the CDW peak at T = 130 K in the xeff = 0.026 sample, but not at T =
200 K. The energy and linewidth of the electronic mode remain approximately independent









































































Figure 6.16: (a-c) M-EELS spectra on an xeff = 0.070 sample at T = 300 K, 70 K, and 30
K. The number next to each spectrum represents a factor used to scale the intensity. The
curves have been offset vertically for clarity. The spectra show an electronic mode whose
energy and linewidth remain approximately momentum-independent at each temperature.
xeff = 0.070 and 0.114
Samples with doping values of x > 0.04 have a CDW transition around TC ∼ 70 K and a
superconducting transition at lower temperatures. Despite the change in the temperature
dependence at q = 0 for these higher dopings as compared to lower dopings, there is no
change in the dispersion of the electronic mode for the xeff = 0.070 and 0.114 samples as
compared to the xeff ≈ 0.01 and 0.03 samples. The momentum dependence of the electronic
mode is shown for the xeff = 0.070 sample at T = 300 K, T = 70 K ∼ TC, and T = 30 K in
Fig. 6.16. At each temperature, the energy of the electronic mode is again approximately
independent of momentum.
Phonon Modes Seen with M-EELS
Aside from the electronic collective mode that was the focus of the previous sections, we






























































































































Figure 6.17: (a-c) M-EELS spectra on an xeff = 0.01 sample at T = 300 K, 185 K, and 150
K. The number next to each spectrum represents a factor used to scale the intensity. The
spectra are focused on the region near the elastic line and show a combination of phonon
modes that appear as a collective mode that disperses from 0 meV at q = (0,0) to 36 meV
at q = (0.9,0).
5.3, we saw an acoustic phonon that dispersed out from 0 meV at q = (0,0) to a maximum
energy of 11 meV at q = (0.5,0) and then back to 0 meV at q = (1,0). This was identified
as a transverse acoustic (TA) phonon mode that has been observed using inelastic neutron
scattering [62]. Additionally, we could occasionally see an optical phonon around 20 meV in
the data. In the CuxTiSe2 samples, we see what appears to be a mode that disperses from
0 meV at q = (0,0) to ∼20 meV at q = (0.5,0) and then to an energy of ∼36 meV at q
= (0.9,0). Most of the dispersions taken in the previous sections were only taken from q =
(0,0) to (0.5,0) and in this region the mode looks like an acoustic phonon. Only when we
took a full dipsersion out to q = (1,0) did we discover that the mode continues to disperse
out to higher energies.
Almost all of the full dispersions were taken for samples with xeff ≤ 0.014. For example,
in an xeff = 0.01 sample, we saw a mode that disperses from 0 meV at (0,0) to ∼36 meV
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at (0.9,0) at T = 300 K, 185 K, and 150 K (Fig. 6.17a-c). The dispersion of the mode is
unaffected by the CDW transition which occurs around TC = 170-180 K. Futhermore, we
saw the same mode in full dispersions taken on the xeff = 0.004 samples and the xeff = 0.114
sample (Fig. 6.17d). The energy of the mode does not change with doping, which strongly
suggests that the mode is a phonon mode and not an electronic mode. The energy of the
mode is also in the energy range of the known phonons in TiSe2 [66].
Since the dispersion of a collective mode should be symmetric about the Brillouin zone
edge of q = (0.5,0), the mode described above is likely a combination of two or more separate
phonon branches. One is the TA phonon mode seen in TiSe2 and the other is a phonon mode
that disperses from 36 meV at q = (0,0) and (1,0) to ∼20 meV at q = (0.5,0). Due to our
scattering matrix elements, we see the TA phonon mode strongest in the first Brillouin zone
from q = (0,0) to (0.5,0) and the other phonon mode strongest in the second Brillouin zone
from q = (0.5,0) to (1,0). Additionally, we could also be glimpsing the 20 meV optical
phonon mode in some of the spectra. All of these phonon features are most likely the result
of multiple phonon branches, since many of the 9 phonon branches overlap in energy [62, 66].
6.7 Quantifying the Electronic Mode Dispersion
This section outlines the method for obtaining the energy points and error bars for summary
plots of the momentum dependence of the electronic mode in CuxTiSe2. The raw spectra are
fit using a series of Gaussian and Lorentzian functions for the elastic peak, phonons, and the
electronic mode, including both Stokes and anti-Stokes (energy gain) features as appropriate.
The following procedure was repeated at each momentum value and temperature for each
xeff value.
There are several main sources of systematic error in the measurement. These include
the shift of the elastic line during the experiment due to drifts in the voltages of the M-
EELS lens elements, ambiguity in distinguishing the electronic mode from phonon modes
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(especially for samples with xeff < 0.01 and in the vicinity of the phase transition), and
distinguishing the electronic mode from the background continuum.
To estimate these errors, each spectrum was fit using the least squares method according
to three different schemes. Scheme A uses a Gaussian profile to fit the elastic peak, two
Lorentzian profiles to fit what are either the tails of the elastic peak or low energy phonons,
a Lorentzian profile for the plasmon, and a constant background. Scheme B uses a Gaussian
profile for the elastic peak, a second Gaussian profile the elastic peak tails, a Lorentzian
profile for the plasmon, and a constant background. Scheme C uses a Gaussian profile for
the elastic peak, two Lorentzian profiles for the elastic peak tails, a Lorentzian profile for the
plasmon, and a second Lorentzian profile for the high-energy tail of the plasmon. If more
phonons are visibly present in a spectrum, additional Lorentzian profiles are added to the
above schemes for each phonon. An example of each fit scheme is shown in Fig. 6.18 for
xeff = 0.114 spectra at q = 0 and T = 300 K. For low effective dopings (xeff < 0.01), the
tail of the plasmon was not very pronounced and only fit schemes A and B were used. An
example of this can be seen for the q = (0.4,0) spectra at T = 200 K for an xeff = 0.002
sample (Fig. 6.19).
In each fit scheme, the plasmon energy is defined as the difference between its fit value











where Efit and E0 are the fit energies of the plasmon and elastic peak in each of the three


























































































Figure 6.18: Fits to the T = 300 K, q = (0,0) data for an xeff = 0.114 sample. Details of the
three fit schemes used are given in the text. The plasmon energy for each model is defined
to be the plasmon peak position from the fit minus the elastic peak position from the fit.
The plasmon energies from each of the three models are averaged together to get the final
result for the plasmon energy.
The statistical source of error for each scheme is calculated by adding the standard deviations














2 + (δC0 )
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(6.11)
where δfit and δ0 are the errors in the plasmon energy and elastic peak energy, respectively,
in each of the three schemes. The systematic error is estimated as the deviation of the
plasmon energy obtained in each of the three fitting schemes from the average value:
σA = |EAp − ωp|
σB = |EBp − ωp|















































Figure 6.19: Fits to the T = 200 K, q = (0.4,0) data for an xeff = 0.002 sample. Details of
the two fit schemes used are given in the text. The plasmon energies from the two fit models
are averaged together to get the final result for the plasmon energy.
The final error bars for the average plasmon energy come from adding the statistical and















The results of the data fits giving the electronic mode energy at each momenta and temper-
ature for a selection of effective dopings are shown in Fig. 6.20. The xeff = 0 panel is the
same as Fig. 5.10 from Sec. 5.5. At T = 300 K, the electronic mode behaves as an ordinary
free-carrier plasmon, dispersing up in energy and damping into the particle-hole continuum
with increasing q. Near the phase transition, at T = 185 K ∼ TC, the electronic mode
softens toward zero energy signaling the formation of a finite population of excitons. As the
temperature is further decreased, the electronic mode begins to harden as the population of
excitons becomes macroscopic. At T = 17 K, the electronic mode has fully hardened into





























































Figure 6.20: Dispersion curves along the (H,0) momentum direction for different effective
dopings determined by fitting the raw spectra in Sec. 6.6. The error bars represent statistical
and systematic contributions. Thick, vertical bars denote spectra that do not exhibit a
discernible peak, but either power law form of S(q, ω) ∼ ω−1 or a broad and ill-defined
mode. The temperatures shown in the legend represent a summary of the temperatures
measured in the dispersions.
For xeff = 0.002, the electronic mode exhibits similar behavior as for xeff = 0. At T =
300 K, the electronic mode still disperses up slightly in energy with increasing q and damps
for q > (0.3,0). At T = 200 K ∼ TC and especially at T = 160 K, the electronic mode
softens toward zero energy and it becomes difficult to distinguish the mode energy for q ≥
(0.3,0), indicated by the thick error bars in Fig. 6.20. This signals that a finite population of
excitons has formed. In contrast to xeff = 0, by T = 100 K, the electronic mode has already
hardened into an amplitude mode of the condensed electrons and remains at approximately
the same energy for all momenta. Here the amplitude mode resides around 65 meV, which
is higher than the amplitude mode energy of 47 meV in xeff = 0.
For xeff = 0.004, the electronic mode does not soften at the phase transition temperature
of TC ∼ 190 K, but does become a very broad and ill-defined peak near q0 = (0.5, 0) at T =
195 K and T = 180 K. Below the transition temperature, at T = 160 K, the electronic mode
softens toward zero energy, indicating that excitons are spontaneously condensing. Again,
by T = 100 K, the electronic mode has hardened into an amplitude mode of the condensate.
For xeff = 0.01, the electronic mode no longer softens at any temperature measured and
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excitons no longer spontaneously condense. The disappearance of a soft electronic mode
indicates that exciton condensate is suppressed before the semimetal-metal transition found
near xeff = 0.026 in Sec. 6.3. The excitonic phase is screened out by the additional electrons
from the Cu atoms even before the material becomes fully metallic. The non-dispersive
behavior of the electronic mode continues for all higher dopings, from xeff = 0.026 to xeff =
0.114, with the electronic mode remaining approximately constant in energy for all momenta
at all temperatures. The only change with doping is the temperature dependence of the
electronic mode at q = 0. Notably, the excitonic effect disappears long before significant
suppression of the lattice distortion or the onset of superconductivity.
One might think the lack of momentum-dependence of the electronic mode is that the Cu
atoms introduce too much disorder to the material and destroy our momentum-resolution.
Instead of measuring the true momentum-dependence of the collective modes, we would see
an energy-loss spectrum that has been averaged over all q. However, we do not believe that
this is occurring, since we still see the CDW peak for all effective dopings and the width of
the CDW peak does not increase systematically with doping (Fig. 6.7). Instead, the lack
of momentum-dependence of the electronic mode must be a consequence of the changing
physics in the material from the increasing number of charge carriers.
6.9 Conclusion
We can use the information from the dispersion summary to create a revised phase diagram
for CuxTiSe2 by adding points that indicate the temperature TEC at which the electronic
mode softens most completely toward zero energy. For xeff = 0, this occurs very near the
phase transition temperature around TEC = 190±10 K. For xeff = 0.002, we saw softening at
both T = 200 K and T = 160, allowing us to estimate TEC as the midpoint between these two
temperatures, TEC = 180± 20 K. For xeff = 0.004, the softening only occurs at T = 160 K,
and we estimate TEC = 160±30 K, since the electronic mode becomes very broad near q0 for
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Figure 6.21: The revised phase diagram for CuxTiSe2. As before, the blue circles indicate
the commensurate CDW (C-CDW) transition temperature and orange circles indicate the
incommensurate CDW (IC-CDW) transition temperature, both meaured with XRD [74].
The black open squares are the temperature at which the resistivity anomaly associated with
the CDW occurs and the green open squares are the superconducting transition temperature,
both taken from [71]. The red diamonds indicate the temperature at which the electronic
collective mode softens most completely toward zero energy, as measured by M-EELS. The
dashed dark red line indicates the semimetal-metal transition determined from the Drude
fits in Sec. 6.3.
slightly higher temperatures. Since the electronic mode no longer softens by xeff = 0.01, we
place the TEC = 0 point at xeff = 0.01 ± 0.004. The idea of separate transition temperatures
for the lattice distortion and exciton condensation has been suggested previously [84, 85],
with some authors suggesting that for TiSe2 the exciton condensation may occur within the
deformed lattice [84], which could be consistent with our observations.
The revised phase diagram is shown in Fig. 6.21. Easily seen from the phase diagram is
that the exciton condensate is rapidly destroyed by the screening from the additional elec-
trons from the Cu atoms. For xeff ≤ 0.004, both the excitonic instability and electron-phonon
coupling very likely contribute to stabilizing the CDW transition, as has been suggested pre-
viously [84, 86, 87]. For xeff ≥ 0.01, the screening from the additional electrons increases,
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the semimetal-metal transition occurs, and the electronic mode no longer softens. Above
xeff = 0.01, CuxTiSe2 becomes a normal metal with a temperature-independent plasmon
and a conventional Peierls phase CDW that is due to electron-phonon coupling, like in other
TMDs [70]. For xeff ≥ 0.066, the electronic mode exhibits an anomalous increase in energy
as the temperature is lowered, indicating significant band renormalization in the normal
state. Furthermore, the suppression of the exciton condensate is not directly related to the
commensurate-to-incommensurate transition or the emergence of superconductivity as those
both happen at a higher doping of xeff ≈ 0.04.
6.10 Future Work
As discussed in Sec. 6.1, the original study on CuxTiSe2 found the solubility limit to be at
x = 0.11 [71]. A small number of subsequent studies have succeeding in producing crystals
with higher doping levels by changing the sample preparation method [88, 89, 90, 91]. The
most recent study synthesized crystals with dopings of x = 0-0.35 and studied them with
X-ray diffraction [91]. They found that near x = 1/4 and x = 1/3, there are two phase
transitions driven by the ordering of the Cu atoms. They also found that superconductivity
was absent in all samples with x ≥ 0.13.
We undertook a brief study of CuxTiSe2 samples with a nominal doping of x = 0.33 that
were grown by Shunsuke Kitou at Nagoya University in Japan using a method developed in
an earlier study [88]. We found that the samples were much more difficult to cleave than
the lower doped CuxTiSe2 samples. Most of our cleave attempts were unsuccessful as the
epoxy would fail and break before the sample would cleave. Out of approximately 12 cleave
attempts, only two resulted in any sort of sample cleave. Even then, the surface was very
rough and we could not find sharp specular reflections or any Bragg peaks. The samples are
difficult to cleave because the additional Cu atoms add structural stability to the material.

























Figure 6.22: M-EELS spectra taken on an xeff = 0.223 sample at q = 0 and T = 300 K
(red curve) and 100 K (blue curve). The electronic mode shifts to higher energies as the
temperature decreases.
successful cleaves. The plasmon energy at 300 K is ω = 347± 2 meV and the cleave has an
effective doping of approximately xeff = 0.223 ± 0.003. The Cu atoms are supposedly more
liquidlike at these higher dopings and it is possible that some Cu atoms escaped while heating
the sample to cure the epoxy, leading to a lower effective doping than the nominal doping
after cleaving. Interestingly, the electronic mode shifts to a higher energy as the temperature
is lowered, as seen in the xeff = 0.114 and 0.066 samples. The electronic mode increases by
about 25 meV upon cooling from 300 K to 100 K, which is very close in energy to the shift
seen in the xeff = 0.114 and 0.066 samples. The increase in the electronic mode energy as the
temperature decreases in a sample where no superconductivity is observed suggests that the
temperature dependence is not unique to the superconducting region of the CuxTiSe2 phase
diagram. Instead, the temperature dependence is likely due to an effective mass change that
sets in below 300 K once a high enough doping level is reached.
Future work would focus on finding a more successful method to cleave these higher
doped samples in order to measure the superlattice peaks unique to the x = 1/4 and x =
1/3 dopings [91], the complete temperature dependence of the electronic mode at q =0, and




M-EELS is a versatile technique to study the low energy collective modes in strongly corre-
lated electron systems. In this thesis, we extended previous derivations of the M-EELS cross
section to include the elastic Bragg scattering from the in-plane crystal stucture, thus gener-
alizing the cross section for a periodic system. In deriving the cross section, we established
that M-EELS measures the dynamic charge susceptibility, χ(q, ω), which is a propagator
for the charge density. χ(q, ω) describes the disturbance created in the charge density by
the probe electron interacting with the electrons near the surface of the material. We also
discussed some of the details needed to experimentally implement the M-EELS technique,
including a revised procedure for tuning the electron beam of the spectrometer that results
in a higher energy resolution. Since M-EELS is a surface-sensitive technique, we also doc-
umented the sample preparation procedure for cleaving a layered material in our vacuum
chamber to expose a pristine surface for M-EELS measurements.
We used M-EELS to study the low energy collective modes of the unconventional super-
conductor Sr2RuO4. Sr2RuO4 is of particular interest because the pairing mechanism for the
Cooper pairs may be of the extremely rare spin-triplet variety. With M-EELS, we observed
collective modes at 38 meV and 71 meV that coincide closely in energy with quasiparticle
kinks observed in FT-STM measurements. The dispersion of the 38 meV mode is consistent
with that of a conventional, optical phonon. The dispersion of the 71 meV mode is highly
anomalous and is likely that of a surface phonon that merges with a bulk band. This mode
also exhibits a Fano lineshape, suggesting that it is strongly coupled to the electrons. The
kinks seen in FT-STM very likely arise from coupling of the quasiparticles to the phonons ob-
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served with M-EELS, indicating that interaction effects play a significant role in the normal
state of Sr2RuO4.
We next used M-EELS to investigate the charge density wave (CDW) phase in 1T -TiSe2.
By observing an electronic collective mode in TiSe2 that softened to 0 meV at the CDW
transition temperature, we demonstrated the formation of a Bose condensate of excitons.
The nonzero momentum of the excitons results in a modulation of the charge density, or
a CDW. Our observation of a soft electronic mode was also the first direct experimental
verification of exciton condensation in a solid. Very likely the excitonic instability and the
lattice instability in TiSe2 work together to stabilize the transition to the CDW phase.
We then examined the stability of the exciton condensate phase under electron-doping
by conducting a M-EELS study on CuxTiSe2. The Cu atoms contribute electrons to the
conduction band of TiSe2 and increase the amount of screening in the material. CuxTiSe2 has
a superconducting dome that emerges around x = 0.04 and coexists with an incommensurate
CDW. Although the CDW in CuxTiSe2 persists to these higher dopings, the excitonic effect
(as indicated by the soft electronic mode) disappears at x = 0.01, which we show occurs
before the semimetal-metal transition near x = 0.026. This indicates that the excitonic
phase is very sensitive to screening. At x = 0.029, CuxTiSe2 is a conventional metal that
has a temperature-independent plasmon and an ordinary structural phase transition. In the
superconducting regime (x = 0.066, 0.114), the electronic collective mode shifts to higher
energies as the temperature is lowered. This is highly unusual behavior for a plasmon
and indicates significant band renormalization in the normal state. The excitonic state in
CuxTiSe2 does not appear to be directly related the superconducting state because the two
phases exist at very different doping values.
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Büchner, B. Phys. Rev. Lett. 107, 176404 (2011).
[71] Morosan, E., Zandbergen, H. W., Dennis, B. S., G., B. J. W., Y., O., Klimczuk, T.,
Ramirez, A. P., Ong, N. P., and Cava, R. J. Nature Physics 2, 544 (2006).
[72] Qian, D., Hsieh, D., Wray, L., Morosan, E., Wang, N. L., Xia, Y., Cava, R. J., and
Hasan, M. Z. Phys. Rev. Lett. 98, 117007 (2007).
[73] Zhao, J. F., Ou, H. W., Wu, G., Xie, B. P., Zhang, Y., Shen, D. W., Wei, J., Yang,
L. X., Dong, J. K., Arita, M., Namatame, H., Taniguchi, M., Chen, X. H., and Feng,
D. L. Phys. Rev. Lett. 99, 146401 (2007).
[74] Kogar, A., de la Pena, G. A., Lee, S., Fang, Y., Sun, S. X.-L., Lioi, D. B., Karapetrov,
G., Finkelstein, K. D., Ruff, J. P. C., Abbamonte, P., and Rosenkranz, S. Phys. Rev.
Lett. 118, 027002 (2017).
[75] Yan, S., Iaia, D., Morosan, E., Fradkin, E., Abbamonte, P., and Madhavan, V. Phys.
Rev. Lett. 118, 106405 (2017).
[76] Hildebrand, B., Didiot, C., Novello, A. M., Monney, G., Scarfato, A., Ubaldini, A.,
Berger, H., Bowler, D. R., Renner, C., and Aebi, P. Phys. Rev. Lett. 112, 197001
(2014).
[77] Traum, M. M., Margaritondo, G., Smith, N. V., Rowe, J. E., and Di Salvo, F. J. Phys.
Rev. B 17, 1836–1838 (1978).
[78] Anderson, O., Manzke, R., and Skibowski, M. Phys. Rev. Lett. 55, 2188–2191 (1985).
[79] Cercellier, H., Monney, C., Clerc, F., Battaglia, C., Despont, L., Garnier, M. G., Beck,
H., Aebi, P., Patthey, L., Berger, H., and Forró, L. Phys. Rev. Lett. 99, 146403 (2007).
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