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1．はじめに
　ある現象が解明したときの波及効果は予想でき
ないほど大きく，これが基礎研究の重要性の由縁
でもある．生物の情報処理の問題もそのひとつで
あり，その研究成果が全く新しい情報処理技術へ
発展した．神経系に関する研究は古くから行われ
たが，1943年頃から本質的なことがわかりはじ
めた．動作の装飾的なものを排除し，本質を求め
ていくと情報処理を担っているのは神経細胞と神
経線維になる．神経細胞の生理がわかり，記憶は
神経細胞間をつなぐ神経線維の太さとして蓄えら
れることがわかった．神経細胞の情報科学的に見
た生理は単純である．先行する神経細胞からの情
報の総和がある閾値をこえたとき，discreteな信
号を後続する細胞に送る．このような細胞が神経
線維を介して数多く結合したものが神経系であ
る．
　生物の神経系を人工的に再現し，人工の神経回
路網（ニューラルネットワーク：NN）の働きを
調べると生物の脳に似た動作をする．NNにはい
ろいろな結合方式があり，現在さかんに研究され
ている．ここで紹介するのは，階層型NNと呼ぼ
れ，この結合方式は古くから考えられていたもの
であるが，私共の研究室で，医学・化学での応用
を目的として展開したものである．頁数の制限の
ため，具体的な例は文献を明記するのみとなった
が，この小論ではなるべく平易にの動作の原理と
特徴の概要を表した．
2．形式ニューロンの動作とNNの方式
　2．1　NN法
　人工のNN（arti6cial　neural　network：以下
単にNNという）法は神経系の情報伝達機構を模
倣した情報処理方式である．一般にいうニューロ
コンピュータはNNを演算素子とする情報処理装
置のことであり，そこではNNが情報処理の中心
を担う．
　ニューロンの動作のモデル化の提案は古く，
1943年にMcCullochとPittsによってニューロ
ンの動作のモデルが提出されたことに始まる．D
ニューロンは興奮すると出力側の軸策にパルスを
出し，興奮していないときはほとんど出さない．
一つのニューロンは他の多くのニューロンから受
け取った刺激の総和が，その細胞ごとに決められ
た閾値（threshold）を越えると興奮し，その刺激
を結合しているニューロンに送る．このように機
能のみを設定したニューロンは形式ニューロンと
よぶ．
　一方，学習に関して，1949年にHebbはニュ
ー ロン間の結合部（シナプス）は，刺激が伝達さ
れる回数が多い程，その結合強度が増加し，さら
に刺激が伝えやすくなる．これが神経回路に可
塑性をもたらして，認識や記憶を形成すると仮
一　7
Proc．　Hoshi　Univ．　No．35，1993
LO
05
0．0
後位ニューロン
一ΣW話　　θ（th・e・h・1d）
　　↓＝1
図1　形式ニューロンの動作
定した．2）この仮説はHebbのシナプス強化則
（Hebbian　rule）とよぼれる．　Hebbian　ruleを
形式ニューロンに適用し，ニューロンの結合方式
を吟味したものがNNの基本原理である．
　形式ニューロンが興奮し出力軸策にインパルス
を与える状態を1，そうでない状態を0とする
と，形式ニューロンの動作は図1で示すことがで
きる．ここで，縦軸は出力インパルスの有無を，
横軸のθはニューロンの閾値（threshold）を表
す．また，Σ肌幽は多数のシナプスからの（刺
激）情報の総和である．ここで，肌ゴはシナプス
荷重（synaptic　weight：以下単に結合荷重とい
う）とよぽれ，シナプス結合の強度をあらわす．
また，ぴはシナプス前細胞の出力値（0または1）
である．
　このような動作を数式で示すと，
　　れび＝Σ叱ゴ微一θ＝・1γX一θ
　1＝1
（2－1）
　　　　　　　　　z＝プ（y）　　　　　　（2－2）
となる．ここで，WおよびXはベクトル（げ1ゴ，
▽2ゴ，ヤγ3」，・…，π。∫）および（の1境2，劣3，・…，¢。）
である．また，W。＋、，ゴ＝θ，賜＋、＝1とおいて各ベク
トルの要素に加え，（W、ゴ，▽2ゴ，▽3ゴ，…・，W。プ，θ）
および（佑P¢2，佑3，・…，ω。，1）をあらためて　W
およびXと表すと，式2－1は，
　　　　　　　　び＝1γX　　　　　　　（2－1’）
と表すことができる．
　式（2－2）における2はニューロンの出力値で
あり，プ（γ）は，
　　　　　　　　　　1　if　び＞0
　　　　　　／1（〃）＝　　　　　　　　　　　　　　　　　　　（2－3）
　　　　　　　　　、O　if　びく0
のように定義される階段関数である．これを動作
関数（activation　function）とよぶ．なお，生体
の神経回路では信号の強度はパルス密度で表され
るが，形式ニューロンではアナログ値に置き換え
る．この置き換えは数学的に等価とみなすことが
できる．
　NNのニューロンの動作関数は微分可能な代数
的関数で代用されている．現在最もよく用いられ
る関数はシグモイド（sigmoid）関数と呼ばれるも
のである．
　　　　　畑）一、⊇（一α賀）・　（ら・）
この関数はαの値により，非線形性の強い階段関
数（大きなα値）から線形に近い関数（小さなα
値）まで連続的に変化させることができ（図2），
適切な性質を右する．また，シグモイド関数が微
分可能であることは，後に述べるバックプロパゲ
ー ション学習法の適用に好都合となる．
1
　　　酌）＝　　　　　1＋exp（一αy・θ）
∬y戊→
05
0
α＞1
→y　　　　　　　　　θ　（threshold）
図2　シグモイド関数の性質
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図3　形式ニューロンの分類動作
　2．2　形式ニューロンの動作
　個々のニューロンの動作を調べてみる．いま式
（2－1）においてそのニューロンに連結する前位ニ
ューロンの出力値とのシナプス結合荷重値▽が
決定されているものとする．式（2－1’）の左辺を0
とおくと，ベクトルXの張る空間で，▽によっ
て勾配と位置が定まる超平面となる（図3：図で
は超平面は直線として表されている）．この空間
内ではベクトルXは点で表され，超平面上にあ
るときは式（2－1’）は0をあたえる．したがって，
式（2－2）までを考えるとベクトルXがこの超平
面の上側にある場合は，式（2－2）は1を，また下
側にある場合は0を出力する．このように，形式
ニューロンは結合しているニェーロンの出力を，
学習で得た判断基準（W）をもとに認識・分類す
る．
形式ニューロンの動作関数が式（2－2）のような階
段関数の場合は分離平面の厚さは薄いが，シグモ
イド関数を用いた場合は図3bに示すように厚く
なり，出力として0～1の問の値も与えるように
なる．
　2．3　ニューロンの結合方式
　形式ニューロンの結合によってNNが形成され
る．ネットワークは大別して階層型と相互結合型
とがある．図4aに示すように，階層型ネットワ
ー クは入力層，単数または複数の中間層（かくれ
層ともよぼれる），および出力層から成り，情報
は入力層から出力層に向かって伝達される．一方
向に情報伝達するため，化学的シナプス結合をモ
デルとしたものといえる．1961年にRosenblatt
が学習機械［パーセプトロン］としてはじめて提
案した形であるので，3）パーセプトロン型（ニュ
ー ラル）ネットワークともよばれる．後に述べる
ように，階層型ネットワークにはバックプロパゲ
ー シュン（逆伝播）法という便利な学習方式が確
立されている．4）
　図4bに示すようにニューロンの出力が自分自
身に，あるいは特定の2個のニューロン間で互い
に一つのニューロンの出力が他のニューロンの入
力にフィードバックされるような結合モデルをフ
ィードバック型あるいは相互結合型ネットワーク
とよぼれる．これは電気的シナプス結合をモデル
としている．相互結合型のネットワークは階層型
のネットワークのような特別な構造は持たず，ニ
ューロンは相互に結合され情報も双方向に伝達さ
れる．相互結合型のネットワークの代表的な例と
して，ホップフィールド型ネットワーク5）とボル
ツマンマシンとよぼれるネットワークがある．6）
入力層
a階層型ネットワーク
　　　図4
　出力層
：》o
＞。
墨。
♪〈
　o
b相互結合型ネットワーク
階層型ネットワークと相互結合型ネットワーク
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3．階層型NNの理論
　3．1学　　　習
　系の学習とはその系が外界からの入力に応じて
系自身の構造を変形することであると定義でき
る．生物の神経系では神経細胞間のシナプス結合
の強さを変化させることによって学習が行われる
ものと理解される．したがって，NNの理論にお
いては，学習はシナプス間の結合荷重値（これを
総称して荷重行列：weight　matrixとよぶ）を入
力に応じて変化させることを意味する．また，入
力と出力のみに注目すれぽ，学習とは入出力関係
を変化させることであり，内部構造までは規定さ
れない．このことは，同じ入出力関係でも環境に
よってネットワークは異なる構造をとることを意
味する．
　学習の指針としてある入力に対しネットワーク
の望ましい出力が与えられている場合は，これを
教師あり学習（supervised　learning）とし・う．こ
の外部から与えられる教師信号の有無により学習
は，教師あり学習と教師なし学習（unsupervised
Iearning）とに分類することができる．この教師
信号を教師パターンあるいは教師ベクトルとい
う．階層型およびボルツマンマシン型のネットワ
ー クは教師あり学習方式をとる．なお，教師あり
学習のように神経回路の出力をフィードバックさ
せ結合荷重を変化させるようなシステムは実際の
神経系に存在するという証拠は見いだされていな
い．
　一方，教師なし学習は入力信号の統計的性質を
ネットワークに取り込み，その構造編成に反映さ
せるものであり，自己組織化とよぶ．この学習方
式を用いるネットワークの例としてコホーネンの
自己組織化モデルがある．7）
　3．2学習則と収束定理
　式（2－1）においてベクトルXをパターンベク
トルPとみなし，（2－2）の議論を適用すれば，
形式ニューロンは超平面により入力パターンを2
つのカテゴリーに線形分離する機能を有すると解
釈される，
　つぎに，教師信号付きの線形分離可能なパター
ン分離間題が与えられた場合を考える．このとき
試行錯誤的な反復操作により，ニューロンの出力
が外部からの教師ベクトル（のに一致するように
結合荷重πを調節し，カテゴリーに分類する超
平面の位置と傾きを決定する．この過程（この過
程は学習である）を用いれぽ，形式ニューロンと
Wは有限回の反復学習で正しい認識をすること
が証明されている（パーセプトロンの収束定
理）．8）
　3．3　バックプロパゲーション（逆伝播）法
　形式ニューロンが線形分離可能な任意のパター
ン分類問題が有限回の反復学習で達成できること
が示されたが，現実にはそのまま適用できる問題
は少ない．この解決策の一つとして，パターンベ
クトルを何らかの方法で線形分離可能な形に前処
理をする必要がある．これはニューロンの配列を
階層構造化することで達成できる．層数を多くす
ることにより，線形分離能力を高めることができ
るが，処理に多くの時間が要する．そこで，ある
程度の数の中間層のニューロンを用い，それらの
結合間に積極的に学習させ，それぞれの問題に応
じた中間信号を出力させる回路をつくる必要があ
る．この学習を階層型ネットワークにおいて実現
したのが，Rumelhartらによって提出されたバ
ックプ⇔パゲーション（逆伝播）法である．4）
　階層型ネットワークにおける学習を想定し，形
式ニューロン素子の動作を次のように規定する．
ニューロン元は前層のニューロン‘の出力翫を
入力として受け，結合加重叱5をかけて加えたも
のの総和を批とする．元の出力②は駒に動作
関数派）を施したもので，0～1間の値であるも
のとする．
　　　　　　　　　0ゴ＝♪（〃ゴ）　　　　　　（3－2）
〃ゴ＝ΣP万出、
　　1
（3－3）
ただし，ニューロン元の閾値は結合荷重に含まれ
ているものとする．
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　ネットワークがある入力ベクトルに対し出力
ぴを与えたとする．学習の評価するため次のよ
うな評価関数Eを定義する．
　　　　　　E－i写（0ゴーち）2　　　　　　　　　（3－4）
ちは教師ベクトルの要素である．0ゴはニューロ
ン間の結合荷重酩ゴで決まるため，Eはぴの
また0ソは眠∫の関数となる．Eは慨プの空
間上の超曲面とみなすことができ，この誤差曲面
の最小値に達するには，Eの肌ゴについての偏
微分∂E／∂P陽に比例した量（δ慨ゴ）だけ変化さ
せれぽよい．
　　　　　　　　　　　　∂E　　　　　　　蹴＝一ε∂肌，・　（3－5）
これは誤差曲面上を最も急な傾斜方向に進んで行
くことに相当し，このような学習を一般に最急降
下法（gradient　descent　method）という．
　式（3－4）で，Eを肌プで偏微分する．
　　　　荒一器・多霧鑑（3－6）
　式（3－3）より，4仇／4物＝アγ（〃∫）また∂y∫ノ∂W‘」＝
賜である．一方，式（3－4）より∂E／∂ぴ＝0一ち
であるから，式（3－5）は，
　　　　　δ仰7fゴ＝一ε（0ゴーZゴ）プ’ωゴ）佑乞　　　　　（3－7）
となる．この学習則をデルタルールという，
　ア（）はア（）がシグモイド関数（式2－4）で
あるとき，
　　　　　ア’（y∫）＝ノて〃ゴ）［1一ノ「（〃ゴ）］α　　　　　（3－8）
である．したがって，W，プの変化量1γσは，
　　∂W〆戊＝一ε（0ゴーτ〆ぴフ（yノ）［1－∫（〃‘）1α沈　　（3－9）
となる．
　図5に示す3層の階層型NNについて考える．
○印はすべて形式ニューロンで，その動作は式
3－3に示す動作関数に規定されるものとする．入
力データはAから入り，Bから出力される．階層
型ネットワークでは，どの素子も一つ前の層から
のみ入力を受け，次の層のみへ出力するものとす
る．このようなネットワークの∂E／∂防は出力層
入力信号
Xl→
X2－一
X3－一一
教師信号
←　tl
◎一一
?
←t3
　　　　　　　　一　　　　　　　　修正の方向
図5　・ミックプロパゲーションによる学習
より逆向きに計算していくことになる．つまり，
出力の誤差を順に前の層へ伝えていくのがバック
プロパゲーションである．この考え方にデルタル
ールを適用すると，次のアルゴリズムを得る．
　　　　　　δレ7㍑一1・竹）＝－41η）ωτε　　　　　　（3－10）
　　　　　　　　4～3）＝0∫一τゴ　　　　　　　　　　（3－11）
　　　　4～2）＝（ΣWl・3）εZl2・3ソツωゴ））　　（3－12）
　　　　　　　　z
ここで，肩添え字は層間を表し，式（3－11）は第
2，3層の修正にまた，式（3－12）は第1，2層
の修正に用いる．
　3．4MR型ニューラルネットワーク
　以上に述べたように，バックプロパゲーション
の適用により，入力ベクトルを出力ベクトルの要
素の一つに分類することができる．一方，つぎの
ようなネットワーク構造を考える．すなわち，出
力層のニューロン数を1つにし，そのニューロン
に0～1の連続的数値をとらせる．このときの教
師信号も連続的な値とする．分類の場合と同じ学
習理論を適用することにより各入力ベクトルに対
応する0～1の連続値を出力するようなネットワ
ー クができる．このネットワークを用いることに
より，重回帰分析法と同じように，入力ベクトル
を定量的に扱うことができる．°）
　出力層のニューロンの動作関数としてシグモイ
ド関数を用いると，関数自体の出力が0～1の範
囲に限定される．したがって，学習で現れた強度
の範囲外の出力に対する予想は困難となる．この
一 11一
Proc．　Hoshi　Univ．　No．35，1993
難点を解決するため，教師信号の範囲を0～1と
せずに，たとえぽ0．1～0．9の間にスケールすれ
ぽ，上限と下限に0．1の余裕ができ，ある程度解
決する．しかし，シグモイド関数の入出力の関係
（図2）からわかるように，上限および下限領域
は比例的な増加あるいは減少とはならないため定
量的な予測はできない．
　ところで，出力層のニューロンの動作関数は，
後続するニューロンがないため，そのニューロン
の出力値が定義範囲の0～1を超えても学習には
影響を与えない．したがって，出力層のニューロ
ンの動作関数を式2－4のかわり，
　　　　　　　　　プ『（〃）＝〃　　　　　　　　　　　　（3－13）
の線形関数を用いる．こうすることにより，学習
した領域外の予測が可能となる．このネットワー
クは重回帰分析（multi・regression　analysis）法
と似た動作をするのでMR型（ニューラル）ネ
ットワークとよぶ．
3．5　入力および教師データの前処理
　1，2層のニューロンの動作を0～1の範囲で
あると規定する（この規定をはずすと学習が困難
になる）．入力データは次式により0～1の範囲内
にスヶ一ルする．
ガー』4≡）隠鵠r必（3－14）
ここで，ρは入力データ，ρm，、とρmi．は入力デ
ー タの最大値及び最小値，また4。1，、と4mi．はス
ケール値の最大および最小値である．
　カテゴリーの表現の仕方はいくつか考えられ
る．もっとも単純な表現の一つは，例えば，5段
階分類でグレード1および5に対しそれぞれ，
（0，0，0，0，1）および（1，0，0，0，0）のパターンで
表すことである．この表現の利点は他のクラスの
混入の程度がわかることである．学習は自乗誤差
の総和であらわされる評価関数（式3－4）の値が
十分小さくなるまで繰り返し行う．M組の入力
と教師ベクトルに対し以上のようなアルゴリズム
で学習させると，ネットワークは入力ベクトルを
M個に分類する能力を有するようになる．
　3．6階層型ネットワークの動作と従来方法と
　　　の関係
　階層型NNの動作の特徴の一つは非線形動作で
あることが明らかとなった．従来分類およびfit－
tingは線形方法，たとえぽ分類では適応最小自
乗（adapted・least　squares：ALS）法があり，］°）
6ttingでは重回帰分析法（multiregression
analysis）がよく用いられている．ここではNN
の動作と線形的手法との関係を明確にする．こう
することによって，NNの動作とその特徴がよく
理解される．
　分類動作と適応最小自乗（ALS）法との関係
　ALS法での識別関数Lは，　m個の記述変数影
で展開する．ベクトル表示で，
　　　　　　　　　L＝】【「W　　　　　　　　　　　　（3－15）
となる．識別則は，Lの値が脇くL＜α刷のと
き，そのグループをηとする．元サイクルにおけ
る重み係数W（ゴ）は，
　　　　　　仰ア（プ）＝（X£X）－1X£5！（ノ）　　　　　　　（3－16）
で求める．ここで，8は補正項Cを用い．
　8（ゴ＋1）＝L！ノ）　　　（分類が一致したとき）
　　　＝L！の一〇（」）　（分類が一致しないとき）
　　　　　　　　　　　　　　　　　　　（3－17）
で与えられる．これがALS法である．ここで，
Wの次元が0であるので，SはXと同じ数学的
および物理的性質を有する．ALS系では，　Xと
同じ次元を有する量はないので，式（2－15）は適
切かつ唯一であるといえる．
　ここで注目すべき点はSは出力からのフィー
ドバックを受けることである．すなわち，一種の
逆伝播法を2層のネットワークで実現しているの
である．したがって，階層型ネットワークの動作
はALS法の動作を含むことになる．具体的に
は，階層型ネットワークにつぎのような構造上お
よび動作上の制限を加えることにより，ALS法
の動作を実現させることができる．11）
　（1）　2層のネットワークを用いる．
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　（2）　ニューロンの動作関数として線形関数を
用いる．
　（3）　θをα。に設定する．
　（4）　肌〆＝Pγほ（元，カは第2層の任意のニュ
ー ロン）とする．
　（5）　クラスκに対しη個の出力ニューロン
を発火させるような教師パターンを与える．
以上の制限により，第2層のニューロンゴへの出
力（z¢）は，
Zε＝じγ。十W、¢《、十Pγ2錫2十・…　＝仰r。十Σヤγゴ低∫
　　　　　　　　　　　　　　　　　　　（3－18）
となる．ムを，
　　　　　　　　L乞＝Zz－0、　　　　　　　　　　（3－19）
と定義することにより，ALS法のすべての要件
は満たされる．
　MR型ネットワークと重回帰分析法との関係
　MR型ネットワークの動作と重回帰分析法との
関係を示す．議論を簡単にするため，3層構造の
MR型ネットワークについて説明する．ニューロ
ンの閾値θノは荷重行列の中に含めることができ
るから，ニューロンの出力値は，
r＝豚 （3－20）
と書ける．ここで，πは荷重行列，Xは入力ベ
クトルである．すべてのニューロンの動作関数が
式（3－13）（即ち線形関数）によるとすれば，出力
ベク1・ルZは，1，2層間，2，3層間の重み
行列をWq・2），　W（2・3）として，
　　　　　Z’＝（仰ア（・，2）W（2・3））X＝仰ノiX　　　　（3－21）
と表わすことができる．
　一方，重回帰分析法は次の一次方程式の最適係
数，ぴおよび∪を求めることである．
　　　　　2↓＝α、斗Σb幽＝Σb’，¢ノィ　　（3－22）
ただし，
κ，、＝1，　沈’2＝飢，
b’L＝α］，　b㌔＝bl，
とする．
?????＝
＝
??
3
??
　式（2－22）を行列とベクトルを用いて書き直す
と，
　　　　　　　　Z＝B’Xノ　　　　　　　　　　　（3－23）
となる．すなわち，入力パターン（ベクトル）に
常に定数1の要素を加えることにより，式（3－21）
は（3－23）と同等となる．9）つまり，MR型ネッ
トワークは特別な場合（動作関数が線形関数の場
合）として重回帰分析法を含むのである．また入
力ベクトルに定数1を要素に加えることは，第2
層のニューロンの動作関数（式2－1）θはπ「の
要素に置き換えられるため，その最適値を学習の
過程で自動的に求めることに相当する．
4．階層型NNの概要と動作の特徴
　4．1NNの特徴の具体例
　図6に小規模な階層型NNの構造を示す．○は
ニューロンを示し，0～1の範囲の値を入力し，
原則として0～1の範囲の値を出力する．左から
入力層，中間層，および出力層である．各層間の
ニューロンは固有の太さの線維でつながってい
る．データは入力層より入り出力層へ向かって進
み，その過程で処理が施され出力層より出力され
る．
入力層にニューロンの許容値（0～1）に変換した
数値データを与え，それを（¢、，¢2，¢3）で表す．
入力層のニューロンは入力された情報に処理を加
えず，中間層へ伝達する．中間層にあるニューロ
ンへは，結合する線維の太さに比例して情報が伝
わる．第1層のニューロン‘と第2層のニューロ
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図6　階層型NNの例
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ンフに結合する線維の太さをW‘∫とすると，第1
層のニューロン‘から第2層のニューロン元へ
伝達される情報は似略，となる．
　第2層と第3層にあるニューロンの働きは，前
層からの情報の総和（Σ砲肌∫）がある値（θ：閾
値）を越えたとき1に近い値を出力し，そうでな
い場合は0に近い値を出力する一種の関数の働き
をし，多くの場合シグモイド関数を用いる．
　以上のような働きをするニューロンを図1のよ
うに組み合わせることにより，ネットワーク内に
ある種の数値量とデータを操作する手順を学習さ
せることができる．学習はパックプロパゲーショ
ン法で行う．ニューロン自身は入力された情報を
中間層にそのまま伝えるか，または入力された情
報の総和とθが，シグモイド関数で処理されて得
られる値を出力するだけの働きであるから，学習
によってえられる情報はニューロン間の結合荷重
すなわち死ゴに蓄えられる．
　図6に示すようにNNを用いて（1，1，0）とい
う入力パターンをクラス1，（0，1，1）のパターン
をクラス2に分類するように学習させる．クラス
1を（1，0），クラス2を　（0，1）のパターンで定
義し，そのような出力を与えるように学習させた
ときのニューロン間の叱∫の値を表2aに示す．
　4．2NNでは学習がプログラミングである
　通常のコンピュータを用いて問題を処理する場
合，あらかじめその問題を解析し，すべての場合
に対処できる処理方法（プログラム）をコンピュ
ー タに指示しておかなけれぽならない．このプロ
グラムの作成において，あらかじめすべての場合
を想定することは人間にとって非常に困難な作業
である．完全にできたと思っても落とし穴があ
る．
　一方，NNを用いる場合は，学習がプログラム
作成過程に相当する．学習によるプログラミング
の特長のひとつとして，前もっての問題の解析の
必要がない．その結果つぎのような利点がある．
たとえば前述の（1，1，0）の入力に対し（1，0）ま
た（0，1，1）の入力に対し（0，1）の出力を与える
ようなシステムを通常のノイマン型コンピュータ
で作成（プログラム）することは容易である．つ
ぎに，そのコンピュータおよびNNに対し，未知
のデータ例えば，（1，0，0）を与えたとき，それら
のシステムはどのような答を出すだろうか？
　ディジタルコンピュータの場合，プログラムを
作成のときあらかじめこのようなデータも想定し
プログラムの中に書き込んでおかない限り答はで
ない．一方，NNの場合はまちがいなく（1，0）と
いう答を出す．また（0，0，1）の入力に対しては
（0，1）という答となる．これは学習の過程で入力
層の2番目の端子は，出力の（1，0）または（0，1）
の決定に関係がないことが自動的にNN内に記録
されるためである．この問題での入力数はわずか
3であり，注意すれぽあらかじめ未知の問題に対
処するプログラムを作成することができる．しか
し要素の数が多くなり，かつ要素が互いに依存す
るような場合はあらかじめの解析は非常に困難と
なる．入力データの特徴が学習によってネットワ
ー ク内に自動的に記録されるという特長は，因果
関係の解析が困難なデータを処理する上で非常に
有効となる．
　4．3NNは暖昧なデータの処理が得意である
　現実の問題を扱う場合は，データには暖昧さが
含まれることが多い．上の問題で（1，1，0）等の入
力データは観測値であるとする．そして測定のた
め誤差が加わり，（1，1，0）が（0．9，0．8，0），
（0．7，0．5，0．1）…・等に値がぼらつく場合を考え
る．このようなデータを通常のコンピュータで処
理する場合は，あらかじめデータの値のとりうる
可能性を解析し，それらに対応する手順のプログ
ラムを作成しなけれぽならない．これに対し，
NNの場合はそのような特別の操作は必要ない．
学習のとき実際に現れるデータをNNに指示する
だけでよい、表1に暖昧さを含むデータの例を示
す．この場合No．1，2，5，6のように実測され
た値，あるいはデータとして許容される範囲をあ
らかじめ考慮した数値（No．3，4，7，8）を用い
ても良い（この場合0．5以上を1，0．4以下を0
一 14一
Proc．　Hoshi　Univ．　No．35，1993
表1入力層 出力層
1　　　2　　　3 1 2
学
習
デ
?
未
学
?
????
?ー??
1・．・
0．7
1．0
0．5
0．3
0．2
0．0
0．4
0．7　　0．2
0．9　　0．1
1．0　　0．0
0．5　　0．4
0．9　　0．9
0．8　　0．8
1．0　　1．0
0．5　　0．5
0．8　　0．7　　0．3
0．6　　0．9　　0．2
0．1　　0．4　　0．8
0．2　　 0．8　　 0．7
　　1．0　　0．0
　　1．0　　0．0?
　1．0　　0．0
師　1．0　0．0
信　0・0　1・0
　0．0　　1．0号
　0．0　　1．0
　0．0　　1．0
予　1・0　0・0
測　1．0　　0．0
結　0．0　1．0
果　0．0　1．0
　o　　　o
竺，；’苦’這
●　　o　　●
●　　●　　●　●
図7　線形動作vs非線形動作
表2a 表2b
⇒　・ 2　　　酩ゴ1　　1　　　2
　　1　　　　－3．61　　　3．91
2　　　－0，11　－0．08
33．88－3．80
1　　1　－8．99　　　9．59
2　　　－0．02　－0．20
3　　1　　9．05　　－9．61
　1
仰”τ∫　　　1　　　　2 ▽’、∫…　1
　　！
2
1　　　－5．42　　　5．42
215・45－5・45
1　　　　－9．50　　　9．50
2　　　　　　5．76　　－9．76
とみなすようにNNに学習させることになる）．
表1のNo．9～12は暖昧さを含む未学習入力デ
ー タとそれらに対するネットワークの解答を示
す．［入力データが暖昧である］という情報も学
習させたため，暖昧さを含む未学習データに対し
ても正しい解答を出すようになる．この場合のニ
ューロン間の結合荷重（表2b）を表2aと比較す
ると，荷重の値が大きく変化している．この変動
の中に，暖昧さに対応する処理手順が記録された
のである．
　4．4NNは非線形動作を得意とする
　分類能を高めるためおもに2つの方法が用いら
れる．一つは次元数を増やすことである．例え
ぽ，¢，〃，zの空間座標で2つの点（1，2，3）と
（1，2，4）を区別するものとする．もしこの2点
が¢，〃の2次元空間で表現されていたとする．
両点とも（1，2）となり，区別はできないが，z
座標を考慮してはじめて分類可能となる．与えら
れたデータを何らかの特徴を見つけて他と区別す
るため，要素数を増やす操作はデータの特徴を記
述する空間（データ空間）の次元数を増やす操作
に等しい．次に平面上に群在する白丸と黒丸を分
類する問題を想定する（図7上）．区別するため
の境界線を直線とし，それを使って分類する場合
（線形分類）と，曲線を使って分類する場合（非線
形分類）とがある．線形分類では必ずしも正確に
白黒を分離することができるとは限らないが，非
線形分類を用いると容易に達成できることは明ら
かである．
　4．5応用とNNの展開
　NNの以上のような特徴の医学・薬学・化学で
の応用は広範である．特に生物が関係するような
データは暖昧であり，NNの最も適した領域と思
われる．たとえば，医療での診断は問診，血液，
尿の生化学的成分等の検査から総合的に判断され
る．疾病と検査結果との関係をネットワークに覚
えさせておけば，未知データに対する診断は容易
である．多くの臨床例を覚えさせる程NNは名医
となる．
　医薬品開発を効率的に行うため構造活性相関と
いう考え方が用いられる．これは化学構造と生物
活性強度との関係を統計的手法で求めておき，未
知化合物の生物活性強度を予測する方法である．
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しかし，生物活性強度と構造との関係は一般に非
線形であり，重回帰分析法で対処するには困難が
あったが，このような問題はNN法で容易に解決
できる．
　NNは自由度が大きく，そのままでは使いにく
いが，階層型のNNの動作は数学的に記述される
ため，利用目的に合わせた動作の調節は比較的容
易である．我々の研究室でNNを薬物の構造活性
相関研究への適用を目的としたNNの変更を試み
た．初めの問題点は分類・五tting能が良すぎてデ
ー タ自身の含む誤差まで取り入れてしまう．これ
図8　Descriptor　mappiegの例
を解決するためには動作関数としてシグモイド
と線形関数を組み合わせると良いことがわかっ
た．12）次にネットワーク自体の冗長性のため，情
報処理過程が解析できないという問題に対して
は，学習に忘却効果を取り入れた再構築学習法を
考案した．11）出入力関係を調べるためには，出力
強度に対する入力要素の偏微分値を求めれぽよ
い．13）最後に筆者の提案するNNを用いたde－
scriPtor　maPPin9法16）でのダイオキシン類の毒
性強度（AHH酵素誘導量の逆対数値）とMNDO
法によるとHOMOとLUMOの相互関係を図8
に示す．このように構造変数と活性の相関は非線
形であるのが普通であり，NNを用いて任意の変
数間の相互依存関係を調べることができる．
5．おわりに
　最近薬物開発において空間の認識が重用視され
ている．たとえぽ，レセプタの構造の特定などで
ある．NNは音声認識・文字認識でその有用性が
確認されたものである．現在でもノイマン方式に
比べてはるかに優位である．音声認識は1次元の
認識であり，文字認識は2次元の認識であるとい
える．3次元の認識であるレセプタ構造の特定
は，原理的にいってノイマン方式に比べてNNは
有利であると思われるのである．今後に期待され
る研究である（筆者にはその予定はない）．要す
るにNN法は分子軌道法とはちがって，ユーザが
目的に応じて変更して使うべき性質のものであ
る．NNをシミュレーションする場合，基本的部
分はfortranで100ステップ程度でありプログ
ラマでなければ変更困難というものではない．
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6．　Reference8　for　Further　Reading
13C　NMRデータからノルボルネン，ノルボルナン誘導体の立体配位を予測する問題への応用一文献
　11，　13，　14．
マイトマイシン類の抗ガン活性分類とその解析への応用一文献11，13，15．
アリルアクリロイルピペラジン誘導体の抗高血圧活性の等級分類問題への応用一文献一15．
カルボキノン類の抗ガン活性のQSARへの応用一文献9，12．
ベンゾジアゼピン誘導体のトランキライジング活性へのQSAR一文献12．
方法論等について一市川紘「階層型ニューラルネットワーク」共立出版1993年．
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Hebb，　D．0．，η1θ0夕8α加2α’吻oア、Bθ乃α〃ゴ07，　Wiley（1949）．
Rosenblatt，　F．，　Pγゴηc幼1θ∫o∫Nθμγoめノπα〃力c∫，　Spartan（1961）．
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