Abstract. Subglacial hydrology has a significant influence on ice sheet dynamics, yet remains poorly understood. Complex feedbacks play out between the liquid water and the ice, with constantly changing drainage geometry and flow mechanics.
In this paper, we describe the model SHaKTI (Subglacial Hydrology and Kinetic Transient Interactions), a model formulation that allows for flexible evolution of the subglacial drainage system configuration and flow regimes. The paper is structured as follows: in the next section, we provide a brief summary and review of historical and recent subglacial hydrology modeling progress to put our model in context. We then present the model's governing equations, the numerical framework, and 25 illustrative simulations to demonstrate key model features and capabilities.
Subglacial hydrology modeling context
The first major efforts to quantitatively model subglacial hydrology began in the 1970s. Shreve (1972) described a system of arborescent subglacial channels, and Röthlisberger (1972) formulated equations for semi-circular channels melted into the base of the ice sheet, in a state of equilibrium between melt opening and creep closure. Nye (1973) expanded the work of 30 Röthlisberger to consider channels incised into bedrock or subglacial sediments, and more fully developed the equations into models for explaining outburst floods (Nye, 1976) . In a different approach, Weertman (1972) considered subglacial drainage through a water sheet of approximately uniform thickness. In the following decade, different plausible drainage configurations were also proposed, such as a system of "linked cavities", spaces that open behind bedrock bumps as a result of glacier sliding (Walder, 1986; Kamb, 1987) . By the mid-1980s, it was recognized that the major components of subglacial hydrology could be classified as either efficient channels or less efficient distributed systems of linked cavities (often represented in continuum models as a sheet). While channels themselves emerge as a result of self-organized selective growth from a linked cavity system, a clear distinction between these two subsystems was established.
In the 1980s and 1990s, a handful of observational studies highlighted the influence of subglacial water pressure on glacier 5 and ice sheet sliding (e.g., Iken, 1981; Iken and Bindschadler, 1986; Kamb, 1987; Murray and Clarke, 1995; Iken and Truffer, 1997) , and modeling studies were undertaken considering diverse drainage schemes to understand subglacial hydrology. These included drainage through permeable till beneath a glacier (Shoemaker, 1986) , channels incised into the bedrock or sediment (Walder and Fowler, 1994) , and a zero-dimensional "box" model drawing an analogy to electrical circuits with lumped elements (Clarke, 1996) .
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Since 2000, a renewed surge of interest in subglacial hydrology has been sparked as mass loss increases from Greenland and sea level rise is increasingly perceived as an imminent reality, generating a flurry of new observations and modeling advances.
Although the link between surface melt and ice sheet dynamics is still poorly understood (e.g., Clarke, 2005; Joughin et al., 2008) , observations have reinforced the fact that surface meltwater significantly influences flow behavior in alpine glaciers and ice sheets (e.g., Mair et al., 2002; Zwally et al., 2002; Bartholomaus et al., 2008; Howat et al., 2008; Shepherd et al., 15 2009; Bartholomew et al., 2010; Hoffman et al., 2011; Sundal et al., 2011; Bartholomew et al., 2012; Meierbachtol et al., 2013; Andrews et al., 2014) . Along with more detailed observations, several efforts were made in the early 2000s to accurately simulate subglacial hydrology. Some of these studies treated the subglacial system as a water sheet of uniform thickness (e.g., Flowers and Clarke, 2001; Flowers and Clarke, 2002; Johnson and Fastook, 2002; Creyts and Schoof, 2009; LeBrocq et al., 2009 ). Arnold and Sharp (2002) presented a model with both distributed and channel flow, but only one configuration could 20 operate at a time. Kessler and Anderson (2004) introduced a model using discrete drainage pathways that could transition between distributed and channelized modes, and Flowers et al. (2004) used a combination of a distributed sheet in parallel with a network of efficient channels. Schoof (2010) developed a 2D network of discrete conduits that could behave like either channels or cavities, and found that with sufficiently large discharge an arborescent network of channel-like conduits would form, although the resulting geometry was highly dependent on the rectangular grid used. Hewitt (2011) developed a model 25 that used a water sheet to represent evolving linked cavities averaged over a patch of bed (an effective porous medium), coupled to a single channel.
More recent studies tied together key elements of subglacial drainage to form more realistic 2D models. Hewitt (2013) introduced a linked-cavity continuum sheet integrated with a structured channel network. In that model, channels open by melt, while the distributed sheet opens only by sliding over bedrock bumps (neglecting opening by melt from dissipative heat).
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Melt in the channels is from dissipative heat only, while melt in the sheet is produced by geothermal flux and frictional heat from sliding. Werder et al. (2013) presented a model that involves water flow through a sheet (representative of averaged linked cavities) along with channels that are free to form along edges of the unstructured numerical mesh, exchanging water with the surrounding sheet. Bougamont et al. (2014) approached the problem in a different way, reproducing seasonal ice flow variability through the hydro-mechanical response of soft basal sediment in lieu of simulating the evolution of a subglacial 35 drainage system. DeFleurian et al. (2014) employed a 2D dual-layer porous medium model to capture broad characteristics of subglacial drainage without resolving individual elements. Bueler and Pelt (2015) formulated equations for a 2D model that combines water stored in subglacial till with linked cavities. Hoffman et al. (2016) introduced a component to represent hydraulically isolated or "weakly connected" regions of the bed to help explain observations of high water pressure in late summer and fall. 
Distinction between efficient channels and inefficient distributed drainage
A clear tradition has been established in the subglacial hydrology modeling literature of distinguishing between channelized (efficient) and distributed (inefficient) drainage systems or components. In most existing models, either only one of these forms is considered, or else different equations are applied to coupled "channel" or "sheet" components (even in models where channels are allowed to freely evolve within a sheet configuration, as in Werder et al., 2013) . As a notable exception, Schoof
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(2010) examined the instability of conduits that could behave as either channels or linked cavities, and found that beyond a threshold effective pressure a channel-like conduit would become unstable, with the melt rate exceeding the closure rate, leading to further enlargement (this unstable growth may drive initiation of glacial floods). Hewitt (2011) asserted that the dissipation instability of a distributed sheet system is the process that spurs channelization, and used linear stability analysis to argue that this process has a runaway effect, resulting in exponential melt in an infinitesimally small area.
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The artificial distinction of treating the distributed system and channels with different equations, however, remains questionable. Imposing a distinction that changes the governing physics under different flow regimes may not allow for the full array of drainage characteristics to arise, including isolated or "weakly connected" portions of the bed, as emphasized in Hoffman et al. (2016) . In the model formulation described in this paper, a single set of governing equations is applied over the entire domain, with a spatially and temporally varying transmissivity that allows for representation of the wide transition between turbulent 20 and laminar flow, and the geometry of each element is allowed to evolve accordingly to form flexible configurations. Our model does not aim to simulate every individual cavity or specific channel cross-section, but rather captures the homogenized effects of these elements on a discrete mesh. We include the dissipation term in the melt rate everywhere in the domain, and we are able to generate steady and stable transient drainage configurations that include obvious channel-like efficient drainage pathways.
While our approach of treating the entire domain with the same equations departs from the precedent set by other subglacial 25 hydrology models, it is satisfying to generate naturally arising drainage geometries that include distributed regions as well as channels, and even isolated portions of the bed or any other configuration that might emerge with realistic topography. This unified formulation could facilitate high-resolution exploration of the conditions under which different drainage system types may form and persist. With future application to actual outlet glaciers, this type of modeling may provide useful insights into the seasonal evolution of real subglacial drainage systems and their influence on mass loss from the Greenland ice sheet, with 30 the potential for broader application to Antarctica and alpine glaciers.
SHaKTI model description
This flexible subglacial hydrology model can handle transient meltwater inputs, both spatially distributed and localized, and allows the basal water flux and geometry to evolve according to these inputs to produce flow and drainage regimes across the spectrum from inefficient to efficient. Channels or channel locations are not prescribed a priori, but can arise and decay naturally as reflected in self-organized formation of connected paths of large gap height. The parallelized, finite element SHaKTI model 5 is currently implemented as part of the Ice Sheet System Model (ISSM; Larour et al., 2012 ; http://issm.jpl.nasa.gov). Below, we present the equations involved in this formulation. The governing equations are similar to those used in Werder et al. (2013) , with some key differences that enable application of the same set of equations everywhere in the domain.
Summary of model equations
The SHaKTI model is based upon governing equations that describe conservation of mass, evolution of the gap height, basal 10 water flux (approximate momentum equation), and internal melt generation (approximate energy equation). This system of equations can be viewed as an approximation to a multi-dimensional generalization of the governing equations for glacial conduits described by Spring and Hutter (1981) and Clarke (2003) . All variables used in the equations are summarized in Table   1 , with constants and parameters summarized in Table 2 .
Continuity equation (water mass balance):
where b is subglacial gap height, b e is the volume of water stored englacially per unit area of bed, q is basal water flux,ṁ is basal melt rate, and i e→b is the input rate of water from the englacial to subglacial system.
Basal gap dynamics (subglacial geometry):
where A is the ice flow law parameter, n is the flow law exponent, p i is the overburden pressure of ice, p w is water pressure, β is a dimensionless parameter governing opening by sliding, and u b is the magnitude of the sliding velocity. According to this equation, the subglacial gap height evolves with time by: opening by both melt and sliding over bumps on the bed, and closing due to ice creep.
Basal water flux (approximate momentum equation):
where g is gravitational acceleration, ν is kinematic viscosity of water, ω is a dimensionless parameter controlling the nonlinear transition from laminar to turbulent flow (for turbulent flow, ωRe >> 1, the flux is proportional to the square root of the head gradient magnitude, whereas for ωRe << 1, the flux is proportional to the head gradient magnitude), Re is the Reynolds number, and h is hydraulic head:
where ρ w is density of liquid water and z b is bed elevation. The momentum equation is approximate in the sense that acceleration terms are neglected. Equation (3) is a key piece of our model formulation, in that it allows for a spatially and temporally variable hydraulic transmissivity in the system, and facilitates representation of both laminar and turbulent flow regimes, coexistence of laminar and turbulent flow in subregions, as well as flow that pertains to the wide transition between laminar and turbulent, where the linearity of laminar flow is not valid, but the square root dependence doesn't fully apply.
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This equation is based on flow equations for rock fractures and has been employed in that context previously (Zimmerman et al., 2004; Rajaram et al., 2009; Chaudhuri et al., 2013) . Most existing subglacial hydrology models prescribe a hydraulic conductivity parameter and assume the flow to be turbulent everywhere.
Internal melt generation (energy balance at the bed):
where L is latent heat of fusion of water, G is geothermal flux, u b is the ice basal velocity vector, τ b is the stress exerted by the bed onto the ice, c t is the change of pressure melting point with temperature, and c w is the heat capacity of water. Melt is therefore produced through a combination of geothermal flux, frictional heat due to sliding, and heat generated through internal dissipation (where mechanical energy is converted to thermal energy), minus the heat consumed due to changes in water pressure. We note that this form of the energy equation assumes that all heat produced is converted locally to melt 15 and neglects transport of dissipative heat. We assume that the ice and liquid water are isothermal, consistently at the pressure melting point temperature. These assumptions may not be strictly valid under certain real conditions that may have interesting heat transfer implications, in which heat is advected downstream or meltwater enters a system of cold (below the pressure melting point) ice, but we leave these potential model extensions for future work.
Following Werder et al. (2013) , the englacial storage volume is a function of water pressure:
where e v is the englacial void ratio (zero for no englacial storage).
Equations (1), (2), (3), and (5) are combined to form a parabolic, nonlinear partial differential equation (PDE) in terms of hydraulic head, h:
With no englacial storage (e v = 0), Eq. (7) takes the form of an elliptic PDE.
Defining a hydraulic transmissivity tensor:
Equation (7) can be written more compactly as: 4), so there are nonlinearities to deal with in solving for the head distribution.
Boundary conditions
Boundary conditions can be applied as either prescribed head (Dirichlet) conditions or as flux (Neumann) conditions. We 5 typically apply a Dirichlet boundary condition of atmospheric pressure at the edge of the ice sheet, and Neumann boundary conditions (no flux or prescribed flux, which can be constant or time-varying) on the other boundaries of the subglacial drainage domain.
In our current formulation, there is no lower limit imposed on the water pressure; this means that unphysical negative pressures can be calculated in the presence of steep bed slopes, as in Werder et al. (2013) . While suction and cavitation may 10 occur in these situations, the flow most likely transitions to free-surface flow with the subglacial gap partially filled by air or water vapor. At high water pressure, we restrict the value to not exceed the ice overburden pressure, which would manifest as uplift of the ice or hydrofracturing at the bed. These extreme "underpressure" and "overpressure" regimes are important situations that have been considered carefully in other studies (e.g., Tsai and Rice, 2010; Hewitt et al., 2012; Schoof et al., 2012; ) , and will be addressed in future model developments. 
Computational strategy and implementation in the Ice Sheet System Model (ISSM)
Within each time step, the nonlinear Eq. (9) is solved using an implicit Euler-Backward discretization and Picard iteration to obtain the head (h) field. From h, we calculate p w , q, Re, andṁ, to be used in the subsequent iteration (in each iteration, p w , q, Re, andṁ are lagged from the previous iteration). Once the Picard iteration has successfully converged to a solution for h, the gap height geometry is then updated explicitly based on basal gap dynamics using Eq. (2) to advance to the next time step.
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A schematic of this numerical procedure is presented in Fig. 1 Model inputs include spatial fields of bed elevation, ice surface elevation, initial hydraulic head, initial basal gap height, ice sliding velocity, basal friction coefficient, typical bed bump height and spacing, englacial input to the bed (which can be constant or time-varying, and can be spatially distributed or located at discrete points to represent moulin input), and appropriate boundary conditions. Parameters that can either be specified or rely on a default value are geothermal flux, the ice flow law parameter and exponent, and the englacial storage coefficient.
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Model outputs include spatiotemporal fields of hydraulic head, effective pressure, subglacial gap height (the effective geometry representative of an entire element), depth-integrated water flux, and "degree of channelization" (the ratio of opening by melt in each element to the total rate of opening in that element by both melt and sliding). Head and effective pressure are calculated at each vertex on the mesh; gap height, water flux, and degree of channelization are constant over an entire element (since these quantities are based on the head gradient). All model outputs are readily available in matrix form to be 10 analyzed and processed in a variety of ways, or visualized through contour plots, time series plots, and movie animations.
ISSM includes several custom plotting scripts, and data can also be visualized or analyzed via any standard MATLAB tools.
Instructions for setting up, running a simulation, and plotting outputs can be found in the SHaKTI model documentation (https://issm.jpl.nasa.gov/documentation/hydrologyshakti/) and in an example tutorial (https://issm.jpl.nasa.gov/documentation/tutorials/shakti/).
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Application
To demonstrate the capabilities of SHaKTI, here we present illustrative simulations that highlight some of its features.
Channel formation from discrete moulin input
In this first example, we consider a 1 km square, 500 m thick tilted ice slab with surface and bed slope of 0.02 along the x direction. Steady input of 4 m
is prescribed at a single moulin at the center of the square (x=500 m, y=500 m). Water 20 pressure at the outflow (left edge of the domain, x=0) is set to atmospheric pressure, with zero flux boundary conditions at the other three sides of the domain. All other constants and parameters are as described in Table 2 . When run to a steady configuration with a time step of 900 s, an efficient drainage "channel" emerges from the moulin to the outflow, with higher effective pressure (i.e. lower head and water pressure), larger gap height, and higher basal flux than its surroundings (Fig. 2) .
Scripts for running this example are included as a tutorial in ISSM (https://issm.jpl.nasa.gov/documentation/tutorials/shakti/), 25 and can serve as a template for more sophisticated simulations.
Channelization with multiple moulins and mesh refinement
For the next example, we consider a rectangular domain 10 km long and 2 km wide, with a flat bed (z b = 0 everywhere) and parabolic surface profile as shown in Fig. 3a . Ten moulins are located at arbitrarily chosen locations in the domain (shown in each other, warping the pressure field and forming efficient pathways that combine downstream. For this specific arrangement of moulin inputs, a single principal drainage channel emerges. The unique drainage configuration that evolves is affected by many factors, including bed topography, ice thickness, sliding velocity, meltwater input location, and input intensity. The exact configuration of self-organizing channels also depends to some extent on the mesh. Our unstructured mesh reduces bias in channel direction compared to a structured mesh, but the orientation of elements does still affect the resulting geometry. The 5 different cases shown in Fig. 3 provide a qualitative view of dependence on mesh size: the effective gap height across each element obviously varies, but the head field (and corresponding effective pressure that drives ice sliding velocity) is quite similar. Quantitative plots of head difference between the different meshes are included in the supplementary material.
Seasonal variation and distributed meltwater input
Next we consider a transient example involving a seasonal input cycle of meltwater, with input distributed uniformly across a 10 rectangular domain 4 km long and 8 km wide. The bed is flat (z b = 0 everywhere). The ice surface follows a parabolic profile, with ice thickness ranging from 550 m at x=0 to 700 m at x=4 km, and is uniform across the y direction. We begin with an initial subglacial gap height of 0.01 m, perturbed with random variations drawn from a normal distribution with standard deviation of 1%. The purpose of these random variations in the initial gap height is to serve as triggers for potential instability and channelization, which is an important phenomenon in subglacial hydrologic systems (Walder, 1986; Kamb, 1987; Schoof, 15 2010; Hewitt et al., 2011) . Even in nature, the gap height is unlikely to be uniform and the ubiquitous irregular variations in the gap height and bedrock surface will act as natural perturbations to initiate instabilities and channelization. As the ice slides over bedrock, abrasion processes may also serve to generate irregularities. In the literature on the self-organized formation of dissolution channels in rock fractures (e.g. Cheung and Rajaram, 2002; Scymzak and Ladd, 2006; Rajaram et al., 2009) , it has been established that under conditions that lead to self-organized channel formation, the specific nature of the initial random 20 variations do not influence the structure and spacing of the channels; rather they serve as a trigger for the initiation of channels.
In unstructured meshes, it is also possible for mesh-related asymmetries to introduce perturbations that can serve as triggers for this instability. In stable regimes, however, the same perturbations will not produce channelization. The model is first run with steady low distributed input in a spin-up stage. After a steady configuration is achieved, a seasonal cycle of meltwater input variation is imposed. Seasonal meltwater input in m a for the entire domain. Figure 4a shows time series plots of the seasonal input forcing over one full annual cycle, with the corresponding minimum, 30 mean, and maximum gap height (Fig. 4b) and head (Fig. 4c) . Snapshots of the gap height and head distributions at intervals through the annual cycle are shown in Fig. 5 , and an animation of this simulation is included in the supplementary material. As melt increases, the maximum gap height increases, corresponding to growth of the subglacial system and emergence of self-organized efficient channels. The maximum gap height increases with increasing meltwater input until the peak of the melt season, then decreases simultaneously as melt input decreases (note that we do not include the storage term in this simulation).
The hydraulic head initially increases with increased input (meaning an increase in subglacial water pressure as additional water is added to the system), then decreases as efficient low-pressure channels form, then increases again as melt starts to decrease 5 and the channels collapse. Ice sheet sliding velocity generally increases with increased water pressure (i.e. lower effective pressure) and decreases with lower water pressure. The sequence of hydraulic head or basal water pressure variation seen here would result in a late summer decline in sliding velocity, after which the sliding velocity would increase again. Subsequently, as melt input decreases to the winter minimum, the hydraulic head decreases to low values. As shown in Fig. 5 , for the early and late parts of the year, the system essentially behaves as a one-dimensional system, because the melt inputs are not large enough 10 to take the system into an unstable regime where channelization can occur. During the melt season, when inputs increase substantially, self-organized, regularly spaced channels emerge, seen in Fig. 5 as having lower heads than their immediate surroundings in the y direction. These channels collapse and disappear entirely as the meltwater input drops off and returns to the winter minimum. The simulation results shown here establish the ability of our modeling framework to represent both stable regimes, where the subglacial system takes on a relatively smooth quasi-one-dimensional configuration, and unstable
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regimes with self-organized channels when high meltwater inputs and discharge trigger the transition to channelization. The transition to a channelized state in subglacial hydrologic systems has been described elegantly in previous work (Walder, 1986; Kamb, 1987; Schoof, 2010; Hewitt et al., 2011) .
Discussion
The flexible geometry and flow regimes of the SHaKTI model allow for various drainage configurations to arise naturally, 20 without needing to impose potential channel locations or separate the domain into subdomains with distinct governing equations. We conserve mass and energy in all parts of the domain, in contrast to several existing models that neglect the role of melt opening in distributed drainage systems. Previous studies found that with similar equations, including the melt term in a distributed system leads to an inevitable instability and runaway growth, which has been acknowledged as the spark that initiates channelization (Schoof, 2010; Hewitt, 2011) . In our formulation, however, even with the melt term included, we are able 25 to achieve stable configurations of subglacial geometry, basal water flux, and pressure fields with steady and transient input forcing. Efficient drainage pathways with lower water pressure than their surroundings form from moulin inputs (Figs. 2 and 3) as well as self-organized configurations with high distributed melt input (Fig. 5) . A feature of our formulation that contributes to this controlled behavior is the way we calculate the basal water flux (approximate momentum equation, Eq. 3), which allows for a transient, spatially variable transmissivity that transitions naturally between laminar and turbulent flow regimes locally,
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while allowing both types of flow regime to coexist in the model domain, as well as flow that exhibits attributes along the wide transition between laminar and turbulent flow. Indeed, if we force the flux to be turbulent everywhere (by using a large value for ω in Eq. 3, so that ωRe >> 1 always), the model produces runaway growth of the gap height and melt for the same drainage system, where efficient pathways emerge with increased melt and collapse to a purely distributed/sheet system again in the winter. The higher water pressure during the melt season corresponds to increased sliding velocity, with a decrease in late summer with well established channels, followed by an increase as the channel system initiates its shutdown, and a decrease as melt returns to the background winter rate. This seasonal pattern is reminiscent of observations of some Greenland outlet glaciers (Moon et al., 2014) , and supports the notion that subglacial hydrology may indeed play a key role in shaping the 10 seasonal velocity behavior of some glaciers. In future work on real topography, we aim to produce other velocity signatures, such as those that experience an annual minimum velocity in the late melt season, which is thought to be a result of highly efficient channel development (Moon et al., 2014) or those with high winter sliding velocities, which may be indicative of hydraulically isolated or poorly connected regions of the bed (Hoffman et al., 2016) .
We calculate basal gap height over each element, which means that the geometry is dependent on mesh size. It is not our 15 aim to necessarily capture each individual cavity or channel cross-section, but rather to obtain the effective geometry over each element and its effect on the pressure field, which has an important influence on ice sheet sliding velocity. With very large elements, obviously the effects of efficient drainage channels may be smoothed out. For large-scale simulations, a variable mesh may be used with coarser resolution in the ice sheet interior away from the margins, with finer resolution at lower elevations where the bulk of meltwater is produced and enters the subglacial system (where efficient channel networks are likely to form). 20 
Conclusions
In this paper, we presented the SHaKTI model formulation with simple illustrative simulations to highlight some of the model features under different conditions. The model is similar to previous subglacial hydrology models, but employs a single set of "unified" governing equations over the entire domain, without imposing a distinction between channelized or distributed systems. The geometry is free to evolve; efficient, low-pressure drainage channels can and do form as the subglacial system sorts 25 itself out and facilitates transitions between different flow regimes. We find that with high meltwater input (via moulins or distributed input), self-organized channels emerge with higher effective pressure (i.e. lower water pressure) than their surrounding areas. As meltwater input decreases, these efficient drainage systems collapse and disappear.
To understand the overall mass balance and behavior of the Greenland ice sheet, it is crucial to understand the different seasonal velocity patterns observed on its outlet glaciers, and the corresponding enigmatic drainage systems hidden beneath Input rate of meltwater from englacial system to subglacial system Kinematic viscosity of water ev Dimensionless Englacial void ratio
