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PREFACE 
The hypergeometric series is defined by 
(1) F (d1, ... , dn I ) - co (d1)j ... (dn)J j z - .L ., z) 
e1, ... , Cn-1 i-o J· (e1); ... (en-1)J 
where (d)o= 1 and (d);=d(d+ 1) ... (d +j -1) if j;;d, and d1, ... , dn, z are 
complex numbers, e1, ... , en-1 are complex numbers #0, -1, -2, ···· 
When n > 2 the series is often called a generalized hypergeometric series. 
The hypergeometric function is the complete analytic continuation of 
the function defined inside the unit circle by the series (1). The special 
case n=2 (then F(a~bjz) is usually written as F(a, b; c; z)) has been 
extensively studied by Euler, Gauss, Kummer and Riemann. We do not 
intend to expound the work of these authors (For this we refer to 
F. KLEIN [I]) 1). We shall just indicate the methods of KuMMER [2] and 
RIEMANN [3]. Kummer's paper contains the first systematic investigation 
of the second-order differential equation satisfied by F(a, b; c; z). He 
found many new results, such as the well-known 24 series expansions and 
the quadratic transformation formulas. However, the calculations due 
to the transformations of the differential equation are rather lengthy, 
and it is not quite clear why some transformations lead to interesting 
relations whereas others do not. 
Riemann considered a two-dimensional space V (over the complex 
number field) of functions which are holomorphic on the universal covering 
surface W of Z'. Here Z' denotes the complex number sphere from which 
three points a, b and c are removed. He showed that V is the solution 
space of a hypergeometric differential equation, if the following conditions 
are satisfied: 
(i) V contains functions a1, a2 ; b1, b2 and c1, c2, which can be written 
as (z-a)"'' /I(z), (z-a)"• /2(z); (z-b)lh g1(z), (z-b)f3• g2(z) and 
(z-c)Y' h1(z), (z-c)Y• h2(z) in neighbourhoods of a, b and c, respec-
tively. 
1 ) Numbers in square brackets refer to the references, which are given at the 
end of the preface and at the end of each chapter. 
24 Series A 
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(ii) /1, f2 , g1, gz, h1, h2 are holomorphic and non-vanishing at the points 
a, b and c, respectively. 
(iii) iX1- 1X2, {h- /3z and )'1- )'2 are not integers, and iX1 + 1X2 + P1 + P2 + 
/'1 + /'2 = 1. (We shall call IX1, 1X2; P1, P2 and )'1, /'2 the exponents at 
a, b and c, respectively). 
This approach of Riemann's appeared to be very fruitful. He was able 
to deduce most of Kummer's results hardly without calculations. He also 
determined the linear transformations A, B and 0 of V induced by the 
analytic continuation of the functions of V around the points a, b and c, 
respectively (The group generated by A, B and 0 is a representation of 
the fundamental group of Z', and is called the monodromy group). 
The linear relations between the three bases {a1, az}, {b1, b2} and {c1, c2} 
of V then follow at once. 
For the first time generalized hypergeometric functions were studied 
systematically by J. THOMAE [4]. He regarded these functions as solutions 
of an n-th order differential equation of Fuchsian type having singu-
larities at the points 0, 1, oo. 
Following the method of Riemann's paper E. GouRSAT [5] defined 
generalized hypergeometric functions not as solutions of a certain 
differential equation, but by properties in the large. However, he did 
not try to determine the monodromy group. 
At the end of the last century integral representation of hypergeometric 
functions were found; they have been extensiv~ly used ever since (see 
e.g. [6] also for references). 
In more recent times hypergeometric functions were almost exclusively 
considered from the point of view of differential equations. Many kinds 
of special solutions have been obtained, and the relations between them 
have been ·deduced analytically. Riemann's program, partly carried out 
by Goursat, was not completed until now. This slow progress was possibly 
caused by the difficulties which arise in the case where some differences 
of exponents are equal to integers. This problem can be solved if one 
succeeds to characterize the solution space of an analytic differential 
equation in a neighbourhood of a regular (or weakly) singular point. We 
shall do this in chapter II, in which a new theory of regular singular 
points will be given. It is a general theory which is by no means restricted 
to the hypergeometric differential equation. 
The monodromy group of the generalized hypergeometric function can 
be found in a purely algebraic way, after a certain simple algebraic 
problem has been solved. Chapter I is devoted to the solution of this 
problem. Hypergeometric functions will be defined in chapter III under 
the least possible restrictions on the exponents. 
The definition is analogous to Riemann's, which was described above. 
In the same chapter we shall show that the hypergeometric function 
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satisfies a differential equation, and we shall compute the monodromy 
group, using the results of chapter I. 
Finally, in chapter IV we shall describe some examples of applications. 
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A PRELIMINARY ALGEBRAIC PROBLEM 
I. l. Introduction 
Since J. THOMAE's paper [1] of 1870, which initiated the theory of 
generalized hypergeometric functions, many papers on this subject have 
appeared. A systematic exposition of the theory and many reference can 
be found in [2]. However, it has never been noticed that the properties 
of these functions are dominated by a simple algebraic structure, embodied 
in a problem which will be posed and solved in the sequel. 
In this first chapter we deal with this algebraic problem. In chapter III 
we shall give the analytic foundations of the theory, and only then we 
shall be able to describe the role of the algebraic problem in the 
general theory of hypergeometric functions. The combination of algebraic 
and analytic theories will lead to most of the well known formulas 
for hypergeometric functions both ordinary and generalized. 
I. 2. The algebraic problem 
Let n be an integer ;;;. 2 (if n= 1, the exposition which follows, although 
making sense, becomes trivial). Let V be an n-dimensional vector space 
over a (commutative) field L. Let 
(1.1) P(x) =xn +p1xn-1+ ... + Pn, Q(x) =xn +q1xn-1+ ... +qn 
be polynomials with coefficients in L. The first version of our problem is: 
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Problem I 
a. Do there exist linear transformations A and B of V satisfying the 
following conditions: 
(1) P(x) and Q(x) (see (1.1)) are the characteristic polynomials of 
A and B, respectively. 
(2) rank (A- B),;;;;; 1. 
b. On what conditions and in what sense has problem Ia a unique 
solution 1 
The answer to problem Ia is affirmative. I owe the following very 
simple proof to Prof. N. G. DE BRUIJN. Let AI and BI be the companion 
matrices ([3], p. 318) of P(x) and Q(x), respectively: 
0 0-pn 0 0-qn 
1 I 
0 0 
(1.2) AI= BI= 
0 0 
,o 0 1-pl 0 0 1-ql 
Taking a base {vi, ... , Vn} in V, we can consider AI and B1 to be the 
matrices of linear transformations A and B of V. By a simple calculation 
it can be shown that the matrices A1 and B1, and so the transformations 
A and B, have characteristic polynomials P(x) and Q(x), respectively. 
Moreover, it is evident from (1.2) that rank (A''- B) =rank (AI- B1) < 1. 
The above solution of problem Ia can be put in another useful form. 
Let V' be the vector space of those polynomials of L[x] which have 
degree ,;;;;; n- 1. By vi--+ xi( i = 0, 1, ... , n- 1) an isomorphism g; of V onto V' 
is induced. If under g;, A' and B' correspond to A and B, respectively, 
then 
(1.3) A'xi=xi+l (i=O, 1, 2, ... , n-2), A'xn-l=xn-P(x) 
and 
(1.4) B'xi=xi+l (i=O, 1, 2, ... , n-2), B'xn-l=xn-Q(x). 
In the sequel, we shall tacitly identify V and V' sometimes. 
Next, we consider problem lb. Let A, B be a solution of Ia, and let 
a be an automorphism of V. Then A*=aAa-I,B*=aBa-1 is also a 
solution of Ia, as is readily verified. It seems reasonable, not to regard 
A, B and A*, B* as "different" solutions. Therefore, we shall say that 
Ia has a unique solution if the following is true: When A, Band A*, B* 
are solutions of .Ia, then there exists an automorphism a of V, such that 
A*=aAa-1 and B*=aBa-l. 
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Theorem 1.1. Problem Ia has a unique solution if and only if either 
P(x) and Q(x) are relatively prime or P(x) = Q(x) is an irreducible 
polynomial. 
Proof. Let either P(x) and Q(x) be relatively prime or P(x) = Q(x) 
be an irreducible polynomial, arid let A, B solve problem Ia. When H 
is the null-space of A- B, then 
T= {vJv E H, AvE H, ... , An-2v E H} 
n-2 
is a subspace of v and dim r > l, for we have r = n { viAiv E H}, 
i~O 
and dim {viAiv EH}-;;.n-1. Let V#O be an element of r. As Ax=Bx 
for all x E H, we derive Bv=Av. Now AvE H, and so BAv=A2v, hence 
B2v=A2v. Repeating this argument, we find 
(1.5) 
We shall prove that v, Av, ... , An-lv are linearly independent. Assume 
thatv, Av, ... , An-lvarelinearlydependent. Then a smallest k(k= l, ... , n-l) 
exists such that Akv is linearly dependent on v, Av, ... , Ak-lv. Therefore 
we can find A.o, A1, ... , Ak-1 E L, satisfying 
(1.6) Akv=A.ov+A.1Av+ ... +Ak-1Ak-1v. 
Introducing p(x) =Ao+A.1x+ ... +Ak-1xk-l_xk, we have p(A)v= 0 from 
(1.6). Now we shall prove that p(x) is a factor of P(x). We can find 
polynomials q(x) and r(x) of L[x], satisfying 
(1. 7) P(x) = q(x) p(x) + r(x), 
and either degree r(x) <degree p(x), or r(x) = 0. 
According to a theorem of Cayley we have P(A) = 0. So (1.7) implies, 
as p(A)v=O, 
r(A)v=P(A)v-q(A) p(A)v=O. 
If r(x) =I= 0, we would have found a polynomial of degree less than k, 
satisfying r(A)v = 0, contradicting our choice of p(x). Therefore, p(x) is 
a factor of P(x). If P(x) is irreducible, then p(x) = P(x). Hence degree 
p(x) =n, a contradiction. If P(x) and Q(x) are relatively prime, we observe 
that p(x) and Q(x) are relatively prime. So we can find polynomials a(x) 
and b(x) in L[x] satisfying 
(1.8) l = a(x) p(x) + b(x) Q(x). 
Applying Cayley's theorem to the transformation B, we get Q(B) = 0. 
So (1.8) implies a( B) p(B) =1, (the identity transformation). From (1.5) 
and (1.6) we derive that p(B)v=O, whence v=a(B) p(B)v=O. This 
contradicts our assumption v#O, and it follows that v, Av, ... , An-lv are 
linearly independent. 
As P(A)=Q(B)=O, we have 
(1.9) A(An-lv)=Anv-P(A)v, B(Bn-lv)=Bnv-Q(B)v. 
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Let ffJ be the isomorphism of V onto V' induced by A tv-+ xi( i = 0, 1, ... , n- 1)' 
and let A' and B' correspond to A and B under ffJ· From (1.5) and (1.9) 
it is immediately clear that A' and B' satisfy (1.3) and (1.4). This proves 
the uniqueness of the solution of problem Ia. 
In order to complete the proof of theorem 1.1 we now assume that 
P(x) and Q(x) have a non-constant common factor and that P(x) and Q(x) 
are not equal to the same irreducible polynomial. Then we can find 
non-constant polynomials f(x), p(x) and q(x), such that P(x) = p(x) f(x), 
Q(x) = q(x) f(x), and such that f(x) is relatively prime to at least one of 
p(x), q(x). Without any restriction we may assume that p(x) and f(x) 
are relatively prime. Moreover, we can assume that f(x) is a monic poly-
nomial, i.e. the coefficient of the highest power of x equals 1. We shall 
now construct two non-equivalent solutions of problem Ia. The linear 
transformations of both solutions are represented by matrices A, B 
and A, B*. These matrices are defined by 
A __ (Ao 1 AO 2), (A1 0 ) (A1 N) B = 0 B2 ' B* = 0 B2 . 
A1 is a matrix with characteristic polynomial f(x). A2 and B 2 are 
companion matrices of p(x) and q(x), respectively. However, if p(x) = x + iX 
and q(x) = x + {3, then A2 and B 2 are 1 X 1 matrices, consisting of - iX 
and - {3, respectively. Finally, N is a matrix of which only the last 
column is different from 0. A, B and A, ..B* are both solutions of 
problem Ia, as is readily verified. Suppose that A, B and A, B* are 
equivalent. Then there exists a non-singular matrix X satisfying 
XA=AX, XB=B*X. As A1 and A2 have relatively prime characteristic 
polynomials, we have 
where X1 and X 2 are non-singular. (This can be proved as follows. Assume 
that 
Then from XA=AX we derive A1Xa=XaA2 and A2X4=X4A1. Since 
f(x) and p(x) are relatively prime, we can find polynomials a(x) and b(x) 
such that 1 = a(x)f(x) + b(x)p(x). Substituting x = A2 in the latter relation 
and noticing that p(A2 ) = 0 by Cayley's theorem, we find a(A2)/(A2) =I. 
Hence X4 = a(A2)/(A2)X4 = a(A2)X4 f(Al) = 0, since /(Al) = 0 by Cayley's 
theorem. Similarly we can prove Xa=O). XB=B*X implies NX2=0. 
As N =1= o, and X 2 is non-singular, we have a contradiction. Hence, there 
exist two non-equivalent solutions of problem Ia. This completes the 
proof of theorem 1.1. 
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We shall also meet a multiplicative form of problem I. Once again, 
let V be an n-dimensional vector space over L, and let f(x) and g(x) be 
monic polynomials of degree n with coefficients in L. Finally, let /(0) 
be =1= 0. 
Problem II 
a. To find: linear transformations A, B and 0 of V, related by AO = B 
and satisfying the following conditions : 
(1) f(x) and g(x) are the characteristic polynomials of A and B, 
respectively. 
(2) There exists a subspace H of V with dim H>n-1, such that the 
restriction of 0 to H is the identity transformation. 
b. To find appropriate conditions for the uniqueness of the solution 
of II a. 
There is a very simple connection between the problems I and II. 
Take P(x) = f(x) and Q(x) =g(x), and let A, B be a solution of problem Ia. 
Then A is non-singular, for P(O) = f(O) =1= 0. Define 0 by 0 =A -1 B. Then 
O-l=A-1(B-A). Therefore, rank (0-1)<1. Hence, 0 satisfies con-
dition 2 of problem IIa, and so a solution of this problem has been found. 
Conversely, let P(x) (P(O) =1= 0) and Q(x) be given. Take f(x) =P(x) and 
g(x) = Q(x). If A, B and 0 form a solution of IIa, then A, B is a solution 
of Ia. Hence, there exists a one-to-one correspondence q; between the 
solutions of problem IIa and those of problem I in case that P(O) =1= 0. 
Using "different solutions" and "unique" for problem II as was done 
for problem I, we see that "being different" is preserved under q;. Hence, 
we have: 
Theorem 1.2. Problem IIa has a solution which can be described 
as follows: When V is regarded as the linear space over L of polynomials 
E L[x] with degree <;n-1, A and B are induced by 
{1.10) Axi=xi+1 (i=O, 1, ... , n-2), 
and 
{1.11) (i=O, 1, ... , n-2), Bxn-1 = xn- g(x), 
respectively, whereas 0=A-1B. 
Problem IIa has a unique solution if and only if either f(x) and g(x) 
are relatively prime or f(x) = g(x) is an irreducible polynomial. 
It is clear that the relation between the problems I and II is trivial, 
and one might ask whether there is a point in introducing problem II at 
all. The answer is that the problens I and II appear in the analytic 
theory of hypergeometric functions in rather different situations which 
are not connected algebraically. 
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We shall deduce some consequences for future reference in the theory 
of hypergeometric functions. We make the special assumption that 
f(x) (f(O) =1= 0) and g(x) are relatively prime, and that both are products 
of linear polynomials E L[x]: 
(1.12) f(x) = (x- ei)~'' . .. (x- er)~'', g(x) = (x- 0'1)•' ... (x- O's)"', 
where fli, ... , flr, VI, ... , v8 are positive integers satisfying 
(1.13) fli + ... + flr =VI + ... + Vs = n. 
ei, ... , er, ai, ... , as are mutually different. We shall consider V to be 
the space of polynomials of L[x] with degree <,n-1. Then the linear 
transformations A, Band 0, solving problem IIa, are described by theorem 
1.2. Our purpose is to introduce new bases {at, ... , an} and {bi, ... , bn} in V, 
and to establish the relations between them. 
If p(x) E V, there are uniquely determined constants fh, ... , -&n E L, 
satisfying 
(1.14) p(x) = -.!b:_ + + -&p, _L -&p,+l + + -&n f(x) x-ei ... (x-ei)~'' ' x-e2 ... (x-er)~'' · 
Convers.ely, if -&I, ... , -&n are arbitrarily chosen in L, there exists a 
polynomial p(x) of degree less than n, so that (1.14) holds. The 
correspondence p(x) ~(-&I, ... , -&n) is linear, hence (-&I, ... , -&n) can be 
regarded as coordinates in V. Let {ai, ... , an} be the corresponding base 
of V. From (1.10), (1.11) and O=A-I Bit is eviden~, that all polynomials 
of degree <, n- 2 belong to H. As H =1= V (otherwise A= B. This, however, 
cannot happen since f(x) and g(x) are relatively prime), His the subspace 
of V of all polynomials with degree <,n-2. We also derive from (1.10) 
and (1.11) that Ap(x) = Bp(x) =xp(x) for all p(x) E H, a fact which will 
be tacitly used in future. 
In the next three theorems pairs of subscripts j, k and l, m will appear. 
Once and for all we agree that- apart from possible extra conditions-
these subscripts take the values 
( 1.15) ~j=1, ... ,r (l-1, ... ,8 
k= 1, 2, ... , flj, 
m= 1, 2, ... , Vl. 
Furthermore, we shall use single subscripts i and h, each assuming the 
values 1, ... , n. A double subscript jk may be replaced by a single 
subscript i if and only if 
(1.16) i=fli+ ... +fli-I+k, when j>1 qr i~k, when j=l. 
Similarly, a double subscript lm may be replaced by h if and only if 
(1.17) h=vi + ... +vl-I +m, when l> 1 or h=m when l= 1. 
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Now taking especially p(x)=(x-r!i)-kf(x)=afk (k;>2) in (1.14), we derive 
from the fact that p(x) E H: 
(1.18) 
In the same way we may deduce 
(1.19) 
We can also prove 
(1.20) (k>2). 
I 
For take p(x)=(x-eJ)-1 f(x) in (1.14), then p(x)=aJ1· Using (1.10), and 
noticing that {(x-eJ)-1 f(x) -xn-1} E H, we get 
Aai1 =Ap(x) =A{(x-e1)-1 f(x) -xn-1} +Axn-1 = 
=x{(x-eJ)-1 f(x) -xn~1}+xn- f(x) = 
= eJ(X- eJ)-1 f(x) = eJ p(x) =(}Jail· 
The second formula of (1.20) can be proved in a similar way. 
Later on we shall need the following 
Theorem 1.3. Let V be an n-dimensional vector space over L, H 
an (n-1)-dimensional subspace of V, { a1, ... , an} a base of V, and A a 
linear transformation of V satisfying (1.18), (1.19) and (1.20) (the e's 
are mutually different). Then to every set {a1*, ... , an*} of elements of V 
which satisfies (1.18), (1.19) and (1.20) (if ai is replaced by ai*) a constant 
A can be found such that a1 * = Aar, ... , an*= Aan. 
Proof. We first remark that this theorem has been enunciated 
without reference to problem II, being a general theorem on vector 
spaces and linear transformations. However, the notation suggests a 
relation to problem II. There is no j such that ai1 E H. For assume 
that such a j exists. Then from (1.19) it would be clear that all a5,1 E H, 
hence every ai E H. This contradicts the fact that {a1, ... , an} is a base 
of V and H an (n-1)-dimensional subspace of V. Let {a1*, ... , an*} be 
a set of vectors of V, satisfying (1.18), (1.19) ·and (1.20). As an¢= H, 
we can find A E H satisfying an*- Aan E H. Let {a1', ... , an'} be defined 
by afk1 =afk* -Aafk· Then {a1', ... , an'} also satisfies (1.18), (1.19) and 
(1.20) (being homogeneous linear relations), whereas an' E H. So we find 
a/ E H for all values of i. To each value of j the eigenvectors of A 
corresponding to e1 form a !-dimensional subspace of V. [This is evident 
from the theory of Jordan matrices, but it can also be shown in the 
following way. Let a be a vector satisfying (A- e1I)a = 0. Then we can 
find constants AJk E L such that a= ~ AJkafk· Hence by (1.20) 
i.k 
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0 =(A- (!11) a= LAJk(A- (!11) aik = 
= :L AJkaj,k-1 + LAJk((!J- (!1) aik = 
k>l 
= :L {A.Jk((!J-(!l)+A.J,k+l}aJk+ :LA.i.u;((!J-(!l)ai.u;· 
k<.u; 
Now {a1, ... , an} is a base of V, so that we find 
AJk((!J- (!1) + AJ,k+l = 0 
A.i.u;(r!J- (!1) = 0. 
From these relations we see that AJk=O when j#1, and A1k=0 when 
k > l. Hence a= A.uan.] 
As a11' is an eigenvector of A corresponding to (!J, we have 
a11' =AJail (AJ E L). However, a11' belongs to H, whereas a11 ¢ H as shown 
above. So A.1 = 0, and a11' = 0 consequently. 
Noticing that (A-eJ1)a12'=a11'=0, we see that a12' is an eigenvector, 
whence it is a scalar multiple of a11. Hence, being a vector of H, a12' 
must be 0. Repeating these arguments, we can show that aik, = 0 for all 
values of j and k. Therefore a1k*=A.a1k for all values of j and k. This 
completes the proof. 
Now we introduce a base {b1, ... , bn} of V, which is related to B as is 
{a1, ... ,an} to A. If p(x) E V we can find ;1, ... , ;n E L, so that 
(1.21) p(x) = ___i!_ + ... + _..b.._ + ;v,+l + ... + ;n . 
g(X) X-0'1 (X-0'1)•• X-0'2 -' (X-O's)"• 
;1, ... , ;n can be considered as coordinates with respect to a base 
{b1, ... , bn}· Formulae analogous to (1.18), (1.19) and (1.20) can easily 
be derived: 
(1.22) 
(1.23) 
(1.24) 
blm EH 
bu-bl'l EH, 
(B- ad)bu = 0, (B- O'l1)blm = bl,m-1 (m;;;.2). 
The relations connecting {a1, ... ,an} and {b1, ... , bn} will now be established. 
Take p(x)=bzm=(x-a1)-mg(x) in formula (1.14). Then the coefficient 
{}Jk,lm of (x-e1)-k in (1.14) can easily be calculated: 
(1.25) 1 [ d.urk g(x) (X-(!j).U;J {}ih={}jk lm = --k · 
' (,Uj-k)! dx.u;- f(x) (X-O'l)m x~e; 
In a similar way, taking p(x)=ajk=(x-e1)-kf(x) in (1.21), we find for 
the coefficient ;lm,Jk of (x-al)-m in (1.21) 
(1.26) 1 [ d•z-m f(x) (x- O'!)"z] ;hi=;lm 'k = -- · 
'
1 (vl-m)! dx•z-m g(x) (X-(!j)k x~a1 
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We summarize these results in 
Theorem 1.4. The bases {a1, ... , an} and {b1, ... , bn} of V are 
connected by 
(1.27) 
(1.28) 
{b1, ... , bn} 
{ a1, ... , an} 
{ a1, ... , an} g 
{b1, ... , bn} E 
where the matrices 0= (fJih) and E= (~hi) are given by (1.25) and (1.26), 
respectively. 
Finally, we shall pay some attention to the !-dimensional subspace 
(0 -1) V. Let c generate this subspace. Then (c)= (0 -1) V =(A - 1B -1) V'. 
From (1.10) and (l.ll)itis evident that (A -1B -1)xi = 0 when i =0, ... , n- 2, 
and (A-1B-1)xn-1=A-1(xn-g(x))-xn-1. Let e and a be defined by 
(1.29) e = ( -1 )nf(O) = (!1~"1 .. -el'r, a= ( -1 )ng(O) = a1•1 .. . a/•. 
It is easily seen that A-1I=x-1(1+(-I)n-le-1f(x)), and 
A-1cp(x)=x-1(cp(x)-cp(O))+cp(O)A-11 for every cp(x) E V. 
Hence, 
(A -1B-1)xn-1=A -1(xn-g(x)) -xn-1 =x-1(xn -g(x) +g(O))-
- g(O)A-11- xn-1 = - x-1g(x) + x-1g(O)- x-1g(O)( -I)n-1e-1f(x) = 
= x-1(e-1af(x)- g(x) ). 
So we can take 
(1.30) c = x-1(e-1f(x)- c;-1g(x)). 
Finally, we determine the coordinates of c with respect to the bases 
{a1, ... ,an} and {b1, ... , bn}· 
Putting p(x) =C = x-1(e-1f(x)- c;-1g(x)) in (1.14), we find for the coefficient 
b1k of (x-e1)-k 
b·k= 1 [d'"J-k (e-1f(x)-a-1g(x))(x-e1)'"i] 
J (f.-lJ-k)! dxPJ-k Xj(x) x-Q' 
whence 
(1.31) 
In a similar way the coefficient elm of (x- al)-m in ( 1.21) can be calculated, 
when p(x)=c is substituted. The result is 
(1.32) 
Theorem 1.5. The subspace (0-1)V is generated by a vector c, and 
(1.33) C= b1a1 + ... + bnan= e1b1 + ... + enbn, 
where b1, ... , bn and e1, ... , en are given by (1.31) and (1.32), respectively. 
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Moreover, the following formula holds 
(1.34) bn + b21 + · · · + t5r1 = 611 + 621 + ... + 6s1 = [l-1 - a-1• 
The first part of the theorem follows from the foregoing exposition. 
In formula (1.34) bn + ... + t5r1 can be interpreted as the sum of the residues 
of x-1(e-lf(x)- a-1g(x))f-1(x). This sum is easily evaluated. 
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