Energy-efficient image communication is one of the most important goals for a large class of current and future sensor network applications. This paper presents a quantitative comparison between the energy costs associated with 1) direct transmission of uncompressed images and 2) sensor platform-based JPEG compression followed by transmission of the compressed image data. JPEG compression computations are mapped onto various resource-constrained sensor platforms using a design environment that allows computation using the minimum integer and fractional bit-widths needed in view of other approximations inherent in the compression process and choice of image quality parameters. Detailed experimental results examining the tradeoffs in processor resources, processing/transmission time, bandwidth utilization, image quality, and overall energy consumption are presented.
INTRODUCTION
While it is intuitive that image communication based on compression followed by transmission is generally more energy efficient than direct transmission of uncompressed images, there has been very little quantitative study of the specific energy tradeoffs characterizing these two approaches in Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. the context of resource-constrained sensor platforms. This is due in part to the challenges involved in implementing compression algorithms such as JPEG on sensor platforms. There is a wealth of literature and experience regarding compression in other environments, but sensor platforms have much more stringent limitations on memory, processing speed, and energy consumption. In addition, unlike devices such as camera-equipped mobile phones which are also limited in some respects, acquisition and dissemination of imagery is the primary function of an important class of sensor platforms, giving the efficiency with which these tasks are performed primary importance.
The JPEG algorithm is utilized for the work presented here. While the newer JPEG2000 standard offers some significant advantages over the "old" JPEG, it is much less widely deployed and also requires full-frame processing which can be challenging in light of memory limitations. As described in [1] and elsewhere, JPEG involves partitioning of an image into blocks of size 8 × 8, computation of the discrete cosine transform (DCT) for each block, quantization, and then entropy coding. Loss is introduced both in the quantization process and in the DCT which, while in theory lossless, in practice introduces loss due to finite precision. Quality control is effected though adjustment of the quantization step sizes. Choosing small quantization step sizes leads to more accurate coefficient representation and higher image quality, but also results in larger compressed image files.
Energy-aware data compression has previously been examined by Barr and Asanović in [2] , and by Sadler and Martonosi in [3] . Both papers investigate the effectiveness of various lossless data compression algorithms such as "LZO" and "bzip2" on constrained embedded platforms. The results demonstrate significant energy benefits when transmitting/receiving compressed data over uncompressed data, primarily due to the higher energy costs associated with communication versus computation. In comparison to lossless data compression, lossy image compression involves a wider range of tradeoffs because the quality of the image is related to the energy consumed during compression and transmission. Wu and Abouzeid [4] have studied the problem of energy-efficient image transmission in a multi-hop wireless sensor network using JPEG2000 compression on a StrongARM SA-1000 processor. For a given image quality requirement and transmission distance, an algorithm for finding the best set of JPEG2000 compression parameters is described. Results indicate that large fractions of the total energy are spent on computation due to the high complexity of JPEG2000. In [5] Taylor and Dey examine effects on energy, quality, and speed using JPEG compression when 1) different quantization tables are used and 2) computation on the high-frequency components is selectively omitted. An adaptive system is described in which quantization and high-frequency handling are varied in order to meet image quality and energy consumption constraints.
In contrast with the previous work in this area, we direct attention to the issue of mapping JPEG onto resource limited processors using a design environment that makes specific use of native word lengths of the target processor. In traditional JPEG implementations, the precision used in computing the DCT is often far greater than is necessary in light of the rounding occurring in the quantization process. Furthermore, the precision is often excessive in light of the approximations inherent in the particular DCT algorithm being used. For example, the DCT is often implemented using fast algorithms based on integer multiplies that only roughly approximate samples of a scaled cosine function. Thus, the present paper provides the following contributions:
• We adopt an energy-aware approach ensuring that the JPEG computations utilize the minimum precision needed to ensure that quantization, not insufficient precision, remains the dominant source of error.
To accomplish this we develop a design framework that analytically determines the optimum integer and fractional bit-widths for the signal paths in the compression process and is able to guarantee a specified precision.
• We utilize this framework to automatically generate platform-targeted JPEG C code and perform experiments using the Atmel ATmega128, TI MSP430, TI TMS320C64x, and Analog Devices Blackfin ADSP-BF533 processors to measure the energy savings resulting from the precision optimization process.
• Having obtained optimized JPEG implementations, we then measure the energy consumed by the compression process and subsequent transmission of the compressed data and compare this with the energy required to transmit the images in their uncompressed state. While the general result that compression/transmission is typically more energy efficient than transmission without compression is expected, we are not aware of any previous publications examining the specific quantitative aspects of the associated tradeoffs in terms of processor resources and overall energy consumption in the context of sensor platforms running platform-targeted software.
PLATFORM-TARGETED JPEG

JPEG Compression
JPEG is the most widely used lossy image compression standard. The main steps of JPEG compression are illustrated in Figure 1 . If the original image is in RGB format, it is converted into Y C b Cr format where Y is the luminance component and C b and Cr are chrominance components. Since the human eye is less sensitive to spatial detail in the chrominance components, those images are typically subsampled. The three images are then tiled into sections of 8×8 blocks (in pixels) and processed separately as described below.
Each tile is level shifted to zero mean: e.g. for a pixel depth of 8 bits, 128 would be subtracted from each pixel to bring the range to [−128, 127] . The level shifted block is then converted into frequency space by performing a 2D DCT, which is commonly accomplished by performing 1D DCTs on the rows followed by 1D DCTs on the columns. After the DCT, quantization is performed on the block by dividing each sample by a quantization step size defined in accordance with a quantization table, and rounding the result of the division to the nearest integer. Quantization tables are designed such many of the higher frequency components will be rounded to zero. The standard quantization table T specified in the JPEG standard for luminance is given by 
The values in the table corresponding to low frequency components (upper left) are smaller than those corresponding to high frequency components (lower right), with the result that low frequency information will be retained more accurately (because it is quantized using a smaller step size) than high frequency information. To adjust image quality, all values in the table are rescaled in inverse proportion to a quality setting Q tab that ranges from 1 (very poor image quality) to 100 (very good image quality), with a constant of proportionality typically introduced so that Q tab = 50 corresponds to no rescaling of the table. The final step in JPEG compression is entropy coding, a lossless compression process involving run-length encoding and Huffman coding. In the present work we focus primarily on the optimization of the DCT and quantization steps, as these are lossy steps in JPEG compression and thus offer the largest opportunity for potential impact in terms of overall energy utilization by addressing precision issues.
Design Flow Overview
The DCT and quantization steps consist of large numbers additions and multiplications involving real numbers. The most straightforward way of implementing such computations is to use floating-point representations. However, most embedded processors found in sensor networks are highly resource-constrained lack dedicated floating-point hardware. Emulating floating-point operations via integer operations retains the high precision associated with floating point but is extremely slow, especially on 8-bit processors such as the ATmega128. Moreover, floating-point accuracy is rarely required in embedded environments, meaning valuable processor cycles and memory are wasted for computing overly precise results. To avoid this waste, we implement the JPEG computations in fixed-point arithmetic with specific consideration of the precision needed and the native word-length of the processor.
In systems with a short-word-length fixed-point proces- sor, multi-word arithmetic, which uses multiple words to execute operations larger than the natural processor wordlength can be exploited [6] , though due attention must be given to avoid overuse of and/or unnecessarily wide multiword methods. Figure 2 shows an example of how 2n-bit × 2n-bit (i.e. 2-word × 2-word) multiplication can be accomplished on an n-bit processor. Assuming that the processor supports an "add with carry" instruction (which most processors do), four multiplications and six additions are required in total. More generally, an L-word by M -word addition requires max(L, M ) additions, while an L-word by M -word multiplication requires L × M multiplications and 2 × (L × M − 1) additions. In order to minimize execution time, it is desirable to minimize the number of words used for each multi-word arithmetic operation, while simultaneously meeting the user-specified output error criterion. Figure 3 depicts the design flow for determining the number of required bits (or words) involved for each fixed-point operation. The "Range Analysis" step analyzes the dynamic range of each signal and computes the minimal integer bitwidths that avoid overflow. We define a "signal" to be an operand of an addition/multiplication operation or a result of an operation. Next, "Precision Analysis" is performed which computes the fractional bits required to each signal. Simulated annealing is employed for this step, which finds the fractional bits in conjunction with constraints such as the output error requirement and costs associated with arithmetic operations of the target platform. Once the signal bit-widths are found, an appropriate C code fragment of the algorithm is generated.
In [7] , a similar design flow was examined for generating optimized hardware designs on field-programmable gate arrays. approach described here however, differs considerably from that in [7] in that 1) in the present work we target software programs on embedded processors which impose numerous constraints (limited processor word-length, fixed data types, instruction latencies, etc.), and 2) while [7] aims to minimize circuit area, the aim in the present paper is to minimize processor cycles and therefore energy.
Range Analysis
The aim of range analysis is to analyze the dynamic range of each signal and to compute the required number of integer bits that avoid overflow. We assume two's complement representation throughout. The bit-width of a signal x is denoted by Bx, while its integer bit-width (IB) and fractional bit-width (F B) are denoted by IBx and F Bx respectively, i.e. Bx = IBx + F Bx. In two's complement fixed-point, the IB of a signal x is given by IBx = log 2 (X) + 1 (2) where X = max(|xmin|, |xmax|). The range analysis method involves examining the local minima, local maxima, and the minimum and maximum input values at each signal. The local minima and local maxima are found by computing the roots of the derivative at the signal. Consider the signal shown in Figure 4 where the input interval is over [x0, x5] . The local minima and maxima can be found by computing the roots of the derivative. In Figure 4 the local minima, local maxima f (x0) = y0, and f (x5) = y5 are the potential candidates for the minimum and maximum values of the signal. The minimum value is given by min(y0, y1, y2, y3, y4, y5), while the maximum value is given by max(y0, y1, y2, y3, y4, y5 
Precision Analysis
The goal of precision analysis is to determine the minimum fractional bit-widths (F Bs) of all signals that still enable satisfying the user-specified accuracy constraint at the output. Quantization of signals is generally performed using truncation or round-to-nearest. Although round-to-nearest results in smaller errors, it requires an extra addition for adding the rounding constant.
Error Models
When performing truncation or round-to-nearest to a signal z, the errorˆ z due to quantization is given by:
Round-to-nearest:
where F B z is the full precision of z before quantization.
With the addition z = x+y and the multiplication z = x×y, F B z is defined as follows
For the addition operation z = x + y, the error z at the output z is given by
where x and y are errors associated with signals x and y. Figure 5 .
Similarly, for multiplication,
It is clear that z is at its maximum when x and y are at their maximum absolute values. The expressions in Eqn. (7) and Eqn. (8) form the basis for the performing precision analysis on complex computations such as the DCT.
Precision Analysis Example
We describe the precision analysis procedure with the following example:
which occurs in the computation of the DCT used in this work. x0, x1, and x2 are inputs, c0 and c1 are constants, and z is the output we would like to evaluate as shown in Figure 5 . Instead of evaluating the expression in Eqn. (9) directly, the output of each addition and multiplication operator is stored in a temporary signal (D0..2) to allow quantization to take place. For example, assume the ranges of the inputs are x0 = [−0.5, 0.5), x1 = [−2, 3), and x2 = [−4, 5) and that the two constants are c0 = 2.14532 and c1 = 0.07937. The range analysis approach described in Section 2.3 then gives the ranges and integer bit-widths (IBs) shown in Table 1. A zero or negative integer bit-width means that the magnitude of the signal will always be less than 1, and the specific negative value identifies the number of positions to the right of the binary point that will always be zero.
In order to compute the required fractional bit-widths (F Bs) using the expressions in Eqn. (7) and Eqn. (8) , it is first necessary to derive the error expressions to each signal. We assume that round-to-nearest is performed for the constants and truncation is performed for all other signals. The following error expressions can be derived for each signal in this example:
For a desired worst-case error requirement req , one must satisfy z ≤ req . This is an optimization problem, where the goal is to find the minimal F Bs for a given error requirement z and output fractional bit-width F Bz. Though such optimization problems can be addressed in a number of different ways, we address it using simulated annealing, which is known to provide near-optimal results at reasonable computational cost [7] . Inequalities such z ≤ req are supplied as the constraint function and the latency costs associated with multi-word arithmetic are supplied as the cost function for the annealing process. In the case of the ATmega128 processor, an 8-bit addition requires a single cycle and an 8-bit multiplication consumes two cycles. In addition, the following extra constraints are added.
1. Bit-widths must conform to the C language integer data types, which are limited to 8, 16, 32, and 64 bits.
2. Bit-widths of the two operands for an addition or multiplication must be the same. This is because the C language performs additions and multiplications using operands with the same data types. If the types are different, compilers will cast the smaller operand to the bigger operand during compilation. Forcing the operand widths to be the same simply anticipates a step the compiler will take anyway, and allows the optimization algorithm to use precision opportunities that will be introduced in compilation.
3. The two operands of an addition must share the same F B since binary points must be aligned for additions. Due to constraint 2, this also means the addition operands share the same IB. Table 2 shows the set of bit-widths obtained after the optimization process for error requirements of req = 2 −5 and req = 2 −10 with a fixed output bit-width of Bz = 16. The shifts shown in the last column are required to perform quantization and binary point alignments which will be discussed in Section 2.5. Compared to Table 1 , the IBs of D1 and D2 have increased from −1 and 2 to 2 and 4 respectively, which is necessary to satisfy constraint 3. Requirements imposed by constraint 1 and constraint 2 have also been met. While 16 bits are required for all signals in the case of req = 2 −10 , some signals in the case of req = 2 −5 can be represented by 8 bits. The optimization tool preferentially targeted reduction of the multiplications rather than of additions since multiplications cost more processor cycles. This will lead to a reduction in overall latency due to the reduced number of words involved in during multi-word arithmetic. 
Fixed-Point to Integer Mapping
Internally, fixed-point processors perform integer operations. Although fixed-point libraries for the C language are available, they generally do not provide support for negative IBs. This is problematic given the potential resource savings that can be achieved by exploiting in the leading zeros which, as Table 1 demonstrates, can occur commonly. This can be addressed by performing integer arithmetic with an implicit binary point.
Shifts are conducted after each operation to perform quantization and binary point alignment. Figure 6 illustrates how the shifts are computed for each operation. For instance, for the expression z = x × y, the F Bs of x, y and z are known a priori from the precision analysis phase. The intermediate result z will contain the multiplication full precision of F Bx + F By fractional bits. To adjust the number of fractional bits according to what is needed for z, z is simply shifted to the right by F B z − F Bz bits.
Consider the req = 2 −5 case in Table 2 when x0 = 0.44140625, x1 = −1.84375, and x2 = 2.122314453125 which have F Bs of 8, 5, and 12 bits, respectively. We use the notationx to represent a fixed-point quantity x in integers with an implicit binary point. The corresponding integer representations of the three inputs arex0 = x0 F Bx 0 = 113, x1 = −59, andx2 = 8693. Likewise,c0 = (2.14532 5) + 0.5 = 69 andc1 = 81. The steps below illustrate how z is computed.D
To compute the fixed-point quantity z we simply shiftz by F Bz bits to the right and keep the fractions, i.e. z = 11994 12 = 2.92822265625.
Optimized DCT and Quantization
For an input matrix x(i, j) and an output matrix z(m, n),
where K(0) = 1/ √ 2, and K(m) = 1 and K(n) = 1 for m = 0 and n = 0. For the case of an 8 × 8 DCT, a direct implementation of Eqn. (18) would require 4096 multiplications (though some of them are trivial). However, since the transform kernel in the summation is separable, the 2D DCT can be computed by performing 1D transforms of the rows and then columns, or vice versa. Further reductions in complexity can be realized by using fast algorithms and, in the case of JPEG, by exploiting the specific multiplications that occur with the DCT length is 8. Among the many fast N = 8 DCT algorithms that have been proposed, we use the LLM algorithm described by Loeffler et al. [9] , which requires 12 multiplications and 32 additions for the 8-point 1D DCT. For the complete 8 × 8 2D DCT, this must be performed once for each of the 16 rows and columns, leading to a total of 192 multiplications and 512 additions.
To obtain optimized DCT and quantization, the bit-width optimization methods described earlier were applied to the operations in the LLM algorithm to determine appropriate bit-widths given the precision requirement and to automatically generate the C code appropriate to the target platform. In addition to the three constraints described in Section 2.4, we added an extra constraint where shifts involving 32-bit integers were constrained to multiples of bytes. This was introduced since arbitrary bit shifts on 32-bit integers using processors without hardware shifters can be extremely slow. Constraining such shifts to be multiples of bytes allows the processor to perform shifts simply by moving memory locations. To avoid division in the quantization process, the DCT outputs were multiplied by the reciprocal of the quantization table values. Due to the nature of the LLM algorithm, the resulting DCT outputs are scaled by a factor of 8. This factor is compensated in the quantization tables.
Since the bit-widths of the standard C data types such as "int" or "long int" can differ depending on the target platform, we use the "inttypes.h" standard C header, which enforces target-independent fixed size integer type definitions, and use the data types "int8 t", "int16 t", "int32 t" and "int64 t", which correspond respectively to two's complement 8, 16, 32, and 64-bit integers.
EXPERIMENTAL RESULTS
Compression
Image compression experiments were performed using grayscale images, as this is sufficient to allow exploring the compression speed, image quality, and energy consumption tradeoffs of interest in the present work. As is common in JPEG implementations, the JPEG standard table shown in Eqn. (1) was mapped to Q tab = 50, and quantization tables for other quality settings were generated by linearly scaling the JPEG standard table [10] . Table 3 provides the latency, code size, execution time, energy consumption, and peak signal to noise ratio (PSNR) for three test images at Q tab = 50 for the DCT and quantization steps in JPEG. The Bird, Camera, and Goldhill images from the "GreySet1" image archive hosted at the Waterloo BragZone [11] are used. The code size shown includes both instructions and data. The ATmega128 at 8 MHz with an active power consumption of 22 mW [12] is used as the target platform. Compilation is performed via WinAVR 20060421 with "-O3" optimization setting. As a basis for comparison, the library released by the Independent JPEG Group (IJG) [10] is used. The first row of the table gives the requirements for a floating point implementation in which C single-precision computations are mapped to the processor using standard compilation approaches. As noted earlier, such an approach delivers far more precision than is needed and in this case uses over an order of magnitude more time than all of the optimized versions. IJG has released two speed-optimized integer versions of JPEG code -a "slow" version with a DCT that favors accuracy over speed, and a "fast" version that makes the opposite tradeoff. The PSNR results in the table show that the "slow" version incurs no PSNR penalty over a full floating point implementation, while the "fast" version causes a 5 to 6 dB loss, which is very significant in dB terms and visually. When mapped into the ATmega128, the IJG "fast" version requires about half as many clock cycles as the "slow" version.
One of the most powerful advantages of the custom precision approach is that it offers the implementer a range of operating point choices and provides an energy optimized implementation for the chosen operating point. Rows 4-6 of Table 3 illustrate three such operating points. The improvements in the mappings in rows 4-6 of the table arise because the IJG implementations use fixed integer data types, whereas we customize the data types for each operation via the approach described in Section 2. Row 4 gives the results for a "slow" algorithm in which the constraint is that there must be no PSNR loss with respect to the floating point implementation. This is achieved using 38,364 cycles, which is approximately 25% lower than the corresponding IJG algorithm in row 2 of the table. Row 5 of the table illustrates an intermediate solution in which a PSNR loss of several tenths of a dB is allowed, and the cycle count is then reduced to approximately 23,000. Row 6 of the table gives the result of a "fast" optimization. Notably, this this more than twice as fast as the IJG "fast" algorithm in row 3, while still producing PSNR values that are only about 1 dB reduced from the full floating point PSNR, and 4 to 5 dB above the PSNR results of the "fast" IJG algorithm in row 3 of the table. Thus, in this example the custom precision approach has enabled algorithm mapping that is both faster and gives more accurate DCT and quantization results (thus the higher PSNR). It is important to emphasize that these results are not intended to suggest that the IJG algorithm is "bad" in any sense; in fact it is widely recognized to be quite good. Rather, the key point conveyed in the table is that when platform-specific architectural attributes are considered in combination with precision requirements consistent with the application and precision of the underlying data, substantial savings can be realized. Table 4 shows the variation in entropy coding latency as a function of different quality factors Q tab . The latencies have been averaged over the three images. The general trend that higher quality settings require entropy coding of more bits is of course expected because the associated image files are larger. These latencies apply to both the IJG JPEG implementation as well as the implementation presented here, as it was the DCT and quantization steps that were subject to optimization, not the entropy coding. The value of this table is that it provides information that, in combination with Table 3, allows comparison of the overall latency requirements for the entire end-to-end JPEG algorithm for the IJG and DCT-optimized approaches. One example of such a comparison is given in Table 5 , which provides a comparison of the DCT computation using the IJG "slow" algorithm and the proposed "fast" approach for the case where Q tab = 50. As was discussed in association with rows 2 and 6 of Table 3 , the proposed "fast" algorithm leads to PSNR values that are less than 1 dB lower than the IJG "slow" algorithm, which in most applications would not be visually significant. As Table 5 shows, the proposed "fast" algorithm requires about 1/4 as many cycles for DCT and quantization and the same number of cycles for entropy coding (because no entropy coding optimization was performed). The total number of cycles is approximately halved, with the energy consumption reduced accordingly. Figure 7 provides a comparison of the image quality associated with different PSNR levels and algorithm mappings for the Camera image. Images shown are (a) the original, (b) the result of the IJG "slow" mapping (row 2 of Table 3 ) and the proposed "slow" mapping (row 4 of Table 3 ) at Q tab = 50 (both "slow" methods give exactly the same image with a PSNR of 28.3 dB, but the proposed "slow" mapping requires approximately 10,000 fewer cycles than the IJG approach), (c) the result of the proposed "fast" mapping also at Q tab = 50, giving a PSNR of 27.5 dB, and (d) an example of a the quality associated with a poor image quality setting of Q tab = 10. In image (d) the proposed "fast" mapping was used, giving a PSNR of 22.8 dB, though if the IJG "slow" mapping were used with this Q tab setting the PSNR would be 22.9 dB, which is almost identical. Table 6 provides comparisons among various platforms for performing DCT and quantization on a single 8×8 block via the proposed "fast" method. The voltage, clock speed, and active power specifications were obtained from [12] for the Atmel ATmega128 and the TI MSP430F1611, and from [13] for the Analog Devices Blackfin ADSP-BF533 and the TI TMS320C6414T. Compilations are performed with the fastest optimization settings using WinAVR 20060421, IAR Embedded Workbench 3, Analog Devices Visual DSP++ 4.5, and TI Code Composer Studio 3.1. The cycle counts given in the latency column are the result of the optimization methods described in present paper, and differ among the various processors due to architectural differences such as the native world-length. The most interesting information in the table is in the final two columns, which give execution time and energy respectively. The lowest power processors (the ATmega128 and MSP430F1611) actually have the highest energy results, in part because they operate a lower speeds and require a longer time to complete the processing. In this respect, the ratio of power to speed (which is given in the fourth column of the table for all the processors) is at least as important as the power consumption alone. It is also important to note that there is a wide range of operating voltages, from 0.8 V in the case of the ADSP-BF533 to 2.7 V for the ATmega128. Thus, a conclusion that the ATmega128 is 30 times less energy efficient than the ADSP-BF533 must be tempered by the fact that the voltage ratio between these two processors is more than a factor of 3.
Compression and Transmission
In many applications what is of most interest is not the energy cost to compress alone, but also the energy cost to deliver an image to a different location. Transmission energy the IJG "slow" algorithm (row 2 of Table 3 ) and the proposed "slow" algorithm (row 4 of Table 3 ) -both "slow" methods give exactly the same image, but the proposed method is faster by about 10,000 cycles than the IJG algorithm, (c) the proposed "fast" mapping at Q tab = 50, and (d) the proposed "fast" at Q tab = 10. The PSNRs of the three JPEG images are 28.3 dB, 27.5 dB, and 22.8 dB. The original image size is 131 kb, images (b) and (c) have compressed size 21 kb, and the last JPEG size is 9 kb. is obviously highly platform-specific, so to examine this we consider three commonly used motes with the specifications as provided in Table 7 [12] (the radio transmit power for the data in the table is 0 dBm). Figure 8 is a bar graph giving the total time for compression and transmission using an average of the results for the same three test images considered in Table 3 . The upper and lower parts of each bar indicate the time used by transmission and compression respectively. Results are given for different image resolutions (square images of linear sizes 64, 128, and 256), and within each resolution for low (Q tab = 10), medium (Q tab = 50), and high (Q tab = 90) image quality settings. Results for transmitting images with no compression are also provided. Not surprisingly, whether or not it is faster to compress and then transmit or to transmit without compression is at least partially dependent on the specific processor/radio combination. In the case of the Mica2 mote in combination with the ATmega128 processor and CC1000 radio, compression is always advantageous; with the Telos mote in combination with the MSP430F1611 processor and CC2420 radio the opposite is true. This is largely due to the significantly higher data rate of the Telos versus the Mica2. More specifically, the compression process is unable to reduce the size of the file by an amount equal to the number of bits that can be transmitted by the Telos during the time otherwise consumed by compression. In all cases, Figure 8 highlights large reduction transmission time when JPEG is employed. This of course leads to reduction in bandwidth usage and thus less contention in the channel which is a common problem in wireless sensor networks. When energy is considered instead of time, a very different set of results is produced as shown in Figure 9 . The image resolutions and quality settings are the same as those in Figure 8 . The energy values in the figure include the cost to compress and to transmit; the potential costs to receive and decompress are not considered. While reception/decompression are certainly part of the overall process of communicating an image, the value and significance of energy costs at a receiver are highly system dependent, and in many environments images would be received at highly capable nodes in which energy was less problematic. For systems such as multi-hop environments in which other energyconstrained nodes would be relaying the images, information such as that in Table 7 can be used to obtain an end-to-end cost. Since compression costs are only associated with the initial node, the time and energy savings of using JPEG would increase with the number of hops.
The energy results in Figure 9 are notable in comparison with the time results in Figure 8 in several respects. First, while for the Telos avoiding compression at all was the most time-efficient approach, for energy efficiency compression offers significant benefits. As would be expected, these benefits are larger when more compression is applied. Secondly, for the Mica2, compression was advantageous from a time standpoint, and Figure 9 shows that it is advantageous from an energy standpoint as well. Finally, results for the MicaZ are more nuanced. For the low and medium image quality levels, compression offers an energy advantage. For the highest quality level, compression is not justified because transmitting the uncompressed image consumes less energy. As the figure shows, this is because at that quality level the compression process alone (even without considering transmission of the compressed image) consumes more energy than transmission without compression. The results in Figure 9 correspond to a radio power of 0 dBm. When large transmission distances are desired, the radio power will have to be increased accordingly, which of course leads to an increase in the overall transmission cost per bit. Hence with increasing radio power, the relative cost of transmitting uncompressed images as opposed to JPEG-compressed images would increase.
CONCLUSIONS
We have explored the energy tradeoffs involved in JPEG compression on energy-constrained platforms followed by wireless transmission of the compressed images. A design approach based on precision-optimized custom arithmetic was used to obtain energy-minimal, platform-specific implementations of the DCT and quantization steps in the JPEG algorithm. Comparisons with traditional JPEG libraries show speed and energy improvements ranging from factors of 2 to 5 depending on which portion of the algorithm was considered. Comparisons across different platforms show that the JPEG energy consumption is actually higher on "low" power platforms due to the longer times needed for these platforms to perform the computation tasks to the desired precision. Time and energy requirements for the combination of compression/transmission were also investigated for several different processor/radio combinations. The most energy-efficient and time-efficient approaches among the options of 1) transmission of uncompressed images or 2) compression followed by transmission were identified for a variety of processor/radio combinations.
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