Predicting traffic flow on traffic networks is a very challenging task, due to the complicated and dynamic spatial-temporal dependencies between different nodes on the network. The traffic flow renders two types of temporal dependencies, including short-term neighboring and long-term periodic dependencies. What's more, the spatial correlations over different nodes are both local and non-local. To capture the global dynamic spatial-temporal correlations, we propose a Global Spatial-Temporal Network (GSTNet), which consists of several layers of spatial-temporal blocks. Each block contains a multi-resolution temporal module and a global correlated spatial module in sequence, which can simultaneously extract the dynamic temporal dependencies and the global spatial correlations. Extensive experiments on the real world datasets verify the effectiveness and superiority of the proposed method on both the public transportation network and the road network.
Introduction
Traffic flow refers to the number of people or vehicles passing through the observation nodes on traffic networks at each time interval. The goal of traffic flow prediction is to predict the traffic flow of several future times based on the historical traffic data and the physical traffic network. Accurate prediction for future traffic states could help citizens bypass the crowded path and keep away from rush hours when scheduling a trip. Traffic flow prediction could also be used for recommending more convenient paths for car drivers and providing convincing information for traffic management decision. Generally, it is one of the core components in Intelligent Transportation Systems (ITS), where the performance has much impact on the performance quality of various practical applications, such as intelligent route planning, dynamic traffic management, and intelligent location-based service [Wu and Tan, 2016] .
Early approaches for traffic flow prediction are usually developed on time series with shallow machine learning models [Clark, 2003; Kumar et al., 2013] . But these approaches can only be applied to a single observation node or traffic networks with few nodes. Recently, the deep learning based prediction methods have been largely developed in the field of artificial intelligence. Compared with the traditional methods, deep learning models exhibit better capabilities to extract the spatial-temporal dependencies on traffic networks . However, most current methods do not fully exploit the unique characteristics of traffic data, and thus are of inefficiency in processing the dynamic spatial-temporal correlations on traffic networks.
Current methods mainly employ RNN models [Chung et al., 2014] to extract temporal features. However, these methods suffer three limitations when applied to traffic data. First, the traffic flow has both short-term neighboring (no more than one hour) and long-term periodic dependencies (one day, one week or longer) . Such a characteristic requires the model to have a fairly long receptive field on temporal axis. However, the receptive field of RNNs is limited. For instance, if the traffic data is recorded every 10 mins, there are more than one hundred traffic records of one day period, while RNNs could hardly train such a long sequence. Second, RNNs have the delayed responses to sudden changes of temporal features, which instead are very common in traffic data patterns, especially for the morning and evening peaks. Third, the training process of RNNs is timeconsuming and hard to converge.
On the other hand, many existing methods only consider the localized spatial correlations. However, we notice that the spatial correlations over different nodes on traffic networks are both local and non-local. It is observed from Figure 1 that the traffic flow of nodes with far distances could have close correlations (see the nodes A, B, and E), while the traffic flow of nodes with short distances could exhibit different characteristics (see the nodes C, D, and E).
According to the above analyses, accurate traffic flow prediction on traffic networks is a very challenging task. To capture the complicated and dynamic spatial-temporal dependencies and solve the problem of traffic flow prediction, we propose a deep Global Spatial-Temporal Network (GSTNet), which consists of several layers of spatial-temporal blocks. Each block contains a multi-resolution temporal module and a global correlated spatial module in sequence. The main contributions of the proposed model are as follows:
• A multi-resolution temporal module with a long receptive field is developed to handle the long-term period-ical dependencies. In the module, both the short-term neighboring and the long-term periodical dependencies are carefully captured. • A global correlated spatial module is proposed to learn the spatial correlations on traffic networks. The design of this module is to capture the global correlations between nodes. Thus, the local and non-local spatial correlations on traffic networks can be simultaneously modeled in the same framework. • The whole model merges together the temporal and spatial modules, which considers the dynamic temporal and the global spatial correlations simultaneously. Extensive experiments verify the effectiveness and superiority of the proposed model.
Related Work

Deep Learning on Traffic Prediction
Recently the deep learning based methods for traffic prediction have been largely developed. Specifically, the stacked auto encoder (SAE) [Lv et al., 2015] is first employed to predict traffic states of different nodes. The LSTM network [Hochreiter and Schmidhuber, 1997] and SAE are combined to predict extreme traffic conditions . In addition, the convolutional neural networks (CNNs) have also been adopted for predicting the citywide crowd flows . To be specific, the traffic data is transformed into a 32×32 grid image as a heat map, whose pixel value is determined by the traffic flow at each time interval through the grid. Then the CNNs with residual connection [He et al., 2016] are utilized to capture the spatial-temporal traffic patterns. The similar idea is also adopted by the subsequent approaches Yao et al., 2018a; Yao et al., 2018b] , some of which are embedded with LSTM network or attention mechanism to further strengthen the model performance. However, directly transforming the traffic data to images distorts and coarsens the spatial relationships between nodes. On the other hand, the graph convolution models can be applied to traffic prediction.
Deep Learning on Graphs
To make the convolution applicable on graph structured data, the graph convolution is developed from the perspective of spectral domain [Bruna et al., 2013; Henaff et al., 2015] . However, this convolution requires explicit Laplacian eigenvalue decomposition. For this reason, the convolutional kernel is replaced with a multi-order Chebyshev polynomial (ChebNet) [Defferrard et al., 2016] , which avoids explicit eigenvalue decomposition. The ChebNet is further modified for semi-supervised graph classification [Kipf and Welling, 2016] . The graph convolution has also been developed directly based on the graph structure, such as the graph convolution network (GCN) [Hechtlinger et al., 2017] and the diffusion convolution [Atwood and Towsley, 2016] Recently, the graph CNN models have been employed to capture the spatial correlations for traffic prediction. For instance, the Diffusion Convolutional Gated Recurrent Unit (DCGRU) and LC- RNN [Lv et al., 2018] are developed to capture the localized spatial correlations on traffic networks. The model with multi-graph CNNs [Chai et al., 2018] is proposed to predict the city bike flow. In addition, a fully convolutional spatial-temporal graph neural network is developed to extract the features on traffic networks. However, most of the current graph based methods do not notice the non-local spatial correlations between nodes on traffic networks.
Proposed Model
Overview
Notations. The traffic topological network can be represented by a graph G = (V, E), where V stands for the set of nodes, and E describes the accessible routes between nodes. e ij ∈ E indicates that there is an edge between two nodes v i and v j . Suppose that there are N nodes and M types of traffic flow data (e.g., inflow and outflow), the m-th type of traffic flow data on node v i at time t is denoted as x i,t,m . The historical traffic flow data with length T obtained along the time axis constitutes a tensor X ∈ R N ×T ×M . Problem Statement. The task of prediction problem is to learn a mapping function f θ . The function f θ takes historical traffic data X as well as the graph G as inputs, predicting the traffic flow of all nodes at the next time:
whereX ∈ R N ×M denotes the prediction results, and θ stands for the learnable parameters. Architecture of Our Designed Network. Figure 2 shows the architecture of the proposed GSTNet, which consists of several layers of spatial-temporal blocks and an output layer. Each spatial-temporal block contains a multi-resolution temporal module and a global correlated spatial module in sequence. The output layer employs an attention mechanism on temporal domain, which automatically selects the relevant historical traffic data. The detailed mechanism of each module is described in the following subsections.
Multi-Resolution Temporal Module
A multi-resolution temporal module is proposed, which has a long receptive field to capture the long-term periodic dependencies. Thus, both short-term neighboring and longterm periodic dependencies are simultaneously considered. The module is composed by stacking several layers of tensor causal convolution with different dilation rates, which is shown in Figure 2 (left bottom).
Tensor Causal Convolution. The tensor causal convolution is developed to preserve the chronological order of data (the outputs at current time are only related to historical data). The result of causal convolution [Oord et al., 2016] on node v i is as follows:
where y i,t,p is the convolutional result of node v i on the pth channel at time t, d is the dilation rate, and w k,m,p is the element of the convolution kernel. Furthermore, in Eq. (2), all the elements of w k,m,p constitute the convolution kernel W ∈ R Kτ ×M ×P , where K τ represents the kernel length, and P denotes the number of output channels. In process, zero padding strategy is utilized to keep the temporal length unchanged. Now, applying the same convolution kernel to all nodes yields the following formulation of tensor causal convolution:
where Y ∈ R N ×T ×P is the output features, and * d represents the tensor causal convolution with dilation rate d. Due to the entirely convolutional architecture, the tensor causal convolution has the rapid responses to temporal signals and a flexible receptive field on the temporal axis. The length of the receptive field is K τ × d, where K τ is the length of convolution kernel, and d is the dilation rate. Multi-Resolution Architecture. Multiple layers of tensor causal convolution are stacked, which can not only expand the receptive field on temporal axis, but also obtain the multiresolution outputs. The convolutions of bottom layers are designed to extract short-term neighboring dependencies, and those of higher layers are responsible of learning long-term temporal features. To further expand the receptive field, the dilation rate increases with an exponential speed, i.e., d (l) = 2 (l−1) :
where Y l ∈ R N ×T ×P is the output features of the l-th layer, W (l) ∈ R Kτ ×M ×P is the convolutional kernel, and σ(·) denotes the non-linear activation function. The results Y l of different layers capture the temporal dependencies on different resolutions, which are concatenated to obtain the multiresolution output features:
where Y ∈ R N ×T ×Q is the output features of the multiresolution temporal module, and Q is the the number of out- put channels. Furthermore, [Y 1 , Y 2 , · · · , Y L ] denotes the operation of tensor concatenation on the channel dimension, and h(·) is the convolution for channel reduction.
Global Correlated Spatial Module
A global correlated spatial module is developed, which has the capability of extracting the global spatial correlations between nodes on the traffic network. Thus, the local and nonlocal spatial correlations can be simultaneously modeled in the same framework. The proposed module contains a localized graph convolution and a non-local correlated mechanism with the residual connection [He et al., 2016] . Localized Graph Convolution. The graph convolution is first developed from the perspective of Fourier domain [Bruna et al., 2013] . Let x ∈ R N be the signal, and A ∈ R N ×N be the adjacent matrix of the graph, the convolution is:
where y ∈ R N is the convolution result, θ is the learnable parameters, and g θ (Λ) = diag(θ) is the filter of a diagonal matrix. Furthermore, in Eq. (6), U ∈ R N ×N is the eigenvectors of the normalized Laplacian L = I N − D − 1 2 AD − 1 2 = UΛU T , where Λ ∈ R N ×N is the corresponding eigenvalues, I N is the identity matrix with N dimension, and D is the diagonal degree matrix with D i,i = j A i,j . Since L is positive semidefinite, U is an orthogonal matrix. In Eq. (6), the signal x is first transformed to the Fourier domainx = U T x. A diagonal matrix g θ (Λ) is used as the filter to adjust the amplitude of the transformed signalx. Finally, the modulated signal is transformed back to the spatial domain. Although the convolution of Eq. (6) is theoretically guaranteed, it suffers from the requirements of explicit Laplacian eigenvalue decomposition and the non-localized filters on spatial domain. For these reasons, the convolution kernel is replaced with the Chebyshev polynomial [Defferrard et al., 2016] :
where y ∈ R N is the convolutional result, θ k is the learnable parameter, and T k (L) is the k-th order Chebyshev poly-nomial, with the rescaled LaplacianL = 2L/λ max − I N .
Here λ max is the maximal value among the eigenvalues of L, In Eq. (7),x k can be recursively computed byx k = 2Lx k−1 −x k−2 , withx 0 = x, andx 1 =Lx. It is worth pointing out thatx k only contains the features of the k-th order adjacent nodes at most. Thus, the convolution is strictly localized on spatial domain, with a receptive field of length
is the convolution kernel. Now, the localized graph convolution can be applied to extract the local spatial correlations between nodes on the traffic network. For node v i , the extracted features at the t-th historical time is denoted as a vector y i,t ∈ R Q , where Q is the number of channels on each node. The features of all nodes constitute a feature matrix Y t = [y 1,t , y 2,t , · · · , y N,t ] T ∈ R N ×Q , and the result of graph convolution is:Ŷ
whereŶ t = [ŷ 1,t ,ŷ 2,t , · · · ,ŷ N,t ] T ∈ R N ×D represents the output features, andŷ i,t ∈ R D denotes the localized spatial features on node v i at time t. Furthermore, in Eq. (8), Θ ∈ R Ks×Q×D is the convolution kernel, where K s is the kernel length, and D is the number of output channels.
Global Spatial Correlations. The non-local correlated mechanism is constructed to extract the non-local spatial correlations between nodes, as shown in Figure 2 (right bottom):
where z i,t ∈ R F is the output features on node v i at time t, F is the number of output channels, and φ(·, ·) is a bivariate function. Furthermore, s i,j is the global topological weight (s i,j = β ≥ 1 if e i,j ∈ E, otherwise s i,j = 1), and g(·) transforms the features on node v j . In Eq. (9), φ measures the global correlations between nodes, and "+ŷ i,t W r " denotes the residual connection with the localized features, where W r ∈ R D×F is the learnable parameters. The addition of topological weight s i,j makes the non-local correlated mechanism not only consider the dynamic correlations between nodes, but also the static topological structure of the traffic network. For practicality, g(ŷ j,t ) =ŷ j,t W g is the linear function and φ is the embedded Gaussian kernel φ(x, y) = exp(x T W φ y) and the learnable dot product φ(x, y) = x T W φ y, respectively, where W g ∈ R D×F and W φ ∈ R D×D are the learnable parameters. The output features z i,t of all nodes at all historical times can be efficiently computed in parallel, and composed to obtain the output tensor:
where Z ∈ R N ×T ×F is the outputs of the spatial module.
Model Summarization
To capture the dynamic temporal and the global spatial correlations simultaneously, the spatial-temporal block is constructed. Each block contains a multi-resolution temporal module and a global correlated spatial module in sequence, which is shown in Figure 2 (top) . Several layers of the spatialtemporal blocks are stacked, followed by an output layer to predict the future traffic states. The output layer employs an attention module [Vaswani et al., 2017] on temporal axis to adaptively select the most relevant historical traffic data:
whereX is the prediction results, Z t ∈ R N ×F is the spatialtemporal features at time t, and X t+1 ∈ R N ×M is the historical traffic data at time t + 1. Furthermore, W o ∈ R M ×M is the learnable parameters, and ψ(·, ·) is the Frobenius inner product of two matrices. In Eq. (11), ψ(Z T , Z t ) measures the relevances of the spatial-temporal features between historical times (Z t ) and the current time (Z T ), which are then exploited to map the historical traffic data to the traffic states at the next time. Finally, the MSE loss function is adopted to train the model:
where X ∈ R N ×M is the ground truth at the next time T + 1. Now we summarize our GSTNet method as follows: (1) Each spatial-temporal block can not only capture the short term neighboring and the long term periodical temporal dependencies, but also take the global spatial correlations into consideration, with few learning parameters.
(2) Several layers of stacked spatial-temporal blocks constitute the framework for handling structured data with chronological order.
(3) The whole model can be efficiently trained through highly parallelized mechanisms and affordable computing resources.
Experiments
Datasets
The proposed method is verified on three real-world traffic datasets. The first two datasets are the transaction records of Beijing Subway and Bus System, and the third dataset is the taxi GPS trajectories in Beijing. Detailed information of the datasets is reported in Table 2 : Experimental results on the datasets. GSTNet (Product) and GSTNet (Gaussian) represent that the global spatial correlations is computed by the learnable dot product φ(x, y) = x T W φ y, and the embedded Gaussian kernel φ(x, y) = exp(x T W φ y), respectively. Subway Transactions Dataset. The Beijing subway transaction records include the entering and exiting nodes as well as the entering and exiting timestamps of each transaction. It can be easy to infer the passenger flow of all nodes in all time intervals. For most of the subway lines are closed at night, only the records from 6:00 to 22:00 are considered. Figure 3 shows the traffic network (partial nodes) and the heat map of the passenger outflow at one time interval on the network.
Bus Transactions Dataset. The basic characteristics of the Bus Transactions Dataset are the same as those of the Subway Dataset. There are totally more than 4,500 bus stops and the computing costs of all stops can be expensive, and thus the bus Line One and the nodes on this line are taken into consideration (see Table 1 for more details).
Taxi Trajectories Dataset. The third dataset contains the trajectories of all taxis (more than 30,000 taxis) in Beijing. 198 major intersections are chosen as nodes to compute the traffic flow through these nodes in each day (see Table 1 for more details).
Experimental Settings
All the models utilize two days of historical traffic data and predict the traffic flow at the next one time interval.
Network Structure and Learning Strategy. The model contains two layers of spatial-temporal blocks. The temporal module consists of three convolution layers. The length of convolution kernel is three in each layer, and the output Spatial-temporal graph convolutional networks for skeletonbased human action recognition, where the last layer is modified for traffic prediction. Evaluation Metrics. Two most-widely adopted metrics, MAE (Mean Absolute Error), and MAPE (Mean Absolute Percentage Error), are employed to measure the performance of different methods.
Experimental Results
Model Comparsion. Table 2 reports the experimental results on the three datasets of Beijing Subway, Bus, and Taxi Datasets. All the uncertainties are computed by re-training the models with random seeds and modified by a Student's t-distribution with a confidence probability of P = 0.9. The proposed GSTNet achieves best predicting accuracy and satisfying uncertainties on all metrics and all datasets. As the RNN based models do not effectively exploit the spatial correlations, and the receptive field on temporal axis is limited, the prediction accuracy is worse than the proposed model (see the results of LSTM and GCGRU). Figure 4(a) illustrates the average MAPE error on each node of the Subway Dataset. Similar conclusions can be extended to other two datasets.
Only the results of 40 nodes are displayed for clarity. It is observed that the proposed GSTNet outperforms other methods on different nodes, demonstrating that the proposed model is advanced on spatial domain. Figure 4(b) shows the average performance of different models during a week. In the figure, except for the slightly higher error on Monday, the proposed GSTNet achieves best results in all other days, illustrating that the GSTNet is also excellent on temporal dimension. Number of Spatial-Temporal Blocks in the Model. To determine the appropriate number of spatial-temporal blocks in the proposed model, models with different number of blocks are compared. Figure 5 illustrates the experimental results on Subway and Bus Datasets. It is observed that more blocks lead to the increase of the training time, but the improvement of model performance is limited. In addition, too many blocks could cause over-fitting. Therefore, the model with two spatial-temporal blocks is appropriate, with satisfying results and affordable training time.
Evaluation of Spatial and Temporal Modelings. To verify the effectiveness of the spatial and temporal modelings, two variants are compared with the proposed GSTNet:
• GSTNet-S (patial): the same structure as the GSTNet except that there are only spatial modules.
• GSTNet-T (emporal): the same structure as the GSTNet except that there are only temporal modules.
Figure 6(a) shows the MAE error of different predicting future time steps on the Subway Dataset and Figure 6 (b) illustrates the results on the other two datasets. It is observed that the performance improvement brought by the combination of temporal and spatial modelings is superior to that of adopting one of them, with different datasets and different predicting future time steps. Such a result demonstrates the effectiveness of the proposed temporal and spatial modules.
Evaluation of Non-local Properties. To evaluate the nonlocal properties on traffic networks, the proposed GSTNet is compared with two variant models:
• GSTNet-I (dentity): No topological structure information is considered, i.e., the graph G is replaced by an identity matrix I.
• GSTNet-L (ocal): Only the local correlations are considered in the spatial modules. Figure 7 gives the prediction results on the three datasets. In the figure, the proposed model with global spatial correlations performs best results, compared with other two variants. It is also observed from Figure 7 (a) that the local spatial correlations could be weak in long-term prediction tasks (see the results of GSTNet-I and GSTNet-L in 50 and 60 mins), while the global spatial correlations could be more essential to longterm prediction.
Time Comparison. Table 3 gives the results of time comparison between different models on the Subway Dataset. Similar conclusions can be extended to other two datasets. For a fair comparison, the training time is computed on one epoch, and the test time is operated on all of the test samples. All the models are compared under the same computing resources. It is observed from Table 3 that the running time of the proposed model achieves a compromise between the RNN based models (GCGRU and LSTM) and the graph convolution models (ChebNet and STGCN), and meanwhile obtains the best prediction accuracy.
Results on PeMS Dataset. To further verify the generalization of the proposed model, different methods are also compared on a public dataset: the PeMS-BAY Dataset for traffic speed prediction. The experimental results are reported on Table 4 . From the results, it is observed that our model achieves the best accuracy. This demonstrates a good generalization of the proposed model.
Conclusion
This paper proposes a novel deep learning model for predicting traffic flow on traffic networks, integrating a multiresolution temporal module and a global correlated spatial module. Experiments on the real-world datasets verify the effectiveness and superiority of the proposed method on two kinds of traffic networks (public transportation network and road network) and three types of datasets (subway, bus and taxi). In the future, we will extend our framework for addressing multi-step and long-term prediction.
