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a b s t r a c t
Let G be a graph on n vertices, and let CHP(G; λ) be the characteristic polynomial of its
adjacency matrix A(G). All n roots of CHP(G; λ), denoted by λi (i = 1, 2, . . . n), are called
to be its eigenvalues. The energy E(G) of a graph G, is the sum of absolute values of all
eigenvalues, namely, E(G) =∑ni=1 |λi|. Let Un be the set of n-vertex unicyclic graphs, the
graphs with n vertices and n edges. A fully loaded unicyclic graph is a unicyclic graph taken
fromUn with the property that there exists no vertex with degree less than 3 in its unique
cycle. Let U 1n be the set of fully loaded unicyclic graphs. In this article, the graphs in U
1
n
with minimal and second-minimal energies are uniquely determined, respectively.
Crown Copyright© 2008 Published by Elsevier Ltd. All rights reserved.
1. Introduction
Given thatG is a connected and simple graphwith n vertices, and that A(G) is the adjacencymatrix ofG. The characteristic
polynomial CHP(G; λ) of A(G) is defined as
CHP(G; λ) = |λEn − A(G)| =
n∑
i=0
aiλn−i,
where En is the unit matrix of order n. All n roots, denoted by λ1, λ2, . . . , λn of the characteristic polynomial CHP(G; λ) are
called to be eigenvalues of G. It’s evident that each λi(i = 1, 2, . . . n) is real since A(G) is symmetric.
The energy of G, denoted by E(G), is defined to be the summation
∑n
i=1 |λi|. It’s long- known that E(G) can be expressed
as the Coulson integral formula
E(G) = 1
2pi
∫ +∞
−∞
1
x2
ln
 b n2 c∑
i=0
(−1)ia2ix2i
2 +
 b n2 c∑
i=0
(−1)ia2i+1x2i+1
2 dx, (1)
where a0, a1, . . . , an are coefficients of the characteristic polynomial CHP(G; x) of G.
Since the energy of a graph can be used to approximate the totalpi-electron energy of themolecule, it has been intensively
studied bymany scholars. Quite a few lower and upper bounds for E(G) have been obtained [1–4]. However, up to now, very
little is known about the graphs with extremal energies. So it’s significant to determine the graph with extremal energy.
Along these lines, some results on energy for acyclic systems were put forward in [5–10]; As for cyclic systems, recent
results on energy are reported in [11–18]. The interested reader may also refer to [1,4,19] for the mathematical properties
of E(G).
As usual, we first introduce some notations and terminologies.
∗ Corresponding author.
E-mail addresses: dongdong.wang.hyit@gmail.com (D. Wang), hongbo.hua@gmail.com (H. Hua).
0898-1221/$ – see front matter Crown Copyright© 2008 Published by Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2008.07.019
3182 D. Wang, H. Hua / Computers and Mathematics with Applications 56 (2008) 3181–3187
Fig. 1. (a) P25 (1, 1, 1, 1); (b) P
k
l (1, 1, . . . , 1).
Fig. 2. (a) C412(1, 2, 2, 3); (b) C
3
n (1, 1, n− 5).
Let G = 〈V (G), E(G)〉 be a simple and undirected graph with n = |V (G)| vertices and ε = |E(G)| edges.
If n = ε, then G is said to be a unicyclic graph. By Cl, we denote the unique cycle of length l(3 ≤ l ≤ n) in a unicyclic
graph G of order n. If n ≥ l+ 1, then G has at least a vertex with degree one, which is also named pendent vertex.
Let V1(G) be the set of pendent vertices in G. Denote by dG(x, y) the length of the shortest path connecting vertices x and
y in G, namely, the distance between x and y. Let dG(x, Cl) = min{dG(x, y)|y ∈ V (Cl) and x 6∈ V (Cl)}. Let V2(G) denote the
subset of V1(G) such that for any vertex x in V2(G) there exists dG(x, Cl) = max{dG(y, Cl)| y ∈ V1(G)}.
Denote, as usual, the path and star with n vertices by Pn and Sn, respectively. Let Sm,n be a double star obtained by
identifying the center of Sn+1 with one pendent vertex of Sm+2.
Let Un be the set of unicyclic graphs with n vertices. A fully loaded unicyclic graph is a connected unicyclic graph with
the property that there’s no vertex with degree less than 3 in its unique cycle. Let U 1n be the set of fully loaded unicyclic
graphs. Let U 1n (l) denote the subset of U
1
n in which every graph has a unique cycle of length l(3 ≤ l ≤ n).
In order to state and prove our main results, we need some further notations.
Let Pn be path on n vertices and its vertices be ordered successively as x1, x2, . . . , xn. For 1 ≤ k ≤ n, we denote, by
Pkn(1, 1, . . . , 1), the graph obtained from Pn by attaching exactly one pendent edge to each of the vertices xk, xk+1, . . . , xn,
respectively. Let Cl be the cycle of length l and its vertices be ordered successively as y1, y2, . . . , yl. We denote, by
C ln(t1, t2, . . . , tl), the graph obtained from Cl by attaching exactly ti pendent edges to the vertex yi for i = 1, 2, . . . l, where
ti ≥ 1 and∑li=1 ti = n − l. As examples, we illustrate P25 (1, 1, 1, 1) and Pkl (1, 1, . . . , 1) in Fig. 1 and C412(1, 2, 2, 3) and
C3n (1, 1, n− 5) in Fig. 2, respectively.
In this work, we investigate the minimal energy of fully loaded unicyclic graph. The graphs with minimal and second-
minimal energies are uniquely determined among all fully loaded unicyclic graphs.
2. Graph in U 1n with minimal energy
Lemma 1 ([5]). Let G ∈ Un, the set of unicyclic graphwith n vertices. Then the energy E(G) of G can be expressed via the following:
E(G) = 1
pi
∫ +∞
0
1
x2
ln
 b n2 c∑
i=0
b2ix2i
2 +
 b n2 c∑
i=0
b2i+1x2i+1
2 dx. (2)
Moreover, E(G) is a monotonically increasing function of bi(G) for i = 1, 2, . . . , n, where bi = bi(G) = |ai(G)|.
Now, let G1 and G2 be two graphs in Un. Then by Lemma 1, we obtain the following relation:
bi(G1) ≥ bi(G2) for all i ≥ 0⇒ E(G1) ≥ E(G2). (3)
If bi(G1) ≥ bi(G2) holds for all i ≥ 0, then we write G1  G2 or G2  G1. If G1  G2 and there exists some i0 such that
bi0(G1) > bi0(G2), then we write G1  G2. In particular, G1 = G2 means that G1  G2 and G1  G2.
According to the above relations, the following lemma follows readily.
Lemma 2. Let G1 and G2 be two unicyclic graphs. Then G1  G2 implies that E(G1) ≥ E(G2) and G1  G2 implies that
E(G1) > E(G2).
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Lemma 3. Let G be a unicyclic graph on n(≥ 3) vertices with its cycle being Cl. If G possesses a pendent vertex v and uv is the
corresponding pendent edge, then bi(G) = bi(G− v)+ bi−2(G− u− v).
Proof. Recall that
CHP(G; x) = CHP(G− v; x)− CHP(G− v − u; x).
Then one can easily obtain the desired result. 
The following lemma is obvious, we omit its proof here.
Lemma 4. Let G1 and G2 be two acyclic graphs. If G1 is a subgraph (resp., proper subgraph) of G2, then G2  G1(resp.,G2  G1)
or G1  G2 (resp., G1 ≺ G2).
For any graph G ∈ U 1n (l), it can be easily seen that G has at least n ≥ 2l vertices.
Theorem 5. Let G ∈ U 1n (l) with l ≥ 3. If G  C ln(1, 1, . . . , 1, n− 2l+ 1), then G  C ln(1, 1, . . . , 1, n− 2l+ 1).
Proof. We proceed by induction on n− 2l.
When n− 2l = 0, we have G ∼= C l2l(1, 1, . . . , 1) since G ∈ U 1n (l). Therefore, the result follows.
Suppose q ≥ 1 and the theorem holds for the case when n−2l < q. Now, let n−2l = q. Since n ≥ 2l+1, then V1(G) 6= ∅
and thus V2(G) 6= ∅.
Let x be any vertex in V2(G). If dG(x, Cl) = 1, then we take the maximum-degree vertex in G as u and one of the pendent
vertices adjacent to it as v (note that in this case, themaximum-degree vertex inGhas degree not less than 4). If dG(x, Cl) ≥ 2,
then we take x as v and its unique neighbor as u. In either cases, we have G− v ∈ U ln−1(l). Using Lemma 3, we obtain
bi(G) = bi(G− v)+ bi−2(G− v − u) (4)
and
bi(C ln(1, 1, . . . , 1, n− 2l+ 1)) = bi(C ln−1(1, 1, . . . , 1, n− 2l))+ bi−2
(
P1l−1(1, 1, . . . , 1)
⋃
(n− 2l)K1
)
. (5)
Since G− v ∈ U 1n−1(l) and C ln−1(1, 1, . . . , 1, n− 2l) ∈ U 1n−1(l), then we have
G− v  C ln−1(1, 1, . . . , 1, n− 2l) (6)
with equality if and only ifG−v ∼= C ln−1(1, 1, . . . , 1, n−2l) by induction hypothesis.Moreover, P1l−1(1, 1, . . . , 1)
⋃
(n−2l)K1
is a proper subgraph of G− v − u. In view of Lemma 4,
G− v − u  P1l−1(1, 1, . . . , 1)
⋃
(n− 2l)K1. (7)
From Eqs. (6) and (7), we get resp.
bi(G− v) ≥ bi(C ln−1(1, 1, . . . , 1, n− 2l)) (8)
and
bi(G− v − u) ≥ bi
(
P1l−1(1, 1, . . . , 1)
⋃
(n− 2l)K1
)
. (9)
for all i ≥ 0.
Combining Eqs. (4) and (5) and (8) and (9), we obtain
bi(G) ≥ bi(C ln(1, 1, . . . , 1, n− 2l+ 1)) (10)
for all i ≥ 0.
Since G  C ln(1, 1, . . . , 1, n− 2l+ 1), there must exist some i0 such that
bi0(G) > bi0(C
l
n(1, 1, . . . , 1, n− 2l+ 1)). (11)
(In fact, by Eq. (9), there must exist some i0 such that bi0(G− v − u) > bi0(P1l−1(1, 1, . . . , 1)
⋃
(n− 2l)K1).) Now the proof
of theorem is completed. 
Corollary 6. Let G ∈ U 1n (l) with l ≥ 3. Then E(G) ≥ E(C ln(1, 1, . . . , 1, n − 2l + 1)) with equality if and only if G ∼=
C ln(1, 1, . . . , 1, n− 2l+ 1).
Proof. The corollary is immediate from the combination of Lemma 2 and Theorem 5. 
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Fig. 3. (a) Pk+2l−1 (1, 1, . . . , 1); (b) P
k
l−2(1, 1, . . . , 1).
Lemma 7 ([9]). Let T and T ′ be two acyclic graphs of order n. Suppose that uv (resp. u′v′) is a pendent edge of T (resp. T ′) with
pendent vertex v (resp. v′). Let T1 = T − v, T2 = T − u − v, T ′1 = T ′ − v′ and T ′2 = T ′ − u′ − v′. If T1  T ′1 and T2  T ′2 or
T1  T ′1 and T2  T ′2, then T  T ′.
Lemma 8 ([16]). Suppose l0 ≥ 6 is an even integer. If l > l0, then S ln  S l0n , where S ln denotes the graph obtained by attaching
n− l pendent edges to one vertex of the cycle Cl.
Lemma 9. Let l ≥ 7 be an odd integer, then C l2l(1, 1, . . . , 1)  C l−12l (1, 1, . . . , 1, 3).
Proof. Let Cl and Cl−1 be resp. the unique cycle in C l2l(1, 1, . . . , 1) and C
l−1
2l (1, 1, . . . , 1, 3). Ordering vertices of Cl as
u1, u2, . . . , ul and vertices of Cl−1 as u′1, u
′
2, . . . , u
′
l−1. Let vi be pendent vertex adjacent to ui for i = 1, 2 . . . , l. Let v′j be
pendent vertex adjacent to u′j for j = 2 . . . , l − 1. Let three pendent vertices adjacent to u′1 be labeled as v′1, v′l and v′l+1.
From Lemma 3, we obtain
bi(C l2l(1, 1, . . . , 1)) = bi(C l2l(1, 1, . . . , 1)− v1)+ bi−2(P1l−1(1, 1, . . . , 1)) (12)
and
bi(C l−12l (1, 1, . . . , 1, 3)) = bi(C l−12l (1, 1, . . . , 1, 3)− v′1)+ bi−2
(
2K1
⋃
P1l−2(1, 1, . . . , 1)
)
. (13)
Applying Lemma 3 a second time, we obtain
bi(C l2l(1, 1, . . . , 1)− v1) = bi(C l2l(1, 1, . . . , 1)− v1 − v2)+ bi−2(P2l−1(1, 1, . . . , 1)) (14)
and
bi(C l−12l (1, 1, . . . , 1, 3)− v′1) = bi(C l−12l (1, 1, . . . , 1, 3)− v′1 − v′l )+ bi−2
(
K1
⋃
P1l−2(1, 1, . . . , 1)
)
. (15)
Repeatedly using Lemma 3, we finally arrive at
bi(C l2l(1, 1, . . . , 1)) = bi(Cl)+
l−2∑
k=1
bi−2(Pkl−1(1, 1, . . . , 1))+ bi−2(Pl)+ bi−2(Pl−1) (16)
and
bi(C l−12l (1, 1, . . . , 1, 3)) = bi(Cl−1)+
l−3∑
k=1
bi−2(Pkl−2(1, 1, . . . , 1))+ 2bi−2(P1l−2(1, 1, . . . , 1))
+ bi−2(Pl−1)+ bi−2(Pl−2) (17)
By Lemma 4, we know that P1l−1(1, 1, . . . , 1)  P1l−2(1, 1, . . . , 1), P2l−1(1, 1, . . . , 1)  P1l−2(1, 1, . . . , 1) and Pl 
P l−3l−2 (1, 1, . . . , 1). That is, bi(P
1
l−1(1, 1, . . . , 1)) ≥ bi(P1l−2(1, 1, . . . , 1)) and bi(P2l−1(1, 1, . . . , 1)) ≥ bi(P1l−2(1, 1, . . . , 1)) for
all i ≥ 0.
In the following, we will show that Pk+2l−1 (1, 1, . . . , 1)  Pkl−2(1, 1, . . . , 1) for k = 1, 2 . . . , l− 4.
Note from Fig. 3 that Pk+2l−1 (1, 1, . . . , 1)−s1 ∼= Pk+1l−2 (1, 1, . . . , 1) and Pk+2l−1 (1, 1, . . . , 1)−s1−s2 ∼= Pkl−3(1, 1, . . . , 1). Note
from Fig.3 also that Pkl−2(1, 1, . . . , 1)−yk ∼= Pk+1l−2 (1, 1, . . . , 1) and Pkl−2(1, 1, . . . , 1)−yk− xk = Pk−1
⋃
P1l−2−k(1, 1, . . . , 1).
From Lemma 7, it suffices to prove that Pkl−3(1, 1, . . . , 1)  Pk−1
⋃
P1l−2−k(1, 1, . . . , 1). It’s not difficult
to see that Pkl−3(1, 1, . . . , 1) contains Pk−1
⋃
P1l−2−k(1, 1, . . . , 1) as its proper subgraph, then P
k
l−3(1, 1, . . . , 1) 
Pk−1
⋃
P1l−2−k(1, 1, . . . , 1) by Lemma 4.
So bi(Pk+2l−1 (1, 1, . . . , 1)) ≥ bi(Pkl−2(1, 1, . . . , 1)) for all i ≥ 0 and k = 1, 2 . . . , l− 4.
By Lemmas 4 and 7, we obtain Pl  P l−3l−2 (1, 1, . . . , 1), that is bi(Pl) ≥ bi(P l−3l−2 (1, 1, . . . , 1)) for all i ≥ 0.
So what remains is to prove that bi(Cl) ≥ bi(Cl−1)+ bi−2(Pl−2) for all i ≥ 0.
From Lemma 8, we have Cl  S l−1l since l − 1 is an even integer greater than or equal to 6. So bi(Cl) ≥ bi(S l−1l ) for all
i ≥ 0. In view of Lemma 3, we obtain bi(Cl) ≥ bi(S l−1l ) = bi(Cl−1)+ bi−2(Pl−2) for all i ≥ 0. Hence, we have completed the
proof here. 
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Theorem 10. Let l0 ≥ 6 be an even integer. If l > l0, then C ln(1, 1, . . . , 1, n− 2l+ 1)  C l0n (1, 1, . . . , 1, n− 2l0 + 1).
Proof. Obviously, n ≥ 2l ≥ 2(l0 + 1). We proceed by induction on n− 2l0.
If n− 2l0 = 2, then n− 2l = 0. Thus, C ln(1, 1, . . . , 1, n− 2l+ 1) ∼= C l2l(1, 1, . . . , 1, 1) and C l0n (1, 1, . . . , 1, n− 2l0+ 1) ∼=
C l−12l (1, 1, . . . , 1, 3). Since l = l0 + 1 ≥ 7 is an odd integer, then the theorem follows readily from Lemma 9.
Assume that p ≥ 3 and the theorem holds for the case when n− 2l0 < p. Let n− 2l0 = p. According to Lemma 3, we get
bi(C ln(1, 1, . . . , 1, n− 2l+ 1)) = bi(C ln−1(1, 1, . . . , 1, n− 2l))+ bi−2
(
(P1l−1(1, 1, . . . , 1))
⋃
(n− 2l)K1
)
. (18)
and
bi(C l0n (1, 1, . . . , 1, n− 2l0 + 1)) = bi(C l0n−1(1, 1, . . . , 1, n− 2l0))+ bi−2
(
(P1l0−1(1, 1, . . . , 1))
⋃
(n− 2l0)K1
)
. (19)
By induction assumption, we arrive at C ln−1(1, 1, . . . , 1, n− 2l)  C l0n−1(1, 1, . . . , 1, n− 2l0), which gives
bi(C ln−1(1, 1, . . . , 1, n− 2l)) ≥ bi(C l0n−1(1, 1, . . . , 1, n− 2l0)) (20)
for all i ≥ 0.
Note that P1l0−1(1, 1, . . . , 1)
⋃
(n−2l0)K1 is a proper subgraph of P1l−1(1, 1, . . . , 1)
⋃
(n−2l)K1. Then P1l−1(1, 1, . . . , 1)
⋃
(n− 2l)K1  P1l0−1(1, 1, . . . , 1)
⋃
(n− 2l0)K1 by Lemma 4. So
bi
(
P1l−1(1, 1, . . . , 1)
⋃
(n− 2l)K1
)
≥ bi
(
P1l0−1(1, 1, . . . , 1)
⋃
(n− 2l0)K1
)
(21)
for all i ≥ 0.
Combining Eqs. (18)–(21), we obtain bi(C ln(1, 1, . . . , 1, n − 2l + 1)) ≥ bi(C l0n (1, 1, . . . , 1, n − 2l0 + 1)) for all i ≥ 0. In
particular, there exists some i0 such that bi0(C
l
n(1, 1, . . . , 1, n − 2l + 1)) > bi0(C l0n (1, 1, . . . , 1, n − 2l0 + 1)). Hence the
theorem follows as desired. 
Corollary 11. Let l > 6. Then C ln(1, 1, . . . , 1, n− 2l+ 1)  C6n (1, 1, . . . , 1, n− 11).
Combining Lemma 2 and Corollary 11, we obtain
Lemma 12. Let l > 6. Then E(C ln(1, 1, . . . , 1, n− 2l+ 1)) > E(C6n (1, 1, 1, 1, 1, n− 11)).
Lemma 13. For n ≥ 8, E(C4n (1, 1, 1, n− 7)) > E(C3n (1, 1, n− 5)) (see Fig. 2 for the graph C3n (1, 1, n− 5)).
Proof. One can easily get that
CHP(C3n (1, 1, n− 5); x) = xn−6[x6 − nx4 − 2x3 + (3n− 12)x2 − (n− 5)]
and
CHP(C4n (1, 1, 1, n− 7); x) = xn−8[x8 − nx6 + (5n− 26)x4 − (5n− 32)x2 + (n− 7)].
Hence, by Eq. (2), we have E(C4n (1, 1, 1, n− 7))− E(C3n (1, 1, n− 5)) = 1pi
∫ +∞
0
1
x2
ln f1(x)f2(x)dx, where f1(x) = [1+ nx2 + (5n−
26)x4 + (5n− 32)x6 + (n− 7)x8]2 and f2(x) = [1+ nx2 + (3n− 12)x4 + (n− 5)x6]2 + (2x3)2. Let f (x) = f1(x)− f2(x) =
[1+ nx2 + (5n− 26)x4 + (5n− 32)x6 + (n− 7)x8]2 − [1+ nx2 + (3n− 12)x4 + (n− 5)x6]2 − (2x3)2.
When n ≥ 8, we clearly have f (x) = 4(n − 7)x4 + 2(2n2 − 10n − 29)x6 + [2n(4n − 27) + 2(8n − 37)(n − 7)]x8 +
[2(4n− 27)(4n− 19)+ 2(7n− 37)(n− 7)]x10+[2(n− 7)(4n− 19)+ (4n− 27)(6n− 37)+ 2(n− 7)2]x12+ 2(n− 7)(5n−
32)x14 + (n− 7)2x16 > 0.
Hence E(C3n (1, 1, n− 5)) < E(C4n (1, 1, 1, n− 7)). 
Similar to Lemma 13, we can get
Lemma 14. Let n ≥ 10, then E(C5n (1, 1, 1, 1, n− 9)) > E(C3n (1, 1, n− 5)).
Lemma 15. Let n ≥ 12, then E(C6n (1, 1, 1, 1, 1, n− 11)) > E(C3n (1, 1, n− 5)).
Summarizing Corollary 6 and Lemmas 12–15, we arrive at
Theorem 16. Let G ∈ U 1n and n ≥ 6, then E(G) ≥ E(C3n (1, 1, n− 5)) with equality if and only if G ∼= C3n (1, 1, n− 5).
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Fig. 4. (a)H 1; (b)H 2 .
3. Graph in U 1n with second-minimal energy
In this section, we determine the graph with second-minimal energy among all graphs in U 1n .
Lemma 17. Let G ∼= C3n (k1, k2, k3) and n ≥ 8. If C3n (k1, k2, k3)  C3n (1, 1, n− 5), C3n (1, 2, n− 6), then G  C3n (1, 2, n− 6).
Proof. Without loss of generality, we may assume that k1 ≤ k2 ≤ k3. We consider only the case when k1 = 1.
Since (k1, k2, k3) 6= (1, 1, n− 5), (1, 2, n− 6), then k2 ≥ 3. We will prove that C3n (1, k2, k3)  C3n (1, k2 − 1, k3 + 1) in
the following.
By Lemma 3, we obtain
bi(C3n (1, k2, k3)) = bi(C3n−1(1, k2 − 1, k3))+ bi−2(S1,k3), (22)
and
bi(C3n (1, k2 − 1, k3 + 1)) = bi(C3n−1(1, k2 − 1, k3))+ bi−2(S1,k2−1). (23)
According to Eqs. (22) and (23), it’s sufficient to prove that S1,k3  S1,k2−1.
Note that k2 − 1 < k3. So S1,k3 contains S1,k2−1 as its proper subgraph and then S1,k3  S1,k2−1 by Lemma 4. It reduces
to C3n (1, k2, k3)  C3n (1, k2 − 1, k3 + 1). If (1, k2 − 1, k3 + 1) = (1, 2, n− 6), the result follows. Otherwise, we can obtain
C3n (1, k2 − 1, k3 + 1)  C3n (1, k2 − 2, k3 + 2) by the same reasoning as above. So, C3n (1, k2, k3)  C3n (1, k2 − 1, k3 + 1) 
C3n (1, k2 − 2, k3 + 2)  · · ·  C3n (1, 2, n− 6).
When k1 ≥ 2, by amanner similar as that used in the previous case, we can obtain C3n (k1, k2, k3)  C3n (1, k2, k3+k1−1).
As proved in previous case, C3n (k1, k2, k3)  C3n (1, k2, k3 + k1 − 1)  C3n (1, 2, n− 6).
The proof of lemma is now complete. 
In view of Lemma 3, we can easily obtain the following
Lemma 18. Let H 1 andH 2 be graphs as shown in Fig. 4, thenH 1  C3n (1, 2, n− 6) andH 2  C3n (1, 2, n− 6).
Theorem 19. Let G ∈ U 1n (3) − C3n (1, 1, n − 5) and n ≥ 8. Then G  C3n (1, 2, n − 6) with equality if and only if
G ∼= C3n (1, 2, n− 6).
Proof. It’s easy to obtain that
CHP(C3n (1, 2, n− 6); x) = xn−6[x6 − nx4 − 2x3 + (4n− 19)x2 − 2(n− 6)].
If G ∼= C3n (k1, k2, k3),H 1 orH 2, the result follows readily from Lemmas 17 and 18.
Now, suppose thatG  C3n (k1, k2, k3),H
1 andH 2. ThenGmust possess a pendent vertexhaving the followingproperties:
(i) the distance from v to the cycle C3 is at least 2.
(ii) G− v  C3n−1(1, 1, (n− 1)− 5).
We will prove that G  C3n (1, 2, n − 6) in this case. It’s known from the characteristic polynomial of C3n (1, 2, n − 6) that
b4(C3n (1, 2, n − 6)) = 4n − 19, b6(C3n (1, 2, n − 6)) = 2n − 12 and bi(C3n (1, 2, n − 6)) = 0 for i = 5 and i ≥ 7. Moreover,
for any graph G ∈ U 1n (3), we have bi(G) = bi(C3n (1, 2, n− 6)) for i = 0, 1, 2, 3.
So it suffices to verify that b4(G) > 4n − 19 and b6(G) > 2n − 12. We proceed by induction on n. Let v be a pendent
vertex in G to be chosen such that the above properties (i) and (ii) are satisfied.
Using Lemma 3, we obtain
b4(G) = b4(G− v)+ b2(G− v − u).
It’s easily seen that G−v−u contains as proper subgraph a unicyclic graph with at least 5 vertices. So b2(G−v−u) ≥ 5.
From induction assumption, we get b4(G − v) ≥ 4(n − 1) − 19. Thus, b4(G) ≥ 4(n − 1) − 19 + 5 > 4n − 19. Similarly,
we can show b6(G) > 2n − 12. Consequently, G  C3n (1, 2, n − 6). It’s evident that G = C3n (1, 2, n − 6) if and only if
G ∼= C3n (1, 2, n− 6). This completes the proof. 
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Similar to Lemma 13, we have
Lemma 20. Let n ≥ 8, then E(C4n (1, 1, 1, n− 7)) > E(C3n (1, 2, n− 6)).
Lemma 21. Let n ≥ 10, then E(C5n (1, 1, 1, 1, n− 9)) > E(C3n (1, 2, n− 6)).
Lemma 22. Let n ≥ 12, then E(C6n (1, 1, 1, 1, 1, n− 11)) > E(C3n (1, 2, n− 6)).
Theorem 23. Among all graphs in U 1n with n ≥ 8, C3n (1, 2, n− 6) has the second-minimal energy.
Proof. The theorem is immediate from the combination of Corollary 6, Theorem 19 and Lemmas 12 and 20–22. 
Acknowledgements
The authors are grateful to the anonymous referee for some corrections on this paper, which have considerably improved
the presentation of this paper. D. Wang is partially supported by Fund of ‘‘Qing-Lan Project’’ of Jiangsu province, People’s
Republic of China. H. Hua is partially supported by the SRF of Huaiyin Institute of Technology (HGQN0726, HGQN0727).
References
[1] I. Gutman, O.E. Polansky, Mathematical Concepts in Organic Chemistry, Springer, Berlin, 1986.
[2] A. Yu, M. Lu, F. Tian, New upper bounds for the energy of graphs, MATCH Commun. Math. Comput. Chem. 53 (2005) 441–448.
[3] B. Zhou, Lower bounds for energy of quadrangle-free graphs, MATCH Commun. Math. Comput. Chem. 55 (2006) 91–94.
[4] I. Gutman, The energy of a graph: Old and new results, in: A. Betten, A. Kohnert, R. Laue, A.Wassermann (Eds.), Algebra Combinatorics andApplications,
Springer-Verlag, Berlin, 2001, pp. 196–211.
[5] I. Gutman, Acyclic systems with extremal Huckel pi-electron energy, Theor. Chim. Acta. 45 (1977) 79–87.
[6] I. Gutman, Acyclic conjugated molecules, trees and their energies, J. Math. Chem. 2 (1987) 123–143.
[7] W. Yan, On the minimal energy of trees with a given diameter, Appl. Math. Lett. 18 (2005) 1046–1052.
[8] F. Zhang, H. Li, On acyclic conjugated molecules with minimal energies, Discrete Appl. Math. 92 (1999) 71–84.
[9] L. Ye, R. Chen, Ordering of trees with a given bipartition by their energies and Hosoya indices, MATCH Commun. Math. Comput. Chem. 52 (2004)
193–208.
[10] W. Lin, X. Guo, H. Li, On the extremal energies of trees with a given maximum degree, MATCH Commun. Math. Comput. Chem. 54 (2005) 363–378.
[11] H. Hua, Bipartite unicyclic graphs with large energy, MATCH Commun. Math. Comput. Chem. 58 (2007) 57–73.
[12] Y. Hou, Unicyclic graphs with minimal energy, J. Math. Chem. 3 (2001) 163–168.
[13] Y. Hou, Bicyclic graphs with minimal energy, Linear Multilinear Algebra 49 (2001) 347–354.
[14] Y. Hou, Unicyclic graphs with maximal energy, Linear Algebra Appl. 356 (2001) 27–36.
[15] I. Gutman, B. Furtula, H. Hua, Bipartite unicyclic graphs with maximal, second-maximal and third-maximal energy, MATCH Commun. Math. Comput.
Chem. 58 (2007) 75–82.
[16] A. Chen, A. Chang, W.C. Shiu, Energy ordering of unicyclic graphs, MATCH Commun. Math. Comput. Chem. 55 (2006) 95–102.
[17] H. Hua, Onminimal energy of unicyclic graphswith prescribed girth and pendent vertices,MATCHCommun.Math. Comput. Chem. 57 (2007) 351–361.
[18] H. Hua, H. Hua, M. Wang, Unicyclic graphs with given number of pendent vertices and minimal energy, Linear Algebra Appl. 426 (2007) 478–489.
[19] I. Gutman, Topology and stability of conjugated hydrocarbons. The dependence of total pi-electron energy on molecular topology, J. Serb. Chem. Soc.
70 (2005) 441–456.
