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Abstract
We prove the convergence of quasilinear parabolic viscous approximations to the
entropy solution (in the sense of Bardos-Leroux-Nedelec) of a scalar conservation
law, considered on a bounded domain in Rd.
1 Introduction
Let Ω be a bounded domain in Rd with smooth boundary ∂Ω. For T > 0, denote
ΩT := Ω× (0, T ). The aim of this article is to prove that the sequence of solutions (called
quasilinear viscous approximations) of the generalized viscosity problems
ut +∇ · f(u) = ε∇ · (B(u)∇u) in ΩT , (1.1a)
u(x, t) = 0 on ∂Ω × (0, T ), (1.1b)
u(x, 0) = u0(x) x ∈ Ω, (1.1c)
indexed by ε > 0, converges to the entropy solution (in the sense of [2]) of the initial-
boundary value problem (IBVP) for the scalar conservation laws given by
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ut +∇ · f(u) = 0 in ΩT , (1.2a)
u(x, t) = 0 on ∂Ω × (0, T ), (1.2b)
u(x, 0) = u0(x) x ∈ Ω. (1.2c)
as ε → 0. In this context, we have three results (Theorem 1.1, Theorem 1.2 and The-
orem 1.3) depending on the regularity of the data. First we establish the convergence
under more regular hypothesis on the data (see Hypothesis A), then use it to prove the
result for data with lesser regularity (see Hypothesis B) and finally, we prove the result
for data with lesser regularity and initial data without having compact essential support
in Ω (see Hypotheses C). We now state the hypotheses, and then the main results of this
article.
Hypothesis A
1. Let f ∈ (C4(R))d, f ′ ∈ (L∞(R))d, and denote
‖f ′‖(L∞(R))d := max1≤j≤d supy∈R |f
′
j(y)|.
2. Let B ∈ C3(R) ∩ L∞(R), and there exists an r > 0 such that B ≥ r.
3. Let 0 < β < 1, and u0 ∈ C4+βc (Ω), where
C4+βc (Ω) :=
{
u0 ∈ C4+β(Ω) ; supp(u0) is compact in Ω
}
,
and we denote I = [−‖u0‖∞, ‖u0‖∞].
For definitions of Ho¨lder spaces used in this work, we refer the reader to [13].
Hypothesis B
1. Let f ∈ (C1(R))d, f ′ ∈ (L∞(R))d, and denote
‖f ′‖(L∞(R))d := max1≤j≤d supy∈R |f
′
j(y)|.
2. Let B ∈ C3(R) ∩ L∞(R), and there exists an r > 0 such that B ≥ r.
3. Let u0 belong to the space W
1,∞
c (Ω) consisting of those elements ofW
1,∞(Ω) whose
essential support is a compact subset of Ω, and we denote I = [−‖u0‖∞, ‖u0‖∞].
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Hypothesis C
1. Let f ∈ (C1(R))d, f ′ ∈ (L∞(R))d, and denote
‖f ′‖(L∞(R))d := max1≤j≤d supy∈R |f
′
j(y)|.
2. Let B ∈ C3(R) ∩ L∞(R), and there exists an r > 0 such that B ≥ r.
3. Let u0 ∈ H10 (Ω) ∩ C(Ω). Let u0ε be in D(Ω) such that for all ε > 0, there exist
constants A,C > 0 such that ‖u0ε‖L∞(Ω) ≤ A, ‖∆u0ε‖L1(Ω) ≤ C and u0ε → u0 in
H10 (Ω) as ε→ 0. Denote I := [−A,A].
Theorem 1.1 Let f, u0, B satisfy Hypothesis A. Then the sequence of solutions to (1.1)
converges a.e. to the unique entropy solution of (1.2) as ε→ 0.
In the literature, convergence of viscous approximations where B ≡ 1 are obtained
under the assumption that the initial condition u0 is a function of bounded variation. We
are able to generalize this result to the case of a non-constant B only when u0 belongs
to the space W 1,∞c (Ω), and is the content of the next result.
Theorem 1.2 Let f, u0, B satisfy Hypothesis B. Then the sequence of solutions to
(6.143) converges a.e. to the unique entropy solution of (1.2) as ε→ 0.
In Theorem 1.2, we dealt with initial data with compact essential support in Ω. But
in the following result, we are able to capture the unique entropy solution of IBVP for
conservation laws (1.2) as the a.e. limit of quasilinear viscous approximations with initial
data in H10 (Ω) ∩ C(Ω).
Theorem 1.3 Let f, u0, B satisfy Hypothesis C. Then the sequence of solutions to
(7.178) converges a.e. to the unique entropy solution of (1.2) as ε→ 0.
Problems of the form (1.1) are of interest in many physical situations. For instance,
they appear in the viscous shallow water problem [5], and also in the equations of gas
dynamics for viscous heat conducting fluid in eulerian coordinates [18, p.256]. Apart
from the physical point of view, the study of viscous IBVP along with the convergence
results play an important role in the numerical analysis of hyperbolic conservation laws.
For instance, Kurganov and Liu [12] proposed a finite volume method for solving general
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multi-dimentional system of conservation laws, in which they introduce an adaptive way
of adding viscosity in the shock regions in order to capture numerically stable entropy
solution of hyperbolic conservation laws. As a result, the coefficient of the added nu-
merical viscosity appears as a function of the solution and hence the convergence of the
scheme to the entropy solution is similar to the problem addressed in this article.
When Ω = R and B ≡ 1, Oleinik [14] established the convergence of viscous ap-
proximations to the entropy solution of (1.2). This result is generalized to Ω = Rd by
Kruzhkov [11]. For a special class of 2 × 2 systems of hyperbolic conservations laws,
DiPerna [6] showed the convergence of viscous approximations to a weak solution of the
corresponding conservation laws. Bianchini and Bressan [3] established the BV estimates
of viscous approximations (with the viscosity coefficient being the identity matrix) and
showed that the a.e. limit of the viscous approximations is the unique entropy solution
of the corresponding system of conservation laws.
For hyperbolic problems posed on a bounded domain, it is incorrect to impose bound-
ary conditions as information from initial conditions propagates throughout the domain,
and the information reaching the points on the boundary may not coincide with the pre-
scribed boundary conditions. In other words IBVP for hyperbolic problems are ill-posed
in general [2]. Thus we need to give meaning to the way boundary conditions are realized.
The entropy condition of Bardos-Leroux-Nedelec (BLN entropy condition) introduced in
[2] gives a way to interpret the boundary conditions. Since the BLN entropy condition is
introduced for solutions which are of bounded variation as these functions have a well-
defined trace on the boundary, it can not be extended to a problem where the solutions
are not of bounded variation. For entropy conditions we refer the reader to Otto [15],
Carrillo [4], Vallet [19] in the L∞-setting, and to Porretta and Vovelle [16], Ammar et al.
[1] in L1- setting. Dubois and Le Floch [7] derived a boundary entropy condition satisfied
by the limit of viscous approximations for a system of conservation laws in the domain
{(x, t) : x > 0, t > 0}, assuming that the sequence of quasilinear viscous approximations
{uε} is bounded in W 1,1loc (R+×R+,Rd) and converges in L1loc(R+×R+) to a limit function
u.
Theorem 1.1 and Theorem 1.2 are proved by showing that the sequence {uε} has an
a.e. convergent subsequence, and its limit is an entropy solution of (1.2). Since entropy
solution is unique [2], we conclude that the entire sequence of viscous approximations
{uε} converges a.e. to the unique entropy solution. Existence of an a.e. convergent
subsequence of {uε} is proved by establishing a uniform BV-estimate on the sequence
uε. When B ≡ 1, Bardos et al. [2] established such a BV-estimate by employing clever
4
multipliers. Their technique is used to obtain estimates on time derivative of uε, and the
same technique does not yield L1(ΩT ) estimates on the gradient of u
ε. However, using a
different multiplier, we establish a bound on gradients of uε.
The plan of the paper is as follows. In section 2, we show the well-posedness of
solution to the IBVP (1.1). In section 3, we prove the higher regularity of solutions of
(1.1) using an existence-cum-regularity result in Ho¨lder spaces. In section 4, we prove
the BV estimates on solutions to (1.1). In section 5, we prove Theorem 1.1, in section 6,
we prove Theorem 1.2 and finally in section 7, we prove Theorem 1.3.
2 Well-posedness of generalized viscosity problem
Even though we assume higher smoothness on initial condition u0 and viscosity coefficient
B in Theorem 1.1 and Theorem 1.2, for the purposes of this section it is enough to assume
that u0 ∈ L2(Ω), and B is continuous on R and bounded.
2.1 Existence
We show the existence of a weak solution uε to the IBVP (1.1) in the standard function
space W (0, T ) defined by
W (0, T ) :=
{
u ∈ L2(0, T ;H10(Ω)) : ut ∈ L2(0, T ; H−1(Ω))
}
,
in the following sense: For a.e. 0 ≤ t ≤ T , and for every v ∈ H10 (Ω) the folllowing
equalities hold:
〈ut, v〉+ ǫ
d∑
j=1
∫
Ω
B(u)
∂u
∂xj
∂v
∂xj
dx+
d∑
j=1
∫
Ω
f
′
j(u)
∂u
∂xj
v dx = 0, (2.3a)
u(0) = u0(x), (2.3b)
where 〈·, ·〉 denotes the duality pairing between H−1(Ω) and H10 (Ω). Note that the
condition (2.3b) is meaningful since the space W (0, T ) can be identified with a subset of
C([0, T ];L2(Ω)). Since ε remains fixed throughout this section, we write u instead of uε.
Existence of a solution to the problem (1.1) is obtained as a limit of a sequence of
approximations um given by Galerkin method. In Galerkin method, we take a sequence
of functions (wk) which is an orthogonal basis for the space H
1
0 (Ω), and an orthonormal
basis of L2(Ω). For each m ∈ N, let Vm denote the subspace of L2(Ω) spanned by the first
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m functions, namely, w1, w2, · · · , wm of the sequence (wk). The Galerkin approximation
um ∈ Vm is required to satisfy the equation (2.3a) with u = um for every v ∈ Vm along
with the initial condition
(um(0), wk) = (u0, wk), k = 1, 2, · · · , m. (2.4)
Thus um satisfies for k = 1, 2, · · · , m and for a.e. t ∈ [0, T ]
〈u′m, wk〉+ ǫ
d∑
j=1
∫
Ω
B(um)
∂um
∂xj
∂wk
∂xj
dx+
d∑
j=1
∫
Ω
f
′
j(um)
∂um
∂xj
wkdx = 0, k = 1, 2, . . . , m
(2.5)
and the initial condition (2.4). Since um : [0, T ]→ H10 (Ω), we may write
um(t) =
m∑
k=1
ckm(t) wk. (2.6)
Substituting the expression (2.6) in (2.5) and (2.4) yields the following initial value
problem for the system of ordinary differential equations satisfied by the coefficients
ckm in (2.6) given by
ckm
′
+ ǫ
d∑
j=1
(
B(um)
∂um
∂xj
,
∂wk
∂xj
)
+
d∑
j=1
(
f ′j(um)
∂um
∂xj
, wk
)
= 0, (2.7a)
ckm(0) = (u0, wk), (2.7b)
using the fact that the duality product 〈u′m, wk〉 reduces to the L2(Ω) inner product of
u′m, wk ∈ L2(Ω).
Setting cm(t) = (c
1
m(t), c
2
m(t), · · · , cmm(t))T , and g = (g1, g2, · · · , gm)T , the system of
equations (2.7) may be written as cm
′ = g(cm), where
gi(cm) = −ǫ
d∑
j=1
(
B
(
m∑
k=1
ckm wk
)
m∑
k=1
ckm
∂wk
∂xj
,
∂wi
∂xj
)
+
d∑
j=1
(
fj
′
(
m∑
k=1
ckm(t) wk
)
m∑
k=1
ckm(t)
∂wk
∂xj
, wi
)
, (2.8)
for i = 1, 2, · · · , m. It is a simple matter to check that the following inequality holds, in
view of the expressions (2.8):
‖g(c)‖2 ≤ P ‖c‖2 for all c ∈ Rm, (2.9)
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where ‖ · ‖2 denotes the Euclidean norm in Rm, and P is given by
P =
√√√√ d∑
i=1
M2gi,
where
Mgi =

ε‖B‖L∞(R)
d∑
j=1
(
m∑
k=1
∥∥∥∂wk
∂xj
∥∥∥2
L2(Ω)
∥∥∥∂wi
∂xj
∥∥∥2
L2(Ω)
) 1
2
+M
d∑
j=1
(
m∑
k=1
∥∥∥∂wk
∂xj
∥∥∥2
L2(Ω)
∥∥∥wi∥∥∥2
L2(Ω)
) 1
2

 ,
M = max
1≤j≤d
(
sup
{∣∣f ′j(y)∣∣ : y ∈ R}) . (2.10)
Since g is continuous, it follows from a result in the theory of ordinary differential
equations [20, p.73] that the initial value problem (2.7) has a global solution. Thus each
of the Galerkin approximations um are defined on the interval [0, T ].
The following result gives an a priori bound on the Galerkin approximations um and
their derivatives u′m, which helps in extracting a subsequence of the sequence (um) that
serves our purpose (of establishing the existence of solutions to IBVP for generalized
viscosity problem). Since its proof is on the lines of [8, p.354], we omit the same. The
only difference in its proof when compared to [8, p.354] is the presence of terms involving
the nonlinearity f ′j(.), B(.) which is estimated by its L
∞(R) norm.
Theorem 2.1 (Energy Estimate) There exists a constant C > 0 such that for every
m ∈ N,
max
0≤t≤T
‖um‖L2(Ω) + ‖um‖L2(0,T ;H10 (Ω)) + ‖u′m‖L2(0,T ;H−1(Ω)) ≤ C‖u0‖L2(Ω). (2.11)
The next result asserts the existence of convergent subsequence of Galerkin approxi-
mations.
Theorem 2.2 There exists a u ∈ L2(0, T ;L2(Ω)) and a subsequence of the sequence
of Galerkin approximations (um) that converges to u in L
2(0, T ;L2(Ω)) as n → ∞.
Consequently, a further subsequence of it converges pointwise for a.e. t ∈ [0, T ] and a.e.
x ∈ Ω.
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We prove Theorem 2.2 by closely following the arguments from [13, p.469]. However
for the sake of clarity, we provide all the details.
Lemma 2.1 [13, p.469] For each k ∈ N and m ≥ k , let ckm be the coefficients defined
by (2.6). Then
(i). there exists a subsequence (m(1), m(2), · · · , m(n), · · · ) of indices m, and a sequence
(ck) of functions in C[0, T ] such that for each fixed k ∈ N the sequence (ck
m(n)
)m(n)≥k
converges to ck in C[0, T ].
(ii). for each fixed t ∈ [0, T ], the sequence (ck) obtained in (i) belongs to ℓ2.
Proof :
Recall that for each k ∈ N and every m ≥ k, the function ckm : [0, T ]→ R is given by
ckm(t) = (um(·, t), wk) . (2.12)
Uniform boundedness of the sequence (ckm)m≥k is a direct consequence of the energy
estimate (see Theorem 2.1). By a simple calculation involving the weak formulation
(2.5) and using the Cauchy-Schwarz and Ho¨lder inequalities, we arrive at
∣∣∣ckm(t+ h)− ckm(t)∣∣∣ ≤ ‖um‖L2(0,T ;H10 (Ω))
(
ǫ
d∑
j=1
‖∂wk
∂xj
‖L2(Ω) +
d∑
j=1
‖f ′j‖∞
) √
h.
Using the energy estimate and the last inequality, equicontinuity of the sequence (ckm)m≥k
follows. Applying Ascoli-Arzela theorem with k = 1, we conclude the existence of a
subsequence (m
(1)
1 , m
(2)
1 , · · · , m(n)1 , · · · ) of indices m, and a c1 ∈ C[0, T ] such that the
sequence (c1
m
(n)
1
) converges to c1 uniformly on [0, T ]. Applying Ascoli-Arzela theorem
with k = 2 for the sequence (c2
m
(n)
1
), we get a further subsequence of the subsequence
m
(n)
1 denoted by m
(n)
2 , and a c
2 ∈ C[0, T ] such that the sequence (c2
m
(n)
2
) converges to
c2 uniformly on [0, T ]. Continuing in this fashion, we get a sequence (ck) of functions
in C[0, T ]. By a diagonal argument we obtain the subsequence (m
(n)
n ) for which the
assertion (i) of the lemma holds. For reasons of notational convenience we still index this
subsequence using m ∈ N.
Let us turn to the proof of (ii) now. For each t ∈ [0, T ] we have∣∣∣ck(t)∣∣∣ = lim
m→∞
∣∣∣ (um(t), wk) ∣∣∣,
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and hence we get
∞∑
k=1
∣∣∣ck(t)∣∣∣2 = ∞∑
k=1
(
lim
m→∞
∣∣∣ (um(t), wk) ∣∣∣)2
= lim
p→∞
(
lim
m→∞
(
p∑
k=1
∣∣∣ (um(t), wk) ∣∣∣2
))
.
Using Bessel’s inequality, the last equation yields
∞∑
k=1
∣∣∣ck(t)∣∣∣2 ≤ lim sup
m→∞
‖um‖2L2(Ω).
Using the energy estimate again, we get (ck) ∈ ℓ2. This completes the proof of the
lemma.
In the proof of Theorem 2.2 the following lemma from [13] will be used.
Lemma 2.2 [13, p.72] Let {ψk}∞k=1 be an orthonormal basis for L2(Ω). Then for any
ν > 0, there exists a number Nν such that for all v ∈ H1(Ω) the inequality
‖v‖L2(Ω) ≤
(
Nν∑
k=1
(v, ψk)
2
) 1
2
+ ν‖v‖H1(Ω). (2.13)
holds.
Proof of Theorem 2.2: Let the subsequence of indices asserted by Lemma 2.1 still be
denoted by m by dropping the superscript. For proving Theorem 2.2, it is enough to
show that the sequence um is a Cauchy sequence in L
2(0, T ;L2(Ω)). Let ν > 0 be given.
Let m1, m2 be any two natural numbers satisfying m1 ≥ m2. Applying Lemma 2.2 with
the given ν > 0, we get a Nν such that the inequality (2.13) holds for v = um1 − um2 .
Thus we have
‖um1 − um2‖L2(Ω) ≤
(
Nν∑
k=1
(um1 − um2 , wk)2
) 1
2
+ ν‖um1 − um2‖H10 (Ω). (2.14)
Squaring the above inequality and using the inequality 2ab ≤ a2 + b2 which is valid for
any a, b ∈ R, we get
‖um1 − um2‖2L2(Ω) ≤ (1 + ν)
Nν∑
k=1
(um1 − um2 , wk)2 + (ν2 + ν)‖um1 − um2‖2H10 (Ω). (2.15)
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On the other hand, assertion (ii) of Lemma 2.1 says that the function
q(x, t) :=
∞∑
k=1
ck(t)wk
is such that q(., t) ∈ L2(Ω). Note that (um − q, wj) = (um, wj)− cj(t). In view of (2.12),
we have (um − q, wj) → 0 uniformly in [0, T ]. Hence (um − q, wj) is a Cauchy sequence
in C[0, T ]. Thus, for the given ν > 0, and the integer Nν > 0, there exists an N ∈ N
such that for m1 ≥ m2 ≥ N we get
sup
t∈[0,T ]
{
Nν∑
k=1
∣∣(um1 − um2 , wk)∣∣2
}
< ν. (2.16)
Integrating w.r.t. t variable on both sides of the inequality (2.15), and using (2.16),
we obtain∫ T
0
‖um1 − um2‖2L2(Ω) dt ≤ (1 + ν)T ν + (ν2 + ν)‖um1 − um2‖2L2(0,T ;H10 (Ω)) (2.17)
for all m1 ≥ m2 ≥ N . In view of the inequality
‖um1 − um2‖2L2(0,T ;H10 (Ω)) ≤ 2
(
‖um1‖2L2(0,T ;H10 (Ω)) + ‖um2‖
2
L2(0,T ;H10 (Ω))
)
,
using energy estimate, the inequality (2.17) becomes
‖um1 − um2‖2L2(0,T ;H10 (Ω)) ≤ (1 + ν)T ν + 4C
2(ν2 + ν)‖u0‖2L2(Ω).
This shows that the sequence (um) is Cauchy in L
2(0, T ;L2(Ω)). This completes the
proof of the theorem.
We now prove the existence of a weak solution to the problem (1.1).
Theorem 2.3 (Existence of a weak solution) There exists a weak solution of the
generalized viscosity problem (1.1).
Proof :
Let u be as asserted by Theorem 2.2. We need to show that the function u satisfies
(2.3a) and the initial condition (2.3b). Note that
S =
{
N∑
k=1
dk(t) wk : d
k ∈ C1([0, T ]), N ∈ N
}
10
is a dense subspace of L2(0, T ;H10(Ω)). Let v ∈ S be chosen such that N ≤ m. Then by
definition, we have the set of N C1 functions {dk}. Multiplying the equation (2.5) by dk,
summing over k = 1, 2, . . . , N , and integrating over the interval [0, T ], we get
∫ T
0
〈u′m, v〉 dt+ ǫ
d∑
j=1
∫ T
0
(
∂um
∂xj
, B(um)
∂v
∂xj
)
dt+
d∑
j=1
∫ T
0
(
∂um
∂xj
, f ′j(um)v
)
dt = 0.
(2.18)
As a consequence of the energy estimate, Theorem 2.2, and using Banach-Alaoglu the-
orem, there exists a subsequence
{
u′ml
}∞
l=1
of {u′m}∞m=1 (as usual, we drop the index l)
such that u′m ⇀ u
′ in L2(0, T ;H−1(Ω)). Therefore, we have∫ T
0
〈u′m, v〉 dt→
∫ T
0
〈u′, v〉 dt, ∀v ∈ L2(0, T ;H10(Ω)). (2.19)
For j = 1, 2, . . . , d, since fj are C
1 functions and B is a continuous function, by Theo-
rem 2.2, for a.e. (x, t) ∈ ΩT we have the following convergences as m→∞ :
f ′j(um)→ f ′j(u), B(um)→ B(u),
As a consequence, we have
f ′j(um)v → f ′j(u)v in L2(0, T ;L2(Ω)),
B(um)
∂v
∂xj
→ B(u) ∂v
∂xj
in L2(0, T ;L2(Ω))
}
(2.20)
By energy estimate (2.11), we have
∂um
∂xj
⇀
∂u
∂xj
in L2(0, T ;L2(Ω)). (2.21)
Using the information (2.19)-(2.21) in the equation (2.18), we get for each v ∈ S with
N ≤ m,
∫ T
0
〈u′, v〉 dt+ ǫ
d∑
j=1
∫ T
0
(
∂u
∂xj
, B(u)
∂v
∂xj
)
dt+
d∑
j=1
∫ T
0
(
∂u
∂xj
, f ′j(u)v
)
dt = 0.
Since S is dense in L2(0, T ;H10(Ω)), the above equation holds for all v ∈ L2(0, T ;H10(Ω))
and can be written as∫ T
0
〈u′, v〉 dt+ ǫ
d∑
j=1
∫ T
0
(
B(u)
∂u
∂xj
,
∂v
∂xj
)
dt+
d∑
j=1
∫ T
0
(
f ′j(u)
∂u
∂xj
, v
)
dt = 0. (2.22)
By choosing the test functions v(x, t) = ϕ(t)w(x) where ϕ ∈ D(0, T ), w ∈ H10 (Ω), we
conclude that u satisfies (2.3a).
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We now turn to the proof of (2.3b). We know that u ∈ L2(0, T ;H10(Ω)) and u′ ∈
L2(0, T ;H−1(Ω)). This implies that u ∈ C([0, T ];L2(Ω)) and therefore u(0) ∈ L2(Ω).
Choosing v = c(t)wk where v ∈ C1[0, T ] is such that c(0) = 1, c(T ) = 1 in the
equation (2.22), integration by parts yields∫ T
0
−(u, v′) dt+ǫ
d∑
j=1
∫ T
0
(
B(u)
∂u
∂xj
,
∂v
∂xj
)
dt+
d∑
j=1
∫ T
0
(
f ′j(u)
∂u
∂xj
, v
)
dt = (u(0), v(0)).
(2.23)
Again from (2.18), get
∫ T
0
−(um, v′) dt+ ǫ
d∑
j=1
∫ T
0
(
B(um)
∂um
∂xj
,
∂v
∂xj
)
dt
+
d∑
j=1
∫ T
0
(
f ′j(um)
∂um
∂xj
, v
)
dt = (um(0), v(0)). (2.24)
Now passing to the limit in (2.24) as m→∞, we get∫ T
0
−(u, v′) dt+ ǫ
d∑
j=1
∫ T
0
(
B(u)
∂u
∂xj
,
∂v
∂xj
)
dt+
d∑
j=1
∫ T
0
(
f ′j(u)
∂u
∂xj
, v
)
dt = (u0, v(0)).
(2.25)
Since (wk) is an orthonormal for L
2(Ω), the equations (2.23) and (2.25) yield u(0) = u0.
This completes the proof of the theorem.
2.2 Uniqueness
Any solution of generalized viscosity problem (1.1) satisfies the following maximum prin-
ciple [9, p.60]:
Theorem 2.4 (Maximum principle) Let f : R → Rd be a C1 function and u0 ∈
L∞(Ω). Then any solution u of generalized viscosity problem (1.1) in W (0, T ) satisfies
the bound
||uε(·, t)||L∞(Ω) ≤ ||u0||L∞(Ω) a.e. t ∈ (0, T ). (2.26)
We adapt the proof of a result in [13, p.150] concerning linear equations to our
situation, and obtain the following uniqueness theorem.
Theorem 2.5 (Uniqueness theorem)[13, p.150] Let f ∈ (C1(R))d , B ∈ C1(R) ∩
L∞(R), u0 ∈ L∞(Ω). Then the generalized viscosity problem (1.1) has at most one solu-
tion in W (0, T ).
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Let u1 and u2 be solutions of (1.1) inW (0, T ) and denote w := u1−u2. In view of (2.22),
the function w satisfies the following equation for all η ∈ L2(0, T ;H10(Ω)):
∫ T
0
H−1(Ω)
〈wt, η〉
H10(Ω)
dt+ ε
d∑
j=1
∫ T
0
∫
Ω
(
B(u1)
∂u1
∂xj
− B(u2)∂u2
∂xj
)
∂η
∂xj
dx dt
−
d∑
j=1
∫ T
0
∫
Ω
(fj(u1)− fj(u2)) ∂η
∂xj
dx dt = 0. (2.27)
Using fundamental theorem of calculus, we may write
B(u1)
∂u1
∂xj
−B(u2)∂u2
∂xj
= w
∫ 1
0
B′(τu1 + (1− τ)u2)
[
τ(u1)xj + (1− τ)(u2)xj
]
dτ
+
∂w
∂xj
∫ 1
0
B(τu1 + (1− τ)u2) dτ,
fj(u1)− fj(u2) = w(x, t)
∫ 1
0
f ′j(τu1 + (1− τ)u2) dτ, j = 1, 2, · · · , d.
Thus the function w satisfies, in view of the equation (2.27), for all η ∈ H1(Ω×(0, T ))
such that η(x, T ) = 0 on Ω and η = 0 on ∂Ω× (0, T ),
∫ T
0
H−1(Ω)
〈wt, η〉
H1
0
(Ω)
dt+ ε
d∑
j=1
∫ T
0
∫
Ω
(
a˜(x, t)
∂w
∂xj
+ b˜j(x, t)w
)
∂η
∂xj
dx dt
−
d∑
j=1
∫ T
0
∫
Ω
c˜j(x, t)w
∂η
∂xj
dx dt = 0 (2.28)
where
a˜(x, t) : =
∫ 1
0
B(τu1 + (1− τ)u2) dτ, (2.29a)
b˜j(x, t) : =
∫ 1
0
B′(τu1 + (1− τ)u2)
[
τ(u1)xj + (1− τ)(u2)xj
]
dτ, (2.29b)
c˜j(x, t) : =
∫ 1
0
f ′j(τu1 + (1− τ)u2) dτ. (2.29c)
Thus w is a weak solution of
Lw ≡ wt − ε
d∑
j=1
∂
∂xj
(
a˜(x, t)wxj
)− ε d∑
j=1
∂
∂xj
(
b˜j(x, t)w
)
+
d∑
j=1
∂
∂xj
(c˜j(x, t)w) = 0 in ΩT
satisfying w(x, t) = 0 for (x, t) ∈ ∂Ω×(0, T ), and w(x, 0) = 0 for x ∈ Ω. Let us introduce
a sequence of auxiliary IBVPs corresponding to operators Lm, which are obtained by
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regularizing the coefficients of the formal adjoint to L, defined by the IBVP
Lm(η) = h(x, t) in ΩT , (2.30a)
η(x, t) = 0 on ∂Ω× [0, T ], (2.30b)
η(x, T ) = 0 for x ∈ Ω, (2.30c)
where
Lm(η) := −ηt − ε
d∑
j=1
∂
∂xj
(
am(x, t)ηxj
)
+ ε
d∑
j=1
bmj (x, t)ηxj −
d∑
j=1
cmj (x, t)ηxj , (2.31)
where the coefficient functions am, bmj , c
m
j are obtained by first extending the functions
a˜, b˜j and c˜j by zero outside Ω×(0, T ) and then regularizing the resultant functions using a
sequence ρ 1
m
, and then restricting the regularized functions to ΩT . Here we use standard
sequence of mollifiers, but defined for (x, t) ∈ Rd+1.
Study of the auxiliary problems (2.30) is based on the following existence-cum-higher
regularity theorem for linear parabolic problems:
Theorem 2.6 [13, p.320] Let l > 0 be a real number such that l /∈ N . Let the coefficients
of the differential operator appearing in the IBVP
∂u
∂t
−
d∑
i,j=1
aij(x, t)
∂2u
∂xi∂xj
+
d∑
i=1
ai(x, t)
∂u
∂xj
+ a(x, t)u = h(x, t) in ΩT
u = Φ on ∂Ω× [0, T ]
u(x, 0) = u0(x) on Ω× {t = 0}
belong to the class C l,l/2(ΩT ) and the boundary ∂Ω belongs to the class C
l+2. Then for
any h ∈ C l,l/2(ΩT ), u0 ∈ C l+2(Ω), Φ ∈ C l+2,l/2+1(∂Ω × [0, T ]) satisfying the compatibility
condition of order [l/2] + 1 i.e., for k = 0, 1, · · · , [l/2] + 1 and x ∈ ∂Ω,
∂ku
∂tk
(x, t)
∣∣∣
t=0
=
∂kΦ
∂tk
(x, t)
∣∣∣
t=0
(2.33)
holds. Then the problem (2.32) has a unique solution in C l+2,l/2+1(ΩT ). Further u satis-
fies
|u|l+2;ΩT ≤ C (|h|l;ΩT + |u0|l+2;Ω + |Φ|l+2;ΩT ) .
We have the following result concerning the auxiliary problems (2.30):
Theorem 2.7 Let m ∈ N, 0 < l < 1. Let h be in C l, l2 (ΩT ) such that h(., T ) = 0. Then
the IBVP (2.30)has a unique classical solution ηm. Further
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1. for all m ∈ N and (x, t) ∈ ΩT , we have∣∣∣ηm(x, t)∣∣∣ ≤ eT max
(x,t)∈ΩT
∣∣∣h(x, t)∣∣∣. (2.34)
2. there exists a C > 0 such that for all m ∈ N, we have
‖∇ηm‖L2(ΩT ) ≤ C. (2.35)
Proof of Theorem 2.7 Introducing the following change of variables
ξ(x, t) = x, τ(x, t) = T − t, (2.36)
and setting
η(x, t) := U(ξ(x, t), τ(x, t)), (2.37)
the backward parabolic equation satisfied by η in the IBVP (2.30) is transformed into a
forward parabolic equation that U satisfies and the IBVP satisfied by U is given by
Uτ (ξ, τ)− ε
d∑
j=1
αm(ξ, τ)Uξjξj (ξ, τ)−
d∑
j=1
βmj (ξ, τ)Uξj(ξ, τ) = h(ξ, τ) in ΩT , (2.38a)
U(ξ, τ) = 0 on ∂Ω× [0, T ], (2.38b)
U(ξ, 0) = 0 on Ω, (2.38c)
where
αm(ξ, τ) = am(ξ, T − τ),
βmj (ξ, τ) = ε
∂am
∂ξj
(ξ, T − τ)− εbmj (ξ, T − τ) + cmj (ξ, T − τ),
h(ξ, τ) = h(ξ, T − τ). (2.39)
On applying Theorem 2.6 to the IBVP (2.38), in view of (2.37), we get the existence of
a unique classical solution ηm to the IBVP (2.30).
The estimate (2.34) follows by applying Theorem 2.1 of [13, p.13] to the IBVP (2.38),
and using equation (2.37).
We now turn to the proof of the estimate (2.35). Note that∫ T
0
∫
Ω
h ηm dxdt =
∫ T
0
∫
Ω
Lm(ηm) ηm dx dt
= −
∫ T
0
H−1(Ω)
〈ηmt , ηm〉H10 (Ω) dt+ ε
d∑
j=1
∫ T
0
∫
Ω
am(x, t)
(
ηmxj
)2
dx dt
+ε
d∑
j=1
∫ T
0
∫
Ω
bmj (x, t)η
m
xj
ηm −
d∑
j=1
∫ T
0
∫
Ω
cmj (x, t)η
m
xj
ηmdx dt.
(2.40)
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Using am ≥ r, ηm(x, T ) = 0 and d
dt
〈ηmt , ηm〉 = 12 ddt‖ηm‖2L2(Ω) in equation (2.40), we arrive
at
εr
d∑
j=1
∫ T
0
∫
Ω
(
ηmxj
)2
dx dt+
1
2
‖ηm(0)‖2L2(Ω)
≤ ‖h‖L∞(ΩT )‖ηm‖L∞(ΩT )Vol(ΩT ) + ε‖ηm‖L∞(ΩT )
d∑
j=1
∫ T
0
∫
Ω
∣∣∣bmj (x, t)∣∣∣ ∣∣∣ηmxj ∣∣∣ dx dt
+ ‖ηm‖L∞(ΩT )
d∑
j=1
∫ T
0
∫
Ω
∣∣∣cmj (x, t)∣∣∣ ∣∣∣ηmxj ∣∣∣ dx dt.
(2.41)
Let ε < 1. Using Ho¨lder inequality, the inequality (2.41) yields
εr
d∑
j=1
‖ηmxj‖2L2(ΩT ) ≤ ‖h‖L∞(ΩT )‖ηm‖L∞(ΩT )Vol(ΩT ) +
d∑
j=1
γj ‖ηmxj‖L2(ΩT ), (2.42)
where
γj := ‖ηm‖L∞(ΩT )‖bmj ‖L2(ΩT ) + ‖ηm‖L∞(ΩT )‖cmj ‖L2(ΩT ).
Since bmj → bˆj and cmj → cˆj in L2(ΩT ), there exist Rj > 0 such that for m ∈ N
‖bmj ‖L2(ΩT ) ≤ Rj , ‖cmj ‖L2(ΩT ) ≤ Rj (2.43)
Using (2.34) and inequalities (2.43) in (2.42), we obtain
εr
d∑
j=1
‖ηmxj‖2L2(ΩT ) ≤ ‖h‖2L∞(ΩT )Vol(ΩT ) + 2eT‖h‖L∞(ΩT )
d∑
j=1
Rj ‖ηmxj‖L2(ΩT ). (2.44)
From (2.44), we get for any α > 0
εr
d∑
j=1
‖ηmxj‖2L2(ΩT ) ≤ ‖h‖2L∞(ΩT )Vol(ΩT ) +
d∑
j=1
α‖ηmxj‖2L2(ΩT ) +
e2T ‖h‖2L∞(ΩT )
α
d∑
j=1
R2j .
(2.45)
By choosing an α satisfying 0 < α < εr
2
, the inequality (2.45) yields
εr
2
d∑
j=1
‖ηmxj‖2L2(ΩT ) ≤ eT‖h‖2L∞(ΩT )Vol(ΩT ) +
e2T ‖h‖2L∞(ΩT )
α
d∑
j=1
R2j . (2.46)
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This proves (2.35), and completes the proof of Theorem 2.7.
Proof of Theorem 2.5:
Recall that w := u − v, where u and v are solutions to (1.1) in W (0, T ). We want to
show that w = 0 a.e. (x, t) ∈ ΩT . For that, it is enough to show that for all h ∈ C l, l2 (ΩT )
with h(., T ) = 0 the folllowing equality holds:∫
ΩT
w hdx dt = 0. (2.47)
For a given h ∈ C l, l2 (ΩT ) with h(., T ) = 0, let ηm denote solution to the auxiliary IBVP
(2.30) corresponding to the operator Lm. Note that∫
ΩT
w hdx dt =
∫
ΩT
wLm(ηm) dx dt
= −
∫ T
0
H−1(Ω)
〈ηmt , w〉H1
0
(Ω)
dt + ε
d∑
j=1
∫
ΩT
am(x, t)ηmxjwxj dx dt
+ε
d∑
j=1
∫
ΩT
bmj (x, t)η
m
xj
w dx dt−
d∑
j=1
∫
ΩT
cmj (x, t)η
m
xj
w dx dt.
(2.48)
Applying integration by parts formula in W (0, T ) [17, p.427] and using (2.28) in (2.48),
we get
∫
ΩT
w h dx dt = ε
d∑
j=1
∫
ΩT
[
am(x, t)− aˆ(x, t)
]
ηmxjwxj dx dt
+ε
d∑
j=1
∫
ΩT
[
bmj (x, t)− bˆj(x, t)
]
ηmxjw dx dt
−
d∑
j=1
∫
ΩT
[
cmj (x, t)− cˆj(x, t)
]
ηmxjw dx dt. (2.49)
Since am → aˆ in L2(ΩT ), by passing to a subsequence, we may also assume that am → aˆ
a.e. ΩT . We will continue to index the subsequence by m itself. By a similar argument,
we obtain pointwise convergences for the other sequences bmj , c
m
j . Thus in each of the
three integral terms on RHS of (2.49), we have a sequence that goes to zero pointwise.
It follows easily from the bounds given by Theorem 2.7 that these integrands also satisfy
hypothesis of dominated convergence theorem. Thus we conclude that the RHS of (2.49)
converges to zero as m→∞, and thereby completing the proof of the theorem.
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2.3 Continuous dependence
Note that we have shown the IBVP (1.1) admits a unique solution in the space W (0, T ).
This solution also turns out to be a classical solution i.e., it belongs to the space
C2+β,
2+β
2 (ΩT ). The following theorem follows by applying a result from [13, p.452].
Theorem 2.8 Let f , B, u0 satisfy Hypothesis A. Then there exists a unique solution u
ε
of (1.1) in the space C2+β,
2+β
2 (ΩT ). Further, for each i = 1, 2, · · · , d the second order
partial derivatives uεxit belong to L
2(ΩT ).
Let u0, v0 satisfy Hypothesis A. Whenever u, v are solutions to the IBVP (1.1) be-
longing to C2+β,
2+β
2 (ΩT ) satisfying the initial conditions u0, v0 respectively, the function
w := u− v satisfies a linear parabolic equation with variable coefficients that depend on
u and v. Applying the maximum principle for linear parabolic equations [13, p.13] yields
the following continuous dependence result.
Theorem 2.9 (Continuous Dependence) Let f, B, u0, v0 satisfy Hypothesis A. Let
u, v be classical solutions to the IBVP (1.1) belonging to C2+β,
2+β
2 (ΩT ) satisfying the
initial conditions u0, v0 respectively. Then there exists a constant C depending only on T
such that
‖u− v‖L∞(ΩT ) ≤ C‖u0 − v0‖L∞(Ω).
Thus we conclude the well-posedness of the IBVP (1.1).
3 Higher regularity result for viscous approximations
In this section we establish the following result which shows that the classical solutions
to the IBVP (1.1) possess higher regularity when the initial conditions are more regular.
Theorem 3.1 (higher regularity) Let f, B, u0 satisfy Hypothesis A. Then the solu-
tions of the IBVP (1.1) belong to the space C4+β,
4+β
2 (ΩT ). Further, u
ε
tt ∈ C(ΩT ).
Due to the presence of a quasilinear higher order term in the equation (1.1a), the
standard methods of inductively proving higher regularity results by differentiating the
equation as many times as needed fail. This is becuase the form of the equation ob-
tained after differentiating the equation (1.1a) each differentiation is different. Since
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we know that uε are classical solutions to (1.1), we apply the higher regularity result
Theorem 2.6 for linear parabolic equations repeatedly, after deriving a linear parabolic
equation satisfied by the solution to (1.1).
Proof of Theorem 3.1:
Since uε is a classical solution to the IBVP (1.1), we have
uεt −
d∑
j=1
εB(uε)
∂2uε
∂x2j
+
d∑
i=1
(
f ′i(u
ε)− εB′(uε)∂u
ε
∂xi
)
∂uε
∂xi
= 0 in ΩT , (3.50a)
uε(x, t) = 0 on ∂Ω× (0, T ), (3.50b)
uε(x, 0) = u0(x) x ∈ Ω. (3.50c)
Thus we may view uε as a solution of the following IBVP for a linear parabolic equation
vεt −
d∑
j=1
εB(uε)
∂2vε
∂x2j
+
d∑
i=1
(
f ′i(u
ε)− εB′(uε)∂u
ε
∂xi
)
∂vε
∂xi
= 0 in ΩT , (3.51a)
vε(x, t) = 0 on ∂Ω× (0, T ), (3.51b)
vε(x, 0) = u0(x) x ∈ Ω. (3.51c)
Thus we are in a position to utilize Theorem 2.6 after duly checking the relevant hy-
potheses on the coefficient functions
B(uε), f ′i(u
ε), B′(uε) uεxi (i = 1, 2, · · · , d),
and initial-boundary data of the problem (3.51). Hypotheses on coefficient functions are
checked by first writing out the relevant Ho¨lder difference quotient, and estimating the
same using mean value theorem, and bounding it from above by using the boundedness
of the domain Ω, and of the partial derivatives of uε, regularity of B, f . Hence we give
only a sample of these proofs. Strictly speaking we cannot apply mean value theorem
since the domain Ω may not be convex. However it turns out that Ho¨lder continuous
functions can always be extended to bigger convex domains with the same Ho¨lder reg-
ularity, and preserving Ho¨lder norms, see for example [13, p.297]. Thus we may extend
uε ∈ C2+β, 2+β2 (ΩT ) (by Theorem 2.8) to a bigger convex domain, and we still use uε to
denote the extended function. Thus we are in a position to apply mean value theorem
using the extended functions.
Step 1: We show that the coefficient functions have the property
B(uε), f ′i(u
ε), B′(uε) uεxi ∈ C1+β,
1+β
2 (ΩT ).
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Note that for k ∈ {1, 2, · · · , d},
[
∂B(uε)
∂xk
]
x,β,ΩT
= sup
(x,t),(x′ ,t)∈ΩT ,x 6=x
′
∣∣∣B′(uε(x, t))uεxk(x, t)− B′(uε(x′ , t))uεxk(x′ , t)
∣∣∣
|x− x′ |β ,
≤ sup
(x,t),(x
′
,t)∈ΩT ,x 6=x
′
∣∣∣ (B′(uε(x, t))uεxk(x, t)−B′(uε(x′ , t))uεxk(x, t))
∣∣∣
|x− x′ |β
+ sup
(x,t),(x′ ,t)∈ΩT ,x 6=x
′
∣∣∣ (B′(uε(x′ , t))uεxk(x, t)− B′(uε(x′ , t))uεxk(x′ , t))
∣∣∣
|x− x′ |β .
(3.52)
Applying mean value theorem, the inequality (3.52) yields[
∂B(uε)
∂xk
]
x,β,ΩT
≤ sup
(x,t)∈ΩT
∣∣∣∂uε
∂xk
∣∣∣ sup
(x,t),(x′ ,t)∈ΩT ,x 6=x
′
∣∣∣∇x (B′(uε)) (ξ(x,t),(x′ ,t))∣∣∣|x− x′ |1−β
+ ‖B′‖L∞(I)
[
∂uε
∂xk
]
x,β;ΩT
. (3.53)
Applying similar arguments, we get[
∂B(uε)
∂xk
]
t,β
2
,ΩT
≤ sup
(x,t)∈ΩT
∣∣∣∂uε
∂xk
∣∣∣ sup
(x,t),(x,t
′
)∈ΩT ,t6=t
′
∣∣∣ ∂
∂t
(
B
′
(uε)
)
(ξ(x,t),(x,t′))
∣∣∣|t− t′|1−β
+ ‖B′‖L∞(I)
[
∂uε
∂xk
]
t,β
2
;ΩT
. (3.54)
Note that the quantities [
∂uε
∂xk
]
x,β;ΩT
,
[
∂uε
∂xk
]
t,β
2
;ΩT
(3.55)
are finite due to the fact that uε ∈ C2+β, 2+β2 (ΩT ), and also since it was extended with
the same regularity to a bigger convex domain. In view of this observation, and the fact
that diam(Ω) <∞, B ∈ C3(R), therefore RHS of (3.53) and (3.54) are finite.
Let us now show that f ′i(u
ε) ∈ C1+β, 1+β2 (ΩT ). Note that
[
∂f ′i(u
ε)
∂xk
]
x,β,ΩT
= sup
(x,t),(x,t′ )∈ΩT ,x 6=x
′
∣∣∣f ′′i (uε(x, t))uεxk(x, t)− f ′′i (uε(x′ , t))uεxk(x′ , t)
∣∣∣
|x− x′|β
≤ sup
(x,t),(x,t′ )∈ΩT ,x 6=x
′
∣∣∣ (f ′′i (uε(x, t))− f ′′i (uε(x′ , t)))uεxk(x, t)
∣∣∣
|x− x′|β
+ sup
(x,t),(x,t
′
)∈ΩT ,x 6=x
′
∣∣∣f ′′i (uε(x′, t)) (uεxk(x, t)− uεxk(x′, t))
∣∣∣
|x− x′|β . (3.56)
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Using mean value theorem in (3.56), we obtain[
∂f ′i(u
ε)
∂xk
]
x,β,ΩT
≤ sup
(x,t),(x,t′ )∈ΩT ,x 6=x
′
∣∣∣∇x (f ′′i (uε)) (ξ(x,t),(x′ ,t))∣∣∣ ∣∣∣uεxk
∣∣∣ |x− x′ |1−β
+‖f ′′i ‖L∞(I) sup
(x,t),(x,t
′
)∈ΩT ,x 6=x
′
∣∣∣∇x (uεxk) (η(x,t),(x′ ,t)
∣∣∣.|x− x′ |1−β.
(3.57)
Since uε ∈ C2,1(ΩT ), f ∈ C3(R) and diam(Ω) <∞, therefore the RHS of (3.57) is finite.
We will now show that
[
∂f ′i(u
ε)
∂xk
]
t,β
2
;ΩT
<∞. Note that
[
∂f ′i(u
ε)
∂xk
]
t,β
2
;ΩT
= sup
(x,t),(x,t′ )∈ΩT ,t6=t
′
∣∣∣f ′′i (uε(x, t))uεxk(x, t)− f ′′i (uε(x, t′))uεxk(x, t′)
∣∣∣
|t− t′|β2
.
≤ sup
(x,t),(x,t′ )∈ΩT ,t6=t
′
∣∣∣ (f ′′i (uε(x, t))− f ′′i (uε(x, t′))) ∣∣∣
|t− t′ |β2
|uεxk|
+‖f ′′i ‖L∞(I) sup
(x,t),(x,t′ )∈ΩT ,t6=t
′
∣∣∣ (uεxk(x, t)− uεxk(x, t′))
∣∣∣
|t− t′|β2
Applying mean value theorem, we get[
∂f ′i(u
ε)
∂xk
]
t,β
2
;ΩT
≤ T 1−β2 sup
(x,t),(x,t′ )∈ΩT ,t6=t
′
∣∣∣ ∂
∂t
(
f
′′
i (u
ε)
)
(ξ(x,t),(x,t′ ))
∣∣∣ sup
(x,t)∈ΩT
|∇uε|
+ ‖f ′′i ‖L∞(I) [uεxk ]t,β2 ;ΩT . (3.58)
Since uε ∈ C2,1(ΩT ), the RHS of (3.58) is finite.
Checking of B′(uε) uεxi ∈ C1+β,
1+β
2 (ΩT ) follows on similar lines, and we shall omit the
computations.
Since u0 has compact support in Ω, it satisfes the compatibility conditions (2.33),
an application of Theorem 2.6 asserts the existence of a unique solution vε to the IBVP
(3.51) in C3+β,
3+β
2 (ΩT ). Since C
3+β, 3+β
2 (ΩT ) is a subset of C
2+β, 2+β
2 (ΩT ), it follows that
uε = vε. Thus uε ∈ C3+β, 3+β2 (ΩT ).
Step 2: By following the procedure outlined and implemented in Step 1, it can be
shown that the coefficient functions belong to the space C2+β,
2+β
2 (ΩT ), and by using
the information which is coming from Steps 1, namely, uε ∈ C3+β, 3+β2 (ΩT ). Since u0
has compact support in Ω, it satisfies the compatibility conditions (2.33), an applica-
tion of Theorem 2.6 asserts the existence of a unique solution zε to the IBVP (3.51) in
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C4+β,
4+β
2 (ΩT ). Since C
4+β, 4+β
2 (ΩT ) is a subset of C
2+β, 2+β
2 (ΩT ), it follows that u
ε = zε.
Thus uε ∈ C4+β, 4+β2 (ΩT ).
In order to show that uεtt ∈ C(ΩT ), we write the generalized viscosity problem (1.1)
in nondivergence form
uεt = −
d∑
j=1
f ′j(u
ε)
∂uε
∂xj
+ ε
d∑
j=1
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)
. (3.59)
Differentiating the RHS of (3.59) with respect to t, we get
uεtt = ε
d∑
j=1
[
B
′
(uε)
∂uε
∂t
∂2uε
∂x2j
+B(uε)
∂3uε
∂t∂x2j
]
−
d∑
i=1
(
f
′
i (u
ε)− εB′(uε)∂u
ε
∂xi
)
∂2uε
∂t∂xi
−
d∑
i=1
[
f
′′
i (u
ε)
∂uε
∂t
− εB′′(uε) ∂u
ε
∂t
∂uε
∂xi
− εB′(uε) ∂
2uε
∂t∂xi
] ∂uε
∂xi
. (3.60)
Since uε ∈ C4+β, 4+β2 (ΩT ), (3.60) belongs to C(ΩT ). Thus we have uεtt ∈ C(ΩT ). This
completes the proof of Theorem 3.1.
4 BV estimates
In this section we prove the following result concerning BV estimates on the sequence of
viscous approximations (uε). For definition of BV functions, we refer the reader to [9].
Theorem 4.1 (BV estimate) Let f, B, u0 satisfy Hypothesis A. Let (u
ε) be the se-
quence of solutions to the IBVP (1.1). Then there exists a C > 0 such that for all ε > 0,
the following estimate holds:∥∥∥∥∂uε∂t
∥∥∥∥
L1(ΩT )
+ ‖∇uε‖(L1(ΩT ))d ≤ C. (4.61)
Further there exists a subsequence (uεk) of (uε), and a function u ∈ L1(ΩT ) such that
uεk → u inL1(ΩT ), (4.62)
uεk → u a.e. (x, t) ∈ ΩT (4.63)
as k →∞.
Bardos et. al. [2] established uniform L1-estimates on first order derivatives of uε, when
B(u) ≡ 1, using suitable multipliers. When B is a non-constant function, we are unable
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to estimate the first order spatial derivatives of uε using their multipliers, and we use a
different multiplier for this purpose.
Let sgn (n ∈ N) be the sequence of functions which converges pointwise to the signum
function sg which are defined for s ∈ R by
sgn(s) =


1 if s > 1
n
,
ns if |s| ≤ 1
n
,
−1 if s < − 1
n
,
, sg(s) =


1 if s > 0,
0 if s = 0,
−1 if s < 0.
The following result will be used in proving the required BV estimate.
Lemma 4.1 [2, p.1020] Let v ∈ C1(Ω). Then
lim
n→∞
∫
{x∈Ω ; |v(x)|< 1n}
|∇v| dx = 0.
Proof of Theorem 4.1: We prove Theorem 4.1 in three steps. The estimate (4.61) will
be established in the first two steps, and in the third step we deduce (4.62).
Step 1: We show the existence of constant C1 > 0 such that for every ε > 0,∥∥∥∥∂uε∂t
∥∥∥∥
L1(ΩT )
≤ C1. (4.64)
Differentiating the equation (1.1a) with respect to t, multiplying by sgn
(
∂uε
∂t
)
and inte-
grating over Ω, we get
∫
Ω
uεtt sgn(u
ε
t) dx+
d∑
j=1
∫
Ω
[ ∂
∂xj
(
f ′j(u
ε)
∂uε
∂t
)]
sgn
(
∂uε
∂t
)
dx
= ε
d∑
j=1
∫
Ω
sgn
(
∂uε
∂t
)
∂
∂xj
(
B
′
(uε)
∂uε
∂t
∂uε
∂xj
+B(uε)
∂
∂xj
(
∂uε
∂t
))
dx. (4.65)
Using integration by parts in (4.65) and using sgn
(
∂uε
∂t
)
= 0 on ∂Ω× (0, T ), we have
∫
Ω
uεtt sgn(u
ε
t) dx =
d∑
j=1
∫
Ω
f ′j(u
ε)
∂uε
∂t
sg
′
n
(
∂uε
∂t
)
∂
∂xj
(
∂uε
∂t
)
dx
−ε
d∑
j=1
∫
Ω
B
′
(uε)
∂uε
∂t
∂uε
∂xj
sg′n
(
∂uε
∂t
)
∂
∂xj
(
∂uε
∂t
)
dx
−ε
d∑
j=1
∫
Ω
B(uε)
(
∂
∂xj
(
∂uε
∂t
))2
sg′n
(
∂uε
∂t
)
dx. (4.66)
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We now prove that first two terms on the RHS of (4.66) tend to zero as ε→ 0. That is,
lim
n→∞
d∑
j=1
∫
Ω
f ′j(u
ε)
∂uε
∂t
sg
′
n
(
∂uε
∂t
)
∂
∂xj
(
∂uε
∂t
)
dx = 0, (4.67)
lim
n→∞
ε
d∑
j=1
∫
Ω
B
′
(uε)
∂uε
∂t
∂uε
∂xj
sg′n
(
∂uε
∂t
)
∂
∂xj
(
∂uε
∂t
)
dx = 0. (4.68)
Proof of (4.67): Since
∣∣∣∂uε∂t ∣∣∣ sg′n (∂uε∂t ) < 1, note that∣∣∣∣∣
d∑
j=1
∫
{x∈Ω : | ∂uε∂t |< 1n}
∂uε
∂t
sg
′
n
(
∂uε
∂t
)
(f ′1(u
ε), · · · , f ′d(uε)) .∇
(
∂uε
∂t
)
dx
∣∣∣∣∣
≤
√
d max
1≤j≤d
(
sup
y∈I
∣∣∣f ′j(y)∣∣∣
) ∫
{x∈Ω : | ∂uε∂t |< 1n}
∣∣∣∣∇
(
∂uε
∂t
)∣∣∣∣ dx. (4.69)
Applying Lemma 4.1 with v = ∂u
ε
∂t
, the inequality (4.69) gives (4.67).
Proof of (4.68): Observe that∣∣∣∣∣ε
d∑
j=1
∫
Ω
B
′
(uε)
∂uε
∂t
∂uε
∂xj
sg′n
(
∂uε
∂t
)
∂
∂xj
(
∂uε
∂t
)
dx
∣∣∣∣∣
≤ ε
√
d‖B′‖L∞(I) max
1≤j≤d
(∥∥∥∥∂uε∂xj
∥∥∥∥
L∞(ΩT )
)∫
{x∈Ω : | ∂uε∂t |< 1n}
∣∣∣∣∇
(
∂uε
∂t
)∣∣∣∣ dx. (4.70)
Applying Lemma 4.1 with v = ∂u
ε
∂t
, the inequality (4.70) yields (4.68).
Since the third term on RHS of (4.71) is non-positive for every ε > 0, on taking limit
supremum on both sides of (4.66) yields
lim sup
n→∞
∫
Ω
uεtt sgn(u
ε
t) dx ≤ 0 (4.71)
in view of (4.67) and (4.68). Note that the limit supremum in (4.71) is actually a limit,
and as a consequence we get ∫
Ω
∂
∂t
|uεt | dx ≤ 0 (4.72)
Integrating w.r.t. t on both sides of (4.72), and applying Fubini’s theorem yields∫
Ω
∫ t
0
∂
∂t
|uεt | dτ dx ≤ 0 (4.73)
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Thus we get ∫
Ω
(|uεt(x, t)| − |uεt (x, 0)|) dx ≤ 0 (4.74)
From the equation (1.1a), we get
∂uε
∂t
(x, 0) = ε
d∑
j=1
[
B(u0)
∂2uε
∂x2j
(x, 0) +B
′
(u0)
(
∂uε
∂xj
)2
(x, 0)
]
−
d∑
j=1
f
′
j(u0)
∂uε
∂xj
(x, 0)
= ε
d∑
j=1
[
B(u0)
∂2u0
∂x2j
+B
′
(u0)
(
∂u0
∂xj
)2 ]
−
d∑
j=1
f
′
j(u0)
∂u0
∂xj
. (4.75)
Since u0 ∈ C4+β(Ω), taking
C1
T dVol(Ω)
= ‖B‖L∞(I) max
1≤j≤d
(
sup
x∈Ω
∣∣∣∂2u0
∂x2j
∣∣∣
)
+ ‖B′‖L∞(I) max
1≤j≤d
(
sup
x∈Ω
∣∣∣∂u0
∂xj
∣∣∣2
)
+‖f ′‖(L∞(I))d‖∇u0‖(L∞(Ω))d , (4.76)
we get (4.64).
Step 2: In Step 2, we show that
‖∇uε‖(L1(ΩT ))d = ‖∇u0‖(L1(Ω))d. (4.77)
Generalized viscosity problem (1.1) can be written in the following non-divergence form
uεt +∇ · f(uε) = ε
d∑
j=1
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)
in ΩT , (4.78a)
uε(x, t) = 0 on ∂Ω× (0, T ), (4.78b)
uε(x, 0) = u0(x) x ∈ Ω, (4.78c)
For t ∈ (0, T ) and i ∈ {1, 2, · · · , d}, differentiating the equation (4.78a) with respect
to xi, multiplying by sgn
(
∂uε
∂xi
)
and using ∂u
ε
∂xi
∈ H1(Ω× (0, T )), we get
∂
∂t
(
∂uε
∂xi
)
sgn
(
∂uε
∂xi
)
+
d∑
j=1
sgn
(
∂uε
∂xi
)
∂2
∂xi∂xj
fj(u
ε)
= ε
d∑
j=1
sgn
(
∂uε
∂xi
)
∂
∂xi
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)
.(4.79)
Summing (4.79) over i = 1, 2, · · · , d and integrating over Ω, we obtain
d∑
i=1
∫
Ω
∂
∂t
(
∂uε
∂xi
)
sgn
(
∂uε
∂xi
)
dx+
d∑
i,j=1
∫
Ω
sgn
(
∂uε
∂xi
)
∂
∂xi
(
f ′j(u
ε)
∂uε
∂xj
)
dx
= ε
d∑
i,j=1
∫
Ω
sgn
(
∂uε
∂xi
)
∂
∂xi
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)
dx (4.80)
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We pass to limit as n→∞ in each of the terms in (4.80) below.
(i) Passage to limit on RHS of (4.80) as n→∞ :
Using integration by parts on RHS of (4.80), we get
ε
d∑
i,j=1
∫
Ω
sgn
(
∂uε
∂xi
)
∂
∂xi
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)
dx
= −ε
d∑
i,j=1
∫
Ω
sg′n
(
∂uε
∂xi
)
∂2uε
∂x2i
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)
dx
+ε
d∑
i,j=1
∫
∂Ω
sgn
(
∂uε
∂xi
)(
B(0)
∂2uε
∂x2j
+B′(0)
(
∂uε
∂xj
)2)
σi dσ. (4.81)
Firstly, we want to show that
lim
n→∞
d∑
i,j=1
∫
Ω
sg′n
(
∂uε
∂xi
)
∂2uε
∂x2i
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)
dx = 0. (4.82)
For i ∈ {1, 2, · · · , d}, denote
Aεi :=
{
x ∈ Ω : ∂u
ε
∂xi
= 0
}
.
Since ∂u
ε
∂xi
∈ C1(Ω), Stampacchia’s theorem (see [10]) gives ∇
(
∂uε
∂xi
)
= 0 a.e. x ∈
Aεi . In particular,
∂2uε
∂x2i
= 0 a.e. x ∈ Aεi . For i ∈ {1, 2, · · · , d}, if Ωr Aεi = ∅, then
(4.82) follows trivially. Assuming that ΩrAεi 6= ∅, for each i, j ∈ {1, 2, · · · , d} and
for each x ∈ Ωr Aεi , we have
sg′n
(
∂uε
∂xi
)
∂2uε
∂x2i
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)
→ 0 as n→∞. (4.83)
Note that∣∣∣∣∣−
d∑
i,j=1
∫
ΩrAεi
sg′n
(
∂uε
∂xi
)
∂2uε
∂x2i
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)
dx
∣∣∣∣∣
≤
d∑
i,j=1
∫
ΩrAεi
sg′n
(
∂uε
∂xi
) ∣∣∣∣∣∂
2uε
∂x2i
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)∣∣∣∣∣ dx.
(4.84)
Let t ∈ (0, T ) be fixed. For i ∈ {1, 2, · · · , d}, let xεi0 ∈ Aεi . Since Ω is bounded,
there exists R′ > 0 such that Ω ⊂ B(xεi0, R′), where B(xεi0, R′) denotes the open
ball with center at xεi0 and having radius R
′. Consequently, Ω ⊂ B(xεi0, 2R′).
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For each n ∈ N and i ∈ {1, 2, · · · , d}, denote
Cεn,i :=
{
x ∈ Ωr Aεi : 0 <
∣∣∣∣∂uε∂xi (x, t)
∣∣∣∣ ≤ 1n
}
. (4.85)
Note that for each n ∈ N, we have Cε(n+1),i ⊆ Cεn,i. Let n0 ∈ N be such that for all
n ≥ n0, the following inclusion holds:
Cεn,i ⊂ B(xεi0,
n
2
).
Define a function ρ ∈ C∞(Rd) by
ρ(x) :=

kε exp
(
− 1
1−|x−xεi0|
2
)
, if x ∈ B(xεi0, 1)
0, if x /∈ B(xεi0, 1),
(4.86)
where the constant kε is chosen so that∫
Rd
ρ(x) dx = 1. (4.87)
Denote the sequence of mollifiers ρn,i : R
d → R by
ρn,i(x) :=

kε n
d exp
(
− n2
n2−|x−xεi0|
2
)
, if x ∈ B(xεi0, n)
0, if x /∈ B(xεi0, n)
(4.88)
Since for each n ≥ n0,
sg′n
(
∂uε
∂xi
)
:=


n if 0 ≤
∣∣∣∂uε∂xi
∣∣∣ ≤ 1n ,
0 if
∣∣∣∂uε∂xi
∣∣∣ > 1n , (4.89)
the RHS of (4.84) can be rewritten as
d∑
i,j=1
∫
ΩrAεi
sg′n
(
∂uε
∂xi
) ∣∣∣∣∣∂
2uε
∂x2i
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)∣∣∣∣∣ dx
=
d∑
i,j=1
∫
B(xεi0,
n
2
)
χΩrAεi (x) sg
′
n
(
∂uε
∂xi
) ∣∣∣∣∣∂
2uε
∂x2i
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)∣∣∣∣∣ dx
=
d∑
i,j=1
∫
B(xεi0,
n
2
)
χΩrAεi (x)
sg′n
(
∂uε
∂xi
)
ρn,i(x)
ρn,i(x)
∣∣∣∣∣∂
2uε
∂x2i
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)∣∣∣∣∣ dx.
(4.90)
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For all n ≥ n0 and for x ∈ B(xεi0, n2 ), we have
sg′n
(
∂uε
∂xi
)
ρn,i(x)
:=


1
kε nd−1
e
n2
n2−|x−xε
i0
|2 if x ∈ B(xεi0, n2 ) ∩ Cεn,i,
0 if x /∈ B(xεi0, n2 ) ∩ Cεn,i.
(4.91)
For x ∈ B(xεi0, n2 ), we have ∣∣∣∣∣∣
sg′n
(
∂uε
∂xi
)
ρn,i(x)
∣∣∣∣∣∣ ≤
1
kε nd−1
e
4
3 .
Since n ∈ N, the integrand on the last line of (4.90) is dominated by
1
kε
e
4
3 ρn,i
∣∣∣∣∣∂
2uε
∂x2i
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)∣∣∣∣∣ ,
which is integrable as uε ∈ C4+β, 4+β2 (ΩT ) and∫
R
ρn,i(x) dx = 1.
Applying dominated convergence theorem on RHS of (4.90), we conclude (4.82).
Next, we want to show that
lim
n→∞
d∑
i,j=1
∫
∂Ω
sgn
(
∂uε
∂xi
)(
B(0)
∂2uε
∂x2j
+B′(0)
(
∂uε
∂xj
)2)
σi dσ
=
d∑
i,j=1
∫
∂Ω
sg
(
∂uε
∂xi
)(
B(0)
∂2uε
∂x2j
+B′(0)
(
∂uε
∂xj
)2)
σi dσ. (4.92)
Note that (4.92) follows by applying dominated convergence theorem, on noting
that the sequence of integrands converges to the required limit pointwise, and is
pointwise bounded by
B(0)
∣∣∣∣∂2uε∂x2j
∣∣∣∣+ |B′(0)|
(
∂uε
∂xj
)2
,
which is an integrable function as uε ∈ C4+β, 4+β2 (ΩT ) and surface measure(∂Ω) <
∞.
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Using (4.82), (4.92) in (4.81), we get
ε lim
n→∞
d∑
i,j=1
∫
Ω
sgn
(
∂uε
∂xi
)
∂
∂xi
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)
dx
= ε
d∑
i,j=1
∫
∂Ω
sg
(
∂uε
∂xi
)(
B(0)
∂2uε
∂x2j
+B′(0)
(
∂uε
∂xj
)2)
σi dσ. (4.93)
From the equation (1.1a), we have
ε
d∑
j=1
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)
= uεt +
d∑
j=1
f ′j(u
ε) uεxj in ΩT . (4.94)
Using (4.94) on RHS of (4.93), we get
ε lim
n→∞
d∑
i,j=1
∫
Ω
sgn
(
∂uε
∂xi
)
∂
∂xi
(
B′(uε)
(
∂uε
∂xj
)2
+B(uε)
∂2uε
∂x2j
)
dx
=
d∑
i,j=1
∫
∂Ω
sg
(
∂uε
∂xi
)
f ′j(0)
∂uε
∂xj
σi dσ. (4.95)
(ii) Passage to limit in the second term on LHS of (4.80) as n→∞ :
Using integration by parts, we have
d∑
i,j=1
∫
Ω
sgn
(
∂uε
∂xi
)
∂
∂xi
(
f ′j(u
ε)
∂uε
∂xj
)
dx
= −
d∑
i,j=1
∫
Ω
sg′n
(
∂uε
∂xi
)
∂2uε
∂x2i
f ′j(u
ε)
∂uε
∂xj
dx+
d∑
i,j=1
∫
∂Ω
f ′j(0)
∂uε
∂xj
sgn
(
∂uε
∂xi
)
σi dσ
(4.96)
Using the arguments given to prove assertions (4.82) and (4.92), we obtain
lim
n→∞
d∑
i,j=1
∫
Ω
sg′n
(
∂uε
∂xi
)
∂2uε
∂x2i
f ′j(u
ε)
∂uε
∂xj
dx = 0, (4.97)
lim
n→∞
d∑
i,j=1
∫
∂Ω
f ′j(u
ε)
∂uε
∂xj
sgn
(
∂uε
∂xi
)
σi dσ =
d∑
i,j=1
∫
∂Ω
f ′j(0)
∂uε
∂xj
sg
(
∂uε
∂xi
)
σi dσ.
(4.98)
On using equations (4.95), (4.97), and (4.98), the equation (4.80) yields
d∑
i=1
∫
Ω
∂
∂t
(
∂uε
∂xi
)
sg
(
∂uε
∂xi
)
dx =
∂
∂t
(
d∑
i=1
∫
Ω
∣∣∣∂uε
∂xi
∣∣∣ dx
)
= 0. (4.99)
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The last equation implies that
‖∇uε‖(L1(ΩT ))d = ‖∇u0‖(L1(Ω))d,
which is nothing but (4.77). Equations (4.64) and (4.77) together give (4.61).
Step 3: Denote the total variation of uε by TVΩT (u
ε). Since for each ε > 0, uε ∈ H1(ΩT ),
the total variation of uε is given by (4.61),i.e.,
TVΩT (u
ε) =
∥∥∥∥∂uε∂t
∥∥∥∥
L1(ΩT )
+ ‖∇uε‖(L1(ΩT ))d . (4.100)
Equation (4.61) shows that {TVΩT (uε)}ε≥0 is bounded. Since BV (ΩT ) ∩ L1(ΩT ) is com-
pactly imbedded in L1(ΩT ) [9], therefore there exists a subsequence (u
εk) and a function
u ∈ L1(ΩT ) such that uεk → u in L1(ΩT ) as k →∞. We still denote the subsequence by
(uε) and since uε → u in L1(ΩT ) as ε→ 0, there exists a further subsequence (uεk) such
that we have (4.62).
Theorem 4.2 Let f, B, u0 satisfy Hypothesis A. Let u
ε be the unique solution to gen-
eralized viscosity problem (1.1). Then
d∑
j=1
(√
ε
∥∥∥∂uε
∂xj
∥∥∥
L2(ΩT )
)2
≤ 1
2r
‖u0‖2L2(Ω) (4.101)
Proof :
Substituing v = uε in the equation (2.3a) of generalized viscosity problem (1.1) and
using chain rule and then integration by parts formula, for a.e. t ∈ (0, T ), we obtain
〈uεt , uε〉+ ε
d∑
j=1
∫
Ω
B(uε)
∂uε
∂xj
∂uε
∂xj
dx−
d∑
j=1
∫
Ω
fj(u
ε)
∂uε
∂xj
dx = 0. (4.102)
Integrating (4.102) with respect to t over the interval (0, T ) and using the formula
< uεt , u
ε >=
1
2
d
dt
‖uε(t)‖2L2(Ω),
we get
1
2
‖u(T )‖2L2(Ω) + εr
d∑
j=1
∫ T
0
∫
Ω
(
∂uε
∂xj
)2
dx dt =
1
2
‖u0‖2L2(Ω) +
d∑
j=1
∫ T
0
∫
Ω
fj(u
ε)
∂uε
∂xj
dx dt.
(4.103)
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From equation (4.103), we obtain
εr
d∑
j=1
∫ T
0
∫
Ω
(
∂uε
∂xj
)2
dx dt ≤ 1
2
‖u0‖2L2(Ω) +
d∑
j=1
∫ T
0
∫
Ω
fj(u
ε)
∂uε
∂xj
dx dt. (4.104)
For j = 1, 2 · · · , d, denote
gj(s) :=
∫ s
0
fj(λ) dλ.
Since for j = 1, 2 · · · , d, each fj : R→ R is continuous, in view of fundamental theorem
of calculus, we have
g′j(u
ε) = fj(u
ε), (4.105)
for a.e. (x, t) ∈ ΩT . Substituting g′j(uε) = fj(uε) and using chain rule in inequality
(4.104), we obtain
εr
d∑
j=1
∫ T
0
∫
Ω
(
∂uε
∂xj
)2
dx dt ≤ 1
2
‖u0‖2L2(Ω) +
d∑
j=1
∫ T
0
∫
Ω
∂gj(u
ε)
∂xj
dx dt. (4.106)
Using integration by parts formula and uε = 0 for a.e. (x, t) ∈ ∂Ω × (0, T ) in inequality
(4.106), we get
εr
d∑
j=1
∫ T
0
∫
Ω
(
∂uε
∂xj
)2
dx dt ≤ 1
2
‖u0‖2L2(Ω) +
d∑
j=1
∫ T
0
∫
∂Ω
gj(0)νj dν. (4.107)
Since gj(0) = 0, the inequality (4.107) reduces to (4.101).
5 Proof of Theorem 1.1
In this section, we want to show that the a.e. limit of the subsequence of solutions to
generalized viscosity problem (1.1) obtained in Theorem 4.1 is an entropy solution to
scalar conservation laws (1.2). We do not prove the uniqueness of the entropy solution
as it was already established in [2]. The notion of entropy employed here was introduced
by Bardos-Leroux-Nedelec [2] for IBVPs for conservation laws, which is defined below.
Definition 5.1 Let u ∈ BV (Ω× (0, T )) and γ(u) be the trace of u on ∂Ω. The function
u is said to be an entropy solution of IBVP (1.2) if for all k ∈ R and for all nonnegative
φ ∈ C2(Ω× (0, T )) with compact support in Ω× (0, T ), the inequality∫ T
0
∫
Ω
{
|u− k| ∂φ
∂t
+ sg(u− k) (f(u)− f(k)) · ∇φ
}
dx dt
+
∫ T
0
∫
∂Ω
sg(k) (f(γ(u))− f(k)) · σ φ dσ dt ≥ 0 (5.108)
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holds, and u satisfies the initial condition (1.2c) almost everywhere in Ω.
We once again drop the subscript k in the subsequence uεk . Since uniqueness of an
entropy solution is already established by Bardos et.al. in [2], we conclude that the full
sequence (uε) converges to the unique entropy solution to (1.2).
Proof of Theorem 1.1:
We prove Theorem 1.1 in two steps. In Step 1, we show that u is a weak solution to
IBVP (1.2) and in Step 2, we show that weak solution u is an entropy solution to IBVP
(1.2)
Step 1: Let φ ∈ D(Ω × [0, T )). Multiplying the equation (1.1a) by φ, integrating over
ΩT , and using integration by parts formula, we get
∫ T
0
∫
Ω
uε
∂φ
∂t
dx dt+ ε
d∑
j=1
∫ T
0
∫
Ω
B(uε)
∂uε
∂xj
∂φ
∂xj
dx dt +
d∑
j=1
∫ T
0
∫
Ω
fj(u
ε)
∂φ
∂xj
dx dt
=
∫
Ω
uε(x, 0) φ(x, 0) dx dt.
(5.109)
We pass to the limit as ε→ 0 in (5.109) in four steps.
Step 1A:(Passage to limit in the first term on LHS of (5.109) )
Since for a.e. (x, t) ∈ ΩT ,
uε
∂φ
∂t
→ u ∂φ
∂t
as ε→ 0,
and the quantity uε ∂φ
∂t
is uniformly bounded by ‖u0‖L∞(Ω)
∣∣∣∂φ∂t ∣∣∣, bounded convergence
theorem yields
lim
ε→0
∫ T
0
∫
Ω
uε
∂φ
∂t
dx dt =
∫ T
0
∫
Ω
u
∂φ
∂t
dx dt. (5.110)
Step 1B:(Passage to limit in the second term on LHS of (5.109) )
Note that for each j ∈ {1, 2, · · · , d},
∣∣∣ε ∫ T
0
∫
Ω
B(uε)
∂uε
∂xj
∂φ
∂xj
dx dt
∣∣∣ ≤ ‖B‖∞ ε
∫ T
0
∫
Ω
∣∣∣∂uε
∂xj
∣∣∣ ∣∣∣ ∂φ
∂xj
∣∣∣ dx dt
≤ ‖B‖∞
√
ε
(√
ε
∥∥∥∂uε
∂xj
∥∥∥
L2(ΩT )
)∥∥∥ ∂φ
∂xj
∥∥∥
L2(ΩT )
.(5 111)
In view of (4.101), the sequence of numbers
{√
ε
∥∥∥∂uε∂xj
∥∥∥
L2(ΩT )
}
ε≥0
is bounded, and using
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sandwich theorem the inequality (5.111) gives
lim
ε→0
ε
d∑
j=1
∫ T
0
∫
Ω
B(uε)
∂uε
∂xj
∂φ
∂xj
dx dt = 0. (5.112)
Step 1C:(Passage to limit in the third term on LHS of (5.109))
In this step, we show that
lim
ε→0
d∑
j=1
∫ T
0
∫
Ω
fj(u
ε)
∂φ
∂xj
dx dt =
∫ T
0
∫
Ω
fj(u)
∂φ
∂xj
dx dt. (5.113)
For each j ∈ {1, 2, · · · , d} and a.e. (x, t) ∈ ΩT , we have
fj(u
ε)
∂φ
∂xj
→ fj(u) ∂φ
∂xj
as ε→ 0.
For each j ∈ {1, 2, · · · , d}, using continuity of fj : R → R and maximum principle of
sequence of solutions to generalized viscosity problem (1.1), we observe that the integrand
on LHS of (5.113) is pointwise bounded by
max
1≤j≤d
{|fj(x)| ∣∣ x ∈ I}
∣∣∣∣ ∂φ∂xj
∣∣∣∣
which is integrable as Vol(ΩT ) <∞.
Applying dominated convergence theorem on LHS of (5.113) , we have (5.113).
Step 1D:(Passage to limit in the RHS of (5.109))
In this step, we prove that
lim
ε→0
∫ T
0
∫
Ω
uε(x, 0) φ(x, 0) dx dt =
∫ T
0
∫
Ω
u(x, 0) φ(x, 0) dx dt. (5.114)
For a.e. x ∈ Ω, we have
uε(x, 0) φ(x, 0)→ uε(x, 0) φ(x, 0) as ε→ 0.
The integrand on LHS of (5.114) is a.e. bounded by ‖u0‖L∞(Ω) |φ(x, 0)| which is integrable
as Vol(ΩT ) <∞.
Applying dominated convergence theorem on LHS of (5.114), we have (5.114).
Using equations (5.110),(5.112),(5.113),(5.114) in (5.109), we have
∫ T
0
∫
Ω
u
∂φ
∂t
dx dt+
d∑
j=1
∫ T
0
∫
Ω
fj(u)
∂φ
∂xj
dx dt =
∫
Ω
u(x, 0) φ(x, 0) dx dt. (5.115)
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In view of a result [2, p.1026] that u(x, t) = u0(x) a.e. x ∈ Ω, from (5.115), we have
∫ T
0
∫
Ω
u
∂φ
∂t
dx dt +
d∑
j=1
∫ T
0
∫
Ω
fj(u)
∂φ
∂xj
dx dt =
∫
Ω
u0(x) φ(x, 0) dx dt.
Therefore u is a weak solution of IBVP for conservation law (1.2).
Step 2: We want to show that weak solution u of IBVP (1.2) belongs to BV (ΩT ), and
satisfies inequality (5.108). Since u is the L1(ΩT ) limit of a sequence of BV functions, it
follows from [2, p.1021] that u ∈ BV (ΩT ). Let k ∈ R and φ ∈ C2(Ω× (0, T )) such that
φ ≥ 0 and has compact support in Ω × (0, T ). Multiplying the first equation of IBVP
(1.1) by sgn(u
ε − k)φ and integrating over Ω× (0, T ), we get
∫ T
0
∫
Ω
∂uε
∂t
sgn(u
ε − k)φ dx dt+
d∑
j=1
∫ T
0
∫
Ω
∂
∂xj
(fj(u
ε)) sgn(u
ε − k)φ dx dt
= ε
d∑
j=1
∫ T
0
∫
Ω
∂
∂xj
(
B(uε)
∂uε
∂xj
)
sgn(u
ε − k)φ dx dt. (5.116)
Using integration by parts in (5.116), we arrive at∫ T
0
∫
Ω
{∫ uε
k
sgn(y − k) dy
}
∂φ
∂t
dx dt+
∫ T
0
∫
Ω
(f(uε)− f(k)) · ∇φ sgn(uε − k) dx dt
+
∫ T
0
∫
Ω
(f(uε)− f(k)) · ∇uε sg′n(uε − k)φ dx dt = ε
∫ T
0
∫
Ω
B(uε) (∇uε · ∇φ) sgn(uε − k) dx dt
+ε
∫ T
0
∫
Ω
B(uε) |∇uε|2 sg′n(uε − k)φ dx dt+ ε
∫ T
0
∫
∂Ω
B(0)∇uε · σ sgn(k)φ dσ dt
−
∫ T
0
∫
∂Ω
(f(0)− f(k)) · σ sgn(k)φ dσ dt.
(5.117)
We want to prove the entropy inequality (5.108) by passing to the limit in (5.117) in two
steps. In Step 2A, we pass to the limit in (5.117) as n → ∞ and then in Step 2B, we
pass to the limit as ε→ 0 in the resultant from Step 2A.
Step 2A:
(i) (Passage to the limit in the first term on LHS of (5.117) as n→∞):
Note that, for a.e. (x, t) ∈ ΩT , we have(∫ uε
k
sgn(y − k) dy
)
∂φ
∂t
→
(∫ uε
k
sg(y − k) dy
)
∂φ
∂t
as n→∞.
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Observe that ∣∣∣∣
(∫ uε
k
sgn(y − k) dy
)
∂φ
∂t
∣∣∣∣ ≤ |uε − k|
∣∣∣∣∂φ∂t
∣∣∣∣ . (5.118)
Since Vol(ΩT ) <∞, the RHS of (5.118) is integrable. An application of dominated
convergence theorem gives
lim
n→∞
∫ T
0
∫
Ω
(∫ uε
k
sgn(y − k) dy
)
∂φ
∂t
dx dt =
∫ T
0
∫
Ω
(∫ uε
k
sg(y − k) dy
)
∂φ
∂t
dx dt.
(5.119)
(ii) (Passage to the limit in the second term on LHS of (5.117) as n → ∞): For a.e.
(x, t) ∈ ΩT , we have
(f(uε)− f(k)) · ∇φ sgn(uε − k)→ (f(uε)− f(k)) · ∇φ sg(uε − k) as n→∞.
Note that
|(f(uε)− f(k)) · ∇φ sgn(uε − k)| ≤ d
[
max
1≤j≤d
(
sup
y∈I
|fj(y)|
)
+ max
1≤j≤d
(|fj(k)|)
]
max
1≤j≤d
(
sup
(x,t)∈ΩT
∣∣∣∣ ∂φ∂xj
∣∣∣∣
)
(5.120)
Since Vol(ΩT ) < ∞, we have the RHS of (5.120) is integrable. An application of
dominated convergence theorem gives
lim
n→∞
∫ T
0
(f(uε)− f(k)) · ∇φ sgn(uε − k) dx dt =
∫ T
0
(f(uε)− f(k)) · ∇φ sg(uε − k) dx dt.
(5.121)
(iii) (Passage to the limit in the third term on LHS of (5.117) as n → ∞): For j =
1, 2, · · · , d, applying mean value theorem to fj : R→ R, we get
fj(u
ε)− fj(k) = f ′j(ξjuε,k)(uε − k). (5.122)
Denote
f
′
(ξuε,k) :=
(
f
′
1(ξ
1
uε,k), f
′
2(ξ
2
uε,k), · · · , f
′
d(ξ
d
uε,k)
)
.
Applying (5.122) and
∣∣(uε − k)sg′n(uε − k)∣∣ ≤ 1, we have∣∣∣∣
∫ T
0
∫
Ω
(f(uε)− f(k)) · ∇uε sg′n(uε − k)φ dx dt
∣∣∣∣
≤
∫ T
0
∫
{x∈Ω : |uε−k|< 1n}
∣∣∣(f ′(ξuε,k))∣∣∣ |∇ (uε − k)| |φ| dx dt,
≤ ‖φ‖L∞(ΩT )
√
d max
1≤j≤d
(
sup
y∈I
∣∣∣f ′j(y)∣∣∣
) ∫ T
0
∫
{x∈Ω : |uε−k|< 1n}
|∇ (uε − k)| dx dt.(5.123)
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Denote
gn(t) :=
∫
{x∈Ω : |uε−k|< 1n}
|∇ (uε − k)| dx.
Applying Lemma 4.1 with v = (uε − k), we get
lim
n→∞
gn(t) = 0. (5.124)
For all t ∈ (0, T ) and n ∈ N, we have gn(t) ≤
∫
Ω
|∇ (uε − k)| dx. Since uε ∈
C4+β,
4+β
2 (ΩT ), ∫ T
0
∫
Ω
|∇ (uε − k)| dx dt <∞.
An application of dominated convergence theorem yields
lim
n→∞
(∫ T
0
∫
Ω
(f(uε)− f(k)) · ∇uε sg′n(uε − k)φ dx dt
)
=
∫ T
0
lim
n→∞
gn(t)dt
= 0 (5.125)
(iv) (Passage to the limit in the first term on RHS of (5.117) as n → ∞): For a.e.
(x, t) ∈ ΩT ,
B(uε) (∇uε · ∇φ) sgn(uε − k)→ B(uε) (∇uε · ∇φ) sg(uε − k) asn→∞.
Note that
|B(uε) (∇uε · ∇φ) sgn(uε − k)| ≤ ‖B‖L∞(I) ‖∇uε‖(L∞(ΩT ))d ‖∇φ‖(L∞(ΩT ))d .(5.126)
Since Vol(ΩT ) < ∞, the RHS of (5.126) is integrable and applying dominated
convergence theorem, we conclude
lim
n→∞
∫ T
0
∫
Ω
B(uε) (∇uε · ∇φ) sgn(uε − k) dx dt =
∫ T
0
∫
Ω
B(uε) (∇uε · ∇φ) sg(uε − k) dx dt.
(5.127)
(v) (Passage to the limit in the third term on RHS of (5.117) as n → ∞): For a.e.
(x, t) ∈ ∂Ω× (0, T ), we have
B(0)
∂uε
∂σ
sgn(k)φ→ B(0)∂u
ε
∂σ
sg(k)φ as n→∞.
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Since |sgn(k)| ≤ 1, we have∣∣∣∣B(0)∂uε∂σ sgn(k)φ
∣∣∣∣ ≤ B(0) max1≤j≤d
(
sup
(x,t)∈ΩT
∣∣∣∣∂uε∂xj
∣∣∣∣
)
|φ| , (5.128)
the RHS of (5.128) is integrable as surface measure(∂Ω × (0, T )) < ∞. An appli-
cation of dominated convergence theorem gives
lim
n→∞
∫ T
0
∫
∂Ω
B(0)
∂uε
∂σ
sgn(k)φ dx dt =
∫ T
0
∫
∂Ω
B(0)
∂uε
∂σ
sg(k)φ dx dt. (5.129)
(vi) (Passage to the limit in the fourth term on RHS of (5.117) as n→∞): The proof
of
lim
n→∞
∫ T
0
∫
∂Ω
sgn(k) (f(0)− f(k)) · σ φ dσ dt =
∫ T
0
∫
∂Ω
sg(k) (f(0)− f(k)) · σ φ dσ dt.
(5.130)
is similar to the proof of (5.129).
Using (5.119),(5.121),(5.125),(5.127),(5.129),(5.130) and
ε
∫ T
0
∫
Ω
B(uε) |∇uε|2 sg′n(uε − k)φ dx dt ≥ 0,
in (5.117), we get
∫ T
0
∫
Ω
{∫ uε
k
sg(y − k) dy
}
∂φ
∂t
dx dt+
∫ T
0
∫
Ω
(f(uε)− f(k)) · ∇φ sg(uε − k) dx dt
≥ ε
∫ T
0
∫
Ω
B(uε) (∇uε · ∇φ) sg(uε − k) dx dt+ ε
∫ T
0
∫
∂Ω
B(0)∇uε · σ sg′(k)φ dσ dt
−
∫ T
0
∫
∂Ω
(f(0)− f(k)) · σ sg(k)φ dx dt.
(5.131)
Step 2B:
(i) (Passage to the limit in the first term on LHS of (5.131) as ε→ 0:) Denote
g(z) :=
∫ z
0
sg(y − k) dy.
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Since g is an absolutely continuous function, for a.e. (x, t) ∈ ΩT , we have
lim
ε→0
g(uε) = g(u).
Therefore, as ε→ 0, for a.e. (x, t) ∈ ΩT , we obtain
g(uε)
∂φ
∂t
→ g(u) ∂φ
∂t
Observe that∣∣∣∣
(∫ uε
k
sg(y − k) dy
)
∂φ
∂t
∣∣∣∣ ≤ |uε − k|
∣∣∣∣∂φ∂t
∣∣∣∣ ≤ (‖u0‖L∞(Ω) + |k|)
∣∣∣∣∂φ∂t
∣∣∣∣ . (5.132)
Since Vol(ΩT ) <∞, the RHS of (5.132) is integrable. Applying dominated conver-
gence theorem, we get
lim
ε→0
∫ T
0
∫
Ω
{∫ uε
k
sg(y − k) dy
}
∂φ
∂t
dx dt =
∫ T
0
∫
Ω
|u− k| ∂φ
∂t
dx dt
(5.133)
(ii) (Passage to the limit in the second term on LHS of (5.131) as ε → 0:) We know
that for a.e. (x, t) ∈ ΩT ,
sg(uε − k)→ sg(u− k) as ε→ 0.
Therefore for a.e. (x, t) ∈ ΩT , we have
((f(uε)− f(k)) · ∇φ) sg(uε − k)→ ((f(u)− f(k)) · ∇φ) sg(u− k) as ε→ 0.
Observe that
|((f(uε)− f(k)) · ∇φ) sg(uε − k)| ≤ d
[
max
1≤j≤d
(
sup
y∈I
|fj(y)|
)
+ max
1≤j≤d
|fj(k)|
]
×
max
1≤j≤d
(
sup
(x,t)∈ΩT
∣∣∣∣ ∂φ∂xj
∣∣∣∣
)
. (5.134)
Since Vol(ΩT ) < ∞, therefore the RHS of (5.134) is integrable. An application of
dominated convergence theorem yields
lim
ε→0
∫ T
0
∫
Ω
(f(uε)− f(k)) · ∇φ sg(uε − k) dx dt =
∫ T
0
∫
Ω
(f(u)− f(k)) · ∇φ sg(u− k) dx dt.
(5.135)
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(iii) (Passage to the limit in the first term on RHS of (5.131) as ε→ 0:) Using
‖∇uε‖(L1(ΩT ))d ≤ ‖∇u0‖(L1(ΩT ))d,
we observe that∣∣∣∣ε
∫ T
0
∫
Ω
B(uε)∇uε · ∇φ sg(uε − k) dx dt
∣∣∣∣
≤ ε ‖B‖L∞(I) max
1≤j≤d
(
sup
(x,t)∈ΩT
∣∣∣∣ ∂φ∂xi
∣∣∣∣
)
‖∇u0‖(L1(ΩT ))d.
(5.136)
Passing to the limit as ε→ 0 in (5.136), we conclude
lim
ε→0
ε
∫ T
0
∫
Ω
B(uε)∇uε · ∇φ sg(uε − k) dx dt = 0. (5.137)
(iv) (Passage to the limit in the second term on RHS of (5.131) as ε→ 0:) We want to
compute
lim
ε→0
{
ε
∫ T
0
∫
∂Ω
B(0)φ
∂uε
∂σ
dσ dt
}
.
For δ > 0, let ρδ ∈ C2(Ω) be functions introduced by Kruzhkov (see [11], [2]) having
the properties
ρδ = 1 on ∂Ω
ρδ = 0 on {x ∈ Ω : dist(x, ∂Ω) ≥ δ}
0 ≤ ρδ ≤ 1 on Ω
|∇ρδ| ≤ C
δ
,


where C is independent of δ. Observe that
ε
∫ T
0
∫
∂Ω
B(0)φ
∂uε
∂σ
dσ dt = ε
∫ T
0
∫
Ω
∇ (B(uε)∇uε) φ ρδ dx dt
+ε
∫ T
0
∫
Ω
B(uε)∇uε · ∇ (φ ρδ) dx dt. (5.138)
Using the equation (1.1a) and integration by parts in (5.138), we get
ε
∫ T
0
∫
∂Ω
B(0)φ
∂uε
∂σ
dσ dt
= −
∫ T
0
∫
Ω
{
uε
∂φ
∂t
+ f(uε) · ∇φ
}
ρδ dx dt−
∫ T
0
∫
Ω
φ f(uε) · ∇ρδ dx dt
+ε
∫ T
0
∫
Ω
[B(uε) {(∇uε · ∇φ) ρδ + (∇uε · ∇ρδ)φ}] dx dt
+
∫ T
0
∫
∂Ω
φ f(0) · σ dσ dt.
39
Using property |∇ρδ| ≤ Cδ and ‖∇uε‖(L1(ΩT ))d ≤ ‖∇u0‖(L1(ΩT ))d , we observe that
|εB(uε) {(∇uε · ∇φ) ρδ + (∇uε · ∇ρδ)φ}|
≤ ε
(
max
1≤j≤d
(
sup
(x,t)∈ΩT
∣∣∣∣ ∂φ∂xj
∣∣∣∣
)
+
C
δ
‖φ‖L∞(ΩT )
)
‖B‖L∞(I) ‖∇uε‖(L1(ΩT ))d
≤ ε
(
max
1≤j≤d
(
sup
(x,t)∈ΩT
∣∣∣∣ ∂φ∂xj
∣∣∣∣
)
+
C
δ
‖φ‖L∞(ΩT )
)
‖B‖L∞(I) ‖∇u0‖(L1(ΩT ))d.(5.139)
Passing to the limit as ε→ 0 in (5.139), we get
lim
ε→0
ε
∫ T
0
∫
Ω
B(uε) {(∇uε · ∇φ) ρδ + (∇uε · ∇ρδ)φ} dx dt = 0. (5.140)
Applying integration by parts in the second term on RHS of (5.139), we have
lim
ε→0
{
ε
∫ T
0
∫
∂Ω
B(0)φ
∂uε
∂σ
dσ dt
}
= −
∫ T
0
∫
Ω
{
u
∂φ
∂t
+ f(u) · ∇φ
}
ρδ dx dt
−
∫ T
0
∫
Ω
∇ · (φ f(u)) ρδ dx dt
+
∫ T
0
∫
∂Ω
φ (f(0)− f(γ(u))) · σ dσ dt.
(5.141)
Passing to the limit as δ → 0 on RHS of (5.141), we get
lim
ε→0
{
ε
∫ T
0
∫
∂Ω
B(0)φ
∂uε
∂σ
dσ dt
}
=
∫ T
0
∫
∂Ω
φ (f(0)− f(γ(u))) · σ dσ dt. (5.142)
Using (5.133),(5.135),(5.137),(5.142) in (5.131), we get the required entropy in-
equality (5.108).
6 Proof of Theorem 1.2
Denote by fε and u0ε, the regularizations of the flux function f = (f1, f2, · · · , fd) and
initial condition u0 of IBVP (1.1), using the standard sequence of mollifiers ρ˜ε defined on
R, and ρε defined on R
d, respectively. They are given by fε := (f1ε, f2ε, · · · , fdε) where
fjε := fj ∗ ρ˜ε (j = 1, 2, · · · , d), and u0ε := u0 ∗ ρε.
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Consider the IBVP for regularized generalized viscosity problem
uεt +∇ · fε(uε) = ε∇ · (B(uε)∇uε) in ΩT , (6.143a)
uε(x, t) = 0 on ∂Ω × (0, T ), (6.143b)
uε(x, 0) = u0ε(x) x ∈ Ω, (6.143c)
Lemma 6.1 Let f, B, u0 satisfy Hypothesis B. Then there exists a unique solution of
(6.143) in C4+β,
4+β
2 (ΩT ), for every 0 < β < 1 and the following estimates hold:
‖uε‖L∞(Ω) ≤ ‖u0‖L∞(Ω), (6.144)
TVΩT (u
ε) ≤ T TVΩ(u0). (6.145)
Also, there exists a constant C > 0 such that
∥∥∥∥∂uε∂t
∥∥∥∥
L1(ΩT )
≤ CT‖B‖L∞(I)Vol (Ω) TVΩ(u0) + TVol (Ω)
d∑
j=1
‖B′‖L∞(I)
∥∥∥∥∂u0∂xj
∥∥∥∥
2
L∞(Ω)
+T‖f ′‖L∞(I)
d∑
j=1
∥∥∥∥∂u0∂xj
∥∥∥∥
L∞(Ω)
.
(6.146)
Furthermore, there exists a subsequence {uεk}∞k=1 of uε and a function u in L1(ΩT )
such that uεk → u a.e. in ΩT , and also in L1(ΩT ) as k →∞.
The following result follows from [9, p.67] which is useful in proving Theorem 6.1, and
we omit its proof.
Lemma 6.2 Let u0 ∈ W 1,∞c (Ω). Then u0ε satisfies the following bounds
‖u0ε‖L∞(Ω) ≤ ‖u0‖L∞(Ω) (6.147)
‖∇u0ε‖(L1(Ω))d ≤ TVΩ(u0) (6.148)
There exists a constant C > 0 such that for all ε > 0, u0ε satisfies
‖∆u0ε‖L1(Ω) ≤ C
ε
TVΩ(u0). (6.149)
Proof of Lemma 6.1: Note that fε ∈ (C∞(R))d and ‖f ′ε‖(L∞(Ω))d ≤ ‖f ′‖(L∞(Ω))d < ∞.
Since u0 ∈ W 1,∞c (Ω), the function u0ε belongs to the space C∞(Ω) and also has compact
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support in Ω for sufficiently small ε. As a consequence the initial-boundary data of the
regularized generalized viscosity problem (6.143) satisfies compatibility conditions of or-
ders 0, 1, 2 which are required to apply Theorem 3.1. Applying Theorem 3.1, we get the
existence of a unique solution uε in C4+β,
4+β
2 (ΩT ) for regularized generalized viscosity
problem (6.143), and uεtt ∈ C(ΩT ).
By maximum principle (Theorem 2.4), we conclude that uε satisfies
‖uε‖L∞(Ω) ≤ ‖u0ε‖L∞(Ω) a.e. t ∈ (0, T ). (6.150)
Combining (6.147) with (6.150), we get (6.144).
Using equations (4.72) and (4.75) (from Step 1 in the proof of Theorem 4.1) with f = fε
and u0 = u0ε, we get∫
Ω
∣∣∣∂uε
∂t
(x, t)
∣∣∣ dx ≤ ε ∫
Ω
B(u0ε) |∆u0ε| dx+
∫
Ω
∣∣∣B′(u0ε)∣∣∣
(
∂u0ε
∂xj
)2
dx+
d∑
j=1
∫
Ω
∣∣∣f ′jε(u0ε)∣∣∣
∣∣∣∣∂u0ε∂xj
∣∣∣∣ dx.
(6.151)
Since u0 ∈ W 1,∞c (Ω), we have
‖u0ε‖L∞(Ω) ≤ ‖u0‖L∞(Ω), (6.152a)∥∥∥∥∂u0ε∂xj
∥∥∥∥
L∞(Ω)
=
∥∥∥∥∂u0∂xj ∗ ρε
∥∥∥∥
L∞(Ω)
≤
∥∥∥∥∂u0∂xj
∥∥∥∥
L∞(Ω)
. (6.152b)
In view of (7.205) and (6.152), we obtain∫
Ω
∣∣∣∂uε
∂t
(x, t)
∣∣∣ dx ≤ ε‖B‖L∞(I)
∫
Ω
|∆u0ε| dx+ εVol(Ω)
d∑
j=1
‖B′‖L∞(I)
∥∥∥∥∂u0∂xj
∥∥∥∥
2
L∞(Ω)
+
‖f ′ε‖L∞(I)
d∑
j=1
∥∥∥∥∂u0∂xj
∥∥∥∥
L∞(Ω)
.
(6.153)
We may assume that ε < 1. Using (6.149) in (6.153) gives∫
Ω
∣∣∣∂uε
∂t
(x, t)
∣∣∣ dx ≤ C‖B‖L∞(I)Vol (Ω) TVΩ(u0) + Vol (Ω) d∑
j=1
‖B′‖L∞(I)
∥∥∥∥∂u0∂xj
∥∥∥∥
2
L∞(Ω)
+
‖f ′‖L∞(I)
d∑
j=1
∥∥∥∥∂u0∂xj
∥∥∥∥
L∞(Ω)
.
(6.154)
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Integrating on both sides of the last inequality w.r.t. t on the interval [0, T ] yields (6.146).
Applying the conclusion of Step 2 in the proof of Theorem 4.1, namely (4.100), with
f = fε and u0 = u0ε yields
TVΩ(u
ε) ≤ TVΩ(u0ε).
Applying Lemma 6.2, we get
TVΩ(u
ε) ≤ TVΩ(u0) (6.155)
Once again integrating w.r.t. t over the interval [0, T ] on both sides of the inequality
(6.155) yields (6.145).
Using the compact embedding of BV (ΩT )∩L1(ΩT ) in L1(ΩT ), we conclude that there
exists a subsequence {uεk}∞k=1 of uε and a function u in L1(ΩT ) such that we have uεk → u
in L1(ΩT ) as well as pointwise a.e. ΩT , as k →∞. This completes the proof of Lemma
6.1.
We still denote the subsequence {uεk}∞k=1 by {uε}.
We now show that the a.e. limit of a sequence of solutions to the regularized gener-
alized viscosity problem is a weak solution for IBVP (1.2).
Proof of Theorem 1.2: We will show that the function u whose existence is asserted
by Lemma 6.1 is indeed an entropy solution to (1.2). For notational convenience, we
still denote the subsequence {uεk}∞k=1 (as asserted by Lemma 6.1) by {uε}. The proof of
Theorem 1.2 is divided into two steps. In the first step, we show that u is a weak solution
for the IBVP (1.2). In the second step, we show that u satisfies an entropy inequality for
the IBVP (1.2) in the sense of (5.108). Note that u ∈ BV (ΩT ) as it the L1(ΩT ) limit of
a sequence of BV functions [2, p.1021]. Thus it then follows that u is an entropy solution.
Step 1: Let φ ∈ D(Ω × [0, T )). Multiplying the first equation of (6.143) by φ,
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integrating over ΩT and using integration by parts, we get∫ T
0
∫
Ω
uε
∂φ
∂t
dx dt+ ε
d∑
j=1
∫ T
0
∫
Ω
B(uε)
∂uε
∂xj
∂φ
∂xj
dx dt+
d∑
j=1
∫ T
0
∫
Ω
fjε(u
ε)
∂φ
∂xj
dx dt
=
∫
Ω
uε(x, 0) φ(x, 0) dx dt.
(6.156)
We would like to pass to the limit as ε→ 0 in the equation (6.156), and obtain
∫ T
0
∫
Ω
u
∂φ
∂t
dx dt+
d∑
j=1
∫ T
0
∫
Ω
fj(u)
∂φ
∂xj
dx dt =
∫
Ω
u0(x) φ(x, 0) dx dt, (6.157)
thereby we conclude that u is a weak solution for the IBVP (1.2). Note that we have
lim
ε→0
∫ T
0
∫
Ω
uε
∂φ
∂t
dx dt =
∫ T
0
∫
Ω
u
∂φ
∂t
dx dt, (6.158)
lim
ε→0
ε
d∑
j=1
∫ T
0
∫
Ω
B(uε)
∂uε
∂xj
∂φ
∂xj
dx dt = 0, (6.159)
lim
ε→0
∫ T
0
∫
Ω
uε(x, 0) φ(x, 0) dx dt =
∫ T
0
∫
Ω
u0(x) φ(x, 0) dx dt, (6.160)
whose proofs follow on similar lines as those of (5.110), (5.112) and (5.114) respectively.
For j = 1, 2, · · · , d, we want to show that
lim
ε→0
∫ T
0
∫
Ω
fjε(u
ε)
∂φ
∂xj
dx =
∫ T
0
∫
Ω
fj(u)
∂φ
∂xj
dx. (6.161)
Note that∣∣∣∣
∫ T
0
∫
Ω
(fjε(u
ε)− fj(u)) ∂φ
∂xj
dx
∣∣∣∣ ≤
∫ T
0
∫
Ω
|fjε(uε)− fj(u)|
∣∣∣∣ ∂φ∂xj
∣∣∣∣ dx,
≤
∫ T
0
∫
Ω
|fjε(uε)− fj(uε)|
∣∣∣∣ ∂φ∂xj
∣∣∣∣ dx dt
+
∫ T
0
∫
Ω
|fj(uε)− fj(u)|
∣∣∣∣ ∂φ∂xj
∣∣∣∣ dx dt.
(6.162)
For j = 1, 2, · · · , d, fj is continuous, therefore fjε → fj uniformly on compact sets as
ε→ 0. Observe that∫ T
0
∫
Ω
|fjε(uε)− fj(uε)|
∣∣∣∣ ∂φ∂xj
∣∣∣∣ dx ≤ ‖fjε − fj‖L∞(I)
∫ T
0
∫
Ω
∣∣∣∣ ∂φ∂xj
∣∣∣∣ dx dt. (6.163)
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Using sandwich theorem in (6.163), and dominated convergence theorem in the second
term on RHS of the inequality (6.162), we get (6.161). This completes the proof of
(6.157).
Step 2: We want to show that u satisfies entropy inequality (5.108). Let k ∈ R and
φ ∈ C2(Ω× (0, T )) such that φ ≥ 0 and has compact support in Ω× (0, T ). Multiplying
the equation (6.143a) by sgn(u
ε − k)φ and integrating over Ω× (0, T ), we get
∫ T
0
∫
Ω
∂uε
∂t
sgn(u
ε − k)φ dx dt+
d∑
j=1
∫ T
0
∫
Ω
∂
∂xj
(fjε(u
ε)) sgn(u
ε − k)φ dx dt
= ε
d∑
j=1
∫ T
0
∫
Ω
∂
∂xj
(
B(uε)
∂uε
∂xj
)
sgn(u
ε − k)φ dx dt. (6.164)
Integrating by parts in (6.164) yields∫ T
0
∫
Ω
{∫ uε
k
sgn(y − k) dy
}
∂φ
∂t
dx dt+
∫ T
0
∫
Ω
(fε(u
ε)− fε(k)) · ∇φ sgn(uε − k) dx dt
+
∫ T
0
∫
Ω
(fε(u
ε)− fε(k)) · ∇uε sg′n(uε − k)φ dx dt = ε
∫ T
0
∫
Ω
B(uε) (∇uε · ∇φ) sgn(uε − k) dx dt
+ε
∫ T
0
∫
Ω
B(uε) |∇uε|2 sg′n(uε − k)φ dx dt+ ε
∫ T
0
∫
∂Ω
B(0)∇uε · σ sgn(k)φ dσ dt
−
∫ T
0
∫
∂Ω
(fε(0)− fε(k)) · σ sgn(k)φ dσ dt.
(6.165)
We prove the entropy inequality (5.108) by passing to the limit in (6.165), first as n→∞
(in Step 2A), and then pass to the limit as ε→ 0 in the equation resulting from Step 2A
(in Step 2B). Here we follow the arguments of [2].
Step 2A: Using the conclusion of Step 1 of the proof of Theorem 1.1 with f = fε , we
pass to the limit in (6.165) as n→∞ and obtain the following inequality∫ T
0
∫
Ω
{∫ uε
k
sg(y − k) dy
}
∂φ
∂t
dx dt+
∫ T
0
∫
Ω
(fε(u
ε)− fε(k)) · ∇φ sg(uε − k) dx dt
≥ ε
∫ T
0
∫
Ω
B(uε) (∇uε · ∇φ) sg(uε − k) dx dt+ ε
∫ T
0
∫
∂Ω
B(0)∇uε · σ sg′(k)φ dσ dt
−
∫ T
0
∫
∂Ω
(fε(0)− fε(k)) · σ sg(k)φ dx dt.
(6.166)
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Step 2B: Following the proofs of (5.133),(5.137), we get
lim
ε→0
∫ T
0
∫
Ω
{∫ uε
k
sg(y − k) dy
}
∂φ
∂t
dx dt =
∫ T
0
∫
Ω
|u− k| ∂φ
∂t
dx dt, (6.167)
lim
ε→0
ε
∫ T
0
∫
Ω
B(uε)∇uε · ∇φ sg(uε − k) dx dt = 0. (6.168)
We pass to limit as ε→ 0 in the second term on LHS of (6.166), and prove
lim
ε→0
∫ T
0
∫
Ω
(fε(u
ε)− fε(k)) · ∇φ sg(uε − k) dx dt =
∫ T
0
∫
Ω
(f(u)− f(k)) · ∇φ sg(u− k) dx dt,
(6.169)
by an application of dominated convergence theorem. Firstly, we show that integrands
on LHS converge to the integrand on the RHS of the equation (6.169). Observe that
|fjε(uε)− fj(u)| ≤ |fjε(uε)− fj(uε)|+ |fj(uε)− fj(u)| ,
≤ ‖fjε − fj‖L∞(I) + |fj(uε)− fj(u)| . (6.170)
For each j ∈ {1, 2, · · · , d}, fj ∈ C(R). Therefore fjε → fj uniformly on compact sets of
R. Since for a.e. (x, t) ∈ ΩT , uε(x, t) ∈ I, we have
‖fjε − fj‖L∞(I) → 0 as ε→ 0. (6.171)
For each j ∈ {1, 2, · · · , d}, since for a.e. (x, t) ∈ ΩT , uε → u as ε→ 0, we have
fj(u
ε)→ fj(u) as ε→ 0. (6.172)
Using equations (6.171) and (6.172) in (6.170), we get
fjε(u
ε)→ fj(u) a.e. (x, t) ∈ ΩT , as ε→ 0. (6.173)
As ε→ 0, it is easy to observe that
sg(uε − k)→ sg(u− k) a.e. in ΩT , (6.174)
fjε(k)→ fj(k). (6.175)
Using the information from (6.173), (6.174), and (6.175), we conclude that for a.e. (x, t) ∈
ΩT ,
lim
ε→0
((fε(u
ε)− fε(k)) · ∇φ sg(uε − k)) = (f(u)− f(k)) · ∇φ sg(u− k).
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Since |fjε(uε)| ≤ ‖fj‖L∞(I) and |fjε(k)| ≤ |fj(k)|, therefore the integrand on LHS of the
equation (6.169) is bounded by
d∑
j=1
(‖fj‖L∞(I) + |fj(k)|)
∣∣∣∣ ∂φ∂xj
∣∣∣∣ ,
which is integrable over ΩT as φ has compact support in Ω× (0, T ). Applying dominated
convergence theorem, we get (6.169).
Following the proof of (5.142), we get
lim
ε→0
{
ε
∫ T
0
∫
∂Ω
B(0)φ
∂uε
∂σ
dσ dt
}
=
∫ T
0
∫
∂Ω
φ (f(0)− f(γ(u))) · σ dσ dt. (6.176)
An application of dominated convergence theorem gives
lim
ε→0
∫ T
0
∫
∂Ω
(fε(0)− fε(k)) · σ sg(k)φ dx dt =
∫ T
0
∫
∂Ω
(f(0)− f(k)) · σ sg(k)φ dx dt.
(6.177)
Using the information from (6.167),(6.168),(6.169), (6.176), and (6.177) in (6.166), we get
the required entropy inequality (5.108). We do not prove the uniqueness of the entropy
solution as it was already established in [2].
7 Proof of Theorem 1.3:
Let fε be as defined in the regularized generalized viscosity problem (6.143) and (u0ε) be
as given in Hypotheses C. We intoduce the IBVP for viscosity problem
uεt +∇ · fε(uε) = ε∇ · (B(uε)∇uε) in ΩT , (7.178a)
uε(x, t) = 0 on ∂Ω × (0, T ), (7.178b)
uε(x, 0) = u0ε(x) x ∈ Ω, (7.178c)
The next result deals with the existence of a uniformly bounded sequence (u0ε) in D(Ω)
with all the properties as mentioned in Hypothesis C.
Lemma 7.1 Let u0 ∈ H10 (Ω) ∩C(Ω). Then there exists a sequuence (u0ε) in D(Ω) such
that the following properties hold.
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1.
u0ε → u0 in H1(Ω) as ε→ 0. (7.179)
2. For all ε > 0, there exists a constant A > 0 such that
‖u0ε‖L∞(Ω) ≤ A. (7.180)
3. For all ε > 0 small enough, there exists a constant C > 0 such that
‖∆u0ε‖L1(Ω) ≤
C
ε
. (7.181)
Denote
Q :=
{
y ∈ Rd : |yi| < 1, i = 1, 2, · · · , d
}
, Q+ := {y ∈ Q : yd > 0} , Γ := {y ∈ Q : yd = 0} .
The following result is used to prove Lemma 7.1.
Proposition 7.1 [21, p.31] Let u ∈ H1(Q+)∩C(Q+) and u = 0 near ∂Q+ \Γ. If u = 0
on the bottom Γ, then u ∈ H10 (Q+).
Proof of Lemma 7.1:
Step 1: The proof of (7.179).
Since ∂Ω is smooth, for a given point x0 ∈ ∂Ω, there exists a neighbourhood U0 of x0
and a smooth invertible mapping Ψ0 : Q→ U0 such that
Ψ0
(
Q+
)
= U0 ∩ Ω, Ψ0 (Γ) = U0 ∩ ∂Ω,
where Q+, Γ as defined above. Let η0 ∈ D(U0). We consider η0u0 instead of u0 in the
neighbourhood U0 of x0 . Define v : Q
+ → R by
v(y) := (ηu0) (Ψ(y)) .
Since η0 ∈ D(U0), therefore v ≡ 0 in a neighbourhood of the upper boundary and the
lateral boundary of Q+. Since u0 = 0 on ∂Ω, for y ∈ Γ, we have v(y) = 0. Therefore
an application of Proposition 7.1, we have v ∈ H10 (Q+). Let v˜ be the extension of v to
the whole Q by setting v˜ = 0 in Q \ Q+. Let ρ˜ε : R → R be the standard sequence of
mollifiers. Define Jεv˜(y) : Q
+ → R by
Jεv˜(y) :=
∫
Q
ρ˜ε(y1 − z1) ρ˜ε(y2 − z2) · · · ρ˜ε(yd−1 − zd−1)ρ˜ε(yd − zd − 2ε) v˜(z) dz.
(7.182)
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Observe that Jεv˜ → v in H10 (Q+). For clarity, we only show that (Jεv˜) has compact
support. Since v˜ is zero in a neighbourhood of the upper boundary and the lateral
boundary of Q+, we only show that Jεv˜ is zero in {y ∈ Q+; 0 < yd < ε}. We know that
ρε(yd − zd − 2ε) = 0 whenever |yd − zd − 2ε| ≥ ε. Let us compute
|yd − zd − 2ε| = |zd + ε+ (ε− yd)| ,
≥ zd + ε > ε. (7.183)
Therefore (Jεv˜) has compact support in Q
+. As a result, the function
(
Jεv˜(Ψ
−1
0 (x))
)
belongs to C10(Ω ∩ Ux0) and
Jεv˜(Ψ
−1
0 (x))→ ηu0 in H1(Ω).
Since ∂Ω is compact, there exists x1, x2, · · · , xN ∈ ∂Ω and U1, U2, · · · , UN such that
∂Ω ⊂ ∪Ni=1Ui. Choose UN+1 ⊂⊂ Ω such that
Ω ⊂ ∪N+1i=1 Ui.
For i = 1, 2, · · · , N,N + 1, let ηi be a partition of unity associated to Ui. For i =
1, 2, · · · , N , let (uε0i) be the sequences corresponding to Ui, ηi obtained as above man-
ner,i.e., uε0i = Jεv˜i(Ψ
−1
i (x)). Let ρε : R
d → R be sequence of mollifiers. Then uε0N+1 :=
(ηN+1u0) ∗ ρε → ηN+1u0 uniformly on UN+1 as ε → 0 and (ηN+1u0) ∗ ρε → ηN+1u0 in
H1(Ω).
Denote
u0ε(x) :=
N+1∑
i=1
uε0i(x).
It is clear that u0ε → u0 in H1(Ω) and we obtain (7.179).
Step 2: The proof of (7.180).
Applying change of variable y−z
ε
= p in (7.182), we get
J−ε v˜(y) :=
∫ y1+ε
y1−ε
∫ y2+ε
y2−ε
· · ·
∫ yd+ε
yd−ε
1
εd
ρ˜(
y1 − z1
ε
) · · · ρ˜(yd−1 − zd−1
ε
)ρ˜(
yd − zd − 2ε
ε
) v˜(z) dz,
=
∫ 1
−1
∫ 1
−1
· · ·
∫ 1
−1
∫ 1
3
ρ˜(p1)ρ˜(p2) · · · ρ˜(pd−1)ρ˜(pd − 2) v˜(x− εp) (−1)d dp (7.184)
Taking modulus on both sides of (7.184), for i ∈ {1, 2, · · · , N}, we get
∥∥Jεv˜i(Ψ−1i )∥∥L∞(Ω) ≤ 2d (‖ρ‖L∞(R))d ‖ηi u0‖L∞(Ω). (7.185)
In view of (7.185), for i = 1, 2, · · · , N , there exist constants Ci > 0 such that
‖uε0i‖L∞(Ω) ≤ Ci (7.186)
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Again, since u0 ∈ C(Ω), then ‖η0u0 ∗ ρǫ‖L∞(Ω) ≤ ‖η0u0‖L∞(Ω) on UN+1.
Taking
A = max
{
C1, C2, · · · , Cd, ‖η0u0‖L∞(Ω)
}
, we get (7.180).
Step 3: The proof (7.181).
For i ∈ {1, 2, · · · , N}, denote
Ψ−1i (x) :=
(
Ψ−1i1 (x),Ψ
−1
i2 (x), · · · ,Ψ−1id (x)
)
.
We recall v˜i as given in Step 1, i.e., for i ∈ {1, 2, · · · , N}, v˜i are given by (ηiu0) (Ψi(y))
on Q+ and zero in Q \Q+. Then uε0i(x) = Jεv˜i
(
Ψ−1i (x)
)
. Denote hε : R→ R by
hε(p) := ρ˜(p1)ρ˜(p2) · · · ρ˜(pd−1)ρ˜(pd − 2ε).
Denote Q+ε := {y ∈ Q+; dist (y, ∂Q+) > ε}. Then for y ∈ Q+ε , observe that
Jεv˜i(y) := (hε ∗ v˜i) (y). (7.187)
Since supp(Jεv˜i) is contained in Q
+
ε , therefore we consider Jεv˜i(y) only on Q
+
ε . In Q
+
ε ,
we have
∂
∂xl
Jεv˜i(y) =
∂
∂xl
[
(hε ∗ v˜i)
(
Ψ−1i (x)
)]
,
=
d∑
j=1
(
hε ∗ ∂v˜i
∂yj
)(
Ψ−1i (x)
) ∂Ψ−1ij (x)
∂xl
. (7.188)
Differentiating (7.188) with respect to xl, we get
∂2
∂x2l
Jεv˜i(Ψ
−1
i (x)) =
d∑
j=1
∂
∂xl
[(
hε ∗ ∂v˜i
∂yj
(Ψ−1i (x))
)
∂Ψ−1ij (x)
∂xl
]
,
=
d∑
j,k=1
∂
∂yk
(
hε ∗ ∂v˜i
∂yj
)
(Ψ−1i (x))
∂Ψ−1ik (x)
∂xl
∂Ψ−1ij (x)
∂xl
+
d∑
j=1
(
hε ∗ ∂v˜i
∂yj
)
(Ψ−1i (x))
∂2
∂x2l
(
Ψ−1ij (x)
)
,
=
d∑
j,k=1
(
∂hε
∂yk
∗ ∂v˜i
∂yj
)
(Ψ−1i (x))
∂Ψ−1ik (x)
∂xl
∂Ψ−1ij (x)
∂xl
+
d∑
j=1
(
hε ∗ ∂v˜i
∂yj
)
(Ψ−1i (x))
∂2
∂x2l
(
Ψ−1ij (x)
)
.
(7.189)
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Summing over l = 1, 2, · · · , d, we get
∆xJεv˜i(Ψ
−1
i (x)) =
d∑
j,k,l=1
(
∂hε
∂yk
∗ ∂v˜i
∂yj
)
(Ψ−1i (x))
∂Ψ−1ik (x)
∂xl
∂Ψ−1ij (x)
∂xl
+
d∑
j,l=1
(
hε ∗ ∂v˜i
∂yj
)
(y)
∂2
∂x2l
(
Ψ−1ij (x)
)
.
(7.190)
For y ∈ Q+, We know(
hε ∗ ∂v˜i
∂yj
)
(y) =
∫
Q
hε(y − z) ∂v˜i
∂yj
(z) dz. (7.191)
Using the change of variable y−z
ε
= r in (7.191), we get(
hε ∗ ∂v˜i
∂yj
)
(y) =
∫ 1
−1
∫ 1
−1
· · ·
∫ 1
−1
∫ 3
1
ρ˜(r1)ρ˜(r2) · · · ρ˜1(rd−1)ρ˜(rd − 2) (−1)d ∂v˜i
∂yj
(y − εr) dr.
(7.192)
Taking modulus on both sides of (7.192), we have∣∣∣∣
(
hε ∗ ∂v˜i
∂yj
)
(y)
∣∣∣∣ ≤ ‖ρ˜‖dL∞(R)
∫ 1
−1
∫ 1
−1
· · ·
∫ 1
−1
∫ 3
1
∣∣∣∣∂v˜i∂yj (y − εr)
∣∣∣∣ dr,∫
Q+
∣∣∣∣
(
hε ∗ ∂v˜i
∂yj
)
(y)
∣∣∣∣ ≤ ‖ρ˜‖dL∞(R)
∫ 1
−1
∫ 1
−1
· · ·
∫ 1
−1
(∫ 3
1
∫
Q+
∣∣∣∣∂v˜i∂yj (y − εr)
∣∣∣∣ dy
)
dr,
≤ ‖ρ˜‖dL∞(R)
∫ 1
−1
∫ 1
−1
· · ·
∫ 1
−1
∫ 3
1
(∫
Q+
∣∣∣∣∂v˜i∂yj (y)
∣∣∣∣ dy
)
dr. (7.193)
Since Vol(Q) <∞, v˜i ∈ H1(Q), therefore the RHS of (7.193) is bounded by 2d‖ρ˜‖dL∞(R)
∫
Q
∣∣∣∂v˜i(y)∂yj
∣∣∣ dy,
which is independent of ε. Since
∣∣∣(hε ∗ ∂v˜i∂yj
)
(y)
∣∣∣ is bounded onQ+, therefore ∣∣∣(hε ∗ ∂v˜i∂yj
)
(Ψ−1i (x))
∣∣∣
is bounded on Ui ∩ Ω by the same constant.
Next for y ∈ Q+, we compute(
∂hε
∂yk
∗ ∂v˜i
∂yj
)
(y) =
∫
Q+
∂hε
∂yk
(y − k) ∂v˜i
∂yj
(z) dz,
=
∫
Q
ρ˜ε(y1 − z1)ρ˜ε(y2 − z2) · · · ∂
∂yk
(ρ˜ε(yk − zk)) · · · ρ˜ε(yd−1 − zd−1)
ρ˜ε(yd − zd − 2ε) ∂v˜i
∂yj
(z) dz. (7.194)
Using change of variable y−z
ε
= r and taking modulus on both sides of (7.194), we get∣∣∣∣
(
∂hε
∂yk
∗ ∂v˜i
∂yj
)
(y)
∣∣∣∣ ≤ 1ε‖ρ˜‖d−1L∞(R) ‖ρ˜′‖L∞(R)
∫ 1
−1
∫ 1
−1
· · ·
∫ 1
−1
∫ 3
1
∣∣∣∣∂v˜i∂yj (y − εr)
∣∣∣∣ dr.
(7.195)
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Integrating over Q+, we arrive at∫
Q+
∣∣∣∣
(
∂hε
∂yk
∗ ∂v˜i
∂yj
)
(y)
∣∣∣∣ dy ≤ 2dε ‖ρ˜‖d−1L∞(R) ‖ρ˜′‖L∞(R)
∫
Q
∣∣∣∣∂v˜i∂yj (y)
∣∣∣∣ dy. (7.196)
Therefore we have
∫
Ω
∣∣∆xJ−ε v˜i(Ψ−1i (x))∣∣ dx ≤
d∑
j,k,l=1
∥∥∥∥∂Ψ−1ik∂xl
∥∥∥∥
L∞(Ω∩Ui)
∥∥∥∥∥∂Ψ
−1
ij
∂xl
∥∥∥∥∥
L∞(Ω∩Ui)
∫
Ω
∣∣∣∣
(
∂hε
∂yk
∗ ∂v˜i
∂yj
)
(Ψ−1i (x))
∣∣∣∣ dx
+
d∑
j,l=1
∥∥∥∥∥∂
2Ψ−1ij
∂x2l
∥∥∥∥∥
L∞(Ω∩Ui)
∫
Ω
∣∣∣∣
(
∂hε
∂yk
∗ ∂v˜i
∂yj
)
(Ψ−1i (x))
∣∣∣∣ dx,
=
d∑
j,k,l=1
∥∥∥∥∂Ψ−1ik∂xl
∥∥∥∥
L∞(Ω∩Ui)
∥∥∥∥∥∂Ψ
−1
ij
∂xl
∥∥∥∥∥
L∞(Ω∩Ui)
∫
Ω∩Ui
∣∣∣∣
(
∂hε
∂yk
∗ ∂v˜i
∂yj
)
(Ψ−1i (x))
∣∣∣∣ dx
+
d∑
j,l=1
∥∥∥∥∥∂
2Ψ−1ij
∂x2l
∥∥∥∥∥
L∞(Ω∩Ui)
∫
Ω∩Ui
∣∣∣∣
(
∂hε
∂yk
∗ ∂v˜i
∂yj
)
(Ψ−1i (x))
∣∣∣∣ dx,
=
d∑
j,k,l=1
∥∥∥∥∂Ψ−1ik∂xl
∥∥∥∥
L∞(Ω∩Ui)
∥∥∥∥∥∂Ψ
−1
ij
∂xl
∥∥∥∥∥
L∞(Ω∩Ui)
∫
Q+
∣∣∣∣
(
∂hε
∂yk
∗ ∂v˜i
∂yj
)
(y)
∣∣∣∣ dy
+
d∑
j,l=1
∥∥∥∥∥∂
2Ψ−1ij
∂x2l
∥∥∥∥∥
L∞(Ω∩Ui)
∫
Q+
∣∣∣∣
(
∂hε
∂yk
∗ ∂v˜i
∂yj
)
(y)
∣∣∣∣ dy,
≤
d∑
j,k,l=1
(
2d‖ρ˜‖dL∞(R)
∥∥∥∥∂Ψ−1ik∂xl
∥∥∥∥
L∞(Ω∩Ui)
∥∥∥∥∥∂Ψ
−1
ij
∂xl
∥∥∥∥∥
L∞(Ω∩Ui)
+
d∑
j,l=1
2d
ε
‖ρ˜‖d−1L∞(R) ‖ρ˜′‖L∞(R)
∥∥∥∥∥∂
2Ψ−1ij
∂x2l
∥∥∥∥∥
L∞(Ω∩Ui)
)∫
Q
∣∣∣∣∂v˜i∂yj (y)
∣∣∣∣ dy. (7.197)
For i ∈ {1, 2, · · · , N}, denote
Ci :=
d∑
j,k,l=1
(
2d‖ρ˜‖dL∞(R)
∥∥∥∥∂Ψ−1ik∂xl
∥∥∥∥
L∞(Ω∩Ui)
∥∥∥∥∥∂Ψ
−1
ij
∂xl
∥∥∥∥∥
L∞(Ω∩Ui)
+
d∑
j,l=1
2d‖ρ˜‖d−1L∞(R) ‖ρ˜′‖L∞(R) ×∥∥∥∥∥∂
2Ψ−1ij
∂x2l
∥∥∥∥∥
L∞(Ω∩Ui)
)∫
Q
∣∣∣∣∂v˜i∂yj (y)
∣∣∣∣ dy
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Since ηN+1 ∈ D(UN+1), ηN+1u0 ∈ H10 (Ω). Let 0 < ε < dist(supp(ηN+1u0),∂Ω)2 be small
enough. For l ∈ {1, 2, · · · , d}, on Ωε, we compute
∆ (ηN+1u0 ∗ ρε) (x) :=
d∑
l=1
(
∂
∂xl
(ηN+1u0) ∗ ∂ρε
∂xl
)
(x),
=
d∑
l=1
∫
Ω
∂
∂xl
ρε(x− z) ∂
∂xl
(ηN+1u0) (z) dz. (7.198)
Using change of variable x−y
ε
= r in (7.198), we get
∆ (ηN+1u0 ∗ ρε) (x) = 1
ε
d∑
l=1
∫
Ω
ρ′(r)
∂
∂xl
(ηN+1u0) (x− rε) (−1)d dr. (7.199)
For i ∈ {1, 2, · · · , d}, since supp( ∂
∂xl
(ηN+1u0)) ⊂ supp(ηN+1u0) and supp( ∂∂xl (ρε)) ⊂
supp(ρε), ∆ (ηN+1u0 ∗ ρ0) = 0 on (Ωε)c. From equation (7.199), we get∫
Ω
|∆(ηN+1u0 ∗ ρε)| dx ≤ 1
ε
‖ρ′‖L∞(Rd)
d∑
l=1
∫
Ω
∣∣∣∣ ∂∂xl (ηN+1u0) (x− εr)
∣∣∣∣ dr
≤ 1
ε
‖ρ′‖L∞(Rd)
d∑
l=1
∫
Ω
∣∣∣∣ ∂∂xl (ηN+1u0) (r)
∣∣∣∣ dr. (7.200)
Denote
CN+1 := ‖ρ′‖L∞(Rd)
d∑
l=1
∫
Ω
∣∣∣∣ ∂∂xl (ηN+1u0) (r)
∣∣∣∣ dr.
Taking C =
N+1∑
p=1
Cp, we get (7.181). This completes the proof of Lemma 7.1.
In the next result, we show the existence of a unique solution of (7.178) in C4+β,
4+β
2 (ΩT )
and an a.e. convergent subsequence of the quasilinear viscous approximations (uε).
Lemma 7.2 Let f, B, u0 satisfy Hypothesis C. Then there exists a unique solution of
(7.178) in C4+β,
4+β
2 (ΩT ), for every 0 < β < 1 and the following estimates hold:
‖uε‖L∞(Ω) ≤ A, (7.201)
TVΩT (u
ε) ≤ T
(
(Vol(Ω))
1
2
d∑
j=1
√
Ci
)
. (7.202)
Also, there exists a constant C > 0 such that∥∥∥∥∂uε∂t
∥∥∥∥
L1(ΩT )
≤ T
(
C ‖B‖L∞(I) + ‖B′‖L∞(I)
d∑
j=1
Ci + (Vol(Ω))
1
2 ‖f ′‖L∞(I)
d∑
j=1
√
Ci
)
(7.203)
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Furthermore, there exists a subsequence {uεk}∞k=1 of uε and a function u in L1(ΩT )
such that uεk → u a.e. in ΩT , and also in L1(ΩT ) as k →∞.
Proof :
Note that fε ∈ (C∞(R))d and ‖f ′ε‖(L∞(Ω))d ≤ ‖f ′‖(L∞(Ω))d <∞. Since u0ε ∈ D(Ω), the
initial-boundary data of the viscosity problem (7.178) satisfies compatibility conditions
of orders 0, 1, 2 which are required to apply Theorem 3.1. Applying Theorem 3.1, we get
the existence of a unique solution uε in C4+β,
4+β
2 (ΩT ) for the viscosity problem (7.178),
and uεtt ∈ C(ΩT ).
By maximum principle (Theorem 2.4), we conclude that uε satisfies
‖uε‖L∞(Ω) ≤ ‖u0ε‖L∞(Ω) a.e. t ∈ (0, T ). (7.204)
Combining (7.180) with (7.204), we get (7.201).
Using equations (4.72) and (4.75) (from Step 1 in the proof of Theorem 4.1) with f = fε
and u0 = u0ε, we arrive at
∫
Ω
∣∣∣∂uε
∂t
(x, t)
∣∣∣ dx ≤ ε ∫
Ω
B(u0ε) |∆u0ε| dx+
∫
Ω
∣∣∣B′(u0ε)∣∣∣
(
∂u0ε
∂xj
)2
dx+
d∑
j=1
∫
Ω
∣∣∣f ′jε(u0ε)∣∣∣
∣∣∣∣∂u0ε∂xj
∣∣∣∣ dx.
(7.205)
Since u0ε → u in H10 (Ω), for i ∈ {1, 2, · · · , d} and for all ε > 0, there exist Ci > 0 such
that ∥∥∥∥∂u0ε∂xi
∥∥∥∥
2
L2(Ω)
≤ Ci. (7.206)
Using Ho¨lder inequality and (7.206), we have∥∥∥∥∂u0ε∂xi
∥∥∥∥
L1(Ω)
≤ (Vol(Ω)) 12
∥∥∥∥∂u0ε∂xi
∥∥∥∥
L2(Ω)
,
≤ (Vol(Ω)) 12
√
Ci. (7.207)
In view of (7.206), (7.207) and (7.181), we obtain
∫
Ω
∣∣∣∂uε
∂t
(x, t)
∣∣∣ dx ≤ C ‖B‖L∞(I) + ε‖B′‖L∞(I) d∑
j=1
Ci + (Vol(Ω))
1
2 ‖f ′ε‖L∞(I)
d∑
j=1
√
Ci.
(7.208)
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We may assume that ε < 1. Using ‖f ′ε‖L∞(I) ≤ ‖f ′‖L∞(I) in (7.208), we get
∫
Ω
∣∣∣∂uε
∂t
(x, t)
∣∣∣ dx ≤
(
C ‖B‖L∞(I) + ‖B′‖L∞(I)
d∑
j=1
Ci + (Vol(Ω))
1
2 ‖f ′‖L∞(I)
d∑
j=1
√
Ci
)
.
(7.209)
Integrating on both sides of the last inequality w.r.t. t on the interval [0, T ] yields (7.203).
Using the conclusion of Step 2 in the proof of Theorem 4.1, namely (4.100), with f = fε
and u0 = u0ε yields
TVΩ(u
ε) ≤ TVΩ(u0ε).
(7.210)
Applying (7.207) in (7.210), we get
TVΩ(u
ε) ≤ (Vol(Ω)) 12
d∑
j=1
√
Ci. (7.211)
Once again integrating w.r.t. t over the interval [0, T ] on both sides of the inequality
(7.211) yields (7.201).
We now use the compact embedding of BV (ΩT ) ∩ L1(ΩT ) in L1(ΩT ) to conclude that
there exists a subsequence (uεk) of (uε) and a function u in L1(ΩT ) such that u
εk → u as
k → ∞ in L1(ΩT ) as well as a.e. (x, t) ∈ ΩT . We still denote the subsequence (uεk) by
(uε).
Proof of Theorem 1.3: We now show that the function u as asserted in Lemma 7.1 is
the unique entropy solution to (1.2). We prove entropy solution in two steps. In Step 1,
we show that u is a weak solution to (1.2) and in Step 2, we show that weak solution u
is the unique entropy solution to (1.2).
Step 1: Let φ ∈ D(Ω× [0,∞). Multiplying (7.178a) by φ and using integration by parts,
we arrive at
∫ T
0
∫
Ω
uε
∂φ
∂t
dx dt+ ε
d∑
j=1
∫ T
0
∫
Ω
B(uε)
∂uε
∂xj
∂φ
∂xj
dx dt+
d∑
j=1
∫ T
0
∫
Ω
fjε(u
ε)
∂φ
∂xj
dx dt
=
∫
Ω
u0ε φ(x, 0) dx dt.
(7.212)
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Observe that∣∣∣∣
∫
Ω
(u0ε(x)− u0(x)) φ(x, 0) dx
∣∣∣∣ ≤ ‖φ‖L∞(ΩT )‖u0ε − u0‖L1(Ω). (7.213)
Since u0ε → u0 in H10 (Ω), therefore u0ε → u0 in L1(Ω) as ε→ 0. Using∫
Ω
u0ε φ(x, 0) dx→
∫
Ω
u0 φ(x, 0) dx as ε→ 0
and passing to the limit in (7.212) as ε→ 0 by following Step 1 in the proof of Theorem
1.2, we conclude that u is a weak solution of (1.2), i.e., for all φ ∈ D(Ω × [0, T )), the
limit u satisfies
∫ T
0
∫
Ω
u
∂φ
∂t
dx dt+
d∑
j=1
∫ T
0
∫
Ω
fj(u)
∂φ
∂xj
dx dt =
∫
Ω
u0(x) φ(x, 0) dx dt, (7.214)
Step 2: Following Step 2 in the proof of Theorem 1.2, we conclude that the limit u
satisfies the entropy inequality (5.108). We do not prove the uniqueness of the entropy
solution as it was already established in [2].
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