Abstract: Stochastic comparison results for replacement policies are shown in this paper using formalism of point processes theory. At each failure moment a repair is allowed performed with a random degree of repair including as special cases perfect, minimal, imperfect repair models. Results for such repairable systems with schemes of planned replacements are also shown. The results are obtained by coupling methods for point processes.
Introduction
It is known in practice that repair of a failed item may not yield a functioning item which is "as good as new". Brown and Proschan (1983) examined a maintenance action, called imperfect repair, in which an item is repaired at failure, with probability p it is returned to the as good-as-new state (perfect repair), with probability 1 ? p it is returned to the functioning state, but is only as good as an item of age equal to its age at failure (imperfect repair). This model has been generalized by Block, Borges and Savits (1985) to the case in which p depends on the age of the item at failure. A multivariate generalization has been given by Shaked and Shanthikumar (1986) . A lot of interesting comparison results of repairable systems have been obtained since then, see e.g. Uematsu and Nishida (1987) , Langberg (1988) , Kijima (1989) Stadje and Zukerman (1991) , Block, Langberg and Savits (1993) , Beichelt (1993) , Sim and Endrenyi (1993) and the chapter by Block and Savits in the Shaked and Shanthikumar (1994) book. It seems important to study various monotonicity properties for replacement policies to derive useful bounds for cost functions. There exisits a tendency in the recent literature to compare replacement policies by means of whole stochastic processes (e.g. over periods of time), not only for single characteristics (marginally).
The objective of this study is to establish comparison results for repairable systems in the language of point processes, which seems to be appropriate and natural in the context of comparisons of failure (counting) processes. With the point processes approach comparison results can be established with a little e ort and are intuitive. We use coupling methods for point processes to prove the results. These methods allow us to have more insight into this eld, indicating simulation possibilities for failure processes and showing the role of the corresponding virtual age processes. For a similar approach to a host of replacement policies see Shaked and Szekli (1993) and for methods used see Szekli (1995) .
The paper is organized in the following way. In Section 2 we introduce heuristically the model, describe point processes and their orderings and sketch coupling constructions of point processes. In Section 3 we introduce repairable systems in more detail together with examples relating the model to the models known in the literature. Utilizing three point processes orderings we compare failure processes with the same life time but different degrees of repair, and processes with di erent life times and the same degree of repair mechanism. We illustrate these results with examples and with the behavior of the corresponding virtual ages. In Section 3 we expand the model to allow planned repairs, and compare processes of all repairs and processes of only unplanned repairs. In some aspects we extend results contained in Kijima (1989) and Block et al. (1993) .
Preliminaries

Model
In this section we introduce a general model of repairable systems exible enough to comprise as special cases classical minimal repair, imperfect repair and also general repairable systems of Kijima (1989) , Stadje and Zuckerman (1991) , and repair replacement policies of Block, Langberg and Savits (1993) . It is not our goal to de ne the most general model possible but we would like to point out that the point processes methodology gives enough exibility to easily model most of the situations of interest. We start with processes counting unplanned repairs only. Roughly speaking two main factors for such processes will be of importance: the intensity of getting an unplanned failure and the degree of repair. Before giving a detailed description in terms of point processes theory we provide some heuristics. The system starts working with an initial item having a prescribed failure rate r 1 (t) = r(t): Upon failure time T 1 the item is repaired with a random degree Z 1 , say, of repair. That is the age T 1 is decreased to (1 ? Z 1 )T 1 which is called the virtual age of the item at time T 1 and is denoted by V 1 . The degree of repair ranges from zero to one, where one corresponds to the perfect repair and zero corresponds to the minimal repair. The distribution of the time until the next failure has then the failure rate r 2 (t) := r(t + V 1 ). Assume now that T n is the time of the the n-th (n 1) failure and that Z n is the degree of repair at that time. Then the item is repaired and the distribution of the time till the next failure admits the following failure rate r n+1 (t) := r(t + V n ); t 0; n 0; where V n := (1 ? Z n )(V n?1 + T n ? T n?1 ), V 0 := 0, T 0 := 0. The process de ned by V (t) := t ? T n + V n , T n t < T n+1 , n 1 is called the virtual age process. In general Z n can depend on (T 1 ; Z 1 ; : : : ; T n?1 ; Z n?1 ; T n ) and at the same time on some independent randomization. For example, Z n may depend on the previous virtual age and the distance to the last failure , i.e. (V n?1 + T n ? T n?1 ).
The simplest speci cation of this model is when the consecutive repair degrees are deterministically equal to one, i.e. after each failure an item is perfectly repaired and the consecutive failure rates are given by r n+1 (t) = r(t). The failure counting process is then renewal with the failure rate r(t). Another speci cation is when the repair degrees are constant and equal zero, and the consecutive failure rates are given by r n+1 (t) = r(t + T n ), t 0. The failure counting process is then nonhomogeneous Poisson process with the rate r(t), and it corresponds to the classical minimal repair process. The next model known in the literture as imperfect repair (see Brown and Proschan, 1983) can be speci ed as follows. The sequence of repair degrees is i.i.d. and P(Z n = 1) = p, p 2 (0; 1) and Z n is independent of (T 1 ; : : :; T n ). The failure rate process is given by r n+1 (t) = r(t + (1 ? Z n )W n ), where W n is the distance from T n to the last perfect repair.
That means an item at failure with probability p is replaced by a new one, with probability 1 ? p it is put back into the functioning state with the residual lifetime. This model has been modi ed by Block, Borges and Savits (1985) to allow p to depend on the virtual age of the item. Next, Kijima's (1989) models (model I and model II) based on the virtual age notion can be obtained within our framework in the following way. In both models there is a sequence (A n ) of independent 0; 1]-valued random variables which do not depend on the sequence (T n ) of failure times. In the model I we have r n+1 (t) = r(t+A n X n + +A 1 X 1 ), t 0, where X n := T n ? T n?1 (for T 0 = 0 and A 0 = 0). To t our setup we take Z n = (1 ? A n )X n A 1 X 1 + + A n?1 X n?1 + X n ; n 1:
In the model II we have Z n = 1 ? A n that is, r n+1 (t) = r(t + A n X n + A n A n?1 X n?1 + + A n A 1 X 1 ). In both models the consecutive failure rates depend on the whole history of the repair degree processes and the failure counting process, however the sequence (A n ) is independent of other processes. The model considered by Stadje and Zuckerman (1991) is similar to Kijima's model II, but there Z n 's are dependent on the underlying virtual age process (V (t)). In our notation the model is given by the choice Z n = g(Vn) Vn , where g is a deterministic function which ful ls g(x) x.
The above models did not introduce any mechanism of planned maintenance such as in the case of block replacement or age replacement policies. However, because in our model the degree of repair decisions can depend on the past of the process each method of planned maintenance can be incorporated here, generalizing for example models of Block et al. (1993) , where all repairs where supposed to be perfect or minimal.
Description and Orderings of Point Processes
We shall compare failure processes of di erent replacement policies using stochastic comparison methods for point processes. We recall now basic de nitions and theorems relevant to stochastic ordering of point processes utilized in this paper. We describe a point process on R + by a sequence of random variables 0 = T 0 < T 1 < on a probability space ( ; F; P), such that T n ! 1, as n ! 1, (the process is non-explosive). Another description of a point process is provided by its interpoint distances. The distributions of (T 1 ; T 2 ? T 1 ; : : :; T n ? T n?1 ); n 1 wholly determine the point process.
In order to compare interpoint distances of point processes we introduce the following ordering: In the above formulas we assume that the t n 's and s n 's are increasingly ordered and the sums can be of nite length (in that case the numbers of points of and are assumed to be equal). We now introduce di erent stochastic comparisons for point processes. Depending on descriptions of point processes we obtain di erent kinds of stochastic comparisons. The following lemma characterizes the above stochastic orderings in terms of nite dimensional vectors, for (i) see e.g. Rolski and Szekli (1991) , for other cases see e.g. Stoyan (1983) . :; X 0 n ) st (X 1 ; : : : ; X n ), for each nite collection of measurable sets B 1 ; : : :; B n , t 1 < : : : < t n , and the corressponding interpoint distances X n := T n ? T n?1 , X 0 n := T 0 n ? T 0 n?1 , n 1. It is clear from the de nitions of the above orderings that they allow us to compare some functionals of point processes which depend on the evolution of a given processes over some periods of time, and therefore should be useful to compare some cost functions put upon processes. For some examples see e.g. Kijima (1989) , Shaked and Szekli (1993) .
To obtain comparison results in terms of st-N , st-D , st-1 , for two failure processes, N 1 ; N 2 ; say, we shall utilize some constructions of appropriate versions (denoted by tilde) of the compared point processes, such that for them we shall have almost surelỹ N 1 (!) Ñ 2 (!), where denotes one of the orderings N , D , 1 . Such constructions are called couplings. We shall introduce the needed couplings in the next section, however before doing this we recall necessary information about another useful description of point processes on the positive axis, which is provided by stochastic intensities and compensators, and on which our couplings will be based.
We say that N admits a stochastic intensity ( (t); t > 0) with respect to a history (F t ) Theorem 2.1 Assume that the conditional distribution P(T n+1 ? T n x j T 1 ; : : :; T n ), n 0 is absolutely continuous with respect to the Lebesgue measure, i.e. P(T n+1 ? T n x j T 1 ; : : : ; T n ) =
where f (n+1) (u) is a random function, B (T 1 ; : : :; T n )-measurable (n 0) then
; t 2 (T n ; T n+1 ]; n 0 is a stochastic intensity of N w.r.t. (F N t ). In words, if the distributions of consecutive interpoint distances of a point process given the past of the process possess failure rates, then the point process admits a stochastic intensity, which is equal to the shifted failure rates on the consecutive interpoint intervals. The class of point processes admitting stochastic intensities may seem to be restricted (as the class of distributions having failure rates), however it covers most interesting cases of applications.
The process A(t) = R t 0 (u)du is called the compensator of N, (w.r.t. the underlying history). Compensators can be de ned for arbitrary point processes (see Jacod (1975) and Last and Brandt (1995) for a detailed introduction). Compensators and stochastic intensities can be used to construct useful versions of point processes. We shall show in the next section some constructions of point processes with marks.
Consider a point process N and a sequence (Z n ) of non-negative random variables which are called marks. The sequence := ((T n ; Z n ); n 0) (T 0 := 0; Z 0 := 0) is called a marked point process. The corresponding random measure is given by P(T 1 s) ; t 0; be the hazard function of T 1 and for n 1; t 0 denote by R n+1 (t; t 1 ; z 1 ; : : :; t n ; z n ) := Z t 0 P(T n+1 ? T n 2 dsjT 1 = t 1 ; Z 1 = z 1 ; : : :; T n = t n ; Z n = z n ) P(T n+1 ? T n sjT 1 = t 1 ; Z 1 = z 1 ; : : :; T n = t n ; Z n = z n ) the successive hazard functions for conditional (on the past) distributions of the interpoint distances of N. If R n 's are absolutely continuous with respect to the Lebesgue measure, i.e. P(T n+1 ? T n 2 dsjT 1 = t 1 ; Z 1 = z 1 ; : : :; T n = t n ; Z n = z n ) P(T n+1 ? T n sjT 1 = t 1 ; Z 1 = z 1 ; : : :; T n = t n ; Z n = z n ) = r n+1 (s; t 1 ; z 1 ; : : :; t n ; z n )ds (the conditional hazard rates do exist) then it is known that (t) := 1 X n=0 I (Tn;T n+1 ] (t)r n+1 (t ? T n ; T 1 ; Z 1 ; : : : ; T n ; Z n ); t 0; is a stochastic intensity of N with respect to the internal history F t = ( ((0; s] B); s t; B 2 B). This is an extention of Theorem 2.1 to the context of marked point processes, see again Jacod (1975), Br emaud (1981), Last and Brandt (1995) .
From the above formula we see that the corresponding compensators can be interpreted as the total hazard accumulated by the system up to time t, i.e.
A(t) = R n+1 (t ? T n ; T 1 ; Z 1 ; : : :; T n ; Z n ) + n X i=1 R i (T i ? T i?1 ; T 1 ; Z 1 ; : : :; T i?1 ; Z i?1 ) for t 2 (T n ; T n+1 ].
It will be useful to introduce the following notation a n+1 (t; t 1 ; z 1 ; : : : ; t n ; z n ) = R n+1 (t?t n ; t 1 ; z 1 ; : : :; t n ; z n )+ n X i=1 R i (t i ?t i?1 ; t 1 ; z 1 ; : : :; t i?1 ; z i?1 ) for all t 1 < : : : < t n < t; n 1 (t 0 = 0), and a 1 (t) = R 1 (t); t > 0. The functions fa n ; n 1g are based on regular conditional distributions and are measurable in all variables. Throughout the paper we assume that R n 's are continuous in their rst argument.
Couplings
Denote by D 1 ( ; t 1 ) the conditional distribution function of Z 1 given T 1 = t 1 and, for n 1, D n+1 (z; t 1 ; z 1 ; : : :; t n ; z n ; t n+1 ) := P(Z n+1 zjT 1 = t 1 ; Z 1 = z 1 ; : : : ; T n = t n ; Z n = z n ; T n+1 = t n+1 ); z 2 R:
We assume, without loss of generality that D n 's are measurable functions of all arguments.
?-coupling Consider the process = ((P n ; U n )), where (P n ; n 1) is a standard homogeneous
Poisson process on R (with the intensity one) and the sequence (U n ) is independent of (P n ) and i.i.d, uniformly distributed on 0; 1]. Let R ?1 1 (t) := inffx 0 : R 1 (x) tg; x 0; be the left-continuous inverse of R 1 and de neT 1 := R ?1 1 (P 1 ). Then of courseT 1 = d T 1 . LettingZ 1 := D ?1 1 (U 1 ;T 1 ) we see that (T 1 ;Z 1 ) = d (T 1 ; Z 1 ). Now we de ne, by induction, for all n 1T n+1 ?T n := R ?1 n+1 (P n+1 ? P n ;T 1 ;Z 1 ; : : :;T n ;Z n ); Z n+1 := D ?1 n+1 (U n+1 ;T 1 ;Z 1 ; : : :;T n ;Z n ;T n+1 ); where the used left-continuous inverses are de ned in the usual way. It can be shown that the marked point process~ := ((T n ;Z n )) has the same distribution as , see Kwieci nski and and Daduna and Szekli (1992) for similar constructions. The above procedure de nes in a recursive way a measurable mapping ? such that~ = ?( ). This mapping is de ned by the families fR n g and fD n g of measurable functions, which entirely describe the point process. For convenience we shall call constructions using the corresponding ? functions for more than one process but with the same , the ?-couplings.
-coupling Another useful coupling can be done by an imbedding procedure. Consider a two dimensional standard Poisson process on R 2 + and an independent sequence (U n ) of i.i.d. uniformly distributed on 0; 1] random variables. Let^ = ( ; (U n )). For each realization of^ we apply the following procedure. We plot the function r 1 (t) starting from zero until we meet the rst point of P under the plot. We denote the 0X-coordinate of this point by t 1 . Now using t 1 and u 1 we generate z 1 = D ?1 (u 1 ; t 1 ). We continue plotting, starting from t 1 , the function r 2 (t; t 1 ; z 1 ) until we meet the rst point of underneath our plot, we denote the 0X? coordinate of it by t 2 . Using D ?1 (u 2 ; t 2 ) we generate z 2 and step by step, we obtain the sequence (t 1 ; z 1 ; t 2 ; z 2 ; : : :). In other words there exist a measurable transformation , say, such that~ := ((T n ;Z n )) = (^ ). It is known, see Grigelionis (1971) and Karoui and Lepeltier (1977) , that~ and have the same distribution. Lindvall (1988) used this imbedding idea to couple (unmarked) point processes. Constructions of di erent marked point processes from the same using the corresponding transformations we call for convenience -couplings.
Consider now two marked point processes = ((T n ; Z n )) and 0 = ((T 0 n ; Z 0 n )) with the corresponding mappings ?, ? 0 and , 0 (N 0 := (T 0 n )). An immediate consequence of the ?-coupling for these processes is the following theorem. Theorem 2.2 Let ' be an arbitrary realization of = ((P n ; U n )) (i) If for ((t n ; z n )) = ?('), ((t 0 n ; z 0 n )) = ? 0 (') a n+1 (t; t 1 ; z 1 ; : : :; t n ; z n ) a 0 n+1 (t; t 0 1 ; z 0 1 ; : : : ; t 0 n ; z 0 n ); t t n ; n 0; (ii) If R n+1 (t; t 1 ; z 1 ; : : : ; t n ; z n ) R 0 n+1 (t; t 0 1 ; z 0 1 ; : : :; t 0 n ; z 0 n ); t 0; n 0 thenÑ 1Ñ 0 a:s: In particular, N st-1 N 0 . As an immediate consequence of the -coupling for two marked point processes we have the following thinning result.
Theorem 2.3 Assume that for all ((t n ; z n )), ((t 0 n ; z 0 n )) satisfying ft m g ft 0 m g r n+1 (t n+1 ? t n ; t 1 ; z 1 ; : : :t n ; z n ) r 0 n+k+1 (t 0 n+k+1 ? t 0 n+k ; ; t 0 1 ; z 0 1 ; : : : ; t 0 n+k ; z 0 n+k ) n; k 0; hold, whenever t n+1 = t 0 n+k+1 then for the -coupling we havẽ N NÑ 0 a:s:
In particular N st-N N 0 :
3 Repairable systems Consider the following replacement policy. An item operates according to a life time distribution function F. We assume that the corresponding failure rate function r(t) does exist. The operation process starts at time zero. Upon failure the item is repaired and without delay put into operation. Denote the consecutive failure times by T 1 ; T 2 ; : : :. To describe the dynamics of the failure and repair process we introduce a sequence Z 1 ; Z 2 ; : : : of 0; 1]-valued random variables denoting the degrees of repair at the consecutive failure times. These random variables determine by which proportion the item at failure will be revitalized. To be more speci c, at the rst failure time T 1 , the repaired item receives the life time distributed according to the residual life distribution F V 1 , where F y (x) = 1 ? 1 ? F(y + x) 1 ? F(y) ; x 0; and V 1 = (1 ? Z 1 )T 1 . At the next failure time T 2 the operating item is older by T 2 ? T 1 . Now after the repair it receives the life time with distribution F V 2 (x) for V 2 := (1?Z 2 )(V 1 + T 2 ? T 1 ). In this way we successively de ne a sequence V 1 ; V 2 ; : : :, which represents the virtual age of an item just after failure and repair. We have V n = (1 ? Z n )(V n?1 + T n ? T n?1 ); V 0 = 0; T 0 = 0: The process de ned in continuous time by V (t) = t ? T n + V n , on T n t < T n+1 ; n 1 is called the virtual age process. Of course V (T n ) = V n ; V (T n ?) = V n?1 + T n ? T n?1 ; and V (T n ) = (1 ? Z n )V (T n ?); n 1.
Let := ((T n ; Z n )) and N := (T n ). By specifying the degrees of repair at the consecutive failure instants (which can depend on the past evolution of the system), i.e. by de ning (Z n ) we arrive at di erent speci c replacement policies. Kijima (1989) . In this model V (T n ) = A n X n +A n A n?1 X n?1 + +A n A 1 X 1 , for X n = T n ? T n?1 ; n 1. Again it is convenient to think of a randomization within this model by taking Z n = D ?1 n (U n ), for an independent i.i.d. sequence (U n ) n 1 uniformly distributed on 0; 1]. The system parameters here are the function r(t) and the distribution of (A n ).
(v) Take an i.i.d. sequence (A n ) n 1 with values in 0; 1] and Z n = (1 ? A n )X n (A 1 X 1 + + A n?1 X n?1 + X n ) ?1 ; for X n 's de ned as above. We arrive at the Kijima (1989) model I. We have V (T n ) = A n X n + + A 1 X 1 ; n 1. In this model according to the following easy to check formula Z n = (1?A n )X n (1?Z n?1 ) (1?Z 1 )X 1 + + (1?Z n?1 )(1?Z n?2 )X n?2 +(1?Z n?1 )X n?1 +X n ] ?1 , the distribution of Z n depends on the past values of T 1 ; : : : ; T n and Z 1 ; : : : ; Z n?1 . Denoting this distribution, given T 1 = t 1 ; : : :; T n = t n ; Z 1 = z 1 ; : : :; Z n?1 = z n?1 by D n ( ; t 1 ; z 1 ; : : : ; t n?1 ; z n?1 ; t n ) we shall represent additional randomization in this model by using an independent sequence (U n ) of i.i.d. uniformly distributed on 0; 1] random variables in the ?-coupling transformation, where we take Z n = D ?1 n (U n ; T 1 ; Z 1 ; : : :; T n?1 ; Z n?1 ; T n ); n 1: The system parameters of this model are again the function r(t) and the distribution of (A n ) n 1 . (vi) Suppose that the degree of repair at the n-th failure depends on the past evolution of the system only through the location on the time axis of the n-th failure, and the repair can be either perfect or minimal. Such a situation can be described, in the previously used notation, by taking Z n = D ?1 n (U n ; T n ), where D n (z; t n ) = p(t n ) 1 (z) + (1 ? p(t n )) 0 (z); z 2 R for a xed function p(t) taking values in 0; 1] and (U n ) n 1 , i.i.d. uniformly distributed on 0; 1]. The system parameters here are the functions r(t) and p(t). If p(t) p we are back in the example (iii). A further generalization of this example is possible by taking for atom distribution functions t i (z) D n (z; t n ) = p 1 (t n ) t 1 (z) + + p k (t n ) t k (z); z 2 R where for all t 0, P k i=1 p i (t) = 1; p i (t) 0, and 0 t 1 < t 2 < : : : < t k 1; k 2 or by taking a limit D n (z; t n ) = Q(t n ; (?1; z]); z 2 R for a transition kernel Q(t; B) on R + R.
(vii) Suppose that the degree of repair at the n-th failure depends on the virtual age of the functioning item just before failure, and the repair can be either perfect or minimal. Again using the previous notation, this situation can be modelled by taking Z n = D ?1 n (U n ; T 1 ; Z 1 ; : : :; T n?1 ; Z n?1 ; T n ), where D n (z; t 1 ; z 1 ; : : : ; t n?1 ; z n?1 ; t n ) = p(v(t n ?)) 1 (z where for all t 0, P k i=1 p i (t) = 1; p i (t) 0, and 0 t 1 < t 2 < : : : < t k 1; k 2 or in a more general form D n (z; t 1 ; z 1 ; : : :; t n?1 ; z n?1 ; t n ) = Q(v(t n ?); (?1; z]); z 2 R for a transition kernel Q(t; B) on R + R.
(viii) Suppose that the degree of repair at the n-th failure depends on the virtual age of the functioning item just before failure, it does not depend on any additional randomization, and is given by Z n = g(V (T n ?))=V (T n ?);
for a xed deterministic function g(x) such that g(x) x. We have in this case D n (x; t 1 ; z 1 ; : : :; t n?1 ; z n?1 ; t n ) = g(v(tn?))=v(tn?) (x);
where v(t n ?) = x n +(1?z n?1 )x n?1 + +(1?z n?1 ) (1?z 1 )x 1 ; x n = t n ?t n?1 ; ; n 1; t 0 = 0. The system parameters in this model are the functions r(t) and g(x). This model was used in Stadje and Zuckerman (1991) .
A general description of the system is as follows. D n+1 (z; t 1 ; z 1 ; : : : ; t n ; z n ; t n+1 ) = P(Z n+1 zj(T 1 ; Z 1 ; : : :; T n ; Z n ; T n+1 ) = (t 1 ; z 1 ; : : :; t n ; z n ; t n+1 )):
The family D := fD n ( ; ) : n 1g and the distribution function F (or its failure rate r(t)) determine entirely the distribution of the marked point process ((T n ; Z n )) and in particular that of N = (T n ). We write N = N F D to denote this dependence. The conditional failure rate functions (r n ) de ned in the coupling section are given by r n+1 (t; t 1 ; z 1 ; : : :; t n ; z n ) = r(t + v n (t 1 ; z 1 ; : : : ; t n ; z n )); n 0; where v 0 0 and the functions v n , n 1, are de ned by the equality V n = v n (T 1 ; Z 1 ; : : :; T n ; Z n ):
The time dynamics of the marked point process is given by the following description.
Let N(C) be the point process counting all T n 's with mark Z n 2 C. Then for all Borel sets C the stochastic F t -intensity of N(C) is given by which is the hazard function of the residual life distribution F v . Recall that F 2 IFR (DFR) if R v (t) is increasing (decreasing) in v, which is equivalent to r being increasing (decreasing). (Increasing here and throughout this paper means nondecreasing). We start with comparison of two repair processes with the same life time distribution but with di erent degrees of repairs. The needed coupling construction and the proof can be nicely visualized by a graphical representation, a formal proof is done by induction. Recall that for the ?-coupling constructions the process = ((P n ; U n )), where (P n ; n 1) is a standard homogeneous Poison process (with the intensity one) and the sequence (U n ) is independent of (P n ) and i. Proof. We prove the IFR case. Let ? and ? 0 be the mappings associated with (F; D) and (F; D 0 ) as de ned in Section 2.3. Consider = ((t n ; z n )) and 0 = ((t 0 n ; z 0 n )) such that = ?(') and 0 = ? 0 (') for some ' 2 N 0;1] . Then v(t n+1 ?; ) v(t 0 n+1 ?; 0 ); t 0; v(t n+1 ; ) v(t 0 n+1 ; 0 ); t 0; and t 0 n ? t 0 n?1 t n ? t n?1 ; n 1: We proceed by induction. For n = 1 we have v(t 1 ?; ) = t 1 = t 0 1 = v(t 0 1 ?; 0 ) (t 0 = t 0 0 = 0) and (3.4) for n = 1 implies v 1 ( ) v 1 ( 0 ). Assume the assertion is true for n 1. By the construction we have R vn (t n+1 ? t n ) = R v 0 n (t 0 n+1 ? t 0 n ); where v n := v n ( ) and v 0 n := v n ( 0 ). Since R v (t) is increasing in v, we have indeed that t 0 n+1 ? t 0 n t n+1 ? t n . To prove the corresponding ordering for the virtual ages it su ces by assumption (3.4) to prove that v n + t n+1 ? t n v 0 n + t 0 n+1 ? t 0 n :
This follows from the observation R(v n + t n+1 ? t n ) = R(v n ) + R vn (t n+1 ? t n ) R(v 0 n ) + R v 0 n (t 0 n+1 ? t 0 n ) = R(v 0 n + t 0 n+1 ? t 0 n ):
The proof of the DFR case is similar. Remark 3.1 Note that the condition (4.9) with = ?('), 0 = ?(') takes into account the construction steps of the point processes and is milder then assuming this inequality for = ((t i ; z i )) and 0 = ((t 0 i ; z 0 i )) such that v n (t 1 ; z 1 ; : : :; t n ; z n ) v n (t 0 1 ; z 0 1 ; : : : ; t 0 n ; z 0 n ) and (t i ) 1 (t 0 i ). A stronger requirement than both of the above conditions would be to have (4.9) for all = ((t i ; z i )) and 0 = ((t 0 i ; z 0 i )) such that (t i ) 1 (t 0 i ).
Remark 3.2 If in Theorem 3.1 all distributions in the class D are pure atom distributions with atoms at 0 and 1, i.e. all random variables in the sequence (Z n ) n 1 are 0 ? 1 valued then we can relax the assumption F 2 IFR(DFR), it is enough then to assume F 2 NBU(NWU). Before exemplifying Theorem 3.1 by particular forms of D and D 0 we illustrate the character of the construction used in this theorem by making a picture of typical resulting trajectories of the virtual age processes (v(t) thicklines, v 0 (t) thinlines). Notice that in the IFR case (Figure 1 .) the corresponding inter-jump distances are ordered and at the corresponding consecutive jump moments processes just before jumps and just after jumps are ordered, however jumps sizes need not to be ordered. In the DFR case, processes at jumps are ordered in the same way as in the IFR case, but the inter-jump distances are ordered in the reversed direction. Kijima (1989) ).
(ii) Consider the model II of Kijima (1989) as in Example 3.1 (iv). Corollary 3.1 generalizes then Theorem 5 (i) in his paper. If we take A n = 1 ? Z n ; A = (A n ) n 1 and A 0 n = 1 ? Z 0 n ; A 0 = (A 0 n ) n 1 in this model then the assumption A st A 0 implies our assumption (4.9) hence for F 2 IFR(DFR) it holds N F D st-1 N F D 0 . Note that in this model we do not have to assume that A and A 0 form sequences of independent random variables.
(iii) In the model I of Kijima (1989) , as mentioned in Example 3.1 (v), Z n = (1 ?
A n )X n (V n?1 +X n ) ?1 . If we assume A st A 0 (in the notation introduced above) then according to the construction in Theorem 3.1 we have for all n that x 0 n x n ; v 0 n v n and a n a 0 n for the corresponding realizations. Thus z n = (1 ? a n )(v n =x n + 1) ?1 z 0 n = (1 ? a 0 n )(v 0 n =x 0 n + 1) ?1 which implies that our assumption (4.9) is satis ed. To summarize, we obtain the following result: if A st A 0 then N F D st-1 N F D 0 . Note that A and A 0 need not be sequences of independent random variables. This result is a generalization of Theorem 3 and Theorem 4 in Kijima (1989) . pending on the virtual age of the functioning item is described in Example 3.1 (vii). Here it is enough to assume p 0 (t + s) p(t); s; t 0 or in the general case Q 0 (t + s; (?1; z]) Q(t; (?1; z]); s; t 0 to get N F D st-1 N F D 0 . We say that the sequence of degrees of repair is self-reducing with respect to (w.r.t.) if D n ( ; ) D n ( ; 0 ); n 1; for all = ((t i ; z i )), 0 = ((t 0 i ; z 0 i )) 2 N 0;1] such that (t i ) (t 0 i ), where denotes one of the previously introduced orderings 1 or D . In words, the degree of repair at the n-th failure becomes smaller if the history contains more failures in the sense of ordering. Intuitively, we reduce our e ort to repair the system if the failures are more frequent in the sense of . We say that the sequence of degrees of repair is self-improving w.r.t. if D n ( ; ) D n ( ; 0 ); n 1; for all = ((t i ; z i )), 0 = ((t 0 i ; z 0 i )) 2 N 0;1] such that (t i ) (t 0 i ). We say in these cases also that the corresponding family D is self-reducing or self-improving w.r.t , respectively.
Recall that for life distribution functions F; G with support R + we write G < h F if for the corresponding hazard rates r G (x) r F (x); x 0. Note that G < h F is equivalent to G v st F v for all residual life distribution functions v 0. In terms of hazard functions it is equivalent to R G v (t) R F v (t). by induction hypothesis. To prove the second assertion we rst assume that v n v 0 n .
Assuming F 2 IFR we deduce from G < h hence under our construction t n+1 ? t n t 0 n+1 ? t 0 n and v 0 n+1 = (1 ? z 0 n )(v 0 n + t 0 n+1 ? t 0 n ) (1 ? z n )(v n + t n+1 ? t n ) = v n+1 , where we used that D is self-improving w.r.t. 1 . 2
In Theorem 3.3 the corresponding ??coupling construction implies (see Figure 2. ) that for the trajectories v 0 (t) of the virtual age process corresponding to the process N G D (thinlines) and v(t) related to N F D (thicklines) we have: v 0 (t) is smaller at jumps, in the sense that it is smaller just before and just after jumps than v(t) at its corresponding jumps, and at the same time the consecutive distances between jumps of v 0 (t) are smaller than those of v(t). 
Thinning results
Analogously we proceed with the ordering < st-N , (note however that this ordering is neither "weaker" nor "stronger" than < st-1 ).
Recall that for the ?coupling the point processes are obtained in the form~ = (^ ), where^ = ( ; (U n )), is a standard Poisson process on R 2 + , and (U n ) is an independent i.i. whenever for = ((t n ; z n )) and 0 = ((t 0 n ; z 0 n )), t n+k = t 0 n . Then, using the corresponding -coupling, we haveÑ 0 NÑ a:s::
Proof. Consider = (') = ((t n ; z n )); 0 = 0 (') = ((t 0 n ; z 0 n )). We show that for all n 1 we have here (t 0 n ) N (t n ), z 0 n z n+k whenever t n+k = t 0 n , and v(t n ; ) v(t n ; 0 ); n 1:
We proceed by induction. For n = 1 we have t 1 = t 0 1 , and from (3.4) it follows that z 0 1 z 1 which implies v(t 1 ; ) = v 1 v 0 1 = v(t 1 ; 0 ). Assume now that the inequalities hold for all i n where n 1, that is ft 0 i ; i mg ft i ; i ng for some m 0 such that n m. Now r n+1 (t ? t n ; ) = r(v(t n ; ) + t ? t n ) r(v(t n ; 0 ) + t ? t n ) = r m+1 (t ? t m ; 0 ); t > t n because r is decreasing and v(t n ; ) v(t n ; 0 ). Under our construction we have then t 0 m+1 = t n+1 or t 0 m+1 = t n+k for some k > 1. In the second case v(t n+1 ; ) = t n+1 ? t n + v(t n ; ) t n+1 ? t n + v(t n ; 0 ) = v(t n+1 ; 0 ):
If t n+1 = t 0 m+1 for m + k = n, k 0, then by (3.4) we have z 0 m+1 z m+k+1 and v(t n+1 ; ) = (1 ? z m+k+1 )(t n+1 ? t n + v(t n ; )) (1 ? z 0 m+1 )(t n+1 ? t n + v(t n ; 0 )) = v(t n+1 ; 0 ): whenever (t n ) N (t 0 n ) and v(t; ) v(t; 0 ), t 0; n 1.
The following result is analogous to Theorem 3.3. Its proof is similar to the proof of Theorem 3.4 so we omit details. 4 Repairable systems with planned repairs
In this section we generalize the model of section 3 to allow planned repairs. We assume that after completion of a repair (planned or unplanned), the time of the next planned repair is determined by the past evolution of the repair process. Planned repairs need not to be perfect. More precisely, we denote by = ((T n ; Z n )) a marked point process, where T n is the time of the n-th (planned or unplanned) repair and Z n is, as in Section 3, the corresponding degree of repair. The virtual age process V (t) is then de ned as before. The conditional distributions D n (z; t 1 ; z 1 ; : : :; t n ; z n ) have the same meaning, i.e. these are distributions of the corresponding degrees of repair conditionally on the past evolution of the process. In order to determine the distribution of , consider for each n 0 a random variable W n = h n (T 1 ; Z 1 ; : : : ; T n ; Z n ) for a deterministic function h n . It prescribes the length of the time interval between T n and the next planned repair provided no failure takes place before. The time W 0 is deterministic. Then T 1 is distributed according to
where F is the xed underlying life time distribution. Similarly, the conditional distribution of T n+1 ? T n given (T 1 ; Z 1 ; : : :; T n ; Z n ) is I (0;Wn) (s)F Vn (ds) + (1 ? F Vn (W n )) Wn :
Let N = (T n ) be the point process of all repairs. If T n < T n?1 + W n , then T n is a failure time and an unplanned repair is carried out. Let N = (T n ) denote the point process counting unplanned repairs. In contrast to the setting in Section 3, N need not have a stochastic (F t )-intensity. However, if F possesses a failure rate r, then N admits the stochastic (F t )-intensity r(V (t?)). The process N has a compensator with respect to (F t ). This compensator may have jumps of magnitude 1 corresponding to planned repairs. The couplings of Section 2.3 can easily be generalized to accomodate planned repairs. The ?-coupling, for example, has to be modi ed as follows:
T n+1 ?T n = R ?1 n+1 (P n+1 ? P n ;T 1 ;Z 1 ; : : :;T n ;Z n )^W n ; whereW n = h n (T 1 ;Z 1 ; : : : ;T n ;Z n ) and = ((P n ; U n )) is the underlying Poisson process. Each realization ' of yields a realization ?(') = := ((t n ; z n )) of . Since N is a obtained via a well de ned mapping of , we can use this coupling also for N . To state a corresponding result we de ne, similarly as in Section 2.2, for n 0 and Let us now assume that the W n = w n do not depend on the past (so they are deterministic) then we write W = fw n : n 0g and this model generalizes the Block, Langberg and Savits (1993) Proof. We use the notation of the proof of Theorem 3.1. We prove by induction the three inequalities stated there. For n = 1 we have t 1 = t 0 1 and (4.9) implies v 1 ( ) v 0 1 ( 0 ). Assume that the inequalities hold for some n 1. Since R v (t) is increasing in v, R ?1 v (t) is decreasing in v, by de nition of the inverse. Hence, denoting by x n the n-th interpoint distance of ', t n+1 ? t n = R ?1 vn (x n )^w n R ?1 v 0 n (x n )^w 0 n = t 0 n+1 ? t 0 n : By (4.9), it remains to prove v n + t n+1 ? t n v 0 n + t 0 n+1 ? t 0 n (4.10)
We distinguish three cases.
1. t n+1 ? t n < w n . Then t 0 n+1 ? t 0 n < w n and inequality (4.10) follows as in the proof of Theorem 3.1.
2. t 0 n+1 ? t 0 n < w n and t n+1 ? t n = w n . Then, R ?1 v 0 n (x n+1 ) < w n and R ?1 vn (x n+1 ) w n , i.e. x n+1 = R v 0 n (t 0 n+1 ? t 0 n ) and x n+1 R vn (w n ). Therefore, R(v n + t n+1 ? t n ) = R(v n ) + R vn (w n ) R(v 0 n ) + x n+1 = R(v 0 n ) + R v 0 n (t 0 n+1 ? t 0 n ) = R(v 0 n + t 0 n+1 ? t 0 n ) and (4.10) follows.
3. t 0 n+1 ?t 0 n = t 0 n+1 ?t n = w n . In this case (4.10) immediately follows from v n v 0 n . 2
For unplanned repair processes we have This implies (i).
(ii) is immediate from ?-coupling, and (iii) follows from (i) and (ii) 2
From the above theorem we conclude in the IFR case N F W st-1 N F for W = fw n g, N F denoting nondelayed renewal process. Also N F m;W st-1 N F m where m indicates the minimal repair ( Z n 0). These results are contained in Block et al. (1993) .
Analogously to Theorem 3.2 we obtain and the desired inequality follows as in the proof of Theorem 3.2.
4. t n+1 ? t n = w n and t 0 n+1 ? t 0 n = w n : This case is trivial.
2
Suppose now that W n T for all n and some T > 0, and all unplanned repairs are minimal, but planned repairs are perfect. Then the resulting model is a minimal repair model with the age schedule for planned repairs. We denote the corresponding process of unplanned repairs in this case by N F m;A . If W n = n where n = inffkT ? T n : kT > T n ; k 1g, and unplanned repairs are all minimal then we have a block replacement model with minimal unplanned repairs and blocks T > 0. We denote the corresponding process of unplanned repairs then by N F m;B . Block et al. (1993) Proof. We use ?-coupling and take ', and 0 as in Theorem 4. 
