The blinking dynamics of colloidal core-shell CdSe/CdS dot-in-rods is studied in detail at the single particle level. Analyzing the autocorrelation function of the fluorescence intensity, we demonstrate that these nanoemitters are characterized by a short value of the mean duration of bright periods (ten to a few hundreds of microseconds). The comparison of the results obtained for samples with different geometries shows that not only the shell thickness is crucial but also the shape of the dotin-rods. Increasing the shell aspect ratio results in shorter bright periods suggesting that surface traps impact the stability of the fluorescence intensity.
I. INTRODUCTION
The emission intermittency, commonly called blinking, is characteristics of single nanocrystals emission. Since the first measurements on single CdSe nanocrystals 1 reporting a switching between an ON state emitting photons and an OFF state completely dark, this phenomenon has been the focus of intense studies because it deeply undermines the possible applications foreseen for these emitters, ranging from bio-imaging, light harvesting to nanophotonics 2 and quantum optics 3, 4 . A complete physical picture of the phenomenon has not been reached yet owing to the complexity of the processes at stake.
Fluorescence blinking has been observed for various types of single nanoscale emitters 5 , including molecular dyes, fluorescent proteins, small nanodiamonds 6 and colloidal nanocrystals. For complex single emitters such as CdSe nanocrystals, a broad distribution of blinking rates is observed, resulting in periods with a large fluorescence (on-state) and low fluorescence (off-state corresponding to the noise level) spanning from microseconds to hundreds of seconds 7, 8 . Since the first report of fluorescence blinking in small spherical nanocrystals 1 , this behavior has been observed for many morphologies including elongated nanorods and nanowires. In the case of nanocrystals, power law distributions 7 with exponent smaller than 1 were reported for cumulative durations of ON and OFF events. These so called Levy distributions, have singular statistical properties: no mean value or standard deviation can be defined. Moreover long blinking periods are very probable as the decay of the distribution is slow. Also, more puzzling phenomena are associated with these distributions, such as statistical aging and non ergodicity 8 .
The last years have seen considerable progresses in reducing the effects of blinking thanks to new chemical synthesis methods 9, 10 enabling the growth of CdS thick shells around the CdSe emitting core. It results in a better confinement of the charges inside the nanocrystal and the strong modification of the flickering dynamics. Long low-emitting periods are no more observed. Their duration does not exceed 100 ms. In addition, the emission does not turn completely off and "grey" states have been identified 11 . In that sense some articles mention nonblinking nanocrystals, even if super-Poissonian intensity fluctuations remain [11] [12] [13] [14] indicating flickering between at least two emission levels.
Beyond the growth of thicker shells, the overall nanocrystals shape (core and shell) can now be controlled. For example, dot-in-rods [15] [16] [17] (DRs) consisting of a spherical core embedded in a cylindrical shell have been fabricated as well as nanoplatelets 18 . The modification of the shape opens new opportunities for the understanding and engineering of nanocrystals optical and spectroscopic properties [19] [20] [21] [22] , in particular in view of pure single photon emission.
In this paper, we show that geometry plays an important role in the blinking dynamics of DRs and we propose a method of analysis for the blinking. We first observe that these DRs are characterized by a fast blinking dynamics. From a methodological point of view, our results indicate that it is usually poorly resolved when binning the signal, even with bin times as short as hundreds of microseconds. Due to the fast blinking dynamics, the common blinking analysis 7, 8 based on binning the photon detection events cannot yield any trustworthy information. In order to overcome this problem we show that a better approach consists in measuring the intensity autocorrelation function. In particular, it provides the average duration of bright periods. We then compare DRs samples with different geometries and demonstrate that, in addition to the shell thickness, the aspect ratio of the DR influences crucially the bright period duration.
II. FAST BLINKING DYNAMICS
For our study we used high quality CdSe/CdS coreshell DRs synthesized using the seeded growth approach proposed in reference 17, 23 . In Tab.I we give the core diameters, shell thicknesses and shell lengths of the various samples under study. The DRs are characterized by a minimum number of CdS monolayers on top of the core which is also given in Tab.I. In the following DR1 corresponds to the thin shell dot-in-rods sample, while DR2, DR3 and DR4 are thick shell samples. For each sample a dilute toluene solution is drop-cast on a microscope glass coverslip to produce a low density of single DRs (typically 2 DRs per 5 µm 2 area). A single DR can be chosen and excited using a picosecondpulsed laser diode with a small excitation spot of 1 µm 2 . The picosecond-pulsed laser operates at a wavelength of 405 nm and excites the highly absorptive shell 17 , with a repetition rate of 2.5 MHz. The photoluminescence (PL) is collected using a confocal microscope with a high numerical aperture objective (100×, N.A.=1.4). A high pass filter (cutoff 570 nm) removes the remaining excitation light while leaving the DRs PL which is centered around 600 − 650 nm for the various samples. The DRs PL is then spatially filtered through a pinhole and subsequently recorded using two single-photon avalanche photodiodes in a Hanbury-Brown and Twiss configuration. The signals from the photodiodes were recorded by a Time-Correlated Single Photon Counting data acquisition card enabling for each DR the recording of the PL autocorrelation function. Prior to any measurements we therefore check if the chosen particle is single or not with an antibunching measurement. We present the PL timetrace of a typical dot-in-rod of the thick shell sample DR2 in Fig.1a for an excitation below saturation. In the following In the following we call DR2.1 this particular DR from sample DR2. The average number of electron-hole pairs N eh inside the structure was measured to be N eh = 0.5 by a saturation measurement 24 . The bin time is ∆t = 1 ms. The corresponding histogram of emission is shown in Fig.1b left. The histogram of emission for a PL timetrace computed with a ∆t = 150 µs bin time is also shown in Fig.1b right. This histogram reveals the presence of two emission peaks as expected for these emitters 25 for an excitation under saturation. Indeed, DRs with a thick shell such as DR2.1 have a reduced blinking between a bright and a grey state, as demonstrated using time resolved decay measurements in one of our previous work 25 , corresponding respectively to the radiative recombination of an exciton and a negative trion 11, 13 with a lower emission rate. The low emission state is well above the noise level here (3 count/ms shown in faint blue on Fig.1a) . The intensity of emission of the bright and grey states are I X = 116 Counts/ms and I X − = 33 Counts/ms respectively. The histograms of emission can be fitted with the sum of two Poisson distributions (dashed blue line). In principle each emission state should correspond to a single Poisson distribution once the signal is properly binned. However Fig.1b clearly shows the limitations of such a fitting procedure.
One can see in Fig.1a that the emission is characterized by a fast switching between the two states. Indeed the ∆t = 1 ms bin time in Fig.1b left can only poorly resolve the emission dynamics. A broad range of intermediate emission intensities is visible in between the two emission peaks because of the time averaging imposed by the binning of the data. The binning of ∆t = 150 µs is far more accurate in resolving the emission dynamics as a better although, not perfect agreement is found with the two state emission fit. When using a technique of analysis of the signal relying on binning the photon detection events together, it is important to optimize the value of the time bin. The question of finding an "optimized" bin time is intrinsically linked to the timescales at which the blinking process occurs. In the nanocrystals literature, most of the publications present data with bin times of 10 ms or more. Large time bins are not suitable for the DRs under investigation. However, it is also important to state that the bin time cannot be set to extremely short values. Indeed, one is also limited by the photon collection rate, here a 100 counts/ms for the chosen excitation. The shorter the bin time the fewer detection events per time bin and the broader the corresponding Poisson distribution. Short time bins lead therefore to overlapping distributions as is visible in Fig.1b right for ∆t = 150 µs where the two Poisson distribution clearly overlap. Ultimately, a bin time of the order of the emitter lifetime will lead to on average less than one photon per time bin, with grey and bright states becoming completely indistinguishable. Indistinguishable grey and bright states due to overlapping distributions are a problem when a threshold needs to be set to distinguish the two states as will be seen in the next section.
III. CHARACTERIZING THE BLINKING DYNAMICS
We now present a more quantitative analysis of the reduced blinking dynamics of thick shell DRs. In Fig.2a and Fig.2b we present the cumulative distributions of the bright (P b (τ b ≥ τ )) and grey (P g (τ g ≥ τ )) states event durations from the DR2.1 timetrace presented on Fig.1a . The cumulative distribution P b,g (τ b,g ≥ τ ) as a function of τ gives the probability that the bright (grey) period τ b (τ g ) is larger than τ . Bin times of ∆t = 150 µs and ∆t = 1 ms are used respectively. The thresholds I b and I g for the bright and grey states events are fixed in between the two states at I b = I g = 60 counts/ms. For the case of ∆t = 150 µs, this threshold value corresponds roughly to a distance of 5 standard deviation to the mean value of each emission state. This way a minimum of overlap between the states is ensured as can be seen from the fit in Fig.1b right and no data is discarded from the analysis in this case. Time bins with intensities above I b are considered as part of the bright state and time bins with intensities below I g are considered as part of the grey state. The cumulative distributions shows that long periods are strongly inhibited for both type of events, grey or bright as expected from the timetrace in Fig.1a . Fits of the cumulative distributions are presented in Fig.2a as full lines corresponding to power laws with exponential cutoff:
with µ the power law exponent and τ c the exponential cutoff time. For ∆t = 150 µs, we obtain power law exponents of 0.46 and 0.42 for the grey and bright states respectively with exponential cutoffs of 1.5 and 6.1 ms for the cumulative distributions. Here we report values of the power law exponent µ corresponding to cumulative distributions. Hence the values close to 0.5 8 corresponds to 1 + µ 1.5 often reported in the literature for the non-cumulative distributions.
However it should be noted that in the case of two states with close emission rates, the analysis of event durations is not totally reliable, indeed it strongly depends on the thresholds chosen and also on the bin time ∆t of the intensity timetrace as demonstrated in reference 26, 27 . In Fig.2b we present the same analysis with a larger bin time than in Fig.2a , ∆t = 1 ms, and the same thresholds. The curves have the same shapes, the fits yield power law exponents of 0.24 and 0.16 for the grey and bright states respectively with exponential cutoffs of 3.8 and 10.5 ms. Changing the bin time has considerably modified the distributions and the fitting values. We already know that the bin time of ∆t = 1 ms is less relevant that the bin time of ∆t = 150 µs for the studied timetrace as explained in the previous section. Many events in the PL timetrace have durations between 150 µs and 1 ms as attested by the slope of the cumulative distribution on these timescales in Fig.2a . Indeed, approximately 63% of the events considered as bright with the bin time of ∆t = 150 µs have durations smaller than τ = 1 ms as P b (τ b ≥ 1 ms) = 37% in Fig.2a . Hence all these events cannot be resolved with a bin time of ∆t = 1 ms. Furthermore, bright events with duration shorter than a 150 µs also exist, but cannot be grasped by the ∆t = 150 µs binning. This explains the imperfect fitting by the two Poisson distributions in Fig.1b right.
In the following we will investigate the blinking between the bright and grey states using a different approach: the intensity correlation function [28] [29] [30] [31] [32] [33] [34] [35] . The autocorrelation method is less straightforward than the distribution of event durations, but it does not suffer from any a priori assumptions due to the time bin and it yields information at short timescales not reachable when binning the signal. Fig.2c presents the g (2) function corresponding to the PL timetrace in Fig.1 . The temporal intensity correlation g (2) of a light field is defined as follows:
with t 0 , t 0 + τ times, denotes a statistical (ensemble) average. For the DRs presented in this paper switching between two emission states characterized by power law distributions with exponential cutoffs of the event durations (eq.1), an expression for the g (2) function is derived in references 31, 36 . Such a model can be applied to investigate the flickering of CdSe/CdS colloidal emitters since the duration of the low emitting periods does not exceed tens of milliseconds 9 , meaning that a cutoff is always observed as can be seen in Fig.2a . On timescales smaller than the exponential cutoffs of the order of a couple of milliseconds the g (2) function can be expressed as:
Here, µ is the largest power law exponent among the two states power law distributions. B is the bunching value, i.e. the value of g (2) in eq.3 at short timescales. Here the model does not take into account antibunching and single photon emission 25 at short timescales of the order of the emitter lifetime (nanoseconds to hundreds of nanoseconds). Therefore, as lim
the bunching value B in eq.3. For molecules and quantum dots with simple exponential blinking laws 28,29,37,39 , the bunching value corresponds to the ratio between the average OFF and ON periods. More generally, the fact that g (2) is larger than one on some timescales means that bunches of photons with various emission rate coexist. This leads to intensity fluctuations larger than Poisson fluctuation corresponding to a single rate of emission and consequently g (2) > 1. Furthermore, as shown in reference 36 the parameter A is equal to:
with τ b the average duration of the bright state events, τ min the minimum duration of a event and Γ the usual gamma function. For our experiment, the minimum duration of an emission event τ min is equal to the measurement time resolution 32 , 400 ns, corresponding to the delay between two excitation pulses. The factor A is inversely proportional to the average duration of the bright state. Hence τ b , together with µ, defines on which timescales the g (2) falls towards unity as the blinking correlations are lost due to the cutoffs at long time scales.
In the following, we use the notation τ b d and τ b g (2) for the average bright period duration obtained from the blinking distribution and the correlation function respectively. τ b d is the mean value obtained from the experimental probability distributions, not the cumulative distributions presented in this article. The probability In order to determine τ b g (2) we fitted the g (2) curve in Fig.2c by Eq.3 and 4(see fitting method in Appendix Afor more details). We find τ b g (2) = 1250 ± 309 µs, the 309 µs uncertainty being the fitting error (see Appendix A). The value is smaller than the one found with the blinking distribution. This can be explained by the fact that the blinking distribution does not take into account the fast events (faster than the bin time of ∆t = 150 µs). Hence and as already stated in reference 7 , the average times deduced from the blinking distributions depend on the bin time chosen because of the scale invariance of the power law. It is interesting to state that the result of a mixing between the two states due to a poor bin or threshold choice is a longer average time, even though grey periods are on average shorter than bright periods (the grey periods distribution is under the bright periods distribution in Fig.2a ). For example τ b d = 1.77 ms was obtained with the threshold I b = 60 counts/ms and ∆t = 150 µs. For the case of a bin time ∆t = 1 ms in Fig.2b , the distribution of bright period gives a very poor estimation of the average bright period: τ b d = 8.2 ms. This can be easily understood as the mixing between the two states tends to create long periods with the same intensities. Ultimately, a very large bin would give an average event duration of the order of the measurement time.
For the specific nanocrystal DR2.1 of Fig.1 and Fig.2 , an appropriate choice of bin time can thus fairly well resolve the blinking dynamics as the average switching time between the two states is large enough. A rough estimation of the blinking dynamics can be made using the distribution of bright and grey blinking periods although the results is still biased from the choice of a threshold. In the case of the DR2.1, one should also note that τ b g (2) = 1250µs is close to the time scale for which the fit provided by eq. 4 is valid. This reduces the accuracy of the τ b g (2) value.
In the next section we show some examples for which the use of the distributions of bright and grey blinking periods is irrelevant. The autocorrelation function is then necessary. Various DR samples are studied and we demonstrate that the nanocrystals geometry has an impact on the blinking dynamics. Fig.3 presents the histograms of emission and g (2) functions for DR3.1, DR4.1, and DR1.1, three representatives DRs of respectively samples DR3, DR4, and DR1, for approximately the same mean excitation N eh = 0.5 as in the former case of DR2.1. One can see that the blinking dynamics of DR3.1 should be characterized by short bright and grey periods. Indeed the histogram of emission in Fig.3a left has a broad intermediate intensity range in between the two emission peaks due to the bin averaging even though a short bin time of ∆t = 150 µs is used. The analysis in terms of cumulative distributions of blinking periods is inappropriate in this case. The fast blinking dynamics can nevertheless be quantitatively estimated by the fit of the g (2) function in Fig.3a right. It yields an average bright period duration twenty times shorter than for DR2.1 (Fig.1 and Fig.2 ) with τ b g (2) = 42 ± 8 µs.
IV. BLINKING DYNAMICS AND NANOCRYSTAL GEOMETRY
The g (2) curve for DR4.1 appears to be almost flat for τ < 500 µs in Fig.3b right as for DR2.1 in Fig.2c . The average bright periods duration is long compared to DR3.1, τ b g (2) = 465 ± 122 µs is found through the fit of the intensity correlation function. The switching dynamics is therefore on average slower than for DR3.1. The intensity histogram with a ∆t = 150 µs bin time is well represented by the sum of two Poisson distributions in Fig.3b left. It is to be noted that the two states of emission overlap on a larger intensity range than for the previous exam- c) Number of events Delay τ (ms)
Delay τ (ms)
Number of events ples. DR4.1 has a very thick shell and therefore a larger trion quantum yield 12, 14 . In this case the estimation of the blinking statistics with the cumulative distributions is inappropriate 26 as the two states distributions largely overlap and the grey and bright photons are mixed when binning the signal.
We also present the results for thinner shell dot-inrods DR1.1 from sample DR1. In contrast to the previous thick shells samples, this sample switches between a bright and a dark (noise level) state rather than grey state. Also it sometimes shows long dark periods of some seconds, while the bright periods are as previously always limited to a maximum of a few hundreds of microseconds. This is clearly visible in Fig.3c left that shows the PL (inset) and the corresponding intensity histogram of such a DR with a bin time of ∆t = 100 µs. The corresponding g (2) has characteristics similar to the other DRs corre-lation functions at short timescales (< 10 ms). This is due to the part of the PL timetrace measured after 10 s of PL recording for which a fast switching dynamics is observed in Fig.3c left inset. The intensity correlation function nevertheless displays an additional bunching tail at larger timescales (τ > 10 ms) due to the long blinking events characteristics of thin shell nanocrystals. These long blinking events are visible in the first 10 seconds of the PL recording. The additional decreasing tail of the intensity correlation function for τ > 500 ms is due to the finite acquisition time. The fit of the g (2) curve in Fig.3c  right gives τ b g (2) = 150 ± 12 µs. Let us also note that for these DRs showing fast blinking, the value of τ b g (2) is also very accurate since the agreement between the experimental results and the fit is good for time scales much higher than τ b g (2) .
Finally, we present an analysis of the PL of more than 40 DRs for each sample presented previously. The excitation was kept below saturation, in between N eh = 0.1 and N eh = 0.5 for each DR to avoid the excitation of higher order states and to stay in the two states blinking regime 13, 14, 25 . The intensity correlation function was computed for each DR and fitted with Eq.3 following the procedure described in App.A. The sample mean values of the average bright period duration is reported for each sample in Tab.I. The samples mean values are within a range of 180 to 400 µs. Our DRs are therefore characterized by a fast switching dynamics that can be only poorly resolved when binning the signal on hundreds microseconds to milliseconds as previously stated. A large dispersion of values exists within each sample, with some DRs having average bright periods of a few tenth of microseconds but also up to 1 ms as presented in Fig.2 . This might be due to a slight dispersion in sizes within a given sample and different electrostatic environment between single dots. The histograms of the various values of bright periods found for each sample are given in App.B. It is apparent on these histograms that samples DR1 and DR3 have more single DRs with very short average bright periods (shorter than 100 µs) than samples DR2 and DR4.
We can also notice that even though samples DR1, DR2 and DR3 have the same core, they have different average bright time durations. As expected, the comparison between samples DR1 and DR2 shows that an increase of the shell thickness results in a decrease of the switching dynamics from the bright state to the grey one. However, the DR shell aspect ratio, i.e. the length of the shell over its thickness, is also crucial. Even if samples DR2 and DR3 exhibit the same core diameter and shell thickness, Table I indicates that the increase of the DR length deteriorates the bright state stability. Surface trap states on the shell may be responsible of this observation. A larger shell aspect ratio leads to a faster blinking dynamics. Sample DR3, with a shell aspect ratio of 8.3, has an average bright period duration 1.6 times shorter than sample DR2 with a shell aspect ratio of 3.1. The results concerning sample DR4 confirm the previous observations pointing towards surface trap states as responsible for the instability of the bright state rather than traps inside the nanocrystals volume. Indeed, the synthesis of a very thick shell enables to significantly increase τ b beyond the value obtained for sample DR2 that exhibits approximately the same aspect ratio as sample DR4.
V. CONCLUSION
In conclusion, an analysis of the fast blinking dynamics of single colloidal CdSe/CdS DRs was presented. This analysis relies on the autocorrelation function which is shown to be the most suitable tool to properly characterize the flickering between emission states. We showed that the average duration of the bright periods of such emitters is of the order of few hundreds of microseconds, it is so short that any method relying on binning the signal can not resolve appropriately the flickering dynamics while the autocorrelation function gives access to the full blinking dynamics. We also characterized the blinking of several DR samples. Our results demonstrate that not only the thickness of the shell but also its shape has to be considered. The decrease of the bright period duration with the aspect ratio of the shell suggests that traps at the surface of the DR are involved in the flickering of the emission.
Appendix A: fitting of the correlation function
The normalized correlation functions g (2) were fitted by Eq.3:
with B, A and µ as free fitting parameters. τ b g (2) is subsequently determined for each nanocrystal following Eq.4:
with τ min = 400 ns the measurement time resolution. One unknown parameter is the long time exponential cutoff as defined in Eq.1 that characterizes the distribution of bright and grey periods. Eq.3 is valid for correlation times shorter than the exponential cutoff 31, 36 . A limit τ f to the fit has to be chosen for each DR. Fig.4b presents the normalized residuals for the g (2) fits presented in fig.2 and fig.3 against the fit limit τ f . The residual was normalized to its maximum value at τ f = 10 ms. For τ f > 10 ms the residual increases and the fit becomes clearly inappropriate.
We can see that the residual stays almost constant up to roughly τ f = 2 ms before increasing for larger cutoff as the model cannot fit the g (2) curves for larger delays. The (2) distributions.
corresponding τ b g (2) values against the fit limit τ f are shown in Fig.4a . The different curves shows that τ b g (2) is almost constant for τ f < 2 ms before abruptly dropping while the fit residuals increase for τ f > 2 ms. The τ b g (2) values reported for single nanocrystals in this article are the average values of the fit for τ f < 2 ms, while the given fitting errors correspond to the standard deviation of the various fitted values over the range τ f < 2 ms. (2) against the fit limit τ f for the g (2) curves presented in fig.2 and fig.3 . Averaging the fitted values for τ f < 2 ms for each DR gives: DR1.1 (green) τ b g (2) = 150 ± 12 µs, DR2.1 (black) τ b g (2) = 1250 ± 252 µs, DR3.1 (blue) τ b g (2) = 42 ± 8 µs and DR4.1 (red) τ b g (2) = 465 ± 122 µs b) Fit normalized residual against fit threshold τ f .
Appendix B: Sample distributions of τ b g (2) Following the fitting procedure explained in Appendix A for each single nanocrystals, the sample distributions of average bright periods duration shown in Fig.5 were found by measuring the intensity correlation function of more than 40 single nanocrystals per sample. The samples mean values and standard deviations reported in Tab.I are taken from the samples distributions shown in Fig.5 .
−τ /τc . These distributions need a short time cutoff because they diverge for τ → 0. Physically the blinking cannot be infinitely Occurrence < τ b > g (2) Occurrence Occurrence Occurrence < τ b > g (2) < τ b > g (2) < τ b > g fast. We define the minimum duration of a bright or grey event τ min in eq.4 as the delay ∆ between two excitation pulse as proposed in reference 32 , here τ min = 400 ns. This is reasonable as long as the excitation repetition rate is low enough. Indeed, in this case the resulting delay between pulses is larger than the typical timescale of any physical mechanism that would prevent the switching between states. Therefore in this case τ min is fixed by the excitation rather than by a physical mechanism.
The rate of excitation of a nanocrystal can heavily modify the blinking statistics, and thus the cumulative distribution of events P(τ b,g ≥ τ ) and the corresponding g (2) function, as shown in reference 38 . Hence we do not consider a change of the rate of excitation experimentally because this might lead to compare blinking statistics for a given nanocrystal with different power law exponents µ for example. In this case one would not be able to sort out the effect of changing the minimum delay between single photons τ min on the average blinking duration with any other potential changes in the blinking statistics. To test the effect of the repetition rate on the Delay τ (ms)
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Delay τ (ms) g (2) g (2) g (2) b) a) (2) function for DR1.1, DR2.1, DR3.1 and DR4.1 from samples DR1, DR2, DR3 and DR4 respectively. The red dashed curve is the g (2) function calculated from the raw data as already presented in fig.2 and fig.3 with τmin = 400 ns. The solid black line is the g (2) function calculated from the raw data keeping only every second excitation such that τmin = 800 ns. τ b g (2) values via the τ min parameter in eq.4, we decrease the repetition rate by removing detected photons in the post-measurement data analysis. By removing every second excitation from a measurement, we can artificially simulate a decrease by a factor of 2 of the repetition rate.
In fig.6 we present the g (2) function of the nanocrystals studied in fig.2 and fig.3 calculated on all the photons registered experimentally (red dashed curve), and on only every second excitation (solid black line). The g (2) functions are almost identical. This implies that the fits give τ b g (2) ,τmin=800 ns τ b g (2) ,τmin=400 ns × 2 µ according to eq.4. The average bright period duration increases while increasing the minimum blinking duration τ min as fast blinking events are removed from the statistics. Table II gives the average blinking duration found trough the fitting procedure for the four nanocrystals under study for both τ min = 400 ns and τ min = 800 ns. τ b g (2) τmin = 400 ns τ b g (2) τmin = 800 ns DR1.1 150 µs (12) 213 µs ( (2) and its uncertainty found from a fit of the correlation function for DR1.1, DR2.1, DR3.1 and DR4.1 for τmin = 400 ns and τmin = 800 ns. τmin = 400 ns corresponds to the raw data as presented in fig.2 and fig.3 , while τmin = 800 ns corresponds the the same data for which every second excitation was removed.
