This paper solves the problem of determining the number of cells in an invertible three neighborhood null-boundary uniform cellular automaton (CA) by using its rule vector graph (RVG). The RVG represents an efficient data structure designed to characterize CA evolution and is derived out of its rule vector (RV). The concept of a horizontal rule vector subgraph (HRVS) is introduced to formulate the analytical framework of the solution. The RVG of a CA is partitioned into a number of identical HRVSs. It has been shown that invertible CA size depends on the size of the HRVS.
Introduction
The theory and applications of cellular automata (CAs) were initiated in [1] and carried forward by a large number of authors . The rule vector (RV) of an n cell hybrid CA is denoted as YR 0 R 1 R 2 … R i … R Hn-1L ] where rule R i is employed on the i th cell. If the same rule is employed for each of the cells, it is referred to as a uniform CA, where R 0 ! R 1 ! R 2 ! ! ! R i ! ! ! R Hn-1L . This paper deals with uniform CAs unless mentioned otherwise. Uniform null-boundary three neighborhood CAs are referred to as simply CAs in the rest of this paper. We address the problem of determining the number of cells in an invertible CA.
A linear time algorithm is reported in [27] to identify the invertibility of a CA (uniform or hybrid). All 256 rules of three neighborhood CAs, as per [26] , can be divided into 88 groups of elementary rules. The value of n for which a rule group generates invertible CAs has been reported in Table 3 [27] without any formal proof. Section 4 of this paper presents a formal proof of the correctness of those results.
The proof has been derived by employing the horizontal rule vector subgraph (HRVS) introduced in Section 3. A brief introduction to the RVG follows in Section 2.
Rule Vector Graph of a Cellular Automaton
The RVG construction from the RV of a CA (Figure 1 ) has been detailed in [27] . For the sake of completeness of the current paper, a brief overview of the RVG is introduced along with an explanation for a few basic terminologies.
The eight minterms of the three-variable Boolean function f i , corresponding to the rule R i employed on the i th cell (Figure 1(b) ) are referred to as rule minterms (RMTs) ( Table 1 ). The three Boolean variables are a i-1 , a i , a i+1 , the current state values of cells Hi -1L, i, and Hi + 1L respectively, whereby the minterm m ! Xa i-1 a i a i+1 \. The symbol T(m) denotes a single RMT in the text and is noted simply as m for clarity in the figures. 8T< represents the set of all eight RMTs, whereby {T} = {T(0), T(1), T(2), T(3), T(4), T(5), T(6), T(7)} = {T(m)}.
A CA rule divides the RMTs into two subsets referred to as 0-RMT and 1-RMT, denoted as 9T 0 i = and 9T 1 i = respectively, where
The derivation of RMT T i+1 for cell Hi + 1L out of T i oe {T(m)} is noted in Table 2 . The RVG of an n cell CA with the RV XR 0 R 1 … R n-1 \ has n levels 0 to Hn -1L.
A node in a RVG represents a subset of RMTs. An output node of level i is derived from its input node through the RMT transitions given in Table 2 . The output node of level i is the input node of level Hi + 1L corresponding to the rule R i+1 . Rule Number  7  6  5  4  3  2  1  0  1  1  0  0  1  0  1  0  202  1  0  1  0  0  1  1  0  166  0  1  0  1  1  0  1  0  90  0  0  0  1  0  1  0  0  20  0  1  1  1  1  0  0  0 A RVG edge represents the RMT transition from the input to an output node of a level.
The 0-edge and 1-edge refer to the edges from an input node of level i corresponding to the rule R i employed on cell i (i ! 0 to Hn -1L). Generating RVG(i) (i.e., the i th level RVG for rule R i ) is noted in Algorithm 1 [27] . For deriving the RVG of an n cell CA, Algorithm 2 [27] calls Algorithm 1 for each level i (i ! 0 to Hn -1L). Figure 2 shows the RVG and state transition graph (STG) for the noninvertible CA with RV X202 202 202\. Figure 3 shows the RVG and STG of an invertible CA. For a null-boundary CA, the leftmost cell (i.e., cell 0) can have RMTs T(0), T(1), T(2), T(3). Consequently, the input node for level 0 {T(0), T(1), T(2), T(3)} is referred to as the root node (RN).
For a null-boundary n cell CA, the Hn -1L cell can have RMTs T(0), T(2), T(4), T (6) . Consequently, the input nodes and edges on level Hn -1L can have only even valued RMTs. The output node of level (n -1) is marked as the sink node (SN).
Let V and V £ be a pair of output nodes generated by Algorithm 1 [27] , where each node covers a subset of RMTs. The node V £ gets merged with the node V if V £ OE V. The resulting node V is referred to as a merged node. The two output nodes 8T(0) T(1) T(2) T(3)< and 8T(4) T(5) T(6) T (7) A node V is marked with the "Type 1" tag if there is a missing 0-or 1-edge outgoing from the node. The level 3 input nodes {T(0) T(4)} and {T(0) T(2)} are two Type 1 nodes (within dotted line enclosures in Figure 2 (a)) due to missing 1-edges.
A merged node V is marked with the "Potential Type 2" tag if the merging has occurred for two nodes V £ and V (where V £ Õ V). The nodes 8T(0) T(1) T(2) T(3)< and 8T(4) T(5) T(6) T(7)< (within bold line enclosures in the level 1 output nodes) are the Potential Type 2 nodes in Figure 2 i > of the edge having weight :
where ¢:
A Potential Type 2 node is noted with reference to the edge having weight :
£ that has fewer RMTs. The node {T(4), T(5), {T (6) T(7)} (Figure 2(a) ) is a Potential Type 2 node with reference to the edge having weight TH2L ê 0 that has fewer RMTs than the other incoming edge with weight 8TH3L, 8TH6L TH7L< ê 1. A Potential Type 2 node V (at output level i) is marked as a "Type!2" node if:
1. A subpath can be identified from the node to the SN starting with a RMT T i+1 oe 8V -V £ <; and 2. no parallel subpath exists starting with a RMT T £i+1 oe V £ , where T £i+1 is derived out of T £i employing Table 2 .
The Potential Type 2 nodes 8T(0) T(1) T(2) T(3)< and 8T(4) T(5) T(6) T(7)< (Figure 2(a) ) are the Type 2 nodes.
The presence of a Type 1 and/or a Type 2 node in the RVG of a CA confirms the presence of nonreachable states (NRSs). Figure 2(a) illustrates the RVG of a noninvertible four cell CA with Type 1 and 2 nodes. The states 1, 5, 9, 13, and 6, 10, 11, as shown in Figure 2 (b), are the NRSs due to Type 1 and 2 nodes, respectively.
The RVG of a CA can be traversed to locate the Type 1 and 2 nodes along with the identification of NRSs. If no Type 1 or 2 nodes exist, the CA is invertible (Theorem 1). Figure 3 
Horizontal Rule Vector Subgraphs
The level i (i ! 0, 1, … Hn -1L) rule vector subgraph RVS(i) of the RVG of an n cell CA refers to the input and output nodes of level i connected with weighted edges.
RVSHi, jL (j ¥ i) refers to a subgraph that covers RVS(i), RVSHi + 1L, … , RVSHjL where the output nodes of RVS(k) are the input nodes of RVS(k + 1), k ! HiL, Hi + 1L, … , HjL. In view of enforcing the horizontal partitioning of a RVG, a RVSHi, jL in subsequent discussions is referred to as a horizontal rule vector subgraph HRVSHi, jL.
is the same as RVS(i).
HRVS(i, j) and the Root and Sink Horizontal Rule Vector Subgraphs
A HRVSHi, jL is a horizontal partition of the RVG from level i to j such that it repeats after every x levels Hx ! Hj + 1L -iL. The HRVSHi, jL derived from the RVG of the seven cell CA X90 90 90 90 90 90 90\ is shown in Figure 4 . The HRVSHi, jL (i ! 1, j ! 2) covers RVS(1) and RVS(2) and repeats after every two levels. The first HRVS covers level 1 to 2, while the second covers level 3 to 4. In general, the root HRVS covers level 0 to the level prior to the first HRVS, while the sink HRVS covers the levels from the last HRVS to level (n -1). For the example CA of Figure 4 , the root HRVS covers level 0, while the sink HRVS covers levels 5 and 6.
Size of an Invertible Cellular Automaton
The necessary and sufficient conditions for the RVG of an invertible CA (both hybrid and uniform) reported in Theorem 3 of [27] are reproduced below. Proof. The proof of necessity is given by contradiction. A RMT at the level i edge, as per Table 2 , generates one odd and one even valued RMT at the level i output node, which is an Hi + 1L level input node. The presence of a Type 1 node at the input of level i demands that either a 0-or 1-edge from the node is missing. If the edge is missing from a node having four RMTs, then the number of RMTs in the edge weight must be four, not two. On the other hand, if an output node at level i (having two outgoing edges) has k (k ! 4) RMTs, the number of RMTs in at least one edge with weight 8T b i i > í b i must not be two. Similarly, for the Hn -1L level having only even valued RMTs, the presence of a Type 1 node with a 0-or 1-edge missing demands the presence of two RMTs in the edge weight. Hence, the contradiction arises that ensures the absence of a Type 1 node if both stated conditions are true simultaneously.
The presence of a Type 2 node ensures that it is a merged node and the merging has occurred for two nodes V £ and V (V £ Õ V). If the number of RMTs in the edge weight of each edge is two with each node having four RMTs, then merging of two nodes V £ and V, where V £ is a subset of V (V £ Õ V) cannot occur. The contradiction ensures that no Potential Type 2 node exists in the RVG. If there are no Potential Type 2 nodes, a Type 2 node cannot exist.
Proof of the sufficiency directly follows from the fact that the stated conditions (a) and (b) of the theorem lead to the results of Theorem 1. Hence the proof. ·
On Invertible Three Neighborhood Null-Boundary Uniform Cellular Automata
Invertibility of a CA (hybrid or uniform) can be checked from the RVG employing the result of Theorems 1 or 2. Section 4.1 reports the analytical framework to identify the value of n of an n cell uniform CA that is invertible.
Invertible Cellular Automata
Lemmas 1 through 3 identify 10 CA rules that are invertible. The remaining 246 (256 -10) rules generate noninvertible n cell CAs for any value of n. The following terminologies are introduced to facilitate subsequent discussions in regards to the next state bit string (NSBS). Table 1 A 0-or 1-NSBS is marked as balanced if two 1s and two 0s exist in the string.
A 0-NSBS is the mirror image of its 1-NSBS and vice versa if
On the other hand, if Proof. As per Lemma 1, the 0-and 1-NSBSs of the rule of an invertible CA should be balanced. Consequently, there can be 4 C 2 × 4 C 2 = 6 µ 6 = 36 rules that satisfy the specified condition. The Hn -1L level input node has a pair of even valued RMTs derived out of T(0), T(2), T(4), T(6). In order to avoid Type 1 nodes at level (n - Table 2 , one odd and one even valued RMT is generated at the level i (i ! 0, 1, …) output node out of a RMT on the level i edge. As a result, merged nodes are generated in the root HRVS. Hence, the conditions noted in Theorem 2 get violated and the CA is noninvertible. ·
The result of Lemma 3 is illustrated in the output nodes of the root HRVS that are merged nodes ( Figure 6 ). While for rules 198 and 54 ( Figure 5 ), merged nodes with six RMTs get generated at the output of level 1, for rules 99 and 147 it occurs at the output of level 2. Each merged node is a Potential Type 2 node with k RMTs, where k ! 4. This violates the results of Theorem 2. The earlier results and discussions can be summarized in the following theorem.
Theorem 3. The necessary and sufficient conditions for a rule to generate an invertible CA is that it has balanced 0-and 1-NSBSs with one NSBS as the mirror image or complementary mirror image of the other.
Proof. The proof directly follows from the results of Lemmas 1, 2, and 3. ·
Size of Invertible Cellular Automata
Each of the rules in Class A (noted in Section 4.1) satisfies the condition of Theorem 3. These rules, as noted in Table 3 for all values of n H204 ! 11001100L Table 2 , four RMTs of an output node are derived. Two of the four RMTs are even valued while the other two are odd valued.
In view of (a) and (b) only 2ä3 ! 6 possible nodes can exist: 8T(0), T(1), T(2), T(3)<, 8T(0), T(1), T(4), T(5)<, 8T(0), T(1), T(6), T(7)<, 8T(2), T(3), T(4), T(5)<, 8T(2), T(3), T(6), T(7)<, and 8T (4) (4), T(5), T(6), T(7)<. Also, the RMT pairs 8T(0), T(1)<, 8T(2), T(3)<, 8T(4), T(5)<, and 8T(6), T(7)< appear on level 1 edges. Consequently, as per Table 2 , level 1 input nodes 8T(0), T(1), T(2), T(3)< and 8T(4), T(5), T(6), T(7)< reappear as its output node, that is, as the input node of level 2 ( Figure 7 ). This situation continues for each level. Hence, the length of the HRVS is 2 -1 ! 1. 
On Invertible Three Neighborhood Null-Boundary Uniform Cellular Automata
Proof. With 8T(0), T(1), T(2), T(3)< as the level 0 input node, the relation b 0 ! b 2 generates 8T(0), T(1), T(4), T(5)< and 8T(2), T(3), T(6), T(7)< as the level 1 input nodes. Further, the mirror imaged 0-and 1-NSBSs lead to the following two situations: S1: 6 . Either of these two situations appear in the RVG generated with an input node 8T(0), T(1), T(4), T(5)< and 8T(2), T(3), T(6), T(7)< at level!1. For each situation, the output node of a level i is one of the three node pair combinations noted in Lemma 4. The situation S2 leads to the level 1 output node pairs 8T(0), T(1), T(2), T(3)< and 8T(4), T(5), T(6), T(7)<, which are input node pairs of level 2. Next, the situation S1 with level 2 input node pair 8T(0), T(1), T(2), T(3)< and 8T(4), T(5), T(6), T(7)< generates the output nodes 8T(0), T(1), T(4), T(5)< and 8T(2), T(3), T(6), T(7)<. Thus, the level 1 input node pair reappears as the level 3 input nodes. This situation continues for any pair of levels i and Hi + 1L (i ! 1, 3, 5, …). Consequently, the level i input nodes reappear at level j, where
The rules 90 and 165 covered by subgroup 2 satisfy the properties noted in Lemma 7 and generate RVGs having HRVSs of length 2 ( Figure 8) . Hence, the next result follows. Proof. Let the level i input nodes of the RVG for the rules of this subgroup be 8T(0), T(1), T(6), T(7)< and 8T(2), T(3), T(4), T(5)<. These are also the output nodes of level 0 for rules 105 and 150. The balanced 0-and 1-NSBSs and the specified conditions of the lemma lead to the following situation: 6 . Situation S3, in turn, leads to one of the following two situations due to the complementary mirror imaging of the 0-and 1-NSBSs: The situation S5 for level i input nodes 8T(0), T(1), T(6), T(7)< and 8T(2), T(3), T(4), T(5)< generate the output nodes 8T(0), T(1), T(4), T(5)< and 8T(2), T(3), T(6), T(7)<. With these nodes as the level Hi + 1L input nodes, the output nodes due to situation S4 are 8T(0), T(1), T(2), T(3)< and 8T(4), T(5), T(6), T(7)<. These nodes are the input nodes for level Hi + 2L. Next, due to situation S3, level Hi + 2L input nodes generate the output nodes 8T(0), T(1), T(6), T(7)< and 8T (2) Proof. The input node pair 8T(0), T(1), T(6), T(7)< and 8T(2), T(3), T(4), T(5)< at level i generates the output nodes 8T(0), T(1), T(4), T(5)< and 8T(2), T(3), T(6), T(7)< which are the input nodes for level Hi + 1L. Consequently, the Hi + 2L level input nodes are 8T(0), T(1), T(2), T(3)< and 8T(4), T(5), T(6), T(7)<.
The proof concentrates on analyzing each of the levels i, Hi + 1L, and Hi + 2L constituting a HRVS and the associated situations S3, S4, and S5 noted in the proof of Lemma 8. For any level i with input nodes 8T(0), T(1), T(6), T(7)< and 8T(2), T(3), T(4), T(5)<, the situation S5 leads to the conditions b 0 ! b 6 and b 2 ! b 4 . Consequently, if level i becomes the Hn -1L level, the nodes 8T(0), T(6)< and 8T(2), T(4)< (on deletion of odd valued RMTs) become Type 1 nodes with missing 0-or 1-edges. The length of the root HRVS is 1. So, an n cell CA with n ! 2, H2 + xL, H2 + 2 xL, … , (x ! length of HRVS ! 3) is noninvertible due to the presence of the Type 1 node. Hence, for n ! 2 + 3 y (y ! 0, 1, 2, …), the n cell CA is noninvertible. The situation as noted for level i is not true if level Hi + 1L or Hi + 2L is considered as level Hn -1L. For level Hi + 1L with 8T(0), T(1), T(4), T(5)< and 8T(2), T(3), T(6), T(7)< as input nodes, situation S4 leads to the conditions b 0 ! b 4 , and b 2 ! b 6 . Consequently, if level Hi + 1L becomes the Hn -1L level, the resulting input nodes 8T(0), T(4)< and 8T(2), T(6)< do not become Type 1 nodes since there are no missing 0-or 1-edges. Similarly, for level Hi + 2L with 8T(0), T(1), T(2), T(3)< and 8T(4), T(5), T(6), T(7)< as input nodes, situation S3 leads to the conditions b 0 ! b 2 , and b 4 ! b 6 . Consequently, if level Hi + 2L becomes the Hn -1L level, the resulting input nodes (with deletion of odd valued RMTs) 8T(0), T(2)< and 8T(4), T(6)< do not become Type 1 nodes. Considering all three cases, an n cell CA with a rule from subgroup 3 is invertible for all values of n other than n ! 2 + 3 y (y ! 0, 1, 2, …). ·
Conclusion
This paper solves the problem of identifying the value of n of an n cell three neighborhood null-boundary uniform cellular automaton (CA) that is invertible. The rule vector graph (RVG) of a CA derived out of its rule vector (RV) represents an efficient data structure to characterize CA evolution. The solution is based on an analysis of the subgraph referred to as a horizontal rule vector subgraph (HRVS). The HRVS is generated out of the RVG. The analytical framework of the HRVS presented in this paper identifies 10 CA rules that generate invertible CAs and specifies the value of n for which each of these rules generates an invertible CA.
