Abstract. In this paper we study nonlinear Lagrangian functions for constrained optimization problems which are, in general, nonlinear with respect to the objective function. We establish an equivalence between two types of zero duality gap properties, which are described using augmented Lagrangian dual functions and nonlinear Lagrangian dual functions, respectively. Furthermore, we show the existence of a path of optimal solutions generated by nonlinear Lagrangian problems and show its convergence toward the optimal set of the original problem. We analyze the convergence of several classes of nonlinear Lagrangian problems in terms of their first and second order necessary optimality conditions.
results. Therefore, the first goal of this paper is to establish an equivalence between zero duality gap properties, which are described using a class of augmented Lagrangian functions with specially structured perturbation functions, and nonlinear Lagrangian functions, respectively.
Recently, a wide class of penalty and barrier methods was studied in [2] , including a number of specific functions in the literature (see [5, 9] ). For convex programming problems, the existence of a path of optimal solutions generated by these penalty methods was established and its convergence toward the optimal set of the original problem was given. Hence, the second goal of this paper is to show, for nonconvex inequality constrained optimization problems, the existence of a path of optimal solutions generated by a general nonlinear Lagrangian function and to show its convergence toward the optimal set of the original problem. Moreover, we illustrate that this result can be specialized to convex programming problems, and thus a parallel result to that in [2] is obtained.
We then investigate the convergence analysis of nonlinear Lagrangian methods in terms of first and second order necessary optimality conditions, where the multipliers are independent of vectors in the tangential subspace of the active constraints. This follows the usual method, as in [1, 22] . Thus we need to derive, for example, corresponding second order necessary conditions for nonlinear Lagrangian problems. However, for cases where nonlinear Lagrangian functions are not twice differentiable, the derivation of this type of second order optimality condition of nonlinear Lagrangian problems is by no means an easy task. For example, one of the nonlinear Lagrangian functions to be considered is of the minimax type. Thus, the resulting problem is an unconstrained minimax optimization problem or, more generally, a convex composite optimization problem. Second order necessary conditions for convex composite optimization problems were established in [4, 7, 13, 23] . However, in these conditions the multipliers depend on the choice of the vector in the tangential subspace of the active constraints. These second order conditions are not applicable in our cases. Nevertheless, we are able to derive the required first and second order necessary conditions for these nonlinear Lagrangian problems by means of a higher order smooth approximation and the smooth approximate variational principle in [6, 8] .
The outline of the paper is as follows. In section 2, we review the zero duality gap properties, which are obtained using augmented Lagrangian functions and nonlinear Lagrangian functions. In section 3, we show that if the dual problem which is constructed with an augmented Lagrangian and a specially structured perturbation function yields a zero duality gap, then the dual problem defined by nonlinear Lagrangian dual functions also yields a zero duality gap, and vice versa. In section 4, we show the existence of a path of optimal solutions generated by nonlinear Lagrangian problems and show its convergence to the optimal set of the original problem. In section 5, we carry out convergence analysis of this method for several classes of nonlinear Lagrangians in terms of first and second order necessary optimality conditions.
Zero duality gaps.
In this section, we introduce some definitions and recall the zero duality gap properties, which are described by augmented Lagrangian functions and nonlinear Lagrangian functions, respectively. Consider the following inequality constrained optimization problem (P):
inf f (x) s.t. x ∈ X, g j (x) ≤ 0, j = 1, . . . , q, where X ⊂ R p is a nonempty and closed set, and f, g j : X → R 1 (j = 1, . . . , q) are real-valued functions. Denote by M P the infimum of (P) and by X 0 the feasible set of (P):
In this paper, we assume that X 0 = ∅.
Throughout this paper, we also assume that
Note that this assumption is not very restrictive. Otherwise, we may replace the objective function f (x) with 1+e f (x) , which satisfies the assumption; inf x∈X f (x) > 0 also holds; and the resulting constrained optimization problem has the same set of (local) solutions as that of (P).
Let c : R
c is said to be increasing on
. We will consider increasing and lower semicontinuous (l.s.c.) functions c defined on R Let y + = max{y, 0} for y ∈ R. The following are some examples of function c (see [18] ):
The convergence analysis of optimality conditions for nonlinear Lagrangian dual problems defined by these functions (see below) will be given in section 5.
Let c be an increasing function defined as above, and
The function defined by
is called a nonlinear Lagrangian corresponding to c.
The nonlinear Lagrangian dual function for (P) corresponding to c is defined by
The nonlinear Lagrangian dual problem (D N ) for (P) corresponding to c is defined by
Denote by M N the supremum of problem (D N ). It can be easily verified [18, 19] that the following weak duality result holds:
Definition 2.1. Let c be an increasing function satisfying properties (A) and (B). The zero duality gap property with respect to c between (P) and 
Let σ be an augmenting function, namely, a proper, l.s.c., and convex function with the unique minimum at 0 and σ(0) = 0. The corresponding augmented Lagrangian l : 
ψ(y, r).
Let M A denote the supremum of the dual problem (D A ). The following weak duality for (P) and (D A ) holds (see [17] ): 
Theorem 2.6 (see [17] 
3. Equivalence of zero duality gaps. In this section, we establish an equivalence of zero duality gap properties between a class of augmented Lagrangian dual problems and the nonlinear Lagrangian dual problem.
Denote the indicator function of a set
It is easy to check that (P) is equivalent to the following problem:
in the sense that the two problems have the same sets of (locally) optimal solutions and optimal values. Let 
The following proposition summarizes some properties of augmented Lagrangian l, where f is defined by (5) , and the nonlinear Lagrangian L.
Lemma 3.2. Let the perturbation function f (x, u) be defined by (5) . Then, the following properties of augmented Lagrangian function l hold: 
It follows from Lemma 3.2 that l(x, 0, r) behaves very similarly to L(x, re), where (5) .
Proof. If M N = M P fails to hold by weak duality (1) of the nonlinear Lagrangian, then there exists
By the assumption, we get
Then, for
There then exists x n ∈ X, such that
Equation (7) implies
where
, and v * j,n = 0 otherwise. By the assumption on σ, we know that σ is locally Lipschitz around 0 ∈ R q . Equation (8) and
Consequently, the facts above and (10) jointly yield
.
On the other hand, let λ n = min 1≤j≤q {a j d j,n }. It follows from (8) that
By (11), we have
where the last inequality follows from (7) . Noticing that λ n → +∞ as n → ∞ and letting n → ∞, we obtain
which is a contradiction.
Proof. By the weak duality (3) of the augmented Lagrangian, M A ≤ M P . Suppose to the contrary that there exists 0 > 0 such that
In particular,
Let r n → +∞. There then exists n 0 > 0 such that, for n ≥ n 0 and some
Noticing that f (x n ) ≥ 0 ∀n, we deduce from (12) that
Thus lim sup
Since σ is a convex function with a unique minimum at 0 with σ(0) = 0, it follows that
q).
Let n = max 1≤j≤q g j (x n ). Then n > 0 and n → 0 as n → +∞. It follows from (12) and
Without loss of generality, we assume that
The combination of (13) and (14) 
Then, by the monotonicity of c,
Taking the upper limit as n → +∞ and applying the continuity of c, we obtain lim sup
The relationships are summarized below between the zero duality properties of the augmented Lagrangian dual problem (D A ), with the perturbation function f (x, u) selected as (5) , and the nonlinear Lagrangian dual problem (D N ).
Theorem 3.5. (5) , and the augmenting function σ is finite, l.s.c., and convex, attaining its minimum 0 at 0 ∈ R q , then the following two statements are equivalent:
Consider the problem (P), the nonlinear Lagrangian dual problem (D N ), and the augmented Lagrangian dual problem (D A ). If the function c defining the nonlinear Lagrangian L is continuous, the perturbation function f (x, u) defining the augmented Lagrangian is selected as
The following example verifies Theorem 3.5.
By the definition of M A , for any > 0, there existȳ ∈ R 1 andr > 0 such that
The combination of (15) and (16) yields
Setting v = 0 in (17) gives us
Note that, for any x ∈ (1, +∞), (18) becomes
Taking the limit in (19) as x → +∞, we obtain M A ≤ . By the arbitrariness of > 0, we deduce that M A ≤ 0. However, it is obvious that M A ≥ 0. Hence M A = 0. Consequently, M A < M P . Thus, Theorem 3.5 is verified.
It is worth noting that the following conditions in Theorems 2.3 and 2.6 are not satisfied:
(i) The condition lim x∈X, x →+∞ max{f (x), g(x)} → +∞ in Theorem 2.3 does not hold.
(ii) f (x, u) is not level-bounded in x and locally uniform in u. In fact, for any sufficiently small > 0, we cannot find a bounded set
The following examples show that, if the perturbation function is not defined by (5), then Theorem 3.5 may not hold.
Example 3.2. Consider the same problem as in Example 3.
; if x ∈ X 0 and u = 0, f (x, u) = +∞ otherwise. It is then easy to check that f (x, u) is a perturbation function, but is different from (5). On the other hand, the augmented Lagrangian l(x, y, r) = f (x) ∀x ∈ X 0 , y ∈ R 1 , r > 0, and
It is easy to verify that
Let us look at the augmented Lagrangian function
Thus, (4) 
where L(x, d) is a nonlinear Lagrangian function. Under certain conditions, we show the existence of a path of optimal solutions generated by unconstrained optimization problems (
and show its convergence to the optimal set of (P).
Let S denote the optimal solution set of (P), S d the optimal solution set of (Q d ), and v d the optimal value of (Q d ).
Lemma 4.1 (see [12] 
Proof. Let x ∈ X 0 . By the 0-coercivity and l.s.c. of h,
is nonempty and compact. It follows that S is nonempty. In addition, S ⊂ X 1 ; therefore, S is bounded.
is closed by the lower semicontinuity of f , S is nonempty and compact.
Let
It is easy to see that h 1 (x) is l.s.c. and 0-coercive. Let 
It follows that, for each selection
Equation (22) implies
Taking the lower limit and using the lower semicontinuity of g, we have g(x) ≤ 0, i.e., x ∈ X 0 . Taking the lower limit in (21) and applying the lower semicontinuity of f , we obtain f (x * ) ≤ f (x). By the arbitrariness of x ∈ X 0 , we conclude that x * ∈ S. Furthermore, arbitrarily taking {d
Remark 4.1. It is clear that if f is 0-coercive on X, then h is also 0-coercive. Theorem 4.2 holds if the 0-coercivity of h is replaced with the 0-coercivity of f .
As a byproduct, we apply Theorem 4.2 to obtain a corollary for the case that (P) is a convex programming problem, which is parallel to [2, Theorem 2.2]. In the following, we assume that f , g j are finite, l.s.c., and convex functions defined on a nonempty, closed, and convex set X ⊆ R p . Let F :
where {t k } and {x k } are sequences in R 1 and R p , respectively.
Lemma 4.3. Let f , g j be finite, l.s.c., and convex functions defined on a nonempty, closed, and convex set X. If the optimal solution set S of (P) is nonempty and compact, then h(x) is a finite, l.s.c., convex, and 0-coercive function on X.
Proof. Let us setf
Then (P) is equivalent to the following convex programming problem (P ):
where C = {x ∈ R p :ĝ j (x) ≤ 0, j = 1, . . . , q}. It follows from the assumptions and [2] that S is nonempty and compact if and only iff
Since S is nonempty and compact, (23) holds. Now we show by contradiction that h is 0-coercive. Suppose that there exists
} is bounded, without loss of generality we assume that w k = x k x k → w as k → +∞. Clearly, w = 0 since w = 1. It follows from the definition of a recession function that
Thus, w = 0, and (24) and (25) 
Proof. The proof follows from Theorem 4.2 and Lemma 4.3. Next we apply Theorem 4.2 to develop a method to seek a so-called -quasisolution of (P) when (P) may not have an optimal solution.
Let > 0. The following various definitions of approximate solutions are cited from [15] . Definition 4.5.
Definition 4.7. Let > 0. If x * ∈ X 0 is both an -solution and an -quasisolution of (P), we say that x * is a regular -solution of (P). Vavasis [20] gave an algorithm for seeking a local approximate solution via the Ekeland variational principle to a problem that contains only box constraints. Specifically, the following optimization problem (P ) is considered:
where α i , β i , i = 1, . . . , p, are real numbers and x = (x 1 , . . . , x p ). The algorithm in [20] attempted to find a feasible solution x * , such that f (x * ) ≤ , which is a necessary condition for x * to be an -quasi-solution of (P ), where > 0 is a given precision value.
In the following, we give a model algorithm to find an -quasi-solution by using a nonlinear Lagrangian. Let > 0 and x 0 ∈ X. Define
Consider the following optimization problem (P ):
and the following unconstrained optimization problem (Q d ):
, and c is defined as in section 2.
Let S and S d denote the optimal solution sets of (P ) and (Q d ), respectively. Let v and v d denote the optimal values of (P ) and (Q d ), respectively. 
Proof. It is clear that f 1 is 0-coercive on X if X is unbounded. Applying Theo- Furthermore, for x * ∈ S , we have
That is, x * is an -quasi-solution of (P). Thus, (iii) holds. Moreover, if x 0 ∈ X 0 , then by (27) (taking x = x 0 ), we get (26). The proof is complete.
Remark 4.4. The last assertion (26) tells us that even if we already obtained an -quasi-solution x 0 of (P), it is still possible to apply Theorem 4.8 to seek a "better" -quasi-solution x * of (P) (if the resulting x * = x 0 ).
Convergence analysis of the nonlinear Lagrangian method in terms of necessary optimality conditions.
In this section, we investigate the convergence of first and second order necessary optimality conditions that are obtained from nonlinear Lagrangian problems. Specifically, we shall consider the following classes of nonlinear Lagrangians:
) is as in (ii) with 0 < k < 2, where properties (A) and (B) are satisfied with a j = 1, j = 1, . . . , q.
Throughout this section, we further assume , g j , j = 1, . . . , q, are C 1,1 , namely, they are differentiable and their gradients are locally Lipschitz; and
Let f be a C 1,1 function. We denote by ∂ 2 f (x) the generalized Hessian of f at x; see [11, 23] . It is noted that the set-valued mapping x → ∂ 2 f (x) is upper semicontinuous.
We consider the following type of optimality conditions which were derived in [11, 21] . It is worth noting that in these conditions the multipliers do not depend on the choice of vectors in the tangential subspace of the active constraints.
Definition 5.1. Let x * ∈ X 0 . The first order necessary condition of (P) is said to hold at
The second order necessary condition of (P) is said to hold at x * if (28) holds and, for any u
We need the following lemma.
∀n, then {x n } is bounded and its limit points belong to X 0 .
Proof. It is known that max{f (
Suppose that {x n } is unbounded. Without loss of generality, assume that x n → +∞. By assumption (A4), we get
Since d j,n → +∞ as n → +∞ (j = 1, . . . , q), we see that d j,n > 1 (j = 1, . . . , q) when n is sufficiently large. Hence, for sufficiently large n,
This fact, combined with (32), contradicts (31). So the sequence {x n } is bounded. Now we show that any limit point of {x n } belongs to X 0 . Without loss of generality, we assume that x n → x * . Suppose that x * ∈ X 0 . There exists γ 0 > 0 such that
which is impossible, as n → +∞. Define
Lemma 5.3 (see [22] ). Suppose that {∇g j (x)} j∈J * (x) is linearly independent for any x ∈ X 0 and that x n → x * as n → +∞ and
, and u n → u * .
As shown in [1, 22] , if x ∈ X 0 and x n → x, then, for sufficiently large n,
We shall carry out the convergence analysis by considering the following two cases.
Thus, the first and second order necessary optimality conditions of (Q dn ) can be easily derived.
be a local minimum of (Q dn ). Thus, the first order necessary condition for x n to be a local minimum of (Q dn ) can be written as ∇L k (x n , d n ) = 0, or
, and η i,2 (n) are real numbers.
We have the following convergence result. Theorem 5.4. Suppose that {∇g j (x)} j∈J(x) is linearly independent for any x ∈ X 0 . Let 2 ≤ k < +∞ and d n ∈ R q + be such that d n → +∞. Let x n be generated by some descent method for (Q dn ) starting from a point z ∈ X 0 and x n satisfy first order necessary condition (34) and second order necessary condition (35). Then {x n } is bounded and every limit point of {x n } is a point of X 0 satisfying first order necessary optimality condition (28) and second order necessary optimality condition (30) of (P).
Proof. It follows from Lemma 5.2 that {x n } is bounded and every limit point of {x n } belongs to X 0 . Without loss of generality, we assume that
Thus,
Then by (33),
Dividing (34) by b n and taking the limit, we obtain
Since { g j (x * )} j∈J(x * ) is linearly independent, it follows that λ > 0. By Lemma 5.3, we deduce that, for any u * ∈ R p satisfying (29), we can find u n ∈ R p such that
Furthermore, for every u n satisfying (39) and (40), we can find
, such that (35) holds with u replaced by u n . Substituting (39) into (34), we get
Substituting (39)- (41) into (35), we have
are compact, without loss of generality we can assume that
Dividing (42) by b n and taking the limit, applying (36), (37), (40), and (43), we obtain
5.2. Case 2. k = +∞ or k ∈ (0, 2). When k = +∞, problem (Q dn ) is a minimax optimization problem and thus a convex composite optimization problem. However, the second order necessary conditions for a convex composite optimization problem given in [4, 23] are not applicable, as the multipliers depend on the choice of the vector in the tangential subspace of the active constraints. When k ∈ (0, 2), function g
. Thus, the existing optimality conditions in the literature are not applicable. However, we are able to derive optimality conditions for (Q dn ) by applying the smooth approximate variational principle, which is due to Borwein and Preiss [6] (see also [8, Theorem 5.2] ). Remark 5.1. If the Hilbert space X in Lemma 5.5 is replaced with a nonempty and closed subset X 1 , then the conclusion also holds. As a matter of fact, if g : X 1 → (−∞, +∞] is l.s.c. and bounded below on X 1 , we can define a function g : X → (−∞, +∞] as follows: g(x) = g(x) if x ∈ X 1 and g(x) = +∞ otherwise. It is easy to verify that g is l.s.c. and bounded below on X. Applying Lemma 5.3 to g, the conclusion for g follows.
Next we present first and second order necessary conditions for x to be a local minimum of L k (x, d) under the linear independence assumption. The proof is given in the appendix.
be generated by some descent method for (Q dn ) starting from a point z ∈ X 0 . Then {x n } is bounded and every limit point of {x n } is a point of X 0 satisfying first order necessary condition (28) and second order necessary condition (30) of (P), respectively.
Proof. It follows from Lemma 5.2 that {x n } is bounded and every limit point of {x n } belongs to X 0 . Without loss of generality, suppose that x n → x * ∈ X 0 and that
is linearly independent implies that { g j (x n )} j∈J + (xn)∪J(xn) is linearly independent when n is sufficiently large. In other words, the assumptions in Proposition 5.6 hold (with x replaced by x n ) when n is sufficiently large. Thus, we assume that { g j (x n )} j∈J + (xn)∪J(xn) is linearly independent for all n.
The first order necessary optimality conditions in Proposition 5.6 can be written as
Without loss of generality, we assume that λ n → λ, µ j,n → µ j , j ∈ J(x * ), as n → +∞. Taking the limit in (45) gives us λ f (x * ) + j∈J(x * ) µ j g j (x * ) = 0.
By the linear independence of { g j (x * )} j∈J(x * ) , we see that λ > 0. That is, (28) holds.
Let u * ∈ R p satisfy (29). Since { g j (x * )} j∈J(x * ) is linearly independent and x n → x * , by Lemma 5.3, we obtain u n ∈ R p such that
and u n → u * . Thus, if x n satisfies any one of the second order necessary conditions in Proposition 5.6, then, for every u n satisfying (46), there exist F n ∈ ∂ 2 f (x n ), G j,n ∈ ∂ 2 g j (x n ), j ∈ J(x * ),
where λ n , µ j,n are as in (45).
By the upper semicontinuity of ∂ 2 f (·), ∂ 2 g j (·) and the nonemptiness and compactness of ∂ 2 f (x * ), ∂ 2 g j (x * )(j = 1, . . . , q), without loss of generality we assume that
as n → +∞. Taking the limit in (47), we get 
It is not hard to prove that 0
if k ∈ (0, 1];
Since m ↓ 0 as m → +∞, without loss of generality we assume that 2 
