This extended abstract presents and analyses three decentralized parallel I/O heuristics implemented in a parallel file system for clusters of commodity computers (Clusterfile). The measurements in a real environment show that the performance of parallel file access may vary with as much as 68% with the employed heuristic and with the schedule block granularity.
Motivation
The performance of applications accessing large data sets is often limited by the speed of I/O subsystems. On one hand, this limitation comes from the ever increasing discrepancy between processor, memory speed and magnetic disks. On the other hand, the potential for parallelism existent in clusters of commodities of computers and supercomputers is not always fully exploited by the I/O system software, like the parallel file systems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] and libraries [12, 13] . These systems employ mechanisms such as striping a file over several independent disks managed by I/O nodes and allowing parallel file access from several compute nodes. For a better utilization of network and storage resourses several point-to-point non-contiguous I/O methods have been proposed: data sieving [14] , list I/O [15] , view I/O [16] . These methods greedily optimize the communication between exactly one pair compute node -I/O node without regard at the global system performance. The collective I/O methods two-phase I/O [17] and diskdirected I/O [18] use collective buffers in order to gather the requests from compute nodes before sending them to disks. For disk-directed I/O the collective buffers reside at I/O nodes, whereas for two-phase I/O at intermediary compute nodes. Both of these methods describe how the data flows through the system between compute nodes and I/O nodes, but do not say anything about the order in which requests are sent between parallel running compute nodes and I/O nodes. However, an improper request ordering may cause problems like load imbalance or resource contention, which may have a tremendous impact on performance. To best of our knowledge it does not exist any in-depth analysis of the importance of the requests scheduling for I/O the performance of a parallel file system.
The parallel I/O scheduling problem is not new. It was formulated by Jain and et al. [19] as follows. Given n p compute nodes, n IOS I/O servers and a set of requests for transfers of the same length between compute nodes and I/O servers and assuming that a compute node and an I/O server can perform exactly one transfer at any given time, find a service order that minimizes the schedule length [19] . As the general scheduling problem is shown to be NP-complete, Jain et al. [19] and Chen and Majumdar [20] proposed several heuristics. Their heuristics are all centralized. However, due to the complex interactions within a parallel computer, it may be difficult or impractical to gather all the information at a central point, choose the strategy and then redistribute the decision. This approach may introduce costly synchronization points and cause additional network transfers.
In previous work [21] we have developed a decentralized parallel I/O scheduling strategy for collective I/O operations. However, this strategy is specialized for collective I/O operations and the impact of this strategy on the global system performance was not evaluated.
In this paper we evaluate three simple decentralized parallel I/O scheduling strategies implemented in the Clusterfile [22] 
Parallel scheduling I/O heuristics
For all parallel scheduling heuristics, we assume that, at a certain point in time, n p compute nodes simultaneously issue large data requests for n IOS I/O servers. The decision of the order of data service is taken by the compute node for writing and by the I/O for reading in a simmilar way. For this reason we describe here only the write scheduling strategy. For writing, large requests are split by each compute node into smaller requests of size b.
In the first scheduling strategy, first IOS (I/O server), each compute node sends the data to the I/O nodes in the order of file offsets. This is a natural approach, but may pose the potential risk that all the compute nodes send the data to the same I/O node at the same instant.
In the second write scheduling strategy, random IOS, each compute node first builds a list of requests targeted to each I/O node. Then the compute node chooses randomly the I/O server to which the data will be send until all the data is sent.
The third scheduling strategy, hash IOS, is the one employed for the collective I/O operations of Clusterfile [21] . Conforming to the theoretical problem definition, for which each compute node can perform exactly one transfer at any given time, at time step t j , j = 0, 1, ..., the compute node i sends a block to the I/O server (i + j) modulo n IOS . Figure 1 shows an example, in which n p = 2 compute nodes simultaneously issue 4 requests for n IOS = 2 I/O servers. For the first IOS method, CN0 decides to send the request to the IOS0 first, and then to IOS1, and a schedule of length 3 is produced ("Schedule 1"). On the other hand, hash I/O produces a schedule of length 2 ("Schedule 2"), as the I/O servers may run in parallel. Random IOS may produce any possible schedule, depending on the generated random numbers.
Notice that for all strategies there is no central point of decision, each process acts independently.
Evaluation
In order to evaluate the three heuristics we have written a synthetic benchmark in Message Passing Interface [23] , in which all processes write and read in parallel different regions of the same file. The write is performed contiguously, as we want to investigate the effect of parallel I/O heuristics on the performance, unaffected from the gatherscatter operations that are necessary for non-contiguous I/O.
We performed our experiments on a cluster of 16 dual processor Pentium III 800MHz, having 256 KBytes L2 cache and 1024 MB RAM, interconnected by Myrinet LANai 9 cards at 133 MHz, capable of sustaining a throughput of 2 GB/s in each direction. The machines are equipped with IDE disks and were running LINUX kernels version 2.4.19 with the ext2 local file system. We used TCP/IP on top of the 2.0 version of the GM [24] communication library. The ttcp benchmark delivered a TCP/IP node-to-node throughput of 120 MB/sec.
The I/O scheduling heuristics are all implemented inside the Clusterfile parallel file system. Clusterfile uses 8 I/O server running on 8 I/O nodes. The file block size is 64 KBytes. In the benchmark each of the 8 compute nodes writes 32 MBytes, for a total of 256 MBytes. Each measurement was repeated 5 times and the mean value is reported. Figure 2 shows the aggregate throughput in MBytes/second for employing the three parallel I/O scheduling heuristics for writing, when variating the length of schedule block b (as introduced in the previous section).
First of all, note that for diverse parameters the performance of the same application may vary with as much as 68%. The highest value is obtained for hash I/O for b = 1024K (409 MBytes/second) and the lowest for first I/O for b = 4096K (243 MBytes/second). As expected, for first IOS strategy, the aggregate throughput decreased with schedule block granularity. The reason is that all the I/O servers try to send the data in the same order to all the I/O servers, which creates contention at I/O servers. The contention prevents the compute nodes in advancing and employing the other available I/O servers.
We have expected that the random IOS performance results lie somewhat in the middle between the results of hash IOS and first IOS. Surprisingly, the random IOS heuristic outperformed first IOS only for the smallest two and largest two values. We believe that the reason lies in the fact that first IOS generates a critical bottleneck only when accessing the first I/O server. The first compute node that "escapes" this bottleneck continues sending the data to the second I/O server and so on, generating a pipeline behavior. On the other hand, it appears that the randomly generated bottleneck cause a higher overhead, as they can appear non-deterministically throughout the whole run of the application.
For large schedule block sizes hash IOS clearly outperformes the other two methods. For this heuristic each compute node starts by contacting a different I/O server which provides a good initial load balance, which is then preserved throughout the whole run by a cyclic access to the I/O servers.
The final version will include a more detailed performance analysis including results for NASA's BTIO benchmark.
Conclusions and current work
This paper presents and contrasts three parallel I/O scheduling heuristics implemented in Clusterfile parallel file systems. The performance results show that the performance of parallel file access strongly depends on the choice of the parallel I/O scheduling strategy, as a combination of the employed heuristic and the granularity of the schedule. A improper scheduling strategy may result in poor load balance and contention at I/O nodes.
The decentralized strategies presented in this paper address I/O workloads of wellbalanced parallel applications. For irregular applications, some form of centralization or communication between the application library and I/O servers would be needed. Our current work includes the design and analysis of strategies for this type of applications.
