ABSTRACT Energy optimization is a critical issue in three-dimensional (3D) underwater acoustic sensor networks (UASNs). Intelligent path planning can be applied to extend the lifetime of autonomous underwater vehicles (AUVs) which has attracted many researchers' attention as a key component of UASNs in recent years. In this paper, we put forward an algorithm of distance evolution nonlinear particle swarm optimization (DENPSO), aiming at finding an energy-efficient stable path for AUVs in 3D UASNs. First, in order to ensure that the particles fully explore the 3D underwater environment during the evolution process, we convert the inertia weighting factor and learning factor from linearity to nonlinearity. Second, to avoid particles falling into local optimum regions, the particles of the poor search regions are randomly perturbed by the distance evolution factor. Third, we apply the penalty function to describe the energy optimization goal under the obstacles and ocean currents. To quantify the role of obstacle avoidance in the penalty function, each path is divided into several micro-element points based on the cubic spline interpolation method. Then, we propose a degree value factor to measure the micro-element points falling within the obstacle coverage regions. Finally, simulations are finished in 3D underwater environment and the real environment based on regional ocean model system (ROMS). The results show that DENPSO can avoid the obstacles along the eddy current direction, where the energy consumption of algorithm DENPSO is, respectively, reduced by 2.1514e+03 J and 1.049e+07 J compared with the algorithm LPSO in the above-mentioned environment.
I. INTRODUCTION
The Underwater Acoustic Sensor Network (UASN) is a multi-hop self-organizing network composed of underwater acoustic sensor nodes for underwater propagation characteristics [1] . As an extension of the Ground Wireless Sensor Networks (GWSNs), the UASNs have been well studied over the past decade. UASNs can be applied in different circumstances such as wireless community networks [2] , data routing [3] , and information transmission [4] . As we know, the node energy is limited in UASNs [5] . Underwater nodes
The associate editor coordinating the review of this manuscript and approving it for publication was Guangjie Han. may move with ocean current movement, proper management of node locations can significantly reduce the energy consumption of UASNs. As a kind of underwater robot, Autonomous Underwater Vehicles (AUVs) can collect information of the underwater environment in UASNs [6] - [9] . The underwater environment is complex and unpredictable. Many uncertain factors should take into account for AUVs such as obstacles, ocean currents, and submarine reefs. Meanwhile, to ensure insecure range [10] and endurance time of AUVs [11] , the limited energy should consider coping with the interference of adverse environmental factors on navigation planning and providing a safe and energy-efficient stable path in 3D UASNs.
Existing literatures have shown that bio-heuristic intelligent algorithms can reduce the energy consumption of AUVs in the underwater path planning technology [12] - [14] . The bio-heuristic intelligent algorithms mainly include Particle Swarm Optimization (PSO), Genetic Algorithm (GA), and Ant Colony Optimization (ACO). In GA, the potential parallelism of particles has not been fully utilized [15] . Meanwhile, the path is affected by different levels of ocean currents in different locations, in which the energy-efficient path cannot be computed in the local underwater region efficiently. In addition, when the ACO is applied to UASNs, it shows high computation complexity to find a path with less energy consumption [16] . The ACO algorithm relies on the selection of parameters. It is easy to fall into local optimum and cannot further explore the underwater network environment when attaining a certain searching extent. Another bio-heuristic intelligent algorithm, PSO is proposed based on its intuitive background and wide adaptability to different functions [17] . Compared to the rest of the algorithms listed above, PSO has shown the advantages of low computation complexity in which the particles can fully consider the individual and the global experience in the evolution process simultaneously. If we select proper parameters, the particles can enhance the importance of measuring individual experience and global experience and facilitate the local and global search of the underwater network environment to find the energy-efficient path.
However, most current energy-optimization algorithms focus on 2D UASNs and do not consider underwater actual environmental features such as ocean currents, different types obstacles, and submarine reefs. Meanwhile, many literatures lack energy assessment in the real underwater environment. Compared with 2D environment, energy optimization is still a challenge in 3D real underwater environment. 3D energy optimization is more complicated but more flexible and feasible. Therefore, it is meaningful to study the energy-efficient path planning in 3D UASNs. This paper puts forward a distance evolution nonlinear particle swarm optimization (DENPSO) algorithm on 3D path planning from the perspective of energy optimization, where it intends to find the stable path with avoiding obstacles and considering ocean currents in UASNs. The main contributions of this paper are as follows.
• A distance evolution factor is used for randomly perturbing particles trapped into poor search regions, avoiding particles falling into local optimum regions.
• A novel nonlinear inertia weighting factor and learning factor are proposed where the degree of nonlinearity can be flexibly adjusted by the usage of hyperparameters.
• A path is divided into several micro-element points where a degree value factor and the micro-element collision factor are constructed by using cubic spline interpolation method.
• Energy optimization is considered, especially in more complex scenarios, such as eddy currents, different types of obstacles and submarine reefs. Meanwhile, energy optimization is also tested in the Regional Ocean Model System (ROMS).
The rest of the paper is organized as follows. Section II presents the related work on energy optimization. Section III describes the environment model and AUV kinematics model. The algorithm DENPSO and path energy calculations are described in Section IV. Section V presents the simulation and analysis. Section VI concludes the paper.
II. RELATED WORK
In the past few years, many algorithms have been proposed for energy optimization in UASNs which can avoid the failure of AUV to perform tasks due to energy exhaustion. Some researchers focus on how to adequately increase the energy capacity to improve the endurance of AUV [18] - [20] . Increasing energy capacity can ensure that the AUV performs tasks better, whereas these methods do not focus on the perspective of energy optimization. The energy capacity that the AUV can carry is extremely limited, where it is not enough to increase the energy capacity. The eddy currents and obstacles could significantly affect the performance of AUVs. The energy-efficient path planning method should consider the actual environment with a vortex to promote the limitation caused by increasing the energy capacity [21] . Many methods have been proposed for the energy-efficient path problem of AUV. Koay and Chitre [22] proposed an A* algorithm-based path planning by using ocean currents as much as possible to make the AUVs avoiding obstacles and reducing energy consumption. Garau et al. [23] also applied A* algorithm to find an energy-efficient path in oceans environments with a different length scale of eddies and different current intensities. The drawback of these methods is that the generated energy-efficient path may not be optimal due to the limitation of the rasterization space. Moreover, the rasterization method increases the time complexity. Subramani and Pierre [24] applied the optimization method to perform underwater optimal path planning. This method optimizes the joint distribution of vehicle energy and time by adopting the optimal time accessibility frontier distribution and the corresponding time optimal path distribution provided by the stochastic dynamic orthogonal level set equation to find the optimal energy path. Jones and Hollinger [25] proposed an Energy-Efficient Stochastic Trajectory Optimization (EESTO) framework, which starts with some discrete waypoints on the line from the starting point to the target point and then adds the Gaussian perturbations to the waypoints. However, this method mainly considers ocean currents and does not verify the effects in 3D environment.
Another idea of underwater path planning is the biological heuristic intelligent algorithms [26] - [28] . Xu and Yao [12] proposed a hybrid GA-PSO algorithm to avoid energy exhaustion under a wide range of marine environments. The algorithm employs the ocean current factor as the evaluation factor of GA, and considers the influence of ocean current during the path planning. However, the algorithm cannot use the feedback information of the environment VOLUME 7, 2019 in real-time, and it takes more time to obtain an accurate solution. Alvarez et al. [14] applied GA to achieve energy optimization path in ocean current fields with strong and spatiotemporal variations. This algorithm ensures that even if there are different local minima in the current structure, the genetic operator can still guarantee convergence to the global minimum and find a path with the least energy consumption. Liu et al. [29] proposed an improved ACO for optimal underwater energy consumption. The algorithm involves the reciprocal of path energy consumption as the path pheromone value to achieve the purpose of energy consumption which guides ant colony evolution. However, the algorithm does not consider the impact of the actual environment on the final energy consumption, which leads no feasibility in the actual underwater network environment.
The main drawback of the above literatures are that the energy optimization problem is studied in 2D underwater environment. Meanwhile, the actual underwater environment is not fully considered. Xu et al. [30] used the Dijkstra algorithm to find the shortest path and calculated the energy consumption in 3D environment. However, when the environment space is large, this method can bring the dimensional curse problem. Alberto et al. [14] applied GA for path planning in a 3D environment involving ocean currents and obstacles. The algorithm takes the ocean currents into account to adjust the speed of AUV for achieving the least energy consumption. The disadvantage of this algorithm is that the gene of the weakened chromosome does not converge to the optimal solution. Guo and Gao [32] solved the energy optimization for underwater microrobots by PSO approach in 3D space. However, the method does not explicitly consider underwater features.
For the shortcomings of the above literatures, it is necessary to give an energy optimization algorithm in a more complex underwater environment. To achieve better results of PSO in finding energy-efficient paths, this paper proposes a DENPSO algorithm to solve the energy optimization in 3D UASNs.
III. ENVIRONMENT DESCRIPTION AND AUV KINEMATICS MODEL
This section formulates the environment description and AUV kinematics model, which is useful for understanding our scheme in the latter sections.
A. ENVIRONMENT DESCRIPTION
To present the algorithm, Table 1 lists the main symbols and notations. The underwater network environment model is an indispensable part of path planning. Since the energy consumption is mainly affected by eddy currents and obstacles. The description of an environment model in 3D scenario is shown in Figure 1 .
1) The MATHEMATICAL MODEL OF EDDY CURRENT FIELD
Existing studies have shown that AUV consumes more energy in 3D eddy current field than general flow field in UASNs [27] . As shown in Figure 1 , 3D eddy current field is shown by multiple layers structure. The direction of ocean current is more significant in the vortex center. Therefore, when AUV passes through the vortex center, the heading angle should change frequently to adapt to the different levels of ocean currents at various locations. Moreover, if there are frequent unfavorable ocean currents, the AUV will reach the destination with more energy consumption. The eddy current field can use a numerical estimator based on multiple viscous Lamb vortices in the 3D underwater environment [13] .
where
T is the center of the vortex, ρ and ξ are the radius and the strength of the vortex, respectively. λ w is a covariance matrix with vortex radius ρ, and γ is used to scale the vertical profile w c and the current horizontal profile u c and v c .
2) OBSTACLE MODEL
From the perspective of safety, AUV should avoid obstacles flexibly during underwater missions. Considering the actual underwater environment, AUV may encounters different types of obstacles, even submarine reefs. Figure 1 shows the different types of obstacles, where S1-S6 represent sphere objects, O1-O4 represent cuboid objects, C1 represents cylinder object, M 1 represents triangular prism object and raised area represents submarine reefs.
The planned path consists of n potential discrete control points, = {p 1 , p 2 , . . . , p i , . . . , p n }, where p i = (x i , y i , z i ). However, there is a large deviation in the safety of the path through measuring the n potential discrete control points in algorithm DENPSO. It is important to measure the safety level of the path because we do not wish to see the control points falling within the obstacles. Hence, we combine the problem of energy optimization and safety, and try to get an energy-efficient path with high safety. To ensure the energy efficiency, assuming that the AUV cannot perform the U-turn motion, the 3D coordinate expansion of can be express as Eq. (2) .
where S = (x s , y s , z s ) and T = (x t , y t , z t ) are the starting point and target point, respectively. Assuming that S(x), S (x) and S (x) are continuous over the interval [x s , x t ], the interpolation function is calculated by using cubic spline interpolation. In this context, S(x) [32] Figure 2 . There is a cuboid object and cylinder object in 3D underwater environment, where the objects represent the obstacle coverage area. Here, the coverage area is denoted as N i=1 obs(i). Assuming a path from S to G, and the micro-element points represent discrete waypoints on this path, which are visually represented by yellow dots in Figure 2 . The micro-element points divide the path formed by the control points into small continuous parts. By using the functions S(x), T (y), and G(z), the micro-element point p micro (x i , y i , z i ) can be expressed as Eq. (3).
obs(i) is the cumulative obstacle coverage areas on the planned path as the prohibited areas of the AUV. Then, we propose a degree value factor Violation to evaluate the safety level of the path. Violation represents the degree of p micro (x i , y i , z i ) falling within the obstacle coverage areas Figure 2 shows that there is an AUV from S to G, and there are cuboids and cylindrical obstacles during performing the task. Violation is calculated as Eq. (4).
where the ε represents the degree of rejection of the obstacle, the larger the value, the stronger the degree of rejection. In order to calculate the number of micro-element points falling into the obstacle coverage area N i=1 obs(i). As shown in Eq. (5) the micro-element collision factor Micro_factor is given. Besides the degree value factor Violation, Micro_factor is the most intuitive expression to measure the safety of the path. As shown in Figure 2 , from the starting point S to target point G, there are still micro-element points falling within the N i=1 obs(i), indicating that the current path is unsafe. If the planned path is safe, the value of Micro_factor will approach zero.
B. AUV KINEMATICS MODEL
During the missions, AUV is affected by ocean currents and obstacles. AUVs can sense the surrounding underwater environment, which puts higher demands on the AUV kinematics model. Considering the AUV kinematics model with six degrees of freedom (6-DOF), there are two coordinate systems in Figure 3 . One is called North-East-Down (NED) coordinate represented by {N }, the other one is called body-fixed coordinate represented by {B}. In general, the structures of most AUVs are symmetrical by assuming that the mainframe is at the center of gravity and has neutral buoyancy [33] . Coordinate system {B}, its original point G is usually set at AUV's gravity center. As to coordinate system {N }, x, y, and z are the position of AUV, φ, θ, and ψ are the Euler angles. As to coordinate system {B}, p, q, and r are the angular velocity, u, v, and w are the linear velocity of AUV. In this paper, the AUV's linear velocity include: (a) AUV's own speed in {B}. (b) the speed of Lamb vortex. Considering the 3D underwater environment. In general, the probability of a rollover motion of AUV is small, φ can be ignored [34] . Therefore, AUV kinematics model can describe by Eq. (6).
whereẋ,ẏ, andż represent the speed of the AUV in {N }. The generated potential discrete points can control the path of AUV from the starting point to the target point. These discrete points play a substantial role in the optimal path of AUV.
In this part, assuming that the discrete point set of the planned path as = {p 1 , p 2 , . . . , p i , . . . , p n }, where the i-th discrete point p i = (x i , y i , z i ). ψ and θ are calculated in Eq. (7) and Eq. (8), respectively.
AUV is regarded as a stable movement during performing the mission where the speed V is constant. Meanwhile, the speed of AUV is also affected by the Lamb vortex V c = (u c , v c , z c ). The combined speed surge (u), sway (v), and heave (w) of AUV will change under the action of Lamb vortex, as shown in Eq. (9) .
IV. SCHEME OF DISTANCE EVOLUTION NONLINEAR PARTICLE SWARM OPTIMIZATION ALGORITHM
PSO is a meta-heuristic algorithm. The advantages of applying PSO to find energy-efficient stable path are, (a) avoiding the traditional motion direction restrictions. (b) multiple particles parallel mechanisms can fully explore 3D underwater environment. However, the standard PSO has the problem of falling into the local optimal region and poor convergence [35] , which leads to the AUV unable to find an energy-efficient stable path. In contrast, algorithm DENPSO overcomes these two shortcomings where it finds an energy-optimized stable path. In Subsection A, we describe the proposed nonlinear inertia weighting factor and nonlinear learning factor. For ease of understanding, a brief introduction of PSO is given. Then we present the nonlinear inertia weighting factor and learning factor. In Subsection B, we show our solution to the problem of falling into local optimal regions and poor convergence where random perturbations are generated by calculating the inter-particle distance. Subsection C describes the path energy.
A. NONLINEAR INERTIA WEIGHTING FACTOR AND NONLINEAR LEARNING FACTOR 1) PARTICLE SWARM OPTIMIZATION ALGORITHM
The algorithm PSO is an evolutionary algorithm based on the population evolution [17] , originally derived from the study of foraging behavior of birds. In PSO, the particles search for the solution by combining its own experience and other particles experience, where PSO can finally converge to the optimal solution or suboptimal solution of the problem after several iterations [36] . Suppose that the population S has m particles,
where k is the current number of evolution. The i-th particle o (k) i in the population S contains the velocity vector v
n ], and the position vector x
n ], the n represents the number of control points, the i-th control point in x
, the path generated by the algorithm PSO is controlled by n potential discrete points. During the k-th evolution, the particle updates its velocity vector v 
where w is the inertia weighting factor, c 1 and c 2 are learning factor, r 1 and r 2 are random numbers evenly distributed between 0 and 1. After the k-th evolution update, for each particle in the population S, the update of P (k+1) p_best and P (k+1) g_best is performed by the cost function F, as shown in Eq. (11) and Eq. (12) .
2) NONLINEAR INERTIA WEIGHTING FACTOR AND NONLINEAR LEARNING FACTOR
Path planning is a complex nonlinear constrained optimization problem. PSO solves this complex multi-constrained optimization problem with high efficiency, which can be extended to multi-dimensional space [37] . However, the conventional PSO still suffers from its defects, resulting in inability to obtain energy-efficient stable path. Improvement of parameters have been proposed in existing PSO variations. For inertia weighting factor w [38] , [39] , the algorithm PSO-LDW is proposed, including the linearly decreasing inertia weighting factor, as shown in Eq. (13) .
where w ini = 0.9 is the upper bound of the inertia weighting factor, w end = 0.4 is the lower bound. K denotes the maximum number of iterations. A larger value of w reflects a stronger global search capability of the algorithm will be. Conversely, the smaller the value of w is, the stronger the local search capability. The dynamic changes of w balance the global and local search capabilities of the algorithm. In [40] , for learning factor c 1 and c 2 , Ratnaweera et al. proposed learning factor with time-varying acceleration in algorithm PSO-TVAC, as shown in Eq. (14) .
According to the historical experience, l 1ini = 2.5, l 2ini = 0.5, l 1end = 0.5, and l 2end = 2.5. The learning factor c 1 and c 2 enable the particles to self-learn and learn from the optimal particle in the population.
In the algorithm PSO, each particle memorizes the individual experience and global optimal experience of the current evolutionary process. For 3D complex underwater environment, there are different types of obstacles in various locations. The traditional PSO is easy to fall into local minima and thus does not achieve optimal energy consumption. According to Eq. (10), the key parameters controlling particle evolution are w, c 1 and c 2 . The key parameters are related to locations of particles. If the parameters are changed to nonlinear, it adds more uncertainty to the location update process, energy optimization can be effectively obtained. The different values of w at the same time point scale the global search and local search capability, to make the particles evolve more fully at different stages. Hence, the inertia weighting factor w is converted from linear function to nonlinear function by Eq. (15) .
where w is the inertia weighting factor value of the k-th iteration, and K is the maximum number of iterations. The hyperparameter α is a real number that controls the degree of the propensity for the local search and global search of the inertia weighting factor w. When α = 1, the expression of w is the red curve of Figure 4 . When α < 1, the nonlinear curve is tilted to the right, and the green coverage area of the curve increases, causing the algorithm to be more inclined to the empirical value of global searches. When α > 1, the nonlinear curve shifts to the left, the gray coverage area of the curve increases, and the particles tend to be the experience of the local search. The dynamic change of the w has an adaptive ability to search. The portion covered by the color in Figure 4 represents the nonlinearity degree of w. In this paper, the value of α is between 0.95 and 1.05.
The introduction of nonlinear inertia weighting factor w delays the same degree of evolution in the early evolutionary period. Meanwhile, α can control the degree of nonlinear variation. This approach is vital because (a) the algorithm PSO itself has premature phenomenon. (b) relatively strong global search capability by using nonlinear w makes the particles fully search the environment, and it contributes to enhance the search capability of particles to obtain energy-efficient stable path in the early stage of evolution. The nonlinear is necessary, especially in complex 3D underwater environment. The particles are randomly initialized at the initial iteration, and the particles are close to the global optimal regions through a large number of evolutionary process. In the late stage of evolution, the search capability of particles is enhanced in local regions. Since they are already in global optimal regions, a smaller w causes the better local optimization. The improved nonlinear curve accelerates the movement of particles to the global optimal regions by rapidly reducing the value of inertia weighting factor.
The learning factor c 1 and c 2 control the individual cognition and global cognition of the particles, respectively. The individual cognition of particles should gradually reduce, where the global cognition should gradually increase in the process of particle evolution. For the linear reduction of c 1 in algorithm PSO-TVAC, we redefine c 1 as shown in Eq. (16) .
where b α and b β are the boundary constraint factors where b α = 1 and b β = 1.5. K is the maximum number of iterations, while k is the number of current iteration. The red curve in Figure 5 (a) shows the degree of nonlinearity of the learning factor c 1 when τ 1 = 1, and the red coverage area indicates the degree of emphasis on the speed update of the particles at various stages. The different value τ 1 can update the degree of emphasis. However, it has been proved that the value τ 1 is reasonable between 0.75 and 1.15. If this value becomes too large or too small, it will destroy the nonlinear change.
As the particles continue to evolve, c 1 gradually decreases. The velocity of particles should focus on the optimal regions found by itself in the early evolution process. By comparing to the linear reduction, the improved c 1 decreases slowly during the early evolution process. In the late evolution process, in order to avoid falling into local minimum, the cognitive capability of particles should be transformed from individual to global. Under the effect of the global optimal experience, the particles move quickly to the global optimal regions. In Figure 5 (a), the blue line represents the trend of c 1 , while the red curve represents the improving trend of c 1 . The c 2 curve controls global cognitive acceleration, where the global cognition c 2 should increase in the process of evolution. The black linear in Figure 5 (b) is changed to a nonlinear green curve by Eq. (17) .
In Eq. (17) of nonlinearity when τ 2 = 1. The above analysis shows that the particles should be based on the optimal regions of the individual in the early evolution process. The improved c 2 can make the particles explore the environment more fully and gain sufficient experience by deferring the increasing rate of c 2 , aiming to highlight the importance of early individual cognition. As the particles gradually approach the optimal regions, the type of particles is drastically reduced, global experience is important, especially in the relatively late stage of evolution. The improved c 2 curve increases the global experience more rapidly in the later stage of evolution. The improved green curve enables the particles to make better use of global experience in Figure 5(b) .
B. DISTANCE EVOLUTION FACTOR
When the particles trapped into the poor search regions, the optimization effect of algorithm PSO will become worse. The visual representation of this phenomenon is that algorithm PSO has a continuous and stable cost value before convergence. The AUV consumes energy in 3D underwater mission, where invalid search should be avoided to make AUV moving more rapidly to the global optimal regions. In [37] , [41] , the process of evolution is explained adaptively to mark the state of evolution. In this paper, the distance evolution factor is proposed by calculating the distance between particles, and the evolution state is marked according to the distance evolution factor. The shortcoming of the algorithm PSO is that the particles fall into the local optimum. To avoid particles falling into local optimum regions, random perturbations are used to move the particles within a predefined range of regions, where the cost function is used to evaluate the result of each random perturbation. Therefore, the particles trapped in the local poor regions can be avoided. During the evolution of particles, the distance between particles is gradually reduced, indicating that the particles are gradually approaching the global optimal regions. By calculating the distance between the particles, it is possible to obtain the current evolution state and inspect whether the particles fall into local optimal regions. Suppose that the average distance between the j-th particle and the other particles in the k-th iteration is d jk .
N represents the number of the particles, and D represents the number of control points. Then the distance evolution factor Evo_fac k in th e k-th iteration is constructed by the average distance d jk , as shown in Eq. (19) .
where d best,k denotes the average distance between the global optimal particle and the other particles in the k-th evolution. The value range of Evo_fac k is between 0 and 1. In this paper, the evolution state is constructed, as shown in Eq. (20) .
When the value of d best,k approaches d min,k , the particles are closed to the global optimal regions. When Evo_state k is equal to 2, the distance between the particles is relatively large. To avoid the unexpected high energy consumption caused by trapping into the local optimal search regions, the random perturbation is applied to move the particles randomly within a limited small regions which makes the particles jump out of the local optimal search regions. The random perturbation of the i-th particle is as shown in Eq. (21) . (21) where k represents the number of current iteration, x (k) p denotes the possible positions of the perturbed particles, radius represents the random perturbation range, and step is the moving step. The current particle position is randomly perturbed by Eq. (21) . As the random perturbation threshold Iter max defined, the particles are adaptively evaluated by the cost function. If the adaptive positions of particles are still not found at the time the threshold of perturbation frequency is reached, it represents that the current positions of the particles are superior. Hence, the behavior of random perturbation is abandoned.
C. ENERGY EVALUATION 1) ENERGY OPTIMIZATION FUNCTION
Path planning of AUVs is complex in 3D underwater environment. We should consider the influence of different types of obstacles, 3D eddy current field, and submarine reefs, since all of them affect energy optimization. It is a challenge to find energy-efficient paths under multiple constraints. In this paper, an energy optimization function is given as a key element of algorithm DENPSO, where the particles are continuously evolved through the energy optimization function.
The penalty function is an effective tool to solve the optimization problem under multi-constraint conditions [42] . Its basic idea is to transform the nonlinear constrained optimization problem into unconstrained optimization problem. Based on this, assuming that the path of the AUV is x
n ], the energy optimization function is constructed as shown in Eq. (22) .
where J (x 
func_energy(x
E k is the energy consumption of the AUV in the k-th evolution, where E min is the reference value of the energy consumption under 3D underwater environment with no obstacles and eddy current field. The obstruction function 
Obs(i) = 0 (25)
Eq. (26) is constructed by quantifying obstacles and speed as a component of the obstruction function F o (x).
In Eq. (26), λ 1 , λ 2 and λ 3 are weighting factors, indicating the importance of the obstruction factor. L denotes the current path length, β is a constant value, Violation represents the degree value factor at which the position (x, y, z) on the path falling within the
Obs(i).
2) ENERGY REFERENCE VALUE
Before calculating the energy consumption of AUV, it is necessary to describe the energy reference value E min . Here, the finest 3D underwater environment referred as no obstacles and it is always subject to the thrust of 3D eddy current. The AUV intends to find the path of the energy consumption value E k approaching to E min in the k-th evolution when performing tasks. Each path is controlled by the control points x
n ], algorithm DENPSO can be applied to update the positions of potential waypoints. For the updated path, the energy consumption of AUV is calculated by Eq. (27) [25] . (27) where c d is Damping Factor, V r is the relative speed of the AUV, and t is the time between the AUV passing two consecutive waypoints in x (k)
i . The energy reference value E min should be calculated in Eq. (23) . According to Eq. (27) , E min is related to V r and t, where E min is obtained by using the limit and approximation method. If the starting point S = (x s , y s , z s ) and the target point T = (x t , y t , z t ) are given, the AUV can obtain the shortest time t min including (a) the minimized distance from S to T , (b) the maximum speed between S and T . The Euclidean distance between S and T is as shown in Eq. (28) .
The missions are always with the largest ocean current. Then the AUVs should consume the least time t min . Combining Eq. (1), Eq. (6), Eq. (7), Eq. (8), Eq. (9), and Eq. (28), t min is obtained as shown in Eq. (29) .
(υ x_max , υ y_max , υ z_max ) represents the maximum speed of AUV from starting point S to target point T . To obtain the minimum speed V r_min , there is always a constant maximum unfavorable ocean current during the execution of the mission hindering the linear motion of the AUV from S to T . The calculation of V r_min is shown in Eq. (30) .
(υ x_min , υ y_min υ z_min ) is the minimum speed of AUV from the starting point S to the target point T , E min is shown in Eq. (31) .
Each path of the AUV is performed by a series of potential control points, which are represented by x
Energy consumption is calculated for each generated path using Eq. (27) in the process of evolution.
If the AUV is always subjected to a constant thrust. Since different positions are subjected to various 3D eddy current, to make the 3D eddy current calculation more accurate, the sensor mounted on the AUV at the position i has the ocean currents capability with a sensing radius of R as shown in Figure 6 . 3D eddy current field is shown by multiple layers structure, Figure 6 shows one layer of this structure. Meanwhile, the magnitude of the 3D eddy current at the position i is converted into the average value of the ocean currents within the radius of R.
The magnitude of the energy consumption between two adjacent points in x (k) i is calculated by Eq. (1), Eq. (6), Eq. (7), Eq. (8) and Eq. (9), and Eq. (27) , the calculation is shown in Eq. (32) .
E k is the energy consumption of the x (k) i in the k-th evolution, D represents the number of control points. The potential energy-efficient path generated is evaluated by Eq. (22), and the energy value of the optimal particle path in each evolution process is calculated using Eq. (32) . As the evolutionary process continues, AUV tends to choose a set of energy-efficient waypoints when performing missions. When algorithm DENPSO converges steadily, the generated path is an energy-efficient stable path.
V. SIMULATION AND ANALYSIS
Simulations are conducted to test the performance of algorithm DENPSO in finding the energy-efficient stable path in 3D simulation underwater environment and the real underwater environment. The historical ocean current data of the real environment is from Regional Ocean Model System (ROMS). In the simulations, the potential path of the current evolutionary optimal particle is assessed as the evaluation standard of the energy consumption.
The algorithms of underwater path planning mainly include classical algorithms and heuristic algorithms [43] . Most of the classical algorithms are mainly based on rasterization such as A* algorithm and Dijkstra algorithm. In our simulation, we do not involve these two algorithms. Rasterization will bring the dimensional curse and motion limitation in the wide 3D workspace. Although it can approximate by path smoothing, this does not consider the actual effect of the ocean current [44] . Compared with GA and ACO, the advantage of algorithm PSO is that it quantifies the degree of global search and local search by parameters. These parameters are used to control the search tendency fully adapting to the 3D underwater environment. Besides, according to the No-freelunch theorem [45] , the effect of the comparison algorithms in different situations are self-relative. The aim of comparison algorithm should avoid the unnecessary interference from the outer factors. Therefore, the algorithm PSO-LDW proposed by Shi and Eberhart [38] , [39] and the algorithm PSO-TVAC proposed by Ratnaweera et al. [40] reviewed in the fourth section as the origin of our comparison algorithm. Our comparison algorithm is described as follows. Linear weighting factor w proposed in algorithm PSO-LDW and linear learning factors c 1 and c 2 proposed in algorithm PSO-TVAC are selected, respectively, aiming to the calculate the velocity v i of the i-th particle by using Eq. (10) . For the convenience of the following description, w, c 1 , and c 2 are linearly changed. Hence, we call the comparison algorithm is Linear Particle Swarm Optimization (LSPO) in this paper.
In the simulation, path, energy consumption, cost value, and random disturbance are used as performance evaluation of algorithm DENPSO and LSPO, respectively. Energy consumption is derived using Eq. (32) to evaluate the energy consumption of the path. The cost function is evaluated by the Eq. (22) . Random perturbation represents the number of particles jumping out of the local optimization region during evolution, calculated by Eq. (19), Eq. (20), and Eq. (21).
A. DENPSO IN 3D EDDY CURRENT FIELD
The simulation is constructed in MATLAB R2016b, where the PC is configured with Intel core i3-7100U @3.9GHz, 8G RAM. In our simulation, the number of particles is value 40, and the maximum number of iterations is value 200. For the inertia weighting factor w, the hyperparameter α is set as value 1. For the learning factor c 1 and c 2 , the nonlinearity degree parameters τ 1 and τ 2 are set as value 1, respectively. The maximum speed of AUV is 6 m/s, while the number of control points is value 10. The Damping Factor c d is set as value 3. The random perturbation threshold Iter max is set as value 6. The random perturbation radius is 4 m. The AUV launches its journal from the starting position S, where the coordinate of S is (5, 5, 5) and performs a predefined task T , and the coordinate of T is (160, 180, 0 (u c , v c , w c ) , w c is usually set as zero. Considering the actual underwater environment of the AUV, there are 6 sphere objects, 4 cuboid objects, 1 cylinder object, and 1 triangular prism object in the simulation. The parameters of the obstacles are shown from Table 2 to Table 5 . In addition, when AUV encounters submarine reefs, it must adjust its direction to avoid being collided.
In Table 2 , position represents the center point of sphere object, r represents radius of sphere object. In Table 3 , position represents the body-centered cuboid. In Table 4 , position is the center point of cylinder, r is the radius of cylinder, H is the cylinder object's maximum height and its minimum height is 0 m. In Table 5 , position represents the three vertex positions on the lower surface of the triangular prism, where H is maximum height of the triangular prism object and its minimum is 0 m. Then, the cost value is evaluated by comparing DENPSO with the LPSO in the same 3D underwater environment by using Eq. (22) .
The path of the algorithm DENPSO and LPSO in 3D underwater environment is shown in Figure 7 . The red line is the path of algorithm DENPSO while the black line is the path of LPSO. The time consumption of DENPSO is 35.1745s, while the LSPO's is 35.8312s. The simulation result shows that algorithm DENPSO has a better obstacle-avoiding ability along the direction of eddy current. As shown in Figure 7 , when the AUV starts from the starting point S, it will face the eddy current field where the vortex center is R o = [50, 50] T , algorithm DENPSO shows a better obstacle-avoiding ability to adapt to the eddy current. When approaching the target T , the AUV will face the latter two eddy current fields, compared to LPSO, the algorithm DENPSO can follow the direction of the eddy current. Meanwhile, AUV can avoid different types of obstacles and submarine reefs. Table 6 shows the control points of algorithm DENPSO in 3D underwater environment. Figure 8 shows the energy consumption of algorithm DENPSO and LSPO in 3D underwater environment. The result shows that although the two algorithms have fluctuations in the early evolution, the energy consumption of them relatively decreases. The algorithm DENPSO is energy-efficient in the same environment. The energy consumption in the 24th iteration is a ''turning point'', the meaning of ''turning point'' is that the energy consumption of algorithm DENPSO is less than that of algorithm LPSO. More importantly, this phenomenon is maintained in the subsequent iterations. In this tipping point, the energy consumption of DENPSO is 4.1318e+04 J while the LPSO's is 4.1966e+04 J. Since the particles reach the global optimal region, energy consumption is bound to a relatively stable value after about 130 times iteration. Table 7 shows the energy consumption between iterations 191 and 200. The average energy consumption of algorithm DENPSO is 3.25098e+04 J, while LPSO is 3.46639e+04 J. As shown in Figure 8 , the energy consumption of algorithm DENPSO is larger than that of LPSO in the initial evolution process. The main reason for this phenomenon is that the calculation of energy consumption depends on the particles with the best cost value in the current evolution. The particles show a wide range of randomness in the process of early evolution. Meanwhile, the nonlinear inertia weighting factor w and the learning factor c 1 and c 2 enhance the randomness in the position update. However, with the progress of evolution, the particles can fully explore the environment and accumulate experience. The energy consumption of algorithm DENPSO will significant reduced. Figure 8 shows that algorithm DENPSO has a significant energy mutation at the iterations of 20th, 49th, and 86th previous 100 iterations. The energy consumption is 4.5053e+04 J, 3.9040e+04 J and 3.71230e+04 J, respectively. The significant mutation is the ability to keep relatively small fluctuations after the energy consumption significantly decreases. The value does not exceed the peak value of the energy consumption at which the energy changes significantly, and evolves to a stable energy optimization value in the end.
The simulation result shows that the energy curve will fluctuate during the evolution process of algorithm DENPSO and LPSO. In the process of every iteration, the ocean currents where the optimal particle passing is different. There is the possibility of collision with the obstacles, causing the continuous alternating of the optimal particle. As formulated in Eq. (32), the energy calculation relates to speed and time. The particles may have different speeds at various positions, where the alternation of the optimal particle also leads to the alternation of energy consumption. When the algorithm DENPSO tends to converge, the particles also tend to be optimal regions, the energy consumption is also stable.
Due to the random movement of particles during evolution, the path of obstacle-colliding is inevitable. The value of Micro_factor about algorithm DENPSO and LPSO is shown in Figure 9 . In simulation, the number of particles is 40, where the path generated by each particle takes 100 micro-element points. Micro_factor represents the number of micro-element points falling into the obstacle coverage regions during evolution. The result shows that the value of Micro_factor calculated by algorithm DENPSO is slightly higher than that calculated by LPSO within the obstacle coverage before 80 iterations. The reasons are (a) the algorithm DENPSO has an optimal solution after a wider range of searches. (b) when the value of Evo_state k is equal to 2, the use of random perturbations also increases the contact of particles with obstacles. However, after about 150 iterations, the number of particles colliding obstacles is almost zero. Meanwhile, Figure 8 shows that energy consumption also tends to be stable. Micro_factor represents the amounts of micro-element points of all particles falling within the obstacle coverage regions, it reflects the overall evolutionary trend of the algorithm DENPSO. It is meaningless to evaluate the value of the optimal particle colliding obstacle. As seen from Eq. (22), the probability is small for the particle that has collision obstacles can be selected as the optimal particle. In addition, Figure 9 shows that the AUV can safely perform the predetermined missions after the inertia weighting factor and the learning factor are converted to nonlinearity. Figure 10 shows the cost value of algorithm DENPSO and LPSO by using the Eq. (22) . The cost value of algorithm DENPSO has a significant decline in the first 100 iterations which reflects energy consumption. As seen from Figure 8 , the energy consumption of algorithm DENSPO is significantly reduced while the fluctuation is large in the first 100 iterations. But the cost value of algorithm DENPSO is a bit greater than that of LPSO in the first 20 iterations, and the energy consumption of algorithm DENPSO is greater during the corresponding iterations.
The particles accumulate in experience during the progress of evolution. Figure 8 shows the energy consumption of algorithm DENPSO tends to stabilize after 150 iterations. As illustrated in Figure 10 , the cost value also tends to stabilize. In addition, Figure 9 shows the Micro_factor is almost zero.
To visualize the number of random perturbations in different stages of evolution. Figure 11 shows the random perturbations of algorithm DENPSO in 3D underwater environment, aiming to demonstrate the proposed distance evolution factor Evo_fac k in the simulation. The x-axis represents the number of iterations, and the groups of iterations in a partition of unit 20. The y-axis represents the number of random perturbations every 20 times iterations. To keep the current evolutionary experience of the optimal particle, the optimal evolution of the current optimal particle does not use random perturbation. Figure 11 shows that due to the relatively large distance between particles, the proposed distance evolution factor generates a large number of random disturbances before 60 iterations. This period is the process of local optimal particles jumping out of the local optimal regions, and it is necessary to provide enough energy for these particles to escape [26] . The random disturbances mainly occur before 60 iterations where it is just the period of energy consumption and cost value instability. Figure 11 shows the random perturbations occur in the later stages of evolution. The main reason is that the size of the distance evolution factor Evo_fac k decrease along with the proceeding of evolution. In the early stage of evolution, the distance between particles is relatively large. Therefore, the Evo_fac k is relatively large and the probability of random perturbations are large. The particles tend to the optimal regions in the late iteration. Although the distance between all particles is small, we should not ignore that Evo_fac k is also small according to Eq. (19) . Meanwhile, seen from Eq. (10), the optimal particle will have a slight disturbance until the end, and this phenomenon also can be affected by the role of the ocean currents. That is, when the condition of Evo_state k is equal to 2 is met, the random perturbation will happen.
B. DENPSO IN REGIONAL OCEAN MODEL SYSTEM
We test algorithm DENPSO in a real environment, using the historical ocean current data from Regional Ocean Model System (ROMS) in California [25] . The ocean current data selects from a small region in ROMS. Longitude range from −121.2 W to −117 W and latitude range from 32.5 N to 34.7 N. The collection time is 12:37:14 January 21, 2013. According to ocean current data, we construct a Channel Island near the coast of California by interpolation in the 3D underwater environment. In addition, the number of control points is value 8. As shown in Figure 12 , the AUV starts from the starting point S to the target point T , the geographical position of starting point S is −119.82 W, 33.4 N, and the geographical position of target point T is −119.27 W, 33.16 N. The geographic coordinates convert into Cartesian coordinates in the simulation. The time consumption of algorithm DENPSO is 21.5823s and the algorithm LSPO's is 21.7591s. Figure 12 shows the path of algorithm DENPSO and LPSO in the ROMS. The red line stands for the path of algorithm DENPSO and green line stands for the path of LPSO. The energy-efficient path generated by algorithm DENPSO can follow the direction of the ocean current and bypass the island near the California coast. The simulation results show that the algorithm DENPSO still can find the path of energy optimization when facing irregular obstacle. In this simulation, 8 control points are introduced, Table 8 shows the positions of control points in algorithm DENPSO. Figure 13 shows that the energy consumption of algorithm DENPSO is better than that of algorithm LPSO in the early evolution process. The energy consumption of algorithm DENPSO still undergoes a significant energy mutation at the 11th iteration, where the energy consumption is 1.4692e+09 J. However, the next more obvious energy mutation occurs in the 48th iteration where the energy consumption is 1.4366e+09 J. The energy consumption of algorithm DENPSO is less than that of LPSO in the final convergence. In addition, both Figure 8 and Figure 13 show the phenomena about energy consumption of algorithm DENPSO exceeds the algorithm LPSO's only occurs in the early iteration. Table 9 shows the energy consumption of the iterations between 141 and 150. The result shows that energy consumption of algorithm DENPSO and LPSO will keep up at a relatively stable value in the final stage of evolution. The average energy consumption of algorithm DENSPO is 1.42655e+09 J, where LPSO is 1.43704e+09 J. The results prove the energy consumption of algorithm DENPSO is better than that of LPSO. Figure 14 shows the cost value curve of algorithm DENPSO and LPSO in the ROMS. The cost value of algorithm DENPSO is significantly reduced during the first 20 evolutions. During this evolutionary period, the particles find the global-optimal energy consumption position, which brings a large range of energy consumption fluctuations. As shown in Figure 13 , the energy fluctuations of algorithm DENPSO are also obvious during the first 20 evolutions. The energy consumption of algorithm DENPSO and LPSO fluctuated within a small range due to the smaller variation of the cost value in the subsequent evolution process. After 80 evolutions, the cost value of algorithm DENPSO and LPSO tends to be stable. As shown from Figure 13 , energy consumption does not show significant fluctuations in the subsequent evolution. Figure 15 shows the number of random perturbations in the real environment. The distribution of random disturbances is consistent with that in the 3D eddy current field. Most of the random disturbances occur in the first 30 iterations. In this evolutionary stage, the energy consumption and cost value of the algorithm DENPSO fluctuate greatly, which shows that the local optimal particle intends to jump out of the local optimal region by random disturbance, and moves to the global optimal region [26] . After 30 iterations, the probability of random disturbances is low, which indicates the particles are close to the global optimal position. In this context, the cost value and energy consumption fluctuate within a small range before reaching the global optimal state.
VI. CONCLUSION
This paper presents a novel DENPSO to find an energy-efficient stable path in both the 3D underwater environment and the ROMS. DENPSO provides an efficient and stable method for energy optimization, in which several important aspects are considered. Firstly, a novel nonlinear inertia weighting factor and learning factor are proposed where the degree of nonlinearity can be flexibly adjusted by the usage of hyperparameters. Secondly, to avoid the particles falling into local optimal regions, distance evolution factor is used for randomly perturbing particles, aiming to find better positions. Thirdly, a path is divided into several micro-element points where the degree value factor of safety and the micro-element collision factor are constructed. The simulation results show that the energy consumption of DENPSO can reduce 2.1514e+03 J and 1.049e+07 J in the 3D underwater environment and ROMS, respectively.
Our initial results may help in stimulating more research in this direction. However, there remain several open issues. For example, a single AUV has many drawbacks in performing missions in 3D underwater environment. The AUV cannot timely send back the current detected information. Therefore, Multi-AUV collaborative work is extremely important in 3D UASNs where this point is our future work. 
