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Abstract
We study the existence and the asymptotic behavior of positive solutions for the parabolic
equation au − t u + V up = 0 on D × (0,∞), where a > 0, D is a some unbounded domain
in Rn, n3 and V belongs to a new parabolic class J∞ of singular potentials generalizing the
well-known parabolic Kato class at inﬁnity P∞ introduced recently by Zhang. We also show
that the choice of this class is essentially optimal.
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1. Introduction
In recent years, there have been many results in the study of elliptic equations with
singular lower-order terms in the Kato class Kn introduced in [2]. In [2], Aizenman
and Simon identiﬁed the Kato class Kn as the natural class of functions so that the
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weak solutions of the equation u + u = 0, are continuous. We recall that for n3,
a function  ∈ L1loc(Rn) is said to belong to the Kato class Kn provided that
lim
r→0 supx∈Rn
∫
|x−y| r
|(y)|
|x − y|n−2 dy = 0.
In [12], Zhang studied the following parabolic problem:
⎧⎨⎩ div(A(x, t)∇x)u + V u
p − t u = 0, in Rn × (0,∞),
u > 0 in Rn × (0,∞),
u(x, 0) = u0(x), x ∈ Rn,
(1.1)
where p > 1, n3 and A is a positive deﬁnite matrix with bounded measurable
coefﬁcients. More precisely, he proved that when V 0 and V is in a certain parabolic
Kato class at inﬁnity P∞, there is a constant b0 > 0 such that if u0 ∈ C2(Rn) satisfying
‖u0‖∞b0, there exists a global bounded and continuous solution u of (1.1). For the
reader’s convenience, we recall the deﬁnition of the class P∞.
Deﬁnition 1.1. A function  is in the class P∞ if it satisﬁes, for all c > 0
lim
r→0Nc,r () = 0 and Nc,∞() = limr→∞Nc,r () < ∞, (1.2)
where
Nc,r () = sup
x,t
∫ t
t−r
∫
B(x,
√
r)
|(y, s)|c(x, t; y, s) dy ds
+ sup
y,s
∫ s+r
s
∫
B(y,
√
r)
|(x, t)|c(x, t; y, s) dx dt
and
c(x, t; y, s) = 1
(t − s)n/2 exp
(
−c |x − y|
2
t − s
)
.
The parabolic class P∞ is being proposed in [12] as a natural generalization of the
Kato subclass K∞n , introduced by Zhao [15] in the study of elliptic equations.
Deﬁnition 1.2. A Borel measurable function  is said to belong to the class K∞n if
 ∈ Kn and
lim
M→∞ supx
∫
|y|M
|(y)|
|x − y|n−2 dy = 0.
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In [14], Zhang and Zhao studied the asymptotic behavior of the global solutions
of (1.1). When 0 < u0, V and u0 are in K∞n , they proved that the problem
(1.1) has a global positive solution which converges pointwise to a positive solution of
u + V up = 0, in Rn. The elliptic problem
{
u + V up = 0 in ,
u = 0 on , (1.3)
where  is an unbounded domain in Rn, n2, with compact Lipschitz boundary, has
been widely studied (see [4–7,10,15]).
In this paper, we introduce a new parabolic class J∞. As we will see in the next
section, functions belonging to J∞ are in general more singular than those belonging
to the class P∞. As a consequence, we establish an essentially optimal condition on
V related to the class J∞ so that the parabolic problem
(P):
⎧⎨⎩u + V u
p − t u = 0 in D × (0,∞),
u(x, 0) = u0(x), x ∈ D,
u = 0 on D × (0,∞),
has global positive continuous solutions under a natural condition on the initial value
u0. We also prove, when V is smooth, that these solutions converge pointwise to positive
solutions of the corresponding elliptic equation.
Here and throughout this paper, D is an exterior domain in Rn with a compact C1.1-
boundary, n3 and p > 1.
Solutions of this problem are understood as distributional solutions in D × (0,∞).
Before stating the results of the paper, we need to give more notations and deﬁnitions.
Let (x) be the Euclidian distance from x to D, (x) = min(1, (x)) and G(x, t; y, s)
be the Green’s function of − t on D × (0,∞) with Dirichlet boundary conditions.
The function h denotes the positive solution of the homogeneous Dirichlet problem
u = 0 in D, u = 0 on D and lim|x|→∞ u(x) = 1.
Deﬁnition 1.3. Let  be a function in L1loc(D × R). For r > 0 and c > 0, we put
N˜c,r () = sup
x,t
∫ t
t−r
∫
B(x,
√
r)∩D
|(y, s)|min
(
1,
2(y)
1 ∧ (t − s)
)
c(x, t; y, s) dy ds
+ sup
y,s
∫ s+r
s
∫
B(y,
√
r)∩D
|(x, t)|min
(
1,
2(x)
1 ∧ (t − s)
)
c(x, t; y, s) dx dt.
We say that  is in the class J∞ if for all c > 0,
lim
r→0 N˜c,r () = 0 (1.4)
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and
N˜c,∞() = lim
r→∞ N˜c,r () < ∞. (1.5)
The main results are the followings.
Theorem 1.1. Let V be a nonnegative function deﬁned on D × (0,∞) such that the
function q : (x, t) → h(x)p−1V (x, t) is in the class J∞. Then, there exist positive
constants ,  and c, such that for each nonnegative function u0 ∈ C2(D) satisfying
for all x ∈ D,
u0(x)h(x),
there exists a continuous solution u of (P), such that for all (x, t) ∈ D × (0,∞),∫
D
G(x, t; y, 0)u0(y) dyu(x, t)
∫
D
G(x, ct, y, 0)u0(y) dy.
Remark 1.1. If the equation in (P) is replaced by au+V up − t u = 0 where a > 0,
then the conclusion of Theorem 1.1 still holds, with G is the Green’s function of
au − t u = 0 on D × (0,∞).
Theorem 1.2. Assume that the result of Theorem 1.1 holds for all problems
⎧⎨⎩ au + V u
p − t u = 0 in D × (0,∞),
u(x, 0) = u0(x), x ∈ D,
u = 0 on D × (0,∞)
(1.6)
with a > 0. Then N˜c,∞(q) < ∞, for all c > 0.
Theorem 1.3. Let V = V (x) be nonnegative smooth function on D such that the
function q : x → h(x)p−1V (x) is in the class J∞. Then, there exist positive numbers
 and , such that the problem
⎧⎨⎩u + V u
p − t u = 0 in D × (0,∞),
u(x, 0) = h(x), x ∈ D,
u = 0 on D × (0,∞),
(1.7)
has a global positive solution u satisfying, for all (x, t) ∈ D × (0,∞)
h(x)u(x, t)h(x)
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and which converges pointwise to a positive solution of
{
u + V up = 0 in D,
u = 0 on D. (1.8)
In the sequel, k and C denote generic positive constants which may vary in value
from line to line.
2. The class J∞
For c > 0, t > s, x, y ∈ D, we write
c(x, t; y, s) =
exp
(
−c |x−y|2
t−s
)
(t − s)n/2 . (2.1)
c(x, t; y, s) = min
(
1,
(x)
1 ∧ √t − s
)
min
(
1,
(y)
1 ∧ √t − s
)
c(x, t; y, s). (2.2)
Let G(x, t; y, s) be the Green’s function of − 
t
with Dirichlet boundary condition
on D × (0,∞) and
g(x, y) =
∫ ∞
0
G(x, t; y, 0) dt, (2.3)
will be the Green’s function of  with Dirichlet boundary condition on D.
Proposition 2.1. There exist constants c1, c2, C > 0, such that for all x, y ∈ D and
s < t , we have
1
C
c2(x, t; y, s)G(x, t; y, s)Cc1(x, t; y, s). (2.4)
1
C
(x, y)g(x, y)C(x, y), (2.5)
where (x, y) = min(1, (x)1∧|x−y| )min(1, (y)1∧|x−y| ) 1|x−y|n−2 .
1
C
(y)
(x)
2c(x, t; y, s) min
(
1,
2(y)
1 ∧ (t−s)
)
c(x, t; y, s)C (y)
(x)
 c
2
(x, t; y, s). (2.6)
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1
C
(y)
(x)
g(x, y) min
(
1,
2(y)
1 ∧ |x − y|2
)
1
|x − y|n−2 C
(y)
(x)
g(x, y). (2.7)
Proof. Eq. (2.4) follows from [13]. Eq. (2.5) follows from (2.4), by integrating with
respect to time.
We prove (2.6). By using
ab
a + b  min(a, b)2
ab
a + b , ∀a > 0, b > 0, (2.8)
we have
min
(
1,
(x)
1 ∧ √t − s
)
= (x) ∧
√
t − s
1 ∧ √t − s
 ((x) ∧
√
t − s)
((y) ∧ √t − s)
((y) ∧ √t − s)
(1 ∧ √t − s)
 2(x)
(y)
((y) + √t − s)
((x) + √t − s) min
(
1,
(y)
1 ∧ √t − s
)
 2(x)
(y)
((x) + |x − y| + √t − s)
(x) + √t − s min
(
1,
(y)
1 ∧ √t − s
)
 2(x)
(y)
(
1 + |x − y|√
t − s
)
min
(
1,
(y)
1 ∧ √t − s
)
. (2.9)
Since
(1 + ) exp
(
− c
2
2
)
1 + 1√
2c
, ∀ 0, (2.10)
then we obtain by (2.9) and (2.10) that
(y)
(x)
2c(x, t; y, s)
2
(
1 + |y − x|√
t − s
)
exp
(
−c |x − y|
2
t − s
)
min
(
1,
2(y)
1 ∧ (t − s)
)
c(x, t; y, s)
C min
(
1,
2(y)
1 ∧ (t − s)
)
c(x, t; y, s).
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We will show the right-hand side inequality in (2.6). By (2.9) and (2.10), we have
min
(
1,
2(y)
1 ∧ (t − s)
)
c(x, t; y, s)
2(y)
(x)
 c
2
(x, t; y, s)
(
1 + |x − y|√
t − s
)
exp
(
− c
2
|x − y|2
t − s
)
.
C (y)
(x)
 c
2
(x, t; y, s). 
Proposition 2.2. We have∫
D
G(x, t; y, 0)h(y) dy = h(x), ∀t > 0. (2.11)
Moreover, there exists a positive constant C such that
1
C
(x)h(x)C(x), ∀x ∈ D. (2.12)
Proof. Since h is the solution of⎧⎨⎩u −

t u = 0, in D × (0,∞),
u(x, 0) = h(x), x ∈ D,
u = 0, on D × (0,∞),
then by uniqueness (see [1]), it follows that∫
D
G(x, t; y, 0)h(y) dy = h(x), ∀t > 0.
We will prove (2.12). It sufﬁces to prove (2.12) for x ∈ D, such that (x)1.
From (2.11) and (2.4), we have
h(x) =
∫
D
G(x, 1; y, 0)h(y) dy
 C
∫
D
(x)(y) exp(−c1|x − y|2)h(y) dy
 C(x) exp(c1|x|2)
∫
D
exp(−c1|y|2) dy
 C(x).
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Also, we have from (2.4) that
h(x) =
∫
D
G(x, 1; y, 0)h(y) dy
 1
C
∫
D
(x)(y) exp(−c2|x − y|2)h(y) dy
 1
C
(x) exp(−c2|x|2)
∫
D
h(y)(y) exp(−c2|y|2) dy
 1
C
(x). 
Proposition 2.3. In the time-independent case the class J∞ is identiﬁed to the class
of functions  = (x) on D satisfying
lim
r→0 supx∈D
∫
D∩(|x−y| r)
(y)
(x)
g(x, y)|(y)| dy = 0 (2.13)
and
sup
x∈D
∫
D
(y)
(x)
g(x, y)|(y)| dy < ∞. (2.14)
Proof. Let c > 0. We have
∫ t
t−r
∫
D∩B(x,√r)
|(y)|min
(
1,
2(y)
1 ∧ (t − s)
)
c(x, t; y, s) dy ds
=
∫
D∩B(x,√r)
|(y)|
∫ r
0
min
(
1,
2(y)
1 ∧ 
)
c(x, ; y, 0) d dy
= k
∫
D∩B(x,√r)
|(y)|min
(
1,
2(y)
1 ∧ |x − y|2
)
1
|x − y|n−2
∫ ∞
|x−y|2/r
sn/2−2e−cs ds dy.
Since
C′ =
∫ ∞
1
sn/2−2e−cs ds
∫
|x−y|2/r
sn/2−2e−cs ds
∫ ∞
0
sn/2−2e−cs ds = C,
then, by (2.7) it follows that (1.4) is equivalent to (2.13).
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Moreover, we have∫ t
−∞
∫
D
|(y)|min
(
1,
2(y)
1 ∧ (t − s)
)
c(x, t; y, s) dy ds
=
∫
D
|(y)|
∫ ∞
0
min
(
1,
2(y)
1 ∧ 
)
c(x, ; y, 0) d dy
=
∫
D
|(y)|min
(
1,
2(y)
1 ∧ |x − y|2
)
1
|x − y|n−2 dy
∫ ∞
0
sn/2−2e−cs ds.
Then, by (2.7) it follows that (1.5) is equivalent to (2.14). 
Deﬁnition 2.1 (see Mâagli and Mâatoug [6]). A Borel measurable function  in D is
in the class K if  satisﬁes
lim
r→0 supx∈D
∫
D∩(|x−y| r)
(y)
(x)
g(x, y)|(y)| dy
= lim
M→∞ supx∈D
∫
D∩(|y|M)
(y)
(x)
g(x, y)|(y)| dy = 0. (2.15)
Corollary 2.4. The class J∞ contains the time independent class K .
Proof. Let  be a function satisfying (2.15). Then,  satisﬁes (2.14) (see [6]) and
consequently  ∈ J∞. 
Proposition 2.5. Let  be a measurable function on D × R. Suppose that 0 ∈  =
Rn\D and there are  < 2, ε > 2, such that
|(x, t)|
⎧⎪⎪⎨⎪⎪⎩
1
(x)
if (x)2d(),
1
ε(x)
if (x)2d().
Then  ∈ J∞.
Proof. By Proposition 2.3, it sufﬁces to prove that the function F,ε deﬁned in D by
F,ε(x) =
⎧⎪⎪⎨⎪⎪⎩
1
(x)
if (x)2d(),
1
ε(x)
if (x)2d(),
satisﬁes (2.13) and (2.14).
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If 0, then F,ε ∈ L∞(D) and by (2.7)∫
B(x,
√
r)∩D
(y)
(x)
g(x, y)F,ε(y) dy
C
∫
B(x,
√
r)∩D
1
|x − y|n−2 dyC
∫ √r
0
 d = Cr,
which tends to 0 as r → 0.
If  > 0, then from (2.7), we have∫
B(x,
√
r)∩D
(y)
(x)
g(x, y)F,ε(y) dy

∫
B(x,
√
r)∩D
min
(
1,
2(y)
1 ∧ |x − y|2
)
−(y)
|x − y|n−2 dy

∫
B(x,
√
r)∩((y) |x−y|)∩D
2−(y)
|x − y|n dy +
∫
B(x,
√
r)∩((y) |x−y|)∩D
−(y)
|x − y|n−2 dy
2
∫
B(x,
√
r)∩D
1
|x − y|n−2+ dy
2
∫ √r
0
t1− dt = 2
2 −  r
2−
2 ,
which tends to 0 as r → 0.
Moreover, we have from (2.7) that∫
D
(y)
(x)
g(x, y)F,ε(y) dy
C
(∫
D∩((y)2d())
min
(
1,
2(y)
1 ∧ |x − y|2
)
−(y)
|x − y|n−2 dy
+
∫
D∩((y)2d())
min
(
1,
2(y)
1 ∧ |x − y|2
)
−ε(y)
|x − y|n−2 dy
)
≡ C(I1 + I2).
We estimate I1. We have
I1 =
∫
D∩((y)2d())
min
(
1,
2(y)
1 ∧ |x − y|2
)
−(y)
|x − y|n−2 dy
 C
(∫
D∩((y) |x−y|2d())
1
|x − y|n−2+ dy
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+
∫
D∩(|x−y|(y)2d())
1
|x − y|n−2+ dy
+
∫
D∩((y)2d() |x−y|)
2−(y)
|x − y|n−2 dy
)
 C
(∫
D∩(|x−y|2d())
1
|x − y|n−2+ dy +
∫
D∩((y)2d())
2−(y) dy
)
 C
(∫ 2d()
0
1
−1
d+
∫
D∩((y)2d())
dy
)
< ∞.
We estimate I2. Let y ∈ D : (y)2d(). Then we have for some y0 ∈ D, (y) =
|y − y0| |y| − |y0| 12 |y|. Moreover, since (y) |y|,∀y ∈ D, then we obtain
I2 =
∫
D∩((y)2d())
min
(
1,
2(y)
1 ∧ |x − y|2
)
−ε(y)
|x − y|n−2 dy
 2εC
∫
D∩(|y|2d())
1
|y|ε
1
|x − y|n−2 dy
 2εC
(∫
D∩(|x−y| |y|2d())
|y|−ε
|x − y|n−2 dy
+
∫
D∩(|y|2d())∩(|x−y| |y|)
|y|−ε
|x − y|n−2 dy
)
 2εC
(∫
D∩(|x−y| |y|2d())
1
|y|n+ε−2 dy +
∫
D∩(|x−y|2d() |y|)
1
|x − y|n−2 dy
+
∫
D∩(2d() |x−y| |y|)
1
|x − y|n+ε−2 dy
)
 2εC
(∫ ∞
2d()
1
ε−1
d+
∫ 2d()
0
 d
)
< ∞. 
Proposition 2.6. The class J∞ properly contains P∞.
Proof. It is clear that P∞ ⊂ J∞. By Proposition 2.5, F,ε ∈ J∞, for  < 2 and ε > 0.
Moreover, by Riahi [11], we have for 1,
∫
D∩((y)1)
1
(y)
dy = ∞
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and so F,ε /∈ L1loc(D×R) for 1 < 2. Since P∞ ⊂ L1loc(D×R), then F,ε ∈ J∞\P∞
for 1 < 2 and ε > 0. 
Proposition 2.7. Let  ∈ J∞. Then the function
(y, s) → 2(y)(y, s)
is in L1loc(D × R).
Proof. Since  ∈ J∞, then N˜c,∞() < ∞, for all c > 0. Let a, b ∈ R : a < b and
M, c > 0. Let x ∈ B(0,M) ∩ D. We have
∫ b
a
∫
D∩B(0,M)
2(y)|(y, s)| dy ds
(M2 + b − a)
∫ b
a
∫
D∩B(0,M)
|(y, s)|min
(
1,
2(y)
M2 + b − s
)
dy ds
 exp(4c)(M2 + b − a)n/2+1
×
∫ b
a
∫
D∩B(0,M)
|(y, s)|min
(
1,
2(y)
M2 + b − s
) exp (−c |x−y|2
M2+b−s
)
(M2 + b − s)n/2 dy ds
 exp(4c)(M2 + b − a)n/2+1
×
∫ M2+b
a
∫
D∩B(0,M)
|(y, s)|min
(
1,
2(y)
M2 + b − s
) exp (−c |x−y|2
M2+b−s
)
(M2 + b − s)n/2 dy ds
 exp(4c)(M2 + b − a)n/2+1N˜c,∞() < ∞. 
The key in proving the existence theorem is the following.
Lemma 2.8. Let 0 < a < b. Then, there exist constants C, c > 0 depending only on a
and b, such that
a(x, t; z, 	)b(z, 	; y, s)
a(x, t; y, s)
C
[
(z)
(x)
c(x, t; z, 	) +
(z)
(y)
c(z, 	; y, s)
]
(2.16)
for all x, y, z ∈ D, s < 	 < t .
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Proof. We may assume s = 0. Let x, y, z ∈ D, 0 < 	 < t . We have by (2.2) that
a(x, t; z, 	)b(z, 	; y, 0) = w
exp
(
−a |x−z|2
t−	
)
(t − 	)n/2
exp
(
−b |z−y|2	
)
	n/2
, (2.17)
where
w = min
(
1,
(x)
1 ∧ √t − 	
)
min
(
1,
(z)
1 ∧ √t − 	
)
min
(
1,
(z)
1 ∧ √	
)
min
(
1,
(y)
1 ∧ √	
)
.
Let  ∈ (0, 1) that will be ﬁxed later.
Case 1: 	 ∈ (0, t). We have
1
(t − 	)n/2 
1
((1 − )t)n/2 .
Combining with the inequality
|x − z|2
t − 	 +
|z − y|2
	
 |x − y|
2
t
, ∀	 ∈ (0, t),
we obtain from (2.17) that
a(x, t, z, 	)b(z, 	; y, 0)
w
(1 − )n/2
exp
(
−(b − a) |z−y|2	
)
	n/2
exp
(
−a |x−y|2
t
)
tn/2
. (2.18)
Moreover, using the inequality (2.9), we have
min
(
1,
(z)
1 ∧ √t − 	
)
 2 (z)
(y)
min
(
1,
(y)
1 ∧ √t − 	
)(
1 + |z − y|√
t − 	
)
 2
1 − 
(z)
(y)
min
(
1,
(y)
1 ∧ √t
)(
1 + |z − y|√
	
)
. (2.19)
Combining (2.17)–(2.19), we obtain for all 	 ∈ (0, t),
a(x, t; z, 	)b(z, 	; y, 0) 
2
(1 − ) n+32
(z)
(y)
(
1 + |z − y|√
	
)
×exp
(
− (b − a)
2
|z − y|2
	
)
 b−a
2
(z, 	; y, 0)a(x, t; y, 0).
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Using the inequality (2.10), it follows that
a(x, t; z, 	)b(z, 	; y, 0)C
(z)
(y)
 b−a
2
(z, 	; y, 0)a(x, t; y, 0), (2.20)
where C = C(a, b, ) > 0.
Case 2: 	 ∈ (t, t).
If |z − y|
√
a
b
|x − y|, then
exp
(
−b |z − y|
2
	
)
 exp
(
−a |x − y|
2
t
)
. (2.21)
If |z − y|
√
a
b
|x − y| then |x − z|(1 −
√
a
b
)|x − y|. So,
exp
(
−a |x − z|
2
t − 	
)
 exp
(
−a
2
|x − z|2
t − 	
)
exp
(
−a
2
(
1 −
√
a
b
)2 |x − y|2
t − 	
)
 exp
(
−a
2
|x − z|2
t − 	
)
exp
(
−a
2
(
1 −
√
a
b
)2 |x − y|2
(1 − )t
)
.
Now, taking  so that (1−
√
a
b
)2
2(1−) = 1, we obtain
exp
(
−a |x − z|
2
t − 	
)
 exp
(
−a
2
|x − z|2
t − 	
)
exp
(
−a |x − y|
2
t
)
. (2.22)
From (2.17), (2.21) and (2.22), we have
a(x, t; z, 	)b(z, 	; y, 0)
w
n/2
exp
(
− a2 |x−z|
2
t−	
)
(t − 	)n/2
exp
(
−a |x−y|2
t
)
tn/2
. (2.23)
Note that (2.23) is similar to the inequality (2.18). Then by the same method used to
prove (2.20), we obtain
a(x, t; z, 	)b(z, 	; y, 0)C
(z)
(y)
 a
4
(x, t; z, 	)a(x, t; y, 0). (2.24)
Combining (2.20), (2.24) and using the fact that (1 − (
a
b
)1/2)2
2(1 − ) = 1, we obtain the
inequality of the main lemma with c = min( a4 , b−a2 ) and C = C(a, b) > 0. 
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3. Modulus of continuity
Proposition 3.1. Let 0 ∈ J∞ and 00. Then the family of functions
{
(x, t) →
∫ t
0
∫
D
h(y)
h(x)
G(x, t; y, s)(y, s) dy ds, 00
}
is uniformly bounded and equicontinuous on D × [0,∞).
To prove this Proposition, we ﬁrst need the following lemmas.
Lemma 3.2. Let x0 ∈ D and 0 < R < (x0)/2. Let x, x′ ∈ B(x0, R). Then, there
exists  ∈ (0, 1), such that
|h(x) − h(x′)|C(x0)
( |x − x′|
R
)
.
Proof. Since h is a positive solution of  in B(x0, 2R), then, by the standard estimates
on Hölder continuity [8], we have
|h(x) − h(x′)|C
( |x − x′|
R
)
sup
z∈B(x0,2R)
h(z). (3.1)
Moreover, by (2.12), we have for z ∈ B(x0, 2R)
h(z)C(z)C((x0) + |x0 − z|)2C(x0). (3.2)
The inequality holds by combining (3.1) and (3.2). 
Lemma 3.3. Let x0 ∈ D and 0 < R < (x0)/2. Then there exist constants k > 0 and
 ∈ (0, 1), such that for all x, x′ ∈ B(x0, R), y ∈ D, s < t with |y − x|2√R|x − x′|
and t − s4R|x − x′|, we have
∣∣∣∣h(y)h(x)G(x, t; y, s) − h(y)h(x′)G(x′, t; y, s)
∣∣∣∣
k
( |x − x′|
R
)/2
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
4
(x, t; y, s),
where c1 is given in (2.4).
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Proof.
∣∣∣∣h(y)h(x)G(x, t; y, s) − h(y)h(x′)G(x′, t; y, s)
∣∣∣∣
 h(y)
h(x)h(x′)
|h(x) − h(x′)|G(x, t; y, s) + h(y)
h(x′)
|G(x, t; y, s) − G(x′, t; y, s)|
≡ I1 + I2. (3.3)
We estimate I1. By Lemma 3.2 and (2.12), we have
I1C(x0)
( |x − x′|
R
) (y)
(x)(x′)
G(x, t; y, s).
Since R < (x0)2 then
(x0)
2 (x′)
3(x0)
2 . Hence, from (2.4) and (2.6), we obtain that
I1  C
( |x − x′|
R
) (y)
(x)
c1(x, t; y, s)
 C
( |x − x′|
R
)
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
2
(x, t; y, s). (3.4)
We estimate I2. For r > 0, we write Qr = B(x, r) × [t − r2, t]. Let
r = (R|x − x′|)1/2 and u(z, 	) = G(z, 	; y, s).
Since |y − x|2r then u is a positive solution of  − t in Q 3r2 . By the standard
estimates on Hölder continuity [9], we have
|u(x, t) − u(x′, t)|C
( |x − x′|
r
)
sup
(z,	)∈Q 4r
3
u(z, 	). (3.5)
For z ∈ B(x, 4r3 ), 	 ∈ [t − ( 4r3 )2, t] and y ∈ Bc(x, 2r), we have |y − z| 13 |x − y| and√
	− s < 1. Hence by (2.4), (2.2) and (2.9), we obtain
u(z, 	)
exp
(
−c1 |z−y|2	−s
)
(	− s)n/2 min
(
1,
(z)√
	− s
)
min
(
1,
(y)√
	− s
)
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 C
exp
(
−c1 |z−y|2	−s
)
(	− s)n/2
(z)
(x)
min
(
1,
(x)√
	− s
)
×
(
1 + |x − z|√
	− s
)
min
(
1,
(y)√
	− s
)
. (3.6)
Since |x − z| |x − y| + |y − z|4|y − z|, then
u(z, 	)  C (z)
(x)
min
(√
	− s, (x))min (√	− s, (y)) (1 + 4|y − z|√
	− s
)
×exp
(
−c1
4
|z − y|2
	− s
)
exp
(
−c1
2
|z − y|2
	− s
) exp (− c14 |z−y|2	−s )
(	− s)n/2+1 .
Since 	− s t − s, |x−y|3|y−z| and exp(−
c1
4
|z−y|2
	−s )
(	−s)n/2+1 
C
|y−z|n+2 , it follows from (2.10)
that for (z, 	) ∈ Q 4r
3
u(z, 	)C (z)
(x)
min
(√
t − s, (x))min (√t − s, (y)) exp
(
− c12 |x−y|
2
t−s
)
|x − y|n+2 .
Now, recalling that t − s(2r)2 |x −y|2, (x)(x0)/2 and r2R(x0), we have
(z)
(x)
 (x) + |x − z|
(x)
1 +
4
3 r
(x)
 11
3
.
So,
sup
(z,	)∈Q 4r
3
u(z, 	)  C min
(
1,
(x)√
t − s
)
min
(
1,
(y)√
t − s
) exp (− c12 |x−y|2t−s )
(t − s)n/2
= C c1
2
(x, t; y, s). (3.7)
Hence, by (3.5), (3.7), (2.12) and (2.6), we have
I2 = h(y)
h(x′)
|G(x, t; y, s) − G(x′, t; y, s)|
 C
( |x − x′|
r
) (y)
(x)
 c1
2
(x, t; y, s)
 C
( |x − x′|
r
)
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
4
(x, t; y, s). (3.8)
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By combining (3.3), (3.4) and (3.8), we get∣∣∣∣h(y)h(x)G(x, t; y, s) − h(y)h(x′)G(x′, t; y, s)
∣∣∣∣
k
( |x − x′|
R
)/2
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
4
(x, t; y, s). 
Lemma 3.4. Let x0 ∈ D and 0 < R < (x0)/2. Then, there exist constants k and
 ∈ (0, 1), such that for all x, x′ ∈ B(x0, R), y ∈ D and s < t with t − s4R|x − x′|,
we have ∣∣∣∣h(y)h(x)G(x, t; y, s) − h(y)h(x′)G(x′, t; y, s)
∣∣∣∣
k
( |x − x′|
R
)/2
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
4
(x, t; y, s).
Proof. As in the proof of Lemma 3.3, we have∣∣∣∣h(y)h(x)G(x, t; y, s) − h(y)h(x′)G(x′, t; y, s)
∣∣∣∣
 h(y)
h(x)h(x′)
|h(x) − h(x′)|G(x, t; y, s) + h(y)
h(x′)
|G(x, t; y, s) − G(x′, t; y, s)|
≡ I1 + I2. (3.9)
and
I1C
( |x − x′|
R
)
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
2
(x, t; y, s). (3.10)
To estimate I2, for r > 0, we write Q+r = B(x, r) × [t + r2, t + 2r2]. Let
r = (R|x − x′|)1/2 and u(z, 	) = G(z, 	; y, s).
Since t−s4r2 then u is a positive solution of − t in B(x, r
√
3)×[t−3r2, t+3r2].
By the standard estimates on Hölder continuity [9], we have
|u(x, t) − u(x′, t)|C
( |x − x′|
r
)
sup
(z,	)∈Q 4r
3
u(z, 	), (3.11)
where C > 0 and  ∈ (0, 1).
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From the Harnack inequality and (2.4), it follows that
sup
(z,	)∈Q 4r
3
u(z, 	)C inf
(z,	)∈Q+4r
3
u(z, 	)  Cu
(
x, t +
(
4r
3
)2)
 Cc1
(
x, t +
(
4r
3
)2
; y, s
)
.
Since ( 4r3 )
2 49 (t − s) then
sup
(z,	)∈Q 4r
3
u(z, 	)C c1
2
(x, t; y, s). (3.12)
It follows from (3.11), (3.12) and (2.6) that
I2  C
( |x − x′|
r
) (y)
(x)
 c1
2
(x, t; y, s)
 C
( |x − x′|
R
)/2
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
4
(x, t; y, s). (3.13)
Combining (3.9), (3.10) and (3.13), we obtain the result. 
Lemma 3.5. Let x0 ∈ D and 0 < R < (x0)/2. Then, there exist constants k > 0 and
 ∈ (0, 1), such that for all x ∈ B(x0, R), y ∈ D and t, t ′ ∈ R, such that |t − t ′|R2,
|x − y|2
(
R
√|t − t ′|
)1/2
and t − s4R√|t − t ′|, we have
h(y)
h(x)
|G(x, t; y, s) − G(x, t ′; y, s)|
k
( |t − t ′|
R2
)/4
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
4
(x, t; y, s).
Proof. Let l = R√|t − t ′| and u(z, 	) = G(z, 	; y, s). Clearly, u is a positive solution
of − t in Q 3√l2 when |x − y|2
√
l. By the standard estimates on Hölder continuity
[9], we have
|u(x, t) − u(x, t ′)|C
( |t − t ′|
l
)/2
sup
(z,	)∈Q 4√l
3
u(z, 	). (3.14)
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Now, for z ∈ B(x, 4
√
l
3 ) and y ∈ Bc(x, 2
√
l), we have
|y − z| |x − y| − 4
√
l
3
 |x − y| − 2
3
|x − y| = 1
3
|x − y|.
Hence, by (2.4) and (2.9) we have
u(z, 	)
C min
(
1,
(z)√
	− s
)
min
(
1,
(y)√
	− s
) exp (−c1 |z−y|2	−s )
(	− s)n/2
C (z)
(x)
min
(
1,
(x)√
	− s
)(
1 + |x − z|√
	− s
)
min
(
1,
(y)√
	− s
) exp (−c1 |z−y|2	−s )
(	− s)n/2 .
Since |x − z|4|y − z|, then
u(z, 	)  C (z)
(x)
min
(√
	− s, (x))min (√	− s, (y)) (1 + 4|y − z|√
	− s
)
×exp
(
−c1
4
|z − y|2
	− s
)
exp
(
−c1
2
|z − y|2
	− s
) exp (− c14 |z−y|2	−s )
(	− s)n/2+1 .
Since 	− s t − s, |x−y|3|y−z| and exp(−
c1
4
|z−y|2
	−s )
(	−s)n/2+1 
C
|z−y|n+2 , it follows from (2.10)
that for (z, 	) ∈ Q 4√l
3
u(z, 	)C (z)
(x)
min
(√
t − s, (x))min (√t − s, (y)) exp
(
− c12 |x−y|
2
t−s
)
|x − y|n+2 .
Now, by recalling that t − s4l |x − y|2, (x)(x0)/2 and
√
lR(x0)/2, we
obtain
(z)
(x)
 (x) + |x − z|
(x)
1 +
4
3
√
l
(x)
C.
So,
sup
(z,	)∈Q 4√l
3
u(z, 	)  C min
(
1,
(x)√
t − s
)
min
(
1,
(y)√
t − s
) exp (− c12 |x−y|2t−s )
(t − s)n/2
= C c1
2
(x, t; y, s). (3.15)
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It follows from (3.14), (3.15) and (2.6) that
h(y)
h(x)
|G(x, t; y, s) − G(x, t ′; y, s)|
C
( |t − t ′|
l
)/2 (y)
(x)
 c1
2
(x, t; y, s)
C
( |t − t ′|
R2
)/4
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
4
(x, t; y, s). 
Lemma 3.6. Let x0 ∈ D and 0 < R < (x0)/2. Then there exist constants k > 0 and
 ∈ (0, 1), such that for all x ∈ B(x0, R), y ∈ D and t, t ′ ∈ R with |t − t ′|R2 and
t − s4R√|t − t ′|, we have
h(y)
h(x)
|G(x, t; y, s) − G(x, t ′; y, s)|
k
( |t − t ′|
R2
)/4
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
4
(x, t; y, s).
Proof. As in the proof of Lemma 3.5, let l = |t − t ′|1/2 and u(z, 	) = G(z, 	; y, s).
Then u is a positive solution of − t in B(x,
√
3l)× [t − 3l, t + 3l]. By the standard
estimates on Hölder continuity [9], we have
|u(x, t) − u(x, t ′)|C
( |t − t ′|√
l
)
sup
(z,	)∈Q 4√l
3
u(z, 	).
From the Harnack inequality, we have
sup
(z,	)∈Q 4√l
3
u(z, 	)  C inf
(z,	)∈Q+
4
√
l
3
u(z, 	)Cu
⎛⎝x, t + (4√l
3
)2⎞⎠
 Cc1
⎛⎝x, t + (4√l
3
)2
; y, s
⎞⎠ .
Since ( 4
√
l
3 )
2 49 (t − s) then
sup
(z,	)∈Q 4√l
3
u(z, 	)C 4c1
9
(x, t; y, s).
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Therefore,
|u(x, t) − u(x, t ′)|C
( |t − t ′|√
l
)
 c1
2
(x, t; y, s). (3.16)
Hence, it follows from (2.12), (3.16) and (2.6) that
h(y)
h(x)
|G(x, t; y, s) − G(x, t ′; y, s)|
k
( |t − t ′|
R2
)/4 (y)
(x)
 c1
2
(x, t; y, s)
k
( |t − t ′|
R2
)/4
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
4
(x, t; y, s). 
Lemma 3.7. Let  ∈ J∞ and M > 0. Let x0 ∈ D and t00. Then
lim
R→0
⎡⎣ sup
|x−x0|R,|t−t0| R24
∫ t
−M
∫
D∩B(x0,R)
h(y)
h(x)
G(x, t; y, s)|(y, s)| dy ds
⎤⎦ = 0.
Proof. Since  ∈ J∞, then for all ε > 0, there exists r ∈ (0, 1) such that
sup
x,t
∫ t
t−r
∫
B(x,
√
r)∩D
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
2
(x, t; y, s)|(y, s)| dy dsε.
Fixing this r. We may assume that r < M/2. Let 0 < R < r/2, x ∈ B(x0, R)∩D and
t ∈ [t0 − R24 , t0 + R
2
4 ]. Then by (2.13), (2.4) and (2.6), we have
h(y)
h(x)
G(x, t; y, s)k min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
2
(x, t; y, s).
Hence∫ t
−M
∫
D∩B(x0,R)
h(y)
h(x)
G(x, t; y, s)|(y, s)| dy ds
C
∫ t
−M
∫
B(x0,R)∩D
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
2
(x, t; y, s)|(y, s)| dy ds
C
(∫ t−r
−M
∫
B(x0,R)∩D
. . . dy ds +
∫ t
t−r
∫
B(x0,R)∩D
. . . dy ds
)
≡ C(I1 + I2).
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Since R < r/2 and x ∈ B(x0, R) ∩ D then
I2
∫ t
t−r
∫
B(x,
√
r)∩D
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
2
(x, t; y, s)|(y, s)| dy dsε.
Using Proposition 2.7, we have
I1 =
∫ t−r
−M
∫
B(x0,R)∩D
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
2
(x, t; y, s)|(y, s)| dy ds
 1
rn/2+1
∫
B(x0,R)∩D
∫ t0
−M
2(y)|(y, s)| ds dy,
which tends to 0 as R → 0. 
Proof of Proposition 3.1. Let 0 ∈ J∞ and 00. Let F = { ∈ J∞ : 00}
and let T be the operator deﬁned on F by
T(x, t) =
∫ t
0
∫
D
h(y)
h(x)
G(x, t; y, s)(y, s) dy ds.
Then we have by (2.12), (2.4) and (2.6) that for all  ∈ F ,
T(x, t)  k sup
x,t
∫ t
−∞
∫
D
min
(
1,
2(y)
1 ∧ (t − s)
)
 c1
2
(x, t; y, s)(y, s) dy ds
 kN˜ c1
2 ,∞(0).
Thus the family T (F ) is uniformly bounded. Now, we prove the equicontinuity of
T (F ) on D × [0,∞). We need to consider two cases.
Case 1: let x0 ∈ D and t00. Let 0 < R < (x0)2 . Let x, x′ ∈ B(x0, R2 ) and
t, t ′ ∈]t0 − R24 , t0 + R
2
4 [∩(0,∞). We may assume that t ′ < t .
|T(x, t) − T(x′, t ′)|
=
∣∣∣∣∫ t
0
∫
D
h(y)
h(x)
G(x, t; y, s)(y, s) dy ds
−
∫ t ′
0
∫
D
h(y)
h(x′)
G(x′, t ′; y, s)(y, s) dy ds
∣∣∣∣∣

∫ t ′
0
∫
D
∣∣∣∣h(y)h(x)G(x, t; y, s) − h(y)h(x′)G(x′, t ′; y, s)
∣∣∣∣(y, s) dy ds
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+
∫ t
t ′
∫
D
h(y)
h(x)
G(x, t; y, s)(y, s) dy ds

∫ t ′
0
∫
D
∣∣∣∣h(y)h(x)G(x, t; y, s) − h(y)h(x′)G(x′, t; y, s)
∣∣∣∣(y, s) dy ds
+
∫ t ′
0
∫
D
h(y)
h(x′)
|G(x′, t; y, s) − G(x′, t ′; y, s)|(y, s) dy ds
+
∫ t
t ′
∫
D
h(y)
h(x)
G(x, t; y, s)(y, s) dy ds
≡ I1 + I2 + I3.
We estimate I1.
I1 
∫ t
0
∫
D
∣∣∣∣h(y)h(x)G(x, t; y, s) − h(y)h(x′)G(x′, t; y, s)
∣∣∣∣(y, s) dy ds

∫ t−4R|x−x′|
0
∫
D
. . . dy ds +
∫ t
t−4R|x−x′|
∫
D∩B(x,2√R|x−x′|) . . . dy ds
+
∫ t
t−4R|x−x′|
∫
D∩Bc(x,2√R|x−x′|) . . . dy ds
= I11 + I12 + I13.
By Lemma 3.4, we have
I11k
( |x − x′|
R
)/2
N˜ c1
4 ,∞(0) → 0,
as |(x, t) − (x′, t ′)| → 0, uniformly with respect to  ∈ F .
Since  ∈ F and 0 ∈ J∞ then by (2.12), (2.4) and (2.6), we have
I12 
∫ t
t−4R|x−x′|
∫
D∩B(x,2√R|x−x′|)
h(y)
h(x)
G(x, t; y, s)(y, s) dy ds
+
∫ t
t−4R|x−x′|
∫
D∩B(x′,3√R|x−x′|)
h(y)
h(x′)
G(x′, t; y, s)(y, s) dy ds
 2kN˜ c1
4 ,9R|x−x′|(0) → 0,
as |(x, t) − (x′, t ′)| → 0, uniformly with respect to  ∈ F .
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From Lemma 3.3,
I13k
( |x − x′|
R
)/2
N˜ c1
4 ,∞(0) → 0,
as |(x, t) − (x′, t ′)| → 0, uniformly with respect to  ∈ F . We write
I2 =
∫ t ′
0
∫
D
h(y)
h(x′)
|G(x′, t, y, s) − G(x′, t ′; y, s)|(y, s) dy ds

∫ t ′−4R√|t−t ′|
0
∫
D
..dy ds +
∫ t ′
t ′−4R√|t−t ′|
∫
D∩{|y−x′|2(R√|t−t ′|)1/2} ..dy ds
+
∫ t ′
t ′−4R√|t−t ′|
∫
D∩{|y−x′|2(R√|t−t ′|)1/2} ..dy ds
≡ I21 + I22 + I23.
Then using Lemmas 3.6 and 3.5, we have
I21 + I23k
( |t − t ′|
R2
)1/2
N˜ c1
4 ,∞(0) → 0,
as |(x, t) − (x′, t ′)| → 0, uniformly with respect to  ∈ F .
Since t, t ′ ∈]t0 − R24 , t0 + R
2
4 [∩(0,∞) then we have (t ′ − 4R
√|t − t ′|, t ′) ⊂ (t −
5R
√|t − t ′|, t). It follows that
I22 
∫ t ′
t ′−4R√|t−t ′|
∫
D∩{|y−x′|2(R√|t−t ′|)1/2}
h(y)
h(x′)
G(x′, t ′; y, s)(y, s) dy ds
+
∫ t
t−5R√|t−t ′|
∫
D∩{|y−x′|2(R√|t−t ′|)1/2}
h(y)
h(x′)
G(x′, t; y, s)(y, s) dy ds
 2kN˜ c1
4 ,5R
√|t−t ′|(0) → 0,
as |(x, t) − (x′, t ′)| → 0, uniformly with respect to  ∈ F .
Now, we estimate I3. Since G(x, t ′; y, s) = 0 for s t ′ then we write
I3 =
∫ t
t ′
∫
D
h(y)
h(x)
G(x, t; y, s)(y, s) dy ds
=
∫ t
t ′
∫
D
h(y)
h(x)
|G(x, t; y, s) − G(x, t ′; y, s)|(y, s) dy ds

∫ t
0
∫
D
h(y)
h(x)
|G(x, t; y, s) − G(x, t ′; y, s)|(y, s) dy ds.
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By the same method to estimate I2, we ﬁnd that I3 → 0 as |(x, t) − (x′, t ′)| → 0,
uniformly with respect to  ∈ F .
Case 2: x0 ∈ D and t00. We need to prove that T is continuous at (x0, t0). For
a small R > 0, x ∈ B(x0, R2 ) ∩ D and t ∈]t0 − R
2
4 , t0 + R
2
4 [∩(0,∞), we write
T(x, t) =
∫ t
0
∫
D
h(y)
h(x)
G(x, t; y, s)(y, s) dy ds
=
∫ t
0
∫
D∩B(x0,R)
h(y)
h(x)
G(x, t; y, s)(y, s) dy ds
+
∫ t
0
∫
D∩Bc(x0,R)
h(y)
h(x)
G(x, t; y, s)(y, s) dy ds
≡ I4(x, t) + I5(x, t).
From Lemma 3.7, it follows that for any ε > 0 we can choose R so small that
I4(x, t)ε
for all x ∈ B(x0, R)∩D, t ∈ [t0 − R24 , t0 + R
2
4 ] ∩ (0,∞). When R is sufﬁciently small,
it is clear that
h(x)I5(x, t) =
∫ t
0
∫
D∩Bc(x0,R)
G(x, t; y, s)h(y)(y, s) dy ds
is a nonnegative solution of the heat equation in the cylinder D ∩ B(x0, R2 ) × (0,∞),
so is the function h itself. Also, we have
h(x)I5(x, 0) = 0.
Therefore the function
f (x, t) =
{
h(x)I5(x, t), t > 0
0, t0
is a nonnegative solution of the heat equation in D∩B(x0, R2 )× (−∞,∞). Thus, both
h(x) and f (x, t) are positive solutions of the heat equation in D∩B(x0, R2 )×(−∞,∞).
Then by Theorem 4.6 in [3], the function f (x, t)
h(x)
is continuous in D ∩ B(x0, R2 ) ×
[−T , T ], T > 0. In particular, I5(x, t) is continuous in D∩B(x0, R4 )×[0, T ], T > 0. It
is important to note that the modulus of continuity of I5 is independent of the choice
of  in F. 
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4. Proof of Theorem 1.1
We ﬁrst need the following lemma.
Lemma 4.1. Let
v0(x) = u0(x)
h(x)
, x ∈ D. (4.1)
For c > 0, let
hc(x, t) =
∫
D
h(y)
h(x)
c(x, t; y, 0)v0(y) dy (4.2)
for (x, t) ∈ D × (0,∞). Then
(i) ∀p > 1, ∃C(p) > 0, such that
h
p
c (x, t)C(p)‖v0‖p−1∞ hc(x, t). (4.3)
(ii) If lim|x|→∞ v0(x) = 0, then lim|x|→∞hc(x, t) = 0, uniformly with respect to t > 0.
Proof. (i) By (2.12) and (2.6), we have
h
p
c (x, t) = hc(x, t)
(∫
D
h(y)
h(x)
c(x, t; y, 0)v0(y) dy
)P−1
 ‖v0‖p−1∞ hc(x, t)
(∫
D
 c
2
(x, t; y, 0) dy
)p−1
 C(p)‖v0‖p−1∞ hc(x, t).
(ii) We have lim|x|→∞ v0(x) = 0. Then for all R > 0, there exists M > 0 such that
v0(y) R2 , if |y|M . Let |x|2M . Then, by (2.12) and (2.6), we have
hc(x, t) =
∫
D∩(|y|M)
h(y)
h(x)
c(x, t; y, 0)v0(y) dy
+
∫
D∩(|y|M)
h(y)
h(x)
c(x, t; y, 0)v0(y) dy
 CR
2
∫
D∩(|y|M)
 c
2
(x, t; y, 0) dy + C
∫
D∩(|y|M)
 c
2
(x, t; y, 0)v0(y) dy
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 CR
2
+ C
(|x| − M)n
∫
D∩(|y|M)
|x − y|n
tn/2
exp
(
−c|x − y|
2
2t
)
v0(y) dy
 CR
2
+ k
(|x| − M)n
∫
D∈∩(|y|M)
v0(y) dy
 CR
2
+ CM
n
(|x| − M)n ‖v0‖∞CR,
when x is large. 
Proof of Theorem 1.1. We would like to show that there are , , c > 0 such that for
each nonnegative u0 ∈ C2(D) satisfying u0(x)h(x), the following integral equation:
u(x, t) =
∫
D
G(x, t; y, 0)u0(y) dy +
∫ t
0
∫
D
G(x, t; y, s)V (y, s)up(y, s) dy ds (4.4)
has a positive and continuous solution u on D × (0,∞) satisfying∫
D
G(x, t; y, 0)u0(y) dyu(x, t)
∫
D
G(x, ct; y, 0)u0(y) dy. (4.5)
To achieve this, it is enough to show that there is a continuous function w, such that
w(x, t) =
∫
D
h(y)
h(x)
G(x, t; y, 0)v0(y) dy
+
∫ t
0
∫
D
h(y)
h(x)
G(x, t; y, s)V (y, s)hp−1(y)wp(y, s) dy ds (4.6)
and∫
D
h(y)
h(x)
G(x, t; y, 0)v0(y) dyw(x, t)
∫
D
h(y)
h(x)
G(x, ct; y, 0)v0(y) dy, (4.7)
where v0 is given in (4.1).
Indeed, for w satisfying (4.6) and (4.7), the function u(x, t) = h(x)w(x, t) satisﬁes
(4.4) and (4.5). We shall use the Schauder ﬁxed point theorem. We divide the proof
into two steps.
Step 1: In this step, we assume, moreover, that lim|x|→∞ v0(x) = 0.
Let d > 0, and put
C0
(
D × [0, d]
)
=
{
w ∈ C(D × [0, d]) : lim|x|→∞ supt∈[0,d]w(x, t) = 0.
}
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Consider the set
Sd =
{
w ∈ C(D × [0, d]) such that : 0w(x, t)2hc1
2
(x, t)
}
,
where hc is given in (4.2). Then by Lemma 4.1, Sd is a nonempty closed bounded and
convex set in (C0(D × [0, d]), ‖.‖∞). Let
H(x, t) =
∫
D
h(y)
h(x)
G(x, t; y, 0)v0(y) dy. (4.8)
Deﬁne the operator  on Sd by
w(x, t) = H(x, t) +
∫ t
0
∫
D
h(y)
h(x)
G(x, t; y, s)V (y, s)hp−1(y)wp(y, s) dy ds
for (x, t) ∈ D × [0, d]. First, we shall prove that the operator  maps Sd into itself.
Let w ∈ Sd . Then it follows from Lemma 4.1 and (2.4) that for any (x, t) ∈ D×[0, d],
w(x, t) = H(x, t) +
∫ t
0
∫
D
h(y)
h(x)
G(x, t; y, s)V (y, s)hp−1(y)wp(y, s) dy ds
 H(x, t) + C(p)‖v0‖p−1∞
∫ t
0
∫
D
h(y)
h(x)
G(x, t; y, s)q(y, s)h c1
2
(y, s) dy ds
= H(x, t) + C(p)‖v0‖p−1∞
×
∫ t
0
∫
D
h(y)
h(x)
G(x, t; y, s)q(y, s)
(∫
D
h(z)
h(y)
 c1
2
(y, s, z, 0)v0(z) dz
)
dy ds
 k
[
hc1(x, t) + C(p)‖v0‖p−1∞
×
∫
D
(∫ t
0
∫
D
h(z)
h(x)
c1(x, t; y, s)q(y, s) c12 (y, s, z, 0)v0(z) dy ds
)
dz
]
.
Then using Lemma 2.8, we obtain
w(x, t)
(
1 + C(p)‖v0‖p−1∞ N˜ c1
8 ,∞(q)
)
hc1
2
(x, t).
For ‖v0‖, where  is small so that 1 + C(p)p−1N˜ c1
8 ,∞(q)2, we obtain for all
(x, t) ∈ D × [0, d],
H(x, t)w(x, t)2hc1
2
(x, t).
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By Proposition 3.1 and Lemma 4.1, (Sd) is included in C0(D × [0, d]). So,
(Sd) ⊂ Sd .
Next, we shall prove the continuity of  in the supermum norm. Let w1 and w2 in
Sd . Then,
‖w1 − w2‖∞N˜ c1
8 ,∞(q)‖w
p
1 − wp2 ‖∞,
which proves the continuity of . Thus, we have proved that  is a compact mapping
from Sd to itself. Now, the Schauder ﬁxed point theorem implies the existence of
wd ∈ Sd such that wd = wd .
Deﬁne
Wd(x, t) =
{
wd(x, t) if td,
wd(x, d) if td.
Then the sequence (Wd)d is uniformly bounded and equicontinuous. Hence, there exists
a sequence (Wdm)m which converges uniformly in any compact subset of D × (0,∞)
to a continuous function W . For (x, t) ∈ D × (0,∞) and m sufﬁciently large, we have
Wdm(x, t) = H(x, t) +
∫ t
0
∫
D
h(y)
h(x)
G(x, t; y, s)V (y, s)hp−1(y)Wpdm(y, s) dy ds.
Then by the dominated convergence theorem, we have
W(x, t) = H(x, t) +
∫ t
0
∫
D
h(y)
h(x)
G(x, t; y, s)V (y, s)hp−1(y)Wp(y, s) dy ds
for all (x, t) ∈ D× (0,∞). This proves that u(x, t) = h(x)W(x, t) is a solution of (P).
Moreover, for all (x, t) ∈ D × (0,∞), we have
H(x, t)W(x, t)2hc1
2
(x, t).
Thus by (2.4), we have∫
D
G(x, t; y, 0)u0(y) dyu(x, t)k
∫
D
G
(
x,
2c2
c1
t; y, 0
)
u0(y) dy.
Step 2: In this step we only assume that v0 ∈ C2(D) nonnegative and ‖v0‖∞,
where  is the given number in Step 1. Let (
k) ⊂ C2(D), 
k0, such that lim|x|→∞

k(x) = 0, ‖
k‖∞ and limk→∞ 
k = v0, pointwisely.
Put
Hk(x, t) =
∫
D
h(y)
h(x)
G(x, t; y, 0)
k(y) dy.
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We have
lim
k→∞Hk(x, t) =
∫
D
h(y)
h(x)
G(x, t; y, 0)v0(y) dy = H(x, t).
From Step 1, for each k = 1, 2, . . . , there exists Wk satisfying
Wk(x, t) = Hk(x, t) +
∫ t
0
∫
D
h(y)
h(x)
G(x, t; y, s)V (y, s)hp−1(y)Wpk (y, s) dy ds
for all (x, t) ∈ D × (0,∞).
Again (Wk)k is uniformly bounded and equicontinuous. Then there is a subsequence
still called (Wk)k which converges uniformly to a function W in any compact subset
in D × [0,∞). The dominated convergence theorem implies
W(x, t) = H(x, t) +
∫ t
0
∫
D
h(y)
h(x)
G(x, t; y, s)V (y, s)hp−1(y)Wp(y, s) dy ds
for all (x, t) ∈ D × (0,∞). This ends the proof of Theorem 1.1 with u(x, t)
= h(x)W(x, t). 
Proof of Theorem 1.2. Let a > 0, u0 = h(x) and u be the solution of (1.6), which
satisﬁes
u(x, t) = 
∫
D
Ga(x, t; y, 0)h(y) dy +
∫ t
0
∫
D
Ga(x, t; y, 0)V (y, s)up(y, s) dy ds,
where Ga(x, t; y, s) = G(x, at; y, as) is the Green’s function of au− t on D×(0,∞).
Since ∫
D
Ga(x, t; y, 0)h(y) dy = h(x),
then by Theorem 1.1, we have
h(x)u(x, t)h(x),∀(x, t) ∈ D × (0,∞).
Hence, by (2.6) and (2.4),∫ t
0
∫
D
min
(
1,
2(y)
t − s
)
 2c2
a
(x, t; y, s)q(y, s) dy ds
k
∫ t
0
∫
D
h(y)
h(x)
 c2
a
(x, t; y, s)V (y, s)hp−1(y) dy ds
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k
∫ t
0
∫
D
h(y)
h(x)
G(x, at; y, as)V (y, s)hp−1(y) dy ds
k
∫ t
0
∫
D
h(y)
h(x)
Ga(x, t; y, s)V (y, s)hp−1(y) dy ds
 k
ph(x)
∫ t
0
∫
D
Ga(x, t; y, s)V (y, s)up(y, s) dy ds
 k
p
u(x, t)
h(x)
k 
p
< ∞.
It follows that N˜c,∞(q) < ∞, for all c > 0. 
5. Proof of Theorem 1.3
Proposition 5.1. Let V˜ ∈ J∞ and G˜ be the Green’s function of  − t + V˜ = 0 on
D × (0,∞). Suppose that N˜c,∞(V˜ ) is sufﬁciently small for a suitable c > 0. Then,
there exist positive constants a and C, such that for all x, y ∈ D, t > 0,
G˜(x, t; y, 0)C c1
2
(x, t; y, 0). (5.1)
Proof. In view of a limiting argument, we assume that V˜ is bounded and supp V˜ ⊂
D × [0, T ], where 0 < T < ∞. By the maximum principle and (2.4), we have
G˜(x, t; y, 0)  exp(T ‖V˜ ‖∞)G(x, t; y, 0)
 k exp(T ‖V˜ ‖∞) c1
2
(x, t; y, 0),
for all t ∈ [0, T ] and x, y ∈ D. Moreover, since V˜ (x, t) = 0, for t > T , then
G˜(x, t; z, T ) = G(x, t; z, T ), ∀t > T and x, z ∈ D. (5.2)
Thus if t > T then for all x, y ∈ D, we have
G˜(x, t; y, 0) =
∫
D
G˜(x, t; z, T )G˜(z, T ; y, 0) dz
 exp(T ‖V˜ ‖∞)
∫
D
G(x, t; z, T )G(z, T ; y, 0) dz
 exp(T ‖V˜ ‖∞)G(x, t; y, 0)
 k exp(T ‖V˜ ‖∞) c1
2
(x, t; y, 0).
L. Mâatoug, L. Riahi / Journal of Functional Analysis 233 (2006) 583–618 615
Let k0 be the smallest positive number satisfying for all x, y ∈ D and t > 0,
G˜(x, t; y, 0)k0 c1
2
(x, t; y, 0). (5.3)
By Duhamel’s principle, we have
G˜(x, t; y, 0) = G(x, t; y, 0) +
∫ t
0
∫
D
G˜(x, t; z, 	)V˜ (z, 	)G(z, 	; y, 0) dz d	.
Then by (5.3), (2.4) and Lemma 2.8, we have
G˜(x, t; y, 0)  G(x, t; y, 0) + kk0
∫ t
0
∫
D
 c1
2
(x, t; z, 	)V˜ (z, 	)c1(z, 	; y, 0) dz d	
 G(x, t; y, 0) + kk0N˜ c1
8 ,∞(V˜ ) c12 (x, t; y, 0)

(
k + 2kk0N˜ c1
8 ,∞(V˜ )
)
 c1
2
(x, t; y, 0).
Hence,
k0k + 2kk0N˜ c1
8 ,∞(V˜ ).
By taking N˜ c1
8 ,∞(V˜ ) sufﬁciently small so that 2kN˜ c18 ,∞(V˜ ) < 1/2, we obtain
k02k. 
Lemma 5.2. Let c > 0. Then, there is a constant k > 0 such that for all x, y ∈ D
and s > 0
Gc(x, s; y, 0) k
s(1 ∧ s)g(x, y).
Proof. We have by (2.4) that
G(x, s; y, 0)  C min
(
1,
(x)
1 ∧ √s
)
min
(
1,
(y)
1 ∧ √s
) exp (−c1 |x−y|2s )
sn/2
= C
s(1 ∧ s) min(1 ∧
√
s, (x))min(1 ∧ √s, (y))
exp
(
−c1 |x−y|2s
)
s
n−2
2
 C
s(1 ∧ s) min
(
1,
(x)
1 ∧ |x − y|
)
min
(
1,
(y)
1 ∧ |x − y|
)
1
|x − y|n−2
 C
s(1 ∧ s)g(x, y). 
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Proof of Theorem 1.3. From Theorem 1.1, there exist , , c > 0, such that the
problem
(1.7):
⎧⎪⎪⎨⎪⎪⎩
u + V up − t u = 0 in D × (0,∞),
u(x, 0) = h(x), x ∈ D,
u = 0 on D × (0,∞),
has a global continuous and positive solution u satisfying

∫
D
G(x, t; y, 0)h(y) dyu(x, t)
∫
D
G(x, ct; y, 0)h(y) dy.
Using (2.11), we have
h(x)u(x, t)h(x),∀x ∈ D, t > 0. (5.4)
We point out that since the function x → q(x) = V (x)hp−1(x) is in J∞ then we have
sup
x∈D
∫
D
h(y)
h(x)
g(x, y)q(y) dy < ∞. (5.5)
Since V is smooth, put w = t u = ut . Differentiating the equation in (1.7), then w
satisﬁes ⎧⎪⎪⎨⎪⎪⎩
w + pV up−1w − t w = 0 in D × (0,∞),
w(x, 0) = V (x)hp(x), x ∈ D,
w = 0 on D × (0,∞).
(5.6)
Let V˜ = pV up−1 and let G˜ be the Green’s function of  − t + V˜ on D × (0,∞).
Then
w(x, t) =
∫
D
G˜(x, t; y, 0)V (y)hp(y) dy. (5.7)
Moreover, we have N˜c,∞(V˜ )p(k)p−1N˜c,∞(q). Hence, when  is sufﬁciently small,
N˜c,∞(V˜ ) is small. By Proposition 5.1, there exists a positive constant C, such that
G˜(x, s; y, 0)C c1
2
(x, s; y, 0).
L. Mâatoug, L. Riahi / Journal of Functional Analysis 233 (2006) 583–618 617
Thus by (5.7) and (2.4), we have
w(x, s)
h(x)
 C
∫
D
h(y)
h(x)
 c1
2
(x, s, y, 0)q(y) dy
 C
∫
D
h(y)
h(x)
G
(
x,
2c2
c1
s; y, 0
)
q(y) dy. (5.8)
Let t > 0. Integrating the above inequality from t to ∞, we obtain from (5.8) and
(2.3) that ∫ ∞
t
w(x, s)
h(x)
ds  C
∫ ∞
t
∫
D
h(y)
h(x)
G
(
x,
2c2
c1
s; y, 0
)
q(y) dy ds
 C sup
x∈D
∫
D
h(y)
h(x)
g(x, y)q(y) dy < ∞.
Hence, we have the pointwise convergence.
u∞(x) = lim
t→∞ u(x, t). (5.9)
From (5.8) and Lemma 5.2, we also have
ut (x, t)k
h(x)
t (t ∧ 1)
∫
D
h(y)
h(x)
g(x, y)q(y) dy. (5.10)
Now we shall prove that u∞ is a positive solution of the elliptic equation (1.8). Given
any  ∈ C∞0 (D), we have∫
D
u(x, t)(x) dx −
∫
D
ut (x, t)(x) dx +
∫
D
V (x)up(x, t)(x) dx = 0.
Using (5.9), (5.4), (5.10), (5.5) and the dominated convergence theorem, we obtain by
letting t to ∞,∫
D
u∞(x)(x) dx +
∫
D
V (x)u
p∞(x)(x) dx = 0. 
Remark 5.1. Theorem 1.1 is not restricted to the special nonlinearity up. In fact, if
the equation in (P) is replaced by u + uf (., u) − t u = 0, where f is a nonnegative
function continuous and nondecreasing with respect to the second variable and such
that lim
→0+
f (., ) = 0 and the function (x, t) → f (., h(x)) is in the class J∞, then the
conclusion of Theorem 1.1 still holds.
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