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Abstract: The number of the positive, negative and zero eigenvalues in the spectrum of the (edge)-weighted graph
G are called positive inertia index, negative inertia index and nullity of the weighted graph G, and denoted by
i+(G), i−(G), i0(G), respectively. In this paper, the positive and negative inertia index of weighted trees, weighted
unicyclic graphs and weighted bicyclic graphs are discussed, the methods of calculating them are obtained.
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1. Introduction
In this paper, we only consider simple weighted graphs on positive weight sets. Let G be a weighted graph
with vertex set {v1, v2, . . . , vn}, edge set EG 6= ∅ and W (G) = {wj > 0, j = 1, 2, . . . , |EG|}. The function
w : EG →W (G) is called a weight function of G. It is obvious that each weighted graph corresponds to a weight
function. Such weighted graph is usually denoted by G = (VG, EG, w). If there is no fear of confusion, we often
simply call G a weighted graph.
The weighted adjacency matrix Aw(G) of a weighted graph G of order n is defined as the matrix A(G) =
Aw(G) = (aij) of order n with aij = w(vivj) if vivj ∈ EG and 0 otherwise. In particular, if each nonzero
aij = 1, A(G) is the adjacency matrix of its underlying graph of G. The inertia of G is defined to be the triplet
In(G) = (i+(G), i−(G), i0(G)), where i+(G), i−(G), i0(G) are the number of the positive, negative and zero
eigenvalues of A(G) including multiplicities, respectively. i+(G), and i−(G) are called the positive, negative index
of inertia (for short, positive, negative index) of G, respectively. Traditionally, i0(G) is called the nullity of G.
Obviously i+(G) + i−(G) + i0(G) = n. If H is a subgraph of G with wH(e) = wG(e) for each e ∈ EH , then H
is called a weighted subgraph of G. For an induced weighted subgraph H of a weighted graph G, let G −H be
the subgraph obtained from G by deleting all vertices of H and all incident edges. We define the union of two
disjoint weighted graphs G1 = (V1, E1, w1) and G2 = (V2, E2, w2), denoted by G1 ∪G2, as the graph with vertex
set V1 ∪ V2, edge set E1 ∪E2 and weight function w : E1 ∪ E2 →W (G1) ∪W (G2) satisfying
w(e) =


w1(e), if e ∈ E1;
w2(e), if e ∈ E2;
0, otherwise.
For a subgraph H of G and a vertex x ∈ VG, we denote NH(x) = NG(x)
⋂
VH . A vertex of a graph G is called
pendant if it has degree one. A tree (resp. unicyclic graph, bicyclic graph) is a simple connected graph in which
the number of edges equals the number of vertices plus −1 (resp. 0, 1). A complete graph, a path, a cycle and a
star of order n are denoted by Kn, Pn, Cn, and K1,n−1, respectively. An isolated vertex is sometime denoted by
K1.
The characteristic polynomial of A(G) is said to be characteristic polynomial of G, denoted by φ(G, λ) (or,
φ(G) for short). The coefficient a0(G), a1(G) are the constant term, one degree term of φ(G, λ), respectively.
The inertia of unweighted graphs has attracted some attention. Gregory et al. [14] studied the subadditivity
of the positive, negative indices of inertia and developed certain properties of Hermitian rank which were used to
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characterize the biclique decomposition number. Gregory et al. [13] investigated the inertia of a partial join of
two graphs and established a few relations between inertia and biclique decompositions of partial joins of graphs.
Daugherty [7] characterized the inertia of unicyclic graphs in terms of matching number and obtained a linear-time
algorithm for computing it. Ma et al. [21] studied the methods of calculating the positive and negative inertia
index of unweighted graphs. Yu at al. [23] investigated the minimal positive index of inertia among all unweighted
bicyclic graphs of order n with pendant vertices, and characterized the bicyclic graphs with positive index 1 or
2. The nullity of unweighted graphs has been studied well in the literature, one may be referred to [12, 17, 18]
and the survey [2]. There is also a large body of knowledge regarding to the inertia of unweighted graphs due to
its many applications in chemistry (see [3, 11, 15, 20] for details). The study of eigenvalues of weighted graph
attracts much attention. Several results about the (Laplacian) spectral radius of weighted graphs were derived,
one may be referred to [1, 5, 6, 19, 22]. Only a few papers considered the inertia of weighted graphs. Yu et al.
determined a lower bound on the positive, negative index of weighted n-vertex unicyclic graphs with fixed girth
and characterize all weighted unicyclic graphs attaining this lower bound. Motivated by the above description,
we shall focus on the method on computing the inertia number of weighted trees, weighted unicyclic graphs and
weighted bicyclic graphs of order n, respectively.
This paper is organized as follows: in Section 2, some necessary lemmas are given. In Section 3, the methods
of calculating the positive and negative inertia index of weighted trees and weighted unicyclic graphs are obtained.
In the last section, the methods of calculating the positive and negative inertia index of weighted bicyclic graphs
are obtained.
2. Preliminary results
In this section, we cite some previous results. Suppose A, B are two Hermitian matrices of order n, if there exists
an invertible matrix P of order n such that P ∗AP = B, P ∗ denotes the conjugate transpose of P , then we say
that A is congruent to B, denoted by A ∼= B.
Lemma 2.1 ([17]). Let A, B be two Hermitian matrices of order n, such that A ∼= B. Then i+(A) = i+(B),
i−(A) = i−(B), i0(A) = i0(B).
It is easy to obtain the following result.
Lemma 2.2. Let G = G1∪G2∪ . . .∪Gt be a weighted graph, where Gi (i = 1, 2, . . . , t) are connected components
of G. Then i+(G) =
t⋃
i=1
i+(Gi), i−(G) =
t⋃
i=1
i−(Gi), i0(G) =
t⋃
i=1
i0(Gi).
Let M be a Hermitian matrix. We denoted three types of elementary congruence matrix operations (ECMOs)
on M as follows:
1. interchanging ith and jth rows of M , while interchanging ith and jth columns of M ;
2. multiplying ith row of M by a non-zero number k, while multiplying ith column of M by k;
3. adding ith row ofM multiplied by a non-zero number k to jth row, while adding ith column ofM multiplied
by k to jth column.
By Lemma 2.1, the ECMOs do not change the inertia of a Hermitian matrix.
By interlacing inequalities for eigenvalues of Hermitian matrices, we can deduce the following result.
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Lemma 2.3 ([23]). Let A be an n×n Hermitian matrix and B be the Hermitian matrix obtained by bordering A
as followings:
B =
(
A y
y∗ a
)
,
where y is a column vector, y∗ denotes the conjugate transpose of y and a is a real number. Then i+(B) − 1 ≤
i+(A) ≤ i+(B), i−(B) − 1 ≤ i−(A) ≤ i−(B).
The following result is a direct consequence of Lemma 2.3.
Lemma 2.4 ([24]). Let H be an induced weighted subgraph of G. Then i+(H) ≤ i+(G), i−(H) ≤ i−(G).
Lemma 2.5 ([24]). Let G = (VG, EG, w) be a weighted graph containing a pendant vertex v with its unique
neighbor u. Then i+(G) = i+(G − u− v) + 1, i−(G) = i−(G− u− v) + 1.
Proof. We present the proof here for completeness. Assume that all vertices in VG are indexed by {v1, v2, . . . , vn}
with v1 = v, v2 = u, w(uv) = a > 0. Then it follows that
A(G) =


0 a 0 . . . 0
a 0 a23 . . . a2n
0 a32 0 . . . a3n
...
...
...
. . .
...
0 an2 an3 . . . 0

 ,
where the first two rows and columns are labeled by v1, v2, respectively.
By applying the ECMOs on A(G), it is easy to show that A(G) is congruent to
A(P2 ∪ (G− u− v)) =


0 a 0 . . . 0
a 0 0 . . . 0
0 0 0 . . . a3n
...
...
...
. . .
...
0 0 an3 . . . 0

 .
Therefore i+(G) = i+(G − u − v) + i+(P2) = i+(G − u − v) + 1, i−(G) = i−(G − u − v) + i−(P2) =
i−(G− u− v) + 1.
Lemma 2.6. Let G = (VG, EG, w) be a weighted graph containing path with four vertices of degree 2 as depicted
in Fig. 1, where the numbers on the edges denote the weights of the corresponding edges. Let H be obtained from
G by replacing this path with an edge, whose weight is a1a3a5
a2a4
. Then i+(G) = i+(H) + 2, i−(G) = i−(H) + 2.
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Figure 1: The weighted graph operation I of calculating positive and negative inertia index.
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Proof. The adjacency matrix A(G) has the following form
A(G) =


0 a3 0 a4 0 0 0 . . . 0
a3 0 a2 0 0 0 0 . . . 0
0 a2 0 0 0 a1 0 . . . 0
a4 0 0 0 a5 0 0 . . . 0
0 0 0 a5 0 0 a57 . . . a5n
0 0 a1 0 0 0 a67 . . . a6n
0 0 0 0 a75 a76 0 . . . a7n
...
...
...
...
...
...
...
. . .
...
0 0 0 0 an5 an6 an7 . . . ann


.
It is routine to check that A(G) is congruent to
A(P2 ∪ P2 ∪H) =


0 a3 0 0 0 0 0 . . . 0
a3 0 0 0 0 0 0 . . . 0
0 0 0 −a2a4
a3
0 0 0 . . . 0
0 0 −a2a4
a3
0 0 0 0 . . . 0
0 0 0 0 0 a1a3a5
a2a4
a57 . . . a5n
0 0 0 0 a1a3a5
a2a4
0 a67 . . . a6n
0 0 0 0 a75 a76 0 . . . a7n
...
...
...
...
...
...
...
. . .
...
0 0 0 0 an5 an6 an7 . . . ann


.
Therefore i+(G) = i+(H) + 2, i−(G) = i−(H) + 2.
3. Positive and negative inertia index of weighted trees and weighted unicyclic graphs
An edge subset M ⊆ EG is called a matching of G if no two edges of M share a common vertex. A matching M
is called maximum in G if it has maximum cardinality among all matchings of G, and is called perfect if every
vertex of G is incident with (exactly) one edge in M . Obviously, a perfect matching is a maximum matching.
The cardinality of a maximum matching is called the matching number of G, denoted by q(G).
Lemma 3.1. Let T be a weighted tree of order n. Then i+(T ) = i−(T ) = q(T ).
Proof. We apply induction on n. If n = 1, i+(T ) = i−(T ) = q(T ) = 0. So suppose the assertion holds for smaller
values of n. Assume T be a weighted tree containing a pendant vertex v with its unique neighbor u. Then by
Lemma 2.5, we have
i+(T ) = i+(T − u− v) + 1, i−(T ) = i−(T − u− v) + 1.
Assume NT−v(u) = {u1, u2, . . . , ut} (t ≥ 1), and T1, T,2 , . . . , Tt are the components of T − u− v that contain the
vertices u1, u2, . . . , ut, respectively. So by Lemma 2.2 and induction,
i+(T ) = i+(T − u− v) + 1 =
t∑
i=1
i+(Ti) + 1 =
t∑
i=1
q(Ti) + 1 = q(T − u− v) + 1 = q(T ),
i−(T ) = i−(T − u− v) + 1 =
t∑
i=1
i−(Ti) + 1 =
t∑
i=1
q(Ti) + 1 = q(T − u− v) + 1 = q(T ).
This completes the proof.
By Lemmas 2.2 and 3.1 we have the following results immediately.
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Corollary 3.2. Let G be a weighted acyclic graph (or a forest) of order n. Then i+(G) = i−(G) = q(G).
A tree is called a PM-tree if it has a perfect matching.
Corollary 3.3. Let T be a weighted PM-tree of order n. Then i+(T ) = i−(T ) =
n
2 .
Lemma 3.4. Let Cn = v1v2 . . . vnv1 be a weighted cycle of order n, w(vivi+1) = ai (1 ≤ i ≤ n) and let vn+1 = v1.
If n ≡ 0 (mod 4), then
i+(Cn) = i−(Cn) =
{
n
2 − 1, if
∏n
2
i=1 a2i−1 =
∏n
2
i=1 a2i;
n
2 , otherwise.
Proof. Suppose C∗4 is a weighted cycle of order 4 and all vertices in C
∗
4 are indexed by {v1, vn−2, vn−1, vn} with
w(vn−2vn−1) = an−2, w(vn−1vn) = an−1, w(vn−1vn) = an, w(v1vn−2) =
∏n
2
−1
i=1 a2i−1∏n
2
−2
i=1 a2i
.
Then applying Lemma 2.6 repeatedly, we have i+(Cn) = 2(
n
4 − 1) + i+(C
∗
4 ) and i−(Cn) = 2(
n
4 − 1) + i−(C
∗
4 ).
The adjacency matrix A(C∗4 ) has the following from
A(C∗4 ) =


0
∏n
2
−1
i=1
a2i−1
∏n
2
−2
i=1
a2i
0 an
∏n
2
−1
i=1
a2i−1
∏n
2
−2
i=1
a2i
0 an−2 0
0 an−2 0 an−1
an 0 an−1 0


.
Then we have
a0(C
∗
4 ) =
(
anan−2 − an−1
∏n
2
−1
i=1 a2i−1∏n
2
−2
i=1 a2i
)2
≥ 0,
a1(C
∗
4 ) = 0.
Note that C∗4 contains P2 as an induced subgraph, hence i+(C
∗
4 ) ≥ 1 and i−(C
∗
4 ) ≥ 1. Therefore
i+(C
∗
4 ) = i−(C
∗
4 ) =
{
1, if
∏n
2
i=1 a2i−1 =
∏n
2
i=1 a2i;
2, otherwise.
This completes the proof.
Lemma 3.5. Let Cn be a weighted cycle of order n. Then
i+(Cn) =


n+1
2 , if n ≡ 1 (mod 4);
n
2 , if n ≡ 2 (mod 4);
n−1
2 , if n ≡ 3 (mod 4).
i−(Cn) =


n−1
2 , if n ≡ 1 (mod 4);
n
2 , if n ≡ 2 (mod 4);
n+1
2 , if n ≡ 3 (mod 4).
Proof. First we shall consider a weighted cycle C3 with W (C3) = {a1, a2, a3}. Then a0(C3) = −2a1a2a3 < 0.
And note that i+(C3) ≥ 1 and i−(C3) ≥ 1 since C3 contains P2 as an induced subgraph. Therefore i+(C3) = 1,
i−(C3) = 2. By the similar argument, we can obtain that i+(C5) = 3, i−(C5) = 2, i+(C6) = i−(C6) = 3.
When n ≥ 7 and n ≡ 1, 2, 3 (mod 4), we can easily obtain the conclusions by Lemma 2.6.
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For a tree T on at least two vertices, a vertex v ∈ T is called mismatched in T if there exists a maximum
matching M of T that does not cover v; otherwise, v is called matched in T . If a tree consists of only one vertex,
then this vertex is considered mismatched.
A vertex of a graph G is called quasi-pendant if it is adjacent to a pendant vertex. We have the following
properties of matched or mismatched vertices of a weighted tree.
Lemma 3.6 ([12]). Given a tree T ,
(i) if v is a quasi-pendant vertex of T , then v is matched in T ;
(ii) if v is a mismatched vertex of T , then for any neighbor u of v, u is matched in T , and it is also matched in
the component of T − v that contains u.
Lemma 3.7. Let T be a weighted tree with v ∈ VT . The following statements are equivalent:
(i) v is mismatched in T .
(ii) q(T − v) = q(T ).
(iii) i+(T − v) = i+(T )
(iv) i−(T − v) = i−(T ).
Proof. (i), (ii) have been proved in [Lemma 2.6, 12]. Note T and T − v are both weighted acyclic graphs, then
we know that (iii) and (iv) are obtained by Corollary 3.2.
Let G1 be a graph containing a vertex u, and let G2 be a graph of order n that is disjoint from G1. For
1 ≤ k ≤ n, the k-joining graph of G1 and G2 with respect to u is obtained from G1
⋃
G2 by joining u and any
k vertices of G2; we denote it by G1(u) ⊙
k G2. Note that the graph G1(u) ⊙
k G2 is not uniquely determined
when n > k. If G1 = (V1, E1, w1) and G2 = (V2, E2, w2), that is, G1 and G2 are weighted graphs, assume
NG2(u) = {v1, v2, . . . , vk}. Then the weight function of G1(u)⊙
k G2 is w : EG1(u)⊙kG2 →W (G1(u)⊙
k G2) with
w(e) =


w1(e), if e ∈ E1;
w2(e), if e ∈ E2;
ci, if e = uvi (1 ≤ i ≤ k), where ci > 0;
0, otherwise.
Theorem 3.8. Let T be a weighted tree with a matched vertex u and let G be a weighted graph of order n. Then
for each positive integer k (1 ≤ k ≤ n), i+(T (u)⊙k G) = i+(T ) + i+(G), i−(T (u)⊙k G) = i−(T ) + i−(G).
Proof. Now we prove the i+(T (u)⊙k G) = i+(T ) + i+(G) by induction on the matching number q(T ).
If q(T ) = 1, then T is a star graph K1,s+1 (s ≥ 0), and u is the unique quasi-pendant vertex of T . Suppose v
is a pendant of T that is adjacent to u. By Lemmas 2.2 and 2.5, we have
i+(T (u)⊙
k G) = i+
(
(T (u)⊙k G)− u− v
)
+ 1 = i+(sK1 ∪G) + 1 = i+(T ) + i+(G).
Suppose i+(T (u)⊙kG) = i+(T )+i+(G) holds for any weighted tree T with q(T ) ≤ t (t ≥ 1). Now we consider
a tree T with q(T ) = t+1 ≥ 2. As q(T ) ≥ 2, we know that T contains a pendant vertex v and its unique neighbor
w, where v, w are both different from u. Let T1 = T − v−w. Then q(T1) = t and u is matched in T1. By Lemma
2.5 and induction, we have
i+(T (u)⊙k G) = i+((T (u)⊙k G)− w − v) + 1 = i+(T1(u)⊙k G) + 1 = i+(T1) + i+(G) + 1 = i+(T ) + i+(G).
By the similar argument, we can obtain i−(T (u)⊙k G) = i−(T ) + i−(G), which is omitted here.
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Theorem 3.9. Let T be a weighted tree with a mismatched vertex u and let G be a weighted graph of order n.
Then for each positive integer k (1 ≤ k ≤ n), one has
i+(T (u)⊙
k G) = i+(T − u) + i+(G+ u) = i+(T ) + i+(G+ u),
i−(T (u)⊙
k G) = i−(T − u) + i−(G+ u) = i−(T ) + i−(G+ u),
where G+ u is the induced weighted subgraph of T (u)⊙k G.
Proof. In the tree T , suppose that u1, u2, . . . , um (m ≥ 1) are all neighbors of u, and T1, T2, . . . , Tm are the
components of T − u that contain the vertices u1, u2, . . . , um, respectively. By Lemma 3.6(ii), we know that ui
(i = 1, 2, . . . ,m) are both matched in T and Ti . Applying Theorem 3.8 repeatedly, we have
i+(T (u)⊙
k G) =
m∑
i=1
i+(Ti) + i+(G+ u) = i+(T − u) + i+(G+ u) = i+(T ) + i+(G+ u),
i−(T (u)⊙
k G) =
m∑
i=1
i−(Ti) + i−(G+ u) = i−(T − u) + i−(G+ u) = i−(T ) + i−(G+ u),
as desired.
In the end of this section, we deal with weighted unicyclic graphs. Let G be a weighted unicyclic graph and
let C be the unique cycle of G. For each vertex v ∈ C, let G{v} be the induced weighted connected subgraph of
G with the maximum possible number of vertices, which contains the vertex v and contains no other vertices of
C. Then for all vertices v ∈ C, G{v} is a weighted tree and G is obtained by identifying the vertex v of G{v}
with the vertex v on C. The unicyclic graph G is called of Type I, if there exists a vertex v on the cycle such that
v is matched in G{v}; otherwise, G is called of Type II.
If G is of Type I, then G = G{v}(v) ⊙2 (G − G{v}) for some matched vertex v of G{v}, where G{v} and
G − G{v} are both nontrivial weighted trees. Thus we know i+(G) = i+(G{v}) + i+(G − G{v}), i−(G) =
i−(G{v})+ i−(G−G{v}) by Theorem 3.8. If G is of Type II and G is not a cycle, suppose G{v} contains vertices
other than v, every neighbor of v in G{v} is matched in the component of G{v} − v that contains the neighbor.
By Theorem 3.9, we have
i+(G) = i+(G{v} − v) + i+(G−G{v}+ v), i−(G) = i−(G{v} − v) + i−(G−G{v}+ v).
Applying Theorem 3.9 repeatedly, we have
i+(G) =
∑
v∈C
i+(G{v} − v) + i+(C) = i+(G− C) + i+(C),
i−(G) =
∑
v∈C
i−(G{v} − v) + i−(C) = i−(G− C) + i−(C).
Hence, we have
Theorem 3.10. Let G be a weighted unicyclic graph and let C be the cycle of G.
(i) If G is of Type I and let v ∈ C is matched in G{v}, then
i+(G) = i+(G{v}) + i+(G−G{v}), i−(G) = i−(G{v}) + i−(G−G{v}).
(ii) If G is of Type II, then
i+(G) = i+(G− C) + i+(C), i−(G) = i−(G− C) + i−(C).
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4. Positive and negative inertia index of weighted bicyclic graphs
Let Cp = u1u2 . . . upu1 and Cq = v1v2 . . . vqv1 be two vertex-disjoint cycles. A∞-graph∞(p, l, q) is obtained from
Cp and Cq by joining u1 and v1 by a path v1w2 . . . wl−1v1 of length l − 1, where l ≥ 1; l = 1 means identifying
u1 with v1. Let Pp, Pl, and Pq be three vertex-disjoint paths, where min{p, l, q} ≥ 2 and at most one of them is
2. Identifying the three initial vertices and terminal vertices of them, respectively, the resultant graph is called a
θ-graph, denoted by θ(p, l, q). The weighted ∞(p, l, q) and θ(p, l, q) are depicted in Fig. 2, where the numbers on
the edges denote the weights of the corresponding edges.
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Figure 2: The weighted ∞(p, l, q) graph and the weighted θ(p, l, q) graph.
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Figure 3: The weighted graph operation II of calculating positive and negative inertia index.
Lemma 4.1. Let C4 = u1u3u4u2u1 be a weighted cycle as depicted in Fig. 3, where the number on each edge
denotes the weight of the corresponding edge. Then
i+(C4(u4)⊙
kG) =
{
1 + i+(G+ u4), if a1a3 = a2a4;
2 + i+(G), otherwise,
i−(C4(u4)⊙
kG) =
{
1 + i−(G+ u4), if a1a3 = a2a4;
2 + i−(G), otherwise,
where G+ u is the induced weighted subgraph of C4(u4)⊙
k G.
Proof. Assume NG(u4) = {v1, v2, . . . , vk} and w(u4vi) = ci > 0 (1 ≤ i ≤ k); see Fig. 3. Then it follows that
A(C4(u4)⊙
k G) =


0 a1 a2 0 0 0 . . . 0 0 . . . 0
a1 0 0 a4 0 0 . . . 0 0 . . . 0
a2 0 0 a3 0 0 . . . 0 0 . . . 0
0 a4 a3 0 c1 c2 . . . ck 0 . . . 0
0 0 0 c1 0 a12 . . . a1k a1(k+1) . . . a1(n−4)
0 0 0 c2 a12 0 . . . a2k a2(k+1) . . . a2(n−4)
...
...
...
...
...
...
. . .
...
...
0 0 0 ck a1k a2k . . . 0 ak(k+1) . . . ak(n−4)
0 0 0 0 a1(k+1) a2(k+1) . . . ak(k+1) 0 . . . a(k+1)(n−4)
...
...
...
...
...
...
...
...
. . .
...
0 0 0 0 a1(n−4) a2(n−4) . . . ak(n−4) a(k+1)(n−4) . . . 0


,
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where the first k + 4 rows and columns are labeled by u1, u2, u3, u4, v1, v2, . . . , vk, respectively.
It is easy to show that A(C4(u4)⊙k G) is congruent to

0 a1 0 0 0 0 . . . 0 0 . . . 0
a1 0 0 0 0 0 . . . 0 0 . . . 0
0 0 0 a3 −
a2a4
a1
0 0 . . . 0 0 . . . 0
0 0 a3 −
a2a4
a1
0 c1 c2 . . . ck 0 . . . 0
0 0 0 c1 0 a12 . . . a1k a1(k+1) . . . a1(n−4)
0 0 0 c2 a12 0 . . . a2k a2(k+1) . . . a2(n−4)
...
...
...
...
...
...
. . .
...
...
0 0 0 ck a1k a2k . . . 0 ak(k+1) . . . ak(n−4)
0 0 0 0 a1(k+1) a2(k+1) . . . ak(k+1) 0 . . . a(k+1)(n−4)
...
...
...
...
...
...
...
...
. . .
...
0 0 0 0 a1(n−4) a2(n−4) . . . ak(n−4) a(k+1)(n−4) . . . 0


.
If a1a3 = a2a4, then i+(C4(u4) ⊙k G) = 1 + i+(G + u4), i−(C4(u4) ⊙k G) = 1 + i−(G + u4). Otherwise,
A(C4(u4)⊙k G) is congruent to

0 a1 0 0 0 0 . . . 0 0 . . . 0
a1 0 0 0 0 0 . . . 0 0 . . . 0
0 0 0 a3 −
a2a4
a1
0 0 . . . 0 0 . . . 0
0 0 a3 −
a2a4
a1
0 0 0 . . . 0 0 . . . 0
0 0 0 0 0 a12 . . . a1k a1(k+1) . . . a1(n−4)
0 0 0 0 a12 0 . . . a2k a2(k+1) . . . a2(n−4)
...
...
...
...
...
...
. . .
...
...
0 0 0 0 a1k a2k . . . 0 ak(k+1) . . . ak(n−4)
0 0 0 0 a1(k+1) a2(k+1) . . . ak(k+1) 0 . . . a(k+1)(n−4)
...
...
...
...
...
...
...
...
. . .
...
0 0 0 0 a1(n−4) a2(n−4) . . . ak(n−4) a(k+1)(n−4) . . . 0


.
Then i+(C4(u4)⊙k G) = 2 + i+(G), i−(C4(u4)⊙k G) = 2 + i−(G).
By the similar method, we can obtain the following lemma.
Lemma 4.2. Let C6 be a weighted cycle of order 6 containing vertex u. Then i+(C6(u)⊙k G) = 3 + i+(G) and
i−(C6(u)⊙k G) = 3 + i−(G).
By Lemmas 3.4, 3.5, 3.10, 4.1 and 4.2, we can calculate the positive and negative inertia index of the weighted
∞(p, l, q), if p or q ∈ {4, 6}. By the similar method, we can also determine the positive and negative inertia index
of the weighted∞(p, l, q), if p, q ∈ {3, 5}, as shown in Table 1, where the empty cell means there is no correlation
between inertia index of G and the weight set of G.
From Lemmas 3.4, 3.5, 3.10, 4.1, 4.2 and Table 1, we can obtain the positive and negative inertia index of
weighted ∞(p, l, q), when 3 ≤ p ≤ 6, 3 ≤ q ≤ 6, 1 ≤ l ≤ 5. By Lemma 2.6, we obtain the following theorem
immediately.
Theorem 4.3. For each nonnegative integer k, s and t, let a = 4k + p (3 ≤ p ≤ 6), b = 4s + q (3 ≤ q ≤ 6),
c = 4t+ l (1 ≤ l ≤ 5). Then
i+(∞(a, c, b)) = 2(k + s+ t) + i+(∞(p, l, q)), i−(∞(a, c, b)) = 2(k + s+ t) + i−(∞(p, l, q)).
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Table 1: Positive, negative inertia indices of graphs ∞(p, l, q) (p, q ∈ {3, 5}, 1 ≤ l ≤ 5).
Graphs G weighted conditions i+(G) i−(G)
∞(3, 1, 3) 2 3
∞(3, 2, 3)
4a1b1a3b3
a2b2
− c21 > 0 2 4
4a1b1a3b3
a2b2
− c21 = 0 2 3
4a1b1a3b3
a2b2
− c21 < 0 3 3
∞(3, 3, 3) 3 4
∞(3, 4, 3)
4a1b1a3b3
a2b2
c22 − c
2
1c
2
3 > 0 3 5
4a1b1a3b3
a2b2
c22 − c
2
1c
2
3 = 0 3 4
4a1b1a3b3
a2b2
c22 − c
2
1c
2
3 < 0 4 4
∞(3, 5, 3) 4 5
∞(3, 1, 5)
a1a3
a2
− b1b3b5
b2b4
> 0 3 4
a1a3
a2
− b1b3b5
b2b4
= 0 3 3
a1a3
a2
− b1b3b5
b2b4
< 0 4 3
∞(3, 2, 5) 4 4
∞(3, 3, 5)
a1a3
a2
c22 −
b1b3b5
b2b4
c21 > 0 4 5
a1a3
a2
c22 −
b1b3b5
b2b4
c21 = 0 4 4
a1a3
a2
c22 −
b1b3b5
b2b4
c21 < 0 5 4
∞(3, 4, 5) 5 5
∞(3, 5, 5)
a1a3
a2
c22c
2
4 −
b1b3b5
b2b4
c21c
2
3 > 0 5 6
a1a3
a2
c22c
2
4 −
b1b3b5
b2b4
c21c
2
3 = 0 5 5
a1a3
a2
c22c
2
4 −
b1b3b5
b2b4
c21c
2
3 < 0 6 5
∞(5, 1, 5) 5 4
∞(5, 2, 5)
4a1b1a3b3a5b5
a2b2a4b4
− c21 > 0 6 4
4a1b1a3b3a5b5
a2b2a4b4
− c21 = 0 5 4
4a1b1a3b3a5b5
a2b2a4b4
− c21 < 0 5 5
∞(5, 3, 5) 6 5
∞(5, 4, 5)
4a1b1a3b3a5b5
a2b2a4b4
c22 − c
2
1c
2
3 > 0 7 5
4a1b1a3b3a5b5
a2b2a4b4
c22 − c
2
1c
2
3 = 0 6 5
4a1b1a3b3a5b5
a2b2a4b4
c22 − c
2
1c
2
3 < 0 6 6
∞(5, 5, 5) 7 6
Lemma 4.4. For weighted graph θ(3, 3, q), one has
i+(θ(3, 3, q)) =
{
i+(Cq+1), if a1b2 = a2b1;
2 + i+(Pq−2), otherwise,
i−(θ(3, 3, q)) =
{
i−(Cq+1), if a1b2 = a2b1;
2 + i−(Pq−2), otherwise.
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Proof. The weighted adjacency matrix A(θ(3, 3, q)) has the following form
A(θ(3, 3, q)) =


0 x a1 b1 x1 x2 . . . xq−2
x 0 a2 b2 y1 y2 . . . yq−2
a1 a2 0 0 0 0 . . . 0
b1 b2 0 0 0 0 . . . 0
x1 y1 0 0 0 a12 . . . a1(q−2)
x2 y2 0 0 a12 0 . . . a2(q−2)
...
...
...
...
...
...
. . .
...
xq−2 yq−2 0 0 a1(q−2) a2(q−2) . . . 0


,
where x > 0, if q = 2; otherwise, x = 0. And the first four rows and columns are labeled by u, v, u1, v1, respectively.
It is easy to show that A(θ(3, 3, q)) is congruent to

0 x a1 0 x1 x2 . . . xq−2
x 0 a2 b2 −
b1a2
a1
y1 y2 . . . yq−2
a1 a2 0 0 0 0 . . . 0
0 b2 −
b1a2
a1
0 0 0 0 . . . 0
x1 y1 0 0 0 a12 . . . a1(q−2)
x2 y2 0 0 a12 0 . . . a2(q−2)
...
...
...
...
...
...
. . .
...
xq−1 yq−1 0 0 a1(q−2) a2(q−2) . . . 0


.
If a1b2 = a2b1, i+(θ(3, 3, q)) = i+(θ(3, 3, q) − v1) = i+(Cq+1), i−(θ(3, 3, q)) = i−(θ(3, 3, q) − v1) = i+(Cq+1).
Otherwise, A(θ(3, 3, q)) is congruent to

0 0 a1 0 0 0 . . . 0
0 0 0 b2 −
b1a2
a1
0 0 . . . 0
a1 0 0 0 0 0 . . . 0
0 b2 −
b1a2
a1
0 0 0 0 . . . 0
0 0 0 0 0 a12 . . . a1(q−2)
0 0 0 0 a12 0 . . . a2(q−2)
...
...
...
...
...
...
. . .
...
0 0 0 0 a1(q−2) a2(q−2) . . . 0


.
Therefore,
i+(θ(3, 3, q)) = 2 + i+(θ(3, 3, q)− u1 − v1 − u− v) = 2 + i+(Pq−2),
i−(θ(3, 3, q)) = 2 + i−(θ(3, 3, q)− u1 − v1 − u− v) = 2 + i−(Pq−2),
as desired.
By the similar argument, we can obtain the following lemmas.
Lemma 4.5. Let G∗ be a weighted cycle of order q + 2 obtained from θ(4, 4, q) − v1 − v2 by replacing a3 with
a3 +
b1a2b3
a1b2
. Then i+(θ(4, 4, q)) = 1 + i+(G
∗), i−(θ(4, 4, q)) = 1 + i−(G
∗).
Lemma 4.6. For weighted graph θ(5, 5, q), one has
i+(θ(5, 5, q)) =
{
1 + i+(Cq+3), if a1b2a3b4 = b1a2b3a4;
2 + i+(Pq+2), otherwise.
i−(θ(5, 5, q)) =
{
1 + i−(Cq+3), if a1b2a3b4 = b1a2b3a4;
2 + i−(Pq+2), otherwise.
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Lemma 4.7. Let G∗ be a weighted cycle of order q obtained from θ(2, 6, q) − v1 − v2 − v3 − v4 by replacing a1
with a1 +
b1b3b5
b2b4
. Then i+(θ(2, 6, q)) = 2 + i+(G
∗), i−(θ(2, 6, q)) = 2 + i−(G
∗).
Lemma 4.8. For weighted graphs θ(2, 4, 3), θ(2, 4, 5), θ(2, 3, 5) and θ(3, 4, 5), one has
i+(θ(2, 4, 3)) =


2, if a1b2 > b1b3;
2, if a1b2 = b1b3;
3, if a1b2 < b1b3,
i−(θ(2, 4, 3)) =


3, if a1b2 > b1b3;
2, if a1b2 = b1b3;
2, if a1b2 < b1b3,
i+(θ(2, 4, 5)) =


3, if a1b2 > b1b3;
3, if a1b2 = b1b3;
4, if a1b2 < b1b3,
i−(θ(2, 4, 5)) =


4, if a1b2 > b1b3;
3, if a1b2 = b1b3;
3, if a1b2 < b1b3,
i+(θ(2, 3, 5)) = i−(θ(2, 3, 5)) = 3, i+(θ(3, 4, 5)) = i−(θ(3, 4, 5)) = 4.
From Lemmas 3.1, 3.4, 3.5 and 4.4-4.8, we can obtain the positive and negative inertia index of weighted
∞(p, l, q), when 2 ≤ p ≤ 6, 2 ≤ q ≤ 6, 2 ≤ l ≤ 6. By Lemma 2.6, we obtain the following theorem immediately.
Theorem 4.9. For each nonnegative integer k, s and t, let a = 4k + p (2 ≤ p ≤ 5), b = 4s+ q (2 ≤ q ≤ 5), c =
4t+ l(2 ≤ l ≤ 5). Then
i+(θ(a, c, b)) = 2(k + s+ t) + i+(θ(p, l, q)), i−(θ(a, c, b)) = 2(k + s+ t) + i−(θ(p, l, q)).
As we know, the connected bicyclic graphs can be partitioned into two classes: one is the set of all bipartite
graphs each of which contain an ∞-graph as an induced subgraph and the other is the set of all bipartite graphs
each of which contain a θ-graph as an induced subgraph. The graph ∞(p, l, q) (or θ(p, l, q)) is called the base of
the corresponding bicyclic graph B which contains it, denoted by χB .
Let B be a weighted bicyclic graph with base χB. For each vertex v ∈ χB, let B{v} be the induced weighted
connected subgraph of B with the maximum possible number of vertices, which contains the vertex v and contains
no other vertices of χB . Then for all vertices v ∈ χB , B{v} is a weighted tree and B is obtained by identifying
the vertex v of B{v} with the vertex v on χB . The bicyclic graph B is called of Type I, if there exists a vertex
v on χB such that v is matched in B{v}; otherwise, B is called of Type II.
Similar to the discussion of weighted unicyclic graph, we have the following theorem.
Theorem 4.10. Let B be a weighted bicyclic graph and let χB be the base of B.
(i) If B is of type I and v ∈ χB is matched in B{v}, then
i+(B) = i+(B{v}) + i+(B −B{v}), i−(B) = i−(B{v}) + i−(B −B{v}).
And B{v} is a tree, B −B{v} is the union of weighted unicyclic graphs and trees.
(ii) If B is of Type II, then
i+(B) = i+(B − χB) + i+(χB), i−(B) = i−(B − χB) + i−(χB).
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