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ABSTRACT
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Director of Dissertation: Thomas E. Lacy Jr.
Title of Study: Molecular modeling of graphite/vinyl ester nanocomposite properties and
damage evolution within a cured thermoset vinyl ester resin
Pages in Study 135
Candidate for Degree of Doctor of Philosophy
The non-reactive Dreiding and the reactive ReaxFF atomic potentials were applied within
a family of atom molecular dynamics (MD) simulations to investigate and understand interfacial
adhesion in graphene/vinyl ester composites.
First, a liquid vinyl ester (VE) resin was equilibrated in the presence of graphene surfaces
and then cured, resulting in a gradient in the monomer distribution as a function of distance from
the surfaces. Then the chemically realistic relative reactivity volume (RRV) curing algorithm
was applied that mimics the known radical addition regiochemistry and monomer reactivity
ratios of the VE monomers during three-dimensional chain-growth polymerization. Surface
adhesion between the cured VE resin and the graphene reinforcement surfaces was obtained at a
series of VE resin “crosslink densities.”
Both pristine and oxidized graphite sheets were employed separately in these simulations
using a Dreiding potential. The pristine sheets serve as a surrogate for pure carbon fibers while
oxidizing the outer graphene sheets serve as a model for oxidized carbon fibers. Hence, the
effects of local monomer distribution and temperature on the interphase region formation and
surface adhesion can be investigated. Surface adhesion was studied at various curing conversions
and as a function of temperature. Uniaxial loading simulations were performed at different

curing conversions for both models to predict the composites’ modulus of elasticity, Poisson’s
ratio, and yield strength. The same analysis was performed for the neat cured matrix.
The glass transition temperature (Tg) for the homogenized composite and neat VE matrix
was determined at different degrees of curing.
Subsequent MD simulations were performed to predict structural damage evolution and
fracture in the neat VE matrix. The ReaxFF potential was used to quantify irreversible damage
due to bond breakage in the neat VE matrix for different degrees of cure, stress states,
temperatures, and strain rates. The predicted damage mechanisms in the bulk VE thermosetting
polymer were directly compared to those for an amorphous polyethylene (PE) thermoplastic
polymer.

Keywords: vinyl ester resin; pristine graphitic sheets; oxidized graphitic sheets; Molecular
Dynamics (MD); curing degree; Relative reactivity volume (RRV); interfacial shear strength
(ISS); glass transition temperature (Tg); mechanical properties; free volume, damage evolution,
void nucleation, growth, coalescence, thermoset, thermoplastic.
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CHAPTER I
INTRODUCTION
1.1

Motivation
This work will give a better understanding and foundational methodology for molecular

modeling of damage mechanisms in some complex vinyl ester (VE) thermoset polymer
composites, neat cured VE, and thermoplastic amorphous polyethylene (simulation volume, ~
65,340 Å3). Unlike micromechanics or finite element analysis simulations, molecular dynamics
(MD) simulations provide a molecular-level view of critical phenomena that influence
macroscale performance. MD simulations can be used to design and tailor materials with better
bulk (macroscale) properties. For example, if improved carbon fiber-to-matrix interlaminar shear
strength was desired, MD simulations could provide chemists with insights into the relationship
between local monomer chemistry, reinforcement surface functionalization, and other factors
influencing interfacial adhesion. Fiber-matrix interfacial adhesion in thermosetting polymermatrix composites can be studied using the chemically realistic relative reactivity volume (RRV)
curing algorithm [1] that takes into consideration the correct regiochemistry (e.g., head-to-tail
addition regioselectivity) to capture the right monomer sequence distribution and the correct
chemical structures that constitute these materials. Thus, it avoids the need to make up some
arbitrary structure, a flaw often found in the literature. The use of a reactive atomistic potential
ReaxFF for pure thermoset polymers will significantly advance the capacity to simulate the
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dynamic atomic bond breakage within crosslinked or uncrosslinked polymers under stress. This
is considered critical to the study of polymer fracture mechanics.
The RRV algorithm implemented in this work was developed to form a crosslinked
matrix while enforcing the correct regiochemistry and relative reactivity ratios within the free
radical addition cure. This RRV algorithm can be used by researchers to obtain more chemically
realistic monomer sequence distributions during the thermoset curing process. Prediction of
interfacial surface adhesion in polymer reinforced composite materials can be accurately
achieved. Scientists and researchers studying other thermoset polymer composites can apply the
approach presented here to obtain realistic monomer sequence distributions occurring on
copolymerizations or terpolymerizations in both thermoplastics and when curing crosslinked
resin thermosets by using the proper head-to-tail regioselectivity and the known monomer
relative reactivity ratios.
1.2

Dissertation Structure
This section illustrates the structure of the dissertation document, starting with the first

chapter. CHAPTER I presents an overview of the motivation for this research. In contrast,
CHAPTER II presents an overview of MD computational tools used to simulate nanoscale
structures and phenomena in composite materials. Both the nonreactive Dreiding potential [2]
and the reactive ReaxFF potential [3] were used in this work to model and simulate the
interaction between atoms in both cured composite and pure cured VE polymer. This is the first
time the ReaxFF potential has been used to model damage evolution for a pure cured VE
polymer. The stress-strain response and damage quantification for the neat VE matrix were
studied and compared with results for a polyethylene thermoplastic analyzed using the modified
embedded atom method (MEAM) reactive forcefield [4]. Additionally, the bulk glass transition
2

temperature (Tg) was calculated found for the graphene/VE composite and neat VE polymer
using the nonreactive Dreiding forcefield [2]. These calculated Tg values were used to establish
the temperature regimes for all models studied included in CHAPTER III and CHAPTER IV.
CHAPTER III presents an MD study to predict the extent of resin curing and the effect of
temperature on the fiber/matrix adhesive interaction. Here, the matrix was a cured VE resin and
the fiber surface was represented as graphene sheets (with either pristine or oxidized surfaces).
The degree of adhesion at the interface for a cured thermoset VE resin combined with different
graphite sheet surfaces was assessed using MD simulations by using the nonreactive Dreiding
potential. The oxidized graphene surface chemistry was described by the introduction of
different functional groups. Its interfacial adhesion with the cured VE matrix was compared to
that of the pristine graphene sheets. MD simulations were performed to assess the VE monomer
distribution surrounding both the pristine and oxidized graphene sheets as a function of distance
away from the sheets prior to cure. Next, the RRV algorithm was implemented to simulate
composite curing (crosslinking). The glass transition temperature was evaluated as a function of
the degree of cure (conversion) for composites containing either pristine or oxidized sheets. The
stress-strain response of the cured composites was evaluated at different temperatures and curing
degrees while maintaining a constant strain rate.
CHAPTER IV presents a study of the damage evolution in the neat cured VE matrix by
quantifying the damage nucleation, growth, and coalescence leading to the ultimate fracture of
the polymer. Predicted damage mechanisms in the VE polymer are compared to those for an
amorphous polyethylene thermoplastic polymer using the reactive force field ReaxFF. This
potential is used to accurately capture the formation of new surfaces during void nucleation and
growth and to obtain insights into the structural evolution during deformation.
3

Finally, CHAPTER V summarizes the obtained results for this research and addresses
some potential future work.
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CHAPTER II
OVERVIEW OF MODELING COMPOSITE MATERIALS USING MOLECULAR
DYNAMICS SIMULATIONS
2.1

Polymer Composite Two-Phase Materials
Polymer-matrix composite materials contain two or more constituents that are chemically

bonded together. Usually, the polymer matrix permits the increase of the total elongation and
plasticity in the light weight-high strength composites. These matrices can be comprised of either
thermoplastic or thermoset polymers. In general, the polymer matrix enhances the overall
composite properties by increasing the energy absorption and ductility. Such polymers can be
modified by long continuous traditional fibers (long carbon fibers) and chopped fibers, which are
more important in aerospace applications. Those fibers can be either synthetic or natural nanoreinforcements (single or multiwall carbon nanotubes (CNT), graphite nanoparticles (several
layers of graphene), nano clays, make up the third class of reinforcements). These quasi-brittle
reinforcements are known to have excellent mechanical and thermal properties, typically
surpassing any properties of the matrix. Each one of these reinforcements has its applications,
advantages, and drawbacks.
The highly variable properties of thermoset polymers with different combinations of
nano-reinforcements are prime candidates for current and future engineering applications. In this
study, idealized vinyl ester/graphene composites are simulated as stacked graphite layers
embedded in a VE matrix. Thermoset vinyl ester/graphene composites can display exhibit
5

complex structure-property relations due to the interaction between the two-phases, as well as the
gradient in polymer composition near the graphene surfaces. Understanding the underlying
chemical structures, deformation, and failure mechanisms may allow for fine-tuning of the
desired bulk mechanical properties.
Interfacial adhesion, damage, and fracture behavior of cured VE polymeric composite
materials are of particular interest. Due to difficulties in experimentally characterizing the
adhesion at the fiber-matrix interface for composites, the molecular mechanisms governing
interfacial adhesion in multiphase materials are not well understood.
High-performance computing now allows atomic-level simulations to be conducted to
probe the molecular mechanisms and nanomechanics during high rate deformation. MD
simulations can give detailed, atom-by-atom insight into the adhesion mechanisms at the
interface region of cured VE/graphene composites, as well as the damage mechanisms within the
cured matrix. Still, such simulations impose a large computational burden and require using
high-performance computing. A couple of course graining simulations at the mesoscale (from
100 to 1μm) have been reported in the literature that helps reduce the total CPU time [5–8].
These coarse-graining simulations decrease the degrees of freedom of the system. In contrast,
they neglect atom-atom exchange interactions. These latter interactions are considered essential
to fully describe physics at the molecular level, both in terms of bulk and interfacial properties.
At present, there exist no MD simulations on the deformation of a thermoset polymer
with a reactive, built-in bond-breaking potential to study the damage evolution during the
application of stress. The computationally efficient ReaxFF [3] potential opens new doors into
the simulation of thermoset polymeric systems. It allows a superior description of the formation
of free surfaces, in addition to inherent chemical bond-breaking under different applied stresses
6

(tension, compression and shear). This permits the simulations to accurately capture the
development of free volume evolution, which plays a vital role in describing deformation and
fracture in the cured VE polymer, as well as any other crosslinking polymers.
2.2

Molecular Dynamics Simulations
MD simulations describe interatomic interactions at the molecular level (nanoscale). The

formalism implemented in these simulations is based on using the interatomic potentials known
as forcefield potentials. The precision of predicting the material properties using MD simulations
is directly related to the forcefield used for each model. Selecting the appropriate potential can
determine the accuracy of material property prediction by describing the physics right. These
forcefields should be carefully selected because there exists a tradeoff between computational
efficiency and model prediction accuracy. These limitations can lead to restrictions on using
some of these potentials. There now exists a wide variety of forcefield potentials that can be
used. In general, these potentials can be categorized into two types: non-reactive potentials and
reactive forcefields. In general, the terms in nonreactive forcefields are the vibrational, torsional,
nonbonding repulsion, electrostatic, and van der walls potentials. The details about the
nonbonded Dreiding potential used in this work are described in (section 2.3). In terms of
mechanical properties prediction, the non-reactive Dreiding [2] potential was used in this work to
predict the mechanical and thermal properties for both the neat cured VE model and
VE/reinforced composites models.
Additionally, using the reactive ReaxFF [9] potential in this work for the damage
evolution VE model was necessary to capture the bond-breaking during the deformation. This
reactive interatomic forcefield was used mainly to capture failure mechanisms. When stretching
a crosslinked resin with the nonreactive Dreiding potential, the sample cannot rupture because
7

the breaking of strong C-C, C=C, C-O, C-N and other bonds can never break. Thus, as
elongation continues, the forces pulling atoms apart can be tolerated far above their known
experimental bond strengths. The ReaxFF’s special term that describes bond-breaking and bondforming that the Dreiding does not is the bond order term. This term calculates the bond order
from the interatomic distance between two atoms. The ReaxFF formalism is shown (section 2.4).
By including the ability for bonds break when their bond strengths are exceeded, the system can
elongate while creating voids. The developing void volume fraction and void number density
that occur are then predicted. This was done for a neat cured VE matrix under different
conditions.
The ReaxFF potential used in this work previously was not as accurate compared to the
non-reactive potentials in predicting the overall properties of the composites and polymers in
general [9]. This potential was designed for the purpose of capturing the bond-breaking and
bond-forming while other nonreactive potentials were mainly designed for the property
predictions. For this reason, we used the Dreiding model except for stress which caused strains
where bond rupture and free surfaces were created. In fact, this potential has good accuracy for
capturing and describing the free surface formation during damage evolution along with
capturing the bond-breaking and bond-forming [9]. The bond-breaking that can be characterized
over a period of time using ReaxFF was considered essential in this work to capture damage
formation and evolution in a cured VE matrix.
2.3

Dreiding Potential Formulism
In this work, the Dreiding [2] potential was extensively used to predict both the

mechanical and thermal properties for both composites and the neat cured VE matrix. This
potential can be used to predict the different properties of inorganic and organic systems
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accurately. These MD simulations were conducted using the open-source Large-scale
Atomic/Molecular Massively Parallel Simulator LAMMPS [10] software. The oxygen, hydrogen
and carbon parameters used in this work are described in detail in previous work [2].
The functional expression of the Dreiding potential used in this work is briefly elucidated
as follows. The total energy in the system is divided into the sum of two terms, bonded and nonbonded interactions, such that:

𝐸 = 𝐸𝑣𝑎𝑙 + 𝐸𝑛𝑏

(2.1)

where the valence energy Eval depends on the bonds. Enb refers to the nonbonded interaction
energy. Those general energy terms can each be further subdivided into smaller terms. For
example, the bond interaction term Eval may be expressed as

𝐸𝑣𝑎𝑙 = 𝐸𝑏𝑜𝑛𝑑 𝑠𝑡𝑟𝑒𝑡𝑐ℎ + 𝐸𝑏𝑜𝑛𝑑 𝑎𝑛𝑔𝑙𝑒 𝑏𝑒𝑛𝑑𝑖𝑛𝑔 + 𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 𝑎𝑛𝑔𝑙𝑒 𝑡𝑜𝑟𝑠𝑖𝑜𝑛 + 𝐸𝑖𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛

(2.2)

Such that 𝐸𝑏𝑜𝑛𝑑 stretch, 𝐸bond angle bending, 𝐸dihedral angle torsion and 𝐸inversion are known as the bond
stretch energy, valence angle bending energy, dihedral angle torsion energy, and inversion
energy (out of plane interactions), respectively.
Similarly, the non-bonded term Enb interactions can be decomposed as:

𝐸𝑛𝑏 = 𝐸𝑣𝑎𝑛 𝑑𝑒𝑟 𝑊𝑎𝑙𝑙 + 𝐸𝐸𝑙𝑒𝑐𝑡𝑜𝑠𝑡𝑎𝑡𝑖𝑐 + 𝐸𝑒𝑥𝑝𝑙𝑖𝑐𝑖𝑡 ℎ𝑦𝑑𝑟𝑜𝑔𝑒𝑛𝑒 𝑏𝑜𝑛𝑑𝑠
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(2.3)

Such that 𝐸𝑣an der 𝑊𝑎𝑎𝑙, 𝐸electrostatic and 𝐸hydrogen bonds are described as the van der Waals energy,
Coulomb energies and hydrogen bond energies, respectively. A detailed description and
interpretation of each energy term is given in Ref. [2]. Additionally, the process and the detailed
values for the parameters of Dreiding potential are described in Ref. [2].
2.4

ReaxFF Potential Formulism
In this work, the ReaxFF potential was used to predict both the stress-strain response and

damage evolution for the neat cured VE matrix. This potential can be used to accurately predict
free surface/volume formation during the damage evolution and fracture in pure polymers [11–
14]. These MD simulations were carried out using the open-source Large-scale
Atomic/Molecular Massively Parallel Simulator LAMMPS [10] software. The oxygen, hydrogen
and carbon ReaxFF parameters used in this work are described in detail in Ref. [9].
The ReaxFF’s various partial energy terms can be expressed similarly to those in the
Dreiding potential. This forcefield also has additional terms that allow for capturing bond
breaking and bond-forming in the system during the deformation and/or failure. The energy of
the system then is divided into different terms, i.e.,

𝐸𝑠𝑦𝑠𝑡𝑒𝑚 = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑜𝑣𝑒𝑟 + 𝐸𝑢𝑛𝑑𝑒𝑟 + 𝐸𝑙𝑝 + 𝐸𝑣𝑎𝑙 + 𝐸𝑡𝑜𝑟 + 𝐸𝑣𝑑𝑊𝑎𝑎𝑙𝑠 + 𝐸𝐶𝑜𝑢𝑙𝑜𝑛𝑏

(2.4)

Such that 𝐸𝑏𝑜𝑛𝑑, 𝐸𝑜𝑣𝑒𝑟, 𝐸𝑢𝑛𝑑𝑒𝑟, 𝐸𝑙𝑝, 𝐸𝑣𝑎𝑙, 𝐸𝑡𝑜𝑟 and 𝐸𝑣𝑑𝑊𝑎𝑎𝑙𝑠 are known as the bond energy,
over coordination energy penalty, under-coordination stability, lone-pair energy, valence angle
energy, torsion angle energy, van der Waals energy and Coulomb energies, correspondingly.
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Details of the ReaxFF LAMMPS parameter file used in this study are shown in the appendix
(A.2). A detailed description of each energy term is explained in Ref. [9].
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CHAPTER III
INTERFACIAL ADHESION BETWEEN CURED VINYL ESTERS AND PRISTINE VERSUS
OXIDIZED GRAPHENE SURFACES: INSIGHTS FROM MOLECULAR DYNAMICS
SIMULATIONS
The interfacial adhesion was investigated using molecular dynamics (MD) simulations
for pristine three graphene sheet thick and surface-oxidized four graphene sheet thick carbon
reinforcements, each embedded into a cured vinyl ester (VE) matrix. Adhesion was compared at
different VE conversions (crosslink densities). Liquid VE resin components were first
equilibrated in the vicinity of both pristine and oxidized graphene surfaces. The VE matrix was
then cured using the relative reactivity volume (RRV) algorithm [1], which accounts for the
different values of the rate constants defining the experimental reactivity ratios during the
crosslinked matrix formation. This algorithm also ensures that accurate head-to-tail
regiochemistry occurs during free radical addition curing of the three-dimensional (3D) network.
The monomer sequence distribution, glass transition temperature (T g), and interfacial shear
strength (ISS) were predicted for cured VEs in the presence of embedded pristine or oxidized
graphitic surfaces. Mechanical properties at different degrees of VE conversion were predicted
for the composites with either pristine or oxidized reinforcement surfaces. Graphene pullout
energies at 233, 300, and 500 K were simulated, below and above the composite T g values. The
effects of different degrees of resin conversion on the overall thermal, mechanical, and
interfacial adhesion properties of these composites were simulated. Importantly, the interfacial
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matrix to reinforcement adhesion values for oxidized graphene sheets were substantially larger
than those of the pristine sheets at all crosslink densities. Matrix adhesion to both reinforcements
was highest at resin conversions lower than typically employed in commercial VE composites.
3.1

Introduction
Simulating realistic thermoset polymer compositions and predicting their properties and

behavior under different applied stresses is a major challenge. Success would foreshadow
connecting these properties to the larger micro and macroscopic property scales [15,16] and help
guide experimental development of improved material properties [17,18]. Computational tools
are vital for accelerating materials design [19]. Polymer matrix/carbon-reinforced materials are
key components of modern aerospace structures. Improving continuous carbon fiber-to-matrix
adhesion represents closely held technology secrets throughout this industry. Additional
expansion has occurred to newer carbon allotrope reinforcements (single, multi-wall carbon
nanotubes, graphene, and other nanoparticles). These carbon fiber nano-reinforcements exhibit
excellent mechanical [19–29] and thermal [30] properties resulting in higher composite stiffness
and strength [31]. Among those nano-reinforcements on the market, generic graphene is the most
used due to its design flexibility [32]. During the last decades, explosive literature growth
concerning the properties of graphene-reinforced nanocomposites occurred [33–38].
Weak interfacial adhesion results in poor fiber-matrix load transfer. This is one challenge
encountered using carbon fiber-reinforced polymer matrix composites. Modifying the surface
chemistry of the graphene surfaces using different functional groups tends to enhance the
interaction/adhesion between the graphene surfaces and cured epoxy matrices [39]. The
interfacial adhesion between modified graphene surfaces and cured thermoset matrices has been
addressed by molecular dynamics (MD) simulations [39,40]. Furthermore, introducing different
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functional groups (carboxyl, quinoid carbonyl, epoxy, and hydroxyl) [41,42] by oxidizing the
carbon nanofiber surface was studied to increase the interfacial adhesion between the modified
carbon nanofiber surfaces and cured thermoset resin. Moreover, Melro et al. [43] reported
simulations where covalent bonding of functional groups to graphene surfaces improved the
interfacial adhesion by increasing the interaction energy between a cured epoxy resin and
modified graphene sheet surfaces. Therefore, changing the surface chemistry results in
increasing the cohesive energy, which results in better mechanical properties of the entire
composite [44].
Similarly, the interphase properties of carbon fiber-matrix composites influence
interfacial adhesion. Experiments and simulations have reported the effect of the interphase
morphology on the interfacial adhesion properties of composites using thermosets versus
thermoplastics. Filler to thermoplastic interphases are substantially thicker than filler to
thermoset interphases [45,46]. At the microscale, thermoplastic interphases are typically 0.1 to 1
micron thick [47]. Thermosets form from reactive monomers that result in branching,
crosslinking and matrix polymerization during curing as the temperature rises.
Thermoplastics, on the other hand, have thicker interphases due to the long polymer
chains existing in high melt viscosity matrix polymers. The entanglement between the long
chains can form thick interphases near the reinforcement region. Thermoplastics chain alignment
can form substantial interfacial thickness with thermoplastics because the local
interface/interphase represents very large molecular weights morphology regions (crystalline
versus amorphous). It is harder to define how the interface regions of thermoplastics and to
determine the interfacial composite properties at the molecular scale. Within the interphase,
crystallization of thermoplastics can induce a variation and anisotropy that affect the bulk
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mechanical properties. The polymer microstructure variation changes gradually near the
reinforcement surface (interface) toward the bulk region [45,46]. Conversely, thermosets have a
far thinner interphase zone where the cured 3D network differs from the bulk. The thinner
interphase between the thermoset and fiber reinforcement, however, provides an advantage for
using MD simulations to understand chemistry at the interface. This very thin (nanoscale) range
allows computations to deal with a tractable size from the interface to a representative bulk
composition. Thus, we applied MD to study the interfacial properties of vinyl ester (VE) matrix
composites.
Predicting the interfacial adhesive properties of cross-linked polymer matrices to
chemically different reinforcement surfaces is central to composite materials design. Thermoset
matrix monomer compositions, monomer sequence distributions as a function of starting mole
ratios, monomer relative reactivity ratios and crosslink densities can be widely varied. The
relative liquid monomer ratios and concentrations near a surface vary from those in bulk.
Specific monomer ratios near surfaces versus those in bulk might provide insight into the resin’s
interfacial adhesion design. Equilibrating the monomer first would give composition differences
near and further from the surface. Predicting free radical curing via the relative reactivity volume
(RRV) algorithm [1] would give the sequence distributions in the crosslinking matrix as a
function of conversion, temperature, and distance from the reinforcement surfaces. This will all
be influenced by the reinforcement’s surface chemistry. Simultaneous application of all these
considerations in an MD simulation permits the prediction of the composition of the matrix as a
function of the distance from the interphase out into the bulk. Subsequent MD predictions of
properties will show how surface adhesion can be varied by designed monomers structures, mole
ratios, reinforcement surface chemistries and the degree of monomer conversion (crosslink
15

density) during curing. Polymer molecules adopt different molecular conformations at
reinforcement surfaces than in bulk [40,48,49]. Characterizing matrix chemical structure at
reinforcement interphases is experimentally challenging because of interphase scale size. MD
simulations can probe these fundamental questions at the molecular level (high resolution lower
length scale) where it is difficult for experiments to probe structures, dynamics, or capture the
physics.
Thermoset vinyl ester/carbon fiber composites are used extensively in a wide range of
wind turbine marine, aerospace, and automotive applications [23,50,51], exhibiting excellent
strength to weight ratios. Low-viscosity VE resins allow rapid resin infusion into fiber preforms.
This work employs MD atomistic simulations of chemically realistic crosslinked VE resins to
predict adhesive bonding to pristine and surface-oxidized graphene nano-reinforcements as a
function of the degree of cure and temperature. VE liquid monomer compositions were predicted
at the interfaces that are different from the bulk VE. This composition is then reflected in the
cured resin’s surface region composition because chain propagation proceeds via a low
activation free-radical addition that is fast relative to monomer diffusion over a distance. This
system serves as a surrogate for continuous carbon fibers and carbon nanofibers. This work
extends previous MD simulations of VE matrix adhesion by this group [49].
3.2
3.2.1

Methods
Model Generation and Simulation Setup
The VE used in this study approximates the commercial Derakane 441-400 thermoset

[52]. The polymer matrices were cured in the presence of three-platelet-thick pristine graphitic
sheet and four-platelet thick oxidized graphitic sheet reinforcements. The liquid resin used for
pristine and oxidized reinforcements was composed of styrene (Sty) and two VE monomers
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(VE1 and VE2) used in a 10.4/2/1 mole ratio (Figure 3.1). This is representative of a commercial
VE resin, with 33 wt% styrene and 67 wt% VE components, with an average of 1.62 bisphenol A
(BPA) functions per VE monomer [53]. Styrene lowers the resin viscosity, enhancing the ease of
infusion into fiber preforms or blending with nanophase reinforcements. The liquid phase for
both models contained 104 styrene, 20 VE2, and 10 VE1 monomers. It was packed above and
below the graphene carbon sheets in a 3D periodic cell (see Figure 3.2) using an amorphous
building tool implemented in the Materials and Process Simulation, MAPS v 4.1 software
package [54]. After packing, minimization was conducted using the conjugate gradient method
[55]. The Drieding potential [2] was used for all simulations.

Figure 3.1

Vinyl ester monomer VE1, VE2, and styrene structures.
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Figure 3.2

Schematic diagram of the initial models of the three-monomers styrene, VE1
(n=1), VE2 (n=2), and both models (a) pristine and (b) oxidized graphitic sheets
with the liquid monomers.

The multilayer graphitic sheets consist of three pristine graphitic layers for the pristine
model (Figure 3.2(a)) and four graphitic layers for the oxidized reinforcement surface model
(Figure 3.2(b)). The graphitic sheets are held together by inter-atomic van der Waals forces in
both models. The graphitic sheets were located at the center of the box, placed along the xy
plane. The number of graphene platelets was selected so that the neat or cured resin on opposite
sides of the sheet in both models would not interact through the sheet thickness. A 9.5 Å cutoff
distance was used for the van der Waals interactions. The electrostatic monomer/monomer
interactions between the regions of the reinforcements were included, but they are negligible. A
3D simulation box with periodic boundaries was created for the pristine model that has a
33x33x60 Å3 repeating unit cell (RUC). This resulted in a final simulation cell density of 1.20
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g/cm3 after packing the system using an amorphous building tool that randomly packed the
monomers around the pristine graphene sheets.
A four-layered graphene sheet reinforcement, oxidized on the top and bottom layers, was
constructed (Figure 3.2b)). Four types of functional groups, [four carboxyls, twelve quinoid
carbonyls, six epoxides, and forty-four hydroxyl], were attached, half on the top surface and half
on the bottom surface, to oxidize the graphene sheets (Table 3.1 and Figure 3.3). These
functional groups were introduced manually using covalent bonds following the same procedure
and using the same degree of oxidation as our group’s earlier work [40]. Epoxide and hydroxyl
group introduction form sp3 hybridized carbons that are tetrahedral and pucker the sheets.
Puckering pins the inward facing functional groups and causes the outer two oxidized graphenes
to have larger d-spacings to the inner graphenes of the reinforcement. A total of 66 oxidized
groups are on the 108.9 nm2 combined top and bottom surfaces. The final dimension of the RUC
was 33x33x65 Å3. The cell density of 1.17 g/cm3 was obtained after randomly packing the
monomers around the oxidized graphene sheets.
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Figure 3.3

Functional groups (a, b, c and d) were introduced on the upper and lower graphene
sheet (e) (perspective view) for the upper and bottom oxidized surface.

Table 3.1

Total number of functional groups used for each graphite sheets in both upper and
lower surface and their (O/C) ratios.
Number of functional groups

O/C
ratio

Quinoid
Carboxyl
Carbonyl(a)
Sheet 1/ upper
2
11
3
1
0.02
Sheet 1/ lower
1
11
3
1
0.02
Sheet 4/ upper
2
11
3
1
0.02
Sheet 4/ lower
1
11
3
1
0.02
(a) Carbonyl groups are bent out of the xy plane by small amounts due to the steric strain.
Sheet/Surfaces

Epoxy

Hydroxyl
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The uncured pristine and oxidized models were subjected first to 10,000 energy
minimization iterations using the conjugate gradient method [56]. Then, MD simulations were
conducted on both models using the constant particles number, volume, and temperature (NVT)
canonical ensemble, heating from 10 K to 1000 K in 50 K increments, for 105 ps using 1 fs time
steps, with 500 iterations at each intermediate temperature. Dynamics simulations using the
Dreiding [2] forcefield were then conducted for 7 ns with 1 fs time steps at 1000 K, followed by
cooling to 300 K using the same times and time steps used during the heating. Both models were
then re-equilibrated at 300 K for 3 ns.

Figure 3.4

Flowchart of the curing process simulation using the relative reactivity volume
(RRV) algorithm originally developed by our group[1].
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After equilibration was achieved for both models, their liquid resins were cured using the
RRV algorithm [1]. (Figure 3.4) which outlines the steps followed to achieve each degree of
curing (the percentage conversion of polymerizable functions in the resin). This algorithm
mimics the known radical addition head-to-tail regiochemistry and applies known monomer
reactivity ratios (r1=k11/k12 and r2=k22/k21) of vinyl ester methacrylate and styrene vinyl functions
during 3D chain-growth of the crosslinked network. Reactivity ratios values of r1=0.485 and
r2=0.504 [57,58] were employed. The models were subjected to step-by-step curing until the
desired percent conversion was achieved. The detailed curing process and MD equilibration
steps are shown in Figure 3.4. After the conversion, the terminal radical sites were capped with
hydrogen atoms. Above 94% conversion, further polymerization (curing) could not be achieved
for both the pristine and oxidized models. At this point, the growing radical ends were restricted
by the crosslinked structure from reaching any unreacted double bonds.
The increasing conversion in both models is followed visually using color changes
(Figure 3.5). At the highest pristine model conversion (94%), the color becomes more uniform
(dark blue) (Figure 3.5(a)) along and within the growing crosslinked molecular chains. The
oxidized model’s color (Figure 3.5(b)) becomes more uniform yellow at the highest conversion
of 94%. After curing, each model conversion was re-equilibrated at 300 K for 3 ns using the
canonical ensemble (NVT) to relax the system and eliminate the internal stresses.
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Figure 3.5

Crosslinking evolution in VE/graphite composite model structures (a) pristine
model and (b) oxidized model using the RRV algorithm [1].

The glass transition temperature, Tg, of each composite was calculated for different VE
matrix conversions. The Tg was determined by finding the deflection point in the simulated slope
of the volume versus temperature plot from 300 K to 600 K. This is the temperature where the
cured VE’s coefficient of thermal expansion changes in the presence of the reinforcement. Both
models were equilibrated in a series of NVT and NPT MD simulations, from 600 K to 300 K at
temperature intervals of 25 K. The RUC volume at each temperature was extracted, and volume
versus temperature was plotted to determine the Tg range for curing conversions of 60, 70, 82,
88, 90, and 94% VE conversions. The Tg occurs at the temperature where the coefficient of
thermal expansion increases due to the freeing of segmental motions. A polynomial fit within the
300–350 K and 525–575 K temperature range generated straight tangent line interpolations
between points at each degree of temperature. This resulted in 50 lines per region (red lines
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shown in Figure 3.6). The resulting intersections of these lines were used to obtain T g and
quantify the calculation uncertainty. Figure 3.6 illustrates this Tg prediction for the cured
VE/pristine model at 88% conversion, where Tg = 454.5 ± 12.8 K. The Tg values obtained for
both pristine and oxidized models at 60, 70, 82, 88, 90, and 94% conversions, are presented in
the result section.

Figure 3.6

Predicted glass transition temperature (Tg) and uncertainty region for the
VE/pristine graphite model cured to 88% conversion from volume versus
temperature plots at 25 K increments.

The interfacial shear strength (ISS, τi) was calculated for all six VE conversions for both
pristine and oxidized models. The cured systems were relaxed for 3 ns under NVT conditions,
and each composite’s average total potential energy, Esystem, was determined. This was followed
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by calculating the total average potential energy for both isolated graphene reinforcement stacks
(Egraphene) and (Egraphene oxidized) as well as both isolated cured VE resins (Ematrix) of the pristine or
oxidized models. This is illustrated in Figure 3.7. This procedure was used to simulate the ISS
for each model as a function of the percentage of VE resin conversion. This is an improvement
over our previous study [49], where graphene stacks were fixed. Here fully relaxed graphene
stack reinforcements are used in ISS determinations, reducing errors versus earlier work [59–62]
by completely relaxing the system.

Figure 3.7

Snapshot during interfacial shear strength (ISS) calculation for both (a) pristine
and (b) oxidized models.
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For the stress-strain analysis, the models were next exported to the LAMMPS MD
software package [63], where the tensile stress-strain simulations were performed using the
Dreiding [2] potential. Pristine and oxidized models were equilibrated again using 1 fs time steps
in the canonical ensemble (NVT) at 300 K for 1 ns to fully relax the cured systems. Then both
models at 60, 88 and 94% VE conversions, each at 233, 300 and 500 K (9 variations for each
model) were subjected to uniaxial tension at a constant strain rate of 1x1010 s-1 using NPT
dynamics at 300 K. Stress was applied perpendicular (z-direction) to the reinforcement (xy)
planes. The four cell faces perpendicular to the deformation axis were allowed to contract during
loading, allowing for a Poisson’s effect. The influence of the resin conversions (e.g., crosslink
densities) and temperatures on the deformation behavior for pristine and oxidized models were
then analyzed at this high uniaxial strain rate (έz = 1x1010 s-1). Stress-state analyses were
performed without applying pressure in either the x or y directions.
3.3
3.3.1

Results and Discussions
Equilibrated structures of pristine and oxidized surface models
The VE liquid monomer compositions were predicted for both pristine and oxidized

models by plotting the density profile for each monomer type (Sty, VE1, and VE2) along the zdirection from the reinforcement interface into the bulk VE. Styrene molecules preferentially
aligned with their aromatic rings parallel to the graphitic surface in the liquid VE resin that had
been equilibrated in the presence of graphitic platelets. The density profiles for the liquid styrene,
VE1, and VE2 molecules at equilibrium were obtained, where the density profile is the number
of molecules per cubic angstrom (Å3) at each sub-volume of the unit cell. Density profiles of
specific monomer atoms in the xy plane at that instant were extracted in the z-direction
perpendicular to the graphitic surfaces. This allows a mole ratio to be determined as a function of
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distance from the surface for each type of monomer. This density profile analysis in the pristine
model is shown after completing a 7 ns at 1000 K equilibration in Figure 3.8(a) and after
subsequent re-equilibration for 3 ns at 300 K in Figure 3.8(b). The monomers are represented in
black for styrene, red for VE1, and green for VE2. The corresponding oxidized model plots are
shown after equilibrating for 6 ns at 1000 K (Figure 3.9(a)) and then re-equilibrating for 5 ns at
300 K (Figure 3.9(b)).
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Figure 3.8

Averaged monomer density profiles at 1000 K and at 300 K versus distance in the
z-direction from the pristine graphene surfaces model after equilibration in a
Sty/VE1/VE2 monomer mole ratio of 10.4/2/1.
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Figure 3.9

Averaged monomer density profiles at 1000 K and at 300 K versus distance in the
z-direction from the oxidized graphitic surfaces model after equilibration in a
Sty/VE1/VE2 monomer mole ratio of 10.4/2/1.
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The styrene density is higher near the graphitic surfaces than the overall 10.4/2/1
(Sty/VE1/VE2) mole ratio in the RUC. It then decreases as the distance away from the surface
increases, going into the bulk. This behavior was observed with both pristine and oxidized
reinforcements. This elevation in the styrene surface region’s concentration was less in the
oxidized versus the pristine model, as shown in Figure 3.10. Cooling from 1000 K to 300 K
increases the styrene equilibrium density near the surface for both models. At high temperature
equilibration (1000 K), the entropy was dominating where monomers tend to diffuse rapidly
away from the graphene surface. On the other hand, re-equilibrate the system at the curing
temperature (300 K), the styrene monomers increase at the vicinity of the graphene surfaces due
to the monomer/monomer interaction between the VE and the styrene at the bulk. Those
interactions tend to push away the styrene from the bulk toward the graphene surfaces. This
results in a favorable interaction of the styrene with nano-reinforcement surfaces where the
styrene monomers align planar with graphene surfaces. The yellow lines in Figure 3.8 and Figure
3.9 represent the atom centers of the rings of the graphene reinforcement sheets (i.e.,
approximate mid-planes of the sheets). The gap between the outer graphene layer surfaces and
the first styrene density peak shows the volume occupied by the electron densities of the surface
atoms and monomers and the exclusion due to van der Waals repulsions. The d-spacing between
the three pristine graphene sheets is the same (3.4 Å), as shown by the yellow lines (Figure 3.8).
The d-spacing between outer sheets 1 to 2 from the left and 4 to 3 from the right (Figure 3.9) is
greater (~4.3 Å) in the oxidized model. The formation of sp3 hybridized carbons with tetrahedral
geometries in the oxidized surface sheets changes their d-spacings.
Comparing density profiles obtained for both surface models (Figure 3.10) illustrates that
adding polar carboxyl, quinoid carbonyl, epoxy, and hydroxyl surface groups changed the
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monomer distributions near and moving away from the reinforcement into the bulk. This occurs
because these oxidized surface groups have dipole moments, and -OH and COOH groups can
also hydrogen bond interact to oxygen atoms in the VE monomers. Surface dipole moments can
exert dipole-dipole attractions to monomer dipoles. These factors influence the enthalpy of the
surface interactions to VE1 and VE2 versus styrene differently than in the pristine model.
Increasing the dipole-dipole attractions between the oxidized graphene surfaces and VE matrix,
resulting in a better load transfer between the two phases that leads to increasing the interfacial
properties. These results suggest that it is possible to tailor interfacial properties by tuning the
graphene surface chemistry. Changing the graphene surface’s chemistry by grafting different
functional groups, resulting in different monomer formation and concentration at the vicinity of
the oxidized graphene surfaces, this thin interphase formation will increase the polar interactions
and results in enhancing the interfacial properties.
The monomer liquid composition (Sty, VE1, and VE2) is higher in the vicinity of the
oxidized layer surfaces. This is different from the bulk monomer composition because oxidized
graphene/monomer enthalpic and entropic interactions are different from monomer/monomer
interactions. They are also temperature dependent (TΔS effect). Overall, the change in free
energy ΔG controls each monomer distribution in the near-surface regions versus the bulk, ΔG=
ΔH - TΔS.
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Figure 3.10

Averaged styrene density profiles versus distance (z-direction) away from both
pristine and oxidized graphene surfaces at 300 K after equilibrating a
Sty/VE1/VE2 overall monomer mole ratio of 10.4/2/1.

The styrene's density profiles for both pristine and oxidized models were plotted for
comparison purposes as shown in (Figure 3.10). The figure illustrates at 300 K, the styrene
density profile for the oxidized model was lower near the surface than for the pristine model.
Similar behavior was observed in our previous work [49]. These distributions demonstrate that
modifying the surface chemistry by grafting different functional groups (oxidized model) modify
the monomer distribution near versus away from the reinforcement surfaces, and this effect only
occurs very close to the surface (within ~10 Å), as shown in Figure 3.10. This change in the
surface region’s monomer distribution caused by reinforcement oxidation will affect the
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monomer composition incorporated by curing. The 3D crosslinked matrix near the reinforcement
surface will reflect this change in monomer concentration versus the matrix composition
obtained in bulk. This, in turn, will lead to a different interfacial adhesion developing in the
oxidized reinforcement model compared to the pristine reinforcement model. This adhesion
difference is predicted and discussed in Section 3.3.3.
3.3.2

Glass Transition Temperature
The composites’ glass transition temperatures (Tg) were calculated at VE matrix

conversions of 60, 70, 82, 88, 90, and 94%. Tg values for carbon-reinforced composites are not
well studied compared with studies of their cured matrices. As an example, the graphene/organic
matrix composite. Tg values occur over a temperature range and depend on the cured matrix’s
chemical structure, reinforcement volume fraction, shape, relative concentration, and surface
chemistry [64]. Few studies have been performed by studying the Tg of the composites. One
experimental study investigated how the nano-reinforcement volume fraction influenced
composite Tg [65]. As the volume fraction of the reinforcement increased, SWCNT/polystyrene
composite Tg values increased until reaching 15 wt% reinforcement. Thereafter, the Tg remained
constant. The lack of information about how changing reinforcements in thermoset composites
affects Tg values partially motivates this work. The pristine and oxidized graphene reinforced
models employed herein have a parallel and infinitely long x- and y-dimensions, graphene
thickness of 3.7 Å and reinforcement volume fractions of 1.85 % (pristine) and 2.27%
(oxidized), while the reinforcement surfaces are spaced 3.4 and 3.6 Å apart, respectively. No
studies are known to the authors where composites T g values are studied as a function of the
distance between reinforcement surfaces, and this remains a future target.
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Composite Tg's are obtained here as functions of VE conversions. The predicted Tg
values and associated uncertainties, calculated as illustrated in Figure 3.6 for both pristine and
oxidized models, are summarized in Table 3.2 and displayed in Figure 3.11 for matrix
conversions of 60, 70, 82, 88, 90, and 94%. The difference due to surface oxidation in Tg values
is greatest for the most flexible, least crosslinked matrix (60% conversion) and progressively
decreases as the conversion increases to 88% (with a corresponding increase in the VE matrix
modulus). This illustrates that a complex interplay exists between surface adhesion, matrix
stiffness, and surface versus resin chemical structure. These findings only apply to this specific
composite geometry, reinforcement spacing, and volume fraction. This suggests a rich area of
future study to examine the effects of increasing the reinforcement thicknesses/volume fraction
while simultaneously varying the matrix thickness between reinforcement layers. The difference
between the composites’ and pure matrix Tg values probably increases as the volume fraction of
the matrix interphase.
Table 3.2

Composite Tg values for pristine and oxidized graphene sheet reinforcement
models as a function of matrix conversion.

Degree of matrix
conversion
Model
Tg (K)

60%

82%

88%

90%

94%

Pristine Reinforcement/VE Composite
398.3
± 12.4

430.7
± 9.7

458.9
± 23.6

454.5
± 12.8

433.7
± 15.7

392.8
± 9.3

Oxidized Reinforcement/VE Composite

Model
Tg (K)

70%

468.4
± 10.9

497.1
± 6.5

502.2
± 9.8
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490.3
± 11.4

476.7
± 5.6

468.8
± 9.9

The predicted composite Tg values are higher at every matrix conversion for the oxidized
reinforcement model. These are very large magnitude differences (70, 66, 43, and 36 K at 60, 70,
82, and 88% conversions, respectively). Thus, the interfacial interaction seems to play a role in
the composite’s Tg response despite the fact the matrix is cured to the same crosslink density in
these comparisons. Thus, the matrix bulk region well separated from the reinforcement would be
expected to have about the same Tg values at the same conversion in the pristine and oxidized
models. With increasing degree of conversion, the matrix resin gets stiffer, and its T g rises.
Therefore, the graphite/cured VE resin interaction in the surface region is exerting an effect on
the volume versus temperature relationship.
The highest predicted composite Tg for both models (pristine and oxidized) occurs when
the matrix is cured to only 82% conversion (Figure 3.11). As the conversion increases to 88%, a
small drop in Tg occurs. Then, a sharper drop is predicted at 90 and 94%, especially for the
pristine model. The composite Tg with a 94% degree of conversion is considered fully cured
because the matrix crosslinking sterically prevents further reactions from joining the few
remaining polymerizable functions. At this conversion, the predicted T g’s fell to 392.8 ± 9.3 K
for the pristine/VE composite and 468.8 ± 9.9 K for the oxidized/VE composite. This T g range
may be compared to the calculated value obtained (417-425 K) for the neat VE at cured to 98%
conversion in the absence of any reinforcement [1] and to the reported experimental value of 415
K for the neat cured Derakane 441-400 matrix which would likely have a conversion of 92-94%
[66]. More simulations and experiments are required to probe the reinforcement’s effect.
Nonetheless, it appears that carbon reinforcement surface functionalization may be used to
increase composite Tg values, and potentially expand the composite operational service
environment.
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Figure 3.11

The simulated glass transition temperature (Tg) values for pristine and oxidized
graphene surfaces composite models with the uncertainty bound at each degree of
conversion.

The Tg region of a crosslinked resin occurs when its segmental motion is thermally
activated from the glassy state. Chain segments between crosslinks are freed from a glassy state.
This leads to volume expansion. The matrix Tg value rises as the degree of conversion increases
because the crosslink density rises, and segment lengths between crosslink sites decrease.
Segmental motions at graphitic surfaces are restricted by the confining solid and are reduced by
any existing matrix/graphitic sheet attractive interactions. Although embedded graphitic sheets
restrict segmental motion of nearby chain segments, as the conversion increases to from ~86 to
94%, the predicted composite Tg values drop. This is observed even though the neat cured resin’s
Tg rises as the conversion rate is increased to 94%. This might be because of the method used to
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identify Tg in this study (volume versus temperature) and related inaccuracies in obtaining the Tg
values due to difficulties in defining the distinct slopes in the highly crosslinked system.
3.3.3

Interfacial Shear Strength (ISS)
The interfacial shear strength (ISS) between the stacked graphene sheets and the cured

VE matrix for both models was calculated at conversions of 60, 88, and 94%. The ISS was
predicted at 233, 300, and 500 K for all three conversions for a total of nine pullout ISS values.
Pullouts performed at 233 K (-40 °C) are well below VE matrix composite Tg values. Here, the
VE resin will be in its glassy phase. The highest temperature at which the ISS was predicted was
500 K (227 °C), which far exceeds the VE matrix and the composite Tg values. At 500 K, the VE
matrix is in its rubbery phase. The ISS was defined as the energy required to separate the matrix
from the reinforcement. This solid reinforcement/matrix interface interaction was calculated by
separating each of the cured matrices from both top and bottom surfaces of the reinforcement
sheets and averaging all the results per unit surface area. Previous MD studies [49,59,67,68] have
calculated the load transfer interaction between SWCNT, MWCNT, and graphitic sheet surfaces
and cured resin matrices of epoxy, polystyrene, and VE. Figure 3.7 illustrates the methodology
used to determine the ISS strength (τi). The total average pullout energy may be expressed as

𝜏𝑖 =

𝐸𝑝𝑢𝑙𝑙𝑜𝑢𝑡
𝑤𝐿2

(3.1)

where w is the width and L is the length as illustrated in (Figure 3.7). The pullout energy (Epullout)
is calculated at any specific temperature from
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𝐸𝑝𝑢𝑙𝑙𝑜𝑢𝑡 = (𝐸𝑚𝑎𝑡𝑟𝑖𝑥 + 𝐸𝑔𝑟𝑎𝑝ℎ𝑖𝑡𝑒 ) – 𝐸𝑡𝑜𝑡𝑎𝑙

(3.2)

Both model composite total energies Etotal were obtained after they were fully relaxed
using NVT for 3 ns, eliminating all internal stresses. Next, the average total potential energy was
calculated for the cured VE matrix after separation from the reinforcement sheets. This allows
the matrix the opportunity to expand (relax) into space occupied previously by the sheets. This
gave Ematrix. Finally, the average potential energy of the graphitic sheet stacks separated from the
matrix, Ereinforcement, was calculated. Applying Eq. 3.2 provided Epullout.
The predicted ISS values are plotted in Figure 3.12. Three major trends clearly emerge.
First, oxidation results in a profound (4-fold) increase in ISS compared to the ISS for the pristine
model. The oxidized surfaces promoted substantially higher ISS values at all temperatures (red
lines, Figure 3.12). The magnitudes of the differences ranged from 754 to 582 MPa greater ISS
values for the oxidized surface as compared to the pristine surface. Similar trend was reported in
the literature [69] where the interfacial adhesion increase three times of the graphitized graphite
surface compared to the untreated pristine surface. Where changing the surface chemistry of the
reinforcement enhances the surface activity at the interface which results in increasing the load
transfer between the two-phase materials. The difference in oxidized versus pristine ISS is more
pronounced than conversion and temperature. Second, the ISS values decrease with increasing
temperatures at every degree of VE conversion and in pristine and oxidized reinforcement
models. Third, the ISS values drop as the VE percent conversion rises for the given conversion
values. The stiffer the VE becomes, the weaker the ISS becomes. The least cured 60%
conversion VEs generate larger ISS values than the highly cured 94% resins for both models.
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The ISS values in the (60%) pristine model were 141 MPa versus 103 MPa (94%) at 500 K and
210 MPa (60%) versus 148 MPa (94%) at 233 K. The oxidized model gave higher ISS values
829 MPa (60%) versus 685 MPa (94%) at 500 K and 939 MPa (60%) versus 833 MPa (94%) at
233 K. ISS values at all temperatures and conversion percentages for pristine and oxidized
models are shown in Table 3.3. This illustrates that conformational freedom in the matrix acts to
raise the ISS at temperatures below and above Tg.

Figure 3.12

Predicted pullout interfacial shear strengths (ISS) for both pristine
reinforcement/cured vinyl ester matrix, and oxidized reinforcement/ vinyl ester
matrix composites at different vinyl ester conversions versus temperature.
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Table 3.3

Predicted Interfacial Shear Strengths (ISSs) in MPa for both pristine and oxidized
reinforcement/ vinyl ester composites at different degrees of conversion versus
temperature.
Model
Degree of conversion
Temperature (K)
233
300
500
Model
Degree of conversion
Temperature (K)
233
300
500

Pristine Reinforcement/VE Composite
60%
88%
94%
ISS (MPa)
ISS (MPa)
ISS (MPa)
210
171
148
148
132
109
141
124
103
Oxidized Reinforcement/VE Composite
60%
88%
94%
ISS (MPa)
ISS (MPa)
ISS (MPa)
939
844
833
902
811
762
829
721
685

The higher ISS values at lower VE conversions arises from larger relaxation energies, as
mentioned earlier [49], permitting maximum interfacial contact and promoting better matrix to
reinforcement load transfer. Raising the temperature always promotes molecular motion but not
surface alignment. The ISS values for both pristine and oxidized models decrease as the
temperature rises at every VE percent conversion (Figure 3.12). The magnitudes of these drops
are modest, especially between 300 to 500 K in the pristine model. The ISS value decreases
above the composite Tg value due to the high molecular motion at the interface at high
temperature, which has the result of decreasing the interface adhesion. In the VE resin’s glassy
phase, the conformational flexibility is restricted when compared to the rubbery phase.
The predicted interfacial shear strengths in this study depend on the intermolecular van
der Waals, dipole/dipole, and hydrogen bonding forces possible in the oxidized versus pristine
cases. The pristine or oxidized reinforcements interact via nonbonded forces only (intermolecular
forces), since no covalent bonds between phases have been introduced. Oxidation of pristine
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graphene surfaces in our oxidized model introduced hydroxyl and carboxylic acid groups (Hbonds donors and acceptors) and epoxy and carboxyl groups (H-bonds acceptors). All these
groups have permanent dipole moments. These surface features can interact with carbonyl and
ether functions in the VE resin segments, generating attractions that complement the van der
Waals interactions. Styrene has no polar functions participate in H-bonding or dipole-dipole
attractions from the oxidized surfaces. In addition, the nonplanar surface geometry created by
graphene oxidation might allow segments of the cured matrix to have more conformations that
can lie close to the surfaces. The crinkling of the graphene surface sheets creates more total
surface area for attractive interactions to be manifest between the matrix and reinforcement for
any styrene/VE1/VE2 matrix mole ratio at the surface. MD simulations can probe such
interactions. Previous MD studies concluded higher interfacial adhesion occurred between
carbonyl, carboxyl and hydroxyl functions on oxidized graphene and cured epoxy resins where
covalent bonds between phases occurred [43]. Bekyarova et al. [70] experimentally modified
single-wall carbon nanotubes surfaces with carboxylic acid functions, increasing interfacial
adhesion to an epoxy matrix by 40%. There, some covalent interfacial bonding was possible. In
our study, we obtained a 400% improvement in ISS by modifying the pristine graphene surfaces
to the highly oxidized graphene using different functional groups. The ISS improvement
differences between our study and the previous experiment study [70], it might be due to the
number of functional groups used or the different types of thermosets used in both studies (VE
versus epoxy) which can contribute to different ISS improvement. The authors suggest
performing experiments in the future to validate those studies for both (pristine versus oxidized)
graphite models.
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3.3.4
3.3.4.1

Stress-Strain Analysis and Mechanical Properties
Curing Dependence
Composite uniaxial tensile properties perpendicular to the reinforcement plane for both

models were predicted at 60, 88, and 94% VE conversions employing a constant (έ z = 1x1010 s-1)
strain rate at 233, 300, and 500 K. These MD simulations were all performed using LAMMPS
[71,72]. Uniaxial tension was applied along the z-axis by increasing the simulated cell height.
The predicted stress-strain curves for the pristine versus oxidized reinforced models appear in
Figure 3.13. The individual tensile stress-strain curves at each VE conversion for both models
are all combined and collected for each temperature (Figure 3.13(a)-(c)). Young’s moduli and
yield stresses were obtained for every case and appear in Table 3.4. The Young’s moduli were
obtained from the slope in the elastic stress-strain curve region at 0.5% strain. The yield stress
was obtained at a 0.5% offset strain of the modulus of elasticity to define the proportional limit.
The modulus of elasticity value obtained for the pristine reinforcement/VE composite
model cured at 94 % VE conversion which is considered fully cured and at room temperature
(300 K) was compared to the neat fully cured VE loaded quasi-statically based on the reported
value from the technical data sheet for the neat cured VE Derakane 441-400 matrix [73]. The
elastic modulus MD prediction value (4.65 GPa) is higher than the reported value (3.4 GPa) for
the neat fully cured VE. the author suggests conducting more mechanical tests for these types of
MD models for validation in the future. The strain rates employed in MD simulations are very
high (108 to 1010 s-1). This brings up the question of what effect does the stress has when applied
at this strain rate (1010 s-1). There would not be time for chain conformational relaxation to occur
(or occur fully) during matrix separation from the surface. In essence, it would be analogous to a
brittle fracture. If this separation was carried out at a quasi-static strain rate (0.01 to 1 s-1) chain
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conformational relaxation within the matrix and at the matrix/reinforcement surfaces could
occur, allowing the different types of chain to surface attractions to occur during the phase
separation process. Due to MD computational limitations in resources would not be able to
perform those type of simulation at low or quasi-static strain rates.
Figure 3.13. illustrates the predicted stress-strain curves as a function of VE conversion
degree for both pristine versus oxidized reinforced models. The curing dependence effect on the
mechanical properties of these two models has been studied in this section. Next, Section
(3.3.4.2) will be discussing the temperature dependence effect on the mechanical properties for
both pristine versus oxidized reinforced models as well.
The predicted stress-strain curves for the pristine versus oxidized reinforced models
appear in the individual tensile stress-strain curves at each VE conversion for both models are all
combined and collected for each separate temperature (Figure 3.13(a) at 233 K, (b) at 300 K and
(c) at 500 K). At each temperature, Young’s modulus and the yield strength both increase as the
VE curing conversion increases (Table 3.4, Figure 3.13).
At the lowest temperature (233 K) (Figure 3.13(a)) the stress-strain curves for both
pristine and oxidized reinforced models show the same stress-strain trend. Where increasing the
VE conversion degree starting from 60 % (lowest conversion) up to 94% (highest conversion),
we see the increase in the modulus and yield strength. Similar trend was capture at 300 K and
500 K, respectively. At the lowest conversion (60%), the stress increases linearly during uniaxial
loading at 233 K (Figure 3.13(a)). This results in a predicted modulus of elasticity of 4.71 GPa
and a Poisson’s ratio of 0.41 for the pristine model, with 5.32 GPa and 0.38 for the oxidized
reinforcement model. As the conversion increases from 60 up to 94%, covalent bond formation
creates a more crosslinked 3D network, and the composites become stiffer. The predicted elastic
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modulus was 5.92 GPa with a Poisson’s ratio of 0.39 for the pristine model at 233 K using a
0.5% offset when the VE conversion was 94%. The corresponding 94% VE conversion oxidized
reinforcement composite was stiffer, exhibiting a 6.24 GPa elastic modulus with a Poisson’s
ratio of 0.32. The apparent yield strengths rose as crosslink density went up for both pristine and
oxidized models. At a temperature of 233 K (Figure 3.13(a)), the calculated yield strength of the
pristine reinforced composite at 60% conversion was 161.91 MPa, versus 191.73 MPa for 94%
VE conversion. The same trend was observed for the oxidized reinforcement composites as the
VE conversions increased.
Similar trend was observed, at 300 K (Figure 3.13(b)). At the lowest conversion (60%),
the stress increases linearly during uniaxial loading at 300 K. This results in a predicted modulus
of elasticity of 4.65 GPa and a Poisson’s ratio of 0.36 for the pristine model, with 3.77 GPa and
0.35 for the oxidized reinforcement model. As the conversion increases from 60 to 88%,
covalent bond formation creates a more crosslinked 3D network, and the composites become
stiffer. The predicted elastic modulus was 4.65 GPa with a Poisson’s ratio of 0.30 for the pristine
model at 300 K using a 0.5% offset when the VE conversion was 94%. The corresponding 94%
VE conversion oxidized reinforcement composite was stiffer, exhibiting a 5.05 GPa elastic
modulus with a Poisson’s ratio of 0.4. The apparent yield strengths rose as crosslink density went
up for both pristine and oxidized models. At a temperature of 300 K (Figure 3.13(b)), the
calculated yield strength of the pristine reinforced composite at 60% conversion was 148.1 MPa,
versus 172.8 MPa for 94% VE conversion. The same trend was observed for the oxidized
reinforcement composites as the VE conversions increased.
Finally, at the highest temperature (500 K) (Figure 3.13(c)) the stress-strain curves for
both pristine and oxidized reinforced models show the same stress-strain trend. Where increasing
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the VE conversion degree starting from 60 % (lowest conversion) up to 94% (highest
conversion), we see the increase in the modulus and yield strength. Similar trend was capture at
233 and 300 K, respectively. At the lowest conversion (60%), the stress increases linearly during
uniaxial loading at 500 K (Figure 3.13(c)). This results in a predicted modulus of elasticity of
0.29 GPa and a Poisson’s ratio of 0.29 for the pristine model, with 1.43 GPa and 0.0.33 for the
oxidized reinforcement model. As the conversion increases from 60 up to 94%, covalent bond
formation creates a more crosslinked 3D network, and the composites become stiffer. The
predicted elastic modulus was 0.40 GPa with a Poisson’s ratio of 0.35 for the pristine model at
500 K using a 0.5% offset when the VE conversion was 94%. The corresponding 94% VE
conversion oxidized reinforcement composite was stiffer, exhibiting a 3.85 GPa elastic modulus
with a Poisson’s ratio of 0.33. The apparent yield strengths rose as crosslink density went up for
both pristine and oxidized models. At a temperature of 500 K (Figure 3.13(c)), the calculated
yield strength of the pristine reinforced composite at 60% conversion was 45.11 MPa, versus
102.51 MPa for 94% VE conversion. The same trend was observed for the oxidized
reinforcement composites as the VE conversions increased.
The Poisson’s ratio remains nearly constant as the modulus increases with higher
crosslinking. Progressive curing does not appear to affect the Poisson’s ratio at high strain rates.
Beyond the elastic region, the stress-strain curves for both pristine and oxidized models at 60, 88,
and 94% VE conversions tend to enter the plastic zone after the yield point. Each of these curves
(Figure 3.13(a)-(c)) shows that increasing the strain tends to lower the stress because the cured
VE starts to accumulate damage.
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Figure 3.13

Uniaxial tension stress-strain curves for both pristine and oxidized graphene sheet
reinforced/ vinyl ester matrix composites cured to 60, 88, and 94% conversions. A
strain rate of 1x1010 s-1 was applied at (a) 233, (b) 300, and (c) 500 K (tension in
the z-direction).
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Table 3.4

Pristine and oxidized reinforcement composite model mechanical properties
(Elastic Modulus, yield stress, and Poisson’s ratio values).
Uniaxial Tension
Simulations

Curing % Conversion
60

88

94
Curing % Conversion
60

88

94

Elastic
Yield
Poisson’s
Modulus
Stress
Ratio
(GPA)
(MPa)
Pristine Reinforcement/VE Composite(a)
0.41
233
4.71
161.91
0.36
4.65
148.06
300
0.29
0.29
45.110
500
0.42
233
5.05
165.96
0.37
3.94
133.20
300
0.46
0.29
74.400
500
0.39
233
5.92
191.73
0.30
4.65
172.78
300
0.35
0.40
102.51
500
(b)
Oxidized Reinforcement /VE Composite
0.38
233
5.32
182.03
0.35
3.77
133.70
300
0.33
1.43
59.04
500
0.35
233
5.32
183.49
0.32
5.04
162.74
300
0.36
2.59
92.620
500
0.32
233
6.24
190.53
0.40
5.05
170.29
300

Temperature
(K)

0.33
3.85
122.57
500
(a) The composite’s Tg values for the Pristine Reinforcement/VE Composite at 60, 88 and 94%
matrix conversions are (398.3 ± 12.4, 454.5 ± 12.8 and 392.8 ± 9.3 K).
(b) The composite’s Tg values for the Oxidized Reinforcement /VE Composite at 60, 88 and
94% matrix conversions are (468.4 ± 10.9, 490.3 ±11.4 and 468.8 ± 9.9 K).
In this section, the structure-property relationships for pristine and oxidized
reinforcement models as a function of VE conversion were studied. The temperature dependence
on the mechanical properties at each fixed VE conversion for both pristine and oxidized
reinforced models was studied and discussed in (3.3.4.2). The composite mechanical properties
depend sharply on crosslink densities. The modulus of elasticity and yield strength values rise as
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the conversion increases. The cured resins become stiffer as crosslinking proceeds. Cured VE
resins tend to produce interlocked chain loops as crosslink density rises. Highly cross-linked
systems have reduced mobility and less conformational freedom within the 3D network.
Conversely, highly crosslinked systems enhance the mechanical properties sought in their carbon
fiber reinforcements. The trends observed here for VE resins in both pristine and oxidized
models were similar to those predicted in MD simulations of EPON862/DETDA epoxy
thermosets as a function of crosslink density [74].
3.3.4.2

Temperature Dependence
Composite uniaxial stress-strain plots for the pristine and oxidized models at

έz=1x1010 s-1 strain rates and at 233, 300, and 500 K are shown for VE conversions of 60, 88 and
94% (Figure 3.14). Young’s moduli and yield stresses versus temperature are summarized in
Table 3.4. Both Young’s moduli and yield strengths decrease as temperature increases, resulting
in a drop in the ultimate stresses. The overall stress-strain curves drop to lower stresses as the
temperature rises from 233 to 500 K. This trend was seen for both composite models (Figure
3.14).
At 233 K and 94% conversions, the pristine and oxidized composite models are in the
glassy region, well below their 392.8 ± 9.3 K and 468.8 ± 9.9 K T g values, respectively.
Conversely, at 500 K, well above both composite models’ Tg’s, both moduli and yield strengths
would drop at much lower quasi-static strain rates because their matrix Tg values would drop.
This same trend occurred in these MD simulations (Table 3.4, Figure 3.14) at the high έz=1x1010
s-1 strain rate. This is perhaps surprising since at such a high strain rate, conformational motion
has little time to accommodate the new elongated volume. Nevertheless, a similar trend was
witnessed for an EPON862/DETDA epoxy system cured at 86 % conversion, stress-strain curves
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were plotted, and Young’s modulus as a function of temperatures was predicted by MD
simulations of EPON862/DETDA epoxy system [74] deforming at a 5x108 s-1 strain rate as the
temperature rose from 300 to 500 K with an increment of 50 K.
The predicted pristine model’s mechanical properties at 60, 88, and 94% matrix
conversions at 300 K and a έz=1x1010 s-1 strain rate spanned 3.94–4.65 GPa for Young’s moduli
and 133.2–172.78 MPa for yield strengths (Table 3.4). Figure 3.14 illustrates the true stressstrain curves for pristine and oxidized models with different degrees of VE conversion (Figure
3.14(a-c)) at different temperatures T= 233, 300, 500 K, respectively. At the lowest curing
degree, 60% VE conversion (Figure 3.14(a)). The stress-strain curves for both pristine and
oxidized models show a decrease in the Young’s modulus and yield strength values as the
temperature increase from 233 to 500 K. This drop is related to the Tg values of both models,
where below the Tg value the composites behave in glassy phase while exceeding the Tg value
will lead in a degradation of the mechanical properties of both models as shown in Figure
3.14(a). Similar trend was observed for pristine and oxidized models at both 88, and 94 % VE
conversion Figure 3.14(b),(c). Abuomar et al. [75] reported the experimental measurement
values of elastic moduli of pristine vapor-grown carbon nanofiber/vinyl ester nanocomposites in
the 3.51–4.31 GPa range with yield strengths of 180.0–198.3 MPa at room temperature. These
reported experimental values were close to the ones obtained in this MD prediction study for the
pristine model. The Young’s moduli and yield strengths from the oxidized reinforcement model
performed here cannot be compared to experimental values, since comparable work is not found
in the literature.
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Figure 3.14

Uniaxial tension stress-strain curves for both pristine and oxidized graphene sheet
reinforced/ vinyl ester matrix composites at 233, 300 and 500 K. A strain rate of
1x1010s-1 was applied in z-direction to composites with (a) 60, (b) 88, and (c) 94%
vinyl ester conversions.
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In this section, the fundamental deformation for pristine and oxidized reinforcement
composites are compared as the VE conversions increases (Figure 3.14(a)-(c)). The stress-strain
curves for both models are compared in Figure 3.14 at all temperatures (233, 300, and 500 K).
The Dreiding forcefield was used for this study. This potential cannot capture bond breaking and
free volume formation during system deformation such that the final rupture (bond breaking)
does not occur or get shown in stress-strain curves for both models.
There exist differences in the mechanical properties (Modulus of elasticity and yield
stress) between the two pristine versus oxidized models. The initial stress-strain responses are
alike with the same trend, with the oxidized reinforcement model exhibiting a higher elastic
modulus compared to the pristine model (Table 3.4). At the highest 94% VE conversion (Figure
3.14 (c)), and at curing temperature 300 K, the predicted modulus of elasticity of 4.65 GPa and
yield stress of 172.78 for the pristine model, with 5.05 GPa and 170.29 for the oxidized
reinforcement model. the same trend was observed for the rest of VE curing degrees namely 60,
and 88% VE conversions for both pristine and oxidized reinforced models.
For both pristine and oxidized models, the elastic properties were predicted in the linearelastic regime at 0.5% strain. Post yield, both the pristine and oxidized models exhibit a
softening behavior that is clearly noticeable at 300 K and below (Figure 3.14 (a-c)). At
approximately 17% strain, both models start to exhibit some hardening, which is barely
noticeable (Figure 3.14). However, due to a highly crosslinked microstructure, VEs can only
undergo a small amount of chain alignment before a fracture occurs.
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3.4

Conclusions
MD simulations of the stress-strain response for both pristine and oxidized

reinforcement/VE composite models were performed on the same VE resin composition preequilibrated with the reinforcement surfaces then cured to different degrees of conversions (60,
88, and 97%). Stress-strain responses were obtained at a strain rate of 1x1010 s-1 and at
temperatures of 233, 300 and 500 K using the Dreiding forcefield. After building and minimizing
both models, the equilibrated (at 1000 and 300 K) VE liquid monomer mixtures’ (Sty, VE1 and
V2) molecular distributions were plotted in the z-direction away from the reinforcement surfaces
for both pristine and oxidized models. After free radical curing, the crosslinked matrix monomer
composition reflected the differences in the liquid resin’s monomer distribution versus the
distance away from the reinforcement surfaces. The results obtained in this study show that the
molar composition of monomers in a liquid VE differ near the surface versus the bulk. The
thickness of this varying composition (liquid interphase region) is very thin with an estimation of
3.2 Å at 300 K. This variation in the monomer mole ratio to some degree persists as curing
occurs. Therefore, the VE resin exhibits a composition difference (different mole ratio of the
monomers) going from the surface into the bulk. Free-radical curing of the VE has very low
activation energy for propagation. Therefore, it will incorporate monomers in competition with
monomer translation into the interphase region. Hence, this tends to lock in the variation in
monomer distribution found in the liquid interphase from the surface to bulk. For higher
activation energy curing reaction, like the curing of epoxy, one would determine the monomer zaxis distribution at the curing temperature. Then the curing reaction would be modeled at that
temperature, where monomer translation in solution would be faster, but still subject to the
surface’s same influences that distort the monomer distribution in the interphase region from that
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in the bulk. As the resin forms near the surface, the larger chain-extended and branched
molecules diffuse more slowly, and the reinforcement surface becomes less available to continue
to bias the incoming monomer distribution. This effect is likely to moderate the thickness region
that has a different average monomer composition than the bulk polymer. These thin interphase
regions in thermosets can have profound influences on interfacial adhesion. We see this with
how in the pristine graphene/VE model the styrene’s mole fraction near the interface increases in
the liquid and cured VE to provide bulk surface attractive interactions.
Another key conclusion is that interfacial adhesion increases with enhanced molecular
(segmental) mobility within the crosslinked matrix. Lower conversions (lower crosslink
densities) increase ISS’s because higher segmental mobility allows a greater amount of favorable
attractive interactions to develop between the surface and the matrix. This occurs with both
oxidized and pristine carbon surfaces. However, lowering the crosslink density inside the matrix
reduces the moduli and other mechanical properties of the resin. Also, solvent or water
penetration increases. So, to design a composite with high ISS requires a trade off with curing for
getting composite properties. MD simulations can be used to explore what surface functional
groups would be most advantageous to create on the surface for a given resin. Incorporation of
ReaxFF can be used to predict ability of covalent bond formation to the graphitic surface to
enhance the ISS.
Curing the model VE resin employed here revealed the disproportionate role that styrene
monomer units in the cured resin played in surface interactions and the resulting ISS’s, since
their mole fraction was greater at the pristine graphitic surfaces than it was in the bulk region of
the matrix [76]. If the graphitic sheet surface, representative of an unoxidized smooth carbon
fiber surface, were increasingly oxidized to introduce various surface oxygenated functions, the
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equilibrium monomer distribution at the reinforcement surface before and during matrix resin
curing would change [40]. Thus, the cured resin’s monomeric components contacting the solid
reinforcement surface result in a different mole fraction and a different distribution of surface
conformations and orientations.
The stress-strain analysis simulations at different degrees of conversion and temperatures
for both pristine and oxidized reinforcement/VE composite models point out the role that greater
molecular mobility in the surface interface region has in enhancing the interaction between the
cured resin and nano-reinforcement. This suggests that a slightly high degree of conversion
(stiff) matrix, which was designed to have high surface adhering monomers in a higher mole
fraction at the surface and also a region of higher molecular mobility in the region adjacent to the
interface than exists in bulk, is a potential experimental goal.
Both the pristine and oxidized models were cured to different VE conversions (60, 70,
82, 88, 90, and 94%) using the relative reactivity volume (RRV) algorithm. Next, the mechanical
properties (Young’s modulus, yield strength, and Poisson’s ratio) of both pristine and oxidized
reinforcement/VE composites cured to different degrees of conversions were predicted and
plotted.
The stress-strain analysis predicted mechanical moduli of elasticity, yield strengths, and
Poisson’s ratios for both cured models at various VE conversions (60, 88, 94%) and temperatures
(233, 300, and 500 K), with a constant 1x1010 s-1 uniaxial tension strain rate in the z-direction
normal to the graphene surfaces. The obtained stress-strain curves and mechanical properties
predictions at each condition (curing and temperature dependencies) showed that the mechanical
properties are dependent on both conditions. For the conversion degrees, the results showed that
increasing the VE conversion in both reinforcement/VE composites results in increased moduli
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of elasticity and yield strength. However, the temperature dependence results show the opposite
trend. As the temperature rises above Tg, a degradation in the overall mechanical properties of
the cured composites happens.
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CHAPTER IV
DAMAGE AND FRACTURE MODELING OF CURED THERMOSET VINYL ESTER
RESIN USING MOLECULAR DYNAMICS SIMULATIONS
Explicit-atom Molecular dynamics (MD) simulations were conducted for neat cured
thermoset vinyl ester (VE) resin to examine the damage evolution of pores, or voids, formed
during deformation, which ultimately leads to catastrophic failure. The free volume evolution
was studied at different degrees of conversion (60, 88 and 97%), applied stress states (uniaxial
tension, compression, shear), strain rates (1x109 s-1, 7x109 s-1, 1x1010 s-1), and temperatures (253,
300 and 500 K). The reactive ReaxFF forcefield was used, which permits chemical bond
breaking to occur, allowing for accurate MD simulations of free volume evolution. Simulated
glass transition temperatures (Tg) of neat cured VE resins (60, 70, 85, 88, 90, 94, and 97%
conversion) were obtained. Stress-strain and damage evolution analyses were performed both
below and above the polymer Tgs. The stress-strain response in terms of yield strength and
ultimate strength shifts going from the glassy to the rubbery phase. Damage progression was
decomposed into void nucleation, growth, and coalescence, which was correlated to specific
regions of the stress-strain response at different VE conversions, stress states, strain rates, and
temperatures. Damage evolution in the 88% conversion VE thermosetting polymer was
compared to that for an amorphous thermoplastic polyethylene (PE) to assess their different
failure mechanisms. This study illustrates how MD simulated damage evolution can be used to
predict complex fracture behavior of different polymer types.
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4.1

Introduction
Liquid epoxy [77], vinyl ester (VE) [78], polyester [79], are common thermosetting

polymeric resins used in the high temperature applications. Curing forms the complex
crosslinked solid matrix phase in cross-linked polymer composites. The crosslink density
depends on the resin monomer structures employed and on the percent conversion of the
functional groups that are linked to generate the macromolecular structure. Increasing the
conversion percent raises the crosslink density, which, in turn, changes the mechanical and
dynamic mechanical properties of the matrix. In this study, the commercial thermoset Derakane
441-400 vinyl ester (VE) resin was modeled.
Studies have shown how the variation of the styrene monomer ratio in the VE resin
affects the mechanical and thermal properties of the cured resin [80,81]. The styrene monomer
ratio in the VE resin plays a key role in the cured matrix properties. The mechanical failure
mechanisms and damage evolution in thermosets in general, and cured VE resins specifically,
are not well understood. Understanding those failure mechanisms at the molecular level
(nanoscale) is challenging. Furthermore, the similarities and differences in failure mechanisms of
thermosets and thermoplastics are not well understood. For example, fracture often initiates with
the creation of free volume generated as voids/pores/defects. Such voids can nucleate and grow
until they begin to coalesce into crack-like entities, and progression continues to final
rupture/damage in the bulk.
Characterizing lower length scale damage mechanisms in polymers experimentally is a
challenging task due to the complex polymer morphology and limitations in scale size and
resolution of most experimental damage measurements. Experimental studies of cavitation have
been performed on a macroscopic scale [82–90]. G’sell et al. [91] calculated the plastic
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deformation gradient as a function of the volumetric strain in two glassy polymers using both
experiments and simulations. Experimental cavitation studies using high-density polyethylene
(HDPE) [82,92–94] investigated different amorphous and crystalline morphologies. A dilatation
experiment [82], using large strains, showed that the volumetric strain could reach more than
30% before the final failure occurs. X-ray scattering indicated randomly distributed voids
initiated in HDPE near the yield point [84]. The randomness of the void nucleation depends on
the crystal-to-amorphous phase interface thickness and morphology.
Molecular dynamics (MD) simulations permit the prediction of damage evolution
mechanisms that occur at the molecular level (nanoscale). In the metals community, MD
simulations to study the damage mechanisms for different metals have been widely used [85],
relating structure-property relations and quantifying damage evolution for different metals using
the initiation of voids (nucleation), void growth, and void coalescence [95–103]. Few MD
simulations have been conducted on damage mechanisms that occur in complex polymers
[104,105], and little understanding exists of different failure mechanisms that can occur within
thermoset and thermoplastic polymers. Thermoset polymer damage evolution and failure
mechanisms are less well understood than those in thermoplastics. Thermoset failure is
dominated by chain scission, leading to a brittle response, while thermoplastic failure is
dominated by chain slip, disentanglement, and crazing, leading to a more ductile-like response.
Modeling failure mechanisms and damage evolution in a widely used VE thermoset versus that
in an amorphous polyethylene (PE) thermoplastic motivates this work.
Several MD simulations of damage and cavitation in amorphous PE have appeared [106–
113]. Rottler et al. [114] and Rottler and Robbins [115] examined the glassy polymers
polystyrene (PS) and polymethyl methacrylate (PMMA) to study the failure mechanisms using
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MD simulations to simulate the initiation and growth of cavitation. They later approximated the
fracture energy at the macroscale by integrating fracture mechanics concepts. Introducing the
effect of free volume on polymer dynamics [116–118] is essential to describe the damage
evolution in polymers. MD simulations illustrated that damage evolution occurs at different
stress states and is directly related to a loss of disentanglements [119]. However, increases in free
volume are not solely responsible for enhanced chain mobility, as the local potential energy
variation has been seen to locally enhance chain dynamics [108]. MD was used to capture
thermoset damage mechanisms in a few cases [96,100,120–128]. Damage and localized
anisotropic mechanical property evolution was simulated by MD in thermoset epoxy polymers
under mechanical cyclic loading (fatigue loading) [129]. Additionally, a multiscale damage
model using MD simulations was conducted to study the damage evolution and failure
mechanisms in composites with embedded carbon nanotube reinforcements [105]. Finally, Koo
et al. [104] studied brittle fracture in highly cured thermoset epoxy polymers using MD
simulations.
This work describes explicit-atom MD simulations to study the damage evolution
occurring in neat cured VE resins. The progression of void initiation, growth, and coalescence
within a cured VE polymer was investigated at different curing degrees, stress states, strain rates,
and temperatures. In this work, the deformation and damage behavior of a cured VE thermoset is
studied to determine the effects of degree of conversion (crosslink density), strain rate,
temperature, and stress state on damage evolution. The VE glass transition temperature (Tg) for
various crosslink densities was determined, and simulations were conducted in both the glassy
(below Tg) and rubbery regimes (above Tg). The stress-strain responses and damage evolution
results for the reactive ReaxFF and the classical Dreiding forcefields were compared to
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investigate the role of bond breaking in cured VE damage progression. Finally, the stress-strain
response and the damage progression for the VE polymer was compared to amorphous PE
simulations performed previously [130] to provide a quantitative comparison of the damage
evolution between thermosets and thermoplastics.
4.2
4.2.1

Methods
Model Generation and Simulation Setup
The initial liquid VE resin model was built using Materials and Process Simulation

Platform (MAPS) V4.1 [54] and the amorphous building tool, and then the energy was
minimized using the Dreiding [2] atomic potential. The VE monomer liquid mixture used is
composed of three types of monomers: styrene (Sty), vinyl ester 1 (VE1), and vinyl ester 2
(VE2) (structures in Figure 4.1) present in a mole ratio of 10.4/2/1. This is representative of the
widely used commercial Derakane 400-440 VE resin [66]. Figure 4.1 illustrates the 34×34×34
Å3 sized repeating unit cell (RUC) containing a total of 4524 atoms. The relatively small system
size was chosen because of the computational expense of the ReaxFF [3] potential. However, the
RUC is still considered sufficiently large to accurately capture the stress-strain relations and
damage evolution. Indeed, the mechanical properties were observed to converge in periodic
systems of this size (see supplemental figures Figure B.1).
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Figure 4.1

Chemical structures generated using MAPS v4.1 and initial 3D periodic unit cell of
randomly packed VE1, VE2, and Sty (2/1/10.4 mole ratio) at a density of 1.2
g/cm3.

The liquid VE resin was equilibrated for 3 ns at 300 K, keeping the number of atoms, the
temperature, and the pressure constant (the NPT ensemble) and using Dreiding potential. This
led to an equilibrated monomer distribution with a density of 1.07 g/cm 3 [1]. After equilibration,
the resin was cured by radical-initiated polymerization. The chemically-realistic relative
reactivity volume (RRV) algorithm previously developed by our group [1] was applied. It
mimics the known radical addition head-to-tail regiochemistry and applies the known monomer
reactivity ratios of vinyl ester and styrene monomers during 3D chain-growth polymerization of
the crosslinked network. The model was subjected to step-by-step curing until the desired degree
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of curing (percent conversion of the monomers vinyl groups) was achieved. Figure 3.4 illustrates
the RRV algorithm steps used to obtain a realistic cured VE polymer at different conversions.
Figure 4.2 illustrates the increased conversion during curing by coloring individual
molecules. In the high curing limit of 97%, we tend to see the uniform color (indicating a single
large molecule) of long growing crosslinked molecule chain. After curing, each model
conversion was re-equilibrated at 300 K for 3 ns using the canonical ensemble (NVT) to relax
the system and eliminate the internal stresses. Next, the models were exported to the Large-scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS) software [71,72], and the remaining
simulations were performed using the ReaxFF [3] reactive potential. They again were
equilibrated using 0.5 fs time steps via the canonical ensemble at 300 K for 1 ns to fully relax the
cured systems with ReaxFF.

Figure 4.2

Evolution of cross-linked vinyl ester structure using the Relative Reactivity
Volume (RRV) algorithm [1].
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The glass transition temperatures (Tg) for the cured VE resins were obtained at each
conversion percentage following the same methodology used in previous work [119]. The
Dreiding [2] potential was used for Tg calculations. At each conversion percentage, Tg was
determined by calculating the volume of the cured matrix versus temperature from 300 K to
600 K in 25 K increments. The Tg occurs at the temperature where the coefficient of thermal
expansion increases, due to the freeing of segmental motion. This occurs at the inflection point in
the slope of the volume versus temperature plot. The system was equilibrated with a series of
NVT and NPT dynamics simulations by applying an annealing process starting from 600 K and
ending at 300 K with 25 K decrements of temperature. The RUC volume at each temperature
was extracted, and volume versus temperature was plotted to determine the Tg range for each
conversion (crosslink density) selected. In an attempt to gauge uncertainty in determining the Tg,
a polynomial fit within the 300–350 K and 525–575 K temperature range was used to interpolate
between points, generating tangent lines at each degree of temperature. This resulted in 50 lines
per region (red lines shown in Figure 4.3). The resulting intersections were used to quantify the
uncertainty in determining the slope of the volume versus temperature curve. Figure 4.3 shows
an illustration of Tg prediction for a cured VE model at 60% conversion. The same procedure
was used for the other curing degree models.
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Figure 4.3

The glass transition temperature (Tg) prediction for the 60% cured vinyl ester
model by plotting the volume as a function of temperature at 25 K increments and
the associated uncertainty band related to determining the slope in the initial and
final linear portions.

Next, equilibrated cured VE configurations at 60, 88, and 97% conversion rates were
subjected to uniaxial tension by applying a constant strain rate of 1x1010 s-1 at 300 K with NPT
dynamics until failure occurs (through chain scission) using the ReaxFF force field. An input
LAMMPS script for uniaxial deformation using ReaxFF potential is shown in A.1. The cell faces
perpendicular to the deformation axis were allowed to relax (contract) at zero pressure during the
application of tension allowing for Poisson’s effect.
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The influence of various strain rates, temperatures, and stress-states on the deformation
behavior were analyzed for a single crosslink density using 88% conversion. Strain rates of
1x109, 7x109, and 1x1010 s-1 were applied using the 300 K equilibrated structures (three
simulations for each strain rate). For each strain rate, the model was loaded in three directions (x, y-, and z-directions) using the same equilibrated structure. In addition, the stress-state
dependence was investigated by simulating uniaxial tension, shear, and compression, again
applying three simulations to gauge uncertainty at each stress state. A strain rate of 1x1010 s-1 was
used for all stress states with NPT dynamics. Finally, the temperature dependence was studied at
253, 300, and 500 K with a constant strain rate of 1x1010 s-1 using the 88% conversion matrix and
NPT dynamics.
4.2.2

Post Processing Methods
The damage evolution analysis of cured VE resins during deformation was conducted

using the atomic visualization software OVITO [131]. At certain time steps during the
deformation simulations, atomic structure snapshots were saved. A surface mesh was constructed
via a Delaunay triangulation of the atomic coordinates within the system. A spherical probe with
a radius of 3.2 Å was used to check the resulting tetrahedra to determine solid and empty
regions, thus calculating the solid volume and free volume of the polymer. This is a way to
follow the development of voids and their coalescence during damage evolution. The probe
radius was chosen to be similar to the probe radius used in the previous study by Bowman et al.
[119], which represents a diameter slightly less than the equilibrium inter-chain spacing. A
customized Python script developed by Bowman et al. [119] was used to count the number of
empty regions (voids) to determine the volume of each void, and determine the free volume of
the system.
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4.3

Comparison between Dreiding and ReaxFF Atomistic Potentials
In this work, a stress-strain and damage evolution comparison was made using both the

non-reactive Dreiding [2] and ReaxFF [3] reactive potentials. The stress-strain and void volume
damage curves for a neat cured VE matrix were obtained and compared using both potentials.
Both of these potentials have been used in the literature for different polymer structures. The
stress-strain analysis was conducted for VE resin cured at 88% conversion at 300 K and a
1x1010 s-1 strain rate (Figure 4.4). The stress-strain curves obtained here show the change in
predicted yield strength between the Dreiding and ReaxFF potentials. Use of the Dreiding
potential predicts much lower yield strength compared to the reactive ReaxFF forcefield. The
Dreiding potential is widely used to accurately predict the elastic mechanical properties of the
composite materials. The non-reactive Dreiding potential is fairly limited since it cannot capture
bond-breaking when the damage starts occurring. As a result, the Dreiding potential starts
inaccurately predicting the stress-strain responses at larger strains where fracture mechanisms are
increasingly important.
Moreover, reactive ReaxFF’s stress-strain curve shows that the yield strength prediction
tends to be higher than for the case where no bond-breakage is allowed. This trend was observed
in previous MD studies by comparing ReaxFF with other classical non-reactive potentials [130].
The difference in predicted stress-strain behavior was mainly due to the onset of bond breakage
use of ReaxFF results in higher density predictions during the equilibrium process compared to
non-reactive potentials such as the Dreiding. ReaxFF forcefield showed lower energies compared
to the non-reactive Dreiding potential as hydrocarbons in the VE liquid mixture get closer to one
another, causing interchain distances to shorten during the equilibrium, resulting in a dense
packing system resulting at the end a high density of the equilibrated system.
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Figure 4.4

Stress-strain responses of the vinyl ester at 88% conversion under uniaxial tension
at 300 K and a 1x1010 s-1 strain rate were comparing a non-reactive explicit-atom
(Dreiding), and reactive explicit-atom (ReaxFF) forcefields.

Figure 4.5 shows the predicted damage evolution for this 88% conversion VE matrix with
both forcefields loaded in uniaxial tension at 1x1010 s-1 and at 300 K. The damage evolution
captured for each potential is displayed in Figure 4.5. The Dreiding model overpredicted the
damage evolution by predicting a much higher nucleation rate of voids. Interestingly, the void
growth evolution is similar for both models, indicating that void nucleation drives the
discrepancy between the two models, possibly due to weaker inter-chain forces within the
Dreiding potential. The ReaxFF damage curve damage showed lower porosity and damage since
bond breakage (fracture) was accounted for.
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Figure 4.5

4.4
4.4.1

Molecular dynamics damage evolution simulation predictions in the vinyl ester
cured to 88% conversion under uniaxial tension at 300 K, and at 1x1010 s-1 strain
rate. The non-reactive, explicit-atom Dreiding and the reactive, explicit atom
ReaxFF forcefields are compared.

Results and Discussions
Glass Transition Temperature
The glass transition temperature (Tg) values for neat cured VE resins were obtained at

conversions of 60, 70, 82, 88, 90, and 94%. Tg values occur over a temperature range that depend
on the cured matrix’s chemical structure and monomer sequence distributions within the chains,
the number of cured chains, and a mole ratio of each monomer in the cured polymer. The effect
of changing the degree of conversion in thermoset polymers on the Tg value is not well
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understood beyond the general observation that the Tg often increases as crosslink density rises.
Investigating this question was part of the motivation for this work.
Figure 4.3 shows a plot of the simulated volumes for the neat cured VE within a 60%
conversion at temperatures from 300 to 600 K at 25 K intervals. Using the intersections formed
by lines tangent to the linear portions of this plot (300-350 K and 550-600 K), a zone is formed
centered at 449.7 ± 11.0 K. The intersection lines give a range of T g values defined as the
predicted Tg with its associated uncertainty bound. The same Tg calculation was used for all the
other matrix conversions (70, 82, 88, 90, and 94%). Their predicted Tg’s and uncertainty ranges
are presented in Figure 4.6, and Tg values are shown in Table 4.1. The Tg prediction at 97%
cured model cannot be obtained due to difficulties in defining the distinct slopes within rubbery
and glassy regimes of the highly crosslinked system. The cured matrix becomes very stiff and
loses viscoelastic properties, becoming glassy over the temperature range at 97% conversion
(fully cured).
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Figure 4.6

Glass transition temperature values with the uncertainty bound (see Figure 4.3) at
each degree of conversion.

Table 4.1

The Tg values of cured thermoset vinyl ester polymer at different degrees of
conversion.

Degree of
conversion
(%)

60

70

82

88

90

94

97(a)

449.7
465.7
493.1
479.9
464.5
447.5
N/A
± 11.0
± 14.0
± 10.0
± 7.5
± 10.2
± 6.2
(a) At 97% conversion, the cured resin appears glassy and does not exhibit a change in its
coefficient of thermal expansion over the temperature range studied.
Tg (K)

Figure 4.6 shows the predicted Tg at different degrees of conversion. The highest
predicted Tg value occurred at 82% conversion. This degree of conversion is considered a
medium-high cured matrix and is lower than that employed in VE matrix composites. As the
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conversion increases to 88, 90, and 94%, we notice a distinct drop in the predicted T g occurs.
The cured resin at high degrees of conversion becomes stiffer, but the T g drops, counter to the
expected increase in Tg as the number of crosslinks and stiffness of the system increases. This
might be because of the method used to identify Tg in this study (volume versus temperature) and
related inaccuracies in obtaining the Tg values due to difficulties in defining the distinct slopes of
the highly crosslinked system.
The cured VE interaction in the bulk region is exerting an effect on the volume versus
temperature relationship. At 94% curing, Tg is predicted to be 447.5 ± 6.2 K. This Tg range is
somewhat above the calculated value (417-426 K) using the same VE resin cured to a 98%
conversion degree [1] and to the reported Tg value from the technical data sheet for the neat
cured VE Derakane 441-400 matrix (415 K) [66]. The predicted glass transition values at
different conversion degrees for the neat cured VE resin were higher compare to the pristine and
oxidized Tg models.
4.4.2

Curing Dependence
The uniaxial tensile properties of the neat cured VE matrix were predicted by obtaining

the stress-strain curves at different cured VE conversions, varying from low conversion (60%) to
fully cured (97%), modeled at a constant strain rate of 1x1010 s-1 and a temperature of 300 K.
Uncertainty was examined at each conversion by loading in the x-, y-, and z-directions
separately, resulting in three statistically unique simulations. This procedure was followed at
conversion percentages of 60, 88, and 97%, resulting in nine total simulations. The modulus of
elasticity and yield stress were obtained for each simulation, and the resulting properties were
averaged over the x-, y-, and z-directions. The obtained values are shown in Table 4.2. The
Young’s modulus was calculated from the slope in the elastic region of the stress-strain curve
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located at 0.5% strain. The yield stress was obtained by using the 0.5% offset strain from the
elastic curve to define the proportional limit. The uncertainty bounds were obtained from the
stress-strain curves loaded in the x-, y-, and z-directions separately for each conversion.
Table 4.2

Overview of cured vinyl ester polymer mechanical properties at different
simulation boundary conditions.
Elastic
Modulus
(GPA)

Yield Stress
(MPa)

Poisson’s
Ratio

2.74±0.25
3.05±0.15
3.31±0.10

150.39±13.80
164.41±15.89
177.23±4.77

0.36±0.09
0.31±0.03
0.36±0.11

1x109 s-1
7x109 s-1
1x1010 s-1
Temperature

2.17±0.36
2.67±0.54
3.05±0.15

115.61±2.99
149.62±13.09
164.41±15.89

0.37±0.10
0.33±0.02
0.31±0.03

253 K
300 K
500 K
Stress State

3.29±0.37
3.05±0.15
1.26±0.08

184.86±9.08
164.41±15.89
68.28±6.93

0.34±0.11
0.31±0.03
0.35±0.04

Uniaxial Tension
Compression
Shear

3.05±0.15
5.04±0.51
1.95±0.27

164.41±15.89
213.81±19.5
18.74±5.86

0.31±0.03
0.30 ±0.08
N/A

MD Simulations
Curing Degree

(Uniaxial Tension, 300 K, 1x1010 s-1)

60%
88%
97%
Strain Rate
(Uniaxial Tension, 300 K, 88% Conversion)

(Uniaxial Tension, 88% Conversion, 1x1010 s-1)

(88% Conversion, 300 K, 1x1010s-1)

Figure 4.7 shows the average true stress-strain response for the 60, 88, and 97% VE
conversions. These three models were deformed under uniaxial tension at 300 K at a 1x1010 s-1
strain rate. The stress-strain analysis at these different conversions was captured. As conversion
increases, Young’s modulus and the yield strength increase (Figure 4.7, Figure B.2(a), andFigure
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B.3(a)). At the lowest conversion (60%), the stress increases linearly during uniaxial loading,
resulting in a predicted modulus of elasticity of 2.74 ± 0.25 GPa and a Poisson’s ratio of 0.36 ±
0.09. As the conversion increases from 60 to 88%, covalent bond formation creates a more-cured
3D network and the VE gains stiffness. The predicted modulus at the 88% conversion rises to
3.05 ± 0.15 GPa with a Poisson’s ratio of 0.31 ± 0.03. Upon achieving 97% conversion (fully
cured), the predicted elastic modulus, using a 0.5% offset, was 3.31 ± 0.10 GPa with a Poisson’s
ratio of 0.36 ± 0.11. The Poisson’s ratio has a nearly constant value as the modulus increases
with higher crosslinking. Thus, progressive curing does not appear to affect Poisson’s ratio at
high strain rates. Beyond the elastic region, the stress-strain curves for 60, 88, and 97% VE
conversions each soften due to damage accumulation. The yield strengths rose as crosslink
density went up (Figure B.3). The predicted yield strength of the VE at 60% conversion was
150.39 ± 13.80 MPa, compared to 164.41 ± 15.89 MPa for 88% conversion, and 177.23 ± 4.77
MPa at 97% conversion.
The stress-strain curves for the 60, 88, and 97% VE conversions were determined from
the standard deviations of each curve’s average value when loaded in the x-, y-, and z-directions.
The uncertainties are relatively small in the elastic region. However, when approaching final
failure, the uncertainties increase due to the high applied strain and because bonds begin to
rupture in the coordinate directions at different strain magnitudes. While MD simulations can
only be conducted at high strain rates and relatively small size scales, the resulting large
homogeneous deformation and high failure strains (>75%) are due to the periodicity in RUC
boundary conditions. In contrast, macroscale experiments display much lower (3-8%) due to
damage localization.
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Overall, the mechanical properties of the cured VE resin are strong functions of crosslink
densities. The modulus of elasticity and the yield strength rise as the conversion increases. As
crosslinking increases, the VE matrices become stiffer and more brittle. Computational and
experimental studies show the same trends [132,133]. Cured VE resins tend to produce
interlocked chain loops as crosslink density rises. Highly cross-linked systems have reduced
mobility and less freedom in the 3D network, couples with enhanced mechanical properties.

Figure 4.7

Average true stress-true strain response of the 4,524 atom vinyl ester cured to
conversions of 60, 88, and 97%. The plot on the right expands the region of the left
plot shown in dashed lines.

Damage evolution for cured VE systems at different conversions was characterized by
assessing the void number density, average void size, and void volume fraction (Figure 4.8).
Similar to the stress-strain analyses in Figure 4.7, the damage due to void nucleation, growth,
and coalescence was averaged in the three coordinate directions and the resulting error bands
were used to predict the damage evolution in the cured VE at conversions of 60, 88, and 97%,
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respectively. For each conversion, the void number density, average void size, and void volume
fraction at failure were predicted. Ultimate VE thermoset failure is difficult to predict at any
length-scale and is particularly challenging for low and high conversions, since chain pullout,
chain scission, and other mechanisms are driven by their specific chemical morphologies. In this
work, the strain-to-failure was defined as the strain required to achieve a critical void volume
fraction of 0.3 (30% free volume). This value was chosen based on the percolation limit for
randomly placed ellipsoids [134]. Void volume fraction is a commonly used failure metric in
continuum mechanics that can closely approximate the failure of both metals and polymers. For
example, PE was determined experimentally to fail when the void volume percentage reached
approximately 30-31% [82]. Lower or higher critical void volume fractions may be required to
account for larges variations in structural geometry (thin-film versus bulk) and/or void aspect
ratios. For simplicity, the critical void volume fraction (0.3) is used in this work to predict the
failure of polymers containing a 3D system of randomly nucleated spherical voids.
Figure 4.8(b) plots the void number density as a function of strain at 60, 88, and 97%
conversions. As the strain increases, the nucleation of voids increases until the strain reaches a
value of about 0.5. Additionally, as conversion increases, the void number density at each strain
value increases. Thus, the conversion percentage affects void initiation as the strain increases.
Bowman et al. [119] showed void initiation, growth, and coalescence act simultaneously as
competing for damage mechanisms in PE. The number density of voids increases with void
nucleation and decreases with void coalescence. Unlike VE, PE is not crosslinked. In the cured
VEs, initial void initiation takes place with a nonlinear rise in void number density as the strain
increases (Figure 4.8(b)). Then, after reaching the maximum void number density (at a strain of
about 0.5), voids start to coalesce at a rate that exceeds the formation of new voids. This reduces
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the total number of voids within the system (peaks seen in Figure 4.8(b)), ultimately leading to
rapid failure through void coalescence.
Figure 4.8(c) displays the growth of the average void size versus strain in cured VEs. The
voids start coalescing at the strain of 0.5 as the rate of void growth is observed to increase
(Figure 4.8(c)). Void growth enhancement is an effect of void coalescence and has been
observed to occur when voids are within four to six void diameters [135]. After reaching a strain
of approximately 1.25, the void growth rate then decreases, indicating that failure has occurred,
and that void coalescence has ceased. No distinct trend regarding void growth and conversion
percentage is observed.
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Figure 4.8

Damage evolution for vinyl ester resins cured to 60, 88, and 97% conversions
during uniaxial tensile deformation at 300 K, showing (a) the stress-strain
response, (b) void number density, (c) average void size, and (d) the overall
damage (void volume fraction).
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The total damage evolution is defined as the void volume fraction as a function of strain
and is shown in Figure 4.8(d) for the VEs cured to 60, 88, and 97% conversions. The total
damage starts to accumulate at a strain of approximately 0.5 (the inflection point) and continues
in a non-linear fashion to failure. Failure, as defined earlier as the strain required to achieve a
void volume fraction of 0.3, occurs at a different strain for each crosslink density (0.75 to 1.75),
suggesting a crosslink density dependence on failure. Failure via complete chain rupture and
separation of the polymer into two bodies occurs much later. The chain rupture strains for the 60,
88 and 97% conversions were 1.6, 1.75 and, 1.76, respectively.
4.4.3

Strain Rate Dependence
The stress-strain analysis on the 88% conversion VE resin was performed at 300 K

(Figure 4.9) using 1x109, 7x109, and 1x1010 s-1 strain rates. The stress-strain curves were
averaged in the three coordinate directions each strain rate. The true stress and true strain at each
simulated strain rate were calculated and plotted. This captures the strain rate dependence of
Young’s modulus and yield strength at each strain rate. At the 1x109 s-1 applied strain rate, the
predicted modulus of elasticity was 2.17 ± 0.36 GPa, whereas at the higher strain rate of 1x1010
s-1, the modulus of elasticity rose to 3.05 ± 0.15. The predicted yield strength also rose from
115.61 ± 2.99 to 164.41 ± 15.89 MPa as the strain rate increased from 1x109 to 1x1010 s-1. An
overview of the strain rate sensitivity of mechanical properties is given in Table 4.2 and can be
seen graphically in Supplemental Figure B.2 and Figure B.3.
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Figure 4.9

Stress-strain behavior of the vinyl ester cured to 88% conversion consisting of
4,524 atoms deformed at strain rates from 1x109 to 1x1010 s-1 at 300 K.

The ability of the damage evolution simulation to capture the strain rate sensitivity was
also studied for the VE at 88% conversion at 300 K. The void number density, average void
volume, and void volume fraction (total damage) were plotted as a function of strain for strain
rates of 1x1010, 7x109, and 1x109 s-1 (Figure 4.10). The void number density evolution for
different strain rates is about the same, as most of the curves approximately overlap and show no
clear trends. Moreover, it appears that the number density of the voids evolution is independent
of the applied strain rate. The implication of these results may be related to the applied high
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strain rate where the thing happened faster and doesn’t allow the capture of voids evolution due
to those high strain rates.
The average void volume plotted at each strain rate exhibited no void growth rate
difference as the strain rate increases. Similar behavior was observed for the total damage
evolution, where all the void volume fraction curves at each strain rate fall into the uncertainty
bounds as shown in Figure 4.10(c).
The overall damage evolution predicted at strain rates from 1x109 to 1x1010 s-1 are similar
(fall into the uncertainty bounds), where we can see there is no change in curves at different
strain rates. From the results obtained here, it shows that the damage evolution in cured
thermoset VE resins is independent of the strain rate at these high rates. Since this is the first
time conducting the damage evolution study for thermoset polymers, no experimental results
were found in the literature to validate these findings. Additional studies should be conducted to
have a better understanding.
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Figure 4.10

Predicted damage evolution in the vinyl ester cured to 88% conversion during
uniaxial tensile deformation at 1x109 to 1x1010 s-1 strain rates and 300 K, showing
(a) void number density, (b) average void size, and (c) the overall damage (void
volume fraction).
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4.4.4

Temperature Dependence
The uniaxial stress-strain temperature dependence of the VE resin cured to 88%

conversion is shown in Figure 4.11 at a constant strain rate of 1x1010 s-1. The stress-strain curves
for Young’s modulus and yield stress show their temperature dependence at 253, 300, and
500 K. The temperature dependency on mechanical properties means that the slope at the elastic
region of each stress-strain curve for a cured VE matrix is changing at each temperature which
results affecting the mechanical properties and that change is clearly shown in Figure 4.11. As
the temperature increase from 233 to 500 K, the Young’s modulus and yield strength decrease
where the degradation of those properties occur as the temperature rises. An overview of cured
vinyl ester polymer mechanical properties at different temperatures appears in Table 4.2 and is
displayed graphically in Supplemental Figure B.2 and Figure B.3. The moduli of elasticity and
yield strengths values decrease as temperature increases, while the stress-strain curves drop with
increasing temperature Figure 4.11. At 253 K, the cured VE is well below its Tg (479.9 ± 7.5 K).
Hence, it should exhibit glassy phase properties at all strain rates. Conversely, at 500 K, it is
slightly above its Tg and is in its rubbery phase, where its modulus and yield strength drop at
lower strain rates. Bowman et al. [119] showed similar trends using MD simulations in PE and
deduced that the mechanical properties of the amorphous PE are temperature dependent,
particularly when a glass transition is induced, while showing that as the temperature increase
from 150 to 350 K at a constant strain rate of 3x109 s-1, the modulus of elasticity and yield
strength tend to decrease.
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Figure 4.11

Temperature dependence of the stress-strain behavior of the vinyl ester resin cured
to 88% conversion when deformed under uniaxial tension at a strain rate of
1x1010 s-1.

The damage evolution of the 88% conversion VE was predicted at 253, 300, and 500 K
(Figure 4.12). The damage evolution (void number density, average void volume, and void
volume fraction) curves are plotted as a function of strain. The results obtained here shows as for
the strain rate dependence, the temperature also has no effect on the damage evolution as
illustrated in (Figure 4.12). The predicted void number density Figure 4.12 (a), average void
volume Figure 4.12 (b), and void volume fraction Figure 4.12 (c) at each temperature, namely
233, 300 and 500 K, show all curves fall into the uncertainty bounds where the damage occurred
in cured VE matrix is independent of temperature. Both temperature and strain rate have no
effect on the damage evolution during this VE thermoset’s deformation.
The temperature dependence effect on the damage evolution predictions of cured VE
matrix as shown in this study opposes the temperature dependence (150, 250, and 350 K)
observed during the damage evolution in amorphous polyethylene (PE) MD simulations at a
strain rate of 3x109 s-1 [130] that indicated no voids form in the rubbery phase [130]. This is a
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surprising finding for a cured VE matrix model since the damage is usually reduced in
thermoplastic polymers at temperatures high above the Tg. Chain mobility and free volume are
greatly enhanced [119], allowing the chains to disentangle and flow past each other as necking
and elongation occur. This limits the number of nucleated voids. The cured (cross-linked) VE
resin exhibits little to no temperature dependence of the resulting damage (Figure 4.12(a-c)).
Voids still form between the cured chains at these high rates, but damage in highly cross-linked
systems, where chains are restricted naturally by crosslinks, is not significantly influenced by
temperature induced chain mobility. Thus, flow into the void regions is reduced.
Overall, the dominant damage mechanisms for thermosets depend on crosslink
interlocking chain after curing, which restrict the molecular motion. This damage evolution can
be considered independent of temperature and strain rate effects in the high strain rate range. In
contrast, thermoplastic PE damage evolution is more temperature and strain rate dependent.
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Figure 4.12

Damage evolution during uniaxial tensile deformation of vinyl ester cured to 88%
conversion at 253, 300, and 500 K at a strain rate of 1x1010 s-1 showing (a) void
number density, (b) average void size, and (c) the void volume fraction.
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4.4.5

Stress State Dependence for Neat Cured VE Matrix
The stress-strain response and damage evolution analyses were performed under tension,

compression, and shear to capture the stress state dependence. Figure 4.13 illustrates the stressstrain response of the VE resin at 88% conversion under uniaxial tension, compression, and
shear. All three cases were loaded at a constant strain rate of 1x1010 s-1 at 300 K. The mechanical
properties are summarized at each loading condition in Table 4.2 and are presented graphically
in supplemental Figure B.2 andFigure B.3.
The highest modulus of elasticity and yield strength occur under uniaxial compression
loading, followed by uniaxial tension loading. Shear loading produced the lowest overall
mechanical property values. A numerical study [136] has been conducted using a finite elementmicromechanical model showing similar stress-strain response at different stress states (tension,
compression, and shear) using the carbon fibers embedded in the epoxy thermoset polymer. That
study showed the predicted stress-strain curves for the epoxy matrix at different applied stress
states.
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Figure 4.13

Equivalent stress-strain response of the vinyl ester resin cured to 88% conversion
under tension, compression, and shear stresses at 300 K and a strain rate of 1x1010
s-1 with uncertainties.

The damage evolution of the VE thermoset cured to 88% conversion was considered
when uniaxial tension, compression, and shear stresses were applied. Damage was observed only
in tension. Due to the low stress triaxiality state of compression and shear, the damage was not
captured under those loadings and thus not fail via initiation, growth, and the coalescence of
voids. The same trend was observed in the previous study by Bowman et al. for PE [119].
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4.4.6

Forcefield Dependence
Uniaxial stress-strain and damage evolution analyses were conducted for neat VE resin

cured at 88% conversion at 300 K and a 1x1010 s-1 strain rate using the non-reactive, Dreiding [2]
and the reactive, ReaxFF [3] forcefields (Figure 4.14). The Dreiding forcefield was used in this
study for mechanical properties predictions. Since this non-reactive potential was shown in the
literature to accurately predict the mechanical properties for both organic and inorganic systems
[137]. On the other hand, this non-reactive Dreiding potential has a limitation on capturing bond
breaking, bond-forming when the damage starts to induce during system deformation, also loses
the accuracy at large strains as shown in Figure 4.14. The Dreiding forcefield predicts a much
lower yield strength compared to the reactive ReaxFF potential. The ReaxFF predicted stressstrain curve exhibits a drop in stress after bond breakage during deformation. Local failure starts
to occur in the cured 3D network while the stress keeps dropping while the weak bonds continue
to break until the final rupture occurs at a strain of 1.75 (Figure 4.14).
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Figure 4.14

Stress-strain responses of the vinyl ester at 88% conversion under uniaxial tension
at 300 K and a 1x1010 s-1 strain rate were comparing a non-reactive explicit-atom
(Dreiding), and reactive explicit-atom (ReaxFF) forcefields.

The damage evolution for this 88% conversion VE resin was also predicted with both
forcefields loaded in uniaxial tension at 1x1010 s-1 and at 300 K. The damage evolution captured
for each potential is displayed in Figure 4.15. The Dreiding model predicts a much higher
nucleation rate of voids. Interestingly, the void growth evolution is similar for both models,
indicating that void nucleation drives the discrepancy between the two models, possibly due to
weaker inter-chain forces within the Dreiding potential energy terms resulting in higher damage
prediction due to the type of forcefield (non-reactive). Similar damage evolution behavior was
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predicted for amorphous polyethylene in a previous work [130] using both nonreactive and
reactive forcefield potentials.
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Figure 4.15

Molecular dynamics damage evolution simulation predictions in the vinyl ester
cured to 88% conversion under uniaxial tension at 300 K, and at 1x1010 s-1 strain
rate. The non-reactive, explicit-atom Dreiding and the reactive, explicit atom
ReaxFF forcefields are compared.
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The progression of void initiation and growth using the ReaxFF forcefield is illustrated in
Figure 4.16, while that for the Dreiding forcefield is displayed in Figure 4.17. These figures
provide visualization of the system during loading at the strains of 0, 25, 125, and 175%. These
damage evolution snapshots were taken from the stress-strain simulations summarized in Figure
4.14. The stress-strain response using the Dreiding potential does not capture bond breaking, so
the stress-strain curve increases with increasing strain (Figure 4.14). Eventually, the noncrosslinked chains pull apart and cause separation. As the loading begins using the ReaxFF
forcefield (Figure 4.16), the voids begin to initiate (25% strain), and then to grow (125% strain)
as the strain rises. Eventually, the coalescence of those voids forms a single large void. Damage
using ReaxFF occurs more locally as chain scission relieves the stress around the point of initial
void nucleation. Highly strained covalent bonds break at sufficient strains, and this permits more
voids to start coalescing, creating more free volume (125% strain) in that region. This finally
leads to the rupture of the cured VE polymer, as shown at 175% strain. For predictions use the
Dreieding potential, chain scission is not possible, allowing the stress to be more evenly
distributed within the polymer, creating more distributed voids (Figure 4.15(a) and Figure 4.17)
and resulting in a higher predicted damage (Figure 4.15(c)). Previous studies have shown related
damage evolution behavior in other thermoset polymer atomistic models [129,138–144]. Crazing
was not observed for this VE. Crazing was reported to be captured only in thermoplastics
[145,146]. Other studies showed that crazing-type damage is directly related to the degree of
conversion in thermoset cured polymers (polyethersulphone, polystyrene) at light cross-linking
densities [142,144].
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Figure 4.16

Snapshots of neat cured VE matrix model at 88% conversion (a) the molecular
structure colored by atom types under uniaxial loading, and (b) the void volume
for a single case after each loading simulation using the reactive ReaxFF forcefield
(0%, 20%, 125%, and 175% strain, respectively).

Figure 4.17

Snapshots of neat cured VE matrix model at 88% conversion (a) the molecular
structure colored by atom types under uniaxial loading, and (b) the void volume
for a single case after each loading simulation using the Dreiding forcefield (0%,
20%, 125%, and 175% strain, respectively).
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4.4.7

Comparing the Crosslinked Vinyl Ester to Amorphous Uncrosslinked
Polyethylene
In this section, the fundamental deformation and damage mechanisms for thermoset VEs

and thermoplastic PE are compared. Figure B.5 illustrates the simulation methodology used to
build the cured VE thermoset and amorphous thermoplastic PE, using MAPS v4.1 [54] for the
VE and BIOVIA Materials Studio® [147] for the PE. The reactive force fields employed were
ReaxFF [3] for the VE and MEAM [4,148] for the PE, allowing covalent bonds scission to occur
in both systems. The PE systems were constructed and equilibrated in a manner similar to the
VE, with the exception of the curing process. For the PE systems studied in this work, fully
atomistic models with 16 chains consisting of 534 carbon atoms each were packed randomly into
a 3D periodic simulation box. Terminal carbon atoms were capped with hydrogens to produce
fully saturated systems. The systems were then minimized and equilibrated with NPT dynamics
at 250 K for a total equilibration time of 10 ns, producing a well relaxed and equilibrated system.
The PE systems were shown to capture the Tg, thermal expansion coefficient, density,
entanglement density, and deformation behavior of PE in Ref. [119]. The PE samples were then
deformed under the same boundary conditions used for the cured VE matrix. Both neat cured VE
matrix at 88% conversion and amorphous PE models were deformed at 253 K under uniaxial
tension at a 3x109 s-1 strain rate.
The stress-strain (Figure 4.18) and void volume fraction (Figure 4.19) plots were
obtained for both models, the VE (88% conversion) and PE, and these are compared in Figure
4.18 and Figure 4.19. Bond breaking and free volume formation are captured during system
deformation. Thus, the intrinsic similarities and differences of damage evolution within
thermoplastics versus thermosets can be compared. Each atomistic model utilizes similar
methodologies to create and simulate the deformation response (see supplemental Figure B.5).
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The simulation speed of the MEAM potential (used for PE) is almost one order of magnitude
faster than the speed of ReaxFF (used for VE). However, MEAM is currently limited to
polymers containing only carbon and hydrogen atoms. Thus, ReaxFF is the potential of choice
for VE systems.
The stress-strain responses for VE and PE are compared at 253 K under uniaxial tension
applied at a 3x109 s-1 strain rate (Figure 4.18). There exist large differences in yield stress
between the two systems, as crosslinks confine the VE. The predicted yield strength fell to
184.86 ± 9.08 MPa for the cured VE matrix at 88% conversion and 42 ± 2.44 MPa for the
amorphous PE.
The initial stress-strain responses are similar, with VE exhibiting a higher elastic modulus
compared to amorphous PE (2.17 ± 0.36 GPa for VE, and 0.92 ± 0.1 GPa for PE). The linearelastic regime transitions to a non-linear elastic regime followed by yielding, with PE yielding at
a far lower applied stress. Post yield, the similarities diverge, and the VE exhibits a softening
behavior while PE exhibits a plateau response. At a strain of around 0.5, both materials start to
exhibit some hardening, consistent with some possible chain alignment occurring. However, due
to a highly crosslinked microstructure, VEs can only undergo a small amount of such alignment
before a fracture occurs. Due to the absence of large side groups, PE chains undergo very few
chain scission events during deformation, and instead, chains are pulled out of entanglement
clusters and undergo large alignment along the deformation axis. The preferential chain pullout
of PE eliminates the sudden drops in stress (due to chain scission) observed in Figure 4.18 for
VE and instead results in a constant frictional dissipation force as chains are slowly pulled from
entanglements but remain under the critical stress required for chain fracture.
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Figure 4.18

Stress-strain curves comparison of vinyl ester cured at 88% conversion versus
amorphous linear polyethylene, both loaded under uniaxial tension at 253 K and at
a strain rate of έ= 3x109 s-1.

Fracture behavior varies greatly among these different materials (VE thermoset versus PE
thermoplastic). The damage evolution, expressed as void volume fraction in Figure 4.19, directly
compares the damage behavior for the VE and PE polymers. The uniaxial void volume fraction
is decidedly higher for the VE thermoset compared to the uncrosslinked PE. Figure 4.19(a)
illustrates the rate of the void volume fraction in neat cured VE matrix is higher compare to the
amorphous PE. This increase is mainly due to the type of the matrix since the cured VE matrix is
stiffer (88% VE conversion), that will induce more localize damages as the strain increases.
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Contrarily to the amorphous PE model whereas the strain increases the PE chains tend to align
and slide between each other where the chain alignment takes place first.
As observed in Figure 4.19(a) and (b), the VE damage surface is more localized,
exhibiting a more brittle-like behavior. The PE damage surface (Figure 4.19(c)) is more
uniformly distributed, with voids nucleating randomly within the material. Since chains are
observed not to fracture but instead to pull out of entanglement clusters, the chains act to bridge
some of the nucleated voids, thus increasing the fracture strain in PE. Strain rates, temperatures,
stress states, and the damage response of glassy PE polymers are discussed in Ref. [130].

Figure 4.19

Free volume evolution (a) comparison of vinyl ester cured to 88% conversion
thermoset polymer versus amorphous polyethylene (PE) loaded under uniaxial
tension at 253 K and at equivalent strain rate of έ= 3x109 s-1. Examples of the
damage surface indicates chain alignment along the axial direction, localized
brittle fracture for vinyl ester (b), and non-local crazing formation for PE (c).
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4.5

Conclusions
Molecular dynamics (MD) simulations of the stress-strain response and damage evolution

were performed on a typical vinyl ester (VE) resin cured to 60, 88, and 97% conversion at
different strain rates, temperatures, and stress states. The damage evolution of cured VE to
different crosslink densities was extracted in terms of void number density (nucleation), average
void volume (growth), and void volume fraction. All the atomistic VE systems were cured to
different conversions using the relative reactivity volume (RRV) algorithm, which mandates the
correct head-to-tail regioselectivity and enforces the appropriate ratios of reaction rate constants.
The glass transition temperatures (Tg), as well as the mechanical properties (Young’s modulus,
Poisson’s ratio, and yield strength) of VEs cured to different degrees of conversions were
predicted and assessed. The VE damage evolution was then compared to that of an amorphous
PE thermoplastic.
The stress-strain analyses predicted mechanical moduli of elasticity, Poisson’s ratios, and
yield strengths at various conversion, temperatures, strain rates, and stress states for cured VE
models. The obtained mechanical properties are dependent on these parameters. For the
conversion degrees and strain rate dependencies, the results showed that increasing the
conversion and strain rate results in increased modulus of elasticity and yield strength. The
temperature dependence shows the opposite trend. As the temperature rises above T g, a
degradation in the overall mechanical properties of the cured VEs occurs.
The damage evolution for cured VEs was also predicted at different conversion,
temperatures, strain rates, and stress states. The damage evolution for each case was expressed in
terms of void number density, average void volume, and void volume fraction. The results
showed that only curing percentage affects the nucleation, growth, and void fracture. The void
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formation and void growth are independent of temperature and strain rate. The damage evolution
predictions accounting for both temperature and strain rate are also almost the same. Other
mechanisms related to temperature and strain rate dependencies on the cured thermoset VEs
should be explored in future work. Damage evolution as a function of stress state was difficult to
capture since little nucleation and growth of voids were observed in these nanoscale simulations
for applied compression and shear loadings.
The fundamental damage mechanisms for VE and PE were investigated to compare and
contrast damage in thermoset and thermoplastic systems. Damage in VE was observed to be
highly localized, resulting in brittle failure with corresponding chain scission. In contrast,
damage in PE is more evenly (randomly) distributed within the systems, creating a large number
of voids, resulting in a more ductile-like response driven by chain pullout and alignment.
The glass transition temperature for the neat cured VE matrix at different degrees of
conversion was predicted to study the relationship between Tg and the degree of conversion. For
the 94% cured model, which approximates the fully cured resin, the Tg was found to be 447.5 ±
6.2 K, in good agreement with the technical datasheet for the VE polymer and other previous
MD studies [1,66]. By obtaining the Tg, we were able to bound the temperature domain in the
other studies, with brittle-like behavior within the glassy region below the Tg value, and ductilelike behavior, the rubbery phase, above Tg. The deformation simulations were conducted in both
regions. The Tg value was found to increase as the degree of conversion increased until the 82%
cured model.
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CHAPTER V
SUMMARY AND FUTURE WORK
5.1

Summary
An integrated computational material engineering (ICME) approach was used in this

study by performing a sequence of molecular dynamics (MD) simulations to examine the
interfacial adhesion for thermoset polymer composites as well as the damage and fracture
evolution of the pure thermoset vinyl ester (VE) polymer. The damage evolution model was used
to investigate the damage mechanics that can occur in a neat cured VE matrix during mechanical
deformation. The damage here was defined in the form of void nucleation, growth, and
coalescence in a pure thermoset vinyl ester polymer. However, void nucleation and elongation
require a crosslink polymer matric to undergo chemical bond breaking. Covalent bonds must be
broken which cannot occur with a Dreiding (or related) models which cannot account for
breaking strong bonds. Damage evolution was studied for a neat cured VE matrix with both the
non-reactive Dreiding and the new reactive ReaxFF atomic potential in all MD simulations. The
latter has potential functions that can predict chemical bond breaking.
Moreover, the interfacial adhesion study applied the non-reactive Dreiding only to
understand interfacial adhesions in graphene/vinyl ester composites. Both bulk resin and
graphene and interface properties contribute to providing the structure-property-performance
relations of a composite structure.
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First, a pre-cured VE resin was equilibrated in the presence of graphene surfaces (pristine
and oxidized) and then cured, reflecting the new monomer distribution as a function of distance
from both types of surfaces. Then the chemically realistic relative reactivity volume (RRV)
curing algorithm was applied that mimics the known radical addition regiochemistry and
monomer reactivity ratios of the VE monomers during the 3D chain-growth polymerization.
Surface adhesion between the cured VE resin and the graphene reinforcement surfaces was
obtained at a series of VE resin conversions.
Two types of reinforcement models were built, involving either pristine or oxidized
graphene sheets. The interaction with pristine sheets serves as a surrogate for pure carbon fibers,
while oxidizing the outer graphene sheets serve as a model for oxidized carbon fibers.
Continuous carbon fibers typically range from 8-12 μm in diameter. Therefore, our use of flat
graphene surfaces for fiber is justified because at the tiny repeating unit cell size used, the
curvature would be negligible. This model permits estimates of the effects of surface monomer
distribution and temperature to be reflected in the interphase region and on adhesion. Surface
adhesion was studied at various curing conversions and as a function of temperature. The glass
transition temperature, Tg, was determined at different degrees of curing using the nonreactive
Dreiding potential. In this study, the net Tg of the entire cured composite was determined, which
includes the graphene sheet surfaces, the cured resin, and the interfacial interactions.
Additionally, the Tg for a pure cured VE matrix was obtained using the same procedures for the
entire composite models.
Furthermore, the reinforcement surface chemistry was varied. Thus, both pristine and
oxidized graphite sheets were employed in these simulations using the Dreiding potential. Later,
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uniaxial loading simulations were performed at different curing conversions for the VE/graphene
composites in order to predict the composite elastic moduli, Poisson’s ratios, and yield strengths.
MD simulations were reported that directly calculate the structural damage evolution
during fracture of a neat cured VE resin. The cured VE structures obtained were subjected to
different strain rates, temperatures, and stress states that induced damage or failure as a function
of strain. Damage evolution in the VE matrices was directly compared to the thermoplastic (not
crosslinked) neat amorphous polyethylene (PE) resin to understand how different failure
mechanisms were and to gain insight into what happens at the molecular level. The mechanical
properties for the neat cured matrix were obtained using the same analyses used for the
composites. The ReaxFF potential was used to quantify the damage by capturing bond breaking
in the VE at different curing degrees under different stress states, temperatures, and strain rates.
The obtained results from the VE damage evolution model gave insight into the complex failure
mechanisms that take place at the molecular level, which induce void/pore formation under
uniaxial loading conditions at high rates. The damage obtained here was expressed as a void
volume fraction.
The results obtained in this study using MD simulations can be later fed into a continuum
model using a continuum internal state variable (ISV) damage model for polymers as a
validation. The purpose of using this ICME approach is to be able to bridge between multi-length
scales, which enable us to understand and link the different mechanisms that are happening at
those different length scales (from the molecular to microscale level) for these anisotropic
complex polymer composite structures.
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5.2

Future Work
In the CHAPTER III, the interfacial shear strength (ISS) calculation for both pristine and

oxidized models was simulated using the nonreactive Dreiding potential only. These ISS
calculations were capturing just the nonbonded interactions (van der Waals and electrostatic
forces) between the nano-reinforcement and the cured matrix at the interfase. Introducing some
covalent bonds between the two phases while using a reactive forcefield would allow for
capturing bond-breaking (failure) in the vicinity of the graphene sheet during loading
deformation. This approach would allow a better understanding of the failure mechanism that
happens at the interface level of the composite materials (cohesive versus adhesive) type of
failures. MD simulations can be used to study the interfacial adhesion by varying both nanoreinforcement (CNT, nanoparticles, etc.) surfaces with polymers (thermoset versus
thermoplastics). This computational tool (MD) plays a key role in tailoring and tuning the
composites’ properties to accelerate the development of these engineering materials in the future.
The ISSs and mechanical properties obtained in this work for the oxidized model cannot
be correlated to experimental values because the experimental values have not been reported in
the literature. Conducting an experiment by building highly oxidized graphene surfaces that will
be embedded into cured VE resin will permit the interfacial adhesion study by predicting the
composite ISS. Mechanical lap shear or peel tests can be performed using a set of specimens that
will be generated by following the ASTM standards. The results obtained from the experimental
study can be used directly to validate the MD simulations results obtained in this study.
Additionally, mechanical tests can be performed as well for the oxidized graphene/VE composite
using different load conditions, tension, and/or compression by following the appropriate ASTM
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standard for the composite materials. Later, the mechanical properties obtained from these
experiments will be used to validate the obtained results predicted using MD simulations.
The damage evolution model for a neat cured VE matrix was studied at the nanoscale
using a reactive forcefield. Additionally, an ISV damage model for cured VE resin should be
developed at the microscale to validate the obtained nanoscale model. By developing the ISV
damage for the VE cured polymer at the microscale using ISV physics-based model equations
will allow bridging the obtained results to the larger length scale. Furthermore, experiments
should be done in the future to correlate and link the obtained results at each length scale (nano
to macro scale).
Applying the ICME approach is a key to understand how the chemistry, process,
structure, property, and performance development proceed. This approach can accelerate the
development of engineering materials. Embedding these computational engineering tools at
different scales help to save both time and total development cost. Later, the experiment will
come to validate the model since both mathematical models and experiments will be used hand
in hand to complement each other.
Chemistry structure-property performance relations are fundamental to understanding and
capturing a full picture of any advanced material behavior response under different loading
conditions. Those complex, lightweight, high strength materials are difficult to characterize
experimentally due to their morphologies and microstructures. Implementing multidisciplinary
physics is critical to accurately characterize and understand how those materials behave under
different conditions.
Finally, using artificial intelligence techniques such as machine learning (ML) and deep
learning (DL) will help to accelerate engineering materials development.
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A.1

LAMMPS input scripts for molecular dynamics simulation of uniaxial loading using
ReaxFF Potential

units
real
atom_style charge
boundary
ppp
neighbor
2.5 bin
neigh_modify every 10 delay 0 check no
read_data
xxxxx.data
pair_style reax/c reaxc.control
pair_coeff * * ffield.reax C C O C O H H
group
mobile union all
timestep
0.5
fix
1 mobile npt temp 300 300 10.0 iso 0.000000 0.000000 350.0
velocity
mobile create 300 1562018091 mom yes rot yes dist gaussian
fix
rffqeq all qeq/reax 1 0.0 10.0 0.000001 qeq.param
fix
rffbonds all reax/c/bonds 1000 Small_88_cured_300K_1e9_New.bonds
dump
1 all atom 1000 xxxxxx.dump
dump_modify 1 scale no image yes
dump
2 all custom 1000 xxxxxx.veldump vx vy vz
compute
variable
variable
variable
variable
variable
variable
variable
variable
variable
variable
variable
variable
variable
variable

reax all pair reax/c
rffeb equal c_reax[1]
rffea equal c_reax[2]
rffelp equal c_reax[3]
rffemol equal c_reax[4]
rffev equal c_reax[5]
rffepen equal c_reax[6]
rffecoa equal c_reax[7]
rffehb equal c_reax[8]
rffet equal c_reax[9]
rffeco equal c_reax[10]
rffew equal c_reax[11]
rffep equal c_reax[12]
rffefi equal c_reax[13]
rffeqeq equal c_reax[14]

thermo_style custom etotal ke pe v_rffeb v_rffea v_rffelp v_rffev v_rffepen v_rffecoa v_rffet
v_rffew v_rffep elong v_rffeqeq v_rffehb temp press vol lx ly lz
thermo_modify line multi
thermo
1000
thermo_modify flush yes
restart
1000 xxxxxxxx1.rst xxxxxxxxx2.rst
run
500000
write_restart xxxxx.rst
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unfix 1
#---------------Variables---------------#
compute peratom all stress/atom NULL virial
compute pe all pe/atom
compute ke all ke/atom
compute 1 all pe
compute 2 all ke
variable force atom sqrt(fx^2+fy^2+fz^2)
run 0
reset_timestep 0
variable p2 equal "-pxx*0.101325"
variable p3 equal "-pyy*0.101325"
variable p4 equal "-pzz*0.101325"
variable p5 equal "lx"
variable p6 equal "ly"
variable p7 equal "lz"
variable p8 equal "temp"
variable p11 equal "-pxy*0.101325"
variable p13 equal "-pyz*0.101325"
variable p12 equal "-pxz*0.101325"
variable tmp equal "ly"
variable L0 equal ${tmp}
variable strain equal "(ly - v_L0)/v_L0"
variable p1 equal v_strain
variable d1 equal "density"
variable fmall equal "(v_p2+v_p3+v_p4)/3" ##### Hydrostatic stress
variable fvall equal "sqrt((v_p2-v_p3)^2+(v_p3-v_p4)^2+(v_p4v_p2)^2+6*(v_p11^2+v_p12^2+v_p13^2)/2)" ######Von Mises Stress
variable fdall equal "(((v_p2-v_fmall)*(v_p3-v_fmall)*(v_p4-v_fmall))-v_p11^2*(v_p4v_fmall)-v_p12^2*(v_p3-v_fmall)-v_p13^2*(v_p2v_fmall)+2*v_p11*v_p12*v_p13)"####Deviatoric Von Mises stress
variable tall equal "v_fmall/v_fvall"
variable pe equal c_1
variable ke equal c_2
variable s2 atom c_peratom[1]
variable s3 atom c_peratom[2]
variable s4 atom c_peratom[3]
variable s11 atom c_peratom[4]
variable s13 atom c_peratom[5]
variable s12 atom c_peratom[6]
#---------Deformation----------------#
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fix 1 all npt temp 300.0 300.0 10 x 0 0 350 z 0 0 350 drag 2
### Select x, y, or z for constant pressure (not direction of deformation)
fix 2 all deform 1 y erate .000001 units box remap x
###
Change first varible 'x' to x, y, or z (direction of deformation)
fix def1 all print 10 "${p1} ${p2} ${p3} ${p4} ${p5} ${p6} ${p7} ${fmall} ${fvall} ${pe}
${ke} ${d1}" file 88xlink_SS_output_Small_y_dir_Reaxff_1e9.txt screen no
restart 100000 restart_1e9_tension
#dump 4 all custom 1000 stress_per_atom.txt id type c_peratom[1] c_peratom[2] c_peratom[3]
c_peratom[4] c_peratom[5] c_peratom[6]
dump 5 all custom 50000 xxxxx*.xyz id element xu yu zu x y z
dump_modify 5 element C C O C O H H
thermo_style custom step temp pxx pyy pzz lx ly lz v_strain
thermo 1000
timestep 0.5
run 5000000
unfix 1
unfix 2
#write_restart restart.05
print "All Done"
A.2

ReaxFF LAMMPS parameter file (multi-element).

DATE: 2011-02-18 DATE: 2010-11-03 DATE: 2010-02-19 CONTRIBUTOR: Aidan
Thompson, athomps@sandia.gov CITATION: Chenoweth, van Duin and Goddard, J Phys Chem
A, 112, 1040-1053 (2008) COMMENT: Reactive MD-force field c/h/o combustion force field:
Chenoweth, K.; van Duin, A.C.T.; Goddard, W.A. J. Phys. Chem. A 2008, 112, 1040-1053.
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! Number of general parameters
50.0000 !p(boc1)
9.5469 !p(boc2)
26.5405 !p(coa2)
1.5105 !p(trip4)
6.6630 !p(trip3)
70.0000 !kc2
1.0588 !p(ovun6)
4.6000 !p(trip2)
12.1176 !p(ovun7)
13.3056 !p(ovun8)
-70.1292 !p(trip1)
0.0000 !Lower Taper-radius (swa)
10.0000 !Upper Taper-radius (swb)
0.0000 !not used
33.8667 !p(val7)
6.0891 !p(lp1)
1.0563 !p(val9)
2.0384 !p(val10)
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6.1431 !not used
6.9290 !p(pen2)
0.3989 !p(pen3)
3.9954 !p(pen4)
0.0000 !not used
5.7796 !p(tor2)
10.0000 !p(tor3)
1.9487 !p(tor4)
0.0000 !not used
2.1645 !p(cot2)
1.5591 !p(vdW1)
0.1000 !Cutoff for bond order*100 (cutoff)
2.1365 !p(coa4)
0.6991 !p(ovun4)
50.0000 !p(ovun3)
1.8512 !p(val8)
0.0000 !not used
0.0000 !not used
0.0000 !not used
0.0000 !not used
2.6962 !p(coa3)
3 ! Nr of atoms; atomID;ro(sigma); Val;atom mass;Rvdw;Dij;gamma;ro(pi);Val(e)
alfa;gamma(w);Val(angle);p(ovun5);n.u.;chiEEM;etaEEM;n.u.
ro(pipi);p(lp2);Heat increment;p(boc4);p(boc3);p(boc5),n.u.;n.u.
p(ovun2);p(val3);n.u.;Val(boc);p(val5);n.u.;n.u.;n.u.
C 1.3825 4.0000 12.0000 1.9133 0.1853 0.9000 1.1359 4.0000
9.7602 2.1346 4.0000 33.2433 79.5548 5.8678 7.0000 0.0000
1.2104 0.0000 199.0303 8.6991 34.7289 13.3894 0.8563 0.0000
-2.8983 2.5000 1.0564 4.0000 2.9663 0.0000 0.0000 0.0000
H 0.7853 1.0000 1.0080 1.5904 0.0419 1.0206 -0.1000 1.0000
9.3557 5.0518 1.0000 0.0000 121.1250 5.3200 7.4366 1.0000
-0.1000 0.0000 62.4879 1.9771 3.3517 0.7571 1.0698 0.0000
-15.7683 2.1488 1.0338 1.0000 2.8793 0.0000 0.0000 0.0000
O 1.2477 2.0000 15.9990 1.9236 0.0904 1.0503 1.0863 6.0000
10.2127 7.7719 4.0000 36.9573 116.0768 8.5000 8.9989 2.0000
0.9088 1.0003 60.8726 20.4140 3.3754 0.2702 0.9745 0.0000
-3.6141 2.7025 1.0493 4.0000 2.9225 0.0000 0.0000 0.0000
6 ! Nr of bonds;
at1;at2;De(sigma);De(pi);De(pipi);p(be1);p(bo5);13corr;n.u.;p(bo6),p(ovun1)
p(be2);p(bo3);p(bo4);n.u.;p(bo1);p(bo2)
1 1 156.5953 100.0397 80.0000 -0.8157 -0.4591 1.0000 37.7369 0.4235
0.4527 -0.1000 9.2605 1.0000 -0.0750 6.8316 1.0000 0.0000
1 2 170.2316 0.0000 0.0000 -0.5931 0.0000 1.0000 6.0000 0.7140
5.2267 1.0000 0.0000 1.0000 -0.0500 6.8315 0.0000 0.0000
2 2 156.0973 0.0000 0.0000 -0.1377 0.0000 1.0000 6.0000 0.8240
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2.9907 1.0000 0.0000 1.0000 -0.0593 4.8358 0.0000 0.0000
1 3 160.4802 105.1693 23.3059 -0.3873 -0.1613 1.0000 10.8851 1.0000
0.5341 -0.3174 7.0303 1.0000 -0.1463 5.2913 0.0000 0.0000
3 3 60.1463 176.6202 51.1430 -0.2802 -0.1244 1.0000 29.6439 0.9114
0.2441 -0.1239 7.6487 1.0000 -0.1302 6.2919 1.0000 0.0000
2 3 180.4373 0.0000 0.0000 -0.8074 0.0000 1.0000 6.0000 0.5514
1.2490 1.0000 0.0000 1.0000 -0.0657 5.0451 0.0000 0.0000
3 ! Nr of off-diagonal terms. at1;at2;Dij;RvdW;alfa;ro(sigma);ro(pi);ro(pipi)
1 2 0.1219 1.4000 9.8442 1.1203 -1.0000 -1.0000
2 3 0.0344 1.6800 10.3247 0.9013 -1.0000 -1.0000
1 3 0.1131 1.8523 9.8442 1.2775 1.1342 1.0621
18 ! Nr of angles. at1;at2;at3;Thetao,o;p(val1);p(val2);p(coa1);p(val7);p(pen1);p(val4)
1 1 1 67.2326 22.0695 1.6286 0.0000 1.7959 15.4141 1.8089
1 1 2 65.2527 14.3185 6.2977 0.0000 0.5645 0.0000 1.1530
2 1 2 70.0840 25.3540 3.4508 0.0000 0.0050 0.0000 3.0000
1 2 2 0.0000 0.0000 6.0000 0.0000 0.0000 0.0000 1.0400
1 2 1 0.0000 3.4110 7.7350 0.0000 0.0000 0.0000 1.0400
2 2 2 0.0000 27.9213 5.8635 0.0000 0.0000 0.0000 1.0400
1 1 3 49.5561 7.3771 4.9568 0.0000 0.7533 15.9906 1.0010
3 1 3 77.1171 39.8746 2.5403 -24.3902 1.7740 -42.9758 2.1240
2 1 3 65.0000 14.2057 4.8649 0.0000 0.3504 0.0000 1.7185
1 3 1 74.3994 44.7500 0.7982 0.0000 3.0000 0.0000 1.0528
1 3 3 77.9854 36.6201 2.0201 0.0000 0.7434 67.0264 3.0000
3 3 3 80.7324 30.4554 0.9953 0.0000 1.6310 50.0000 1.0783
1 3 2 71.5018 21.7062 0.4735 0.0000 0.5186 0.0000 1.1793
2 3 3 84.9468 23.3540 1.5057 0.0000 2.6374 0.0000 1.3023
2 3 2 77.0645 10.4737 1.2895 0.0000 0.9924 0.0000 1.1043
1 2 3 0.0000 25.0000 3.0000 0.0000 1.0000 0.0000 1.0400
3 2 3 0.0000 0.0148 6.0000 0.0000 0.0000 0.0000 1.0400
2 2 3 0.0000 9.7025 6.0000 0.0000 0.0000 0.0000 1.0400
26 ! Nr of torsions. at1;at2;at3;at4;;V1;V2;V3;p(tor1);p(cot1);n.u;n.u.
1 1 1 1 -0.2500 11.5822 0.1879 -4.7057 -2.2047 0.0000 0.0000
1 1 1 2 -0.2500 31.2596 0.1709 -4.6391 -1.9002 0.0000 0.0000
2 1 1 2 -0.1770 30.0252 0.4340 -5.0019 -2.0697 0.0000 0.0000
1 1 1 3 -0.7098 22.2951 0.0060 -2.5000 -2.1688 0.0000 0.0000
2 1 1 3 -0.3568 22.6472 0.6045 -4.0088 -1.0000 0.0000 0.0000
3 1 1 3 -0.0528 6.8150 0.7498 -5.0913 -1.0000 0.0000 0.0000
1 1 3 1 2.0007 25.5641 -0.0608 -2.6456 -1.1766 0.0000 0.0000
1 1 3 2 -1.1953 42.1545 -1.0000 -8.0821 -1.0000 0.0000 0.0000
2 1 3 1 -0.9284 34.3952 0.7285 -2.5440 -2.4641 0.0000 0.0000
2 1 3 2 -2.5000 79.6980 1.0000 -3.5697 -2.7501 0.0000 0.0000
1 1 3 3 -0.0179 5.0603 -0.1894 -2.5000 -2.0399 0.0000 0.0000
2 1 3 3 -0.5583 80.0000 1.0000 -4.4000 -3.0000 0.0000 0.0000
3 1 3 1 -2.5000 76.0427 -0.0141 -3.7586 -2.9000 0.0000 0.0000
3 1 3 2 0.0345 78.9586 -0.6810 -4.1777 -3.0000 0.0000 0.0000
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3
1
1
2
1
2
3
0
0
0
0
0
1
3
A.3

1 3 3 -2.5000 66.3525 0.3986 -3.0293 -3.0000 0.0000 0.0000
3 3 1 2.5000 -0.5332 1.0000 -3.5096 -2.9000 0.0000 0.0000
3 3 2 -2.5000 3.3219 0.7180 -5.2021 -2.9330 0.0000 0.0000
3 3 2 2.2500 -6.2288 1.0000 -2.6189 -1.0000 0.0000 0.0000
3 3 3 0.0531 -17.3983 1.0000 -2.5000 -2.1584 0.0000 0.0000
3 3 3 0.4723 -12.4144 -1.0000 -2.5000 -1.0000 0.0000 0.0000
3 3 3 -2.5000 -25.0000 1.0000 -2.5000 -1.0000 0.0000 0.0000
1 2 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 2 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 3 0 0.0000 0.1000 0.0200 -2.5415 0.0000 0.0000 0.0000
1 1 0 0.0000 50.0000 0.3000 -4.0000 -2.0000 0.0000 0.0000
3 3 0 0.5511 25.4150 1.1330 -5.1903 -1.0000 0.0000 0.0000
! Nr of hydrogen bonds. at1;at2;at3;r(hb);p(hb1);p(hb2);p(hb3)
2 3 1.9682 -4.4628 1.7976 3.0000
Job script executable.

#!/bin/sh
#PBS -N job
#PBS -q qxxpxxxh@scout
#PBS -l nodes=x:ppn=xx
#PBS -l walltime=xxx:00:00
#PBS -m ea
#PBS -r n
#PBS -V
cd $PBS_O_WORKDIR
echo $PBS_NODEFILE > job_nodes
mpirun -np xx lmp_scout_intel18_mpi -in xxxxxx.in
A.4

LAMMPS data file for the model

LAMMPS data file for Initial_Structure
4524 atoms
0 bonds
0 angles
0 dihedrals
0 impropers
7
0
0
0

atom types
bond types
angle types
dihedral types
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0 improper types
0.000000 38.708000 xlo xhi
0.000000 38.708000 ylo yhi
0.000000 38.708000 zlo zhi
Masses
5
2
6
1
3
7
4

15.9994
12.0107
1.00794
12.0107
15.9994
1.00794
12.0107

#O
#C
#H
#C
#O
#H
#C

Atoms
1 1 1 -0.031391912266 27.517497436 18.585500240 11.013302620
2 1 1 -0.055302505508 26.713297690 17.522700575 10.633432740
3 1 1 0.076409905091 27.764997359 18.982100116 12.316202210
4 1 1 -0.031391912266 27.141397552 18.263300344 13.310701899
5 1 1 -0.055302505508 26.281497823 17.219000669 12.968002007
6 1 1 -0.037253392055 26.068697891 16.822500795 11.646502422
7 1 1 -0.055302512958 26.349297803 14.158501632 12.703402089
8 1 1 -0.031393339052 26.442997775 13.205801930 13.722901769
9 1 1 -0.037253388330 25.101898196 14.710601457 12.332902204
10 1 1 -0.055302512958 23.953898554 14.197301621 12.954802010
….
….
4514 51 1 -0.054609798952 16.950100757 9.265603170 19.520399948
4515 51 6 0.062343521849 15.185201310 6.591484010 20.327299693
4516 51 6 0.061775854663 14.964401379 6.442194055 17.972800435
4517 51 6 0.061758576766 15.937901072 8.166163515 16.590800869
4518 51 6 0.061775854663 17.160600690 9.999572940 17.590500556
4519 51 6 0.062343521849 17.526900575 9.994042941 19.935899818
4520 51 1 -0.061697864100 16.608500861 8.449303427 21.739999251
4521 51 4 -0.098135718271 16.280900967 7.498623726 22.669898958
4522 51 6 0.053498624698 16.476800905 7.624033686 23.621498659
4523 51 6 0.053498624698 15.869701095 6.649153990 22.368099053
4524 51 6 0.061764552132 17.076100716 9.307763157 22.048599153
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APPENDIX B
DAMAGE MODEL SUPPLEMENTARY FIGURES AND SCRIPTS
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Figure B.1

Size-scale convergence study with (a) a small VE cured model containing 4,524
atoms, (b) a medium model containing 15,834 atoms, and (c) a large model with
31,668 atoms indicating convergence with the smallest system size.
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Figure B.2

A convergence of the Young’s Modulus at: (a) Curing Dependence, (b) Strain Rate
Dependence, (c) Temperature Dependence, and (d) Stress state Dependence.
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Figure B.3

A convergence of the Yield Stress at (a) Curing Dependence, (b) Strain Rate
Dependence, (c) Temperature Dependence, and (d) Stress state Dependence.
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Figure B.4

Stress-strain response of VE cured to 88% conversion under uniaxial tension at
300 K and strain rate of 1x1010 s-1 using a reactive explicit atom model (ReaxFF)
with snapshots of the damage evolution at specific strains.
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Figure B.5

Simulation Methodology for both atomistic models: (a) cured vinyl ester thermoset
resin using reactive ReaxFF [149] forcefield, and (b) amorphous thermoplastic
polyethylene resin with 16 chains, 267 (C2H2) using MEAM [4,148] potential
both loaded under uniaxial tension at 253 K and strain rate of έ= 1x109 s-1.
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B.2

Python Script calculating the damage evolution

from ovito.data import *
from ovito import *
import numpy as np
import vtkVoidFile_v2 as vfm
import os
def modify(frame, input, output, export=True, node=None):
cutoff = 0.4; # anstrom^3?
global surf
if not node:
node = input.dataset.selected_node
if output.attributes['ConstructSurfaceMesh.surface_area'] <= 0.0:
vsa = 0
num_voids = 0
output.attributes['void number density'] = 0
else:
surface_mod = None
try:
surface_mod = surf
except NameError:
for i in node.modifiers:
if i.object_title == "Construct surface mesh":
surface_mod = i
if not surface_mod:
print("A surface mesh modifier must be on the pipeline before this
modifier")
return
vsa = output.attributes['ConstructSurfaceMesh.solid_volume'] / \
output.attributes['ConstructSurfaceMesh.surface_area']
input.surface.export_vtk('surface.vtk', input.cell)
low = [input.cell.origin[0], input.cell.origin[1], input.cell.origin[2]]
high = [input.cell.vector1[0]+low[0], input.cell.vector2[1]+low[1],
input.cell.vector3[2]+low[2]]
voidfile = vfm.vtkVoidFile("surface.vtk",low,high)
num_voids = voidfile.get_number()
output.attributes['void number density'] = num_voids /
output.attributes['ConstructSurfaceMesh.solid_volume']
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if num_voids > 0:
void_vols = []
for i in voidfile.get_volumes():
if isinstance(i,list):
void_vols = np.sort(i)
break
else:
yield i
# get void center
void_centers = []
for i in voidfile.get_centers():
if isinstance(i,list):
void_centers = i
break
else:
yield i
# Max void weighted
#output.attributes['effective number'] = np.sum(void_vols/np.max(void_vols))
#output.attributes['effective number density'] =
np.sum(void_vols/np.max(void_vols)) / surface_mod.solid_volume
# 2% Cutoff
#output.attributes['effective number'] =
len(void_vols[void_vols>0.02*void_vols[-1]])
output.attributes['effective number'] = len(void_vols[void_vols>cutoff])
output.attributes['smallest void'] = np.min(void_vols)
output.attributes['largest void'] = np.max(void_vols)
#output.attributes['effective number density'] =
len(void_vols[void_vols>0.02*void_vols[-1]]) /
output.attributes['ConstructSurfaceMesh.solid_volume']
output.attributes['effective number density'] = len(void_vols[void_vols>.4]) /
output.attributes['ConstructSurfaceMesh.solid_volume']
else:
void_vols = []
output.attributes['effective number'] = 0
output.attributes['effective number density'] = 0
output.attributes['fragment size'] = vsa
output.attributes['void number'] = num_voids
print("Timestep: {}".format(node.source.status.text.split()[-1]))
print("Fragment size: {}".format(output.attributes['fragment size']))
print("Smallest size: {}".format(output.attributes['smallest void']))
133

print("Largest size: {}".format(output.attributes['largest void']))
print("Number of voids: {}".format(output.attributes['void number']))
print("Void number density: {}".format(output.attributes['void number density']))
print("Effect number of voids: {}".format(output.attributes['effective number']))
print("Effective number density: {}".format(output.attributes['effective number
density']))
if export and not output.attributes['ConstructSurfaceMesh.surface_area'] <= 0.0:
export_file(output, surface_mod, node, low, high, void_centers, void_vols, cutoff)
# end
def export_file(output, surface, node, low, high, void_centers, void_vols, cutoff):
tstep = node.source.status.text.split()[-1]
filename = str(node.source.source_path).strip('*')
if filename[:5] == "file:":
filename = filename[7:]
eff_void = output.attributes['effective number'] if "effective number" in
output.attributes.keys() else output.attributes['void number']
#sim_filename = filename.split('/')[:-1] + ['damage_out.txt']
sim_filename = ['damage_out.txt']
sim_filename = os.path.join(*sim_filename)
print(sim_filename)
with open(sim_filename, "a+") as f:
f.write("{0} \t {1} \t {2} \t {3} \t {4} \t {5} \t {6} \t {7} \t {8} \t {9} \t {10} \t
{11} \t {12} \n".format(tstep,
output.attributes['void number'],
output.attributes['ConstructSurfaceMesh.solid_volume'],
output.attributes['ConstructSurfaceMesh.solid_volume'] /
output.attributes['ConstructSurfaceMesh.surface_area'],
output.attributes['ConstructSurfaceMesh.surface_area'],
output.attributes['fragment size'],
output.cell.volume,
1 - output.attributes['ConstructSurfaceMesh.solid_volume'] /
output.cell.volume,
(output.cell.volume output.attributes['ConstructSurfaceMesh.solid_volume']) / eff_void,
eff_void, high[0]-low[0], high[1]-low[1], high[2]-low[2]))
# write void center information in LAMMPS data format
sim_filename = ['void_center_out_' + str(tstep) + '.txt']
sim_filename = os.path.join(*sim_filename)
print(sim_filename)
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with open(sim_filename, "w") as f:
f.write("ITEM: TIMESTEP\n{0}\n".format(tstep))
f.write("ITEM: NUMBER OF
ATOMS\n{0}\n".format(output.attributes['effective number']))
f.write("ITEM: BOX BOUNDS pp pp pp\n")
for i in range(3):
f.write("{0}\t{1}\n".format(low[i], high[i]))
f.write("ITEM: ATOMS id xu yu zu\n")
ind = 1
for r in range(0, len(void_centers)):
if void_vols[r]>cutoff:
f.write("{0} ".format(ind))
for void_center in void_centers[r]:
f.write("{0} ".format(void_center))
f.write("\n")
ind = ind + 1
else:
print(['skipped smaller than the cutoff' + str(cutoff) + ': ' + str(void_vols[r])])
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