The differential evolutionary (DE) algorithm is a global optimization algorithm. To explore the convergence implied in the Hilbert space with the parameter β of the DE algorithm and the quantum properties of the optimal point in the space, we establish a control convergent iterative form of a higher-order differential equation under the conditions of P −ε and analyze the control convergent properties of its iterative sequence; analyze the three topological structures implied in Hilbert space of the single-point topological structure, branch topological structure, and discrete topological structure; and establish and analyze the association between the Heisenberg uncertainty quantum characteristics depending on quantum physics and its topological structure implied in the β-Hilbert space of the DE algorithm as follows: The speed resolution ∆ 2 v of the iterative sequence convergent speed and the position resolution ∆ x ε β of the global optimal point with the swinging range are a pair of conjugate variables of the quantum states in β-Hilbert space about eigenvalues λ i ∈ R, corresponding to the uncertainty characteristics on quantum states, and they cannot simultaneously achieve bidirectional efficiency between convergent speed and the best point precision with any procedural improvements. Where λ i ∈ R is a constant in the β-Hilbert space. Finally, the conclusion is verified by the quantum numerical simulation of high-dimensional data. We get the following important quantitative conclusions by numerical simulation: except for several dead points and invalid points, under the condition of spatial dimension, the number of the population, mutated operator, crossover operator, and selected operator are generally decreasing or increasing with a variance deviation rate +0.50 and the error of less than ±0.5; correspondingly, speed changing rate of the individual iterative points and position changing rate of global optimal point β exhibit a inverse correlation in β-Hilbert space in the statistical perspectives, which illustrates the association between the Heisenberg uncertainty quantum characteristics and its topological structure implied in the β-Hilbert space of the DE algorithm.
Introduction
The differential evolutionary (DE) algorithm [1] [2] [3] is a global optimization algorithm with iterative search used to generate mutative individuals by differential operation, proposed by Storn and Price in 1995 to solve Chebyshev inequalities, which adopts floating-point vector coding to search in continuous space [4] [5] [6] , is simple to operate and easy to achieve and offers better convergence, stronger robustness and other global optimization advantages [7] [8] [9] [10] [11] . In general, the minimization optimization problem of the DE algorithm is expressed as follows: min f (X 
Preparatory Knowledge

Basic Steps of the DE Algorithm
The basic operating principle of the DE algorithm is described as follows [1, 4, 7] .
Initial Population
Let the population of the DE algorithm be X(t); then, the population individuals can be expressed as
where t is the evolutionary generation and NP is the population size. Initial population: Determine the dimension D of the optimization problem. The maximum evolutionary generation is T, and the population size is NP. Let the initial value of the optimal vector be
x 0 ij = a ij + rand(0, 1) · (b ij − a ij ), i = 1, 2, · · · , NP; j = 1, 2, · · · , D
where, the range of individual variables is a ij , b ij LeqR, because of the randomness of iterative individuals in optimization process and real number coding for individuals.
Mutation Operation
The individual mutated component of the DE algorithm is the differential vector of the parental individuals, and the number of differential mutated individuals per time is derived from the two individual components (x t i 1 , x t i 2 ) in the tth generation parental population individuals, where i 1 , i 2 ∈ NP. Then, the differential vector is defined as D i 1,2 = (x t i 1
− x t i 2
). For any vector individual X t i , the mutation operation is defined as
where NP ≥ 4 is the population size, F is the contraction factor, and i 1 , i 2 , i 3 ∈ {1, 2, · · · , NP} and i 1 , i 2 , i 3 are mutually different so that we can obtain a mutated individual by differential operation by randomly selecting non-zero different vectors in the population, and the mutated individuals realize the possibility of adjusting the diversity of the population.
Crossover Operation
First, the test individual U t+1 i is generated by crossing the target vector individual X t i and the mutated individual V t+1 i in the population. To maintain population diversity, we can conduct crossover and selection operations for the mutated individual V t+1 i and the target vector individual X t i by introducing the crossover probability CR and the random function rand(0, 1) to ensure that at least one of the test individuals U 
where rand j [0, 1] , CR ∈ (0, 1) is the crossover probability above the formula (7) . The larger the value of CR is, the greater the probability of generating new vector individuals by locating the crossover operation of different loci points for vector individuals in the population. When CR = 0, U This formulation is equivalent to
where f (X i ) is the optimal value of the DE algorithm as t → +∞ because the stability of the optimal value in space, f ε (X i ), must be between
, where δ ε is the maximum range of the optimal value as being up and down. In the same population, there is only one optimal value, which inherits all the adaptive characteristics of population individuals in the space, and the fitness function f ε (X t i ) corresponding to those individuals measures its adaptability in the population. We say that the former is an eigenvalue and that the latter is an eigenfunction. Then, we establish the continuity characteristic relationship and the uniform convergence of the iterative form of the population eigenvalue and eigenfunction.
3.1. Continuity Structure of the Closed Population Feature Quantity in Perturbation P ε Definition 1. Assume that a population of size NP is the continuous real value of the complete real space R + , the population eigenvalue is λ k = X i , the population eigenfunction is f ((X t i ) ε ), and |ε| < 1 r , r ∈ R + , which is a convergent form that can converge in the perturbation variable P ε with iteration numbers increasing. If
then we find that f ((X t i ) ε ) is continuous at the eigenvalue λ k = X i .
Uniform Convergence of the Differential Equation in Perturbation P ε
In general, population individuals show discrete characteristics in space and continuous characteristics in time concerning the optimal process. Under the condition of the perturbation variable P −ε , the convergent limit value is a bounded range, which is not a definite real value. To ensure that individuals can converge to a precise real value in the late iteration, the convergence of the differential equation must be uniformly converged under the condition of being the perturbation variable P −ε for all population individuals. First, we construct a continuous iterative form of error variable ε under the condition of perturbation P ε :
Second, we construct an approximate format (17) of Il InAM [28] of the perturbation error variable ε:
where a(x) is a real-valued function.
Lemma 1. [29]
. For differential equations, we have the following:
Let f ε (x) be its solution; then, the following conditions are satisfied:
Lemma 2. [28]. Assume that there exists a constant
is the solution of (16) , and f (n)l ε is the solution of (17). 
where ρ = 3L a < 1,L is the Lipschitz constant. as in (16) . From Lemmas 1 and 2, we obtain
Proof. Letf
Thus, (19) is true. In addition,
In addition to the above,
4. Topological Structure Implied in Hilbert Space of the DE Algorithm
Single-Point Topological Structure of Closed Populations in Hilbert Space
In the former part, we establish the nonlinear differential equation and its continuous iterative format according to the evolution process of the population, and we analyze the uniform convergence of the solution that illustrates the dynamical principle of population optimization in some way. In a closed ecological population of NP, which is necessarily bounded, we should further verify a situation logically if there exists an optimal solution under the condition of the perturbation variable P −ε after the population individuals are infinitely iterating. This is the single-point theorem that we introduce below. Since the closed population is a complete closed set under topological mapping, to analyze the topological properties conveniently, we introduce the inner product in the closed population so that the closed population is a Hilbert space. First, we introduce several lemmas. Lemma 3. [30] . The bounded set is a column compact set, and the arbitrary bounded closed set is a self-column compact set in R n .
Lemma 4. [30].
The arbitrary subset is a column compact set, and the arbitrary closed subspace is a self-column compact set in the column compact space. Proof. To prove the theorem, we prove only that T(C) is column-compact, as described in Lemma 6.
Step 1 Because T : C → C is continuous and C is a compact set, we infer that T is uniformly continuous, that is, ∀ε > 0, ∃δ > 0; then, Tx − Tx < ε, ∀x, x ∈ C, x − x < δ. If not, the above indicates that ∃ε 0 > 0, ∀n ∈ N, ∃x n , x n ∈ C so that x n − x n < 1 n , but Tx n − Tx n ≥ ε 0 . Because of C being a compact set, there exists a subsequence n k so that
, which implies that
Step 2 To prove that T(C) is column-compact, we prove only that there is a limited net on T(C) ∀ε > 0. First, from the step 1 proof, we have ∀ε > 0, ∃δ > 0 so that Tx − Tx < ε, ∀x, x ∈ C, x − x < δ. Second, due to C being a compact set, there is a limited net:
Third, we show that {Tx 1 , · · · , Tx n } is the limited net on T(C). Actually, ∀y ∈ TC, ∃x ∈ C so that y = TC.
In other words, the closed population has a single point on C by mapping T.
It is known that the complete space implied in the closed population includes only one single point that is considered the closed population optimal characteristic value according to the single-point theorem; then, the convergent iterative sequence generated by the algorithm itself can converge to a single point in the closed population. The theorem illustrates the inevitability of an existing optimal characteristic value in the complete closed population theoretically.
Branch Topological Structure of Closed Populations in Hilbert Space
There has been no definite research field focused on the route optimization branch theory of the closed population up until now. The single-point theorem indicates that there may be countless pieces of optimization routes, and it is not known how to associate the optimization routes with each other. However, it is certain that the different optimization routes are branched in Hilbert space implied in the closed population to generate the branch topology structure in Hilbert space, so that we can obtain the geometric structure of the closed population. First, we provide a fundamental theorem of Fock space F 2 m [31,32] derived from Hilbert space; then, we can obtain the branch topological structure theorem of the Hilbert space implied in the closed population.
Theorem 3.
Let ϕ : C → C be an analytic mapping; for an arbitrary non-negative integer m, there exists the following:
(a) C ϕ is a bounded operator on F 2 m if and only if ϕ(z) = Az + B. Here, A ∈ M n , A ≤ 1, B ∈ C n , and when ζ ∈ C n and |Aζ| = |ζ|, Aζ ·B = 0.
(
We assume that for each positive integer k, we have M k as the k × k complex matrix of the whole, which is equivalent to A ∈ M k by a linear transformation A : C k → C k .
Lemma 7. [31,32].
Assume that ϕ(z) = Az + B and ψ(z) = A 1 z + B 1 cause the composite operators C ϕ and C ψ to be bounded on F 2 m if there exists ζ ∈ C n that satisfies |Aζ| = |ζ|, but |Aζ| = |A 1 ζ|. Then, there exists a positive constant C e ∈ R that satisfies C ϕ − C ψ ≥ C e .
Lemma 8. [31,32].
Assume that A ∈ M n , B ∈ C n causes C Az+B to be bounded; then, C Az and C Az+B exist in the same path-connected branch of C e (F 2 m ).
Theorem 4. (Theorem of a Branch Topological Structure).
Let C be the closed population in R; the mapping T : C → C is continuous, and ϕ(z) = Az + B and ψ(z) = A 1 z + B 1 cause the composite operators C ϕ and C ψ to be bounded on F 2 m . Then, the necessary and sufficient condition of C ϕ and C ψ belonging to the same path-connected branch in Hilbert space is that for all ζ ∈ C n satisfied by |Aζ| = |ζ| or |Aζ| = |A 1 ζ|, there generally exists |Aζ| = |A 1 ζ|.
Proof.
If we have C ϕ and C ψ in the same path-connected branch of C e (F 2 m ), then there exists a limited quantity of composite operators
then, for all ζ ∈ C n satisfied by |Aζ| = |ζ| and |Aζ| = |A 1 ζ|, there generally exists |A i+1 ζ| = |A i ζ|. Thus, the necessary of the theorem is satisfied. Otherwise, we need only consider the case of A = A 1 = 1. For all ζ ∈ C n satisfied by |Aζ| = |ζ| and |Aζ| = |A 1 ζ|, let there generally exist |Aζ| = |A 1 ζ|. According to Lemma 8, we can prove the conclusion as follows: if the norm
, then C P z and C P 1 z exist in the same path-connected branch of C e (F 2 m ). From singular value decomposition (SVD) of matrix D, we need to prove only that C Q z and C Q 1 z exist in the same path-connected branch of C e (F 2 m ),
, where Λ is a diagonal matrix and the ith diagonal element is the ith singular value
To prove that the route t → C ϕ t is continuous under the essential norm, note that (
Because of ∀a ∈ [0, 1), the function xa x is bounded in (0, ∞). Thus, there exists a positive constant M that satisfies l σ
m . Combined with (9), we obtain C ϕ t − C ϕ s e ≤ M|t − s|, and the theorem is proven.
Discrete Topological Structure of Closed Populations in Hilbert Space
Theorem 5. C ϕ is discrete in Hilbert space implied in C e (F 2 m ) if and only if ϕ(z) = Uz, ϕ(z) = Uz, where U is the U-matrix.
Proof. The adequacy of this theorem is obtained from Theorem 4; therefore, we prove only the necessity component of the theorem. If A ∈ M n is a non-U-matrix and A ≤ 1, from Lemma 8, we obtain that ∃B ∈ C n ⇒ C Az+B is bounded in F 2 m . Actually, we can consider the case of A = 1. Let the singular value decomposition (SVD) of A be UΛV; then, Λ is a non-U-matrix. Furthermore, ∃B = 0 ∈ C n ⇒ C Λz+B is bounded in F 2 m . Thus, C ϕ is discrete in the Hilbert space as implied in C e (F 2 m ).
Theorem 6. (Theorem of Discrete Topological Structure).
Let C be the closed population in R, the mapping f ε : C → C be continuous, and β be a single point as described in Theorem 2, which is the optimal feature value of the convergent iterative sequence on the closed population C. Then, the single point must be a discrete point. Now, we can transform the original closed population C into a Hilbert space with the discrete parameter β by topological mapping; specifically, it is the β-Hilbert space.
Quantum Characteristics of the Heisenberg Uncertainty Principle in β-Hilbert Space
The Heisenberg uncertainty principle is a fundamental principle of quantum mechanics that fundamentally illustrates that the position and momentum of a particle cannot be measured simultaneously in a quantum system; its basic form is ∆x∆p ≥ h 2 , where h is the reduced Planck constant. When the DE algorithm pushes a closed population individual optimal process in β-Hilbert space, it measures the population individual in β-Hilbert space by the mutation, crossover, and selection of basic operational operators, which can screen the optimal characteristic value x * . If we regard the entire β-Hilbert space as a complete space with the best signal source β, where each individual exhibits the characteristics of a better signal, then the signal source screened by the DE algorithm is the best of all of better signals, that is, it is the best signal source. Then, the quantity of information carried by each individual is related to the frequency of the best source and the information quantities of the best source retained by individuals that are convergent in probability F in the optimal time. With the optimization time gradually lengthening, the quantity of high-quality information carried by each individual in the convergent iterative sequence is continuously accumulated and gradually approaches that of the best signal source. There are two situations. One is that when slower the convergent speed of the iterative convergent sequence is slower, the speed of the high-quality information quantities carried by individuals accelerates is also slower, but the positional accuracy ε between the best source and population individuals is generally shrinking. Another situation is that when the convergent speed of the iterative convergent sequence is faster, and the high-quality information quantities carried by individuals in the population is reduced due to the spatial probability distributing unevenly, such that the positional accuracy ε between the best source and population individuals generally increases. Now, we provide a concrete representation of the quantum characteristics of the Heisenberg uncertainty principle of the DE algorithm in β-Hilbert space. 
where v 0 = R n v| f (v)| 2 dv, x 0 = R n x|f (x)| 2 dx; then, the Heisenberg uncertainty principle of the
Definition 4. Let f ε be a continuous-differential function defined in β-Hilbert space; then, its speed resolution ∆ 2 v and position resolution ∆ 2
x ε β space are defined as
Theorem 7. Let f ε be a continuous-differential function defined in β-Hilbert space and
When det(B) = 0, then we have the following equation:
and λ i is an eigenvalue of B B.
Proof. Under the conditions of det(B) = 0, assume that v 0 = 0, x 0 = 0. Then, we can obtain by using a linear canonical transform [35] that
Let t = B −1 x; then, we can obtain from an integral transform that
Now, we set f ε (u) = f ε (u)e i u B −1 Au 2 ; then, there exists
and
Because det(B) = 0 and because B B is a symmetric positive definite matrix, using matrix spectral decomposition, we find that the existing orthogonal matrix P satisfies
where Λ is a diagonal matrix and where elements distributed on the diagonal are the eigenvalues of B B; then, there exists
Let ω = Pt, conduct an integral transformation for (34) , and let u = P y; then, there exists
Let f ε (P y) = h(y); then, there exists
Furthermore, there exists
where λ i is the ith eigenvalue of B B. Let h i =
∂h(y) ∂y i
; then, from the Fourier transformation property [35] , there exists
From the Cauchy inequality, we know that
Then, using the Cauchy inequality of integral form, we know that
From the one-dimensional uncertainty principle, we obtain
To summarize, we obtain
Numerical Simulation
The above theorem fundamentally illustrates the geometric association between the convergent speed of the iterative sequence concerning the DE algorithm and the global optimal point precision. Specifically, ∆ v and ∆ x ε β are a pair of conjugate variables with quantum states, where the convergent speed of the iterative sequence caused by any improvement of the algorithm and the numerical accuracy of the global optimal point cannot be satisfied simultaneously. The above is a notably important conclusion for the DE algorithm. We use the SFEM (segmentation finite element method) to conduct a simple segmentation operation for β-Hilbert space and form a Riemannian manifold (Regarding Riemannian manifolds [36, 37] in the β-Hilbert space, here, we mainly apply the space cluster caused by the wide-area property of Riemannian manifolds in Hilbert space. Then, we can improve the efficiency of algorithm optimization due to using the space cluster. In addition, because the Riemannian manifolds are more beneficial to the spatial segmentation operation by preventing the generation of singular points in space so that some points are omitted in the optimal process, we also consider the space quantum properties of Riemannian manifolds in the β-Hilbert space. Applying the Riemannian manifolds is a purely scientific method of mathematical physics in Hilbert space and is not intended to involve theoretical analysis of Riemannian manifolds) in the β-Hilbert region. The three topological structures implied in the β-Hilbert space of the DE algorithm are conducted by the operation of high-dimensional numerical simulation of quantum states to obtain the data of Tables 1-5 (In the Tables 1-5 , * · · · * is the strength of the variable; a larger number implies a greater strength of the variable. Speed resolution is labeled as SR, position resolution as PR, relevancy of the finite unit element [38, 39] as finite relevancy (FR), space dimension as (Dim), number population as (NP), mutational operation as (F), crossed operation as (CR), and elected operation as (X). The single-point topological structure, branch topological structure and discrete topological structure are labeled as (SPTS), (BTS), and (DTS), respectively), (variance deviation rate (VDR) = (sample variance (SV)-population variance (PV))/PV; relevancy coefficient of the finite unit element as FR' = SR's VDR + PR's VDR. If FR ∈ (0, 1), then FR is true value 1; If FR = 0, then FR is partial truth value 1 − −; If FR = 1, then FR is absolute truth value 1 + +; EB is the error bounds about iterative points in population), such that one can determine the association between quantum characteristics of the Heisenberg uncertainty principle implied in β-Hilbert space of the DE algorithm and its topological structure. Table 1 . Quantum simulation of high-dimensional data tables describing the three topological structures of the DE algorithm implied in β-Hilbert space about Dim. Table 3 . Quantum simulation of high-dimensional data tables describing the three topological structures of the DE algorithm implied in β-Hilbert space about F. Because of the uncertainty of random algorithm, except for several dead points and invalid points, we conduct a quantitative analysis of Tables 1-5 to ensure the regularity of data analysis.
(Dim) (SPTS) (BTS) (DTS)
SR(%) PR(%) FR SR(%) PR(%) FR SR(%) PR(%) FR
(F) (SPTS) (BTS) (DTS)
SR(%) PR(%) FR SR(%) PR(%) FR SR(%) PR(%) FR
For Dim, we set the dimensions to increase with common ratio of 10. Firstly, we analyze the relationship between SR and PR about the SPTS: when the dimension increases, the SR decreases gradually with a variance deviation rate +0.20, then the SR of iterative individuals decreases gradually; and the PR increases gradually with a variance deviation rate +0.32, then the PR of iterative individual increases gradually. The above case shows that FR is true value 1, then SR and PR are completely inverse correlation.
Then, we analyze the relationship between SR and PR about the BTS: when the dimension increases, the SR increases gradually with a variance deviation rate +0.34, then the SR of iterative individuals increases gradually; and the PR decreases gradually with a variance deviation rate +0.19, then the PR of iterative individuals decreases gradually. The above case shows that FR is true value 1, then SR and PR are completely inverse correlation.
Finally, we analyze the relationship between SR and PR about the DTS: when the dimension increases, the SR increases gradually with a variance deviation rate +0.11, then the SR of iterative individuals increases gradually; and the PR decreases gradually with a variance deviation rate +0.16, then the PR of iterative individuals decreases gradually. The above case shows that FR is true value 1, then SR and PR are completely inverse correlation.
Similarly, we quantitatively analyze the NP. We set the NP to increase with tolerance of 100. Firstly, we analyze the relationship between SR and PR about the SPTS: when the NP increases, the SR increases gradually with a variance deviation rate +0.20, then the SR of iterative individuals increases gradually; and the PR decreases gradually with a variance deviation rate +0.20, then the PR of iterative individuals decreases gradually. The above case shows that FR is true value 1, then SR and PR are completely inverse correlation.
Then, we analyze the relationship between SR and PR about the BTS: when the NP increases, the SR increases gradually with a variance deviation rate +0.19, then the SR of iterative individuals increases gradually; and the PR decreases gradually with a variance deviation rate +0.50, then the PR of iterative individuals decreases gradually. The above case shows that FR is true value 1, then SR and PR are completely inverse correlation.
Finally, we analyze the relationship between SR and PR about the DTS: when the NP increases, the SR increases gradually with a variance deviation rate +0.20, then the SR of iterative individuals increases gradually; and the PR decreases gradually with a variance deviation rate +0.22, then the PR of iterative individuals decreases gradually. The above case shows that FR is true value 1, then SR and PR are completely inverse correlation.
Similarly, we quantitatively analyze the F. We set the F to increase with tolerance of 0. Similarly, we quantitatively analyze the CR. We divide the CR into two cases that the one is absolute crossover and the other is non-crossover, which are represented by '1' and '0' respectively. Firstly, we analyze the relationship between SR and PR about the SPTS: under the condition of the latter,when the intensity of CR increases gradually, the SR increases gradually with a variance deviation rate +0.50, then the SR of iterative individuals increases gradually; and the PR decreases gradually with a variance deviation rate +0.50, then the PR of iterative individuals decreases gradually. The above case shows that FR is absolute true value 1 + +, then SR and PR are absolutely and completely inverse correlation. Under the condition of the former, when the intensity of CR increases gradually, the SR decreases gradually with a variance deviation rate +0.49, then the SR of iterative individuals decreases gradually; and the PR increases gradually with a variance deviation rate +0.49, then the PR of iterative individual increases gradually. The above case shows that FR is true value 1, then SR and PR are completely inverse correlation.
Then, we analyze the relationship between SR and PR about the BTS: under the condition of the latter,when the intensity of CR increases gradually, the SR increases gradually with a variance deviation rate +0.50, then the SR of iterative individuals increases gradually; and the PR decreases gradually with a variance deviation rate +0.50, then the PR of iterative individuals decreases gradually. The above case shows that FR is absolute true value 1 + +, then SR and PR are absolutely and completely inverse correlation. Under the condition of the former, when the intensity of CR increases gradually, the SR decreases gradually with a variance deviation rate +0.50, then the SR of iterative individuals decreases gradually; and the PR increases gradually with a variance deviation rate +0.03, then the PR of iterative individual increases gradually. The above case shows that FR is true value 1, then SR and PR are completely inverse correlation.
Finally, we analyze the relationship between SR and PR about the DTS: under the condition of the latter, when the intensity of CR increases gradually, the variance deviation rate of SR does not exist, and the variance deviation rate of PR is 0, which shows that there are been no change in the individual diversity of the original population, and SR and PR are no change. The above case shows that FR is partial truth value 1 − −, then SR and PR are relatively inverse correlation. Under the condition of the former, when the intensity of CR increases gradually, the SR decreases gradually with a variance deviation rate +0.50, then the SR of iterative individuals decreases gradually; and the PR increases gradually with a variance deviation rate +0.20, then the PR of iterative individual increases gradually. The above case shows that FR is true value 1, then SR and PR are completely inverse correlation.
Similarly, we quantitatively analyze the X. We divide the CR into two cases that the one is absolute choice and the other is non-choice, which are represented by '1' and '0' respectively. Firstly, we analyze the relationship between SR and PR about the SPTS: under the condition of the latter, when the intensity of X increases gradually, the SR increases gradually with a variance deviation rate +0.52, then the SR of iterative individuals increases gradually; and the PR decreases gradually with a variance deviation rate +0.50, then the PR of iterative individuals decreases gradually. The above case shows that FR is absolute true value 1 + + , then SR and PR are absolutely and completely inverse correlation. Under the condition of the former, when the intensity of X increases gradually, the SR decreases gradually with a variance deviation rate +0.49, then the SR of iterative individuals decreases gradually; and the PR increases gradually with a variance deviation rate +0.50, then the PR of iterative individual increases gradually. The above case shows that FR is true value 1, then SR and PR are completely inverse correlation.
Then, we analyze the relationship between SR and PR about the BTS: under the condition of the latter, when the intensity of X increases gradually, the SR increases gradually with a variance deviation rate +0.50, then the SR of iterative individuals increases gradually; and the PR decreases gradually with a variance deviation rate +0.50, then the PR of iterative individuals decreases gradually. The above case shows that FR is absolute true value 1 + +, then SR and PR are absolutely and completely inverse correlation. Under the condition of the former, when the intensity of X increases gradually, the SR decreases gradually with a variance deviation rate +0.50, then the SR of iterative individuals decreases gradually; and the PR increases gradually with a variance deviation rate +0.50, then the PR of iterative individual increases gradually. The above case shows that FR is absolute true value 1 + +, then SR and PR are absolutely and completely inverse correlation.
Finally, we analyze the relationship between SR and PR about the DTS: under the condition of the latter, when the intensity of X increases gradually, the variance deviation rate of SR does not exist, and the variance deviation rate of PR is 0, which shows that there are been no change in the individual diversity of the original population, and SR and PR are no change. The above case shows that FR is partial truth value 1 − −, then SR and PR are relatively inverse correlation. Under the condition of the former, when the intensity of X increases gradually, the SR decreases gradually with a variance deviation rate +0.50, then the SR of iterative individuals decreases gradually; and the PR increases gradually with a variance deviation rate +0.50, then the PR of iterative individual increases gradually. The above case shows that FR is absolute true value 1 + +, then SR and PR are absolutely and completely inverse correlation.
We conduct a qualitative analysis of Tables 1-5 as well. Except for several dead points and invalid points, under the condition of spatial dimension, the number of the population, mutated operator, crossover operator, and selected operator are generally decreasing or increasing; correspondingly, the speed changing rate of individual iterative points and the position changing rate of global optimal point β exhibit a inverse correlation in β-Hilbert space, which illustrates the association between the Heisenberg uncertainty quantum characteristics and its topological structure implied in the β-Hilbert space of the DE algorithm. Specifically, the association of the convergent iterative sequence and the global optimal point precision is a pair of conjugate variables on the quantum states in β-Hilbert space with the uncertainty characteristics on quantum states. It is fundamentally explained that any improvement in the algorithm cannot pursue the bidirectional efficiency between the convergent speed and the optimal point precision.
Conclusions
This paper mainly discusses the continuity structure of closed populations and the control convergent properties of the iterative sequences of the DE algorithm under the condition of P −ε , establishes and analyzes the single-point topological structure, branch topological structure, and discrete topological structure implied in β-Hilbert space of the DE algorithm, verifies the association between the Heisenberg uncertainty quantum characteristics and its topological structure implied in the β-Hilbert space of the DE algorithm, and obtains the specific directions of the quantum uncertainty characters of the DE algorithm in β-Hilbert space by quantum simulation of high-dimensional data. The findings are that the speed resolution ∆ 2 v of the iterative sequence convergent speed and the position resolution ∆ x ε β of the global optimal point with the swinging range are a pair of conjugate variables of the quantum states in β-Hilbert space, corresponding to uncertainty characteristics of quantum states; they cannot simultaneously achieve bidirectional efficiency between the convergent speed and the best point precision with any procedural improvements. Because they are geometric features of Riemannian manifolds in the view of operator optimization in Hilbert space theoretically, however, which is only a theoretical guess, the quantum characters of the pair of conjugate variables in the Riemannian space require further exploration.
We all know that the most important theoretical research of meta-heuristic algorithm is how to balance the convergence speed and accuracy of the iterative points better to ensure that the iterative process is more efficient, when the iterative points approaches the global optimal point. We get the quantum uncertainty properties of the DEalgorithm in the beta-Hilbertspace by theoretical analysis. In the future, we will discuss the quantum estimation form and its asymptotic estimation form between convergent speed and convergent accuracy of iterative points by numerical simulation, which will lay a solid mathematical foundation for the convergent mechanism of meta-heuristic algorithm. Our second work in the future is to study the computational structure and physical structure of differential evolution algorithm, including computational complexity, spatial complexity, time tensor expansion, convergent analysis, quantum transformation state structure, Heisenberg uncertainty quantum state, dynamic torque analysis and so on, which will become the physical basis of the convergent theory of meta-heuristic algorithm.
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