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Abstract
The equations of reversible (inviscid, adiabatic) fluid dynamics have a well-known
variational formulation based on Hamilton’s principle and the Lagrangian, to which is
associated a Hamiltonian formulation that involves a Poisson bracket structure. These
variational and bracket structures underlie many of the most basic principles that we know
about geophysical fluid flows, such as conservation laws. However, real geophysical flows
also include irreversible processes, such as viscous dissipation, heat conduction, diffusion
and phase changes. Recent work has demonstrated that the variational formulation can be
extended to include irreversible processes and non-equilibrium thermodynamics, through
the new concept of thermodynamic displacement. By design, and in accordance with
fundamental physical principles, the resulting equations automatically satisfy the first
and second law of thermodynamics. Irreversible processes can also be incorporated into
the bracket structure through the addition of a dissipation bracket. This gives what are
known as the single and double generator bracket formulations, which are the natural
generalizations of the Hamiltonian formulation to include irreversible dynamics. Here
the variational formulation for irreversible processes is shown to underlie these bracket
formulations for fully compressible, multicomponent, multiphase geophysical fluids with a
single temperature and velocity. Many previous results in the literature are demonstrated
to be special cases of this approach. Finally, some limitations of the current approach
(especially with regards to precipitation and nonlocal processes such as convection) are
discussed, and future directions of research to overcome them are outlined.
Keywords: geophysical fluids, entropy production, turbulent fluxes, variational, Hamil-
tonian, metriplectic
1 Introduction
Variational formulations based on Hamilton’s principle and the Lagrangian for geophysical
fluids are well established for reversible dynamics [46, 62, 64]. Through the Legendre
1
transform (when it is invertible), there is an associated Hamiltonian formulation based
on Lie-Poisson brackets [47, 52, 57, 71]. Such approaches have proven to be a powerful
tool for the derivation of various models and consistent approximations in geophysical
fluid dynamics, see, e.g., [11, 13, 17, 42, 53, 58, 61, 62, 63, 72, 77]. More recently, these
methods have been strongly exploited for the development of numerical schemes, both
on the Lagrangian (variational) side [3, 6, 14, 60] and on the Hamiltonian (bracket) side
[16, 24, 23, 25, 28, 65, 78], to name a few.
However, until recently such formulations were restricted to purely reversible pro-
cesses. A more complete picture of geophysical fluids includes irreversible processes, such
as viscous dissipation, heat conduction, diffusion and phase changes. An extension of the
variational approach for geophysical fluids to include irreversible processes was developed
in [30], which is based on the general variational formulation of non-equilibrium thermo-
dynamics in [35, 36]. Unlike previous approaches, this is a systematic construction for
irreversible processes that requires only an expression for the entropy generation rate of
the irreversible process. The key idea is the concept of thermodynamic displacement, and
by design, the resulting equations satisfy both the first and second laws of thermodynam-
ics. These are two fundamental principles of nature that are believed to hold for a wide
range of physical processes.
From the bracket perspective, a natural generalization to include irreversible processes
is the combination of a Poisson bracket for the reversible dynamics with a dissipation
bracket for the irreversible dynamics. The inclusion of dissipative or irreversible phe-
nomena in Hamilton’s equations through a modification of the Poisson bracket has been
initiated by [39, 49, 54, 55]. This has largely followed two approaches: the single generator
formulation [20, 21] and the double generator formulation [40, 49, 56, 59]. See Section 4
for further discussion of these. These two approaches differ only in how the dissipation
bracket is specified, and will of course give the same equations of motion. Single generator
brackets for a variety of Newtonian and non-Newtonian fluids are discussed in [5]. A spe-
cific variant of the double generator approach is a metriplectic system [56], which places
even stronger constraints on the dissipative bracket. An example of a metriplectic system
based on the idea of Casimir decay is found in [31, 32]. The most prominent example of
the double generator formalism is the general equation for the non-equilibrium reversible-
irreversible coupling (GENERIC) approach [40, 59], which is actually metriplectic. The
majority of the work for fluids using GENERIC (and in the single generator bracket for-
mulations as well) has been done in the fields of complex fluids, such as polymer melts,
liquid crystals and other non-Newtonian fluids. In contrast, here we are interested in the
dynamics of Newtonian fluids with multiple components and phases dominated by the
influence of gravity and rotation; these are known as geophysical fluids.
The construction of the single and double generator formulations as well as the re-
lation between them has been most of the time very empirical, and there is a lack of a
general constructive procedure able to directly produce these brackets from first princi-
ples. In this paper, we show that the variational formulation for geophysical fluids with
irreversible processes [30] underlies both single and double generator bracket formula-
tions, in the context of a multicomponent, multiphase fully compressible fluid undergoing
reversible and irreversible processes (viscous dissipation, heat conduction, diffusion and
phase changes). Starting from the variational formulation for a given arbitrary Lagrangian
and taking the Legendre transform of the resulting system in order to express it in mo-
mentum variables, we present a systematic construction for the single generator bracket
and the double generator bracket, for general expressions of the thermodynamic fluxes
in terms of the thermodynamic forces. We also present a systematic construction of a
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metriplectic (or GENERIC) bracket when the thermodynamic fluxes depend linearly on
the thermodynamic forces. These formulations are shown to reduce to existing, known
bracket formulations (e.g., [5, 55]) for classical hydrodynamics in the case of a single com-
ponent. Another advantage of the variational formulation is that it has both a Lagrangian
and an Eulerian version that are systematically related through a reduction of the vari-
ational principle by the relabelling symmetry. This property immediately transfers to
the bracket side and thus yields both a Lagrangian and Eulerian version of the single,
double, and metriplectic brackets. In particular, in the Lagrangian version, the reversible
dynamics is governed by canonical Poisson brackets. We shall however only focus on the
Eulerian formulation on the bracket side in this paper. The thermodynamic fluxes can
be interpreted as either physical irreversible processes, or as subgrid turbulent processes.
If using the latter, the resulting formulation has strong similarities to the approach in
[29] for the development of parameterizations that are consistent with the second law of
thermodynamic, and we will show that the formulation in [29] is a specific example of our
general framework. In particular it is a choice of parameterization of the thermodynamic
fluxes in terms of the thermodynamic forces.
In deriving the variational formulation, there are three key assumptions that are made:
1. Local thermodynamic equilibrium: at a given point in space and time, for some
local neighborhood, thermodynamic equilibrium holds and the state can be described
by some set of intensive thermodynamic variables. This means, for example, it is
meaningful to speak of the temperature and pressure of the fluids.
2. The domain Ω is materially closed and has rigid boundaries. We assume u · nˆ = 0
on ∂Ω for the reversible dynamics, and u |∂Ω = 0 for the irreversible dynamics.
3. All components of the fluid have the same temperature T , and move at the same
(barycentric) velocity u.
The first approximation is a common assumption of continuum mechanics, and is be-
lieved to hold for geophysical fluids of sufficiently high density. For example, it holds
in the Earth’s atmosphere below altitudes of approximately 80km. The second assump-
tion is a fairly standard one in geophysical fluid dynamics, although it is insufficient to
describe the interaction between the various components of the climate system (atmo-
sphere, ocean, land), and also the possibility of a pressure boundary condition at the top
of the atmosphere. The third assumption is known to be invalid for fluids containing
larger hydrometeors (especially ice) and in the presence of precipitation [1], although it is
commonly made. The last two approximations will be removed in future work.
Before proceeding further, it is useful to discuss briefly the meaning of the terms
reversible and irreversible. As an extensive quantity, the rate of change of entropy in
some volume is given by ds = dsi + dse, where dsi is the production within the volume
and dse is the flux of entropy across the boundaries. The second law of thermodynamics
states that dsi ≥ 0. A reversible processes has dsi = 0, while an irreversible process
has dsi > 0. An adiabatically closed system has dse = 0, and an isentropic process has
ds = 0. In an adiabatically closed system, reversible = isentropic, but this is not true
in general. For example, the well-developed atmospheric boundary layer is isentropic,
but not reversible. Instead, the local generation of entropy through irreversible processes
is balanced by the transport of entropy. In this paper we will use only the distinction
between reversible and irreversible processes.
The remainder of this paper is structured as follows. Sections 2 and 3 review (and
extend to multicomponent fluids as needed) the well-known variational and Hamiltonian
formulations for the reversible dynamics. Section 4 then introduces irreversible dynam-
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ics in the variational formulation (following [30]) and develops the associated single and
double generator bracket formulations as well as the metriplectic formulation, including
the reduction to single bracket generator of [5] and to the metriplectic formulation of
[55] for a single component. The parameterization of thermodynamic fluxes in terms of
thermodynamic forces to ensure the production of entropy is discussed in Section 5, and
two different variants are discussed: one based on an interpretation of thermodynamic
fluxes as physical molecular-scale irreversible processes, and one treating them as sub-
grid turbulence fluxes. It is shown that the latter yields [29]. Finally, Section 6 draws
some conclusions and offers future directions of research. Appendix A discusses some
alternative choices of prognostic variables that give rise to what are known as curl-form
formulations and Appendix B gives the Kelvin Circulation Theorem and the potential
vorticity dynamics for the multicomponent, multiphase equations. A high-level overview
of the various formulations and choice of predicted variables can be found in Figure 1.1
for the reversible dynamics, and in Figure 1.2 for the irreversible dynamics.
Hamilton’s principle
(Section 2.2)
L[ϕ, ϕ˙]
Legendre transform
✲ H [ϕ, p]
canonical bracket
F˙ = {F,H}can
(Section 3)
Euler-Poincare´ principle
(Section 2.3)
L[u, ρi, s]
Lagrangian-to-Eulerian
❄
Legendre transform
✲ H[m, ρi, s]
Lagrangian-to-Eulerian
❄ Lie-Poisson bracket
F˙ = {F,H}
(Section 3.1)
H[v, ρi, s], H
′[v, ρi, η]
H [v, ρ, qk, s], H
′[v, ρ, qk, η]
change of variables
❄
curl-form of
Lie-Poisson bracket
(Appendix A)
Figure 1.1: A high level overview of the variational and Hamiltonian approaches to reversible dynamics, and
the relationships between them. Both approaches start with a Lagrangian L[ϕ, ϕ˙] and its Eulerian version
L[u, ρi, s] that characterize the fluid (it is also possible to use L[u, ρi, η], but this is not explored further here).
The variational formulation then uses Hamilton’s principle for L, that induces the Euler-Poincare´ variational
principle for L, to derive the equations of motion. The Hamiltonian formulation instead uses a Legendre
transform to obtain the Hamiltonian H[m, ρi, s] from L[u, ρi, s]. This is only possible when the Legendre
transform is regular (invertible), which is usually but not always the case (for example, hydrostatic fluids in
Eulerian coordinates have a irregular, non-invertible Legendre transform). The associated Poisson bracket is
a Lie-Poisson bracket. To obtain the curl-form Poisson brackets, a change of variables is made from (m, ρi, s)
to (v, ρi, s) (as explored in Appendix A). It is also possible to make further changes of variables, for example
replacing s with η, which is also explored in Appendix A.
2 Variational Formulation for Reversible Dynam-
ics
Before proceeding with the introduction of irreversible processes, we first review in this
section the variational formulation of multicomponent, multiphase compressible fluids
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Lagrangian VP for
thermodynamics
(see [30])
L[ϕ, ϕ˙]
+ Entropy
constraints
Legendre transform
✲ H [ϕ, p]
Eulerian VP for
thermodynamics
([30], Section 4.1)
L[u, ρi, s]
+ Entropy
constraints
Lagrangian-to-Eulerian
❄
Legendre transform
✲ H[v, ρi, s]
Lagrangian-to-Eulerian
❄
single generator
F˙ = {F,H}+ [F,H]
(Section 4.2)
double generator
F˙ = {F,H}+ (F, S)
(Section 4.3)
H[v, ρi, s], H
′[v, ρi, η]
H [v, ρ, qk, s], H
′[v, ρ, qk, η]
change of variables
❄ curl-form of
single & double
generator brackets
(Appendix A)
Figure 1.2: As Figure 1.1, but for the irreversible dynamics. Starting now from both a Lagrangian L[u, ρi, s] and
entropy generation rates for the irreversible processes (included as a constraint), the variational formulation is
obtained by using the variational principle developed in [30, 35, 36]. The reversible part of the single and double
generator bracket formulations are again obtained by taking the Legendre transform and yield the Lie-Poisson
bracket. The dissipation bracket for both cases is obtained using the entropy generation rates, as discussed in
Section 4. A change of variables from (m, ρi, s) to (v, ρi, s) again yields the curl-form, with a curl-form Poisson
bracket and a curl-form dissipation bracket (see Appendix A)
undergoing reversible processes in both the Lagrangian (or material) and Eulerian (or
spatial) descriptions. In the Lagrangian description, the variational principle is just the
classical Hamilton’s principle δ
∫ T
0 L[ϕ, ϕ˙]dt = 0, applied to the fluid flow ϕ, where L is
the Lagrangian function of the fluid. The variational principle in the Eulerian description
is then deduced from it.
2.1 Domain, Coordinate System and Prognostic Variables
Domain and Coordinates. We consider the reversible dynamics of a fully com-
pressible, multicomponent, multiphase fluid in an arbitrary geopotential with an arbitrary
equation of state, in a fixed domain Ω that is a closed subset of R3 with smooth boundary
∂Ω. The coordinate system is rotating with rotation vector Ω, which is almost always cho-
sen to correspond with the rotation of the underlying planetary body. Associated with the
rotation is solid-body velocity of the coordinate system R, which satisfies ∇×R = 2Ω1.
All the developments made in this paper generalize to the case when the fluid domain Ω is
a Riemannian manifold, possibly with boundary. While we focus on the case Ω ⊂ R3, we
shall occasionally indicate how our formulation can be adapted to the general case. For
instance, the relation between R and Ω reads dR♭ = 2Ω, where d is the exterior derivative
1Note the gauge freedom here in the definition of R. In R3 the standard choice is R = Ω× r, where r is the
position vector
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and R♭ is the one-form associated to the vector field R via the Riemannian metric.
Variables. The fluid is assumed to consist of n components at local thermodynamic
equilibrium, with a single temperature T and relative (barycentric) velocity u. There is a
dominant component (typically dry air or liquid water) along with n−1 sparse components.
For example, seawater consists of two components: liquid water (dominant) and salt
(sparse). Warm moist air consists of two components: dry air (dominant) and water
substance (sparse, with liquid and vapor grouped together and assumed to satisfy the
Clausius-Clapeyron equation). More complicated multicomponent fluids can be treated
the same way. The assumption of a single temperature and velocity, although commonly
made, is only somewhat justified in the atmosphere, especially when larger hydrometers
are present [1]. Allowing different components to have different velocities is also required
to treat precipitation. However, an extension to multiple interacting, open subsystems
with distinct velocities and temperatures is deferred to future work. The fundamental
variables are the mass densities of each component ρi, with i ∈ {1, . . . , n}, the specific
entropy η and the relative velocity u. In the case of reversible dynamics, we shall assume
that there is no flux through the boundary, ie u · nˆ = 0, for nˆ the unit normal to ∂Ω.
Other important variables are the total mass density ρ =
∑
i ρi, specific volume α =
1
ρ ,
specific concentration qi =
ρi
ρ of component i, and entropy density s = ρη. There are also
the absolute velocity v and the absolute momentum density m, defined as
m = ρv = ρ(u+R) v = u+R .
We shall see later in Section 2.2 how these definitions can be made in general for any
Lagrangian.
For each of the n components, we can predict either component density ρi or specific
concentration qi, with the caveat that there must be at least one density predicted amongst
the n. These are the n mass variables. It is also possible to replace one of the ρi or qi with
total density ρ, typically it is the density ρd of the dominant component that is replaced.
For the mass variables, two choices are commonly made: the n component densities ρi,
or the total density plus n − 1 sparse concentrations (ρ, qk), where k ∈ {1, . . . , n − 1}
ranges over the sparse components. We must also predict an entropy variable chosen from
the set (η, s) and a velocity variable chosen from the set (u,v,m), giving finally n + 2
prognostic variables. In the main text of this paper, we will choose as prognostic variables
(u, ρi, s) in the Lagrangian variational formulation, and (m, ρi, s) in the Hamiltonian (Lie-
Poisson) formulation. A discussion of the alternative sets (v, ρi, s), (v, ρi, η), (v, ρ, qk, η),
and (v, ρ, qk, s), which are associated with curl-form Hamiltonian formulation, is given in
Appendix A.
Thermodynamics. We assume that the internal energy U can be characterized by
the set of state variables as U = U(α, η, qi). Therefore, the fundamental thermodynamic
relationship can be expressed as
dU = −pdα+ Tdη +
∑
i
µidqi
with pressure p = −∂U∂α , temperature T =
∂U
∂η , and chemical potentials µi =
∂U
∂qi
. The
chemical potentials are simply the partial Gibbs free energy and satisfy
∑
i µi = G =
U + pα− Ts. It will also be useful to introduce the Gibbs-Duhem equation∑
i
qidµi + ηdT − αdp = 0. (2.1)
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Note that here we work with the mass concentration qi (as typically done for geo-
physical fluids), not the molar concentration ni =
qi
mi
, where mi is the molecular weight
of component i. The molar concentration is more commonly used in physics, and would
lead to a replacement of µi with
µ′i
mi
where µ′i =
∂U
∂ni
, for the internal energy written as a
function U = U(α, η, ni).
2.2 Hamilton’s Variational Principle for Fluid motion
In absence of irreversible processes, the equations of motion for fluid dynamics can be de-
rived by applying Hamilton’s variational principle to the Lagrangian function of the fluid.
This is in agreement with a fundamental fact from classical reversible mechanics, namely
that the motion of the mechanical system is governed by the Euler-Lagrange equations
which, in turn, describe the critical points of the action functional of this Lagrangian
among all possible trajectories with prescribed values at the temporal extremities. Hamil-
ton’s principle for fluid mechanics in the Lagrangian description has been discussed at
least since the works of [41], for an incompressible fluid and [18, 70] for compressible
flows. The independent variable in the Lagrangian description is uniquely the fluid flow
ϕ, assigning the current positions x = ϕ(t,X) ∈ Ω at time t, of the fluid particles labelled
by X ∈ Ω. It is written as
δ
∫ T
0
L[ϕ, ϕ˙]dt = 0, (2.2)
for arbitrary variations δϕ, vanishing at t = 0, T , where L = L[ϕ, ϕ˙] is the Lagrangian
of the fluid. In the Lagrangian description, the mass densities and the entropy density,
denoted ̺i(X) and S(X), are time independent, as a consequence of their conservation,
hence they are not explicitly involved in the variational principle, although the Lagrangian
depends parametrically on them.
While in the Lagrangian description this principle is a straightforward extension of
the Hamilton principle of particles mechanics, in the Eulerian description the variational
principle is much more involved and several approaches have been developed, see [7, 50, 69].
We refer to [62, 64] for further developments in the context of geophysical fluids. In [46],
the variational principle in Eulerian description is systematically obtained via the Euler-
Poincare´ reduction theory for several geophysical fluid models, by exploiting the relabelling
symmetries. This is the point of view that we recall below.
2.3 Variational Formulation in the Eulerian Description
The Eulerian variables u, ρi, s are connected to their Lagrangian counterpart ϕ˙, ̺i, S as
ϕ˙(t,X) = u(t, ϕ(t,X)) (2.3)
̺i(X) = ρi(t, ϕ(t,X))|∇ϕ(t,X)| (2.4)
S(X) = s(t, ϕ(t,X))|∇ϕ(t,X)|, (2.5)
where |∇ϕ| denotes the Jacobian of the fluid flow. These formula are fundamental for the
determination of the variational principle in the Eulerian description, deduced from the
Hamilton principle.
Kinematic Equations. In the Eulerian description, relations (2.4) and (2.5) yield
the kinematic equations for the mass densities ρi and entropy density s as the familiar
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conservation laws
∂tρi +∇ · (ρi u) = 0 (2.6)
∂ts+∇ · (su) = 0. (2.7)
Eulerian Variational Principle. From the relabelling symmetries of fluid dynamics,
the Lagrangian L[ϕ, ϕ˙] can be expressed in terms of the Eulerian fields u, ρi, s and thus
defines the Lagrangian L in Eulerian variables as L[ϕ, ϕ˙] = L[u, ρi, s], where (2.3)–(2.5)
holds. Then, in the Eulerian description, Hamilton’s principle (2.2) yields, using (2.3)–
(2.5) again, the variational principle of Euler-Poincare´ type, [46],
δ
∫ T
0
L[u, ρi, s]dt = 0, (2.8)
for constrained variations of the form
δu = ∂tζ + u · ∇ζ − ζ · ∇u, δρi = −∇ · (ρi ζ), δs = −∇ · (s ζ), (2.9)
where ζ is a vector field with boundary condition ζ · nˆ = 0 on ∂Ω and with ζ = 0 for
t = 0, T . This vector field is connected to the variation of the fluid flow as
δϕ(t,X) = ζ(t, ϕ(t,X)).
Equations for the Momentum. A direct application of the variational principle
(2.8)–(2.9) which makes use of the boundary conditions for u and ζ gives the equations
of motion in Euler-Poincare´ form
∂t
δL
δu
+£u
δL
δu
=
∑
i
ρi∇
δL
δρi
+ s∇
δL
δs
, (2.10)
see [46], where £um = (∇×m) × u +∇(u ·m) +mdivu is the Lie derivative of a fluid
momentum density m and δLδm ,
δL
δρi
, δLδs are the functional derivatives of L, see Remark 2.1.
Introducing
m :=
δL
δu
, Bi := −
δL
δρi
, T := −
δL
δs
(2.11)
equations (2.6), (2.7), (2.10) can be rewritten as
∂tm+(∇×m)× u+∇(u ·m) +mdivu+
∑
i
ρi∇Bi + s∇T = 0 (2.12)
∂tρi +∇ · (ρi u) = 0
∑
i
(2.13)
∂ts+∇ · (su) = 0. (2.14)
As will be reviewed below, these equations are naturally connected, on the Hamiltonian
side, to the Lie-Poisson formulation.
Remark 2.1 (Dual spaces and Lie derivatives) We choose to identify the dual space
to the space of vector fields tangent to the boundary, with itself, by using the duality pair-
ing 〈m,u〉 =
∫
Ωm · udx, where the dot is the inner product on R
3 for Ω ⊂ R3. If Ω is a
Riemannian manifold, then the Riemannian metric must be used.
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Consistently with this choice, the functional derivative of L with respect to u is the
vector field δLδu tangent to the boundary such that
d
dε
∣∣∣∣
ε=0
L[u+ εδu, ρi, s] =
∫
Ω
δL
δu
· δudx =
〈
δL
δu
, δu
〉
,
for arbitrary vector field δu parallel to the boundary. Such a functional derivative may
or may not exist. The Lie derivative £um of a fluid momentum density m along a vector
field u tangent to the boundary satisfies∫
Ω
£um · vdx =
∫
Ω
m · (v · ∇u− u · ∇v)dx, for all v.
The other functional derivatives are defined as
d
dε
∣∣∣∣
ε=0
L[u, ρi + εδρi, s] =
∫
Ω
δL
δρi
δρidx,
d
dε
∣∣∣∣
ε=0
L[u, ρi, s + εδs] =
∫
Ω
δL
δs
δsdx.
Specific Lagrangian. The specific Lagrangian that we use, which characterizes a
rotating, multicomponent, multiphase fully compressible geophysical fluid with a single
velocity and temperature, is
L[u, ρi, s] =
∫
Ω
ρ (K + u ·R−Φ− U) dx, (2.15)
where K = u ·u2 is the kinetic energy, U(α, η, qi) = U(
1
ρ ,
s
ρ ,
ρi
ρ ) is the internal energy and
Φ is the geopotential. Following standard procedure, rotation has been introduced into
the Lagrangian by adding the term
∫
Ω u ·R dx. The functional derivatives of L[u, ρi, s]
are given by
δL
δu
=m = ρ(u+R) = ρv,
δL
δρi
= −Bi = K + u ·R−Φ− µi,
δL
δs
= −T, (2.16)
with temperature T = ∂U∂s and chemical potential µi =
∂U
∂qi
. For a single component fluid
µi becomes the Gibbs free energy G = U + pα− ηT , with p = −
∂U
∂α the pressure.
3 Hamiltonian Formulations for Reversible Dy-
namics
To the classical Hamilton principle (2.2) in Lagrangian description, is naturally associated
a Hamiltonian formulation in terms of the canonical Poisson bracket2,
dF
dt
= {F,H}can (3.1)
for the Hamiltonian H[ϕ, p] defined from L[ϕ, ϕ˙] via the Legendre transform as
H[ϕ, p] =
∫
Ω
(p · ϕ˙)dX − L[ϕ, ϕ˙], (3.2)
2The canonical Poisson bracket is formally given by {F,H}can =
∂F
∂ϕ
· ∂H
∂p
− ∂F
∂p
· ∂H
∂ϕ
.
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where p = ∂L∂ϕ˙ is the fluid momentum in the Lagrangian description and we assumed
that the Lagrangian is regular. Recall that the Hamiltonian formulation (3.1) gives the
evolution of an arbitrary functional F = F [ϕ, p].
In a similar way with the variational formulation in Section 2, the Hamiltonian for-
mulation (3.1) in the Lagrangian description induces a Hamiltonian formulation in the
Eulerian description, given by a noncanonical Poisson bracket of Lie-Poisson type. It is
sometimes advantageous to implement a change of variables from m to v and rewrite the
Lie-Poisson bracket in curl-form. This is explored in Appendix A.
Recall that a Poisson bracket is a bilinear, antisymmetric operator on functions, that
satisfies the Jacobi identity and the Leibniz rule. The noncanonical Poisson brackets for
fluids gives rise to Casimir invariants, see Section 3.2. Poisson brackets for compressible
fluids, in Lie-Poisson and curl-form, were derived in [57]. The justification of the expression
of Lie-Poisson brackets for fluids, as being induced by the canonical Poisson bracket in the
Lagrangian description via reduction by relabelling symmetries is developed in [51, 52].
More details on Hamiltonian methods in geophysical fluids can be found in [71] or other
standard texts on the subject. For binary fluids, the Hamiltonian formulation using
curl-form and Lie-Poisson brackets can be found in [2], using the variable sets (v, ρ, q, η)
(curl-form) or (m, ρ, ρs, s) (Lie-Poisson), for ρs = ρq. In the present paper, an extension
of the Lie-Poisson brackets to multicomponent fluids with slightly different prognostic
variables (m, ρi, s) is made. A direct extension of [2] to the case of additional components
is found in Appendix A.6.
3.1 Lie-Poisson Formulation
Hamiltonian function. Given the Lagrangian L[u, ρi, s] of the multicomponent fluid
in the Eulerian description, the Hamiltonian H[m, ρi, s] (which for a rigid lid is equal to
the total energy) is obtained by a Legendre transform as follows
H[m, ρi, s] =
∫
Ω
u ·
δL
δu
dx− L[u, ρi, s], (3.3)
where u is such that δLδu = m. This is the Eulerian version of the Legendre transform
(3.2). We thus have the following relations
δH
δm
= u,
δH
δρi
= −
δL
δρi
= Bi,
δH
δs
= −
δL
δs
= T, (3.4)
see (2.11), where the functional derivatives of H are defined similarly as in Remark 2.1.
In particular, δHδm · nˆ = 0. For the specific Lagrangian (2.15), this gives
H[m, ρi, s] =
∫
Ω
ρ [K +Φ+ U ] dx,
where K is written in terms of m as K = 1
2ρ2
|m − ρR|2. The functional derivatives are
computed as
δH
δm
= u,
δH
δρi
= Bi = −K − u ·R+Φ+ µi,
δH
δs
= T. (3.5)
in agreement with (2.16).
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The Lie-Poisson Bracket. The Eulerian version of the canonical Poisson formulation
(3.1) is given by
dF
dt
= {F,H},
for arbitrary functionals F[m, ρi, s], where { , } is the noncanonical Lie-Poisson bracket
{A,B} = {A,B}M +
∑
i
{A,B}Ri + {A,B}S , (3.6)
with the three terms
{A,B}M = −
∫
Ω
m ·
(
δA
δm
· ∇
δB
δm
−
δB
δm
· ∇
δA
δm
)
dx (3.7)
{A,B}Ri = −
∫
Ω
ρi
(
δA
δm
· ∇
δB
δρi
−
δB
δm
· ∇
δA
δρi
)
dx (3.8)
{A,B}S = −
∫
Ω
s
(
δA
δm
· ∇
δB
δs
−
δB
δm
· ∇
δA
δs
)
dx. (3.9)
In a similar way with the single component fluid, this expression of the noncanonical
Poisson bracket can be directly deduced from the canonical Poisson bracket in Lagrangian
description by using the process of Poisson reduction by relabelling symmetries as in
[51, 52].
Equations of Motion. Inserting the functional derivatives (3.4) into the Lie-Poisson
bracket (3.6) and integrating by parts as needed gives the equations of motion as
∂tm+£um+ s∇T +
∑
i
ρi∇Bi = 0
∂tρi +∇ · (ρi u) = 0
∑
i
∂ts+∇ · (su) = 0
which are equivalent to (2.12)-(2.14). By inserting the actual values for functional deriva-
tives (3.5), the more common form
∂tm+£um−ρ∇(K + u ·R) + ρ∇Φ+∇p = 0
∂tρi +∇ · (ρi u) = 0
∂ts+∇ · (su) = 0
is obtained. Here we have used∑
i
ρi∇(Φ + µi) + s∇T =
∑
i
ρi∇Φ+
∑
i
ρi∇µi + s∇T = ρ∇Φ+∇p
since
∑
i ρi = ρ and
∑
i ρi∇µi + s∇T = ∇p by ρ times (2.1).
3.2 Conserved Quantities and Casimirs
The equations of motion have at least three types of conserved quantities: the Hamiltonian
H, the Casimirs C and the linear/angular momentum. The linear and angular momenta
arise from translational and rotational symmetries, respectively, via Noether’s theorem,
and are not discussed further. See [71] for more details. Here we focus on the Hamiltonian
H and the Casimirs C.
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Hamiltonian. By virtue of the anti-symmetry of the Poisson brackets, the equations
conserve the Hamiltonian H, which is the total energy for a domain Ω with a rigid lid.
Casimirs. Casimirs C are functionals which lie in the null space of the Poisson brackets,
that is, {A,C} = 0 for any functional A. One Casimir for the multicomponent system is
C1[m, ρi, s] =
∫
Ω
ρf(η, qi)dx,
where f is an arbitrary function of η = sρ and qi =
ρi
ρ , i = 1, ..., n.
Proof The functional derivatives of C1[m, ρi, s] are
δC1
δm
= 0
δC1
δρi
= f − η∂ηf −
∑
j
qj∂qjf + ∂qif
δC1
δs
= ∂ηf. (3.10)
Casimirs must satisfy {A,C} = 0, which gives
∫
Ω
δA
δm
·
[∑
i
ρi∇
δC1
δρi
+ s∇
δC1
δs
]
dx = 0.
Since this must hold for arbitrary A, this implies that
∑
i
ρi∇
δC1
δρi
+ s∇
δC1
δs
= 0. (3.11)
Straightforward calculation with (3.10) and use of the chain rule verifies that (3.11) holds.
This Casimir is a straightforward generalization of the Casimir C1 from [2] to the case
of n components and slightly different prognostic variables, and it is a consequence of
material conservation of entropy η and concentration qi. Important special cases are total
mass of component i for f = qi, total mass for f = 1, and total entropy for f = η.
Total Entropy. Since it plays a prominent role in the formulation of the single and
double generator dissipation brackets, we will denote the total entropy Casimir (C1 with
f = η) as S[s] =
∫
ρηdx =
∫
sdx, which has functional derivatives
δS
δs
= 1,
δS
δρi
= 0,
δS
δm
= 0.
Potential Vorticity Casimir. Unlike the single component case, C =
∫
Ω ρf(η, q)dx
is not a Casimir, where q = ∇η·curlvρ is the potential vorticity. This is because q is no
longer materially conserved (see Appendix B). No claim is made that this is an exhaustive
set of Casimirs for the multicomponent system. For a binary system, there are at least
two additional Casimirs, discussed further in [2].
4 Single and Double Generator Bracket Formu-
lations
Variational formulation for nonequilibrium thermodynamics. A variational
formulation for systems with irreversible processes was developed in [35, 36], and applied
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to moist, multicomponent geophysical fluids in [30]. This variational formulation extends
the Hamilton principle (2.2) to include irreversible processes, using a systematic struc-
ture that is common to finite dimensional and continuum thermodynamic systems. It
relies on the specification of entropy generation rates interpreted as a constraint in the
variational principle, and on the introduction of the associated concept of thermodynamic
displacement, as we will review below. In a similar way with the Hamilton principle,
this variational formulation also has an Eulerian version that extends the Euler-Poincare´
approach to irreversible processes.
In this section we will use this variational formulation to systematically develop bracket
formulations that incorporate irreversible processes. These formulations are composed of
a Poisson bracket for the reversible dynamics, and a dissipation bracket for the irreversible
dynamics.
Bracket Formalism. The inclusion of dissipative or irreversible phenomena in Hamil-
ton’s equations through a modification of the Poisson bracket has been initiated by
[39, 49, 54, 55]. There are two main approaches to the dissipation bracket in the literature,
depending on which generating function they use (see below): the single generator and
double generator formulations. Depending on the type of system being simulated, the
relevant entropy can be defined such that the inequalities below are ≤ rather than ≥.
In the single generator formalism, [5, 20, 21], the evolution of an arbitrary functional
F is governed by
dF
dt
= {F,H}+ [F,H],
where the dissipation bracket [F,H] is linear in F and a derivation in F, can be nonlinear
in H, and satisfies [H,H] = 0 and [S,H] ≥ 0. These last two requirements are the first
and second laws of thermodynamics, respectively. Since both the reversible (Poisson) and
dissipation brackets use the same generator H, this is referred to as the single generator
formalism.
In the double generator formalism, the evolution of an arbitrary functional F is gov-
erned by
dF
dt
= {F,H}+ (F,S)
where the function S is such that {H,S} = 0, and the dissipation bracket (F,S) is symmet-
ric, bilinear and satisfies the Leibniz rule, (H,S) = 0 and (S,S) ≥ 0. These are precisely
the axioms given in [49]. Since the Poisson and dissipation brackets use different gen-
erators (H for Poisson and S for dissipation), this is referred to as the double generator
formalism. Sometimes, the stronger requirements that {A,S} = 0, (H,A) = 0, (A,A) ≥ 0
for an arbitrary A is imposed, in which case the complete system is termed metriplectic,
[56]. For example, this is what is used in the GENERIC formalism [40, 59]. When con-
sidering macroscopic systems, typically only bilinearity, (H,S) = 0 and (S,S) ≥ 0 seem to
be required on physical grounds. A discussion of these issues, and a comparison between
the single and double generator formalisms for macroscopic single component fluids and
microscopic systems can be found in [19, 22].
4.1 Variational Formulation with Irreversible Processes
The variational formulation of nonequilibrium thermodynamics developed in [35, 36] is
an extension of the Hamilton principle (2.2) that includes the irreversible processes. This
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is done by imposing two constraints on the variational principle, a constraint on the
critical curve (the phenomenological constraint) and a constraint on the variations (the
variational constraint). As we will see below, the relation between these two constraints
and the expression of the constraint follow a very systematic construction, that turns
out to be common to finite dimensional and continuum thermodynamic systems. It is
based on the concept of thermodynamic displacement of an irreversible process, defined
such that its time derivative is the affinity of the process. Formally, if Jα, X
α are the
thermodynamic flux and the thermodynamic affinity of the process α, then the thermo-
dynamic displacement is Λα such that Λ˙α = Xα. The internal entropy production is
− 1T
∑
α JαX
α = − 1T
∑
α JαΛ˙
α. The phenomenological constraint and variational con-
straints are related as
JαΛ˙
α
❀ JαδΛ
α,
for adiabatically closed systems, see [37] for open systems.
We now recall the variational formulation directly in the Eulerian description and refer
to [30, 36] for the Lagrangian description. In our case, the thermodynamic displacements
are the thermal displacement γ(t, x) and matter displacements wi(t, x). The thermody-
namic fluxes are the viscous stress tensor σfr, the diffusion flux ji for component i, the
conversion rate ji for component i, and the entropy flux js. The domain is assumed to be
adiabatically closed, and therefore js · nˆ = ji · nˆ = 0 on ∂Ω. Also, we assume u = 0 on
∂Ω. This is a stronger condition than reversible dynamics, which requires only u · nˆ = 0
on ∂Ω. This distinction between reversible and irreversible boundary conditions occurs
also in the Navier-Stokes equations for incompressible flow. The diffusion fluxes ji and
conversion rates ji are subject to the mass control conditions
∑
i ji = 0 and
∑
i ji = 0.
The variational formulation reads
δ
∫ T
0
[
L[u, ρi, s] +
∫
Ω
∑
i
ρiDtwidx+
∫
Ω
(s− σ)Dtγdx
]
dt = 0, (4.1)
subject to the phenomenological constraint
∂L
∂s
D¯tσ = −σ
fr : ∇u+ js · ∇Dtγ +
∑
i
(ji · ∇Dtwi + jiDtwi) (4.2)
and with respect to variations subject to δu = ∂tζ+u ·∇ζ−ζ ·∇u and to the variational
constraint
∂L
∂s
D¯δσ = −σ
fr : ∇ζ + js · ∇Dδγ +
∑
i
(ji · ∇Dδwi + jiDδwi) (4.3)
with δwi, δγ, and ζ vanishing at t = 0, T .
We used the Lagrangian derivatives and variations Dtf := ∂tf + u · ∇f , D¯tf :=
∂tf+∇· (fu), Dδf := δf +ζ ·∇f , D¯δf := δf +∇· (fζ). One passes from the phenomeno-
logical constraint (4.2) to the variational constraint (4.3) by replacing time derivatives by
delta variations. In absence of irreversible processes, both constraints disappear and the
variational formulation reduces to the Euler-Poincare´ formulation. A direct application
of (4.1)–(4.3) yields the system

∂t
δL
δu
+£u
δL
δu
=
∑
i
ρi∇
δL
δρi
+ s∇
δL
δs
+∇ · σfr
δL
δs
(D¯ts+∇ · js) = −σ
fr :∇v − js ·∇
δL
∂s
−
∑
i
(
ji ·∇
δL
δρi
+ ji
δL
δρi
)
D¯tρi +∇ · ji = ji,
(4.4)
14
see [30, 36] for detailed computations. These are the general equations for a fluid with
Lagrangian L[u, ρi, s] subject to the irreversible processes of viscosity, heat conduction,
diffusion, and phase changes. They clearly recover (2.10) in absence of the irreversible pro-
cesses. The system is closed by specifying a relationship, or parameterizing, the thermody-
namic fluxes (σfr, ji, ji, js) in terms of the thermodynamic forces (Def u =
1
2 (∇u+∇u
T),
∇T , ∇µi, µi), see [30]. More details on this can be found in Section 5, where we present
two different approaches. For the Lagrangian (2.15) of the rotating compressible multi-
component fluid, (4.4) yields

ρ(∂tu+ u · ∇u+ 2Ω × u) = −∇p− ρ∇Φ+∇ · σ
fr
T (D¯ts+∇ · js) = σ
fr :∇u− js ·∇T −
∑
i
(ji ·∇µi + jiµi)
D¯tρi +∇ · ji = ji.
(4.5)
Let us consider the Hamiltonian H[m, ρi, s] associated to L[u, ρi, s] via the Legendre
transform as in (3.3). Using (3.4) we can directly rewrite the equations (4.4) in terms of
H and the variables (m, ρi, s) as

∂tm+£ δH
δm
m = −
∑
i
ρi∇
δH
δρi
− s∇
δH
δs
+∇ · σfr
δH
δs
(
∂ts+∇ ·
(
s
δH
δm
)
+∇ · js
)
= σfr :∇
δH
δm
− js ·∇
δH
δs
−
∑
i
(
ji ·∇
δH
δρi
+ ji
δH
δρi
)
∂tρi +∇ ·
(
ρi
δH
δm
)
+∇ · ji = ji.
(4.6)
From this, the evolution of an arbitrary functional A[m, ρi, s] is
d
dt
A ={A,H}+
∫
Ω
δA
δs
δH
δs
(
σfr :∇
δH
δm
− js ·∇
δH
δs
−
∑
i
ji ·∇
δH
δρi
−
∑
i
ji
δH
δρi
)
dx
−
∫
Ω
∇
δA
δm
: σfr dx+
∫
Ω
∇
δA
δs
· jsdx+
∑
i
∫
Ω
∇
δA
δρi
· jidx+
∑
i
∫
Ω
δA
δρi
jidx.
(4.7)
Below, we will show how the variational formalism directly gives rise to single and double
generator dissipation brackets.
4.2 Single Generator Bracket
Now assume that the thermodynamic fluxes can be parameterized in terms of the forces
in an arbitrary way, and note that the thermodynamic forces (Def u = 12(∇u+∇u
T), ∇T ,
∇µi, µi) are in fact functions of
δH
δm ,
δH
δρi
, δHδs . Writing
δH
δx the set of all these derivatives,
we can write σfr = σfr( δHδx ), js = js(
δH
δx ), ji = ji(
δH
δx ) and ji = ji(
δH
δx ). Then from (4.7) we
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obtain directly the single generator bracket
[A,H] =−
∫
Ω
∇
δA
δm
: σfr
(δH
δx
)
dx
+
∫
Ω
δA
δs
δH
δs
(
σfr
(δH
δx
)
:∇
δH
δm
− js
(δH
δx
)
·∇
δH
δs
∑
i
−
∑
i
ji
(δH
δx
)
·∇
δH
δρi
−
∑
i
ji
(δH
δx
) δH
δρi
)
dx
+
∫
Ω
∇
δA
δs
· js
(δH
δx
)
dx+
∑
i
∫
Ω
∇
δA
δρi
· ji
(δH
δx
)
dx+
∑
i
∫
Ω
δA
δρi
ji
(δH
δx
)
dx.
(4.8)
This bracket is linear in A, nonlinear in H, and satisfies [H,H] = 0 and [S,H] ≥ 0. The
proof of the first three is left to the interested reader, noting that [H,H] = 0 relies only
cancellation of terms and is independent of the parameterization. The last condition,
[S,H] ≥ 0, requires that∫
Ω
1
δH
δs
(
σfr
(δH
δx
)
:∇
δH
δm
− js
(δH
δx
)
·∇
δH
δs
−
∑
i
ji
(δH
δx
)
·∇
δH
δρi
−
∑
i
ji
(δH
δx
) δH
δρi
)
dx ≥ 0,
which will be satisfied only for certain parameterizations. See Section 5 for more details.
In the case of a single component all of the terms involving ji and ji drop out, and (4.8)
yields the single generator bracket from [5, (7.2-1)] and [19, (17)], where they have assumed
relationships of the form σfr( δHδx ) = Q · ∇
δH
δm and js(
δH
δx ) = α · ∇
δH
δs , for some tensors Q
and α. In the multicomponent case, in absence of the conversion rates ji, (4.8) recovers
the single generator bracket from [5, (7.3-7)].
4.3 Double Generator Bracket
Now consider (4.7) as being the result of (A,S) for a double generator bracket using
the total entropy S, with H not treated as argument to the bracket. Replacing S by an
arbitrary functional B and symmetrizing gives
(A,B) =−
∫
Ω
∇
δA
δm
: σfr
δB
δs
dx−
∫
Ω
∇
δB
δm
: σfr
δA
δs
dx
+
∫
Ω
1
δH
δs
(
σfr : ∇
δH
δm
− js · ∇
δH
δs
−
∑
i
ji · ∇
δH
δρi
−
∑
i
ji
δH
δρi
)
δA
δs
δB
δs
dx
+
∫
Ω
∇
δA
δs
· js
δB
δs
dx+
∫
Ω
∇
δB
δs
· js
δA
δs
dx
+
∑
i
∫
Ω
∇
δA
δρi
· ji
δB
δs
dx+
∑
i
∫
Ω
∇
δB
δρi
· ji
δA
δs
dx
+
∑
i
∫
Ω
δA
δρi
ji
δB
δs
dx+
∑
i
∫
Ω
δB
δρi
ji
δA
δs
dx.
(4.9)
This bracket is bilinear, symmetric and satisfies (H,S) = 0 and (S,S) ≥ 0; and depends
parametrically on H. Again, the proof of the first three properties is left to the interested
reader. These are precisely the axioms given in [49]. The condition for (S,S) ≥ 0 is∫
Ω
1
δH
δs
(
σfr :∇
δH
δm
− js ·∇
δH
δs
−
∑
i
ji ·∇
δH
δρi
−
∑
i
ji
δH
δρi
)
dx ≥ 0,
16
which (as expected) is the same as in the single generator formulation. A direct check
shows that (A,S), for arbitrary functional A gives all the terms in (4.7).
This bracket is not metriplectic with (H,A) = 0 for arbitrary A, instead it gives
(H,A) = −
∫
Ω
δH
δs
(
σfr : ∇
δA
δm
− js · ∇
δA
δs
−
∑
i
ji · ∇
δA
δρi
−
∑
i
ji
δA
δρi
)
dx. (4.10)
In the case of a single component all of the terms involving ji and ji drop out, and (4.9)
resembles a symmetrized version of equation (45) from [19]; where they have assumed
relationships of the form σfr( δHδx ) = D ·∇
δH
δm and js(
δH
δx ) = α ·∇
δH
δs , for some tensors D and
α.
Metriplectic Bracket. We shall now see that the expression (4.7) found via the
variational formulation can also yield a double generator bracket which is metriplectic
[56]. As we have recalled above, in the metriplectic formalism, the symmetric bracket not
only has to satisfy the conditions (H,S) = 0 and (S,S) ≥ 0, but also the stronger conditions
(H,A) = 0, (A,A) ≥ 0, for arbitrary functionals A. These are also the conditions imposed
in the GENERIC formalism, [40, 56, 59].
In order to obtain the metriplectic bracket we consider (4.10) and assume the following
linear relations
σfr = Q · ∇
δh
δm
, −jk =
n∑
l=0
Lkl∇
δh
δxl
, −ji =
n∑
j=1
lij
δh
δρj
,
where Lkl = Llk, lij = lji and Q are positive semi-definite and we used the notations
xk=0 = s, xk=j = ρj and jk=0 = js, jk=i = ji. This is in fact an assumption of a
parameterization for the thermodynamic fluxes in terms of the thermodynamic forces.
With these relations, (4.10) becomes
−
∫
Ω
T
(
Q · ∇
δH
δm
: ∇
δA
δm
+
n∑
k,l=0
Lkl∇
δH
δxk
∇
δA
δxl
+
n∑
i,j=1
lij
δH
δρi
δA
δρj
)
dx =: ((A,H)). (4.11)
This expression is symmetric. We can thus define the symmetric bracket
(A,B)mp := (A,B)− ((A,B)). (4.12)
We have (A,H)mp = (A,H)−((A,H)) = (A,H)−(A,H) = 0, for all functionals A. It remains
to show that (A,A)mp ≥ 0 for arbitrary functionals A.
A long computation shows that
(A,B)mp =
∫
Ω
T
(
∇
δA
δm
−
1
T
∇
δH
δm
δA
δs
)
: Q :
(
∇
δB
δm
−
1
T
∇
δH
δm
δB
δs
)
dx
+
n∑
k,l=0
∫
Ω
T
(
∇
δA
δxk
−
1
T
∇
δH
δxk
δA
δs
)
Lkl
(
∇
δB
δxl
−
1
T
∇
δH
δxl
δB
δs
)
dx
+
n∑
i,j=1
∫
Ω
T
(
δA
δρi
−
1
T
δH
δρi
δA
δs
)
lij
(
δB
δρj
−
1
T
δH
δρj
δB
δs
)
dx
hence it follows that (A,A)mp ≥ 0 for all functionals A. This shows that
{A,B}+ (A,B)mp
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is a metriplectic (or GENERIC) bracket.
In the case of a single component all of the terms involving ji and ji drop out and we
get a metriplectic (or GENERIC) bracket for the compressible heat conducting viscous
fluid. However, in this case, a simpler metriplectic bracket can be derived. Using again
the expression (4.7) found via the variational formulation and assuming
σfr = Q · ∇
δH
δm
and T js = −κ∇T,
the irreversible part of (4.7) becomes
−
∫
Ω
∇
δA
δm
: σfrdx+
∫
Ω
1
T
σfr : ∇
δH
δm
δA
δs
dx+ κ
∫
Ω
T 2∇
(
1
T
δA
δs
)
· ∇
(
1
T
)
dx.
From this we deduce a double generator structure (A,B) by following the same steps as
in the beginning of §4.3. Then, computing (A,H) as in (4.10) and proceeding as in (4.11)
and (4.12), we obtain the metriplectic structure
(A,B)mp =−
∫
Ω
∇
δA
δm
: σfr
δB
δs
dx−
∫
Ω
∇
δB
δm
: σfr
δA
δs
dx+
∫
Ω
1
T
σfr : ∇
δH
δm
δA
δs
δB
δs
dx
+ κ
∫
Ω
T 2∇
(
1
T
δA
δs
)
· ∇
(
1
T
δB
δs
)
dx+
∫
Ω
T∇
δA
δm
·Q · ∇
δB
δm
dx,
which recovers the structure given in [55].
5 Parameterizing Thermodynamic Fluxes in terms
of Thermodynamic Forces
For the single and double generator bracket formulations, it remains to parameterize the
thermodynamic fluxes (σfr, js, ji, ji) in terms of the thermodynamic forces (Def u =
1
2(∇u+∇u
T), ∇T , ∇µi, µi), such that [S,S] = (S,S) ≥ 0 and therefore the second law of
thermodynamics is satisfied. We start by defining the entropy generation rate I by
(S,S) =
∫
Ω
Idx
and therefore, since
∑
i ji = 0,
∑
i ji = 0, note that
TI = JαX
α = σfr : ∇u− js · ∇T −
∑
i
ji · ∇µi −
∑
i
jiµi, (5.1)
where Jα denotes the thermodynamic fluxes, X
α the thermodynamic forces. We then
assume that thermodynamic fluxes are proportional to thermodynamic forces in the form
Jα =
∑
β
LαβX
β
where Lαβ is a matrix of transport coefficients, that typically depends in a compli-
cated fashion on the state variables. This has been found to be true for a wide range
of irreversible processes [12]. If Lαβ is a symmetric positive semi-definite matrix, then
JαX
α = XβLαβX
α is a positive semi-definite quadratic form and therefore TI ≥ 0. In
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fact, using Curie’s principle [12], there will be one matrix Lαβ for each type of process:
scalar, vector and tensor.
In determining the Lαβ matrices, we will consider two distinct approaches. The first
approach assumes that the thermodynamic fluxes represent the (molecular-scale) physical
irreversible processes of viscous dissipation, heat conduction, diffusion and phase changes.
This will lead to a set of equations suitable for the direct numerical simulation of geo-
physical fluid flows, and reduce to the well-known Navier-Stokes-Fourier equations in the
case of a single component fluid. The second approach treats the thermodynamic fluxes
as representing subgrid-scale turbulent fluxes, inspired by the approach in [27, 29] for the
development of thermodynamically-consistent turbulent flux parameterizations. A pow-
erful feature of the variational approach is the ability to treat both of these cases in a
unified way.
5.1 Parameterization of Physical Irreversible Processes
We start by splitting σfr and Def u into trace-free and scalar components as
σfr = σfr(0)+
1
3
(Trσfr)δ
Def u = (Def u)(0) +
1
3
(∇ · u)δ
with unit diagonal tensor δ and where σfr(0) and (Def u)(0) are trace-free. We will denote
with Lij the matrix associated with vector processes, and with Lij the matrix associated
with scalar processes. Therefore we can write for the scalar processes (bulk viscosity,
phase changes): 
Trσfr−ji
. . .

 =

L00 L0j . . .Li0 Lij . . .
. . . . . . . . .



13∇ · uµj
. . .

 ,
for the vector processes (heat conduction, diffusion):
−

 jsji
. . .

 =

Lss Lsj . . .Lis Lij . . .
. . . . . . . . .



∇T∇µj
. . .

 ,
and for the tensor process (shear viscosity):
σfr(0) = 2µ(Def u)(0),
with µ ≥ 0 the shear viscosity coefficient. The off-diagonal elements represent cross effects,
such as the Soret and Dufour effects in the vector case. Using this, we can write σfr as
σfr = 2µDef u+
(
1
9
L00−
2
3
µ
)
∇ · u δ +
1
3
∑
i
L0i µiδ.
The transport coefficients Lαβ and Lαβ must satisfy the Onsager-Casimir relations
Lsi = Lis Lij = Lji and L0i = −Li0 Lij = Lji .
Additionally, the mass control condition
∑
i ji = 0 requires that∑
i
Lis =
∑
i
Lij = 0, ∀ j
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and the mass control condition
∑
i ji = 0 requires that∑
i
Li0 =
∑
i
Lij = 0, ∀ j.
The second law of thermodynamics and the Onsager-Casimir relationships ensure that
Lαβ and Lαβ are symmetric positive semi-definite and therefore I ≥ 0. More details on
this can be found in [30].
Single component. If there is a single component, the only irreversible processes are
heat conduction and viscous dissipation, and ji = ji = 0. Therefore, the thermodynamic
fluxes are σfr and js and the thermodynamic forces are Def u and ∇T . There are no cross
effects since there is only one of each type of process (again splitting viscous dissipation
into shear viscosity and bulk viscosity). Therefore, we can write
σfr = 2µDef u+(ζ −
2
3
µ)∇ · u δ
and
js = −
κ
T
∇T,
where ζ = 19 L00 ≥ 0 is the bulk viscosity coefficient and κ = TLss ≥ 0 is the thermal
conductivity. Stokes hypothesis ζ = 0 is often employed, although the validity of this is
for compressible flows is somewhat questionable.
5.2 Parameterization of Turbulent Processes
In the section, we treat the thermodynamic fluxes as representing turbulent subgrid fluxes
arising from the closure of covariance terms in a mass-weighted Reynolds averaging, not
true molecular scale, physical irreversible processes. This also implies an interpretation
of predicted quantities as turbulence averaged. In doing so, we will follow the approach
of [27, 29].
We start by rewriting ∇µi and js as
∇µi = ∇µi|T − ηi∇T (5.2)
js =
jhs
T
+
∑
i
ηiji, (5.3)
where ∇µi|T is the gradient of µi(p, T, qi) with T held constant, ηi =
∂η
∂qi
(p, T, qi) is the
partial specific entropy and jhs = T (js −
∑
i ηiji) is the sensible heat flux. Using (5.2) and
(5.3), we can rewrite the TI equation (5.1) as
TI = σfr : ∇u−
jhs
T
· ∇T −
∑
i
ji · ∇µi|T −
∑
i
jiµi. (5.4)
Similarly, we can rewrite the entropy equation for the multicomponent compressible fluid
(see (4.4) or (4.6)) as
D¯ts+∇·
( jhs
T
+
∑
i
ηiji
)
−
1
T
σfr : ∇u+
jhs
T 2
·∇T +
1
T
∑
i
ji ·∇µi|T +
1
T
∑
i
jiµi = 0. (5.5)
The thermodynamic fluxes are now (σfr, jhs , ji, ji), and the thermodynamic forces are
(Def u, 1T∇T , ∇µi|T , µi).
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Parameterization. From the outset we will assume that σfr is trace-free, and there-
fore there are no cross-effects between viscous dissipation and phase changes. Therefore
we can write for the scalar processes (phase changes):[
−ji
. . .
]
=
[
Ai0 Aij . . .
. . . . . . . . .
] [
µj
. . .
]
,
for the vector processes (heat conduction, diffusion):
−

 jhsji
. . .

 =

Ass Asj . . .Ais Aij . . .
. . . . . . . . .



 ∇TT∇µj|T
. . .

 ,
and for the tensor process (shear viscosity):
σfr(0) = ρ

Kmh E Kmh F Kmv GKmh F −Kmh E Kmv H
Kmv G K
m
v H 0


with horizontal strain deformation E = ∂xu − ∂yv, horizontal shear deformation F =
∂xv + ∂yu, vertical strain deformation G = ∂zu + ∂xw and vertical shear deformation
H = ∂zv + ∂yw; where K
m
h and K
m
v are (positive) horizontal and vertical momentum
diffusion coefficients. This is in fact the parameterization of [73] adapted to the case of
fully compressible flows. See also [4, 26, 66, 67].
Note that Aij is simply Lij with the row and column corresponding to the trace of
Def u removed. As shown in [30], the matrices Aij and Lij are related by
A =MLMT (5.6)
with
M =


T −Tη1 −Tη2 −Tη3 . . .
0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
. . . . . . . . . . . .

 . (5.7)
Since M is invertible, Lij is symmetric positive semi-definitive if and only if Aij is sym-
metric positive semi-definite. The Onsager-Casimir relationships are then
Aij = Aji and Aij = Aji . (5.8)
Additionally, the mass control condition
∑
i ji = 0 requires that∑
i
Aij = 0, ∀ j (5.9)
and the mass control condition
∑
i ji = 0 requires that∑
i
Ai0 =
∑
i
Aij = 0, ∀ j. (5.10)
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Choices made in [29]. Now we consider a fluid composed of four components: dry
air (d), water vapor (v), liquid water condensate (l) and ice particles (f); and assume that
jd = 0 and jl = jf = 0. Therefore by the mass control conditions we have jv + jl + jf = 0
and jd + jv = 0. We also make the further assumption that the fluxes j
h
s , jd, jv do
not depend on the forces ∇µl|T and ∇µf |T , i.e., we have Asl = Asf = Ail = Aif = 0.
This is slightly different to the assumption made in [29], where it was assumed that
condensate and ice do not contribute to the pressure gradient i.e. ∇µl|T = ∇µf |T = 0.
Our approach will give the same parameterization for the thermodynamic fluxes, but a
slightly different form of the pressure gradient, although the difference in a numerical
sense will be very small since condensate and ice are trace species. Additionally, if we
assumed ∇µl|T = ∇µf |T = 0 then this would imply changes to the moist state equation,
which would have implications for the treatment of phase change terms.
Taken together, these assumptions allow a further reduced form for the coefficient
matrices obtained by eliminating some of the terms. We will eliminate jd and jv in what
follows. This gives finally for scalar processes (phase change):[
−jl
−jf
]
=
[
All Alf
Afl Aff
] [
µl − µv
µf − µv
]
and for the vector processes (heat conduction, diffusion):[
jhs
jv
]
=
[
Ass Asv
Avs Avv
] [
∇T
T
∇(µv − µd)|T
]
.
Now we assume parameterizations for the vector processes of the form
−jhs = Ass ·
1
T
∇T = cpρK
h · ∇T
and
−jv = Avv · ∇(µv − µd)|T =
ρ2qvqd
p
Kv · ∇(µv − µd)|T ,
where Kh and Kv are tensors with only diagonal components, to allow a distinction
between horizontal and vertical mixing. This makes physical sense, since the fluid is
stratified and the grid resolution is well above the Ozmidov scale of isotropic turbulence.
These parameterizations are exactly what is done in equations (32) and (46) in [29], and
lead to a diagonal positive semi-definite Aαβ matrix (which will give a non-diagonal but
still positive semi-definite Lαβ matrix, which shows the somewhat hidden cross-effects).
For the scalar processes, we simply follow [29] and note that the coefficients Aαβ are
determined by the microphysics scheme in such a way that jl (jf ) has an opposite sign to
µl − µv (µf − µv), which ensures that TI is positive.
Identification of variables. Now making the formal identifications
T → Tˆ I → σ σfr : ∇u → εsh
jhs → Js ji → J
∗
i µi → µˆi
ji → Ii ηi → sˆi qi → qˆi
ρ → ρ¯ u → vˆ σfr → −ρv′′v′′
η → sˆ
it is easy to see that (5.4) is equivalent to equation (28) from [29] and (5.5) is equivalent
to equation (20), when we assume Jdi = 0 (no precipitation, which is what is done in
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this paper). These are the two fundamental equations of [29]. Finally we obtain that
the system of equations (1)–(4) from [29] is equivalent to the system (4.5) (see also the
equivalent systems written in Appendix A). This is a demonstration that the variational
and bracket formulations reproduce the equations in [29]. It is believed that the revised
formulation in [27] can also be written as a bracket system, but the demonstration of this
is left to future work.
6 Conclusions
This paper has presented bracket formulations for multicomponent, multiphase fully com-
pressible geophysical fluids undergoing reversible and irreversible processes (viscous dissi-
pation, heat conduction, diffusion, phase changes), based on a variational principle that
incorporates irreversible processes [30, 36]. It was shown that many different prior ap-
proaches in the literature fit into this framework, including the single generator bracket
[5, 20, 21] and the double generator bracket [49], as well as its metriplectic (or GENERIC)
specific cases [40, 56, 59]. All these bracket formulations can be systematically derived in
a constructive way from the general set of equations obtained via the variational principle,
whereas so far the derivation of bracket formulations was mainly empirical.
A key element is the parameterization of the thermodynamic fluxes (σfr, js, ji, ji) in
terms of the thermodynamic forces (Def u = 12(∇u+∇u
T), ∇T , ∇µi, µi). The first law of
thermodynamics (conservation of energy) is satisfied independent of the choice of parame-
terization, while the second law requires that the parameterizations obey certain rules. In
particular, ensuring that the Onsager-Casimirs relationships and mass control conditions
are satisfied gives positive-definite entropy production. Two different parameterizations
were presented: an approach treating thermodynamic fluxes as physical irreversible pro-
cesses, that reduces to the Navier-Stokes-Fourier equations for a single component; and an
approach treating them as subgrid turbulence parameterizations that yields the equations
of [29].
The main limitations of this work are the assumptions of a single temperature and
velocity for all components; and of a materially and adiabatically closed domain. These
limitations will be removed in future work through the extension of the formulation to
fluids with open boundaries and multiple temperatures and velocities. This (along with the
incorporation of chemistry and radiation) is necessary to treat the irreversible processes
of precipitation, chemical reactions and radiation; and to handle boundary fluxes of mass,
entropy and energy. It will also enable a rigorous examination of the conditions under
which the simplifying assumptions of a single temperature and velocity (perhaps with a
separate, constant fall velocity for hydrometeors) are valid.
The treatment of thermodynamic fluxes as subgrid turbulence parameterizations is
also an area ripe for improvement. In particular, the approach outlined here does not
incorporate any memory into the subgrid processes: for example resolved kinetic energy
dissipated by the viscous term in the velocity equation is instantaneously transformed into
heat. It also cannot treat non-local subgrid processes such as convection, gravity wave
drag and boundary layer processes. We aim to extend this formulation to overcome these
limitations, through the incorporation of more sophisticated treatments of the subgrid
processes such as conditional filtering [75, 76], Lagrangian averaging [38, 43], eddy diffu-
sivity mass flux [74, 79], convected fluid microstructure [45, 48] or stochastic Lagrangian
averaged transport (SALT) [10, 15, 33, 34, 44].
It is also planned to study the numerical implementation of these equations, in par-
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ticular in a way that preserves the key elements of the dissipation bracket structure in
both space and time, following existing work [23] done for the reversible dynamics using
the Hamiltonian formulation, compatible Galerkin methods and Poisson time integrators.
In fact, this has already been done using finite-differences for the spatial discretization
in [25, 27, 28, 29], and we aim to extend this work to compatible Galerkin methods and
metriplectic time integrators.
Other possible future work could include: variational and bracket formulations of semi-
compressible fluids (Boussinesq, anelastic, pseudo-incompressible, semi-hydrostatic), non-
Eulerian vertical coordinates, and the study of energy-Casimir theory for the metriplectic
system.
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A Curl-Form Formulations
Here we present some alternative choices of prognostic variables: (v, ρi, s), (v, ρi, η),
(v, ρ, qk, s) and (v, ρ, qk, η); recalling that i = 1, . . . , n sums over all the components
and k = 1, . . . , n − 1 sums over the sparse components. These alternatives are generally
referred to as curl-form formulations, since the absolute velocity v is predicted instead of
absolute momentum m, and this leads to the appearance of a term involving the curl of
v. It would also be possible to replace some of the ρi with qi or some of the qk with ρk;
or use an alternative Lie-Poisson formulation that uses (ρ, ρk,m, s) (as done for a binary
fluid in [2]), but these choices are not discussed further, as they can be easily obtained
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by a change of variables similar to those we describe below. Functionals using curl-form
variables are denoted as A instead of A. The (v, ρi, s) variant is discussed in detail in
the following section, while for the others only the main results (chain rule, Hamiltonian,
Poisson Bracket, Dissipation brackets and equations of motion) are given.
A.1 Variational Formulation for (v, ρi, s)
We start with the variational formulation based on v = 1ρ
δL
δu instead of m =
δL
δu . Using
the continuity equation ∂tρ+∇ · (ρu) = 0 gives the following form of equation (2.10)
∂t
(
1
ρ
δL
δu
)
+ Lu
(
1
ρ
δL
δu
)
−
∑
i
qi∇
δL
δρi
− η∇
δL
δs
= 0. (A.1)
The second term can be expanded using the Lie derivative expression Luv = (∇ × v) ×
u+∇(u ·v) for one-forms, to get the equation in curl-form3 as
∂t
(
1
ρ
δL
δu
)
+∇×
(
1
ρ
δL
δu
)
× u+∇
(
u ·
1
ρ
δL
δu
)
−
∑
i
qi∇
δL
δρi
− η∇
δL
δs
= 0. (A.2)
Introducing now
v :=
1
ρ
δL
δu
, Bi := u ·
1
ρ
δL
δu
−
δL
δρi
= u ·v−
δL
δρi
, F := ρu, T := −
δL
δs
, (A.3)
equations (A.2), (2.6), (2.7), can be rewritten as
∂t v+
∇× v
ρ
× F+
∑
i
qi∇Bi + η∇T = 0 (A.4)
∂tρi +∇ · (qi F) = 0
∑
i
(A.5)
∂ts+∇ · (ηF) = 0. (A.6)
We have used the same symbol Bi before. These equations are naturally connected, on the
Hamiltonian side, to the curl-form Poisson formulation. The specific Lagrangian (2.15)
gives
Bi = K +Φ+ µi, v = ρu+ρR . (A.7)
A.2 Hamiltonian Formulation for (v, ρi, s)
Chain rule. Writing A[v, ρi, s] = A[m, ρi, s] for an arbitrary functional, the chain rule
for functional derivatives gives
δA
δρi
=
δA
δρi
+ v ·
δA
δm
,
δA
δv
= ρ
δA
δm
,
δA
δs
=
δA
δs
. (A.8)
This can be used to transform the Lie-Poisson bracket (3.6).
3These are termed curl-form due to the appearance of the ∇×
(
1
ρ
δL
δu
)
term
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Hamiltonian function. We have H[v, ρi, s] = H[m, ρi, s] and therefore, using the
chain rule (A.8) in (3.4),
δH
δv
:= F = ρu,
δH
δρi
:= Bi = u ·v−
δL
δρi
,
δH
δs
:= −
δL
δs
. (A.9)
These fit with (A.3). Using the specific Lagrangian (2.15) this gives
δH
δv
:= F = ρu,
δH
δρi
:= Bi = K +Φ+ µi,
δH
δs
:= T (A.10)
which fit with (A.7) and (A.3).
The Lie-Poisson bracket in curl-form. By using the chain rule (A.8) in the
Lie-Poisson bracket (3.7)–(3.9), we obtain the curl-form Poisson bracket for functionals
A[v, ρi, s], B[v, ρi, s], expressed as the sum of 2 + n brackets
{A,B} = {A,B}Q +
∑
i
{A,B}Ri + {A,B}S , (A.11)
where the three terms are
{A,B}Q = −
∫
Ω
δA
δv
·
(
Q×
δB
δv
)
dx (A.12)
{A,B}Ri = −
∫
Ω
qi
(
δA
δv
· ∇
δB
δρi
−
δB
δv
· ∇
δA
δρi
)
dx (A.13)
{A,B}S = −
∫
Ω
η
(
δA
δv
· ∇
δB
δs
−
δB
δv
· ∇
δA
δs
)
dx (A.14)
with Q = ∇×vρ .
Equations of motion. The functional derivatives (A.9) can be substituted into the
Poisson brackets (A.12)–(A.14) to yield the equations of motion
∂t v+Q×F+
∑
i
qi∇Bi + η∇T = 0 (A.15)
∂tρi +∇ · (qiF) = 0
∑
i
(A.16)
∂ts+∇ · (ηF) = 0 (A.17)
which are the same as (A.4)–(A.6). The more common form
∂t u+∇× u×u+2Ω× u+∇K +∇Φ+ α∇p = 0
∂tρi +∇ · (ρi u) = 0
∂ts+∇ · (ηρu) = 0
(A.18)
is obtained by substituting in the actual values for functional derivatives (A.9) and noting
that∑
i
qi∇Bi + η∇T =
∑
i
qi(∇K +∇Φ) +
∑
i
qi∇µi + η∇T = ∇K +∇Φ+ α∇p (A.19)
since
∑
i qi = 1 and
∑
i qi∇µi + η∇T = α∇p by (2.1). We have also used (∇× v)× u =
(∇× u)× u+2Ω× u and ∂t v = ∂t u.
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A.3 Dissipation Brackets for (v, ρi, s)
The variational formulation with irreversible processes yields same equations of motion
for ρi and s as before. The momentum equation takes the form
∂t v+Q×F+
∑
i
qi∇Bi + η∇T −
1
ρ
∇ · σfr = 0. (A.20)
Single generator. Using the chain rule (A.8) in (4.8) gives the single generator bracket
in the variables (v, ρi, s) as
[A,H] =−
∫
Ω
∇
(
1
ρ
δA
δv
)
: σfr
(δH
δx
)
dx+
∫
Ω
∇
δA
δs
· js
(δH
δx
)
dx
+
∫
Ω
δA
δs
δH
δs
(
σfr
(δH
δx
)
:∇
(
1
ρ
δH
δv
)
− js
(δH
δx
)
·∇
δH
δs
∑
i
−
∑
i
ji
(δH
δx
)
·∇
δH
δρi
−
∑
i
ji
(δH
δx
)δH
δρi
)
dx
+
∑
i
∫
Ω
∇
δA
δρi
· ji
(δH
δx
)
dx+
∑
i
∫
Ω
δA
δρi
ji
(δH
δx
)
dx.
(A.21)
In deriving this, we have used the mass control conditions to simplify the terms arising
from δAδρi and
δH
δρi
.
Double generator. Using the chain rule (A.8) in (4.9) gives the double generator
bracket in the variables (v, ρi, s) as
(A,B) = −
∫
Ω
∇
(
1
ρ
δA
δv
)
: σfr
δB
δs
dx−
∫
Ω
∇
(
1
ρ
δB
δv
)
: σfr
δA
δs
dx
+
∫
Ω
1
δH
δs
(
σfr : ∇
(
1
ρ
δH
δv
)
− js · ∇
δH
δs
−
∑
i
ji · ∇
δH
δρi
−
∑
i
ji
δH
δρi
)
δA
δs
δB
δs
dx
+
∫
Ω
∇
δA
δs
· js
δB
δs
dx+
∫
Ω
∇
δB
δs
· js
δA
δs
dx
+
∑
i
∫
Ω
∇
δA
δρi
· ji
δB
δs
dx+
∑
i
∫
Ω
∇
δB
δρi
· ji
δA
δs
dx
+
∑
i
∫
Ω
δA
δρi
ji
δB
δs
dx+
∑
i
∫
Ω
δB
δρi
ji
δA
δs
dx.
(A.22)
In deriving this, we have again used the mass control conditions to simplify the terms
arising from δAδρi ,
δB
δρi
and δHδρi .
A.4 The variables (v, ρi, η)
Chain rule. If we predict the specific entropy η instead of the entropy density s, we
can write A′[v, ρi, η] = A[v, ρi, s] and the chain rule gives
δA′
δρi
=
δA
δρi
+ η
δA
δs
,
δA′
δv
=
δA
δv
,
δA′
δη
= ρ
δA
δs
. (A.23)
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Hamiltonian. Therefore we have H′[ρi,v, s] = H[ρi,v, S] and
δH′
δρi
:= B′i = K +Φ+ µi + sT,
δH′
δv
:= F = ρu,
δH′
δη
= ρT. (A.24)
Poisson Bracket. Using also the chain rule, the Poisson bracket (A.12)–(A.14) be-
comes
{A′,B′}Q =
∫
Ω
Q ·
(
δA′
δv
×
δB′
δv
)
dx (A.25)
{A′,B′}Ri =
∫
Ω
(
−
δA′
δρi
∇ ·
(
qi
δB′
δv
)
+
δB′
δρi
∇ ·
(
qi
δA′
δv
))
dx (A.26)
{A′,B′}s =
∫
Ω
∇η
ρ
·
(
δA′
δv
δB′
δη
−
δB′
δv
δA′
δη
)
dx. (A.27)
Single generator bracket. The single generator dissipation bracket (4.8) in the vari-
ables (v, ρi, η) becomes
[A′,H′] =−
∫
Ω
∇
(
1
ρ
δA′
δv
)
: σfr
(δH′
δx
)
dx+
∫
Ω
∇
(
1
ρ
δA′
δη
)
· js
(δH′
δx
)
dx
+
∫
Ω
δA′
δη
δH′
δη
(
σfr
(δH′
δx
)
:∇
(
1
ρ
δA′
δv
)
− js
(δH′
δx
)
·∇
(
1
ρ
δH′
δη
)∑
i
−
∑
i
ji
(δH′
δx
)
·∇
δH′
δρi
−
∑
i
ji
(δH′
δx
)δH′
δρi
)
dx
+
∑
i
∫
Ω
∇
δA′
δρi
· ji
(δH′
δx
)
dx+
∑
i
∫
Ω
δA′
δρi
ji
(δH′
δx
)
dx,
(A.28)
where we have used the mass control conditions to simplify the terms arising from δAδρi and
δH
δρi
.
Double generator bracket. The double generator dissipation bracket (4.9) in the
variables (v, ρi, η) is
(A′,B′) = −
∫
Ω
∇
(
1
ρ
δA′
δv
)
: σfr
1
ρ
δB′
δη
dx−
∫
Ω
∇
(
1
ρ
δB′
δv
)
: σfr
1
ρ
δA′
δη
dx
+
∫
Ω
1
δH′
δη
(
σfr : ∇
(
1
ρ
δH′
δv
)
− js · ∇
(
1
ρ
δH′
δη
)
−
∑
i
ji · ∇
δH′
δρi
−
∑
i
ji
δH′
δρi
)
1
ρ
δA′
δη
δB′
δη
dx
+
∫
Ω
∇
(
1
ρ
δA′
δη
)
· js
1
ρ
δB′
δη
dx+
∫
Ω
∇
(
1
ρ
δB′
δη
)
· js
1
ρ
δA′
δη
dx
+
∑
i
∫
Ω
∇
δA′
δρi
· ji
1
ρ
δB′
δη
dx+
∑
i
∫
Ω
∇
δB′
δρi
· ji
1
ρ
δA′
δη
dx
+
∑
i
∫
Ω
δA′
δρi
ji
1
ρ
δB′
δη
dx+
∑
i
∫
Ω
δB′
δρi
ji
1
ρ
δA′
δη
dx,
(A.29)
where we have used the mass control conditions to simplify the terms arising from δAδρi ,
δB
δρi
and δHδρi .
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Equations of motion. Using the functional derivatives (A.24) in the Poisson brackets
(A.25)–(A.27) and either of the dissipation brackets (A.28) or (A.29) gives the equations
of motion as
∂tρi +∇ · (qi F) +∇ · ji − ji = 0
∂t v+Q×F+
∑
i
qi∇B
′
i − T∇η −
1
ρ
∇ · σfr = 0
∂tη +
1
ρ
F · ∇η +
q
ρ
∇ · js −
1
ρT
σfr : ∇u+
1
ρT
js ·∇T +
1
ρT
∑
i
(ji · ∇µi + jiµi) = 0.
A.5 The variables (v, ρ, qk, s)
Chain rule. Here, besides v and s, the variables are the total density ρ plus n−1 sparse
concentrations qk, where k ∈ {1, . . . , n − 1}. We can write A [v, ρ, qk, s] = A[v, ρi, s] and
the chain rule gives
δA
δv
=
δA
δv
,
δA
δρd
=
δA
δρ
−
1
ρ
∑
k
δA
δqk
qk
δA
δρk
=
δA
δρ
−
1
ρ
∑
k′
δA
δqk′
qk′ +
1
ρ
δA
δqk
,
δA
δs
=
δA
δs
.
(A.30)
where k′ ∈ {1, . . . , n− 1} is the set of sparse components.
Hamiltonian. The Hamiltonian H [v, ρ, qk, s] is given as
H [v, ρ, qk, s] =
∫
Ω
ρ [K +Φ+ U ] dx, (A.31)
where U(α, η, qk, χd) = U(
1
ρ ,
s
ρ , qk, 1 −
∑
k qk) with χd the concentration of the dominant
component. The functional derivatives of H are given by
δH
δρ
:= B = K +Φ+ U + pα− ηT,
δH
δqk
:= ρ(µk − µd)
δH
δ v
:= F = ρu,
δH
δs
:= T.
(A.32)
Poisson bracket. The Poisson bracket in the variables (v, ρ, qk, s) can again be ex-
pressed as the sum of n+ 2 brackets
{A ,B} = {A ,B}Q + {A ,B}R +
∑
k
{A ,B}qk + {A ,B}S (A.33)
with
{A ,B}Q =
∫
Ω
Q ·
(
δA
δv
×
δB
δv
)
dx (A.34)
{A ,B}R =
∫
Ω
(
−
δA
δρ
∇ ·
δB
δv
+
δB
δρ
∇ ·
δA
δv
)
dx (A.35)
{A ,B}qk =
∫
Ω
∇qk
ρ
·
(
δA
δv
δB
δqk
−
δB
δv
δA
δqk
)
dx (A.36)
{A ,B}S =
∫
Ω
(
−
δA
δs
∇ ·
(
η
δB
δv
)
+
δB
δs
∇ ·
(
η
δA
δv
))
dx. (A.37)
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Single generator bracket. Using (A.30) in (A.21), the single generator dissipation
bracket in the variables (v, ρ, qk, s) becomes
[A ,H ] =−
∫
Ω
∇
(
1
ρ
δA
δv
)
: σfr
(δH
δx
)
dx+
∫
Ω
∇
δA
δs
· js
(δH
δx
)
dx
+
∫
Ω
δA
δs
δH
δs
(
σfr
(δH
δx
)
:∇
(
1
ρ
δH
δv
)
− js
(δH
δx
)
·∇
δH
δs
∑
i
−
∑
k
jk
(δH
δx
)
·∇
(
1
ρ
δH
δqk
)
−
∑
k
jk
(δH
δx
)1
ρ
δH
δqk
)
dx
+
∑
k
∫
Ω
∇
(
1
ρ
δA
δqk
)
· jk
(δH
δx
)
dx+
∑
k
∫
Ω
1
ρ
δA
δqk
jk
(δH
δx
)
dx.
(A.38)
Double generator bracket. Using (A.30) in (A.22), the double generator dissipation
bracket becomes
(A ,B) = −
∫
Ω
∇
(
1
ρ
δA
δv
)
: σfr
δB
δs
dx−
∫
Ω
∇
(
1
ρ
δB
δv
)
: σfr
δA
δs
dx
+
∫
Ω
1
δH
δs
(
σfr : ∇
(
1
ρ
δH
δv
)
− js · ∇
δH
δs
−
∑
k
jk · ∇
(
1
ρ
δH
δqk
)
−
∑
k
jk
1
ρ
δH
δqk
)
δA
δs
δB
δs
dx
+
∫
Ω
∇
δA
δs
· js
δB
δs
dx+
∫
Ω
∇
δB
δs
· js
δA
δs
dx
+
∑
k
∫
Ω
∇
(
1
ρ
δA
δqk
)
· jk
δB
δs
dx+
∑
k
∫
Ω
∇
(
1
ρ
δB
δqk
)
· jk
δA
δs
dx
+
∑
k
∫
Ω
1
ρ
δA
δqk
jk
δB
δs
dx+
∑
k
∫
Ω
1
ρ
δB
δqk
jk
δA
δs
dx.
(A.39)
Entropy generation. Both dissipation brackets give the entropy generation rate as
[S ,H ] = (S ,S )
=
∫
Ω
1
δH
δs
(
σfr : ∇
(
1
ρ
δH
δv
)
− js · ∇
δH
δs
−
∑
k
jk · ∇
(
1
ρ
δH
δqk
)
−
∑
k
jk
1
ρ
δH
δqk
)
dx.
Plugging in the actual values for δHδx , this is∫
Ω
1
T
(
σfr : ∇u−js · ∇T −
∑
k
jk · ∇ (µk − µd)−
∑
k
jk (µk − µd)
)
dx. (A.40)
The last two terms can be rewritten using
∑
k jk = −jd and
∑
k jk = −ji to finally yield∫
Ω
1
T
(
σfr : ∇u−js · ∇T −
∑
i
ji · ∇µi −
∑
i
jiµi
)
dx (A.41)
as expected. Therefore we see that the same parameterizations can be used as before,
since the form of the entropy generation is identical.
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Equations of motion. Using the functional derivatives (A.32) in the Poisson brackets
(A.34)–(A.37) and either of the dissipation bracket (A.38) or (A.39), the equations of
motion are
∂tρ+∇ · F = 0
∂tqk + u ·∇qk +
1
ρ
∇ · jk −
1
ρ
jk = 0
∂t v+Q×F+∇B + ηT −
∑
k
(µk − µd)∇qk −
1
ρ
∇ · σfr = 0
∂ts+∇ · (ηF) +∇ · js−
1
T
σfr : ∇u+
1
T
js ·∇T +
1
T
∑
i
(ji ·∇µi + jiµi) = 0.
Note the sum is over i in the s equation, while the sum is over k in the v equation.
However, the term
∑
k(µk−µd)∇qk is equal to
∑
i µi∇qi, as before, since
∑
k qk = 1− qd.
A.6 The variables (v, ρ, qk, η)
When the variables (v, ρ, qk, η) are chosen, the resulting bracket formulation extends the
formulation of [2] to additional components, and with irreversible processes.
Chain rule. Again, if we predict the specific entropy η instead of the entropy density
s, we can write A ′[v, ρ, qk, η] = A [v, ρ, qk, s] and the chain rule gives
δA ′
δρ
=
δA
δρ
+ η
δA
δs
δA ′
δqk
=
δA
δqk
δA ′
δv
=
δA
δv
δA ′
δη
= ρ
δA
δs
. (A.42)
Hamiltonian. Therefore we have H ′[v, ρ, qk, η] = H [v, ρ, qk, s] and
δH ′
δρ
:= B′ = K +Φ+ U + pα,
δH ′
δqk
:= ρ(µk − µd),
δH ′
δv
:= F = ρu,
δH ′
δη
= ρT.
(A.43)
Poisson bracket. Using also the chain rule (A.42), the Poisson brackets (A.34)–(A.37)
become
{A ′,B′}Q =
∫
Ω
Q ·
(
δA ′
δv
×
δB′
δv
)
dx (A.44)
{A ′,B′}R =
∫
Ω
(
−
δA ′
δρ
∇ ·
δB′
δv
+
δB′
δρ
∇ ·
δA ′
δv
)
dx (A.45)
{A ′,B′}qk =
∫
Ω
∇qk
ρ
·
(
δA ′
δv
δB′
δqk
−
δB′
δv
δA ′
δqk
)
dx (A.46)
{A ′,B′}S =
∫
Ω
∇η
ρ
·
(
δA ′
δv
δB′
δη
−
δB′
δv
δA ′
δη
)
dx. (A.47)
Single generator bracket. The single generator dissipation bracket is
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[A ′,H ′] =−
∫
Ω
∇
(
1
ρ
δA ′
δv
)
: σfr
(δH ′
δx
)
dx+
∫
Ω
∇
(
1
ρ
δA ′
δη
)
· js
(δH ′
δx
)
dx
+
∫
Ω
δA ′
δη
δH ′
δη
(
σfr
(δH ′
δx
)
:∇
(
1
ρ
δH ′
δv
)
− js
(δH ′
δx
)
·∇
(
1
ρ
δH ′
δη
)∑
i
−
∑
k
jk
(δH ′
δx
)
·∇
(
1
ρ
δH
δqk
)
−
∑
k
jk
(δH ′
δx
)1
ρ
δH ′
δqk
)
dx
+
∑
k
∫
Ω
∇
(
1
ρ
δA ′
δqk
)
· jk
(δH ′
δx
)
dx+
∑
k
∫
Ω
1
ρ
δA ′
δqk
jk
(δH ′
δx
)
dx.
(A.48)
Double generator bracket. The double generator dissipation bracket is
(A ′,B′) = −
∫
Ω
∇
(
1
ρ
δA ′
δv
)
: σfr
1
ρ
δB′
δη
dx−
∫
Ω
∇
(
1
ρ
δB′
δv
)
: σfr
1
ρ
δA ′
δη
dx
+
∫
Ω
1
δH ′
δη
(
σfr : ∇
(
1
ρ
δH ′
δv
)
− js · ∇
(
1
ρ
δH ′
δη
)
−
∑
k
jk · ∇
(
1
ρ
δH ′
δqk
)
−
∑
k
jk
1
ρ
δH ′
δqk
)
1
ρ
δA ′
δη
δB′
δη
dx
+
∫
Ω
∇
δA ′
δs
· js
δB′
δs
dx+
∫
Ω
∇
(
1
ρ
δB′
δη
)
· js
1
ρ
δA ′
δη
dx
+
∑
k
∫
Ω
∇
(
1
ρ
δA ′
δqk
)
· jk
1
ρ
δB′
δη
dx+
∑
k
∫
Ω
∇
(
1
ρ
δB′
δqk
)
· jk
1
ρ
δA ′
δη
dx
+
∑
k
∫
Ω
1
ρ
δA ′
δqk
jk
1
ρ
δB′
δη
dx+
∑
k
∫
Ω
1
ρ
δB′
δqk
jk
1
ρ
δA ′
δη
dx.
(A.49)
Equations of motion. Using the functional derivatives (A.43) in the Poisson brackets
(A.44)–(A.47) and either of the dissipation brackets (A.48) or (A.49), the equations of
motion are
∂tρ+∇ · F = 0
∂tqk + u ·∇qk +
1
ρ
∇ · jk −
1
ρ
jk = 0
∂t v+Q×F+∇B
′ − T∇η −
∑
k
(µk − µd)∇qk −
1
ρ
∇ · σfr = 0
∂tη +
1
ρ
F · ∇η +
1
ρ
∇ · js −
1
ρT
σfr : ∇u+
1
ρT
js · ∇T +
1
ρT
∑
i
(ji · ∇µi + jiµi) = 0.
Note the sum is over i in the η equation, while the sum is over k in the v equation.
36
B Potential Vorticity and Kelvin Circulation The-
orem
B.1 Kelvin Circulation Theorem
Integration of (A.1) and (A.20) around a closed loop γ(t) moving with the fluid gives the
Kelvin circulation theorem
d
dt
∮
γ(t)
v ·dx = −
∮
γ(t)
(∑
i
qi∇
δL
δρi
+ η∇
δL
δs
−
1
ρ
∇ · σfr
)
· dx, (B.1)
see [30]. Using (A.3), this can be written as
d
dt
∮
γ(t)
v ·dx = −
∮
γ(t)
(∑
i
qi∇Bi + η∇T −
1
ρ
∇ · σfr
)
· dx. (B.2)
Specific Lagrangian. For the specific Lagrangian (2.15) we have Bi = K + Φ + µi
and therefore (using
∑
i qi = 1)
d
dt
∮
γ(t)
v ·dx = −
∮
γ(t)
(∑
i
qi∇µi + η∇T −
1
ρ
∇ · σfr
)
· dx. (B.3)
Using Gibbs-Duhem relationship (2.1), this can be put into a final simplified form
d
dt
∮
γ(t)
v ·dx = −
∮
γ(t)
(
α∇p −
1
ρ
∇ · σfr
)
· dx. (B.4)
B.2 Potential Vorticity
A generalized potential vorticity is defined as
q =
η · ∇ψ
ρ
(B.5)
where η = ∇ × v and ψ is any scalar function satisfing Dtψ = ψ˙ (for example, η), with
Dt the material derivative. From the system (4.4), we get the evolution equations for q
and mass-weighted generalized potential vorticity ρq
∂tq + u ·∇q +
1
ρ
∇ ·
([∑
i
qi∇µi + η∇T −
1
ρ
∇ · σfr
]
×∇ψ + ψ˙η
)
= 0 (B.6)
∂t(ρq) +∇ · (u ρq)−∇ ·
([∑
i
qi∇µi + η∇T −
1
ρ
∇ · σfr
]
×∇ψ + ψ˙η
)
= 0. (B.7)
Using the Gibbs-Duhem relationship (2.1), the term 1ρ∇ · ([
∑
i qi∇µi + η∇T ]×∇ψ) can
be rewritten as − 1
ρ3
∇ρ × ∇p · ψ. When ψ = ψ(qi, η) then Dtψ = 0 when there are no
irreversible processes. In particular, for a single component fluid, ψ = ψ(η) and the term
∇ρ×∇p · ∇ψ vanishes since p = p(ρ, η), so Dtq = 0 and potential vorticity is materially
conserved. This explains why C =
∫
ρΦ(q, η)dx is a Casimir for the single component
fluid. For a multicomponent fluid p = p(ρ, qi, η) so ∇ρ × ∇p · ∇ψ does not vanish for
any choice of ψ = ψ(qi, η). In particular,
∫
Ω ρqdx is not a Casimir for multicomponent
fluids. (B.7) also shows the generation of potential vorticity by boundary processes. More
discussion of this can be found in [8, 9, 68].
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