We give a formal study of the relationships between the transition cost parameters and the generalized maximum parsimonious reconstructions of unknown (ancestral) binary character states {0, 1} over a phylogenetic tree. As a main result, we show there are two thresholds λ 1 n and λ 0 n , generally confounded, associated to each node n of the phylogenetic tree and such that there exists a maximum parsimonious reconstruction associating state 1 to n (resp. state 0 to n) if the ratio "10-cost"/"01-cost" is smaller than λ 1 n (resp. greater than λ 0 n ). We propose a dynamic programming algorithm computing these thresholds in a time quadratic with the size of tree.
Introduction
Testing hypothesis about evolutionary mechanisms like environment influence, homoplasy etc. calls for information not only about the contemporary organisms, which is -at least potentially -available, but also about the ancestral ones, which is by nature inaccessible, with few exceptions when related fossils can be found. The only possibility to achieve this kind of analysis is to infer the information about the ancestral organisms [14, 8, 3] . This inference is sometimes called character mapping or ancestralstate optimization or reconstruction. In short, the general purpose is to puzzle out the evolution history of a character from its contemporary states. Besides its relevance to questions about theoretical aspects of evolution, a practical interest of character mapping is it provides a natural way to transfer what is known about some organisms to another ones (ancestral or contemporary) using phylogenetic information.
Basically the problem of character-state reconstruction can be stated as follows. The evolutionary history of a set of organisms is assumed known and represented as a rooted phylogenetic tree where contemporary organisms are leaves and ancestors ones are internal nodes. We consider a given character for which the states are known only over some of the nodes (organisms) of the phylogenetic tree. The present work deals only with binary characters: typically the presence/absence of a given feature. The question is to infer the character states of nodes for which this information is missing. Note that we consider the problem in a general way and make no assumption over which nodes the character states are known or unknown: they can be indifferently either leaves (contemporary organisms) or internal nodes (ancestors).
The generalized maximum parsimonious reconstruction and is variants like Dollo parsimony are certainly the most common methods used to solve the question of character-state inference [14, 8, 3] . Parsimony methods are easy and fast to compute by dynamics programming [12, 13] and several implementations are available [7] . A predictable issue, which was pointed out in [2, 3, 11] , is that the results obtained by these methods depend heavily on the cost parameters chosen by the user (the usual choice is to consider equal costs for gain and loss, with no real biological motivation -just because it sounds like a neutral choice) or on method's assumptions, somehow hiding the parameters, like in Dollo parsimony (see Section 5.2) . This dependency was systematically studied in an empirical way in [11] . On the other hand, parametric approaches have been developed to overcome the difficulty in choosing parameters used in optimization methods. They was successfully applied to alignment of sequences [15, 6] or statistical models [9, 10] . The main idea is to not just return the result (i.e. the alignment with the greatest score in [15, 6] or the maximum parsimonious reconstruction here) optimal with respect to an user-defined instance of parameters but to work on the whole set of the optimization process results one can obtain from any instance of parameters.
We apply here the parametric approach to character-state reconstruction by addressing essentially the same questions as [11] . Although we provide formal results which establish several properties of the relationships between cost parameters and the resulting reconstructions. In particular we show the existence of two thresholds λ 1 n and λ 0 n , confounded in most cases, associated to all nodes n of the tree which are such that the state of node n can be reconstructed by state "present" (resp. "absent") only if the ratio "loss cost"/"gain cost" is smaller than λ 1 n (resp. greater than λ 0 n ). These properties are used to develop an efficient algorithm which computes these thresholds in a time quadratic with the size of the phylogenetic tree, by using a linear memory space.
The rest of the paper is organized as follows. We introduce basic concepts and notations in the next section. The formal results about relations between the parameters and the maximum parsimonious reconstructions are exposed in Section 3. An algorithm computing the "parametric maximum parsimonious reconstruction" is presented in Section 4. Finally, in Section 5, we show how the notions studied in this work are related to [11] and illustrate some possible uses of the parametric reconstruction over a dataset from [2] .
A software implementing the algorithm presented here is freely available at http: //iml.univ-mrs.fr/~didier/recons
Definitions and notations
Let T be a finite rooted tree and r its root node. As it will not lead to confusion, we still note T the set of nodes of T . For a node n ∈ T , Cn denotes the set of child nodes of n and Tn the subtree of T rooted at n. Let E ⊂ T be a subset of nodes and s a function from E to {0, 1}. The nodes of E are said known relatively to s which is called the initial function. We consider the set of functions f from T to {0, 1} extending s: the functions f such that f(n) = s(n) for all nodes n ∈ E. Such functions are called assignments of T relatively to s. In the following, the tree T and the function s are assumed fixed (all the variables defined depend on them but they do not appear in the notations). An assignment of a subtree Tn can be understood as an assignment of Tn relatively to the restriction of s to Tn or as the restriction of assignment of T to Tn. With these notations the problem of missing data reconstruction over a tree can be stated: "from the given of a tree T and a function s, find the most relevant assignment of T relatively to s".
In the generalized parsimony framework, the relevance of an assignment is expressed in terms of cost. In practice for the binary case (character states are 0 or 1), one defines a step matrix of the form:
where the entries c01 and c10 are two positive real numbers representing the costs of transitions respectively from 0 to 1 and from 1 to 0. Steadiness is assumed free of cost and we have c00 = c11 = 0. The cost of an assignment f of T is then the sum of all the costs of the ancestor/child transitions observed:
The most parsimonious reconstruction on T relatively to s remains to find, from a given transition step matrix, an assignment f of T relatively to s with a minimal cost. Since the tree T is finite, so is the set of possible assignments of T whatever s and at least such an assignment exists.
Multiplying all the entries of the step matrix by a positive constant factor does not change the relative order of the costs of the assignments. Without loss of generality we will assume in the following c01 = 1 and c10 = γ: since we have c01 > 0, we can always divide the transition costs by c01 in order to be in this case. In the following, the maximum parsimonious assignments depend on only one parameter: γ = c10 c01
, the relative cost of a loss and a gain.
To a given assignment f of a subtree Tn we associate the pair a = ( a the number of transitions from 0 to 1 (called the 01-coordinate of a) observed in Tn. This pair is designed as the configuration of f and is sufficient to compute the cost of f over Tn. For a parameter γ and a configuration a we define ∆a(γ) = γ 10 a + 01 a, which is naturally the cost of an assignment f with the configuration a using the parameter γ. Below we will say γ-cost of f or γ-cost of a. An assignment f and its configuration a are said with a minimal γ-cost if there is no assignment g such that the γ-cost of g is strictly smaller than ∆a(γ). They are said with a minimal cost if they are with a minimal γ-cost for at least a positive real number γ. Remark that a configuration, even with a minimal cost, can correspond to more than one assignment ( Figure 1 ). For a node n of T and a real number γ > 0, A 0 γ,n (resp. A 1 γ,n ) denotes the set of assignments f of Tn with minimal γ-costs such that f(n) = 0 (resp. f(n) = 1). Notice that A 0 γ,n (resp. A 1 γ,n ) is empty when n is known with s(n) = 1 (resp. s(n) = 0). We note X 0 n (resp. X 1 n ) the set of the configurations of all the assignments in
The sets X 0 n and X 1 n are finite and an example is displayed in Figure 2 . The set of configurations of the assignments of Tn with minimal costs (i.e. with no constraint on the image of n) is denoted Xn.
If s(n) = 1 (resp. s(n) = 0) the minimal γ-cost which can be reached by an assignment f of Tn such that f(n) = 0 (resp. f(n) = 1) is unique and noted Γ 0 n (γ) (resp. Γ 1 n (γ)), otherwise there is no assignment f of Tn with f(n) = 0 (resp. f(n) = 1) and Γ 0 n (γ) (resp. Γ 1 n (γ)) is said not defined and set by convention to +∞. A minimal γ-cost can correspond to more than one assignment (and possibly to more than one configuration). We note Γn(γ) the minimal γ-cost of an assignment of Tn with no constraint on the image of n: Γn(γ) = min{Γ 
Preliminary results
Our main interest in this section is to study how the configurations of the assignments with minimal γ-costs evolve with γ. The following remark comes with the positivity of the cost parameters. γ ′ ,n . It is still true when f and g are two configurations with respectively a minimal γ-costs and a minimal γ ′ -cost. Two different configurations of Tn with minimal costs (resp. belonging to X 0 n , resp. belonging to X 1 n ) cannot have the same 01-or 10-coordinates. It follows the number of elements in Xn is basically bounded by the maximal number of gains (or losses) we can observe over Tn, which is itself strictly smaller of the number nodes of Tn.
Remark 2 Let n be a node of T . The number of elements in Xn (resp. in X 0 n , resp. in X 1 n ) is strictly smaller than the number of nodes in Tn.
We assume in the following that the configurations of X 0 n = {a1, a2, . . . , a k } are indiced with respect to their (strictly) decreasing 10-coordinates, that is 
In all the cases, which altogether cover the whole set of positive real values, we observe that ∆a i+1 (γ) is strictly greater than ∆a i (γ) or ∆a i+2 (γ). In other words, the configuration ai+1 cannot have a minimal γ-cost for any parameter γ > 0. This contradicts the fact that ai+1 belongs to X n can be alternatively defined by:
Remark that for all 1 ≤ i < k − 1, we have ∆a i (α Again, this remark still holds if we replace "f an assignment of Tn with a minimal γ-cost" by "f ∈ A 0 γ,n " or by "f ∈ A Proof: This lemma concerns only nodes n which are unknown: otherwise there cannot exist simultaneously two configurations f ∈ A 0 γ,n and g ∈ A 1 γ,n . We proceed by induction over the number of nodes of the subtrees. The property is basically true when Tn contains only one node: it is enough to remark that in this case, n is an unknown leaf and a = b = (0, 0), whatever δ and ζ. Let us assume the lemma is true for all subtrees with up to k nodes and Tn contains k + 1 nodes.
For all m ∈ Cn we note fm (resp. gm) the restriction of f (resp. of g) to Tm and am (resp. bm) the corresponding configuration. If f(m) = 0 (resp. f(m) = 1) then fm ∈ A 0 γ,m (resp. fm ∈ A For γ ∈]δ, ζ[, the γ-costs of a and b can be written:
(∆a m (γ) + 1),
The expression of ∆a(γ) shows that if f(m) = 1 then ∆a m (γ) is strictly smaller than the γ-cost of any configuration h of Tm such that h(m) = 0 (otherwise there is an assignment in A 0 γ,n with a strictly smaller γ-cost than f). It follows that for all m ∈ Cn, if f(m) = 1 then g(m) = 1.
We distinguish two kinds of child nodes:
• children m such that f(m) = g(m) (Kind 1 ). We have shown that it implies am = bm,
• children m such that f(m) = 0, g(m) = 1 (Kind 2 ). All the subtrees Tm have less than k nodes and we can use the induction assumption to get The 01-coordinates of a and b can be decomposed as follows:
Using these decompositions, we write the difference
b as a sum of three terms:
The preceding considerations ensures that these three terms are non-negative (the two first terms involve child nodes of Kind 1 and the third, child nodes of Kind 2) and allow us to conclude (1): 1. b in the same way as in Equation (1):
Symmetrically, from Equation (2), we have Figure 4 : A tree and an initial function defined on leaves for which many configurations and assignments have a minimal 1-cost. 
. We distinguish here two possibilities depending upon there are more than one positive real number γ such that Γ 
Proof: We need two additional notations here and first design by Φ f,n (γ) the γ-cost of an assignment f of Tn. The γ-cost of the restriction of f to Tm where m is a node of Tn is still noted Φ f,m (γ). This cost Φ f,n (γ) can be split into two terms in such a way that the first one, noted Ψ f,m (γ), depends on the value of f(m) and the second one Φ f,n (γ) − Ψ f,m (γ) does not. Formally Ψ f,m (γ) is defined by:
With Remark 3, if f is an assignment with a minimal γ-cost, we have Φ f,n (γ) = Γn(γ) and:
Let consider assignments of A 
. Let us define the assignment g ′ in the following way:
• the restriction of g ′ to Tm belongs to
The case of assignments of A 1 γ,n is proved in the same way.
In the following, the cases of Assertions 1 and 2 will be treated as degenerated cases of Assertion 3 where µ 0 m (resp. µ The proof of this theorem will be given in Section 4.2 since it is also useful to explain a part of the algorithm. The following corollary comes with symmetry. The 1-thresholds and the conditional thresholds for the tree and the initial function of Figure 2 are displayed in Figure 5 . 
Algorithm
In this section we present a way to compute for each node n, the 1-threshold λ 1 n : the value such that there exists an assignment f of T with a minimal γ-cost and f(n) = 1 if 0 < γ ≤ λ 1 n and no such assignment otherwise (λ 1 n taking values among the nonnegative real numbers and +∞). We don't write how to compute the 0-thresholds since it is done in a symmetric way.
The algorithm follows the same general outline as the Sankoff dynamic programming algorithm for the classic maximum parsimonious ancestral reconstruction [12, 13] . It involves two stages. The first one consists in computing recursively the sets X 
Algorithm 1 -Pretreatment
The sets of configurations computed here do not match exactly the definitions given in Section 2. The difference is they do not necessarily contain all the "constrained" configurations with minimal costs : they contain only the configurations which have minimal γ-costs for more than a single value of parameter γ. Let say configurations having minimal costs with positive supports. By abuse of notation, they are still denoted X 0 n and X 1 n . For instance the sets computed by the algorithm for the root node n . Since a change over variable im has no effect over this configuration, we test it to avoid storing several times the same configuration (line 30). The iterations stop when no change is observed over the variables.
The computation of X 1 n and µ 1 m for the children of n follows the same outline that above and is not displayed in Algorithm 1.
Before exiting the algorithm, we free the memory space used to store the sets of configurations of all the children (lines 34-35). These sets are only needed to compute X 0 n , X 1 n , µ 0 n and µ 1 n . As we will see further, the rest of the computation needs, besides the conditional thresholds of the nodes, only the sets of configurations of the root node which are not freed during the execution of Algorithm 1 since it has no parent.
Algorithm 2 -Computation of 1-thresholds
We explain this stage of the algorithm by giving a proof of Theorem 4, which states the existence of 1-thresholds for all nodes. To this end, we proceed by induction over the depths of the nodes and first show the existence of the 1-threshold λ 
Algorithm 3 -Main algorithm
The main algorithm just calls sequentially the two preceding ones with an intermediate step: the computation of λ 
Complexity analysis
For a node n of T , |Tn| and |Cn| design respectively the total number of nodes in Tn and the number of children nodes of n (naturally |T | = |Tr|). Algorithm 1 is recursive. During the execution of the non-recursive part algorithm with node n as parameter, the total amount of memory space used (apart the space used for local variables which is linear with the number of children nodes of n) is for storing X • an increment of im,
• an increment of jm,
• a change of h(m).
The last event occurs at most once for each child node. The total number of the two first ones is given by the total number of configuration in the sets X 0 m and X 1 m which is linear with the number of unknown nodes in Tn, thus with |Tn|. Moreover the time spent in each iteration of the main loop is linear with the number of children of n. It comes that the non-recursive time complexity of Algorithm 1 is, up to a constant factor, bounded by |Cn||Tn|.
The total time complexity of a call of Algorithm 1 over the root node of T is obtained by summing the non-recursive time complexity over all the nodes of T . This sum is smaller, again up to a constant factor, than P n∈T |Cn||Tn| ≤ |T | When considering the complexities of all the stages of the main algorithm, it comes it has O(|T |) memory space complexity and O(|T | 2 ) time complexity. These complexities have to be compared with the ones of the Sankoff algorithm which performs the maximum parsimonious reconstruction with fixed parameters in time O(|T |) using O(|T |) memory space. A quadratic time complexity is actually not critical with regard to the typical size of evolutionary trees available. However this complexity has to be better understood. In particular it could be worthy to express it with respect to the number of unknown nodes.
It is possible to improve the way in which Algorithm 1 computes the sets of configurations by storing the values αm, βm, δm for all the children m of n, in a min heap of size (3|Cn|) and by keeping track of the variables to update at each iteration of the main loop. The time complexity of the non recursive part of Algorithm 1 would become O(|Tn| log |Cn|) but it does not lead to a better bound for the overall complexity which remains a priori quadratic.
Applications
To be consistent with the figures of the papers cited, the states 0 and 1 are respectively displayed '•' and '•' in the figures of this section.
Dependency of gains and losses on parameters
The main purpose of the present work is to explore the relationship between the transition costs and the corresponding ancestral reconstructions. This is also the aim of [11] where Ree and Donoghue summarize an ancestral reconstruction by the numbers of gains and losses (its configuration) and plot the evolution of the configurations with minimal costs versus the ratio c01 c10
(unfortunately we consider in this paper, the inverse ratio γ = c10 c01
). In particular they determine this so-called "cost-change graph" for the ancestral reconstruction of the tree depicted in Figure 6 . In our framework, the configurations with minimal costs can be determined from the sets X 0 r and X 1 r , which are, for the tree and the initial function of Figure 6 :
Above the commas are displayed the thresholds bounding the domains of parameters over which each configuration corresponds to an assignment with a minimal cost.
The set of unconstrained configurations with a minimal cost Xr is then easy to compute:
The set Xr and the thresholds are the same as the ones plotted in Figure 2 (a) of [11] . Ree and Donoghue obtained these configurations by iteratively computing assignments with minimal costs over a user defined range of values of parameters. Besides computational efficiency issues, a drawback of this kind of approaches is that, depending upon the bounds and the step used to explore this range of values, some of the configurations with minimal costs can be missed and the thresholds such obtained are approximative (see below).
Ree and Donoghue define two thresholds CGmax and CLmax over the nodes which are related to our thresholds λ 0 n and λ 1 n in the following way. They take the reconstruction obtained with c01 = c10 (i.e. γ = 1) as reference and associate to each node n assigned to 0 by this particular reconstruction, the threshold CGmax which is the maximum value of c01 c10 such that the reconstructed state of n remains 0: CGmax is the inverse of λ 0 n . For a node n reconstructed as 1, they define CLmax as the maximum value of c10 c01 such that the reconstructed state of n remains 1, which is actually the threshold λ 1 n . Certainly for the approximative way these thresholds are computed, the values of CLmax reported in Figure 1 of [11] do not match the corresponding exact values of λ 1 n , computed using our algorithm, we display in Figure 6 (they are quite close: 2.8 instead of 3 and 5.7 instead of 6). Although values of CGmax are consistent with our results.
Dollo parsimony, support of reconstructed states and cost assumptions
The Dollo approach of character-state reconstruction is based on the (strong) assumption of irreversible evolution, called Dollo's law [4, 5] :
An organism never returns exactly to a former state, even if it finds itself placed in conditions of existence identical to those in which it has previously lived.
Louis Dollo (1893)
In Dollo parsimony reconstruction, this law is interpreted in a narrowed but more operative way, that is: "a character that has been lost during the evolution of a particular lineage cannot be regained". The Dollo reconstruction remains essentially to find an assignment with a minimal number of 10-transitions among the assignments containing at most one 01-transition.
The Dollo reconstruction is quite simple and fast to compute, again by dynamic programming, and is still widely used to infer ancestral states in phylogenetic studies, even if the irreversibility hypothesis is still controversial [5, 1] .
In order to show how the Dollo reconstruction takes place in the general parsimony framework, we remark that if there exists an assignment with less than one 01-transition (this is in particular always the case when the initial function is defined only on the leaves), then the assignment given by the Dollo reconstruction has a minimal γ-cost for a parameter γ in a certain range. Remark that, since a single gain is allowed, the generalized maximum parsimonious reconstruction obtained with an infinite gain cost, or equivalently with an infinitesimal parameter γ, does not always coincide with the Dollo reconstruction.
In [2] , Cunningham studies the ancestral reconstruction of the character "larval feeding" in starfish. The tree and the initial function are displayed in Figure 7 . He compares the ancestral reconstruction given by Dollo parsimony with the ones computed by other methods, in particular the general parsimony with equal transition costs (i.e. γ = 1). These two ancestors reconstructions differ and Cunningham deplores the lack of degree of support for the character states reconstructed with one or another method.
The 1-thresholds provide a natural way to quantify the degree of support for reconstructed states. This can be done by considering a given a priori probability distribution over the parameter γ, or equivalently over the transition costs c01 and c10, and by defining the probability for a node n to be reconstructed to 1 as the cumulative probability of λ 1 n in the a priori distribution. : 0-and 1-thresholds (confounded) of internal nodes for a tree and an initial function defined only on the leaves [2] .
In Figure 7 we display the 1-thresholds of all nodes. We observe that the Dollo reconstruction has a minimal γ-cost for γ in ]0, 2 3 ]. In terms of transition costs, it correspond to pairs of positive values such that c10 ≤ 2 3 c01. Roughly speaking, it means a third of the transition costs space supports the Dollo reconstruction. In other words, if we consider a priori distributions uniform of growing supports over the space of parameters (c01, c10), the limit probability of the Dollo reconstruction is 1 3 , which can be considered as not small enough to reject the irreversibility hypothesis.
Another, and immediate, benefit of the 0-and 1-thresholds it that they allow us to see at a glance witch are the constraints the transition costs have to satisfy if we want the corresponding reconstruction to be consistent with a given evolutionary hypothesis like irreversibility.
Moreover a maximum parsimonious reconstruction is necessarily consistent with the 0-and 1-thresholds. In particular there is no maximum parsimonious reconstruction assigning 1 to the right child of the root node (with 1-threshold 1 5 ) without assigning the same state to the left child (with 1-threshold 1 3 ) in the tree of Figure 6 , unless we relax the assumption that the cost parameters do not change along the tree.
A last remark is that if the 0-and 1-thresholds are confounded for all nodes, there are exactly (j + 1) alternative maximum parsimonious reconstructions of positive supports, where j is the number of "0-1-thresholds" observed on the tree and "of positive supports" means there is an interval I of positive length such that the reconstruction considered has minimal γ-costs for all γ ∈ I. These alternative reconstructions are then straightforward to enumerate from the 0-1-thresholds. For instance, there are only 3 different such maximum parsimonious reconstructions on the tree of Figure 7 .
