Abstract-Each person has a different personal space and behaves differently when another person approaches. Based on this observation, we propose a novel method to learn how to approach a person comfortably based on the person's preference while avoiding uncomfortable encounters. We propose a personal comfort field to learn each person's preference about an approaching object. A personal comfort field is based on existing theories in anthropology and personalized for each user through repeated encounters. We propose an online method to learn a personal comfort field of a user, i.e., personalized learning, based on the concept from the Gaussian process upper confidence bound and show that the proposed method has no regret asymptotically. The effectiveness of the proposed method has been extensively validated in simulation and real-world experiments. Results show that the proposed method can gradually learn the personalized approaching behavior preferred by the user as the number of encounters increases.
I. INTRODUCTION

W
ITH the latest advances in robotics, we are witnessing the introduction of service robots in various places, including a tour-guide robot in a museum [1] , a shopping assistant robot in stores [2] , and a personal robot companion in an office or at home [3] . For providing services, a robot first needs to approach a human user to initiate an interaction. Since each person has a different personal space and behaves differently when another person approaches, it is critical for a service robot to approach a user in a socially acceptable manner without causing any discomfort. The ability of comfortably approaching a user by considering each user's personal comfort space will be an enabling technology for future service robots.
There has been an attempt to plan a good trajectory for a robot to approach a human subject by considering the general personal space and the visual field of view of a human. A number of approaches have been proposed to find a comfortable distance and an appropriate direction from a user, including user studies in [4] , [5] and approaches based on data collected from human subjects [6] , [7] . In [8] , [9] , the distance suitable for initiating an interaction is manually fine-tuned and the direction of a robot is assigned to face the user directly.
While it is clear that each person has a different preference about the distance and direction of an approaching object [10] , existing approaches focus on identifying general criteria for the appropriate distance and direction for the approaching robot. If a robot can also respect each user's distinct norm of his or her spatial behavior, more natural interactions between a robot and a human will be possible for service robots. This letter addresses this issue by personalizing each user's preference and generating a personalized approaching trajectory using a personalized online learning algorithm.
To represent the preference of a user, we propose a personal comfort field, which consists of a general comfort field and a personalized comfort field. The general comfort field is a parametric model based on existing theories in anthropology [10] - [12] , and represents a comfort field based on the average personal space of the general population. A personalized comfort field is a nonparametric model which is learned through repeated encounters between a robot and a human user. The personalized comfort field is modeled by using Gaussian process regression [13] , a nonparametric regression method.
Since the personal comfort field is unknown, a robot needs to explore regions nearby the user to search for a more comfortable approaching trajectory. At the same time, it also needs to approach the user using the current estimate of the user's personal comfort field. Hence, it requires to resolve the explorationexploitation tradeoff. We address this issue by proposing an online learning algorithm based on Gaussian process upper confidence bound (GP-UCB) [14] . We also show that our algorithm has no-regret asymptotically, i.e., there is no difference between a trajectory generated by the proposed method and the optimal trajectory in the limit with high probability.
The proposed method assumes that a service robot is providing services in places, such as a home or office, where the robot can meet certain people repeatedly. The user verification can be accomplished by an existing method such as [15] . By Fig. 1 . Illustrations of the coordinate system including q(t), h(t), and q r el (t). (a) The human and the robot in the global coordinate system showing q(t) and h(t). (b) The relative position and heading of the robot relative to the human user, q r el (t).
encountering the same user multiple times, the robot learns user's specific personal comfort space from user's reactions and approach the user more comfortably on the next encounter while avoiding uncomfortable encounters. The proposed method allows a robot to gradually learn personalized behavior through interactions with users, bringing the solidarity between people and service robots.
The remainder of this letter is structured as follows. The problem formulation is given in Section II. A method for interpreting user's nonverbal reaction is described in Section III. Section IV describes the proposed personal comfort field. In Section V, the proposed online learning algorithm that learns a personal comfort field to generate a comfortable approaching trajectory is described. Simulation and real-world experimental results are discussed in Section VI.
II. PROBLEM FORMULATION Let q(t) = [x r (t) y r (t) φ r (t)]
T ∈ Q be robot's state at time t, where Q is the state space. Here, [x r (t) y r (t)]
T denotes robot's x-y position at time t, and φ r (t) is the heading of the robot, which is defined by the angle from the x-axis. Robot's behavior can be represented as a trajectory, which is defined as a function ξ : I → Q, a mapping from a time interval I ⊆ R to Q. For simplicity, we assume I is a finite index set.
Similarly, let
T denotes human's x-y position at time t, and φ h (t) is the heading of the human, which is defined by the angle from the x-axis. Without loss of generality, let us assume that the human user is standing at the origin at t = 0, i.e., h(0)
T denote robot's relative position and the heading direction with respect to the human user, such that: Fig. 1 shows the relationship among q(t), h(t), and q rel (t). Let P : Q → R be a reward function modeling the personal comfort field of the user. Since the user's comfort level depends on one's perspective, we assume that the input of P is q rel .
Our goal is to generate an approaching trajectory ξ, which maximizes t∈I P(q rel (t)), where q rel (t) is computed from q(t) in ξ and h(t). Since P is unknown, it needs to be estimated before an optimal approaching trajectory can be generated. However, we do not want to generate a trajectory simply to estimate P better, since it may make the user feel uncomfortable while the robot is learning the user's personal comfort field. Hence, our goal is to generate a good approaching trajectory which is still comfortable but explores unseen regions using the uncertainty on our estimate about P.
III. MEASURING COMFORT SCORES
Let us denote the measured level of user's comfort by p(t) = P(q rel (t)) + (t), where (t) is a white noise such that (t) ∼ N (0, σ 2 ). In order to deduce the value of p, the score of how much the user feels comfortable with q rel , we apply the existing analysis in anthropology.
According to the compensation theory in anthropology, humans move to maintain the equilibrium in the distance with others [16] . If the user moved 0.2 m backward when the distance from the robot was 1 m, it can be explained that the user would have felt better if the robot had stopped when the distance from the user was 1.2 m. In this context, we recognize the observed user's reaction {h(t)} t=1...T as a signal for putting robot's relative position to where the user feels more comfortable and regard the larger movement of the user as the lower level of user's comfort level at q rel (t).
Let Δh(t) = h(t) − h(t − 1) denote the magnitude of observed user's reaction at time t. Based on the compensation theory, the observed value Δh(t) is inversely proportional to P(q rel (t)). The user's reaction is also influenced by the current distance to the robot, i.e., the user's reaction is greater when the robot is closer. Considering these two factors, we can formulate the reaction model of the user as g(P(q rel ); q rel ) = Δh , such that the comfort score at q rel determines the user's reaction as follows (the time index t has been omitted for notational convenience):
where d rel = x 2 rel + y 2 rel > 0 denotes the distance between the user and the robot and P min is the minimum possible value of P. The parameters α 1 , α 2 , and α 3 can be chosen to make each person's preference distinct. In simulation and experiments, we use α 1 = 2000, α 2 = 3, and α 3 = 1, which are found empirically based on collected data.
According to (1), the higher level of measured reaction Δh at a close range can be interpreted as the lower comfort score P(q rel ) as our assumption indicates. By taking the inverse function of g to the observed reaction Δh(t) , the measured preference score p(t) is modeled as
where (t) captures modeling and measurement errors.
After the robot completes an approaching motion (or an encounter), observed reactions are collected as {(q rel i , p i )} i=1...N and added to D p , a person-specific data set, to improve our estimate about P.
IV. PERSONAL COMFORT FIELD
The personal comfort field P is modeled as follows:
The subscript rel has been omitted from q for notational convenience. Here, P g denotes the general comfort field, which is the parametric model with its parameter w, and P p denotes the personalized comfort field, which is the nonparametric model learned from the person-specific data set D p .
A. General Comfort Field
Let us define approaching robot's relative state q rel on the polar coordinate system as
T , where
y r e l x r e l ) denote robot's distance and direction from the user, respectively. Let S d , S θ and S φ be sets for generally preferred values of d rel , θ rel and φ rel , respectively. Then, a set of generally preferred robot's state can be defined as follows:
We define S d , S θ , and S φ with a set of parameters
T . We represent S d and S θ as follows:
Based on Hall's proxemics [11] , the minimum and maximum distance bounds of human's personal space are denoted as w d 1 and w d 2 , respectively. Similarly, w θ 1 and w θ 2 define the general preference bound for opponent's angular position [10] . An illustration of S d and S θ is shown in Fig. 2(a) .
To define the generally preferred robot's heading direction φ rel , we use the F-formation theory [12] , which claims that a circular space is formed when people are gathered for communication as shown in Fig. 2(b) . Let (x f , y f ) denote the center of this social space when a person stands on the left. Then, robot's desirable heading direction would be φ f so that it can face (x f , y f ). Based on this fact, S φ is defined as follows:
where α f is a given constant for the range of preferred φ r . To choose the value of constant α f , we have tested different values of α f . We have found that α f = π/6 makes the value of P g smoothly higher when the robot is facing the center of the circular social space according to the F-formation theory.
The general comfort field P g is then constructed as follows:
where we use the following soft bump functions:
is a sigmoid function and κ d , κ θ , κ φ < 0 are given coefficients. We have collected a dataset of human-robot interactions from multiple users, similar to how D p is collected. With collected data, we learn the parameter w of the general comfort field using the stochastic gradient descent method. Fig. 2(c) shows the trained general comfort field.
B. Personalized Comfort Field
The personalized comfort field P p (q; D p ) is for modeling each user's distinct personal space by exploiting
; w) denote the difference between observed user's comfort level and the general comfort field.
The current user's personalized comfort field is modeled by Gaussian process regression [13] , a nonparametric regression method. In the collected data R p , let Q = {q 1 . . . q N } denote a set of inputs and r = [r 1 . . 
. r N ]
T denote a set of corresponding outputs. For a new input q , the posterior distribution of the output P p (q ) given R p , has the Gaussian distribution with the mean m(q ) and variance σ 2 (q ), such that:
where
T ∈ R N is a covariance vector between q and inputs in Q, and K is the kernel matrix computed on inputs in Q. A squared exponential (SE) kernel function is used to model the covariance function k(q i , q j ) as follows:
T ∈ R 3 , a vector of length scale parameters, which determines the relevance between input data points, and δ ij is the Dirac delta function, such that δ ij = 1 if i = j and 0 otherwise. Here, a set of hyperparameters of this kernel is denoted
We learn the values of θ such that the log marginal likelihood can be maximized on D p .
Finally, the personal comfort field can be represented as the following Gaussian process (see Fig. 3 ):
V. TRAJECTORY GENERATION
} be a set of feasible trajectories, where q 0 is the robot's initial state, Q g is a finite set of goal states, and T max is the maximum length of a trajectory, a constant which is bounded by the size of Q. The reward of a trajectory ξ ∈ Ξ is defined as follows:
where |ξ| is the length of ξ. Then, our goal is to find a trajectory with the maximum reward, i.e.,
Notice that we cannot solve this optimization problem directly since we do not know P. Hence, we need to solve for both P and ξ * . For the successful estimation of P to find ξ * , a trajectory needs to explore the domain of f to reduce the estimation uncertainty. In addition, since the generated trajectory is used to serve the human user, it needs to depend on the current estimate of P to avoid any uncomfortable encounters.
Suppose that the robot has encountered the user for k − 1 times. Let P (k −1) be the estimate of P from k − 1 encounters. Then,
where m (k −1) and σ 2 (k −1) can be computed using (5) and (6) from the collected data. Let ξ k be the approaching trajectory for encountering the user for the kth time. To balance the Move robot to q(t) = ξ k (t) 5:
Observe h(t) 6: end for
Update μ k , σ k , and θ 10: end for exploration-exploitation tradeoff, we apply the GP-UCB algorithm [14] to generate ξ k as follows:
where β k is described below. We assume a discretized state space, such that |Q| ≤ ∞, and ξ k can be found using dynamic programming from P (k −1) . The proposed algorithm is described in Algorithm 1. For the kth round, the instantaneous regret for not selecting ξ *
It is desirable to have lim K →∞ R K /K = 0 for any online learning algorithms and this property is known as no-regret. The following theorem shows that Algorithm 1 is a no-regret online learning algorithm. The proof of the following theorem can be found in the Supplementary material.
Theorem 1: Suppose that δ ∈ (0, 1) and β k = 2 log(|Q|k 2 π 2 /6δ). After K rounds of Algorithm 1, we have
with probability at least 1 − δ, where C 1 = 8T max / log(1 + σ −2 ) and γ K is the maximum information gain after K rounds. Note that, using [17, Th. 5], γ K can be bounded for a suitably chosen kernel function and the proposed scheme is guaranteed to be no-regret with high probability. While the result is similar to the one in [17] , our result extends [17] from a reward function defined on Q to a space Ξ of feasible trajectories.
VI. EXPERIMENTS
A. Simulation With a Human Motion Simulator 1) Setup:
For the simulation study, we have designed personal comfort fields for two virtual human users. Fig. 4 shows the designed ground truth comfort fields. Red lines denote optimal approaching trajectories from fixed starting points. It is assumed that each virtual user has a different personal comfort field for the approaching robot. The personal comfort fields of the first and second users can be distinguished by the incoming direction.
Let P i be the ground truth comfort field of the ith user. Based on the designed P i , our human motion simulator models user's nonverbal reaction based on the compensation theory [16] . Before the robot starts its approach, we assume that the user is standing still at the origin. When the ith virtual user observes the approaching robot at time t, the user moves to put robot's relative state to a more comfortable region, such that P i (q rel (t)) ≥ P i (q rel (t − 1)). At each time t, we make the virtual user move within a given range, and this range of movement becomes larger when the distance between the robot and the user decreases. When user's comfort level is satisfied, i.e., P i (q rel (t)) ≥ δ m max q∈Q P i (q), where δ m ∈ (0, 1), the virtual user stays still. In simulation, δ m = 0.99 is used.
When generating an approaching trajectory on the kth encounter, a finite set Q g of possible goal states in the vicinity of the user is considered to avoid unnecessary computation. In simulation, we set |Q g | = 5. The simulator and algorithm have been implemented using MATLAB, and we have assumed that the robot has a unicycle dynamics.
2) Results: For one set of experiments, the robot has encountered each virtual user 50 times. We have repeatedly conducted 10 sets of experiments for each virtual user. Fig. 5 shows the result from the first set of experiments. It shows how estimated personal comfort fields become close to the ground truth fields, and how the approaching trajectory gets adapted as the number of encounters increases. For each approaching trial, robot's starting position was randomly assigned while we show trajectories from three fixed initial positions in the figure. It shows that approaching trajectories become more similar to the ones using the true fields as the robot encounters the user more. Fig. 6 (a) and (b) show how generated trajectories become adapted to each user's preference. Let ξ be the generated trajectory based on our estimate and ξ * be the optimal trajectory based on the ground truth P i . In Fig. 6(a) and (b) , the y axis is the ratio of preference scores between ξ and ξ * , i.e.,
). In addition, the estimated personal comfort field gets improved as the robot encounters the user more. Fig. 6(c) shows the mean square error between the estimated field and the groundtruth field. Since our goal is to generate the most comfortable trajectory, not estimating the personal comfort field exactly, the proposed method does not explore the whole state space and the mean square error does not converge to zero. The proposed method ignores the lower scored regions based on the upper confidence bound since a trajectory through these regions will have a lower preference score with high probability.
We have also extended our work for generating a trajectory to approach a moving person, assuming that the person moves at a constant speed. In the experiment, a laser range finder was used as a sensor and the robot takes account of user's future positions, which are estimated using a Kalman filter, when planning an approaching trajectory. 1 Since our robot's maximum velocity is about 0.7 m/s, the human subject moved at a slower pace to match the speed of the robot.
B. Real Robot Experiments 1) Setup:
For the experiment, we use a Pioneer 3AT mobile robot with a Microsoft Kinect camera as shown in Fig. 7(a) . The algorithm is implemented in MATLAB on a 2.1 GHz notebook. The position and orientation of the human user is detected using the skeleton grab API of a Kinect camera. For measuring user's facing direction, detected body orientation from the Kinect API is used. For consistently capturing user's nonverbal reactions while approaching, the Kinect camera was mounted on a Dynamixel AX-18A pan motor and attached to the robot. As shown in Fig. 7(b) , the mobile robot approaches the user and says hello to initiate interaction when the robot is about 2 m from the user. When the user moves more than 0.75 m from the previously detected position, the robot replans its trajectory.
2) Results:
We have performed experiments in our laboratory with users who have different personal comfort fields from others. By encountering the user for several times, the robot gradually learned the personalized approaching behavior for each user. The objective of the experiment was to verify whether the learned approaching behavior corresponds to the known user's preference. Fig. 8 shows snapshots from the experiment with two users. The first user in Fig. 8(a) had answered that he felt more comfortable when the robot kept more distance from him. The second user in Fig. 8(b) preferred to meet the robot on her left side. For the first approach shown in Fig. 8(a) , the robot follows a trajectory based on P g . After observing the approaching robot, the user stepped backward to conserve his personal space. Reflecting this reaction, the robot generated the second and third approaching trajectories to respect user's large personal space. When the robot met the second user in Fig. 8(b) for the first time, the user unconsciously moved to face this robot on her left side. From the second approach, the user showed a similar reaction and the robot learned her preference again. Based on this, the robot adapted its approaching behavior for the third approach. In the third trial, the robot started to approach the user from behind. Not only the trajectory was adapted to user's preference, but it was also successful for approaching the user from the behind. Fig. 9 shows snapshots from the experiment when the robot approaches a moving human subject. In Fig. 9(a) , the red line represents a generated approaching trajectory for the robot and the gray line represents the tracked human's trajectory. In this experiment, it is assumed that user's personal comfort field has been learned from previous encounters, and the user who prefers to meet the robot on her left side has encountered the robot. Fig. 9(b) shows how the robot and the human actually moved in this experiment. It is interesting to note that the robot moves ahead and makes a U-turn to greet the user since the user is moving forward. Based on user's future state estimates, the robot can successfully approach a moving user using the proposed method.
C. User Study
To validate the effectiveness of the proposed method, we have also conducted a user study with 14 human subjects. We randomly divided 14 subjects into two groups of seven. For the first group, the robot initiated the first encounter based on P g and adapted to each subject by learning P p . For the second group, the robot only used P g to generate approaching trajectories.
Each human subject met the robot for 10 times, and we did not provide the subjects with information about whether the robot was gradually learning the appropriate approach or not. After the robot had finished each encounter, we inquired the user to evaluate robot's approaching behavior on a scale between 0 and 10. Since the purpose of this study was to verify whether the proposed method can improve user's experience or not, we requested users to grade robot's first approaching behavior as 5 and to give relative evaluations for the next approaching behaviors. Fig. 10 shows the result of the survey. The first group is denoted by "With Learning" and the second group is denoted by "Without Learning". The user's comfort level did not change significantly for the second group (Without Learning). But, we can see that user's comfort level had gradually increased for the first group (With Learning). This result shows that the proposed method can improve user's comfort level as the number of encounters increases. Table I shows the analysis of variance (ANOVA) result from the user study with two groups to show the effectiveness of learning the personal comfort field. As the number of encounters increases, the value of F (1, 12) tends to increase and p-value decreases. It clearly confirms that learning user's personal comfort field is significant in increasing the comfort level of the user rather than just using the general comfort field. Fig. 11 shows three samples of acquired personal comfort fields from the user study. It shows that the shape of the personal comfort field of each human subject is different. It confirms that each person has a distinct personal comfort field and indicates that the proposed method is effective for adapting each user's personal comfort field from repeated encounters.
VII. CONCLUSION
In this letter, we have presented a method for generating an approaching trajectory based on each user's personal comfort field. The proposed method models the personal space as a personal comfort field, which consists of the general and personalized comfort fields. The general comfort field models the personal space of the general population while the personalized comfort field models each user's specific comfort field. In order to learn the personal comfort field, the proposed method employs user's nonverbal cues, namely, changing positions and orientations, which can be observed from the robot. The proposed method allows a robot to improve its behavior as it encounters the user more while avoiding uncomfortable approaches. We have also shown that the proposed online learning algorithm has no-regret, a desirable behavior for an online algorithm. The simulation and experimental results show quantitatively that the proposed method can make the robot learn each user's personal comfort field through repeated encounters. While the scale of the user study is small, it suggests that there is a significant improvement in user satisfaction about the quality of an approaching trajectory of the robot.
