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Mechanical behavior of polycrystalline graphene
Christopher Samuel DiMarco
Two-dimensional materials exhibit especially impressive behavior in part due to
their low dimensionality and low defect density. Graphene is one such material that
is of particular interest due to its immense mechanical strength. Nanoindentation
experiments of suspended circular membranes have proven it to be the strongest ma-
terial ever characterized - 100X stronger than steel. In an effort towards scalable
production, chemical vapor deposition (CVD) techniques facilitate large-area synthe-
sis of graphene films; however, the resulting film is polycrystalline. While subsequent
nanoindentation experiments suggest the grain boundaries are still strong, some re-
sults are inconsistent and the precise mechanical strength is still unknown. Herein
we seek to better understand the mechanics of grain boundaries in graphene on three
fronts: computations, synthesis, and experiments. We construct a multiscale model
using the finite element method and a cohesive zone model to investigate the failure
modes of polycrystalline graphene. We establish a relationship between the failure
load and the grain boundary distance and use it to calculate a semi-analytical prob-
ability density function (PDF) to allow for direct comparison with experiments. In
parallel, we design and construct an ultra-high-purity CVD system that yields repeat-
able and tunable growth thanks to the significant reduction and control of oxidizing
impurities. This yields a notable increase in growth rate, which we expect will lead
to better-stitched grain boundaries and therefore higher quality polycrystalline films.
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Since the fairly recent discovery of two-dimensional materials, there has been a prolif-
eration of research on the topic predicated on the potentially incredible impact they
could have on technology and structural materials. Two-dimensional materials are
atomically thin crystalline materials whose properties are dominated within a single
plane. Fundamentally, they offer major advantages over traditional three-dimensional
materials due to their low dimensionality, which creates a near-ideal crystal structure
given that the types of crystal defects that can exist within a single plane are limited.
The outcome is material properties that approach their theoretically limits, thereby
significantly surpassing the properties of their three-dimensional counterparts. More-
over, their high surface-to-volume ratio lends an ideal building block for constructing
more complex material structures. Composite structures could be designed with a
unique composition of material properties, something not previously possible. Atom-
ically thin and flexible electronic devices could be built that would revolutionize the
semiconductor industry. In order to reach the full potential of two-dimensional ma-
terials, fundamental research is required to understand how and why these materials
behave the way they do and how we can utilize them in real world applications.
In 2004, graphene was the first two-dimensional material isolated and its potential
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was demonstrated through a field-effect transistor with impressive room temperature
mobility [Novoselov et al., 2004]. Graphene is single layer of graphite; it consists of
a single layer of carbon atoms covalently bonded in a hexagonal lattice. It is iso-
lated from graphite through the so-called “scotch-tape” method where the graphite
is mechanically exfoliated by exploiting of the weak Van der Waals forces between
layers. A few years later Lee et al. [2008] probed graphene’s mechanical proper-
ties by suspending circular membranes and subjecting them to a near-point load
through nanoindentation techniques. Using a simple 3rd ordered nonlinear isotropic
mechanical model, they found that graphene’s strength approached its theoretically
predicted strength [Griffith, 1921]. Soon after that, Wei et al. [2009] introduced a
more comprehensive 5th order nonlinear anisotropic constitutive relationship based on
first principles calculations through density functional theory and experimentally val-
idated it against the experiments through a multiscale model [Wei and Kysar, 2012].
This proved that graphene is the strongest material ever characterized; 100X stronger
than steel. However, mechanically exfoliated graphene is limited in its lateral dimen-
sions („ 100µm). Hence, it became an imperative need to find industrially scalable
methods of synthesizing graphene while maintaining its mechanical properties, if we
were to start utilizing the material’s impressive properties in real-world applications.
Chemical vapor deposition (CVD) has offered the greatest potential for achieving
this goal [Li et al., 2009a, Kim et al., 2009]. Li et al. [2009b] verified that synthesis
of graphene on copper substrates occurs due to a surface adsorption and segregation
process whereby grains of graphene nucleate on the surface during growth period.
With sufficient time and under the right conditions, these nucleation sites grow ra-
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dially and eventually merge with adjacent grains to cover the entire surface of the
copper substrate. Since adjacent grains tend to be misaligned, the intersections result
in the formation of one-dimensional grain boundaries; therefore the film produced is
polycrystalline. Huang et al. [2011a] confirmed the atomic structure of graphene grain
boundaries by using high-resolution transmission electron microscopy and found they
are predominantly made up of covalently pentagon-heptagon rings. Lee et al. [2013]
examined the mechanical properties of polycrystalline graphene and found that the
grain boundaries, while weaker than the grain, still achieve a significant portion of
their fracture. This finding motivated the continued investigations into the mechan-
ical behavior of graphene grain boundaries.
Since the first publications on chemical vapor deposition growth of graphene,
there has been a plethora of scientific articles seeking to understand and improve the
growth process. Many of these focus on attempting to control the nucleation density
to optimize grain size, finding cleaner transfer methods to limit contamination, and
understanding the effects of surface pretreatments such as electropolishing and chem-
ical etchants. However, many of these results appear to be contradictory, and as a
whole the field lacks repeatability. In addition, there have not been any meaningful
mechanical measurements of polycrystalline graphene that account for these improve-
ments in synthesis. The most controversial and influential contributors to the quality
appear to be the oxygen and carbon within the copper substrate; their precise roles,
though, seem to vary among groups. There is no doubt that additional and more
carefully controlled synthesis is required in order to clarity the roles of these critical
parameters to achieve optimized graphene growth.
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The effort to manufacture large-area high-strength polycrystalline graphene moti-
vates the study of its mechanical behavior. Lee et al. [2013] found that the properties
within a grain of polycrystalline graphene grown by CVD are statistically the same
as single-crystal graphene isolated by mechanical exfoliation. This confirmed that
the high-order constitutive relationship for pristine graphene is applicable within
the grains of polycrystalline graphene. Therefore, to understand the mechanical be-
havior of polycrsyalline graphene, all that remained was a mechanical model of the
grain boundaries. There are a significant number of atomistic simulations that have
sought to understand how details, like local atomic arrangement, misorientation angle
between grains, and periodicity affect the fracture behavior. However, these inves-
tigations are limited to the atomic scale. While a few multiscale models have been
developed [Alian and Meguid, 2017, Shekhawat and Ritchie, 2016], these are only
applicable to nanocrystalline structures that are not representative of CVD-grown
graphene. It is critical to develop multiscale models that can be compared directly
to experiments.
In this thesis, we seek to understand and optimize the mechanical behavior of
polycrystalline graphene. To accomplish this, we defined three primary research
objectives:
• Construct a multiscale model that accounts for the mechanical behavior of
the grain boundaries to failure such that the length scales of the model are
appropriate for a fruitful comparison with experiments.
• Utilize the multiscale model to inform the development of a probability density
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function that accounts for a general two-dimensional polycrystalline structure.
The initial results of the PDF will be used to motivate the need for improved
synthesis methods and updated nanoindentation measurements.
• Understand and improve the synthesis of polycrystalline graphene through CVD
by considering the role of oxidizing species and surface carbon species. Specifi-
cally, we align with the goal of synthesizing higher-quality and better-stitched
polycrystalline films, thus providing a means to perform a more robust set of
updated nanoindentation experiments.
Ultimately, we seek to either experimentally validate our proposed mechanical
model for the grain boundaries in graphene or perform an inverse analysis to deter-
mine the maximum strength of the grain boundaries from experiments.
This thesis is organized as follows: In Chapter 2 we provide a detailed review
of the atomistic and continuum models for graphene and present a proposed multi-
scale model to examine the failure modes of polycrystalline graphene. We introduce
a cohesive zone model within the context of the finite element method and perform
comprehensive set of simulations. In Chapter 3 we construct a probability density
function to examine the statistics of failure for two-dimensional polycrystalline mate-
rials that utilizes the aforementioned multiscale model. In Chapter 4, we design and
construct an ultra-high-purity low-pressure chemical vapor deposition system that
minimizes oxidizing impurities and maximizes control over key system parameters.
Rotating disk electrode polishing techniques are utilized to obtain nanometer-scale
surface roughness for clean and flat growth substrate. The combination of the im-
5
proved pretreatment and synthesis techniques lead to significant improvements to
the quality of CVD-grown graphene. Finally, in Chapter 5, we summarize the major
contributions and discuss the potential for future research to be performed.
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Chapter 2
Mechanisms and criteria for failure in polycrystalline
graphene
Graphene is an especially fascinating material system to study because of its highly
ideal crystal structure allows mechanical measurements to approach theoretical limits.
This provides an opportunity to experimentally validate models with minimal sim-
plifying assumptions. Therefore, the goal is to develop and experimentally validate
comprehensive models for the mechanical behavior of graphene. First, we explore the
development of material models for single crystal graphene based on experiments and
measurements of mechanically exfoliated graphene (i.e. nearly defect-free). Second,
we consider the insertion of a single defect type, a grain boundary, in polycrystalline
CVD grown graphene. Polycrystalline graphene offers a unique opportunity to study
the properties of an isolated defect in a relatively controlled setting.
Atomistic scale simulations represent an important class of computational meth-
ods available to explore the failure of graphene. These include ab initio methods such
as Density Functional Theory (DFT) as well as more phenomenological methods such
as Molecular Dynamics (MD). Upon the discovery of graphene, a number of studies
were performed to model the in-plane mechanical behavior. Liu et al. [2007] and Xiao
et al. [2004] performed detailed atomistic simulations, but their models could not be
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related to a continuum description. While Lu and Huang [2009] and Cadelano et al.
[2009] both constructed continuum descriptions based on atomistic models, neither
was sufficient to accurately capture both (a) the behavior at infinitesimal strains and
(b) finite strains. This is especially relevant for graphene since nanoindentation exper-
iments imply that the strength at rupture approaches its theoretical limit [Lee et al.,
2008]. Wei et al. [2009] introduced the first comprehensive continuum description
for the mechanical behavior of graphene that could span both of these strain regimes
through comprehensive DFT investigations. They postulated the existence of a strain
energy density potential function and expanded it in a Taylor series in terms of the
Green-Lagrangian Strain Tensor to the 5th order; a necessity to capture both infinites-
imal and finite strain behavior. A relationship between the 2nd Piola-Kirchhoff stress
and Green-Lagrangian strain is found by taking the derivative of the strain energy
density potential function with respect to the Green-Lagrangian strain. This stress-
strain relationship is then fitted to the DFT results via the method of least squares
to find a set of elastic constants and define a continuum constitutive relationship. A
few year later, Wei and Kysar [2012] validated this constitutive relationship against
the nanoindentation experiments [Lee et al., 2008] through a multiscale model using
the finite element method (FEM). This model implies that single crystal graphene
fails due to a structural instability: failure occurs because the system cannot con-
tain another increment of strain energy. This failure mechanism contradicts DFT
predictions by Marianetti and Yevick [2010] that propose failure occurs due to a soft
phonon instability.
Modeling the behavior of graphene becomes a bit more complex, as well as more
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interesting, when we consider a polycrystalline structure. Grain boundaries are intro-
duced when synthesizing graphene through CVD on copper substrates. A large num-
ber of atomic scale simulations have explored crucial factors pertaining to graphene
grain boundaries such as: (1) atomic arrangement [Malola et al., 2010, Liu et al.,
2011, Wei et al., 2012, Zhang et al., 2012a], symmetry [Yazyev and Louie, 2010, Cao
and Yuan, 2012, Zhang et al., 2013, Han et al., 2014], periodicity [Rasool et al., 2014,
Zhang et al., 2015a], and degree of misorientation [Grantab et al., 2010, Liu et al.,
2012, Wei et al., 2012, Jhon et al., 2012, 2013, Wu and Wei, 2013] across a grain
boundary; (2) dependency on temperature and strain-rate [Yi et al., 2013, Zhang
et al., 2013, Chen et al., 2015, Becton et al., 2015]; (3) development of more realistic
grain structures through algorithms and experimental observations [Kotakoski and
Meyer, 2012, Sha et al., 2014a, Jung et al., 2015]; (4) effect of grain size [Song et al.,
2013, Mortazavi and Cuniberti, 2014, Chen et al., 2015, Yang et al., 2015]; and, (5)
the effect of wrinkles and out-of-plane distortions on mechanical response [Liu and
Yakobson, 2010, Yazyev and Louie, 2010, Malola et al., 2010, Hao and Fang, 2012,
Zhang et al., 2012a]. The advantage and appeal of atomistic simulations is the very
rich description of phenomena at the level of individual atoms. However, atomistic
simulations typically are able to treat only a limited number of atoms at very high
applied strain rates. While this is not an issue with modeling single crystal graphene
due to its periodicity, more complex structures such as grain boundaries must be
carefully considered. Another drawback is that the length scales of the problem often
are inconsistent with experiments. For example, the ratio of the indenter tip to the
diameter of the graphene film in the Sha et al. [2014b] MD simulations is inconsistent
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with experiments. This leads to much higher strains at the membrane periphery and
therefore unrealistic boundary conditions.
In addition to atomistic simulations, there are two main classes of multiscale
simulations that probe the mechanical failure of polycrystalline materials such as
graphene. The first class performs studies with atomic scale resolution. These simu-
lations typically have the goal of investigating the physics of rupture at the atomistic
scale. They have the advantage of being able to investigate how specific atomic con-
figurations within the grain boundary or other defect contribute to the richness of
predicted phenomena. However, a disadvantage is that atomistic scale simulations
are very computationally intensive and can only be performed for very small domains
over very small time periods at extremely high strain rates. Examples of this type of
multiscale simulation are Wang and Guo [2013], Larsson and Samadikhah [2011] and
Khare et al. [2007].
The second class of multiscale simulations performs studies at the continuum scale
with no explicit atomic scale resolution. This requires that atomic scale phenomena,
such as grain boundary rupture, be described in a continuum formulation that con-
tains the salient features associated with the failure process. In the context of grain
boundaries, the peak stress and the critical atomic separation at failure along with
the free energy of the grain boundary must be specified. These quantities typically
are related via a traction vs. separation mathematical relationship that captures the
general physics of rupture [Rose et al., 1981]. The specific form of the traction vs.
separation relationship as well as the peak stress, critical atomic separation at failure
and the free energy of the grain boundary are typically determined from atomistic
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scale simulations. This class of multiscale simulations has the advantage of being
able to investigate the mechanics of failure of a system with multiple potential failure
paths and mechanisms over large domains and relevant time scales and strain rates.
Importantly, this makes it possible to address the competition between the activa-
tion of various failure mechanisms in a material. The disadvantage of this class of
multiscale models is that the atomic scale information is “averaged” into continuum
values, so the richness of the atomic scale configurations is no longer accessible to
the model. Furthermore, once the atomistic scale information has been expressed in
continuum values, the simulation loses the atomic scale resolution. Guin et al. [2016],
in particular, performed a set of MD simulations on graphene grain boundaries and
extracted a traction vs. separation relationship for the purpose of communicating the
atomistic behavior to a continuum model.
The only multiscale models that have been developed to date for grain bound-
ary fracture in graphene are applicable for nanocrystalline structures. Alian and
Meguid [2017] presented Finite Element Method (FEM) simulations of polycrystalline
graphene by meshing the grain boundary with a finite number of elements whose lo-
cal properties are defined by MD simulations. Additionally, Shekhawat and Ritchie
[2016] developed a statistical theory of toughness of polycrystalline graphene based
on large-scale MD simulations, but the domains are also restricted to the nanoscale.
The field is missing multiscale models that are appropriate for the typical length
scales seen in experiments. Only upon the development of these models do we have
a means of validating mechanical models of grain boundaries in graphene.
Griffith [1921] was the first to examine the energetics of fracture based upon
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the elasticity solution of a crack of finite length in an infinite plate; the stress field
near a crack tip in a linear elastic solid is formally singular. Barenblatt [1959] and
Dugdale [1960] introduced the concept of a narrow region along the prolongation of
the crack tip that exhibits a nonlinear mechanical response in an attempt to model
the fracture process. The result of the analyses was to “smear out” the crack tip into
a zone within which the cohesive tractions remain finite. Such a Cohesive Zone Model
(CZM) effectively removes the stress singularity from the near crack tip region. The
first implementations of a CZM within the context of FEM was by Hillerborg et al.
[1976] and Needleman [1987] to model failure in two-dimensional deformation states.
Our specimens are much too large to be simulated with atomistic scale resolution.
Therefore, we choose to develop a multiple length scale model that treats the atomic
scale phenomena associated with the rupture of grain boundaries as a traction vs.
separation relationship. In doing so, we are able to consider the competition be-
tween the rupture of grain boundaries and the rupture within the graphene grains.
To that end, we develop a CZM that accounts for the kinematics of fracture in a
membrane and also incorporates the traction vs. separation relationship determined
from previous MD simulations by Guin et al. [2016].
The goal of this chapter is to implement a CZM within a membrane and use it to
model the mechanics of failure during nanoindentation of suspended polycrystalline
graphene monolayers. In particular, we are interested in the competition between
graphene failure in grain boundaries and failure within a grain. We treat graphene
as a membrane (i.e. negligible bending stiffness) that can deform arbitrarily both in
its local tangent plane and in its out-of-plane direction. The challenge to implement
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the CZM within the context of a membrane element is that displacements can occur
in three dimensions, but the CZM opening tractions are confined to the local tan-
gent plane of the deformed graphene. We employ the CZM to simulate a simplified
representation of nanoindentation experiments on free-standing CVD graphene. The
graphene specimen is modeled as a free-standing circular membrane with a single
straight grain boundary following a chord across the circular domain. The distance
of the grain boundary to the indentation point at the center of the membrane is
varied to investigate the transition from intergranular failure to intragranular failure.
Our results predict the existence of a critical threshold distance between the grain
boundary and the indenter tip. Grain boundary fracture occurs if the distance is
smaller than the critical distance. Otherwise, the fracture event occurs within the
grain just as it occurs in single crystal graphene. Since we are only interested in the
incipient failure, dynamic effects are not considered.
This chapter is organized as follows. Section 2.1 introduces the CZM and presents
the kinematic framework to define the tractions and separations across the interface
for a cohesive zone embedded in a membrane undergoing arbitrary deformation in
the context of the finite element method. Section 2.2 presents the FEM model and
boundary conditions for the nanoindentation of a two-grain graphene domain. Finally,
in Section 2.3 examines the transition in failure mechanisms and criteria that govern
the failure of the FEM simulations.
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2.1 Membrane-based cohesive zone model
The objective is to develop a CZM to model the rupture of grain boundaries in CVD
graphene within an FEM framework. Typically, a CZM is implemented in FEM for
two-dimensional deformation states, such as plane stress, plane strain, and axisym-
metric deformation. The challenge here is to implement a CZM within a membrane
element where displacements can occur in three dimensions but the opening tractions
of the CZM are constrained to be within the local tangent plane of the deformed
membrane. CZMs are defined by a traction vs. separation relation. Barenblatt
[1959] alluded to an expected general form of this relationship which is similar in
form to the one seen in Fig. 2.1. The key feature of this relationship is that the
traction reaches a maximum value, σgbm , at some characteristic distance across the in-
terface, δgbn , beyond which is the onset of failure. The superscript ‘gb’ is used refer to
grain boundary properties and ‘g’ to refer to grain properties. Needleman proposed
a specific functional form of a constitutive relationship for an interface for FEM in-
vestigations purely for analytical convenience in the form of a polynomial potential
function based on maximum tractions and characteristic distances for each degree
of freedom involved. By taking derivatives of the potential function with respect to
each displacement degree of freedom, the traction vs. separation relationships can
be recovered. At minimum, for a traction vs. separation description, the following
properties are required for each displacement degree of freedom: (i) a characteristic
distance; (ii) a maximum stress; and, (iii) a fracture energy, represented by the area
under the traction vs. separation curve. Typically, this information is gleaned from
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atomistic scale simulations.
2.1.1 Traction vs. separation relationship
Xu and Needleman [1993] later proposed an exponential form of an interfacial po-
tential function for a two-dimensional deformation state. For analytical convenience,
we have chosen to use this form of the potential function in our CZM investigations,
which is given by

























where φn “ σmeδgbn is the work of normal separation, σm is the maximum stress, δgbn is
the characteristic normal distance, δt is the characteristic tangential distance, Un and
Ut are the normal and tangential separations, q “ φt{φn is the normal-shear coupling
where φt is the work of tangential separation, and r “ Un˚{δgbn is the normal opening
under pure shear where Un˚ is the normal distance after complete separation with zero
normal traction.
For the current investigation, we simplify this model by considering zero normal
opening under pure shear, r “ 0, and that the work of tangential separation is
equivalent to the work of normal separation, q “ 1. This yields the simplified potential
function















The interfacial normal, Tn, and tangential, Tt, tractions are determined by taking












































This relationship is reduced to three independent material parameters. For the
current investigation these are defined as σgbm “ 20.5˘0.5 N{m, δgbn “ 0.06˘0.005 nm,
and δt “ 0.06 ˘ 0.005 nm. Together these three parameters along with the func-
tional form of the traction vs. separation relationship also define the fracture energy,
Γgb “ 2.1 ˘ 0.2 eV{Å. These values were defined from MD simulations performed
by Guin et al. [2016] on experimentally observed CVD graphene grain boundaries
[Huang et al., 2011b]. Guin et al. [2016] is to date the only researcher to extract trac-
tion vs. separation relationships for graphene grain boundaries from atomistic scale
simulations of grain boundary rupture. Their results for the peak traction at failure
are consistent with other atomistic simulations, as reviewed by Zhang et al. [2015b],









Figure 2.1: Traction vs. separation response. Tn from Eq. (2.3) is plotted with
Ut “ 0 from a point of zero opening to complete decohesion, defined as ten times δgbn .
2.1.2 Three-dimensional membrane-based cohesive zone
model kinematics
Since we are modeling a cohesive zone within the context of nanoindentation experi-
ments of polycrystalline graphene, our goal is to allow for a displacement discontinuity
in a bilinear quadrilateral element while generalizing the kinematics of the element
to be a membrane with three degrees of freedom at each node. For this discussion,
we utilize a subscript to identify the degree of freedom and a superscript to identify
the node number for the variables involved. A cohesive zone element can be realized
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through a simple bisection of the quadrilateral element and insertion of four interface
nodes to define the connectivity of the cohesive zone element. This results in a three-
element arrangement with the cohesive zone element encased between two adjacent
plane strain elements.
The main challenge is that the entire membrane element itself is able to deform
to become non-planar. However, we note that the centerline of the cohesive zone
element remains straight even after deformation occurs as long as the vertical sides
of the element remain linear. Therefore, as seen in Fig. 2.2, we choose to apply
constraints such that the edge deformations across the interface of the three-element
arrangement are the same as the original single-element representation (i.e. nodes 1,
3, 5, and 7 remain collinear and nodes 2, 4, 6, and 8 remain collinear).
We apply this bilinear constraint numerically within ABAQUS/Standard by using
a Multiple Point Constraint (MPC) [Hibbitt et al., 2001]. The MPC restricts nodes
3 and 5 each to remain in a straight line between nodes 1 and 7, and restricts nodes
4 and 6 each to remain in a straight line between nodes 2 and 8. While this MPC
constraint would consequently limit the potential for a tangential opening across
the interface, we do not expect significant tangential opening because (i) membrane
elements cannot withstand significant in-plane shear prior to buckling and (ii) the
















Figure 2.2: Multiple Point Constraint of the cohesive zone nodes within the
three-element representation in a general three-dimensional deformation
state. Two bilinear four-node quadrilateral membrane elements connected by a four-
node cohesive zone element. The cohesive zone nodes are represented by nodes 3-6,
the lines to which they are constrained are indicated by the dotted lines, and the nodal
constraint is represented by the sets of parallel solid lines that border the cohesive
element nodes. On the right, this linear MPC is generalized for a single arbitrary
cohesive zone node.
Once the kinematics of deformation have been resolved, the primary remaining
challenge with implementation is defining the normal, Un, and tangential, Ut, openings
for a membrane-based cohesive zone element. The following kinematic formulation
is an extension from the two-dimensional formulation introduced by Becker [1988].
Unlike the two-dimensional case, the four cohesive zone nodes do not remain coplanar
for an arbitrary strained state. We must account for both stretching, as well as
twisting, in defining Un and Ut across the interface. The undeformed reference state
of the cohesive zone element is shown in Fig. 2.3. The interface is divided into two
sides, α and β, and separations are to be defined for each side of the element. For
a general out-of-plane deformation state of the cohesive zone element, on the right
in Fig. 2.3, it is immediately apparent that at least two Cartesian local coordinate
systems are required, one for each side of the element, to account for the twisting of
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the element along the interface axis. As shown in Fig. 2.3, (nα, t, bα) is defined for
side α and (nβ, t, bβ) is defined for side β.
Uαn, Uαt, Uβn, and Uβt, are determined from the nodal displacement vectors for
each side with respect to the corresponding local coordinate system. Subsequently,








































Figure 2.3: Kinematics of a three-dimensional four-node membrane-based
cohesive zone element. A schematic of the reference state (on the left) of the
undeformed four-node cohesive zone element to a general out-of-plane deformation
state (on the right).
There still persists a complication. The planes within which the interfacial trac-
tions are determined, defined by bα and bβ, do not coincide with the local tangent
plane at each cohesive zone node on the corresponding side. This is a result of twist-
ing of the element. The forces must remain in-plane when being transmitted to the
adjacent membrane elements across the cohesive zone. Thus, the calculated nodal
tractions are projected onto the local tangent plane for each node. As long as suffi-
ciently small elements are chosen along the grain boundary, the elemental twist will
be minimal and the error introduced from this projection will be negligible.
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2.2 Finite element method simulations
We implement the membrane-based cohesive zone model in an FEM simulation of the
nanoindentation of freely-suspended circular membranes of polycrystalline graphene
using ABAQUS/Standard [Hibbitt et al., 2001]. First, we consider the complexi-
ties involved with the experiment based on observations of suspended membranes
[Lee et al., 2013]. One such suspended membrane imaged with DFTEM is seen in
Fig 2.4a. DFTEM and diffraction patterns of suspended membranes reveal that the
grain boundaries are not straight and can even be jagged depending on the grain
growth morphology and relative orientation to adjacent grains. Depending on the
average grain size of the CVD graphene growth, a suspended circular membrane of
a given diameter will have a correlated number of grains (and grain boundaries) in
its domain. This change in density of grain boundaries will affect the probability of
the indenter tip to encounter and activate failure along a grain boundary and will,
therefore, influence the probability of failure.
Huang et al. [2011b] performed atomic scale imaging of CVD graphene grain
boundaries through High-Resolution TEM (HRTEM) that revealed three additional
important details: (i) significant nonlinearity of grain boundary paths, (ii) adjacent
grains typically have asymmetric tilt in crystallographic orientation, and (iii) the
atomic configuration of the grain boundaries is atomically complex, composed of
non-periodic sequences of primarily pentagonal, hexagonal, and heptagonal rings. In
Fig. 2.4, we show how the domain is simplified for these initial investigations from its
exact experimentally observed grain structure in Fig. 2.4a to a circle with a chord to
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Figure 2.4: Simplification of the domain of a suspended polycrystalline
graphene membrane. (a) A false-colored DFTEM image of an experimentally
observed membrane. Each color corresponds to a graphene grain of which the rel-
ative orientation is measured from observing the diffraction pattern. (b) The exact
representation of (a) in an FEM domain. (c) A simplified representation with a single
straight grain boundary and aligned orientations.
The simplified domain shown in Fig. 2.4c is used as a model that contains the
minimum salient features necessary to study the failure mechanisms of graphene.
A perspective view of the FEM model is shown in Fig. 2.5b. The diameter of the
membrane is φmem “ 1µm to match the experiments. The distance, d, is defined as
the perpendicular length from the chord to the center of the circular domain. We
assume there will be some critical threshold distance, dc, for which failure will occur
within the grain boundary (i.e. d ă dc), whereas failure will occur within the grain
for d ą dc. As a result, the domain has two grains and for simplicity we specify the
crystallographic orientation of each grain to be the same for these initial simulations.
The indenter tip is positioned immediately above the center of the membrane
and is modeled as a rigid sphere of radius, rtip “ 16.5 nm, corresponding to the ra-
dius of the indenter tip used in experiments [Lee et al., 2008]. The fracture load
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experimentally depends on rtip, but for simplicity we do not vary rtip in these sim-
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Figure 2.5: (a) The crystal structure of a single graphene grain with mate-
rial orientation. The black dots represent the carbon atoms and the straight black
lines represent the covalent bonds between atoms. (b) A perspective view of
the problem domain of a suspended circular two-grain graphene membrane
with a single straight grain boundary subject to nanoindentation. The bot-
tom center of the figure provides a magnified view of the center of the membrane.
The mechanical response of each grain is modeled with the experimentally-
validated 5th-order nonlinear anisotropic elastic constitutive relationship described
previously [Wei et al., 2009, Wei and Kysar, 2012]. The grain boundary is modeled
with the CZM proposed in Section 2.1.2 using the traction vs. separation relationship
and material properties described in Section 2.1.1. These properties are implemented
in ABAQUS/Standard as a User Material (UMAT) and a User Element (UEL), re-
spectively [Hibbitt et al., 2001].
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2.2.1 Failure identification
Since grain failure occurs near the theoretical maximum strength for graphene, there is
a fundamental challenge in analysis within FEM. As a nonlinear material approaches
its maximum strength, the tangent stiffness approaches zero (i.e. material softening);
this leads to numerical difficulties in converging to an equilibrium solution [Gao and
Bower, 2004, Gao, 2006]. As Wei and Kysar [2012] demonstrated for single crystal
graphene using a technique introduced by Gao and Bower [2004], this issue may
be overcame by introducing a negligible amount of fictitious viscosity, νf , in the
constitutive relationship to cause sufficient damping such that convergence is achieved
but the equilibrium solution is not significantly compromised. The implementation
is verified successfully with in-plane uniaxial and equibiaxial strain simulations of
graphene. However the same is not true for the nanoindentation simulations due to
non-negligible material strain rates that manifest immediately beneath the indenter
tip. The viscosity term causes an overshoot in the maximum grain strength, σgm, by
about 4´ 5%. We compromise here to facilitate convergence and select νf such that
Fc matches the experimental results [Lee et al., 2008]. The effect of νf on σgm and Fc
is considered in more detail in later analyses.
While failure within the grain boundary is simply identified by the material point
along the boundary that reaches σgbm , the identification of failure within the grain is
less straightforward. In principle, the structural instability would be at the point
the FEM solver can no longer converge to a solution and the system cannot store
another increment of strain energy. This identification method is not directly reliable
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because νf becomes significant due to an exponential increase in the material strain-
rate, 9η, near the point of structural instability; this in turn results in an artificial
spike in the stress field greater than the maximum possible stress of the material.
However, upon closer inspection, we note some important observations: (1) the stress
field is fully-developed prior to the 9η induced spike, (2) the local stress maxima in
the fully-developed stress field corresponds to the expected maximum stress of the
material (accounting for the expected 4 ´ 5% artificial inflation from νf ), and (3)
the transition to non-physical stress quantities is clearly marked by an inflection
point when plotting the stress-strain response of the maximum stress point in the
fully-developed stress field. Therefore, with these observations in mind, we utilize
this inflection point to identify grain failure due to the structural instability. The
validity of this method is confirmed through experimental validation with existing
experiments and self-consistency in the subsequent analyses.
2.3 Results and discussion
The onset and mode of failure is identified for each d and the corresponding critical
fracture load, Fc, (the reaction force on the indenter tip at fracture) is recorded.
In Fig. 2.6, we plot d vs. Fc to visualize the transition in failure modes and gain
insight into factors that may influence the probability of failure. To ensure that
our numerical implementation is self-consistent, we verified that the normal traction
within the grain boundary at incipient failure is equal to the maximum stress of the
traction vs. separation relationship.
25
There are three distinct regions to consider in Fig. 2.6 that we label as regions I, II,
and III. In region I, the grain boundary is in contact with the indenter tip at the time
of failure; the relationship between d and Fc is nonlinear and failure occurs within
the grain boundary. As d increases into region II, the relationship between d and
Fc becomes linear, but failure still occurs within the grain boundary. The transition
from region II to III marks the critical distance, dc, where the failure mechanism
shifts from grain boundary failure to one of structural instability within the grain. In
region III, the value of Fc plateaus and failure occurs at a constant maximum fracture
load independent of d.
The transition in failure mechanism between regions II and III that occurs at about
dc „ 35 nm is for the specified indenter tip radius and CZM parameters. As depicted
in Fig. 2.6, for d ă dc, the grain boundary traction reaches its maximum strength
prior to the point where graphene reaches its intrinsic strength. The onset of failure
within the grain boundary is identified by the cohesive zone element that first reaches
its maximum stress, σgbm , as defined by Eq. (2.3) and shown in Fig. 2.1. This point
represents the moment before void nucleation within the grain boundary. Otherwise,
for d ą dc, the material within the graphene grain reaches its peak strength and failure
occurs due to a structural instability. The critical force for failure becomes constant
because with increasing d the tractions in the grain boundary will only decrease and
the grain will always rupture at the same fracture load.
Let us examine each of the three regions of Fig. 2.6 in more depth and consider
the dependent parameters that influence the critical fracture load. Understanding
these features is crucial for beginning to deconstruct the probability of failure of
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polycrystalline graphene.
In region I, the relationship between d and Fc is nonlinear for d À rtip{2. This
response is likely due to contact effects between the indenter tip and the grain bound-
ary at the time of failure. Consider the radius of contact between the indenter tip and
the suspended membrane. The critical indentation depth, δc, of pristine graphene at
rupture for an indenter radius of rtip “ 16.5 nm and a membrane diameter of 1µm
is δc “ 104 nm. With the introduction of a grain boundary in close proximity to the
indenter tip, the indentation depth is less due to activation of the grain boundary
defect (δc ă 70 nm). Therefore, only a fraction of the tip radius is in contact with
the membrane upon failure. The distance beyond which the grain boundary is no
longer in contact with the indenter tip at failure is determined to be d “ 8 ˘ 1 nm.
Note that this value is only slightly lower than rtip{2. It is reasonable to hypothesize
that the nonlinearity in region I depends on the contact area between the indenter
and the grain boundary and, hence, is a function of rtip, φmem, and δc. In turn, δc is
dependent on the properties of the grain boundary and grain.
Additionally, nanoindentation experiments on single crystal graphene have demon-
strated that a larger indenter radius leads to a larger Fc, and therefore an increase
in δc [Lee et al., 2008]. Thus, a larger radius tip would result in an increased contact
area upon failure. Hence, it is reasonable to suspect that the transition distance from
region I to II would also increase with larger rtip under constant material properties.
In region II, there is clearly a linear relationship between d and Fc. The grain
boundary is at a sufficient distance from the indenter tip in that it is unaware of the
tip’s finite curvature and can be treated as a point load. Therefore, it is reasonable
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to expect Fc to be independent of rtip. This hypothesis is supported by considering
stress as a function of radial position upon failure of pristine graphene. Wei and
Kysar [2012] showed that for a similar domain and boundary conditions, but in the
absence of a grain boundary, there is a fairly linear relationship between stress and
radial position for distances between 10 nm and 30 nm. It is reasonable to suspect
that this linear relationship would translate to a linear relationship between Fc (i.e.
the grain boundary reaching σgbm ) and d within region II.
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Figure 2.6: Failure analysis for a suspended circular graphene membrane
subject to a 16.5 nm radius indenter tip with a single straight grain bound-
ary at varying distances, d, from the indentation point. The force beneath
the indenter tip at the moment of failure, Fc, is plotted as function of grain boundary
distance to the indenter tip, d.
The behavior in region III becomes synonymous to the failure of a single crystal
graphene membrane. The critical failure load becomes constant at Fc “ 1638 nN
for dc ă d where failure occurs within the grain due to a structural instability. The
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membrane failure is essentially unaware of the presence of the grain boundary. There-
fore, Fc becomes independent of d in this region. As a result, the transition between
failure mechanisms occurs abruptly with increasing d. Again, we know from experi-
mental observations that Fc in region III is dependent on rtip [Lee et al., 2008]. While
the breaking force will remain constant with increasing d, Fc will increase with rtip,
and vice versa. For a specified Fc, as rtip increases, the contact area between the
indenter and the membrane also increases. As a result, the force on the indenter is
spread out over a larger area and this translates to a lower stress in the film (i.e.
force/area). Therefore, a greater Fc is required to reach the critical breaking strength
of the membrane to cause failure.
Our results show that failure is dominated by the details of the stress concentra-
tions near the tip. In this region, the membrane is made taut due to the loading of
the indenter tip. While this may increase the depth of indentation for a given force, it
will not affect the details of the stress concentration. Therefore, we do not expect the
presence of ripples or wrinkles in the film to affect the force at which failure occurs.
An additional important observation from these simulations is that the failure analy-
sis for graphene with this set of CZM parameters would not be significantly affected
by graphene’s material anisotropy if a different crystallographic orientation of the
graphene were employed. The nanoindentation of a circular suspended membrane
imposes an approximately equibiaxial stress state in the region below the indenter
tip. Wei et al. [2009] showed that graphene’s material response does not become
anisotropic until „ 15 % strain. For these CZM parameters, the grain boundary rup-
tures at „ 7 % strain, well below the threshold at which graphene begins to exhibit
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anisotropic behavior. Hence, these results would hold for any variety of aligned or
mismatched grain orientations and the threshold distance, dc, that defines the transi-
tion between failure modes can be considered the threshold radius, instead. However,
if the strength of the grain boundary is very close to that of the pristine material,




Probability density function for two-dimensional materials
Almost all materials exhibit some degree of stochastic behavior in their properties.
This probabilistic nature can lead to some very interesting observations. In particular,
the mechanical properties of materials are heavily influenced by the statistical distri-
bution of crystallographic defects, such as dislocations, grain boundaries, and atomic
vacancies. It is not only of fundamental interest to understand how these defects
may positively/negatively effect the material properties, but it also holds practical
importance because these defects are an inevitable consequence of current scalable
manufacturing methods.
While there are a large number of atomistic modeling publications that investigate
the details of various grain boundary morphologies [Wei et al., 2012, Rasool et al.,
2014, Grantab et al., 2010, Guin et al., 2016], there are very few that examine the
effects of a statistical distribution of grain boundaries on the mechanical properties.
Alian and Meguid [2017] and Shekhawat and Ritchie [2016] are the most prominent
publications that consider the fracture strength of grain boundaries in graphene and
provide insight into the statistical behavior of failure. These investigations have two
fundamental limitations when compared against experiments. First, their studies are
restricted to nanocrystalline structures; a much smaller grain size than observed ex-
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perimentally. Second, and perhaps more importantly, their mechanical loading consist
of uniaxially straining a sheet to failure, which is inconsistent with current experimen-
tal capabilities and methods. Two-dimensional materials are typically measured via
nanoindentation of suspended membranes in order to avoid edge effects. Subjecting
a two-dimensional material to a traditional uniaxial loading test results in premature
failure dominated by the geometric details of the free edge and not necessarily the
characteristics of the material.
Our goal is to construct a Probability Density Function (PDF) for two-dimensional
materials within the context of nanoindentation experiments. This chapter is an ex-
tension of the previously introduced Finite Element Method (FEM) based multiscale
model from Chapter 2 that determined the effect of grain boundary distance on the
critical failure load. Herein, we first investigating the effect of varying two key pa-
rameter: the indenter tip radius and the grain boundary maximum strength. We
define dimensionless groups that fully account for the indenter tip curvature and
partially accounts for the grain boundary strength. Additionally, as a consequence
of overcoming computational difficulties, these dimensionless groups account for the
material strain rate at failure and a fictitious viscosity term (a necessary user-defined
construct for convergence). Subsequently, a piecewise continuous functional relation-
ship is defined between the critical failure load and the grain boundary distance from
the indenter tip.
As a first step in accounting for a two-dimensional polycrystalline grain structure
that may have some distribution in grain areas and edge lengths, an analytical PDF
of the shortest perpendicular distance to the nearest boundary is calculated based on
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a simple symmetric hexagonal structure. A PDF of the critical failure load is readily
defined with the use of the functional relationship between the critical failure load
and the grain boundary distance. In an effort to compare the PDF to the experimen-
tally observed histograms, we perform a numerical convolution between the PDF and
a Gaussian distribution that represents the error in the measurement; the resulting
convoluted PDF is compared against experiments with respect to the primary experi-
mental and material parameters. Lastly, more realistic grain structures are considered
that better resembles experiments through a Voronoi tessellation. Conveniently, with
the appropriately selected dimensionless group, we find that the hexagonal-based
structure PDF and the Voronoi-based structure PDF are identical within a realistic
experimental domain. Therefore, we find that the semi-analytical PDF of the critical
failure load based on the hexagonal grain structure is generously applicable within a
typical experimental domain.
The PDF derived here provides a platform for a range of experimental and an-
alytical investigation, such as: (1) validating mechanical models of grain boundary
behavior and fracture; (2) understanding of the influence of the grain morphology
and grain boundary distribution on the statistics of failure; (3) performing an inverse
analysis with experiments to quantify the grain boundary strength from experiments;
and (4) analyzing the results of nanoindentation experiments of suspended polycrys-
talline two-dimensional materials.
This chapter is organized as follows. In Section 3.1, we formulate a functional
relationship between the critical failure load and the grain boundary distance that
accounts for the indenter tip radius and the grain boundary strength. In Section 3.2,
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we analytically derive a PDF for the critical failure load based on a hexagonal grain
structure and take into account the experimentally observed error through a numerical
convolution. In Section 3.3, we numerically consider more realistic grain structures
through a Voronoi tessellation and compare it against the hexagonal tessellation PDF.
3.1 Functional relationship: critical failure load vs.
grain boundary distance
As a first step in the development of the probability density function (PDF), we de-
fine a functional relationship between the critical failure load, Fc, and the shortest
perpendicular distance from the indenter tip to the closest grain boundary, x. In ad-
dition, we want to understand how key experimental and material parameters effect
this relationship. The goal in this section is to define a piecewise continuous function
between Fc and x that accounts for these key parameters. An encompassing func-
tional relationship lends a more descriptive and flexible PDF for direct analysis of the
nanoindentation experiments, as well as provides a more fundamental understanding
of the influencing factors that lead to failure.
The nanoindentation experiment consists of suspending a two-dimensional ma-
terial over a circular well and deflecting the center of the membrane with an near-
hemispherical nanoindenter tip to material failure. The force, F , and the position,
δtip, of the nanoindenter tip are measured directly. There are three primary indepen-
dent experimental parameters to consider: the indenter tip radius, rtip; the membrane
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diameter, φmem; and the membrane thickness, hmem. We employ the subscript ‘mem’
and ‘tip’ to reference the membrane and indenter tip properties, respectively. rtip is
the most important experimental parameter because it is the most influential variable
on Fc, it cannot easily be tuned, and it can vary significantly between manufactur-
ers. Qualitatively consider equal applied constant loads in the same nanoindentation
experiment; a smaller rtip results in a larger stress concentration because the force is
constrained to a smaller area and a vice versa is true for a larger rtip. The remaining
experimental parameters have a smaller influence on Fc. It has been shown theoreti-
cally by Bhatia and Nachbar [1968] and experimentally by Lee et al. [2008] that φmem
has a negligible effect on Fc while rtip ăă φmem and F is large. Additionally, since
hmem ăă rtip, it is reasonable to treat two-dimensional materials as true membranes
(i.e. zero bending rigidity) within this context. Therefore small changes in hmem
would have a negligible effect on Fc.
The important independent material parameters considered include: the grain’s
maximum strength, σgm; the grain’s mechanical stiffness, Egm; the grain boundary’s
maximum strength, σgbm ; and the grain boundary’s fracture strength, Γgbm. A su-
perscript of ‘g’ and ‘gb’ is used to distinguish between grain and grain boundary
properties, respectively. Considering single crystal graphene (i.e. within the grain),
Wei et al. [2009] derived a 5th-order nonlinear anisotropic elastic constitutive rela-
tion based on first principles calculations and later validated it against experiments
through a multiscale model using the Finite Element Method (FEM) [Wei and Kysar,
2012]. The precise properties of graphene grain boundaries, however, have remained
elusive. It is of fundamental interest to understand how σgbm and Γgb effect this func-
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tional relationship.
While Molecular Dynamics (MD) studies find inconsistent results for σgbm [Zhang
et al., 2015b], the same is not true for Γgb. As discussed and verified in detail by
Guin et al. [2016], values for Γgb for graphene are consistent on three fronts when
accounting for the phenomenon of bond trapping: (1) the work of separation from
the MD simulations [Hillerborg et al., 1976, Shet and Chandra, 2002], (2) an energetic
analysis for crack propagation [Griffith, 1921], and (3) the empirically derived fracture
toughness of polycrystalline graphene from experiments [Zhang et al., 2014a]. The
plausibility that σgbm values from MD simulations are inaccurate is easily rationalized.
As is common in MD studies of graphene, Guin et al. [2016] employs the second
generation Reactive Empirical Bond Order (REBO) interatomic potential function
[Brenner et al., 2002]. It is well-known that this potential function underestimates the
maximum strength of graphene at finite strains [Khare et al., 2007, Pastewka et al.,
2008]; this is a current fundamental limitation of MD potential functions. Therefore
the following investigation will focus on the effects of rtip and σgbm on Fc.
3.1.1 Finite element simulations
Herein, we use the multiscale model and analysis methodology introduced in Chap-
ter 2 to perform a parameter study to understand the effect of rtip and σgbm . Each
set of investigations will be referred to as a failure analysis. The general form of the
failure analysis is shown in its general form in Fig. 3.1a with grain boundary distance,
x, on the x-axis and the critical failure load, Fc on the y-axis. There are three notable
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regions define by three sets of critical points. Region I references a nonlinear response
where failure occurs within the grain boundary and is in closest proximity to the
indenter tip. This region is defined between critical points (0, F0), representing the
minimum failure load when the grain boundary is immediately beneath the indenter
tip, and (x1, F1), identifying the change in curvature to a linear response. Within
region II, defined between critical points (x1, F1) and (x2, F2), failure persists within
the grain boundary, but the linear response implies there is a diminished effect from
the indenter tip curvature. Lastly, the plateaued response on region III, identified
beyond critical point (x2, F2), references failure within the grain where Fc becomes
independent of x. Importantly, x2 identifies the critical transition distance from grain
boundary to grain failure and F2 represents the maximum failure load based on the
maximum strength of the grain.
First rtip is varied over a range typically observed in nanoindentation systems:
10 nm to 30 nm. As can be seen in Fig. 3.1b, while the location of the critical points
varying with changing rtip, the salient features of the three failure regions clearly
remain evident. As expected, Fc scales directly with rtip in regions I and III. A larger
rtip leads to a lower stress concentration requiring a higher Fc to achieve failure. The
curvature in region I also demonstrates a dependence rtip; the curvature decreases with
increasing rtip. In region II, while there is a minor dependency on the y-intercept,
the slope is independent of Fc.
Next we study the isolated effect of σgbm by varying it from about 50% to 90%
of σgm, specifically from 15 N{m to 30 N{m, while keeping the fracture energy con-
stant at Γgb “ 2.1 ˘ 0.2 eV{Å. The remaining parameter of the CZM, δgbn , is readily
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determined from the fracture energy relationship given by Γgb “ eσgbmδgbn [Xu and
Needleman, 1993]. Fig. 3.1c shows the results of the failure analysis. Again, all three
failure regions remain present, but with some important shifts. In region I, both the
curvature and the transition distance between regions I and II, x1, increase with σgbm .
Contrary to the effect of rtip in the same region, the slope in region II shows a strong
dependency. Also, in both regions I and II, Fc increases with increasing σgbm . Clearly,
there is no effect on Fc in region III since the properties within the grain were left
unchanged. However, there is a clear effect on the critical transition distance, x2;
with increasing σgbm , the distance within which the grain boundary must be to the
indenter tip to initiate failure becomes much smaller. If we consider the limit of σgbm
to σgm, we expect a constant Fc with x equivalent to F2 (i.e. solely grain failure); this
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Figure 3.1: FEM failure analysis result plots for x versus Fc. (a) The general
form of the failure analysis with labeled critical points and failure regions. (b) The
failure analysis for varying rtip. (c) The failure analysis for varying σgbm .
Our goal is to generate one encompassing piecewise continuous function through
these results that relates Fc and x and accounts for the effect of rtip and σgbm . We
accomplish this in two steps: first, we fit the data in Fig. 3.1b and Fig. 3.1c; and sec-
ond, we identify the appropriate dimensionless groups to nondimensionalize the fitted
curves such that they collapse onto a single curve. However, upon closer inspection
of the σgbm failure analysis in Fig. 3.1c, it becomes clear that the curves cannot be eas-
ily normalized . There cannot be a single dimensionless group that could normalize
Fc such that it simultaneously satisfies the σgbm -dependent Fc at x “ 0 and the σgbm -
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independent Fc in region III. However, there are some important scaling observations
that can be determined for separate regions, as well be discussed later.
Therefore, in the following analysis, we adjust the fitting parameters and perform
the dimensional analysis primarily on the rtip failure analysis. Recall that this failure
analysis is performed with σgbm “ 20.5 N{m, the results of the MD simulations per-
formed by Guin et al. [2016]. Therefore, in order to account for a different σgbm value,
the same methodology and general scaling we present here applies, but there is not
a single closed-form expression that accounts directly for its contribution.
3.1.2 Fitting the data
Our objective is to obtain a piecewise continuous functional relationship between Fc
and x. As an initial step, we accomplish this by fitting each of the rtip failure analyses
in Fig. 3.1b with a piecewise continuous function through the method of least squares.
For each rtip, region I is well-fit with a parabolic function, region II with a linear
function, and region III, clearly, with a constant function. We considered alternative
fitting functions for region I, such as an elliptical function, but the coefficients lacked
physical meaning and reasonable trends with changing radii indenter tip. In general,




2 ` aI1 x` aI0 @ 0 ď x ă x1
aII1 x` aII0 @ x1 ď x ă x2
aIII0 @ x2 ď x
(3.1)
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where f represents the critical failure load function and aijprtipq are the polynomial
coefficients which depend on the critical points determined from the least squares
fit. Here we use a superscript to indicate the region and a subscript to differentiate
coefficients. It is convenient to express the piecewise continuous function defined in
Eq. (3.1) with respect to the critical points in order to directly see their dependency,
















@ x1 ď x ă x2
F2 @ x2 ď x.
(3.2)
3.1.3 Dimensional analysis
In an effort to reduce the curves in Fig. 3.1b to a single expression, as well as under-
stand precisely how they scale with rtip, we apply the Buckingham Π theorem. There
are two convenient repeating parameters involved in this system: rtip and σgm. σgm is
useful because it is the upper limit of the mechanical strength of the polycrystalline






“ f¯ Π2 “ x
rtip
“ x¯, (3.3)
where Fc is normalized by the product of rtip and σgm and x is normalized by rtip.
For clarity, we redefine the dimensionless parameters as f¯ and x¯. By applying the
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dimensionless groups from Eq. (3.3) to Eq. (3.1), a dimensionless form of the piecewise
continuous function is given by










































In Fig. 3.2a, we plot the normalized piecewise continuous function in Eq. (3.4)
for each set of critical points from the rtip-based failure analysis. As can be seen,
the five curves fall right on top of one another, indicating the appropriate selection
in dimensionless parameters with respect to scaling with rtip. However there is a
discrepancy in region III (i.e. when failure occurs within the grain). This is best
understood by considering two important details: (1) the failure mechanism of single
crystal graphene, and (2) the numerical implementation of the constitutive law used
to model single crystal graphene.
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Figure 3.2: Normalized rtip failure analyses of x versus Fc. (a) Normalization
with respect to Eq. 3.3. (b) Normalization with respect to Eq. 3.6; including the
effects of νf and 9η.
As discussed in detail in Section 2.2.1, failure in defect-free graphene occurs due to
a structural instability; failure occurs around the maximum strength of the material
and the material points immediately beneath the indenter tip are subject to finite
strains. In order to resolve this mechanism numerically, a small amount of fictitious
viscosity, νf , is added to the constitutive relationship as a single fitting parameter; this
viscosity term is dependent on the material strain rate, 9η. While the only difference
between the failure analyses plotted in Fig. 3.1b is the changing rtip, changes in rtip
cause significant changes in 9η near failure; this has a non-negligible effect on the
resultant Fc. Therefore it is necessary to account for the effect of νf in the scaling
of Fc. Through direct inspection, we found that the most suitable dimensionless
quantity to properly scale Fc and x is given by
Π3 “ p 9ηiνf q1{4. (3.5)
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This dimensionless group is combined with the previous ones given in Eq. (3.3) to






mp 9ηiνf q1{4 “ f¯
˚ Π5 “ Π2
Π3
“ x
rtipp 9ηiνf q1{4 “ x¯
˚,
(3.6)
For convenience we refer to these adjusted dimensionless groups by f¯˚ and x¯˚. Accord-
ingly, the dimensionless form of the piecewise continuous function given in Eq. (3.1)
with the adjusted dimensional groups given in Eq. (3.6) becomes











































where we let ν˚ “ p 9ηiνf q1{4 to condense the overall expression.
In Fig. 3.2b, Eq. (3.7) is plotted with respect to the critical points from the rtip
failure analysis. As can be seen, the five curves from Fig. 3.1b have completely col-
lapsed onto a single curve, verifying that the expression found in Eq. (3.7) accurately
captures the effect of rtip, νf , and 9ηi on Fc and x. With consideration of the σgbm
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failure analysis seen in Fig. 3.1c, a single dimensionless group that could reduce all
of the curves onto a single curve may not be possible.
3.2 A hexagonal grain structure
Our goal is to develop a probability density function (PDF) of Fc based on some
two-dimensional grain structure. Considering the functional relationship between Fc
and x proposed in the previous section, the next step is to consider some distribution
of grain boundaries. In this section we consider a simple symmetric hexagonal grain
structure, such as the one shown in Fig. 3.3a. This structure is advantageous for
three reasons: (1) due to symmetry, we need only consider a small fraction of a single
domain, (2) a PDF of the distance between any point within the domain and the
closest boundary can be determined analytically from geometry, and (3) constructing


























Figure 3.3: Schematic of the calculation for the PDF of the shortest perpen-
dicular distance to the closest boundary for a two-dimensional hexagonal
grain structure. (a) A hexagonal domain with edge length, L, with the 1{12th re-
duced domain shaded. (b) The 1{12th domain with appropriate dimensions and local
coordinate system defined. (c) The 1{12th region with a differential region, dA˚, con-
sidered at some distance from the boundary for calculating the PDF. The equation
of the line is highlighted and stated to determine the vertical contribution to dA˚.
First the PDF of the shortest perpendicular distance is calculated between a point
in the domain and the closest grain boundary. This point represents the stochastic
nature of the indenter tip location relative to some grain boundary environment as
it approaches the center of the suspended membrane. The following assumptions
are made: (1) every point in the domain is equally weighted, (2) the closest grain
boundary fractures without any effect of other nearby grain boundaries, and (3) triple
points bear no special fracture characteristics (i.e. they are not yet considered). As
shown in Fig. 3.3a, let A represent the area of a single hexagonal domain and L
represent the edge length of the hexagon. A and L are the two fundamental variables
that define this hexagonal grain structure geometry; in this context they are related
to one another by A “ 3?3L2{2. Due to the symmetry of the domain, we need only
consider one-twelfth of a single domain, as is represented in Fig. 3.3a. The resulting
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CDF can be determined from Figs. 3.3b-c and is given by



















Considering the geometry of this domain and the simplifying assumptions made, it is
not surprising the PDF in Eq. (3.9) is linear. The relative likelihood of the indenter
tip being some distance, x, from the grain boundary is highest closest to the grain
boundary because there is a higher percent area in this region; similarly, the relative
likelihood is lowest towards the center of the grain.
It is convenient to perform dimensional analysis on pGB so the effect of A and
L are understood and Eq. (3.9) is made non-dimensional. This is especially impor-
tant when comparing PDFs derived from non-uniform grain boundary distributions.
We choose to normalize PGB first and then differentiate to obtain the normalized
form of pGB to circumvent the nonphysical units of pGB. From Eq. (3.8), PGB is
already dimensionless and x has units of length. While it is common to normalized
a polycrystalline grain structure with respect to
?
A (or even L sometimes), we find
the ratio A : L is the most suitable choice for this problem domain. Therefore the
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In the case of non-uniform grain structures, A and L would be averaged quantities.
All three of these normalizing factors are valid, but A{L provides a unique advantage
that will become clear in Sec. 3.3. The resulting dimensionless form of pGB is given
by the expression
p¯GBpxq “ 6´ 18x¯. (3.11)
It is interesting to note that this dimensionless group results in the simplest normal-
ized form of Eq. (3.11) compared to the other more commonly used dimensionless
groups.
Finally, the PDF of Fc is readily determined by inverting Eq. (3.2) and substituting
it into Eq. (3.9). In this formulation we assume that the grain size is sufficiently large
that both modes of failure are observed; formally for the hexagonal structure this
requires x2 ă
?
3L{2. Recall that x2 scales directly with rtip. If we consider the
largest typical indenter tip, rtip “ 40 nm, then x2 “ 73 nm for σgbm “ 20.5 N{m;
this corresponds to L “ 84 nm. Two-dimensional grain sizes are typically referenced
with respect to the lateral grain size, llat. For a hexagonal grain structure, llat is
reasonably estimated as llat “ 2L “ 168 nm. Typical grain sizes seen in the literature
are at minimum llat ą 1µm; therefore this assumption is well-supported. However,
the general methodology presented here could readily be applied to nanocrystalline
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grains where failure is completely dominated by the grain boundary.























` x2 @ F2 “ Fc,
(3.12)
where H is the Heaviside function, a consequence of inverting the constant function










































































@ F2 “ Fc,
(3.13)
where the superscript ‘FL’ (denoting the “failure load”) is employed to identify this
CDF for Fc. The general form of Eq. (3.13) is shown in Fig. 3.4a. Region I is
defined between F0 and F1 by a square root function increasing from zero; clearly,
for all Fc ă F0 failure will not occur. Region II is defined between F1 and F2 and
consists of a positive increasing parabolic function. In Region III, the likelihood of
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failure abruptly jumps to 1 for Fc ě F2; mathematically, this is a consequence of
the Heaviside function and any Fc in this region will cause failure. In Fig. 3.4b, the
effect of changing rtip on P FL is shown with A held constant. As can be seen in
Fig. 3.4b and understood through Eq. (3.8), the severity of the discontinuity depends
on the ratio between the grain size and the indenter tip radius: A{rtip. An increase in
A{rtip increases the step size and a tendency towards grain failure while, conversely,
a decreases in A{rtip results in a decrease in the step size and a tendency towards
grain boundary failure.

















Figure 3.4: The CDF of Fc for a hexagonal domain. (a) The general form of
the CDF from Eq. (3.13) with the critical points labeled. (b) A comparison of CDFs
from Eq. (3.13) for varying rtip.



















































@ F2 “ Fc.
(3.14)
where δ is the Dirac Delta function and its general form is plotted in Fig. 3.5. As
expected from the mathematical descriptions in Eq. (3.14), singular peaks appear at
F0 and F2. The left peak in Fig. 3.5, the relative likelihood of F0 asymptotically
approaches infinity from the right. The magnitude of this peak is a measure of the
grain boundary distribution; the higher the peak, the higher the density of grain
boundaries and the higher the likelihood for grain boundary failure (and vice versa).
Similarly, the peak on the right at F2, where failure occurs within the grain, is a
measure of grain size; the higher the peak, the larger the grains and the higher the
likelihood of grain failure. More important is the ratio between these peaks because
it directly illustrates the competition between both failure modes.
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Figure 3.5: The PDF of Fc for a hexagonal domain. The general form of the
PDF from Eq. (3.14) with the critical points labeled.
3.2.1 Accounting for the large experimental standard
deviation
Upon comparison of pFL with experimentally measured histograms for polycrystalline
graphene by Lee et al. [2013], it is immediately apparent that the general form of the
distribution differs significantly. A direct comparison of these two histograms can be
seen in Fig. 3.6a. The experimental histogram more closely resembles a skewed Gaus-
sian distribution. In an effort to understand this large discrepancy, let us consider the
experimental results specifically for single crystal graphene (i.e. free of grain bound-
aries) in Fig. 3.6b [Lee et al., 2008]. The distribution is approximately Gaussian with
a mean about the grain’s critical failure load. Since measurements have demonstrated
that single crystal graphene is essential free of defects [Stolyarova et al., 2007], it is
expected that the material fail are the same Fc each measurement. However, as can
be seen in Fig. 3.6b, this is not what is observed; there is a fairly large standard
deviation, σstd “ 568.4 nN. The magnitude of σstd is much larger than the instrument
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error of the tool („ 3 nN) [Keysight]. While the precise source of the error remains
unclear, it can be measured from the experimental results and therefore be accounted
for directly in our model. We can accomplish this mathematically by performing a
convolution between the measured Gaussian distribution of the error and Eq. (3.14).
This allows us to make an immediate comparison between our model with previous
experiments that may provide valuable insight into future experiments.
 F0  F1  F2


































Figure 3.6: Comparison with experimental results. (a) pFL from Eq. (3.14)
compared against experimental nanoindentation results of small grain CVD grown
graphene. (b) Experimental nanoindentation results of mechanically exfoliated (single
crystal) graphene fit with a Gaussian distribution. (Experimental data reprinted with
permissions from Lee et al. [2013]. Copyright [2013], AAA Science)
By approximating the distribution in Fig. 3.6b as Gaussian and performing a








Next, the convolution of Eq. (3.14) and Eq. (3.15) is given by







gpFc ´ τqpFLI pτqdτ `
ż F2´
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where the roman numeral subscripts of pFL are used to reference each of the three
components of Eq. (3.14). A convenient byproduct of the convolution is that it com-
bines the previously piecewise continuous function into a single continuous function.
As seen in Eq. (3.16), the convolution is comprised of a summation of three inte-
grals, one for each failure region. Unfortunately, while the terms for regions II and
III (the second and third term in Eq. (3.16)) can be solved analytically, to the au-
thor’s knowledge, the integral for region I cannot be solved by existing analytical
or approximation methods within a reasonable degree of error and within the nec-
essary domain. Consequently, the following analysis and effect of the convolution is
performed numerically.
Fig. 3.7 shows the resulting distribution after the numerical convolution from
Eq. (3.16); where µmean and σstd are determined from the fitting in Fig. 3.6b. The
general form of this distribution much more closely resembles the experimentally
observed histogram. As a consequence of the large σstd, the three previously-distinct
regions have meshed into one skewed Gaussian-like distribution. As the experimental
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measurements improve and σstd consequently reduces, the three failure regions and
critical features will be more apparent. In the limit A ąą rtip (i.e very low grain
boundary density or a very small grain boundary failure region), failure becomes
almost completely dominated by the grain and the distribution would resembles the
experimentally observed histogram for single crystal graphene about F2. The peak
about F0 will become negligibly small, but will still exist. In the other limit, when
A ăă rtip (i.e. a high grain boundary density or large grain boundary failure region),
the grain failure region will become nonexistent and the peak about F2 will disappear.
Clearly, our model predicts that failure is dominated within the grain, whereas the
experiments show there is a greater likelihood of grain boundary failure.
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Figure 3.7: Convoluted PDF with error comparison with experimental re-
sults. p˚ from Eq. (3.16) compared against experimental nanoindentation results of
small grain CVD grown graphene. (Experimental data reprinted with permissions
from Lee et al. [2013]. Copyright [2013], AAA Science)
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3.3 A realistic grain structure
The simplifying assumption in Section 3.2 that the grain morphology is uniformly
hexagonal is convenient for gaining insight into developing a closed-form PDF, but it
does not represent the reality of the distribution of grain boundaries and domain sizes.
Typical polycrystalline graphene grain structures produced by CVD are irregular in
shape and nonuniform in size. In order to investigate the effect of a more realistic
grain structure on the pFC , we utilize the two-dimensional Voronoi tessellation to
randomly generate a polycrystalline grain structure.
The primary goal of this section is to investigate the effect that a randomly gen-
erated grain structure and to accomplish this we need only calculate and compare
pGBpxq for each structure. The subsequent methodology, after defining the pGBpxq, re-
mains the same to determine pFCpFcq. Therefore we calculate pGBv pxq for the Voronoi
tessellation and then compare it against the hexagonal tessellation’s pGBh pxq; we will
use the subscripts ‘v’ and ‘h’ to differentiate between the Voronoi and hexagonal
tessellations, respectively.
A typical Voronoi tessellation is depicted in Fig. 3.8. The seed points used to
generate the tessellation are defined based on a uniform distribution using Matlab’s
library of random numbers. Matlab’s built-in Voronoi function is then used to con-
struct the tessellation. We process the tessellation further by selecting a reduced
area-of-interest (AOI), as shown in Fig. 3.8b, to avoid numerical issues along the
tessellation’s edge. In Fig. 3.8c, the AOI is extracted and the intersection points are












































Figure 3.8: Characteristic Voronoi tessellation. (a) Matlab-generated Voronoi
tessellation with a uniform distribution of seed points. (b) AOI selected from the tes-
sellation for numerical analysis. (c) Extracted AOI with intersection points identified
and seed points removed.
Herein, Aavg is defined as the summation over areas of all domains in the sheet
divided by the number of domains. Additionally, the average edge length, Lavg, will
be utilized to describe the tessellation and is defined as the summation over all edges
(the edges are not double counted between adjacent grains) divided by the total
number of edges.
pGBv pxq is plotted in Fig. 3.9a with a range of Aavg. Not surprisingly, the distri-
bution shares similar attributes to its hexagonal counterpart; the likelihood of the
indenter being some distance from a grain boundary is highest closest to the bound-
ary since this area occupies a higher percent area of the structure and the opposite
is true towards the center of the grain. Interestingly, the distribution for the Voronoi
tessellation is fairly linear for a significant portion of the distribution. The nonlinear
tail as the center of the grain is approached distinguishes it from the hexagonal dis-
tribution. The tail is a consequence of the exponentially diminishing larger outlying
domains and would likely scale with increasing standard deviation of Aavg.
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Figure 3.9: Normalized distance histograms and PDFs. (a) A comparison
of pGBv pxq for a range of Aavg. (b) The histograms in (a) nondimensionalized by
Eq. (3.17) and compared to p¯GBh px¯q.
3.3.1 Dimensional analysis
In the same fashion as for the hexagonal structure, we perform dimensional analysis.
As discussed in detail in Section 3.2, it is typical to normalize a grain structure with
respect to either
a
Aavg or Lavg. However, we find the most suitable normalizing
factor for x to be Aavg{Lavg; the same dimensionless group defined in Eq. (3.10), but




This is made apparent in Fig. 3.9b where we plot the normalized distributions for
the Voronoi tessellations with varying Aavg from Fig. 3.9a alongside the normalized
hexagonal distribution from Eq. (3.11). First of all, the pGBv pxq curves with varying
Aavg all collapse onto one another, indicating an appropriate choice in dimensionless
grouping within the various Voronoi distributions. More importantly, for small to
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moderate values of xˆ, there is significant overlap in between p¯GBh px¯q and pˆGBv pxˆq,
where ‘¯’ and ‘ˆ’ are used to denote the dimensionless quantities from Eq. (3.10) and
Eq. (3.17), respectively. This overlap does not occur if either
a
Aavg or Lavg are used
as normalizing factors.
The overlapped region in Fig. 3.9b implies there is a realistic domain within which
the semi-analytical solution to the hexagonal tessellation in Eq. (3.14) is applicable to
a randomly generated grain structure. Qualitatively, as long as grain boundary fail-
ure occurs within the overlapped region of pˆGBv pxˆq, then the subsequently calculated
pFCpFcq would be indistinguishable for a hexagonal versus a Voronoi grain structure.
This is a consequence of Fc’s independence of x when failure occurs within the grain.
As long as grain boundary failure occurs within the overlapped region, then the mis-
matched region will all rupture at the same Fc; therefore, the details of this region
are not important, all that matters is that the densities (area under the curve) are
equivalent.




where 0.15 is the point of departure between the two curves in Fig. 3.9b. Let us
consider a realistic value of x2 to determine the minimum Aavg where pFCpFcq is
suitable. Since x2 is a strong function of rtip, by considering the largest typical
indenter, we can determine a lower bound. If rtip “ 38.0 nm, as it is in the experiments
by [Lee et al., 2013], then x2 “ 70 nm based on our multiscale model. If we assume
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that the relationship between Aavg and Lavg for the Voronoi tessellation is similar to
the one for the hexagonal tessellation, then Aavg “ 3
?
3L2avg{2. Therefore, based on
Eq. (3.18), pFCpFcq holds for Aavg ě 0.092µm2, which corresponds to llat “ 200 nm.
The typical minimum llat for CVD graphene grains is llat “ 1µm; therefore, this
domain requirement proves a robust and achievable limit where the semi-analytical
PDF derived from a hexagonal grain structure is applicable.
3.4 Comparison with existing experimental data
sets
A direct comparison of p˚pFcq with the experimental results from Lee et al. [2008]
shown in Fig. 3.7 reveal some apparent discrepancies. The model predicts a
higher affinity towards grain failure, while the experiments imply predominantly
grain boundary failure. In accordance with the experiment, our model is set with
rtip “ 38 nm and assumes the smallest grain sizes reported, llat „ 1µm. By assuming
the smallest grain size, our model lends favorability towards grain boundary failure.
First, the model incorrectly predicts F2; the experimental grain failure is lower
than our model estimates. Since this value was experimentally validated by Wei
and Kysar [2012] for rtip “ 16.5 nm, this implies one of two options: (1) our scal-
ing relationships is incorrect, or (2) something experimentally cause premature grain
failure. The original mechanical measurements of single crystal graphene performed
studies with two different rtip, 16.5 nm and 27.5 nm, and determined average F2 val-
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ues of 1770 nN and 2890 nN, respectively [Lee et al., 2008]. These results accurately
demonstrate the expected scaling from Eq. (3.3) within a reasonable margin of error.
The nanoindentation studies by Lee et al. [2013] on CVD graphene, however yielded
F2 “ 3410 nN for their single crystal graphene measurements. For their measure-
ments, where rtip “ 38 nm, our model predicts F2 „ 4000 nN based on Eq. (3.3). The
main difference between these two sets of experiments is the indentation system and
the indenter tip geometry. Lee et al. [2008] perform the experiments using an AFM
with a standard sharp tip profile, while Lee et al. [2013] performed them using a
Keysight G200 commercial indentation system with a cube-corner indenter tip. It is
likely that the tip geometry of the cube-corner tip lead to a lower F2 than expected.
Second, the model predicts an opposing primary failure mode. As discussed previ-
ously, the balance between these two failure modes is an effect by two primary factors:
Aavg and σgbm . Therefore, this observation implies either (1) Aavg is much smaller than
the transmission electron microscopy (TEM) images reflect or (2) σgbm is much lower
than MD simulations predict. It is possible that the Aavg in the measured region
was much lower than the TEM images they printed; the density of nucleation sites
of graphene on copper substrates can be highly non-uniform and sometimes dictated
by randomly spaced crystallized carbon species on the surface. It is unlikely that the
MD simulations underestimated the theoretical σgbm ; if anything, the phenomenolog-
ical potential functions used in these MD models are known to under-estimate the
strength of graphene at finite strains. However, it is possible that the grain bound-
aries in this film are in fact weaker than expected. Achieving a truly well-stitched
polycrystalline graphene film on copper substrates via CVD becomes exponentially
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hindered due to the decreasing available catalyst with increasing film coverage and
competing reactions with oxidizing species.
Three, F1 is also incorrectly predicted by the model; the experimental minimum
grain boundary failure is higher. The primary implication of this is that the model
under estimates σgbm . As previously stated, this is not an unreasonable hypothesis.
The MD simulations employed the commonly used REBO potential function and it
is known to underestimate the strength of graphene at finite strains. However, in
the same manner that the geometry of the indenter tip may have lead to a lower Fc
within the grain, the same could be true for F1.
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Chapter 4
Synthesis of graphene through chemical vapor deposition
In order to take full advantage of graphene in real world applications, scalable synthe-
sis methods are necessary. While the method of mechanical exfoliation of bulk crystals
still yields the highest quality two-dimensional materials, it is not a scalable or efficient
manufacturing process. Chemical Vapor Deposition (CVD) is an established method
of synthesis already heavily integrated into the semiconducting industry. Over the
last ten years there have been significant advances in our understanding and ca-
pabilities to synthesize high-quality two-dimensional materials through CVD; and
this is especially true with respect to graphene. Not only can large-area continuous
monolayer films be grown fairly seamlessly, but also laboratories have demonstrated
ultra-large single-crystal domain growth, controlled bilayer growth, ultra-fast growth,
and even nucleation, growth, and stitching of aligned graphene grains to form one
large-area single-crystal sheet. However, there are two fundamental challenges that
are preventing the integration of CVD-grown graphene into industrial applications:
(1) repeatability and (2) quality.
A typical CVD system, consists of a series of pressurized gas tanks that deliver
their gases through a series of Mass Flow Controllers into a high-temperature tube
furnace and finally through a series of pumps (depending on the target growth pres-
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sure). During a typical growth process, a metal substrate which acts as both the
catalyst and the growth substrate is loaded into the heated zone of the tube furnace.
The system is purged of atmospheric gases and pumped to the low pressure. A basic
recipe consists of the following four stages:
1. Pumping: purging the system of atmospheric gases and bringing the system
to low pressure
2. Annealing: heating of the metal substrate to „ 500´ 8000C in a forming gas
to facilitate cleaning and promote grain growth
3. Growth: heating of the metal substrate to „ 10000C (typically) with a mixture
of a carbon precursor and hydrogen; at this high temperature and in the pres-
ence of the catalyst, the carbon precursor decomposes; the growth mechanism
depends on the metal substrate
4. Cooling: rapid or controlled cooling depending on the composition of the
growth substrate
Li et al. [2009a] and Kim et al. [2009] were the first to demonstrate synthesis
of graphene through Low Pressure (LP) CVD using a methane precursor on copper
and nickel catalytic substrates, respectively. Interestingly, due to the differences in
solubility of carbon, the growth mechanism and the resulting graphene film between
the two substrates vary significantly. Copper’s low solubility of carbon yields a surface
adsorption, grain nucleation, and grain growth mechanism on the substrate’s surface
and growth occurs during the high temperature growth stage. Consequently, the
synthesis is self-limiting; as graphene grains nucleate and grow to cover the substrate,
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the catalyst’s availability decreases until the grains eventually collide to form one
continuous sheet and the growth is halted. The intersections of adjacent grains as
they stitch together form one-dimensional grain boundaries due to crystallographic
misalignment [Huang et al., 2011a]. Therefore, CVD synthesis of graphene on copper
substrates can result in large-area continuous polycrystalline monolayer graphene
films interconnected completely by covalent bonds.
Conversely, nickel’s high carbon solubility results in a completely different growth
mechanism. During the high temperature growth stage, the substrate becomes super-
saturated with carbon. Then, during cooling, graphene growth occurs via precipita-
tion and segregation upon cooling of the metal substrate. CVD synthesis of graphene
on nickel substrates results in a continuous multilayered film that consists of many
randomly arranged and disjointed overlapping graphene flakes.
Li et al. [2009b] demonstrated the differences in growth mechanisms using carbon
isotope labeling. Since then, a number of different substrates have been used, includ-
ing Cu/Ni alloys, platinum, and palladium [Wu et al., 2016, Gao et al., 2012, Kwon
et al., 2009]. However, copper is still the most understood material system and has
demonstrated the greatest promise for synthesizing high-quality monolayer graphene
films that are comparable to its mechanically-exfoliated counterpart. Therefore, we
will focus our attention on copper as the catalytic growth substrate. Additionally, we
will limit our carbon precursor to methane, which is most commonly used for its low
cost and low decomposition temperature. Alternative carbon precursors have been
considered that facilitate lower temperature decomposition and growth; in particu-
lar, benzene („ 3000C) [Li et al., 2011] and toluene („ 6000C) [Zhang et al., 2012b].
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However, these methods have not demonstrated comparable quality or meaningful
repeatability. Also, benzene is an especially dangerous gas, so avoiding its use is
preferential.
That being said, temperature plays an important and multifaceted role in CVD
graphene growth. The decomposition temperature of methane (in the presence of the
copper catalyst) is relatively low („ 10000C), but it is still quite close to the melting
temperature of copper (10810C). While growth temperatures ě 10000C are typical
because they yield higher growth rates and grain sizes, they can cause significant
copper vaporization; especially at lower pressures. Apart from the economic cost
in material loss, there are two other important factors. First, the vaporization in-
creases the surface roughness. Since graphene conforms to the copper surface during
growth, the increased roughness would translate into an increase in folds and wrinkles
when transferred to an alternative substrate for testing, thus resulting in more ar-
eas of mechanical instabilities and stress concentrations [Griep et al., 2016]. Second,
during growth the copper vapor deposits on the interior of the tube at the cooler
periphery of the furnace. The deposited copper coarsens as it builds with growth
cycles and becomes a strong trap for moisture and oxygen. Outgassing of these traps
can significantly affect the growth conditions and results, leading to inconsistent and
uncontrolled results.
Jacobberger et al. [2015] performed a detailed study on synthesizing high-quality
continuous graphene films with methane on copper substrates at temperatures as low
as 7500C. They found that at lower temperatures the decomposition rate of methane
decreases significantly and, if the methane partial pressure is not reduced accord-
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ingly, the resulting film is highly defective with partially dehydrogenated groups.
While high-quality continuous growth is achieved at 7500C by drastically reducing
the methane partial pressure, this comes at a significant cost in terms of growth rate;
it takes 56 hrs to complete a growth.
The last decade of critical advances pertaining to CVD graphene growth can
be categorized into roughly five, seemingly interdependent, key parameters: (1) the
methane gas, (2) the hydrogen gas, (3) the copper substrate, (4) the oxygen gas,
and (5) the carbon. Let us consider each of these parameters in a semi-chronological
manner to learn how investigations along the way have shaped our understanding
of graphene synthesis. From the beginning, it was well understood that the partial
pressure of methane, as well as the ratio between the partial pressures of hydrogen
to methane, during the growth stage played two important roles: nucleation density
and growth rate [Bhaviripudi et al., 2010, Vlassiouk et al., 2011]. At a higher partial
pressure, the nucleation density is greater (i.e. smaller overall grain size potential)
and the growth rate is higher due to the higher supply of carbon. However, there is
a lack of repeatability in the community to obtain the same nucleation density and
growth rate under seemingly the same conditions. One popular novel method for
achieving exceedingly lower methane partial pressures and low nucleation densities is
the so-called pita-pocket method [Chen et al., 2013]. Basically, a copper foil is folded
in half and crimped along the edges to create a sealed pocket such that synthesis
occurs on the interior of the enclosure where the methane partial pressure is much
lower.
The second key parameter is the role of hydrogen. During the growth stage,
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it is common for the methane to be mixed with hydrogen. There are numerous
papers that attempt to unravel the influential role of hydrogen in the growth of
graphene [Losurdo et al., 2011, Zhang et al., 2014b, Vlassiouk et al., 2011]. Some
studies imply that hydrogen provides a counter-reaction through a recombination
with carbon during synthesis, thereby affecting the growth rate [Zhang et al., 2011].
Other studies find a correlation between an increased partial pressure and the growth
of bilayer patches [Zhang et al., 2014b]. Typically, the ratio between hydrogen and
methane is studied to find the optimal growth conditions. Parameter studies find
that the ratio affects the grain morphology to a significant degree. A low H2:CH4
ratio leads to more dendritic-like shapes, while a higher ratio leads to more compact
hexagonal shapes [Vlassiouk et al., 2011]. Theoretical studies suggest that hydrogen is
actively passivating free edges along preferential crystal directions in graphene during
growth, thereby facilitating a preferential growth direction [Zhang et al., 2014b].
Other studies suggest that the change in grain morphology is a result of diffusion-
limited growth versus an edge-attachment-limiting growth; although the same results
have been demonstrated using both hydrogen [Fan et al., 2012] and oxygen [Hao et al.,
2013]. Furthermore, there have been several studies that suggest the partial pressure
of hydrogen during the annealing stage can affect the nucleation density [Jung et al.,
2014].
With regard to the copper substrate itself, there are a number of publications
that focus on properly cleaning and polishing in order to obtain the highest-quality
growth conditions [Verma et al., 2010, Zhang et al., 2012b, Kim et al., 2013, Dhingra
et al., 2014]. Early on, it was shown that impurities, contamination, and areas of
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high surface roughness would act as nucleation sites, independent of the methane
partial pressure [Luo et al., 2011, Han et al., 2011, Kim et al., 2013]. Therefore, it was
necessary to remove these contaminations and smoothen the surface in order to obtain
more uniform nucleation density. Pretreatments of the copper substrates ranged from
gentle cleaning with solvents to aggressive acid etching to both mechanical/chemical
polishing. While all of these methods have proven fruitful, results would still vary
between systems. While the crystallographic orientation of the underlying copper
also has an effect on the nucleation density as well as the grain morphology [Zhao
et al., 2011], these do not account for the inconsistencies.
One of the most important discoveries with respect to substrate effects was made in
2013 by Hao et al. [2013]. At the time, every group in the field was regularly using the
same copper foil from the supplier Alfa Aesar, 99.8% purity. There was clear variation
between different lots, so researchers would blindly stock-pile lots that yielded positive
(large-grain) growth. Hao et al. [2013] performed a detailed set of measurements and
experiments that demonstrated that higher levels of oxygen in certain copper lots were
responsible for the larger grains. They verified this by demonstrating large-grain
growth on “oxygen-free” copper substrates by in situ oxygen supply at low partial
pressures („ 10´3 Torr). In the interest of control, we will restrict our investigations
to only high-purity 99.9999% copper substrates to limit the influence of impurities
on the growth.
This brings us to understanding the crucial and convoluted role of oxygen. In
the very same study that identified the role of oxygen in the substrate, Hao et al.
[2013] demonstrated growth of the largest single-crystal graphene domain („ 1 cm)
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by the so-called oxygen-assisted method. They hypothesized that surface oxidizing
species were actively suppressing nucleation; leading to a very low nucleation density.
Although this also resulted in a compromise in growth rate for the largest of domains
(„ 12 hrs). They also demonstrated that oxygen can shift the growth kinetics to
tune the grain morphology between dendritic and hexagonal domains. While oxygen
clearly represents an important parameter, these in situ oxygen results were not easily
reproducible.
After this point, much of the research community shifted its focus to utilizing and
understanding the role of oxygen. Only one group achieved very large single-crystal
domains with higher growth rates by using an outgassing oxygen substrate in close
proximity to their growth surface Xu et al. [2016]. More commonly, groups infuse
their foils with oxygen through either a thermal oxidation, a chemical oxidation, or
an oxygen plasma treatment.
Interestingly, the same year when Hao et al. [2013] discovered this advantageous
role of oxygen, Choubak et al. [2013] published a seemingly contradictory finding. The
latter found that oxygen contamination in the hydrogen gas source, at concentrations
as low as parts per million (ppm), presents a significant counter-reaction which signifi-
cantly hinders graphene’s growth rate. They demonstrated that extremely fast growth
rates to continuous films (ă 1 min) with reasonably large grain sizes („ 20µm) can
be achieved by using gas purifiers which reduce the oxidizing impurities in the gas
sources to less than parts per billion (ppb) [Choubak et al., 2013, 2014]. In fact, they
demonstrated that purified hydrogen will not etch graphene; an important revela-
tion which brings to question the previous experimental observations. Perhaps the
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perceived function of hydrogen may in fact be due to oxidizing impurities.
At this point, it is worth noting that while this review has focused on LPCVD,
there is also a substantial number of synthesis publications which provide meaningful
advances using Atmospheric Pressure (AP) CVD techniques [Luo et al., 2011, Dong
et al., 2011, Vlassiouk et al., 2013]. However, in the interest of minimizing the detri-
mental effect which even low ppm levels of oxidizing species can have on synthesis,
we will restrict our attention to LPCVD.
Last, but certainly not least, is the unassuming role of carbon. More recently, it
has become better understood that the nucleation density is more heavily influenced
by carbon in the bulk and on the surface of the copper substrate. Even though the
carbon solubility in copper is low, there can be a significant amount of crystallized car-
bon species on the surface that can nucleate graphene grains during synthesis prior to
the introduction of a carbon precursor [Braeuninger-Weimer et al., 2016, Kraus et al.,
2016]. It has been shown that oxygen, in particular, effectively scavenges carbon from
both the surface and the bulk of the copper substrate to facilitate a more tunable and
uniform nucleation density. Braeuninger-Weimer et al. [2016] performed a detailed
study which decoupled the cause of nucleation formation from surface roughness and
chemical pretreatments to show that, in reality, they were effectively removing the
crystallized surface carbon. Importantly, these results may help elucidate the precise
mechanism in which oxygen influences nucleation density; is it directly suppressing
nucleation, actively scavenging carbon, or a combination of the two. In any scenario,
in order to achieve tunable nucleation density, the regulation of carbon in/on the
copper substrate as well as the control of oxygen are crucial.
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In an effort to summarize the main conclusions on graphene synthesis with
methane on copper substrate, we can break it down to three main points. Firstly,
pretreatments, such as electropolishing, of the copper are important to not only clean
the substrate and provide a flat template for growth, but also to remove surface crys-
tallized carbon species that otherwise dictate the nucleation density. Secondly, the
partial pressure of methane controls the nucleation density and growth rate within
a reasonable range, but must be complemented with in situ oxidation to achieve
lower nucleation densities. Thirdly, while the precise role of hydrogen must still be
deconvoluted, at a minimum, it is still necessary to balance any residue oxygen in the
system during growth.
Herein, we seek to design a CVD graphene growth system and methodology that
yields clear and repeatable results such that we can further understand the roles of
key growth parameters and synthesize high-quality monolayer graphene films. More
specifically, we seek to synthesize a continuous polycrystalline monolayer graphene
film with superior mechanical properties. The PDF we introduced in Chapter 3 sug-
gests that the grain boundaries in graphene should be much stronger than experiments
show. With all of the advances in CVD synthesis since the original experimental data
set, there has yet to be an updated set of nanoindentation experiments; particularly
in consideration of the critical role of oxygen.
We hypothesize that residue oxygen in the gas sources is preventing the grain
boundary from becoming fully-stitched; restricting the grain boundary from achieving
its highest possible strength. This idea goes hand-in-hand with the growth rate; since
the growth rate diminishes exponentially with graphene growth due the decreasing
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availability of the copper catalyst, it is important to have the highest possible growth
rate to fully stitch-up the adjacent graphene grains for complete continuity. While
our primary motivation focuses on the mechanical properties, these improvements
would also have important benefits for the electrical and thermal performance.
Specifically, we seek to design a growth methodology that satisfies four sample im-
provements: (1) planar membranes, (2) better-stitched grain boundaries, (3) tunable
nucleation, and (4) tunable grain boundary morphology. This should lead to more
accurate mechanical behavior for a better comparison with our model and a better
understanding of the mechanical behavior of the grain boundaries. In addition, we
can compare more complicated grain structures with our model and gain insight into
how these two-dimensional grain structures influence the overall statistics of failure
of two-dimensional polycrystalline materials.
In this chapter, we employ Rotating Disk Electrode (RDE) polishing to consis-
tently obtain uniform nanometer-scale surface roughness over large areas of copper
substrates, as well as to remove crystallized surface carbon species. We design and
construct an Ultra High Purity (UHP) LPCVD system that minimizes oxidizing im-
purities from both the gas sources and the environment. Gas purifiers are utilized to
reduce oxygen levels lower than 100 parts per trillion (ppt) and high-leak integrity
vacuum components/connections are utilized to minimize system leaks. The system
design includes a novel bypass gas line that allow for greater control over the gas
pressure conditions during the growth process. In tandem, the effects of in situ oxy-
gen exposure on the nucleation density and uniformity are explored in conjunction
with the copper-oxide phase diagram. We demonstrate not only lower-temperature
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growth, but also lower-temperature growth at significantly higher growth rates with-
out a compromise in quality. As a result of these system improvements, we ultimately
demonstrate a significant increase in growth rate, better-stitched grain boundaries,
flatter films, and tunability over the nucleation density and grain morphology.
Lastly, we demonstrate the advantages of the UHP LPCVD through two applica-
tions. First is the fabrication of high-quality in-plane graphene hexagonal Boron Ni-
tride (hBN) heterojunctions meant to improve electrical contact for two-dimensional
device fabrication. Second but perhaps foremost, we demonstrate continuous cover-
age on fragile temperature-sensitive hollow copper microlattices; thus providing an
avenue for spanning three-dimensional space with a two-dimensional material through
architected material systems.
In Section 4.1, we discuss our electropolishing techniques to achieve high-quality
copper growth substrates. Then, in Section 4.2, we discuss the meticulous design
of our UHP LPCVD system such that extremely low levels of oxidizing contamina-
tion are achieved to yield repeatable and tunable synthesis. Our precise Standard
Operating Procedures (SOP) are discussed in detail in Section 4.3 to motivate a
higher standard in processing details. In Section 4.4, we discuss the wide range of
results achieved with this growth methodology which span both control over growth
parameters and some promising applications.
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4.1 Rotating disk electropolishing
There is a clear consensus that the pretreatment of the copper growth substrate plays
an important role in CVD graphene synthesis. Any impurities or contamination
on the surface can act as unwanted nucleation sites [Luo et al., 2011, Han et al.,
2011, Kim et al., 2013]. Additionally, it has become even more clear that there are
crystallized carbon species on the surface which must be removed for proper control
and uniformity in the nucleation density [Braeuninger-Weimer et al., 2016]. There are
numerous chemical and mechanical approaches that yield fruitful results of cleaning
the copper surface [Verma et al., 2010, Zhang et al., 2012b, Kim et al., 2013, Dhingra
et al., 2014]. However, it is equally important to consider the overall flatness of
the copper surface since graphene conforms completely to the surface. There are
large scale undulations, typically due to manufacturing rolling marks, as well as local
surface roughness due to processing or corrosion. Without smoothing the surface,
the undulations and roughness translate into the graphene film and become material
instabilities in the form of wrinkles and folds when transferred to any smooth target
substrate [Griep et al., 2016].
Polishing the copper substrate offers the dual advantage of both providing a clean
surface for growth and a low surface-roughness growth template. While mechanical
polishing can yield fairly low surface roughnesses in a consistent and quick manner,
when the grit fractures it can become embedded into the substrate which in turn
serves as an unintended nucleation site. Electrochemical polishing offers an excellent
alternative to obtain very low surface roughness without the use of abrasive particles.
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A commonplace method in the chemical engineering community that has yet to be
utilized in the CVD graphene growth community is Rotating Disk Electrode (RDE)
Polishing. The primary advantage to this method of electropolishing is the ease and
consistency with which one can achieve surface roughness as low as a few nanometers
over large areas.
RDE polishing was first developed by Dr. Benjamin Levich and it consists of
a traditional three-electrode electrochemical cell; this is a necessary arrangement in
order to maintain a well-defined potential which is essential for optimal polishing
conditions. The only difference is that the working electrode (i.e. the copper sub-
strate here) is mounted on the bottom of a conductive disk and rotated to create a
hydrodynamic boundary layer based on laminar flow conditions during the polishing
process. Polishing occurs only when the reaction rate is controlled by mass trans-
fer. In RDE polishing, there is a well-defined limiting-current plateau that defines
the mass transfer limited-polishing regime. Experimentally, this region is determined
through a potential sweep. As shown in Fig. 4.1, the applied potential is gradually
increased while measuring the current until the current plateaus. The rotating disk
has the added advantage of increasing the rate of mass transfer; a higher rotation
speed yields a higher mass transport and a higher current.
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Figure 4.1: RDE voltage sweep. Current density versus potential for various
rotational speeds. Reprinted with permission from Vidal and West [1995]. Copyright
[1995], The Electrochemical Society.
A schematic of the RDE apparatus is depicted in Fig. 4.2. We utilized a Pine
Research Instrumentation rotator and a PAR 273a Potentiostat. The instrumenta-
tion is integrated and controlled through a custom labview program. The potential
is applied with a silver/silver chloride (Ag/AgCl) reference electrode and a platinum
mesh is utilized as the counter-electrode for its increased surface area and minimal
effect on the flow conditions. We follow the work by Vidal and West [1995] in ap-
plying this polishing methodology to copper substrates with Phosphoric Acid as the
electrolyte solution.
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Figure 4.2: Schematic of a typical RDE polishing apparatus.
The sample is mounted to the rotating disk using thin inert tape (typically Kap-
ton) such that only the target copper area to be polished is exposed to the electrolyte,
typically a 2.5 cm2 area. The rotating disk is carefully submerged into the electrolyte
solution and attached to the rotator. The sample is rotated at a user-defined rpm, a
voltage sweep is performed to determine the current-limiting regime, and a polishing
potential is selected within the regime. Polishing time is based on the thickness of
the material to be removed which can be calculated using Faraday’s 1st Law. From
experimental investigation, a rotating speed of 700 rpm and a polishing potential at
approximately 1{3rd to 1{4th of the current-limiting plateau yields the best polishing
conditions. The polishing time depends on the starting roughness, but we typically
polish „ 1´2 hrs to remove „ 75´100 µm. Additionally, the post-polishing sequence
is critical to halt the electrochemical reactions and thoroughly clean the copper sub-
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strate of phosphoric acid residue prior to the CVD synthesis; otherwise corrosion can
occur and roughen the polished surface.
In Fig. 4.3, we show typical optical images of a copper sample before and after
RDE polishing; the result is a mirrored surface finish. On average, Atomic Force
Microscopy (AFM) measurements over 400 µm2 areas yielded surface roughness as
low as a few nanometers over large areas. In some cases, we have even achieved
sub-nanometer surface roughness. The only other publication pertaining to CVD
graphene synthesis on copper with comparable results is by Dhingra et al. [2014],
where diamond-point turning is utilized to mechanically polish copper substrates to
similar surface roughness.
Figure 4.3: Typical optical images of copper susbtrates before (left) and
after (right) polishing.
Lastly, the roughness of the copper surface after being subject to the high-
temperature and low-pressure graphene growth conditions must be considered so that
all of this work polishing is not undone. While previous studies show an increase in
surface roughness [Dhingra et al., 2014], with our system improvements, specifically
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the significant increase in growth rate and lower-temperature growth, we can main-
tain lower surface roughness after graphene synthesis. Once the growth is complete,
the copper vaporization that causes the surface roughening is prevented since the
substrate is completely covered. This will be discussed further in the next section.
4.2 Home-made ultra-high-purity system
Literature has made abundantly clear that: (1) repeatability is a real issue; and (2)
oxygen, even at low levels, plays an important role in the synthesis process. Therefore,
in an effort to gain a better understanding of graphene growth and synthesize higher-
quality films, we sought to design and construct a CVD system that fully accounts
for oxidizing species from both the gas sources and the environment. The goals of
this design can be summarized through three objectives: (1) restricting the maximum
helium leak rate into the system to ă 10´9 mbar l{s, (2) limiting the oxidizing species
within the system to ă 1 ppb, and (3) providing full control over the gas environment
in the growth region.
4.2.1 Minimizing atmospheric leaks
Let us first consider limiting oxygen as well as any unwanted gases from environ-
mental sources. This basically means that every connection and component must be
carefully selected with a minimal leak rate. For this design iteration, we choose to use
KF connections with fluorocarbon O-rings for our tube junction; this represents our
weakest seal. Therefore, our minimum tolerable leak rate is, based on that junction,
80
10´9 mbar l{s.
At the gas tank connection, we utilize the best possible connection, Diameter
Index Safety System (DISS), which is the UHP grade version of the CGA. It utilizes an
interlocking connection with a deformable nickel gasket that yields a UHP seal. While
it is debatable whether this connection is necessary, since the connection is under high
pressure, thereby minimizing leaks into the junction, there are three advantages: (1)
it lends greater confidence in the overall leak integrity of our system, (2) there is
not a significant added cost for this added confidence, and (3) it minimizes the loss
of system gases, thus increasing their lifetime and minimizing tank turnover (i.e.
maintaining a high level of confidence in the overall leak integrity).
While we have used Swagelok compression gas connections for previous system
modifications, we took this opportunity to switch to VCR connections. VCR gas
connections are comprised of two electropolished glands that compress around a de-
formable/disposable metal gasket to make its seal. While both types of vacuum
connections are rated for the same leak integrity, there are two important benefits to
VCR. First, once a Swagelok connection is made, should it ever need to be broken
(e.g. to change out an in-line instrument) or if the seal does not take (perhaps due
to a manufacturing defect on the mating surfaces), the entire gas line needs to be
replaced. This is expensive both in terms of materials and time. By contrast, with
a VCR connection, only the gasket needs to be replaced. Second, VCR junctions are
designed completely flush; there is no overlap like there is in the Swagelok connection.
Therefore, with a VCR connection, when an inline instrument needs to be replaced
or serviced, the component can easily slide out. Depending on the plumbing, this can
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be especially advantageous. Due to the overlapping nature of Swagelok connections,
sometimes multiple junctions need to be disconnected to allow movement to remove
a single instrument. The primary disadvantage to consider in this selection is that
the VCR connections require orbital welding, thus lending less in-house manufactur-
ing flexibility. However, the benefits to using VCR gas connections in this system’s
design by far outweigh the disadvantages.
Currently, we are still utilizing KF flange vacuum connectors for our tube and
pump connections. In future designs, we intend to migrate towards CF connec-
tions for better leak integrity and higher maximum bakeout temperature capabilities.
Specifically, we are using fluorocarbon o-rings due to their high vacuum seal, low
gas permeability, and high temperature limit („ 2000C). To enhance the vacuum
connection to our tube (i.e. the weakest and most sensitive connection), we utilize a
differential two-stage pumping design. In addition, the tube connection is baked to
further enhance the vacuum seal.
Lastly, the pressure gauges, the electro-pneumatic valves, and the gate valves are
all carefully selected and tested upon receipt to ensure the desired leak integrity is
met. It is worth noting that pressure gauges, in particular, should be carefully tested
prior to use; even when they are new. We have observed unsuspecting leaks due
to manufacturing flaws on new out-of-box gauges. The observed leaks appeared to
be diffusion-based through a permeable member within the gauge. During a helium
leak, the leak rate initially reaches the expected minimum („ 10´9 mbar l{s), but
then begins to very slowly trickle up during extended testing. The slow rate of rise
of the leak makes it easy to overlook, steadily increasing to „ 10´7 mbar l{s over the
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course of an hour.
As is standard, a full-system helium leak detection measurement confirms that
the leak integrity of the entire system, from the DISS gas tank connection to the
pump inlet valve, meets our design requirements of „ 10´9 mbar l{s. In fact, the
part of the system which actually operates at vacuum achieves a helium leak rate of
„ 10´10 mbar l{s.
4.2.2 Minimizing internal oxidizing sources
Next we seek to limit the oxidizing species within the system to ă 1 ppb. This
oxygen can originate from two primary sources: impurities in the gas source and
outgassing from within the interior of the system. We utilize gas tanks with the
highest possible purity we would find; Matheson electronic grade gas. Specifically,
ULSI 6N for Hydrogen (ă 50 ppb O2 and ă 500 ppb H20) and ULSI 5N for Methane
(1 ppm O2, 2 ppm H20). The O2 content is at least double than that of all other
suppliers I could find in the market. In addition, the tanks themselves are specially
designed for UHP applications. Economically, the price of electronic grade gas does
not vary significantly from UHP, making it a worthwhile investment to minimize the
impurities.
We have designed for four gas lines: (1) Argon, (2) Hydrogen, (3) Methane, and
(4) a low-concentration oxygen mixture (10 ppm O2 in Ar). The O2 mixture facilitates
in situ oxygen exposure experiments at very low partial pressures („ 10´6 Torr). We
utilize Matheson Nanochem purifiers, specifically with their OXY purification media,
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to remove oxygen and moisture impurities to ă 100 parts per trillion (ppt), which
is the Lower Detection Limit (LDL) of their measurement tools. These are utilized
in-line with Ar, H2, and CH4 gas lines.
An important note regarding these purifiers is that they are typically designed and
tested for higher flow rates, ą 1 slpm at minimum. While suppliers may advertise
that their purifiers work with no minimum bound on the flow rate, the purifier’s
performance at these lower limits has not been verified. Since their purification is
based on chemisorption, their efficiency tends to require turbulent flow conditions
through the purifier so that impurities are absorbed by the purification media. While
purification media geometry is also a factor, it is strongly dependent on the flow rate.
Typical LPCVD graphene growth flow conditions are „ 10´ 100 sccm, far below the
minimum tested limits of the purifiers. To the author’s knowledge, Matheson Tri Gas
was the only supplier able to provide some unofficial data of successful O2 removal
(ă 100 ppt) with their Nanochem purifiers at flow rates as low as „ 18 sccm.
Outgassing from within the interior of the system is the second important factor.
This is minimized first by selecting vacuums of stainless steel whose vacuum-exposed
surfaces are cleaned to UHP specifications and electropolishing. Rougher surfaces
trap gases and impurities and can significantly reduce the outgassing rate. To further
promote outgassing of the interior surfaces of the vacuum system, we utilized heat
rope and fiberglass insulation to perform a full-system bakeout at 2000C for any
section exposed to atmosphere (i.e. oxygen and moisture exposure). Anytime the
system is vented for an extended period of time, typically for a tube change, a multi-
day full-system bakeout is performed until the system pressure reaches a reasonable
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minimum, typically ă 10´5 Torr during bakeout. This allows our system to reach its
lowest possible base pressure (limited by the KF connections) of „ 5x10´7 Torr.
4.2.3 Enhancing system control
Lastly, we seek to provide full control over the gas environment in the growth region.
With respect to instrumentation, we utilize Brooks Instruments GF100 Model multi-
flow/multi-range Mass Flow Controllers (MFCs) to accurately control the flow rates of
critical gases and in turn regulate the system partial pressures. The added advantage
with these newer models is the ability to change the gas type and flow range within
a single device, an added flexibility for experimental analyses. A wide-range gas-
independent capacitance pressure gauge is necessary to accurately measure the gas
pressure of gas mixtures independent of their thermal properties. Specifically, we use
MKS Instruments 627F Baratron Temperature Regulated Capacitance Manometer
with a 10Torr max because it has an exceptionally wide readable pressure range.
Additionally, a combination cold cathode/pirani/piezo full-range gauge is important
for monitoring the outgassing during full-system bakeout as well as identifying the
base pressure of the system prior to growth - an absolute essential step for consistency.
Electro-pneumatic valves are included to completely control the gas flow through
our system with a computer program. Importantly, these valves are positioned im-
mediately downstream of the MFCs outlets to serve as hard shutoffs. All MFCs leak;
while they are excellent at regulating flow rates, they fail when it comes to shutting off
the flow. This is especially true when using all-metal MFCs, a desirable selection to
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avoid high-absorbance/low-outgassing-rate materials within a vacuum system. These
hard valves are a necessity, especially considering the use of an oxygen line. Further-
more, the specific valve type should be either bellow or diaphragm valves in order to
ensure that there will be no internal leaking through the seat of the valve.
The most novel design of our CVD system is a system of three electro-pneumatic
valves with a bypass gas line that runs directly to the pumping system in parallel
to the tube furnace (i.e. the growth region). This allows the growth region to be
fully isolated such that the MFC shutoff valves can be operated and flow conditions
established prior to exposing the growth region to the gases. Since the MFCs fail
at shutoffs, they leak at a non-negligible rate. While a hard shutoff valve prevents
leakage, the cavity between the MFC and the downstream shutoff valve will slowly
build with pressure until either the valve is opened to release the gas or until it equates
with the delivery pressure. Therefore, upon operation of the valve, the pressurized gas
cavity will inadvertently be exposed to the growth region. This pressurized pocket
of gas represents an uncontrolled time-dependent variable in the synthesis unless
avoided; hence, the use of a bypass gas line. The bypass line is especially important
here because the great reduction in oxidizing species results in a significantly faster
growth rate, i.e. the burst of pressured gas would completely dominate the synthesis
dynamics.
As adopted from the previous CVD system design in our group by former col-
league Nicholas Petrone, our furnace is affixed to a track that is connected to a linear
actuator. Upon completion of the growth, the motor is automatically engaged and
the furnace is retracted away from the growth region to facilitate rapid cooling.
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A growth technique we have recently implemented is to grow in a smaller quartz
that slides into the primary quartz tube, where the primary tube is connected to the
system via the differential two-stage pumping connection. It has been observed in
the community as well as by our group that the condition of the tube, specifically the
amount of deposited copper deposition on the interior of it, has a non-negligible effect
on the growth conditions. Essentially, we suspect that as the amount of deposited
copper on the interior of the tube builds up, it acts as an oxygen reservoir that slowly
outgasses during growth. This phenomenon is explored in detail in Section 4.4. In an
effort to avoid changing the primary quartz tube frequently, to maintain control and
repeatability in growth, and to maintain our high quality of vacuum seal, we simply
use a second inner tube such that it “catches” the deposited copper. The condition
of the inner tube and its effect on the growth is monitored and can be easily removed
for changing or cleaning.
Our pumping system consists of a turbo pump backed by a mechanical scroll
pump (i.e. oil-free). An oil-free pump is preferred because oil pumps can back-flow
and cause contamination within the system and the growth. In addition, for purposes
of monitoring and controlling the pumping efficiency (in particular of hydrogen), we
attach a pressure gauge in the foreline of the turbo pump and utilize the ballast port
of the scroll pump to deliver 5psi of Nitrogen, which helps to increase the pumping
efficiency of hydrogen as well as to dilute the flammable gas at the exhaust. This is
especially critical if the system is under solely hydrogen flow conditions. Since neither
the turbo pump nor the scroll pump are particularly efficient at pumping hydrogen,
in the absence of a carrier gas a reservoir of hydrogen can build-up in the foreline of
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Turbo, build to a critical pressure, and suddenly backflow into the system. Utilization
of the ballast port, as opposed to flowing a carrier gas with hydrogen through the
growth system which would accomplish the same goal, lends greater flexibility to the
gas conditions throughout the system.
The entirety of the growth process is fully automated to eliminate the inevitable
user error in the operation and provide increased repeatability. The MFCs, the actu-
ation of the electro-pneumatic valves, the furnace temperature, and the cooling motor
are all controlled by a custom-made Python-based computer program for running a
user-defined recipe sequence. Control over all possible parameters, including timing,
is immensely important in this synthesis process, particularly because the parame-
ter space is large and achieving repeatable results both within and between different
systems is elusive.
4.3 Growth standard operating procedure
In order to obtain consistent and repeatable results, we adhere to a very strict growth
standard operating procedure. Prior to loading the sample, we perform what we refer
to as a high-temperature extended tube clean. Essentially, the goal here is to subject
the full length of the tube to „ 10000C while flowing a forming gas such that two
goals are accomplished: (1) the full length of the tube (not only the growth region)
is cleaned and (2) the deposited copper on the interior of the tube is vaporized as
far downstream as possible in an effort to minimize oxygen outgassing originating
from the deposited copper regions. In operation, the furnace is slid upstream such
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that potential damage to the rubber o-ring seal is minimized and overlap with the
deposited copper region is maximized. The furnace is heated to 10000C with a forming
gas flow and moved slowly to the farthest downstream position (i.e. the cooling
position) at a rate of 1 cm{min such that the majority of the vaporized copper is
slowly moved downstream of the growth region.
Subsequently, the growth samples, after being prepared and cleaned via RDE
polishing as described in Section 4.1, are loaded into a loosely-enclosed homemade
copper boat. The copper boat is made out of thin copper foil (250 µm thick) and
serves several functions. Primarily, it is used to protect the growth sample from direct
line-of-sight with the quartz tube such that silicon deposition/contamination onto the
graphene is avoided. Copper, specifically, is used for two reasons. The first reason
is to maintain high cooling rate conditions. Aluminium oxide was considered for its
higher stability at 10000C, but its higher heat capacity leads to a lower cooling rate
which in turn leads to a significant increase in multilayer patches during graphene
growth; this is a result of excess carbon diffusion from the copper bulk. The second
reason is to allow for the use of in situ oxygen effects on the growth samples. Some
suppliers now advertise the use of a graphite enclosure to serve a similar function,
although this also acts as an oxygen-getter, so it is incompatible with in situ oxygen
experiments.
The CVD system is vented and the copper boat containing the samples is promptly
loaded. Immediately after loading, the system is closed and pumped down to low
pressure. It is critical to minimize the time the system is vented to minimize moisture
in the system. While measures are taken to minimize moisture such as minimizing
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loading time and maintaining venting gas flow, the outcome remains suboptimal. In
this UHP growth regime, the growths are extremely sensitive to the lowest moisture
levels. In future designs, we seek to move towards a bakeable load-locking system
such that the high vacuum is not compromised and moisture effects are eliminated.
Upon reaching an initial base pressure of 10´5 Torr, a full-system bakeout at
2000C is initiated to remove all moisture and adsorbed gases from the system. Every
component exposed during venting has heat rope wrapped around it with fiberglass
insulation to achieve a uniform temperature distribution. The pressure initially spikes
(typically to„ 5x10´5 Torr) as the outgassing reaches a maximum and it is monitored
until it settles to a minimum of ă 10´5 Torr. Said minimum is based on outgassing
pressures from moisture and experimental observations that suggest this pressure to
be “sufficient” for repeatable growth results. Upon completion of the bakeout, the
system is cooled and allowed to reach a base pressure of ă 10´6 Torr, which is on the
order of magnitude of the absolute minimum observed base pressure of the system
„ 5x10´7 Torr and yields consistent growth results.
Once the base pressure is reached, the growth is initiated. The python-based code
controls the entirety of the growth process from this point on based on the user’s input
parameters; specifically, the number of stages and the corresponding temperatures,
times, and flow rates (i.e. gas partial pressures) for each of those stages constitute
standard editable inputs. There are two basic growth sequences we tend to follow: (1)
a standard growth and (2) an in situ oxygen exposure growth. The general sequence
for each of these recipes is as follows:
Standard Growth
90
• Ramping to Annealing Temperature
• Annealing
• Ramping to Growth Temperature
• Holding/Annealing at Growth Temperature
• Growth
• Rapid Cooling
In Situ O2 Exposure Growth
• Ramping to Annealing Temperature
• Annealing
• Ramping to Oxygen Exposure Temperature
• Oxygen Exposure Stage
• Ramping to Recovery Stage
• Recovery Stage
• Ramping to Growth Temperature
• Holding/Annealing at Growth Temperature
• Growth
• Rapid Cooling
For most of our experiments, we keep the annealing conditions constant at 5000C
with 100 mTorr hydrogen. A low annealing temperature is used to minimize the
high temperature exposure of the growth substrates such that copper vaporization
is minimized. Notwithstanding some interesting parameter studies to be performed
that consider the effects of hydrogen annealing on the growth [Jung et al., 2014], this
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is left to be explored in future studies. Additionally, we maintain the same rapid
cooling conditions where the furnace is automatically retracted upon completion of
the growth stage under 100 mTorr hydrogen. The primary function of hydrogen
during cooling is to balance/protect the sample against any residue oxygen in the
system that might etch the graphene.
4.4 Results
In this section, we summarize the results of our custom-designed UHP LPCVD sys-
tem from Section 4.2 and growth SOP from Section 4.3 while keeping in mind our
primary synthesis goals: 1) more planar films, 2) higher growth rate, 3) tunable nu-
cleation density, and 4) tunable grain morphology. All growths discussed here were
pretreated with the electropolishing methods discussed in Section 4.1 and follow the
basic growth recipes outlined in Section 4.3. Most results are a comparison of similar
recipes between our previous growth system and our UHP growth system; to differen-
tiate we refer to the two systems at the old system and the new system, respectively.
The primary difference between the old system and the new system is the level of
control of oxidizing impurities. The old system utilized purifiers that reduced oxidiz-
ing impurities in the gas to „ 1 ppm and was computer-automated for consistency.
Also, while the leak integrity of the old system was verified at „ 10´9 mbar l{s, the
system’s overall moisture level and base pressure were not as closely monitored at
pressures lower than ă 10´5 Torr.
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4.4.1 Characterization methods
Most growth samples are characterized via a very simple table-top method called ther-
mal oxidation to determine continuity, nucleation density, and grain size/morphology.
After growth, we simply place the copper/graphene sample into a hot plate at 2000C
for 60 sec in air. A typical test is shown in Fig. 4.4a. Due to graphene’s impermeabil-
ity, graphene-covered areas will be protected and bare areas will oxidize. This quick
test allows us to optically observe: (1) continuity; if it is completely continuous there
should be no sign of oxidation, and 2) nucleation density and grain morphology, upon
a partial growth (i.e. an intentionally halted growth before completion).
A second quick table-top test used to provide multilayer visualization (i.e. folds
and add-on layers) is the so-called plasma-assisted thermal oxidation (PATO) test
[Lee et al., 2017]. The copper/graphene sample is placed into an oxygen plasma at
100 mTorr O2 and 50 kW power for 60 sec. Depending on the number of graphene
layers, the underlying copper will become exposed and oxidized at different rates;
this leads to oxide layers of different thickness which correspond to the number of
graphene layers. To amplify the oxide contrast, the sample is then subjected to
thermal oxidation at 2500C for 10 sec in air. Then, optically, one can observe the
distribution of folds and add-on layers for a given growth. For reference, folds (triple
graphene layers) occur during cooling because of the mismatch in thermal expansion
coefficients between the copper and the graphene. Add-on layers occur near the
nucleation sites in the form of a bilayer, trilayer, or more and, although the precise
mechanism remains under dispute, it may be a result of diffusion of carbon from the
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copper bulk or from the opposite side of the substrate. A typical PATO test is shown
in Fig. 4.4b with visible bilayer patches at the center of the grains.
(a) (b) (c)
Figure 4.4: (a) Optical image of a thermal oxidation test. (b)Optical image
of a plasma-assisted thermal oxidation test. (c) Untested SEM image for
comparison.
4.4.2 Higher growth rate and better-stitched grain
boundaries
First and foremost, let us consider the change in growth rate and the capability
to grow a continuous, and perhaps better-stitched, polycrystalline film. The system
improvements, specifically the reduction in oxidizing impurities has led to a significant
increase in growth rate. In Fig. 4.5, we compare growths between the old system and
the new system subject to the same recipe varying growth times. As can be seen, in
the new system - nucleation density aside - we can synthesize the sample size grain
an order of magnitude faster.
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(a) Old system (b) New system
Figure 4.5: Growth rate comparison.
A comparison between attempts to synthesize a completely continuous film pro-
vides a more robust benchmark for the growth rate due to the diminishing availability
of the copper catalyst. In Fig. 4.6, we consider the same growth recipes between the
two systems but compare the time to complete a continuous film; the specific gas
mixture during growth is 200 mTorr CH4 and 100 mTorr H2. In the new system,
graphene achieves complete continuity in less than one minute. The thermal oxida-
tion test shown in Fig. 4.6c reveals no sign of oxidation. In the old system, however,
even with 30 min of growth time, discontinuities between grains are clearly evident,
as seen in Fig. 4.6a. Even with a full hour of growth time in the old system there
is no significant improvement in continuity; the growth rate has diminished signifi-
cantly. In an attempt to increase the growth rate and obtain a continuous film, in
the old system we increased the methane partial pressure to 2 Torr during a second
growth stage by choking the flow with a valve placed immediately before the pumps.
Nevertheless, as seen in Fig. 4.6b, point oxidation reveals that discontinuities persist.
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(a) Old system: 200mTorr CH4, 30min (b) Old system: 2Torr CH4, 30min
(c) New system: 200mTorr CH4, 1min
Figure 4.6: Continuous film comparisons
The drastic increase in growth rate observed in the new system is primarily at-
tributed to the elimination of oxidizing impurities from the gas source, as originally
demonstrated by Choubak et al. [2014]. Importantly, we find repeatability and consis-
tency in these observations are only possible with close consideration of the condition
of the system as a whole; in particular, regulation of the moisture from system venting
and other sources of oxygen within the system. While mechanical measurements are
necessary for verification purposes, the strength of these boundaries when subject to
thermal oxidation may serve an indicator of a much better-stitched grain boundary.
At minimum, it is reasonable to conclude that minimizing oxidizing species is crucial
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to achieve a continuous film. As the copper catalyst becomes less available and the
growth rate diminishes, the effect of any given partial pressure of oxygen becomes
increasingly potent.
4.4.3 Role of oxygen on nucleation density
Further considering the role of oxygen, we explore some preliminary in situ exposure
experiments. Firstly, as implied in Section 4.2, the amount of deposited copper on
the interior of the tube has a non-negligible effect on the synthesis. We found that
with increasing copper deposition, the nucleation density would decrease and the
grain size would increase. We hypothesize that with increasing deposition on the
tube, the deposited copper becomes rough and porous such that it serves as a strong
oxygen trap; during growth the oxygen slowly outgasses at higher and higher partial
pressures. We observe drastically different grain sizes achieved under the same growth
conditions but different tube conditions.
To prove our hypothesis, we repeated the same growth on a new (clean) tube
with continuous flow of oxygen at „ 10´6 Torr in the background to replicate the
proposed outgassing effects of the tube. We were able to recover the lower nucleation
density and larger grains. The precise mechanism of this effect may be a result of
oxygen scavenging of carbon [Braeuninger-Weimer et al., 2016, Kraus et al., 2016],
since the oxygen is also present during the growth stage itself, but there may be a
nucleation suppression mechanism occurring as well [Hao et al., 2013]. These results
warrant further exploration of a continuous oxygen supply.
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We then explore some parameter space of in situ oxygen exposure with respect
to the copper-oxygen phase diagram depicted in Fig. 4.7 from Schmidt-Whitley et al.
[1974]. Following the standard recipe for in situ oxygen-assisted growth summaries
in Section 4.3, we experiment with an oxygen partial pressure constant at 10´4 Torr
based on previous reports of effective levels [Hao et al., 2013] and varied the oxygen
stage temperature to examine the role of phase: from the phase of copper and gaseous
oxygen to the phase of Cu2O (cuprous oxide). Fig. 4.7 illustrates that as we decrease
the temperature to move between the phases, we observe a decrease in nucleation
density. The most uniform reduction in nucleation density occurs near the phase
boundary. As we enter deeper into the cuprous oxide phase, the nucleation density
decreases further but starts to become non-uniform over large areas.
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Figure 4.7: In situ oxygen exposure test for tunable nucleation density.
Copper-oxygen phase diagram reprinted with permission from Schmidt-Whitley et al.
[1974]. Copyright [1974], Elsevier.
Additionally, a single growth is performed where temperature is held constant at
10000C while the O2 partial pressure is at 10´3 Torr. Interestly, as shown in Fig. 4.8,
this results in a stronger copper grain dependency in the nucleation density. On an
additional note, there does not seem to be any significant compromise in the growth
rate due to the introduction of this oxidation stage, although samples are not yet
pushed to continuity. The time for each of these growths is only one minute. On
account of the existing literature, the probable mechanism seems to be the positive
effect that oxygen can have in scavenging carbon from the bulk of the copper to further
reduce the nucleation density [Braeuninger-Weimer et al., 2016, Kraus et al., 2016].
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At sufficiently low partial pressures, the effect of the oxygen is fairly uniform across
the polycrystalline copper substrate. When the oxygen partial pressure is higher,
the oxygen scavenging becomes more noticeably copper-grain-dependent. Overall,
these results demonstrate that oxygen is an excellent growth parameter to tune the
nucleation density to a significant degree. Further studies are necessary to understand
the potentially multifaceted role of oxygen in affecting the nucleation density, whether
it be via scavenging carbon or suppressing nucleation or perhaps a combination of
both.
Figure 4.8: In situ oxygen exposure test for tunable nucleation density.
Higher oxygen partial pressure.
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4.4.4 Role of hydrogen on grain morphology
Thus far, we have performed very few experiments to explore tuning parameters for
grain morphology. One interesting observation along these lines is depicted in Fig. 4.9:
the only difference between growth recipes is the partial pressure of H2 during the
growth stage; it is increased from 0.1 Torr to 1 Torr. In essence, we are changing the
ratio H2:CH4 and, rather interestingly, we notice that: (1) there is a variation in grain
morphology; with increasing H2 partial pressure the grains become more dendritic;
and (2) with increasing H2 partial pressure, the nucleation density decreases and the
grain size increases. These results have important implications on the role of hydrogen
since, in principle, this system allows us to deconvolute any effect oxygen may have
been having on the role of H2 through oxidizing impurities in the gas. Consequently,
hydrogen does indeed play an important role in grain morphology and nucleation
density. There are many more experiments to be performed in this vein, but suffice it
to say that hydrogen provides a convenient tuning parameter for both the nucleation
density and the grain morphology (and, therefore, the grain boundary morphology).
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(a) Low H2 partial pressure (b) High H2 partial pressure
Figure 4.9: The effect of hydrogen on grain morphology and nucleation
density.
4.4.5 Low-temperature growth
One of the final fundamental parameters we explore is the growth temperature,
specifically with the goal of lowering the growth temperature to minimize the high-
temperature exposure of the copper substrate. Amazingly, as shown in Fig. 4.10, we
achieved high-quality continuous growth at 8650C in less than one minute. To our
knowledge, this is the fastest synthesis to be achieved at lower temperatures without
a significant compromise in time and quality. As one would expect and is consistent
with the literature, there is an increase in nucleation density with decreasing tem-
perature. However, we have yet to experiment with in situ oxidation to tune the
nucleation density while attempting growth at these lower temperatures.
It is worth mentioning that when we first performed the lower temperature
growths, we only achieved near-continuous growth at 1 min and required a full 30 min
to stitch a fully continuous film. This is before we found the non-negligible effect of
the deposited copper on the interior of the tube. Upon changing the tube, the growth
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rate and time to a continuous film increased drastically.
(a) Thermal oxidation test
(b) Raman spectroscopy
Figure 4.10: Continuous graphene synthesis at 8650C in 1 min
Although further investigation is required, we performed some preliminary
growths at temperatures as low as 7000C. The results were consistent with previously-
published results: while we achieved nucleation and grain growth at these low tem-
peratures, the grains were highly defective. According to Fig. 4.11, upon a thermal
oxidation test, the center of grain becomes heavily oxidized. As Jacobberger et al.
[2015] demonstrate, at these lower temperatures, the dehydrogenation rate is much
lower, so if the partial pressure of the carbon precursor is not reduced accordingly
partially-dehydrogenated groups can form within the grains, leading to a high density
of defects. Nonetheless, Jacobberger et al. [2015] observes a significant compromise
in time („ 56 hrs) with the lower methane partial pressure for a continuous film
at 7500C. That being said, this particular set of growths were performed prior to
realizing the tube condition effects. Motivated by the tremendously fast high-quality
growth achieved at 8650C, we can say that perhaps with proper tuning of growth
parameters and vacuum conditions, lower temperatures at high growth rates while
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maintaining quality may be possible. Yet again, further experiments are necessary to
explore this possibility.
(a) Thermal oxidation test (b) SEM image
Figure 4.11: Defective graphene synthesis at 7000C in 5 min
In light of these lower-temperature results, we can offer a few comments on the
planarity of the copper substrate after growth: The ability to synthesize high-quality
continuous graphene growth at 8650C in one minute lends significantly improved
conditions for maintaining the low surface roughness provided by the RDE polishing.
Also, the risk and degree of copper vaporization is minimized by (1) lower temper-
ature exposure and (2) minimal time of high temperature exposure. While a more
comprehensive set of before/after surface roughness scans are necessary to quantify
the differences, optically there appear to be no significant adverse effects.
4.4.6 Repeatability and control
Overall, with respect to general repeatability and control, we find that this system
design and SOPs yields complete consistency with growth recipes. We attribute a
large part of this to careful control of the oxygen and moisture levels in the system.
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Best practices to this end can be summarized in three key points: (1) keeping track
of the condition of the tube based on the amount of deposited copper, (2) maintain-
ing the system completely free of oxidizing impurities from the gases as well as the
atmosphere, and (3) maintaining a low moisture level, especially after sample loading.
4.4.7 Application I: graphene-hBN in-plane heterojunction
Lastly, we offer some exciting application-based results of this improved synthesis sys-
tem on two material structures. First, we have begun fabrication of lateral hexagonal
Boron Nitride (hBN) heterostructures, given that such structures with mechanical
continuity provide an avenue for complex atomically-thin device fabrication. Previ-
ous groups have demonstrated that in-plane lateral heterostructures can be achieved
by two-stage CVD synthesis process of hBN and graphene onto copper substrates
[Sutter et al., 2012, Liu et al., 2013].
Figure 4.12: CVD Graphene-hBN lateral heterojunction.
In a similar fashion, we repeat their work but with mechanically exfoliated hBN
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with potentially improved quality, since our growth methodology and system present
the added advantage of extremely clean and low-surface-roughness copper substrates
as well as faster and higher-quality synthesis. At the same time, the minimal oxidizing
impurities in our system may not only better preserve the quality of the hBN during
the high-temperature graphene synthesis, but also lead to a better-stitched hetero-
junction. As shown in Fig. 4.12, the first attempt was successful and our preliminary
results already demonstrate based on Raman measurements: (1) a zero overlap and
zero gap between the graphene; and (2) a preservation of material quality. Further
experiments are required and underway, but the high-quality copper substrates and
UHP synthesis proved an invaluable means to controlled and tunable investigations.
4.4.8 Application II: growth on hollow metallic microlattices
Second, and foremost, we have demonstrated for the first time continuous high-quality
monolayer graphene synthesis on hollow metallic microlattices. This is possible due
to the fast and low-temperature capabilities of our UHP CVD system. Schaedler
et al. [2011] were the first to manufacture these hollow metallic microlattices; they
are a type of architected material. They are manufactured in basic three steps: (1)
fabrication of a solid polymer lattice structure, (2) coating the polymer structure with
metal (typically copper or nickel) through electroless deposition, and (3) etching the
polymer interior such that only a hollow lattice of metal is left. These structures
have exhibited fascinating mechanical behavior that includes high strength-to-weight
ratio, the ability to completely recover their shape after significant compression, and
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a tunable Young’s Modulus based on the density. Material systems such as these
provide a means of three-dimensional architected materials fabrication at a very small
length scale.
Our colleague and collaborator Richard Li manufactures these metallic lattice
structures through a similar methodology, with the exception of using two-photon
lithography to fabricate the polymer base. Based on the lattice design and the depo-
sition time, structures of varying lattice geometry, strut diameter, and wall thickness
can be fabricated. Preliminary mechanical measurements on these structures coated
with just a single layer of graphene indicate a non-negligible effect on their mechanical
performance. These structures, due to their fragile geometry and thin walls are extra
sensitive to high temperatures. More specifically, they are subject to: (1) void nu-
cleation caused by grain growth on length scales greater than the wall thickness, (2)
structure degradation and material loss due to copper vaporization, and (3) structure
collapse due to material softening at high temperatures.
By utilizing the high growth rate and low-temperature synthesis methods that our
furnace offers, we can significantly minimize both the high-temperature exposure and
the overall exposure time. In Fig. 4.13, we successfully illustrate continuous graphene
synthesis on a copper microlattice by utilizing our 8650C growth. Synthesis is carried
out using the in situ oxygen-assisted growth sequence to facilitate a light oxidative
cleaning. The growth follows the standard in situ oxygen recipe with the following
parameters:
• Anneal: 1 min at 5000C with 100 mTorr H2
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• Oxidation: 5 min at 8650C in 0.1 mTorr O2 and 100 mTorr Ar
• Reduction: 5 min at 8650C in 100 mTorr H2
• Growth: 30 min at 8650C in a mixture of 100 mTorr of H2 and 450 mTorr
of CH4
As shown in Fig. 4.13, SEM images reveal that the synthesis is continuous; while
development of voids appears to persist, this is an extremely promising initial result
and proof of concept.
Figure 4.13: Continuous graphene growth on hollow metallic microlattice.
Here we can provide a few comments on the immediate avenues for improvements
on the lattice structure: First of all, this synthesis was administered prior to the
identification of the effects of the deposited copper on the interior of the tube. This
means that in future growths we can achieve continuous growth in 1min as opposed
to 30 min, thus significantly decreasing the overall synthesis time. Secondly, we
intended to explore the necessity of the oxidation stage in cleaning and consider its
108
potential role in the nucleation of the observed voids. Due to the nature of electroless
deposition, the copper is full of impurities and, so it is possible that a root cause of
the voids is the oxygen reacting with these impurities.
Once again, even though further investigations are required to optimize the precise
growth recipe that minimizes void nucleation, it has been established that our UHP
LPCVD synthesis provides the capabilities to grow high-quality continuous mono-
layer graphene films on these delicate structures. Most importantly, this provides a
meaningful avenue to answer the most fundamental question posed when it comes to
utilizing the unique mechanical behavior of two-dimensional materials of “how does




5.1 Summary of contributions
We have introduced the formulation of a Cohesive Zone Model (CZM) for a membrane
element. The details of the kinematics of the CZM were proposed for determining the
separation across the interface. To account for the under-constrained nature of a two-
dimensional element spanning three-dimensional space, we applied numerical controls
through a Multiple Point Constraint (MPC). The MPC requires the cohesive zone
element together with its two adjacent membrane elements to maintain bilinearity as
a whole.
The traction vs. separation relationship that governs the CZM is based on Molec-
ular Dynamics (MD) simulations of experimentally observed defect structures in
graphene grain boundaries. As discussed by Guin et al. [2016], a typical high-angle
grain boundary consists of a continuous defect structure. By contrast, a low-angle
grain boundary contains periodic defects separated by regions of perfect lattice (i.e.
not a continuous defect structure). Consequently, our model is not intended to model
low-angle grain boundaries adequately.
We implemented the membrane-based CZM within the context of a suspended
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circular graphene bicrystal subject to nanoindentation. ABAQUS/Standard FEM
software was utilized to model this nanoindentation experiment. The model identifies
two potential failure modes: (i) grain boundary rupture due to void nucleation within
the CZM, and (ii) grain failure due to a structural instability. We ran simulations
to failure with incremental grain boundary distances from immediately beneath the
indenter tip to a distance such that a transition in failure mechanism was identified.
As a result, we presented the failure analysis plot in Fig. 2.6 depicting the critical
fracture load, Fc, as a function of grain boundary distance, d. There are three distinct
regions where we consider the factors that influence failure: I, II, and III. The division
between regions II and III identifies the critical threshold distance, dc, between failure
modes. For d ă dc, failure occurs within the grain boundary, whereas for d ą dc
failure occurs within the grain. Region I shows clear nonlinearity that we attribute
to contact with the indenter tip upon grain boundary rupture and therefore we expect
dependence on rtip. On the contrary, we suspect that the linear slope in region II
is independent of rtip because the grain boundary is sufficiently far that it sees the
indenter tip as a point load. In region III, Fc becomes constant due to a transition
of failure mechanisms; failure occurs within the grain due to a structural instability
and becomes independent of d.
In an effort to define a PDF that accounts for the two-dimensional polycrystalline
structure, as well as key experimental and material parameters, we extended our
failure analysis to consider varying grain boundary strengths and varying radius in-
denter tips. A dimensionless grouping is defined which accounts for the radius of the
indenter and, also, a fictitious viscosity term which is necessary to converge compu-
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tationally beyond material softening. The results from the multiscale model and the
dimensional analysis establish a relationship between the critical failure load and the
grain boundary distance, which we functionalized and used as input to formulate the
PDF.
We initially accounted for a simply symmetric hexagonal grain structure due to
the simple fact that we can calculate an analytical expression for the distance PDF.
By combining the distance PDF with the functional relationship between the critical
failure load and the grain boundary distance, we defined a PDF for the critical fail-
ure load. After accounting for the large experimental standard deviation through a
numerical convolution, a proper comparison is made with previous experimental data
sets. Additionally, through a numerical analysis, a more random two-dimensional
grain structure is considered. By identifying the appropriate dimensionless group-
ing, we found that the PDF of the failure load for each structure is identical for
typically-observed grain structures and reasonable expectations of grain boundary
strengths. In other words, the semi-analytical PDF derived for a hexagonal structure
is applicable to some more realistic grain structures within a realistic domain.
A detailed comparison between previous nanoindentation experiments and our
model suggested that the grain boundary strength is much weaker than expected. A
potential explanation for this discrepancy is that the grain boundaries may not have
been as well-stitched as expected. But given the significant advances in synthesis
since the previous data set was collected, there is reasonable motivation to expect
that if current CVD advances are accounted for, perhaps a stronger polycrystalline
film can be grown which will more accurately represent the mechanical behavior of
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graphene grain boundaries.
By designing a UHP LPCVD system with careful attention to control over oxi-
dizing impurities, moisture content, and free parameters such as flow rate, pressure,
and temperature, we were able to achieve repeatable and tunable CVD graphene
synthesis. RDE polishing provides large-area nanometer-level surface roughness that
yields a clean and flat growth surface for uniform and controlled nucleation density.
This low surface roughness was maintained thanks to our capabilities of fast and
low-temperature growths, practically minimizing copper vaporization which is what
causes surface roughening at high temperatures.
As far as minimizing oxygen and moisture in the system, we accomplish that
via (1) gas purifiers which reduce the oxidizing impurities to ă 1 ppb, (2) strict
system designs to eliminate leaks from the atmosphere, and (3) meticulous standard
operating procedures such that the growth environment is completely controlled.
These improvements have already led to remarkable increases in growth rate. This
was best demonstrated by our ability to synthesize a fully-stitched continuous high-
quality monolayer graphene film in the striking time of less than one minute.
Our custom-designed system has specifically facilitated controlled investigations
into the roles of fundamental growth parameters. In situ oxygen exposure provided
a key parameter for tuning the nucleation density via a carbon scavenging and/or
active nucleation suppression mechanism. At the same time, an increase in the partial
pressure of hydrogen during the synthesis stage provided a means of decreasing the
nucleation density and changing the grain morphology from compact to dendritic. As
a consequence, lower-temperature high-quality synthesis was possible in similarly-to-
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above short growth times (1 minute).
We have further introduced some important system improvements rendering ad-
ditional control and repeatability. The use of a second inner growth tube provided
easy monitoring and regulation of the degree of copper deposition on the interior of
the tube while maintaining the leak integrity of the system as a whole. Also, the
novel design of a bypass valve, such that the pressurized region developed by leaks
from the MFCs circumvents the growth region, allowed for controlled and intended
gas conditions in the growth region.
Finally, we have been able to begin applying the advanced synthesis capabilities
that our system offers in two applications. We demonstrated rapid synthesis of hBN-
Graphene in-plane heterojunctions on ultra-flat and ultra-clean copper substrates
without a compromise in quality, thus providing a means of high-quality atomically-
thin heterostructures for a new generation of device structures. Most excitingly, we
also demonstrated continuous synthesis of high-quality monolayer graphene on hollow
copper microlattices by rapid and low-temperature growth. In other words, we pro-
vided a feasible means of spanning three-dimensional space with a two dimensional
material; an important step towards starting to realize graphene’s extraordinary me-




The formulation of our membrane-based CZM allows further studies of more compli-
cated and realistic polycrystalline graphene domains. In the future, we will examine
the effect of rtip on the probability of failure and we will consider randomly-generated
grain structures to more accurately capture the experimentally-observed structures.
In addition, our results establish the foundation to systematically vary the cohesive
zone parameters to investigate their effects on the transitions between failure regions.
A future direction of these research results will be to use this model through an inverse
analysis in order to analyze experiments of polycrystalline graphene, like the ones per-
formed by Lee et al. [2013], to determine the grain boundary strength. Ultimately,
our model, in conjunction with our PDF that accounts for the two-dimensional grain
structure, provides a means to study the probability of failure of not only polycrys-
talline CVD-grown graphene, but also any two-dimensional polycrystalline structure.
The CVD synthesis advances so far have paved the way for several interesting
parameter studies that would pursue further exploration for quality improvement;
including but not limited to minimizing add-on layers, minimizing folds, and further
understanding the multifaceted roles of O2 and H2. There certainly are numerous
necessary experimental steps to truly quantify the quality improvements our work
presents. For instance, electrical measures are needed to determine if there is any
improvement on the electron mobility as a result of the flatter and better-stitched
boundaries. Furthermore, a new set of nanoindentation measurements of suspended
circular membranes is crucial to probe the mechanical behavior of the grain bound-
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aries and determine if better-stitched polycrystalline films have indeed been achieved.
In the framework of future research, we expect these improvements to the CVD
system and methods to result in a more mechanically robust polycrystalline graphene
film. We will test the strength through the standard testing method with a few minor,
but important, adjustments. First, there are recent advances in transfer methodology
that we will utilize to remove the graphene from the copper and deposit it onto the
testing substrate [Cherian et al., 2015] which will prevent contamination and damage
to the film during handling. Second, we will investigate the effect of the indenter
tip geometry by utilizing a narrow, low-profile tip in our Keysight nanoindentation
system, similar to the AFM tip geometry. Third, to examine the mechanical stability
over larger areas, we will manufacture substrates with a range of cylindrical well diam-
eters (φmem “ 2´100 µm) and perform nanoindentation experiments over larger-area
suspended membranes. Lastly, with a potentially better-stitched polycrystalline film
and updated nanoindentation measurements, we will compare the resulting histogram
of Fc with our multiscale model and PDF with the objective of either validating our
proposed mechanical model of the grain boundary or performing an inverse analysis
to back-out the grain boundary strength. This will provide the first estimation of the
grain boundary strength in graphene based on experiments.
Ultimately, we seek and hope for our present research to lead to a better under-
standing of the mechanical behavior and provide a foundation for the validation of
our model, not only with respect to the mechanics of failure, but also accounting for
variations in grain size and grain boundary morphology.
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Table A.1: High order elastic constants
SOEC (N/m) TOEC (N/m) FOEC (N/m) FFOEC (N/m)
C11 = 358.1 C111 =-2817 C1111 = 13416.2 C11111 =-31383.8
C12 = 60.4 C112 =- 337.1 C1112 = 759 C11112 =- 88.4
C222 =-2693.3 C1122 = 2582.8 C11122 =-12960.5
C2222 = 10358.9 C12222 =-13046.6
C22222 =-33446.7
A.1.1 Uniaxial and equibiaxial stress-strain relationships
A.1.1.1 2nd Piola-Kirchhoff stress vs. Lagrangian strain








F TzigFzig ´ I
˘ “ 1
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»—–λ21 ´ 1 0
0 0
fiffifl Ñ η1 “ 1
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pλ21 ´ 1q, η2 “ 0, η6 “ 0 (A.8)



























0 λ22 ´ 1
fiffifl Ñ η1 “ 0, η2 “ 1
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pλ22 ´ 1q, η6 “ 0
(A.12)



























F TbiFbi ´ I
˘ “ 1
2
»—–λ2 ´ 1 0
0 λ2 ´ 1
fiffifl Ñ η “ η1 “ η2 “ 1
2
pλ2 ´ 1q, η6 “ 0
(A.16)



























A.1.1.2 Cauchy stress vs. engineering strain
 “ F ´ I (A.18)
General Conversions.
By combining η “ p1{2qpλ2 ´ 1q and  “ λ´ 1, we can find a general relationship
between η and .
 “ p2η ` 1q1{2 ´ 1 (A.19)




where J “ detpF q is the Jacobian of the deformation.
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Figure A.1: Stress vs. strain plots
Table A.2: Constitutive Relation Critical Points
Uniaxial Strain:Zig Uniaxial Strain:Arm Equibiaxial Strain
nm{nm N{m N{m2 nm{nm N{m N{m2 nm{nm N{m N{m2
η, Σ 0.2325 31.40 93.74 0.1863 29.46 87.94 0.2352 33.12 98.86




B.1 User element subroutine
The following user element (UEL) subroutine formulation is an expansion of a CZM
derived by Becker for two-dimensional plane stress, plane strain, and axisymmetric
elements [Becker, 1988]. This UEL also accounts for three-dimensional membrane
elements, where only in-plane stresses can develop, but the element can deform in
three-dimensional space. This section is organized as follows: Section B.1.1 introduces
the property values that define the UEL, Section B.1.2 introduces the cohesive zone
element and how the local coordinate systems are selected to calculate the interfacial
normal and tangential separations, Section B.1.3 shows the calculations to determine
the interfacial normal and tangential tractions and associated stiffnesses, and finally,
Section B.1.4 discusses the projection of the determined tractions onto the nodal local
tangent planes.
B.1.1 Property variables
The UEL is defined by eight parameters that are listed in Table B.1. These param-
eters define (i) which potential function to use in the simulation, (ii) the parameters
that define the potential function selected, (iii) a stability parameter for convergence
difficulties during debonding, and (iv) an out-of-plane depth. Ω denotes the potential
function selection. The UEL subroutine is structured such that a variety of poten-
tial functions can be interchanged for the same problem space. This subroutines’
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problem space is for any two-dimensional quadrilateral element that spans two- or
three-dimensional space during deformation. In the scenario where the element does
not undergo out-of-plane deformation, the UEL subroutine converges to the solution
for a two-dimensional CZM deformation state, such as plane stress or plane strain.
In this case, the two local coordinate systems required for the kinematics of the
membrane-based cohesive zone model (CZM), (nα, t, bα) and (nβ, t, bβ) discussed in
the main text in Section 2.1.2 and displayed in Fig. 2.3, are aligned, so there is only
one unique local coordinate system that the separation values are determined, as is
traditional. The formulation of kinematics of the membrane-based CZM is discussed
is greater detail in Section B.1.2.
The parameters that define the potential function are built around the the expo-
nential potential function proposed by Xu and Needleman’s potential function [Xu
and Needleman, 1993]. The potential function is introduced in the main text in Sec-
tion 2.1.1 and (2.1). The key parameters are the characteristic normal distance (δn),
the maximum stress (σm), the normal-shear coupling (q), the characteristic tangential
distance (δt), and the normal opening under pure shear (r). These parameters and
their values in this UEL are listed in Table B.1. The chosen values are preliminary
and used only for investigative purposes in this initial simulations. The character-
istic normal and tangential opening variables determines the separation value along
each respective direction at which strain softening initiates. Additionally, the char-
acteristic distances result in a consequential interface stiffness. The maximum stress
variable dictates the peak stress at which separation occurs, therefore it is a measure
of the strength of the interface. The values chosen for characteristic distances and
the maximum stress come from molecular dynamic (MD) simulations of graphene
grain boundaries that have been observed experimentally [Guin et al., 2016]. The
normal-shear coupling parameter relates the work of the shear separation to the work
of the normal separation. Finally, the normal opening under pure shear is a measure
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of the normal separation while the normal traction is zero. To simplify these initial
studies, q is set to limit the effect of coupling and r is set to zero to eliminate its
effect. The traction-separation relation used in this UEL is discussed in greater detail
in Section B.2.
Additionally, although it is not used in the current simulations, the stability pa-
rameter was introduced by Becker as a means to stabilize debonding past the strain
softening event by looking at the separation at the previous time step [Becker, 1988].
The out-of-plane depth is a measure of the thickness of the element and is utilized to
obtain three dimensional stress and stiffness results. With regards to graphene, since
graphene is made up of only a single layer of atoms, the interatomic spacing between
graphene layers in graphite is used a s measure of thickness. It is important to note
that ABAQUS\Standard requires that information passed to and from a subroutine
be in the global coordinate system and in three-dimensional quantities. So while
the all calculations of separations and tractions in Sections B.1.2 and B.1.3 are with
respect to local coordinate systems, the values must ultimately be transformed into
the global coordinate system.
Table B.1: UEL Property Variables. The input parameters of the UEL are listed
with name, symbol, and value. These variables determine the potential function
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δt r η t
0.06 0.0 0.0 0.335
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B.1.2 Cohesive zone element interfacial separations
There are two possibilities for the element connectivity of a four-node cohesive zone
element with the nodal arrangement seen in Fig. B.1 such that the local coordinate
system and the interfacial separations are calculated correctly. Herein, we will use
the variable n to refer to nodes and where it is necessary to differentiate between
nodal values, the superscript of the variable will refer to a node number. If a specific
nodal variable is raised to a power, brackets or parentheses will be used. The two
element connectivities with respect to Fig. B.1 are p1, 2, 3, 4q and p4, 3, 2, 1q. There
are three basic rules for the connectivity: (i) the first two nodes should be from the
same side of the interface (indicated by the horizontal light gray dotted line), (ii) the
order of the first two nodes should follow a CCW order about the element, and (iii)
the second pair of nodes should mirror the order of the first two across interface.
We will assume a element with same nodal arrangement seen in Fig. B.1 and with
a connectivity of p1, 2, 3, 4q for remained of the UEL formulation. This arrangement
will correspond with all subsequent figures in Section B.1 and the nodal order is
especially important to specify because the order of the information delivered to the




Side β Side α
Figure B.1: A cohesive zone element. The four labeled black dots represent the
four nodes of the element. The interface of the element is identified by the horizontal
light gray dotted line. The two sides from which separations are determine from are
specified by the vertical dark gray dotted line.
The UEL subroutine is called by ABAQUS\Standard for every cohesive zone ele-
ment at every iteration of the simulation to determine its internal forces and stiffness
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matrix contribution. The subroutine divides the element into two sides, α and β, as
can be seen in Fig. B.1. The normal and tangential separations are calculated and
used to determine the normal and tangential traction for each side.
For each cohesive zone element, the UEL subroutine receives the original coordi-
nates, X, shwon in (B.1) and the total displacements, u, shown in (B.2) for all four
nodes. The current nodal coordinates, x, shown in (B.3) are determined from matrix
addition. Herein, where it is necessary to specify a variables’ degree of freedom, a

















































x “ X ` u (B.3)
Once x determined, a local cartesian coordinate system is defined for each side, α
and β, as shown in Fig. B.2. First, indicated in light blue in Fig. B.2a, the interface
vector, vinterface, of the element is identified by the vector from midpoint between
n2 and n4, p2´4mid, to the midpoint between n
1 and n3, p1´3mid. Herein, the variable p is
used to indicate points and v is used to identify a temporarily needed vector for a
calculation. The superscripts will continue to reference the nodes involved and the
subscript, if applicable, will refer to a degree of freedom or a short-hand descriptor.
The unit tangential vector, t, shown in red in Fig. B.2a, is chosen to be collinear with
vinterface. The calculation of t is shown in (B.4) where vinterface is simply normalized.
Since the interface spans both sides α and β, t is shared by both local coordinate
136
systems. For variables where it is necessary to specify the side to which it belongs, a
subscript of either α or β will be used.
t “ tα “ tβ “ 1‖t‖pvinterfaceq (B.4)
Next, the local tangent plane for each side, illustrated in Fig. B.2b by the two
dark gray triangular planes between each sides’ nodes and the center of the element,
are defined by identifying each planes’ unit outward normal vector, bα and bβ. These
are calculated in (B.5) by normalizing the cross product between each sides’ edge
vector, v1´3 for α and v2´4 for β, and the unit tangential vector.
bα “ 1‖bα‖pv
1´3 ˆ tq bβ “ 1‖bβ‖pv
2´4 ˆ tq (B.5)
Fig. B.2b shows the resulting unit outward normal vectors, bα and bβ, in violet.
Finally, the unit normal vectors for each side, nα and nβ, are determined in (B.6) by
taking the cross product between the unit tangential vector and each sides’ the unit
outward normal vector.
nα “ tˆ bα nβ “ tˆ bβ (B.6)
Therefore, there are two local cartesian coordinate systems defined in (B.4)-(B.6):
(nα, t, bα) for α and (nβ, t, bβ) for β. The normal and tangential separations are
calculated for each side with respect to the corresponding local coordinate system.
It is important to note two details of the local coordinate systems for subsequent
calculations: (i) it must follow the right hand rule in order from n to t to b, (ii)





























(b) Unit Outward Normal Vector, bα, bβ
n4
n3











(c) Unit Normal Vector, nα, nβ
Figure B.2: Determination of the cartesian local coordinate systems for α
and β. (a) t is defined in alignment with the interface of the element. (b) bα & bβ are
defined with respect to t and the edge vectors, v1´3 & v2´4. (c) nα & nβ are defined
with respect to t and bα & bβ.
The magnitudes of the displacement vectors, rα and rβ, are determined in (B.7)
for α and β by subtracting the reference edge vectors, vp1´3q1 and vp2´4q1 , in Fig. B.3a
from the current edge vectors, v1´3 and v2´4, in Fig. B.3b. The vector directions of
rα and rβ simply coincide with v1´3 and v2´4 after normalization. vp1´3q
1 and vp2´4q1
essentially represents a more general cohesive zone element with a finite initial width.
Herein, our reference cohesive element is a one dimensional line, so vp1´3q1 and vp2´4q1
would be zero, but for completeness, the subroutine is structured to handle cohesive
zones with finite initial width.
‖rα‖ “ ‖v1´3‖´ ‖vp1´3q1‖ ‖rβ‖ “ ‖v2´4‖´ ‖vp2´4q1‖ (B.7)
The magnitudes of the normal and tangential separations for α and β (Unα, Utα,
Unβ, and Utβ) are calculated in (B.8) by projecting rα and rβ onto their respective
local unit normal and tangential vectors through the dot product. A schematic of
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these projections are shown in Fig. B.3c for β and in Fig. B.3d for α.
Unα “ rα ¨ nα Unβ “ rβ ¨ nβ



















































(d) Side α Separations
Figure B.3: Normal and tangential separations for α and β. (a) The refer-
ence configuration displacement vectors for each side, vp1´3q1 and vp2´4q1 . (b) The
deformed configuration total displacement vectors for each side, vp1´3q and vp2´4q,
and the resulting cohesive zone separation vectors, rα and rβ. (c) The normal, Unβ,
and tangential, Utβ, separation separations for β with respect to rβ and (nβ, t, bβ).
(d) The normal, Unα, and tangential, Utα, separation separations for α with respect
to rα and (nα, t, bα).
The normal, Un, and tangential, Ut, separation along the interface are evaluated by






and l is the length of the interface.
Unpξq “ UnαNαpξq ` UnβNβpξq
Utpξq “ UtαNαpξq ` UtβNβpξq
(B.9)
B.1.3 Cohesive zone element interfacial tractions and
stiffnesses
The normal and tangential separations in (B.8) provide the input parameters to









BUt ) with a traction-separation relation for sides α and β. The
subscripts n and t will continue to be used to distinguish between the normal and
tangential directions. The specific traction-separation relation utilized to validate
the membrane-based cohesive zone model is proposed by Xu and Needleman [Xu and
Needleman, 1993]. A detail discussion of this particular traction-separation relation
is provided in Section B.2. From Section B.2, the most general form of the potential
function is shown in (B.77), the normal and tangential tractions are shown in (B.78)
and (B.79), respectively, and the corresponding stiffnesses are shown in (B.80), (B.81),
(B.82), and (B.83). The potential function, tractions, and stiffnesses are simplified
for these initial investigates. These simplified equations are discussed in detail and
presented in Section B.2.1.
The tractions and stiffnesses will be denoted with a subscript α or β as shown in























The following finite element analysis of the governing equation of the cohesive
zone follows directly Becker’s analysis of a two-dimensional cohesive zone element
[Becker, 1988].
The nodal tractions are evaluated by equating the virtual work of the system to
the surface integral evaluated with two-point Gaussian quadrature. The virtual work
can be written with the work conjugate pair force (F ) and distance (U). In (B.12)
we consider the work performed by the normal and tangential forces for sides α and
β due to an infinitesimal change in interfacial separation. The potential function, φ,
is the energy per unit area based on the interfacial separation.




For a cohesive element whose undeformed length follows from zero at the nodes
on side β to l on side α, it can be shown that the two-point Gaussian quadrature














, respectively, the weights,
Wα and Wβ, are both
l
2
, and the out of plane thickness is constant, t. Subsequently,
through Gaussian quadrature, the surface integral in (B.12) can also be written as:
ż
S
δφdS “ t pWαδφq|ξ“a ` t pWβδφq|ξ“b (B.13)
(B.13) can be further expanded by considering the total derivative of φpUn, Utq.
δφ “ BφBUn δUn `
Bφ
BUt δUt (B.14)














































(B.15) can be further simplified and reorganized after substituting the expressions
for Un and Ut from (B.9), letting W “ Wα “ Wβ, and realizing the relationship








































































The interfacial normal and tangential tractions appear in (B.16) in the partial
derivatives of φ with respect to Un and Ut for each respective side of the element.
The tractions are evaluated at the quadrature points, a and b. Therefore, equations
for the separation along the interface from (B.9) are necessary to calculated the Un
and Ut at a and b based on Unα, Utα, Unβ, and Utβ in (B.8) determined in Section B.1.2.
Then, the evaluated Un and Ut serve as input to the traction-separation relations in
(B.85) and (B.86) discussed in Section B.2 to determine values of the tractions in
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(B.17) is substituted into (B.16) and equated to the virtual work expression in
(B.12) to obtain the following expressions in (B.18) for the normal and tangential
forces for sides α and β. Fnα, Ftα, Fnβ, and Ftβ are represented schematically in
Fig. B.4a.
Fnα “ t W
l
„
a pTnq|ξ“a ` b pTnq|ξ“b

Fnβ “ t W
l
„
b pTnq|ξ“a ` a pTnq|ξ“b

Ftα “ t W
l
„
a pTtq|ξ“a ` b pTtq|ξ“b

Ftβ “ t W
l
„
b pTtq|ξ“a ` a pTtq|ξ“b

(B.18)
The nodal forces are equal magnitude and opposite direction across the interface
for each side. Therefore, the magnitude of the nodal forces for node 1 and 3 are
equal to the forces for side α. Similarly, the magnitude of the nodal forces for node
2 and 4 are equal to the forces for side β. The magnitudes of the nodal forces are
summarized in (B.19). Numerical, the direction of these forces will be taken into
account later in Section B.1.4 by the orientation of the local tangent plane of each
node where the nodal forces will be projected. The nodal forces with their anticipated
directions based on the current local coordinate system are illustrated schematically
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in Fig. B.4b.
F 1nα “ Fnα F 2nβ “ Fnβ
F 1tα “ Ftα F 2tβ “ Ftβ
F 3nα “ Fnα F 4nβ “ Fnβ
F 3tα “ Ftα F 4tβ “ Ftβ
(B.19)
n4 n3




















(a) α and β Normal and Tangential Forces
n4 n3




























(b) Nodal Normal and Tangential Forces
Figure B.4: The extension of the forces determined on α and β to the nodal
forces. (a) The α and β normal and tangential forces are shown with respect to (nα,
t, bα) and (nβ, t, bβ), respectively. (b) The normal and tangential nodal forces are
shown equal and opposite across the interface, indicated by the light gray dotted line,
and with respect to their appropriate sides’ local coordinate system.
Similarly, the stiffnesses for side α and β is determined by taking the derivatives
of each force in (B.18) with respect to each interfacial separation from (B.8). The cal-
culations of these sixteen derivatives are evaluated in (B.21)-(B.36). It is convenient
to notice that the derivatives of the right hand side of (B.8), and shown in the first
line of calculations for (B.21)-(B.36), can be expanded using the chain rule to reveal
the stiffness of the the traction-separation relation from (B.87)-(B.90) evaluated at
a and b multiplied by the derivative of the normal/tangential interfacial separation
function from (B.9). This is applied on the second line of calculations for each of the
derivatives in (B.21)-(B.36).
For convenience, we separately evaluate the four derivatives of the normal/tan-
gential interfacial separation function from (B.9) with respect to the Unα, Utα, Unβ,
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and Utβ. This is shown in (B.20) and taking into account in the third line of calcu-
lations for each of the derivatives in (B.21)-(B.36). Additionally, since (B.20) will be
























“ Nβpξq “ 1´ ξ
l
(B.20)
The following derivatives, (B.21)-(B.36), provide a simplified expression of the
elemental stiffness components in three-step calculations.








































































































































































































































































































































































































































































































































































































































































































































































In consideration of the elemental stiffness, a quadrilateral cohesive element has
eight total separation degrees of freedom, Un and Ut. At each node, there are two
forces, Fn and Ft, and therefore sixteen stiffnesses. Each nodal force has a stiffness
associated with each of the eight separation degrees of freedom. Therefore, with four
nodes, there are a total of sixty-four non-zero components of the two-dimensional
elemental stiffness matrix.
After taking into account the two-fold symmetry of the cohesive zone across the
interface, there are only sixteen unique stiffness components. These were calculated
previously in (B.21)-(B.36). The distribution of these stiffness components to the
sixty-four elemental stiffness components are provided in (B.37)-(B.52). For conve-
nience, we also introduce the variable C with a numerical subscript ranging from one
to sixteen to more easily identify the sixteen unique elemental stiffness components.
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BUnα “ C1 (B.37)










BUtα “ C2 (B.38)










BUnβ “ C3 (B.39)










BUtβ “ C4 (B.40)










BUnα “ C5 (B.41)










BUtα “ C6 (B.42)










BUnβ “ C7 (B.43)
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BUtβ “ C8 (B.44)










BUnα “ C9 (B.45)










BUtα “ C10 (B.46)










BUnβ “ C11 (B.47)










BUtβ “ C12 (B.48)










BUnα “ C13 (B.49)










BUtα “ C14 (B.50)
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BUnβ “ C15 (B.51)










BUtβ “ C16 (B.52)
B.1.4 Nodal local tangent plane
In the event of twisting of the membrane-based cohesize zone element, the local co-
ordinate systems for side α and β do not coincide with the local tangent plane at
the nodes on the same side. Since membrane elements can only withstand in-plane
stresses and stiffnesses, it is necessary to project the nodal forces and stiffness compo-
nents onto the corresponding local tangent plane in order to keep the forces completely
in-plane as the membrane-based cohesive element deforms into some arbitrary state
in three-dimensional space. The local tangent plane for each node is defined by the
unit outward normal vector by taking the cross product between the edge vectors
that intersect at the same node. This calculation is shown in (B.53). Additionally,
Fig. B.5a shows the edge vectors and the local tangent plane vectors schematically.
Note that the direction of the edge vectors is chosen to most closely align with the
direction of the corresponding local normal and tangential vectors: v1´3 with nα, v2´4
with nβ, and v2´4 & v4´3 with t. The cross product is taken in the same right-handed
manner (nˆ t) such that the local tangent plane vector also most closely aligns with
the outward normal vector for each side: b1 & b3 with bα, and b2 & b4 with bβ. This




1´3 ˆ v2´1q b2 “ 1‖b2‖pv
2´4 ˆ v2´1q
b3 “ 1‖b3‖pv
1´3 ˆ v4´3q b4 “ 1‖b4‖pv
2´4 ˆ v4´3q
(B.53)
Next, the unit normal and the unit tangential vectors for each side are projected
onto the nodal local tangent planes for the nodes on their respective sides. This
is shown in (B.54) by first projection of the unit normal/tangential vector onto the
nodal unit outward normal vector from (B.53), and then subtracting the result from
the unit normal/tangential vector.
n1 “ ´`nα ´ Projb1pnαq˘ n2 “ ´`nβ ´ Projb2pnβq˘
t1 “ ´`tα ´ Projb1ptαq˘ t2 “ ´`tβ ´ Projb2ptβq˘
n3 “ nα ´ Projb3pnαq n4 “ nβ ´ Projb4pnβq
t3 “ tα ´ Projb3ptαq t4 “ tβ ´ Projb4ptβq
(B.54)
Note that the unit normal and tangential vectors for nodes 1 and 2 are negated.
This is done to rotate the local coordinate system at these nodes by 180˝ about their
respective unit outward normal vectors. This is necessary to ensure that each the unit
normal vector is directed outward with respect to the interface in order to maintain
a positive sense in the opening direction. Refer to Section B.1.2 and the illustrations
in Fig. B.3 to recall that the direction of the separation vectors in (B.7) were positive
opening for node 3 with respect to (nα, t, bα) and node 4 with respect to (nβ, t,
bβ). Therefore is it important for consistency with the calculated separation values in
(B.8) that the nodal local tangent planes for nodes 3 and 4 most closely align with the
local coordinate system for side α and β, respectively, and, as a result, that the local
tangent planes for nodes 1 and 2 be aligned in a generally opposing direction to the
local coordinate system for side α and β, respectively. As a result, this adjustment
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will automatically account for directions of nodal forces and the elemental stiffness
components across the interface as we perform the remaining UEL calculations.
There are now four independent local coordinate systems: (n1, t1, b1) at node 1,
(n2, t2, b2) at node 2, (n3, t3, b3) at node 3, and (n4, t4, b4) at node 4. These are
illustrated in Fig. B.5b.
The nodal forces from (B.19) in Fig. B.4b are projected onto the nodal local
tangent planes in Fig. B.5c.
n4
n3


























































Side β Side α
(c) Projected Nodal Forces
Figure B.5: The determination of the local tangent planes at each node and
the projection of the forces onto the local tangent plane. (a) The element
edge vectors v1´3, v2´1, v2´4, and v4´3, indicated in light blue, are used to determine
the unit outward normal vectors at each node, indicated in violet. (b) The nodal unit
normal and unit tangential vectors are projected onto each nodes’ local tangent plane
to define four local coordinate systems. The unit normal is indicated in green and
the unit tangential is indicated in red. (c) The nodal forces are projected onto the
local tangent plane at each node. The node forces are indicated by light gray vectors
and the projected forces are indicated by the black vectors. The minor change in the
vector position before and after projection is meant to illustrate the minimal error
introduced by this projection.
Up to this point, the magnitudes and directions of the nodal forces and stiffness
components have been determined. ABAQUS\Standard requires the force vector
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and the stiffness matrix to be expressed in the global coordinate system. This is
accomplished through a simple tensor rotation. The rotation tensor is constructed in
From the nodal unit vectors determined in (B.55) from four local coordinate systems

















z 0 0 0 0 0 0 0 0 0




x 0 0 0 0 0 0




y 0 0 0 0 0 0




z 0 0 0 0 0 0




x 0 0 0




y 0 0 0




z 0 0 0

















The force vector, based on the components calculated in (B.19), is shown in (B.56)
and denoted by F 1 to indicate that the values are with respect to the local coordinate
systems. The stiffness matrix, based on the components calculated in (B.37)-(B.52),
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0 0 0 0 0 0 0 0 0 0 0 0
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
(B.57)
For convenience, in (B.58) and (B.59), we also show the stiffness matrix in the
local coordinate system in terms of the sixteen unique stiffness component calculated














































































































































C1 C2 0 C3 C4 0 C1 C2 0 C3 C4 0
C5 C6 0 C7 C8 0 C5 C6 0 C7 C8 0
0 0 0 0 0 0 0 0 0 0 0 0
C9 C10 0 C11 C12 0 C9 C10 0 C11 C12 0
C13 C14 0 C15 C16 0 C13 C14 0 C15 C16 0
0 0 0 0 0 0 0 0 0 0 0 0
C1 C2 0 C3 C4 0 C1 C2 0 C3 C4 0
C5 C6 0 C7 C8 0 C5 C6 0 C7 C8 0
0 0 0 0 0 0 0 0 0 0 0 0
C9 C10 0 C11 C12 0 C9 C10 0 C11 C12 0
C13 C14 0 C15 C16 0 C13 C14 0 C15 C16 0
0 0 0 0 0 0 0 0 0 0 0 0
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
(B.59)
The global force vector (B.56) is calculated through a simple vector rotation with
(B.55) stated in (B.60). The resulting global force vector is displayed in (B.61).





















x ` F 1tαt1x
F 1nαn
1
y ` F 1tαt1y
F 1nαn
1
z ` F 1tαt1z
F 2nβn
2
x ` F 2tβt2x
F 2nβn
2
y ` F 2tβt2y
F 2nβn
2
z ` F 2tβt2z
F 3nαn
3
x ` F 3tαt3x
F 3nαn
3
y ` F 3tαt3y
F 3nαn
3
z ` F 3tαt3z
F 4nβn
4
x ` F 4tβt4x
F 4nβn
4
y ` F 4tβt4y
F 4nβn
4
z ` F 4tβt4z
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
(B.61)
Additionally, the elemental stiffness matrix in the global coordinate system is
determined from the tensor rotation operation stated in (B.62) using the rotation
tensor in (B.55). The resulting stiffness components are reported individually by
rows in (B.63)-(B.74).









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The final force vector and elemental stiffness matrix are report in variables defined
as RHS (B.75) and AMATRX (B.76), respectively, in ABAQUS\Standard. RHS, or
right hand side, represents the internal forces of the element. Hence, the negation of
the force vector calculated in (B.61). The stiffness matrix is simply equivalent to the
components calculated in (B.63) to (B.74).
RHSi “ ´Fi (B.75)
AMATRXi,j “ Ki,j (B.76)
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B.2 Xu-Needleman traction-separation relation
The following exponential form traction-separation relation follows from Xu and
Needleman [Xu and Needleman, 1993]. The property values that define this rela-
tion are listed in Table B.1. These five parameters are the the maximum stress (σm),
the characteristic normal distance (δn), the characteristic tangential distance (δt), the
normal-shear coupling (q), and the normal opening under pure shear (r). The most
general form of Xu and Needleman’s potential function is given by φ in (B.77) as a
function of the normal (Un) and the tangential (Ut) separations.

























Here, the work of separation is given by φn “ σmδne. The normal-shear coupling
is given by q “ φt
φn
, where φt is the work of tangential separation and φn is the work
of normal separation. The normal opening under pure shear is given by r “ Un˚
δn
,
where Un˚ is the normal distance after complete separation with zero normal traction.
The most general form of the normal (Tn) and tangential (Tt) traction relations
are calculated in (B.78) and (B.79) by taking the derivative of the potential function
(B.77) with respect to Un and Ut






















































The stiffnesses of φ are calculated by taking the derivatives of Tn and Tt each
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with respect to Un and Ut. (B.80) reports the normal stiffness with respect to normal
opening,
BTn
BUn ; (B.81) reports the normal stiffness with respect to tangential opening,BTn
BUt ; (B.82) reports the tangential stiffness with respect to normal opening,
BTt
BUn ; and
























































































































The following provides the expressions for the simplified traction-separation relation
that is used in the initial investigations of the formulation of a membrane-based
cohesive zone model. Herein, there is zero normal opening under pure shear, r “ 0
and the normal-shear coupling is one, q “ 1. The expressions for φ in (B.77), Tn in
(B.78) and Tt in (B.79) simplify greatly and are defined by only three parameters: the
maximum stress (σm), the characteristic normal distance (δn), and the characteristic
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tangential distance (δt). The simplified φ is presented in (B.84).























































To gain insight into the traction-separation relations and the interplay between
Un and Ut, we plot the following figures.
In Figs. B.6a and B.6b, the evolution of Tn and Tt are plotted, respectively, from
zero to complete separation as a function of Un for constant Ut. In Fig. B.6a, for
a tangential separation of zero, we see the traction-separation relation under pure
normal opening. Here, two of the potential function property values reported in
Table B.1, σm and δn, can be readily identified as the global maximum. This potted
separated and marked explicitly in Fig. 2.1.
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Tangential Separation, Ut (nm)
(a)































Tangential Separation, Ut (nm)
(b)
Figure B.6: Tractions as a function of normal separation under constant
tangential separation. (a) The normal traction as a function of normal separation
at specified constant tangential separation. (b) The tangential traction as a function
of normal separation at specified constant tangential separation.
Similarly, in Figs. B.7a and B.7b, Tn and Tt are plotted, respectively, as a function
of Ut for constant Un. In Fig. B.7a, for a normal separation of zero, the traction-
separation relation under pure tangential separation is plotted.































Normal Separation, Un (nm)
(a)






























Normal Separation, Un (nm)
(b)
Figure B.7: Tractions as a function of tangential separation under constant
normal separation. (a) The tangential traction as a function of tangential separa-
tion at specified constant normal separation. (b) The normal traction as a function
of tangential separation at specified constant normal separation.
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For further insight into the pure normal and pure tangential opening modes, we
can simplify traction-separation relations accordingly. In (B.91), Ut is set to zero and
then plotted in Fig. B.8a. In the same fashion, in (B.92), Un is set to zero and then
plotted in Fig. B.8b.




















































Normal Separation, Un (nm)
(a)























Tangential Separation, Ut (nm)
(b)
Figure B.8: Pure opening modes. (a) The normal traction response under pure
normal opening. Note that the global maxima here corresponds to δn and σm. (b)
The tangential traction response under pure tangential opening.
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B.3 Multiple point constraint
Membranes have the unique trait that they are two-dimensional structures, but span
three-dimensional space. Hence, while the local deformation state is two-dimensional,
each material point has three displacement degrees of freedom (ux, uy, uz). In con-
sideration of a membrane-based cohesive zone element, as derived in Section B.1,
the local traction-separation behavior is two-dimensional in its formulation. Since
the problem domain is in three-dimensional space, the FEM formulation of the ele-
mental stiffness matrix requires that all three degrees of freedom are appropriately
constrained. In the formulation present thus far in Section B.1, in particular in the re-
sulting elemental stiffness matrix found in Section B.1.4, the local nodal out-of-plane
directions b1, b2, b3, and b4, found in (B.53), have zero stiffness. This is readily appar-
ent in the local elemental stiffness matrix, K 1, shown in (B.58), (B.57), and (B.59).
Here, full rows and columns corresponding to the stiffness components in the b1, b2,
b3, and b4 directions are equal to zero. While this is expected in a two-dimensional for-
mulation constructed in a three-dimensional stiffness matrix, it leaves the elemental
stiffness matrix completely under-constrained in the out-of-plane direction.
To further understand this under-constrained state, let us consider the imple-
mentation of the CZM in its current state. Let us consider a simple three-element
model, as shown in Fig. B.9a, where a single membrane-based cohesive element en-
cased between two quadrilateral membrane elements. In this unstrained state, the
three elements are all contained in the X-Y plane, defined by Z “ 0, and the cohesive
zone has zero thickness (i.e. nodes 3 & 5 coincide and nodes 4 & 6 coincide). In
Fig. B.9b, consider the application of an in-plane pre-stress through the following
boundary conditions: (i) nodes 1 and 2 have zero displacement in x, y, and z, (ii)
nodes 3 through 6 have zero traction in x, y, and z, and (iii) nodes 7 and 8 have zero
traction in x and z, and an applied force, Fy, in y. An initial in-plane pre-stress serves
two purposes: (i) establishing some initial cohesive separation and (ii) pretension in
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the membrane elements is necessary for numerical stability for the incumbent out-of-
plane deformation (the cohesive element separation is exaggerated for the purposes
of this example). Since the boundary conditions are applied symmetrically, we can
examine half of the three-element construct. In Fig. B.9c, consider a side view in the
Y-Z plane of the left-hand side of Fig. B.9b.
Now, consider the application of a small out-of-plane force (or displacement) in the
z direction such that the result force, F , is represented by the red vector in Fig. B.9d.
With the current CZM, the resulting deformation state, depicted in Fig. B.9d, is
inaccurate. In this simple example, we expect the nodes (and elements) to be collinear
with the line of action of F , as is shown in Fig. B.9e. The problem, shown in
Fig. B.9d, is that that membrane elemental nodes, 1 & 3, are unaware of the out-of-
plane load. Basically, the out-of-plane load is not translated to an in-plane tension
since the z degrees of freedom across the interface (nodes 3 & 5) in have no means of
communication with one another on how to respond under this condition. Therefore,
























































Figure B.9: Out-of-plane deformation of an under-constrained CZM in
a three-element representation. (a) The reference configuration of a single
membrane-based cohesive element encased between two quadrilateral membrane ele-
ments in the X-Y plane. (b) An in-plane pre-stress, Fy, applied to nodes 7 & 8 while
nodes 1 & 2 are fixed. (c) A side view of the left side of (b) under pre-stress in the
Y-Z plane. (d) An out-of-plane force component (z direction) added to achieve the re-
sultant force, F . In this under-constrained CZM, unrestricted sliding occurs between
membrane elements. (e) The expected kinematics of (c) subject to an out-of-plane
force component (z direction) in a properly constrained CZM.
In order to combat this under-constrained state, careful consideration is taken
in the introduction of the cohesive zone element. First, we consider a single square
bilinear quadrilateral membrane element in Fig. B.10a whose side length is equal to
the initial length of the cohesive zone element, lo. The cohesive element is inserted into
this single element through a horizontal bisection, as shown by the black dotted line.
Fig. B.10b shows the resulting three-element representation with the introduction
of the cohesive zone element and nodes. Now, we require that the three-element
representation, as a whole, remains bilinear such that its behavior is synonymous to
its single element origin. This requires the nodes along the edges of the three-element















Figure B.10: Insertion of the cohesive zone element within a bilinear quadri-
lateral element. (a) A single quadrilateral element prior to cohesive element inser-
tion. The dotted line represents a bisector of the element for the insertion of a
cohesive zone element. (b) The three-element representation connectivity of a zero
thickness four-node cohesive zone element between two quadrilateral elements. Note
that nodes 3 & 5 and nodes 4 & 6 are initially coincident.
Numerically, we choose to accomplish with a multiple point constraint (MPC)
through a user subroutine within ABAQUS\Standard. A MPC allows one to place
a kinematic condition on a nodes’ global degree of freedom. It accomplishes this by
defining a constraint equation and eliminating the loads on the constrained degree of
freedom and redistribute them on the other nodes involved in the constraint based on
the derivatives of the of the constraint equation with respect to each degree of freedom
involved. The specific degree of freedom to be constrained is identified by the first
derivative. Our goal is to use the MPC to constrain the under-constrained degree
of freedom of the cohesive zone nodes, the local out-of-plane direction, such that
each cohesive zone node is constrained to the line defined by immediately adjacent
membrane element nodes along the three-element edge.
The MPC constraint is demonstrated visually in Fig. B.11 where the three-element
representation is shown in some general out-of-plane deformed state. The dotted red
lines indicate the linear path that each cohesive zone node is constrained along. Nodes
3 & 5 are each constrained to the line defined by nodes 1 & 7 and nodes 4 & 6 are
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each constrained in the line defined by nodes 2 & 8. In general, as is shown on the
right-hand side of Fig. B.11, this constraint is modelled as a single cohesive zone node,
ncoh, constrained along a line defined by two adjacent nodes, nadj1 & nadj2. Herein,















Figure B.11: Multiple point constraint of the cohesive zone nodes within
a three-element representation in a general three dimensional deformed
state. Two bilinear quadrilateral membrane elements connected by a cohesive zone
element. The two red dotted lines represent the lines each defined by nodes 1 & 7 and
2 & 8. The cohesive zone nodes, indicated by the red dots, are constrained along each
of these lines. The linear constraint on the cohesive zone nodes is represented by the
two parallel solid red lines that encase the cohesive zone nodes along the constraint
line. On the right, the linear MPC is generalized to a single arbitrary cohesive zone
node, ncoh, constrained on the line defined by two adjacent nodes, nadj1 and nadj2.
B.3.1 Two-dimensional linear multiple point constraint
The linear MPC described thus far is a three-dimensional expansion of a synonymous
two-dimensional formulation demonstrated as an example by ABAQUS\Standard
[Hibbitt et al., 2001]. In this example, a node, we conveniently identify as ncoh, is
constrained along a line in the X-Y plane defined by two adjacent nodes, nadj1 and
nadj2. The constraint equation is defined by first considering the slope requirement








uadj2x ´ uadj1x (B.93)
After by bring all terms of (B.93) to one side, so that we have an expression equal
to zero, as shown in (B.94), the constraint equation is defined as a function, f , of the
nodal degrees of freedom: ucohx , ucohy , uadj1x , uadj1y , uadj2x , and uadj2y .
fpucohx , ucohy , uadj1x , uadj1y , uadj2x , uadj2y q “
pucohy ´ uadj1y qpuadj2x ´ uadj1x q ´ puadj2y ´ uadj1y qpucohx ´ uadj1x q “ 0 (B.94)
There are two degrees of freedom of ncoh to consider constraining to satisfy the
constraint equation and notice that both of these degrees of freedom appear in (B.94).
At each iteration of the simulation, the orientation of the constraint line relative to
the global unit vectors is calculated to determine the most efficient degree of freedom
to constrain. The two-dimensional linear MPC can be visualized with Fig. B.12a. The
selected constrained degree of freedom corresponds with the direction that minimizes
the vector projection. This provides the constrained degree of freedom with the
shortest path to following satisfy the MPC. Therefore, with respect to Fig. B.12a,
the constraint line is defined by nodes nadj1 & nadj2 and the cohesive zone node to
be constrained is ncoh. The nomenclature CZpncohx q will be referred to as the MPC
identifier because is three important parameters: (i) identifies the cartesian constraint
plane, where i refers to the outward normal vector direction that defines the plane,
(ii) specifies the constraint equation, which is dependent on the constraint plane, and
(iii) states the nodes’ degree of freedom to be constrained, which is specified as the
function input. If the constraint line is more closely aligned with the X axis, then
ncohy is constrained, as indicated by CZpncohy q. Similarly, if the line is more closely
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aligned with the Y axis, then ncohx is constrained, as indicated CZpncohx q. Note that
since the constraint equation in (B.94) contains both degrees of freedom, the same
equation can be used for constraining either degree of freedom and only the order of
the derivatives needs to be adjusted.
B.3.2 Three-dimensional linear multiple point constraint
Defining a line in three-dimensional space requires parametric equations. Analo-
gously, constraining a point to a line defined in three-dimensional space requires a
set of parametric constraint equations. While a two-dimensional line requires one
degree of freedom to be constrained to satisfy the constraint, a three-dimensional line
requires two degrees of freedom to be constrained and therefore two constraint equa-
tions. This is expect since a line is one-dimensional and consists of a single degree of
freedom. Therefore, we can expand the two-dimensional by simply considering two
constraint planes within which to define a constraint equation and a the constrained
degree of freedom. This requires three steps: (i) defining a generalized constraint
equation, (ii) identify the two degrees of freedom to be constrained, and (iii) identify
the two constraint planes to apply the corresponding constraint equation.
The general constraint equation is a realized by a simple generalization of slope
requirement in (B.93) to involve two arbitrary degrees of freedom, identified by ’dof1’








All terms of (B.95) are brought to one side and the general form of the constraint









fpucohdof1, ucohdof2, uadj1dof1, uadj1dof2, uadj2dof1, uadj2dof2q “
pucohdof2 ´ uadj1dof2qpuadj2dof1 ´ uadj1dof1q ´ puadj2dof2 ´ uadj1dof2qpucohdof1 ´ uadj1dof1q “ 0 (B.96)
The general form of (B.96) allows it to be used for every MPC identifier. De-
pending on the precise constraint plane, only the specific degrees of freedom and the
nodes involved need to be specified.
The second step is analogous to the two-dimensional example, the two degrees of
freedom of the cohesive zone node to be constrained are determined by minimizing
the projection of the constraint line on X, Y , and Z because it yields the shortest
path to satisfying the constraint equation.
The third step requires careful selection of the two constraint planes. The avail-
able three available constraint planes and equations, CZ , CY , and CX , are illustrated
in Figs. B.12a-B.12c. Clearly, the selection of the first axis in both constraint planes
must corresponding to the constrained degree of freedom. The second axis for both
constraint planes must be chosen carefully because once a degree of freedom is con-
strained with a MPC, it is eliminated and cannot be used in subsequent calculations.
Therefore, the second axis in both constraint planes must be the same and equal
to the axis corresponding to the unused degree of freedom. More formally, this axis
would correspond to the axis which maximizes the projection of the constraint line.
For example, if the constraint line projections are minimized along the X and Y axis,
then the MPC identifiers would be CY pncohx q and CXpncohy q. That is, the constrained
degrees of freedom would be ncohx and ncohy ; the constraint planes would be the Z-X
plane and the Y-Z plane, as seen in Fig. B.12b and Fig. B.12c, respectively; and the


























































Figure B.12: Three-dimensional linear MPC constraint planes, constraint
lines, and degrees of freedom. These frames illustrate the three planes where the
projected line, indicated by the solid black line, between nadj1 and nadj2 is used to
constrain select degrees of freedom of ncoh, indicated by the red dots. Ci references
which version of the constraint equation (B.96) to be used. The red dotted line and
input of Ci, ncohdof , idicates the constrained degree of freedom. (a) The (X, Y ) plane is
identified by CZ where either ncohx or ncohy is constrained to the projected constraint
line. (b) The (Z, X) plane is identified by CY where either ncohz or ncohx is constrained
to the projected constraint line. (c) The (Y , Z) plane is identified by CX where either
ncohy or ncohz is constrained to the projected constraint line.
B.3.3 Abaqus implementation
The MPC is implemented in ABAQUS\Standard in the input file using the syntax
found in (B.97) for every cohesive zone node in the model. Note that MPC command
is appears twice in (B.97). This is because it must be appear once for every degree
of freedom that is to be constrained, two for each cohesive zone nodes. Following the
MPC command, the USER command refers to the MPC user subroutine to find the
constraint. On the line following the MPC command, the MPC type is listed followed
by the nodes involved with the constraint. In implementation, the MPC type is an
integer that corresponds a specific constraint plane. The MPC identifier is the only
variable that changes between the two MPC commands and is used to define the
constraint planes from Figs. B.12a-B.12c, and therefore the appropriate constraint
equations. Note that since the constraint planes must be defined within the input
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file, there is no flexibility in redefining the constraint planes during the simulation (an
option that could be desired under large deformations). Therefore, we must carefully
select the two constraint planes that we anticipate will work best with the orientation
of the constraint line during the simulation based on: (i) the initial orientation of the
line in its reference configuration, and (ii) the anticipated orientation of the constraint
line during deformation based on the boundary conditions. Also notice that the exact
constrained degree of freedom is not specified. The input file only requires a list of the
node numbers involved in the constraint for each MPC command and that the node
to be constrained is listed first. The node numbers are repeated if multiple degrees
of freedom are required for a node, but the actual degree of freedom is not specified
until the MPC subroutine is called during an increment of the simulation.
˚MPC,USER
Ci, u
coh, ucoh, uadj1, uadj1, uadj2, uadj2
˚MPC,USER
Cj, u
coh, ucoh, uadj1, uadj1, uadj2, uadj2
(B.97)
When the MPC is called during the simulation for a cohesive zone node, the sub-
routine first checks constraint plane to apply the appropriate the constraint equation.
Second, the orientation of the constraint line is check to determine which degree of
freedom of ncoh to constrain in that constraint plane. These first two steps were de-
scribed thoroughly in Section B.3.2. Finally, derivatives of the constraint equation
(B.96) are taken with respect to each degree of freedom involved. The general form of
these derivatives are shown in (B.98). These derivatives are required to redistribute
the loads from the constrained degree of freedom to the other nodal degrees of free-
dom. The order of the derivatives should match the nodal order in the MPC input
file syntax (B.97). Most importantly, the first derivative must correspond with nodal
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degree of freedom that is intended to be constrained.
Ap1q “ BfBucohdof1
“ uadj1dof2 ´ uadj2dof2
Ap2q “ BfBucohdof2
“ uadj2dof1 ´ uadj1dof1
Ap3q “ BfBuadj1dof1
“ uadj2dof2 ´ ucohdof2
Ap4q “ BfBuadj1dof2
“ ucohdof1 ´ uadj2dof1
Ap5q “ BfBuadj2dof1
“ ucohdof2 ´ uadj1dof2
Ap6q “ BfBuadj2dof2
“ uadj1dof1 ´ ucohdof1
(B.98)
Additionally, ue in (B.99) can be used to define the equilibrium value of the
constrained degree of freedom, but this parameter is only necessary if the constraint
equation is nonlinear.
ue “ U cohdof1 “
pucohdof2 ´ uadj1dof2qpuadj2dof1 ´ uadj1dof1q
puadj2dof2 ´ uadj1dof2q






















Figure C.2: Superimposed schematic of critical points maxima
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C.1.2 Spatial and temporal convergence analysis
Figure C.3: Spatial Convergence Mesh Density: Within the Contact Zone















































































Figure C.4: Local Mesh Convergence Analysis
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Figure C.5: Spatial Convergence Mesh Density: Outside the Contact Zone



































































Figure C.6: Boundary Mesh Convergence Analysis
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Figure C.7: Temporal Convergence Analysis
193















































































































Figure C.8: Viscosity Convergence Analysis
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C.1.3 Radial considerations












































































































Figure C.9: Radial Analysis
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C.1.4 Failure considerations




D.1 Theory of elasticity
D.1.1 The fundamentals
A relationship between the Cauchy stress tensor,
˜
T , and the strain energy density,
W , can be determined from the Theory of Elasticity through the axiom of entropy









F T , (D.1)
where J is the Jacobian of the deformation,
˜
F is the deformation gradient tensor,
and
˜
C is the right Cauchy-Green tensor. The deformation gradient tensor relates the
current configuration,
¯








When dealing with large deformations consisting of finite strains and rotations,
infinitesimal strain assumptions do not hold. Under these circumstances the Green-
Lagrange strain tensor,
˜

































u is the displacement vector. The corresponding work conjugate measure to the
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Green-Lagrange strain tensor is the 2nd Piola-Kirchhoff stress tensor,
˜
Σ. In contrast
to the Cauchy stress measure, the 2nd Piola-Kirchhoff stress is a measure of the stress
with respect to the reference configuration as opposed to the current configuration.
˜





























I is the Identity tensor. We can relate the strain energy density to the 2nd






D.1.2 Two-dimensional cylindrical coordinates
In the context of the nanoindentation of suspended circular membranes with a finite
radius spherical indenter tip, the circular symmetry of the domain and the boundary
conditions motivates the use cylindrical coordinates, pr, θ, zq, as opposed to Cartesian
coordinates, px, y, zq. Therefore, we must express our strain measure, accordingly.
This is accomplished by first expressing the gradient of the displacement field in




































where ur, uθ, and uz are the displacements in the radial, azimuthal, and vertical direc-
tions, respectively. It is a reasonable to assume (1) the bending rigidity is negligible
as long the radius of curvature of our indenter tip is much larger than the interatomic
spacing, and (2) the out-of-plane deformation is also negligible since the material
is only a single atom thick. With these two assumptions, our stress state is two-
dimensional, so all out-of-plane stress and strain components can be neglected. Us-
ing (D.3) along with (D.7), we can determine each component of the Green-Lagrange
strain tensor in cylindrical coordinates, as shown below in (D.8) to (D.10).





























































For reference, the full three-dimensional form of
˜
E in cylindrical coordinates can
be found on page 20 in Reddy [2006].
D.1.3 Principle of virtual work
Through the calculus of variations, we can utilize the principle of virtual work to
determine the Euler-Lagrange equations of the system independent of the material
constitutive relation. As defined mathematically in (D.11), the principle of virtual
work requires that the variation in the internal work of the system, Wint, must be
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equal to the variation in the external work of the system, Wext.
δWint “ δWext (D.11)






where subscripts i and j range from 1 Ñ 3 and V represents the deformable volume.
For a two-dimensional stress state, we assume the out-of-plane strain energy density
components are negligible compared to the in-plane components. Therefore subscripts
i and j instead range from coordinate directions 1 Ñ 2 which refer to the radial, r,





pΣrrδErr ` ΣθθδEθθ ` 2ΣrθδErθqdV, (D.13)




E. Assuming a constant




pNrrδErr `NθθδEθθ ` 2NrθδErθqrdrdθ, (D.14)



































































































































































And further simplification such that each term is isolated to be rearranged through
201























































































In (D.19) Ñ (D.39), integration by parts is applied term-by-term to (D.18) as





























































































































































































































































































































































































































































































Substitution of (D.19) Ñ (D.39) into (D.18) and grouping terms with respect to



































































































































































































































































































































































































For a clearing means of recognizing patterns and like-terms, let us color coordinate
the font of certain important terms where red and blue identifies the finite strain
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components in the radial and azimuthal directions, respectively, and orange and green





































































































































































































If we assuming the Von Kármán assumptions apply, we can neglect the finite
208
strain and the in-plane rotation components (i.e. the false-colored terms) and assume
only small strains and moderate out-of-plane rotations are important. With these







































































Furthermore, if we assume the deformation is axisymmetric (i.e. B{Bθ “ 0 and
δuθ “ 0), then (D.43) simplifies even further to
δWint “
ż
A
«
` BBr
„
δur
`
rNrr
˘` δuzˆrNrr
2
Buz
Br
˙
` δur
„
Nθθ ´ BprNrrqBr

´ δuz
„ B
Br
ˆ
rNrr
2
Buz
Br
˙ff
drdθ.
(D.44)
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