Abstract. This paper deals with blocking of first order response surface model with interaction under equi-and auto-correlated error structure. The conditions for orthogonal blocking, orthogonal estimation of the parameters and constancy of the variance of the predicted response have been derived for the proposed model. D-optimality criterion for orthogonally blocked first order response surface designs with interaction has also been discussed. A method of construction of design satisfying the derived conditions is given under the proposed model along with an illustration.
Introduction
Consider the functional form y u = f (x iu , θ) + ε u used in response surface methodology to explain the functional relationship between 'N ' experimental runs on 'v' input variables x 1 , x 2 , . . . , x v and single response y u , u = 1, 2, . . . , N . The parameter vector θ is estimated using ordinary least square method and u is the error term associated with the u th observation assumed to follow normal distribution with mean zero and constant variance σ 2 (Box and Draper, (1987) ). One of the most important assumptions in response surface methodology is that the experimental units are homogeneous. If the experimental units are not homogeneous then the experiment is conducted in groups or in blocks, so that the experimental units within each group/block are homogeneous. The blocking is done by protecting the block effects in the model that are orthogonal to the parameters to be estimated. Khuri (1994) studied the effect of blocking in estimating the mean response, prediction variance and optimum value of the response surface. He found that the prediction variance increases as a result of blocking. However, for an orthogonally blocked design, the least squares estimates of the model parameters remain unchanged, except possibly for the intercept.
Blocking when observations are correlated has some real-time applications. For example, in order to find out the optimum process temperature and time of thermally processed fish product, quality characteristics resulting from containers viz: aluminium can and retort pouch can be predicted as a function of process temperature and time. The quality response variables measured during different process intervals are found to be correlated. The containers can be treated as groups/blocks in order to accommodate one type of variability.
Another example is the optimization of process conditions for the isolation of targeted microorganisms from the fish sample collected from different locations. The process parameters may be inoculation medium concentration and time. The fish samples collected from different locations may have different initial loads of microorganisms. The response measured on different combination of process conditions tend to be correlated. The response variable namely total plate count can be estimated as a function of inoculation medium concentration and time in groups/blocks of samples from different locations. Das and Park (2009) developed a measure of robust slope rotatability for second order response surface experimental designs. They have derived conditions for slope rotatability with correlated error. There have been several studies on response surface designs under correlated error by Panda and Das (1994) ; Das (2003a Das ( , 2003b and Varghese et al. (2013) . They all derived the rotatability conditions for first and second order response surface models under correlated errors. Rajyalaksmi and Victorbabu (2015) studied second order slope rotatable designs under intra-class correlated error structure using balanced incomplete block designs with v = 7, b = 7, r = 3, k = 3 and λ = 1. Mann et al. (2010) studied the robustness aspects of the blocked designs of experiments by taking into account correlated error in the linear models and proposed a generalized least squares estimator to construct robust designed experiments with blocks. Varghese and Jaggi (2011) studied orthogonal blocking of first order response surface models, incorporating neighbor effects for overcoming the heterogeneity among experimental units and obtained conditions for orthogonal estimation of the parameters of the model. Myers and Montgomery (2002) mentioned orthogonal blocking in second order response surface designs and derived conditions for orthogonal blocking in second order response surface designs. They also pointed out the orthogonality conditions are true for central composite designs, Box-Behnken designs and two level factorial designs under orthogonal blocking. Goos and Donev (2006) studied the effect of blocking on response surface designs and derived optimality and orthogonal conditions for blocked experiments.
The present study focused on the orthogonal blocking/grouping of first order response surface models with interaction under correlated error structure. The conditions for orthogonal estimation of model parameters from the blocked experiment with correlated error structure have been derived. The effect of blocking on the prediction variance of the response variables is also estimated and the constancy of variance of estimated parameters is derived.
In the next section, statistical model with correlated error is introduced. The conditions for orthogonal estimation of the parameters, constancy of the variance of the predicted response and method of design construction and illustration for equi-and auto-correlated error are given in Sections 3 and 4, respectively. Effect of blocking on the prediction variance and D-optimality under correlated error is discussed respectively in Sections 5 and 6. In Section 7, analysis of simulated data with real time application is given. Concluding remarks are given in Section 8.
Response surface model with blocks under correlated error
A first order response surface model with interaction for 'v' input factors and 'b' blocks can be written as
where Y is a response variable of order
. . , x iN x jN ) ; 1 i, j v, and ⊗ denotes the Hadamard product as defined by Das and Parker (2006) 
2 ) × 1 vector of regression coefficients; δ = (δ 1 , δ 2 , . . . , δ b ) ; δ l is the effect of l th block (l = 1, 2, . . . , b) and B is the block diagonal matrix of the form B = diag(1 n1 , 1 n2 , . . . , 1 n b ), where n l is the size of the l th block such that N = b l=1 n l . Further, term e is an N × 1 vector of errors which follows N-variate normal distribution with E(e) = 0 and D(e) = V with rank(V ) = N .
The above model in Eq. (1) is not of full rank since the sum of columns of B is 1 N , that is B1 b = 1 N . Therefore, the model can be re-written as
where τ = β 0 1 b + δ. If the columns of B are linearly independent of those of X 1 , then above model is of full rank. Thus β and τ can be uniquely estimated by ordinary least squares method. It is not possible to estimate β 0 independent of δ unless certain constraint is imposed on the element of δ (Khuri and Cornell (1987) ). For this purpose we may assume 
Suppose the elements of e are correlated and 'V ' is known, an extension to usual error structure, the procedure for estimation of parameters will be different. The dependence of error components might have occurred due to some ordering of experimental units in the block. The usual estimation procedure for model Eq.
(1) mentioned above will not be valid in the presence of correlated errors. The best linear unbiased estimator of θ under correlated error isθ, given bŷ
and ρ > − 1 (N − 1) .
The generalized least square estimator of θ isθ
3.1. Conditions for orthogonal blocking and parameter estimation
The moment matrix X V −1 X −1 should be diagonal for the orthogonal estimation of parameter θ. We attain this objective by imposing the following restrictions;
x su = 0, 1 i < j, s v.
x iu x su = 0, 1 i, j < s v.
x su x tu = 0, 1 i, s < j, t v.
These restrictions ensure the rotatability of the experimental design X 1 under orthogonal blocks. Now, X V −1 X can be written as
Then, the parameters (θ's) are estimated from the normal equation
where
are the vectors of treatment combination totals and block totals, respectively;
x iu x ju y lu and
y lu .
The variance of the estimated parameters is obtained as
and
The estimated response at the point g(x) and its prediction variance via Eq. (6) is given by
The constancy of the variance of estimated parameters is ensured by putting the following conditions
2 ju = h, where, g and h are constants for ∀i = j = 1, 2, . . . , v for all blocks of size 'n'. Therefore,
This shows that the variances of estimators of linear regression coefficientsβ i 's and interaction regression coefficientsβ ij 's (i = j = 1, 2, . . . , v) are same and the variance of the estimated response is a function of
j0 forβ i 's andβ ij 's, respectively. For a given ρ, the estimated response will have the same variance under equi-correlated error structure.
Method of construction and illustration
We considered a method of construction given by Varghese and Jaggi (2011) for a 2 v full factorial with two factor interaction for v factors each at 2 levels and arrange the combinations in lexicographic order. This arrangement contains v columns and 2 v runs. Arrange all these runs in first block, and the second block is obtained by rotating the columns of first block in circular fashion. Similarly, rotating the v columns of 2 v factorial points (v −1) times we get v × 2 v design points in v blocks each of size 2 v and accommodate two factor interactions in the design matrix. The design so obtained satisfies all the conditions mentioned in Section 3.1 under equi-correlated error structure.
We illustrate the method by taking v = 3 (say x 1 , x 2 and x 3 ) with each factor at two levels. The full factorial with two factor interaction contains 8 runs which constitute the first block and the other blocks are obtained by rotating the columns of the first block in a circular fashion. The design matrix X is obtained by incorporating 
and X V −1 X −1 is obtained by taking the reciprocal of the diagonal elements. 
Blocking of response surface models under auto-correlated error structure
The N × N matrix of auto-correlation structure of order 1 (V E ) of errors 'e' in the model Eq. (3) is given by
where ρ is correlation coefficient, I N is an N × N identity matrix, A is an N × N matrix with elements a 11 = a N N = 1 and all other elements zeros, and C is an N × N matrix with c ij = 1 for |i − j| = 1 and all other elements are zeros. Then, the generalized least square estimator of θ isθ
where I N is an N × N identity matrix, A is a matrix of order N × N , which contains 'b' block diagonal matrices of order n × n with elements a 111 = a 1nn = 1 and rest are zeros. Further C is a matrix of order N × N , which contains 'b' block diagonal matrices of order n × n with c 1ij = 1 for |i − j| = 1 on the diagonal and all other elements are zeros.
Conditions for orthogonal blocking and parameter estimation
x iu x ju = 0,
1 i, s < j, t v. These restrictions ensure the rotatability of the experimental design X 1 under orthogonal blocks. Now, X V −1 X can be written as
Then, the parameters (θ's) are estimated from the normal equation 
Hence,θ 
The estimated response at the point g(x) and its prediction variance via Eq. (6) is given by x 1u x 1(u+1) x 2u x 2(u+1)
. (22) The constancy of the variance of estimated parameters is ensured by putting the following conditions 1. x iu x i(u+1) = g 3 and
where g 1 , g 2 and g 3 ; h 1 , h 2 and h 3 are constants for ∀i = j = 1, 2, . . . , v for all blocks of size 'n'. Therefore,
This illustrates that the variances of estimators of linear regression coefficientsβ i 's and interaction regression coefficientsβ ij 's (i = j = 1, 2, . . . , v) are same and the variance of the estimated response is a function of
j0 forβ i 's andβ ij 's, respectively. For a given ρ, the estimated response will have the same variance under auto-correlated error structure.
Method of construction and illustration
We considered the method of construction given in the Section 3.2. This set of v × 2 v design points is extended to {v[(2 × 2 v ) + 1]} points by adding (2 v + 1) zero points in each block. One zero point is added before and after the design points and one zero point is added in between each set of design points in the sequence of each block. The designs so obtained has all the factors each at three levels in {v[(2 × 2 v ) + 1]} runs and satisfies all the conditions mentioned in Section 4.1. Thus, the obtained design is rotatable under auto-correlated error structure.
We illustrate the method by taking v = 3 (say x 1 , x 2 and x 3 ) with each factor at two levels, the full factorial with two factor interaction contain 8 runs. Arrange these runs in v blocks as mentioned above and add one zero point before and after the design points and one zero point is added in between each set of design points in the sequence. Thus each block contains 17 runs, where each column is a run and the different block matrix is obtained as Block 1
The X V −1 X, where X = [X 1 : B] matrix is obtained under auto correlated error structure for ρ = 0.4 as 
and X V −1 X −1 is obtained by taking the reciprocal of the diagonal elements.
2 the variance of the estimated responses at all points are the same. The D-optimality of the design obtained from det X 1 V −1 X 1 is 1336209499 for ρ = 0.4. The computational details of D-optimality are given in Section 6.
Effect of blocking on the prediction variance under correlated error
As described by Khuri (1994) , the prediction variance, V (ŷ(x)) at a point g(x) for the interaction model under equi-and auto-correlated error can be represented respectively as
where V (ŷ 0 (x)) is the prediction variance obtained for interaction model at the point g(x) under correlated error structure when block effects are zero, that is δ = 0. Thus, V (ŷ(x)) V (ŷ 0 (x)) since V (ŷ 0 (x)) 0. Thus, if the design blocks are orthogonal under correlated error structure, then the prediction variance is influenced by block size 'n' and 'ρ'.
D-optimality under correlated error
Goos and Donev (2006) derived D-optimality criteria for an extended design matrix X 1 and a given block structure B when the block effect is fixed and additive by maximizing D = |X X|, where X = [X 1 : B]. In this section, D-optimality of orthogonally blocked first order response surface designs with interaction under equi-and auto-correlated error is discussed. A D-optimal orthogonal blocked design under correlated error is obtained by maximizing D = X V −1 X , where X = [X 1 : B], as described above. The information matrix for a given design X 1 and a given block structure B of a fixed block effect model under correlated error structure can be written as
and its determinant is given by
The first factor det(B V −1 B) is a constant because the blocking arrangement is predefined and the D-optimal design is obtained by maximizing the second factor. To maximize the above determinant, we impose restrictions described in Sections 3.1 and 4.1 for equi-and auto-correlated errors respectively.
Hence,
is maximum for a chosen design X 1 , then the design is D-optimal first order response surface design with interaction under correlated error structure.
The D-optimality of equi-correlated error structure is obtained from
where,
The D-optimality of auto-correlated error structure is obtained from
x iu x i(u+1) , ∀i = 1, 2, . . . v and
Specific examples are discussed in Sections 3.2 and 4.2 respectively for equi-and auto-correlated errors.
Analysis of simulated data with real-time application
Consider an experimental condition where the Histamine formulation in milkfish (Chanos chanos) during storage under different packing conditions and temperatures. Histamine is one of the important quality indices for ascertaining the quality of the fish. The treatment combinations are obtained for different levels of storage day and temperature in 2 2 factorial setup. The milkfish steaks were stored under air (CAP), vacuum (CVP) and modified atmosphere (MAP 60% CO 2 and 40% O 2 ) packing conditions at 0
• C and 8
• C. The fish sample kept at 0 • C and 8
• C in different packing conditions is drawn in different time interval (3 rd and 15 th day) and measured Histamine content. The experimental set up with hypothetical values of response variable is given in Table 1 . The packing conditions are considered as blocks/groups as different blocks/groups are significantly affected the response. Let us assume that V is the variance-covariance matrix of e with ρ = 0.4 as the correlation between successive elements. The fitted model under the assumed error structure for ρ = 0.4 iŝ Y = 4.97 + 3.63X 1 + 3.04X 2 + 3.10X 1 X 2 with MSE = 6.04 (0.7) (0.7) (0.7) (0.7)
The R 2 value of the fitted model was 0.92 and all the regression coefficients was found significant at 5% level of significance (p < 0.05). The standard error of the estimated regression coefficients are given in the parenthesis.
A SAS programme was developed to see the effect of different values of ρ on the mean square error (MSE) of the estimated response. The MSE values for different values of ρ are given in Table 2 . and it is observed that when |ρ| > 0.4, the MSE value slightly increases with |ρ|. The MSE values at ρ = 0.4 is compared with ρ = 0 using F-test and found no significant difference at 5% level of significance.
Conclusion
The effect of orthogonal blocking in first order response surface model with interaction was studied under equiand auto-correlated error structure. The generalized least square estimates of linear (β i 's) and interaction (β ij 's) regression coefficients under equi-and auto-correlated error structure were not affected by the orthogonal blocking, but the mean response was affected by block size 'n' and 'ρ'. The developed model found to be rotatable as the prediction variance was found to be constant at all points that are equi-distant from the design center. The Doptimality criterion was derived for the construction of orthogonally blocked first order response surface models with interaction under equi-and auto-correlated error structure.
