Abstract-In cases where machines having bursty data are equally likely to transmit to one another, code-division multipleaccess (CDMA) ALOHA which allows for an individual "virtual channel" for each receiving station may he a better multipleaccess protocol than simple ALOHA. With the use of "receiverbased code" multiple-access protocol, it is also possible for a station to listen to the channel of the intended receiver before transmission, and also abort transmission when it detects others transmitting on the same channel. This paper describes a model for a fully-connected, full duplex, and slotted CDMA ALOHA network where channel sensing and collision detection are used. The model is analyzed using a discrete time Markov chain and some numerical results are presented. For a system with a large number of users, where Markov analysis is impractical, equilibrium point analysis is used to predict the stability of the system, and estimate the throughput as well as the delay performance of the system when it is stable. Finally, a comparison is made with a simple channel sense multiple-access with collision detection (CSMA-CD) network, showing that a substantial improvement in the performance is achieved by the proposed network.
I. INTRODUCTION
INCE the ALOHA wireless channel access protocol was proposed in [ 11, it has been shown to be a very simple and effective way of allowing many stations with infrequent short queries to communicate with a central computer. For networks where the machines are equally likely to communicate with one another, addresses of recipients can be attached to every message without changing the way each station access the common channel. With the use of the (CSMA) technique [2] , or CSMA with collision detection (CSMA-CD) 131, the performance of a network can be quite good. This is amply demonstrated by the existence of the many local-area networks (LAN's) using Ethernet [4] .
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Publisher Item Identifier S 0733-8716(96) 05236-5. or time-division multiple-access (TDMA) is not a reasonable solution in cases where the machines do not transmit most of the time. The channels that are set aside remain unused and thus waste resources. Code-division multiple-access (CDMA) channels if unused, on the other hand, do not form such a waste. A lightly loaded spread-spectrum channel looks just like low-level noise to other narrow band users [SI.
One way of creating channels using spread-spectrum signaling is by assigning different spreading sequences with which each station will receive messages. This "receiver-based code" protocol is investigated in [6] , where the performance of a network of machines which can only transmit or receive at any one time is presented. The channels can also be created by using different phases of the same maximal length spreading sequence [7] , [8] if the system is synchronized.
In this paper, a more sophisticated version of a CDMA ALOHA LAN is presented and then analyzed. Each receiver is still assigned a "virtual channel" with which it receives messages, but now each sender will listen to the channel of the intended receiver before transmitting. The stations will also listen to the channels during transmission and compare the received signal with the transmitted signals. Should collisions be detected, the transmitting stations will cease transmission and try again later. This access protocol is therefore equivalent to that of p-persistent CSMA-CD of simple ALOHA as described in [ 2 ] .
It must be pointed out that there are many technical challenges involved in implementing this system. If different spreading codes are used, the system must be robust enough so that even with degradation in reception caused by different signal strengths (near-far problem) and multipath fading, an individual receiver should be able to pick out the signal that is meant for it. If different phases of the same spreading code is used, then system synchronization must be kept very precise to keep the different signals from overlapping. These and other related problems are very interesting by themselves, and how well they are overcome during system implementation can affect greatly the actual behavior of the system. Here we shall ignore them by assuming that the system we are dealing with is ideal. By doing so, we can isolate the effects on performance caused by the multiple-access protocol alone and study them on their own. Performance of actual systems can then be compared to this ideal system to see how good the implementation is.
0733-8716/96$05.00 0 1996 IEEE The model for the network is presented in Section 11, and this simple model is analyzed in Section I11 using a discrete Markov chain. The throughput and delay results are presented in Section IV. In Section V, an approximate method for analyzing systems with a large number of users called equilibrium point analysis (EPA) is described and then used to analyze the proposed system. This section also shows how the stability of the system can be determined. Some numerical results are presented in Section VI. To demonstrate that the added complexity required by the proposed network does improve performance dramatically over simple CSMA-CD networks, a simple CSMA-CD network is analyzed using EPA in Section VII. A comparison of the delay-throughput characteristics of the two networks is then presented in Section VI11 and the paper ends with some conclusions in Section IX.
NETWORK MODEL
Time is divided into minislots and each station is assigned a different spreading sequence [6] or a different chip phase of the same maximal length spreading sequence [ 7 ] , [8], if the stations are synchronized, with which it will receive messages. Thus the bandwidth of the system is divided into "virtual channels," one for each station. Messages are generated at each of the stations at a similar rate of s messages per minislot independent of other stations and other messages, and each station is equally likely to transmit to any other stations.
We shall assume that s 5 1, as the stations in our system have only one buffer slot to hold messages. Hence, s can also be interpreted as the message generation probability of each station per minislot. This assumption does not pose a big restriction to our analysis since ALOHA access works well only when s << 1. The messages are assumed to have a random number of minipackets, each one of a minislot in length, which are geometrically distributed with an average of 1.
If a station has no message to transmit, it is said to belong to the idle mode To and has an empty buffer to hold a message. Whenever a message arrives at an idle station during a minislot for station k , the station will listen to the channel of the intended receiver. If the channel is quiet, the station will attempt with probability one to transmit the packet during the next minislot. If no other packets are transmitted to the same receiving station during that same minislot, the station will capture the channel and continue transmitting until the whole message is successfully transmitted. If a collision occurs or if the channel is sensed busy, then the station will enter the blocked mode R k . Blocked stations in RI, will not accept new messages that are generated, and will listen to the channel k during all the following minislots. When the channel is sensed free, the blocked station will attempt to transmit with probability p in the following minislot. Since the average length of the messages is 1, once a station starts transmitting a message, the probability that the message will be completely sent during each subsequent minislot is pt = 111. We shall also drop the 0 for Ot for simplicity. Thus (t 1 0) will be used to represent the above three substates. The states for systems with any number of users can then be written down easily by listing them systematically, as is demonstrated below for a system with three stations
As an example, the state (2 t 0) means that two stations are blocked trying to communicate to a particular station, and one is successfully transmitting to another. Note also that Since the state a system is in at any particular minislot time depends only on the state the system was in at the previous slot, the evolution of the system states form a Markov process. Furthermore, since the state space is finite, equilibrium or stationary probabilities exist for all the states. If we write 7rz as the stationary probability that the system is in state i , then we can, as shown in Appendix A, write the system equations in matrix form as where P i j is the sum of probabilities of any particular substate in state i changing to all substates in j .
To find p i j , we can take a particular substate of state i ,
and find the probability that it will change to a substate of j , say ( j 1 t j l j z t j 2 . -.j,tj,) . This probability can be found by using
If we write
Rm,m < k already considered), we obtain (2), see bottom of the page, where Pk(m mess) is the probability that m messages are generated during the minislot destined for station k . Thus
Note that (3) is valid only for m 2 1. The term r k is the remaining number of idle users, or stations, at the time RI, is considered. The expression for P(station k not in TO) and P(station k in To) are derived in Appendix B. Note that p~ ( z , j ) involves the extra factor (1 -s )~~+ ' which is the probability that all unaffected idle stations do not transmit at all. Also T~+ I = ( r k -number of newly generated messages), and p k ( i , j ) = 0 if T~+ I < 0. Then pz7 = C a l l substates € 3 nF=l p k ( ' , j ) .
Iv. RESULTS OF MARKOV ANALYSIS
By using the system of (l), together with the normalizing condition 7rz = 1, we can find the stationary probabilities of all the states ( T I , 7r2, . . . , T~) .
Suppose the state i has ntz successfully transmitting stations, i.e., ntz = C,"=, t,. Then the probability that a message will be completely transmitted by the end of the minislot is just nt,pt. Thus the total average message throughput of the system is
The total average number of blocked stations for state i is and the simulations are done over 200000 minislots. We use s . 1, the message generation probability per average message, rather than s, the message generation probability per minislot. This is to avoid situations where many newly generated messages are dropped because older messages are not yet completely transmitted. From the graph, it can be seen that throughput is more dependent on s, as the systems with different p have almost the same throughput for the same s. The delay depends on p. With a small p , delay is high because a lot of minislots are unused.
As p increases, delay drops, until about p = 0.5. After that delays caused by collisions between retransmitted messages make up for the lack of delay due to unused minislots. Fig. 2 shows the throughput-delay curves for a similar system, but now with message lengths of 20 minislots. The qualitative behavior is very close to that of the previous system. Throughput is almost halved and delay is almost doubled, although the delay performance seems proportionately better than that of the system where message sizes are halved. For both message lengths, a system with five stations does not experience excessive delays. Thus these systems are stable, at least for the values of s and p studied.
v. EQUILIBRIUM POINT ANALYSIS
OF MULTICHANNEL NETWORKS The analysis proposed can be used, in principle, to obtain the stationary probabilities for a system of any size. The amount of computation, however, rises rapidly with the number of users. For the system with just five stations, the number of states is already 71 and the number of substates, 1672.
A much simpler approach that can be used for large systems is EPA, first introduced in [ 101 for simple slotted ALOHA. The idea behind EPA is that in the long run, the system will stay near the states where the number of messages generated will balance the number of messages successfully transmitted. In our case, since a station must first capture the channel before it can start successful transmission, the capture rate too must match the message generation and message completion rates.
The message generation rate only depends on no, the number of idle stations during a minislot, and it is (7) where nb is the total number of blocked stations and nt is the total number of transmitting stations. The message completion rate is only dependent on nt and it is So,, = ntpt.
(8)
When plotted against n b and nt, SI, and Sout form planes as shown in Fig. 3 , and their intersection is the line where
At equilibrium, Si, is equal to Sou,, and both must be equal to the rate of capture of channels, Scap. By obtaining this point, we can find the equilibrium throughput and also the number of blocked stations at equilibrium. These equilibrium values we shall then assume to be the averages of the two quantities.
We shall consider a network of N stations which behave as described in Section 11. For ease of discussion, we shall call channels which have blocked stations "occupied." First. we wish to determine if a system will be stable and uncongested, as defined in [lo] . Consider the situation where an occupied channel k has n k blocked stations, and there are no idle stations in the system. When the channel k is captured, on average, per minislot, the number of idle stations that will be presented with a newly generated message intended for station IC is
This is also, of course, the average number of additional blocked stations that will appear at the channel k . Note that s/N is an approximation of s/(N-l), and that we assume that station IC is not idle. The error introduced by this assumption is significant only when no is small and, as will be seen later, only affect judgment on systems that are marginally unstable.
When the channel is free, on average per minislot, the additional number of blocked stations that will appear at the channel IC is + 2 ( 3 ( ; ) 2 ( 1 -When the channel is free, on average per minislot, the decrease in the number of blocked stations is just the probability that a blocked station will capture the channel. This is
On average, a, channel will remain captured for 1 + 1 minislots, as it takes 1 minislots on average to complete transmission, and an extra minislot for all the stations to realize that the channel is now free, and it will remain free for I f minislots, with I f = l/pf, where p f is the probability that a station will capture the channel
Thus, on average, the number of additional blocked stations that will appear at the blocked channel IC per minislot is just
For the system to be at equilibrium, the average message input Si, must be equal to the average message completion Sout, i.e., (9) must be satisfied. To determine whether a system at equilibrium is stable, we examine all the points where (9) is satisfied, and calculate Ank given by (14) for nk = {1,2,3,. . . , nb}, and for 0 < n b < N. If all the An, are negative, then the system is stable since any occupied channel will tend to clear itself of blocked stations. For cases where all An, are positive, then the system is congested, as all occupied channels tend to accumulate blocked stations, and thus lower the message input. For cases where An, can be positive or negative, the system is unstable, since it can remain at points in phase space where message input is high or at points where most of the stations are blocked.
Once we have determined that a system is stable and uncongested, we have to estimate its throughput and delay. If a system is in equilibrium, as we have seen, the number of transmitting stations and blocked stations must be related by (9). We have to find out the point on the equilibrium curve determined by this equation where the system will settle down. To do this, we have to calculate the equilibrium capture rate. The capture rate of the system given nt and n b depends on how the blocked stations are distributed among the occupied channels. We have already seen that for the system to be uncongested and stable, the occupied channels will tend to clear themselves. Thus, it is reasonable to assume that at equilibrium, stable and uncongested networks will have only one blocked station per occupied channel. The results presented in the next section shows that this assumption is valid.
Suppose there are n b blocked stations distributed one to each occupied channel. For occupied channels, the capture rate when the channel is free is On ayerage, the occupied channel will stay free for 1, = l/Scap(occ) minislots. For an unoccupied channel, the capture rate when the channel is free is just On average, the unoccupied channel will stay free for I , = l/S,,,(unocc) minislots. Note that in the derivation of (15) and (16), we have implicitly assumed that the station which owns the channel is not among the idle stations. The error introduced by this assumption is small as long as no is large, and this is true for all uncongested systems.
When a channel is captured, its capture rate of course drops to zero. Furthermore, a channel will stay captured for 1 + 1 minislots on average. Thus the average capture rate of a stable, uncongested system at equilibrium is 1, Z , + Z + l Scap(average) = nb S c a p (occ)
1, S c a p (unocc)
= n b 1 , + 1 + 1 + (NWhen we plot S,,,(average) and the S,, = Sout curve against n b and nt related by (9), we will get just one intersection. For Fig. 4 shows the S i , and the S,,,(average) curves for s = 0.04,l = 20 and the various values of p indicated. When the system is determined to be stable, the intersection point of the two curves give the equilibrium throughput and number of blocked stations for the system. Table I shows the throughput and delay results obtained from EPA and simulations over 100000 minislots of a multichannel CSMA-CD system with N = 50,l = 10, and s = 0.04. For p = 0.10 andp = 0.15, the system is determined to be stable as all An, are negative. For P = 0.20 and p = 0.25, the system is unstable, but the system will tend toward the congested region only when n,+ becomes large. For the p = 0.20 case, n k must cross 27 and for p = 0.25 case, n k must cross 20 before An, becomes positive. The system will therefore stay in the uncongested region for a long time before drifting into the congested part of the system phase space. The throughputs and delays obtained from simulations show that 100000 minislots are not sufficient for the system to become congested.
VI. RESULTS FOR MULTICHANNEL SYSTEMS
For the p = 0.60 case, n k needs only to be greater than 6 before An,+ becomes positive. Thus it is relatively easy for the system to move to the congested part of the system phase space. Simulation over 100 000 slots shows indeed a very low throughput and high delay. 
The channel will remain captured on average 1 + 1 minislots, and the channel will remain free on average l f = 1/SCap(free) minislots. The average capture rate of the channel is therefore
Since any station capturing the channel is guaranteed to successfully complete transmitting its message, therefore the average capture rate is also the average message output rate Sout. Thus by plotting SI, and Scap (average) against n b , we can determine the equilibrium point( s) by noting the intersection(s) of the two curves. Following [lo], we can have the following situations. If there is only one intersection point where n b is much less than N , then the system is stable with high throughput. If more than one intersection point exist, then the system is not stable as the system will move from one stable equilibrium point to another with the passage of time. If only one equilibrium point exists at n b neaer N , then the system is said to be congested, with very low throughput and very high delay. The equilibrium delay, d, can be obtained from Sout and n b by Little's Formula, d = nb/SoUt.
Note that equilibrium points with S i , < SoUt to the left and S,, > So,, to the right are stable equilibrium points since any movement away from them will cause the system to shift back toward those points. The other type of equilibrium point is unstable. Fig. 5 shows the S i , and SoUt curves of a single-channel CSMA-CD system with N = 50,s = 0.001, and = 20. When p = 0.1, the system is stable with high throughput. When p = 0.15, the system is unstable, but there is a big separation between the first two equilibrium points, meaning that the system will require a long time to move from one to the other. When p = 0.2, the separation between the first two equilibrium points is much smaller. When p = 0.22, the system is congested and throughput drops to a very low number. Table I1 shows the throughputs and delays of the system obtained by EPA and simulation for 100 000 minislots for the various values of p plotted in Fig. 5 . When the system is stable with p = 0.10, the throughput and delay values obtained from EPA match those obtained from simulation, as expected. For p = 0.15 simulation over 100000 minislots is insufficient to allow the system to reach the second stable equilibrium point, and system performance matches that obtained from the first equilibrium point. For the p = 0.20 case, the system reaches the second stable equilibrium point easily, and system performance drops drastically. For the congested p = 0.22 case, both EPA and simulation provide very low throughput and very high delay values. Tables I11 and IV show the throughput-delay figures of the multi as well as the single-channel CSMA-CD networks obtained from both EPA, as well as simulations over 100000 minislots, for the same set of the parameters s , p , and 1.
VIII. COMPARISON OF SINGLE AND MULTiCHANNEL SYSTEMS
Looking at Tables I11 and IV, we can see that when the system is lightly loaded, e.g., with s = 0.001,Z = 10, and p = 0.005 and 0.10, both the multichannel as well as singlechannel CSMA-CD networks can handle almost the maximum message generation rate, N s = 0.05. The delays suffered by the multichannel system, however, are much lower.
The difference in performance is even more evident when the system is more heavily loaded. For s = 0.002,l = 20, and p = 0.1, the single channel system can handle only about 33% of the maximum possible number of messages generated, with delays suffered by successful messages going beyond 1000 minislots. The multichannel system, on the other hand, can still handle about 96% of the maximum possible number of messages generated, with successful messages suffering minimal delays. Even when the single channel system enter the unstable and congested region with p = 0.20, the multichannel system can still handle above 95% of the maximum number of messages generated, with negligible message delays.
IX. CONCLUSION
We have presented a method of determining the exact average throughput and delay performance of a CDMA ALOHA network with channel sensing and collision detection using Markov analysis. This method is suitable for networks with a small number of stations. We have also shown that for networks with a large number of stations, EPA is a more appropriate analysis tool. It allows us to determine if a system is stable, and if it is so, to estimate the equilibrium throughput and delay. Using EPA, we have shown that messages transmitted in CDMA ALOHA networks using channel sensing and collision detection with a large number of stations have very low delays. The analyses provided in this paper also allow a designer of such networks to keep the delay at a minimum, by choosing the highest possible retransmission probability while still keeping the system stable. We have also shown that CSMA-CD networks that use CDMA to create "virtual channels" have much better delaythroughput characteristics than simple single-channel CSMA-CD systems. One final point we wish to stress is that multichannel CDMA CSMA-CD systems do not only provide higher throughputs and lower delays than single-channel systems. Even though they require slightly more complex transmission and reception equipment, they also pose, when lightly loaded, almost no interference to other existing narrow-band users. If we write zE3 as the stationary probability that the system is in state i substate j , or in shorthand form i , j , and P;j, kl as the probability that { i , j } will change to {IC,l} in a slot time, then we can write the system equations in matrix form A little thought will show that these differences between a certain substate, say one, of i and all substates of IC, and another substate of i , say two, and all substates of k, are just rearrangements of the same set of
d~t~) .
Since the probability that a certain { i , j } will change to a certain {IC, 2) after a slot depends only on the difference in the number of blocked and transmitting stations in the various modes, hence (p11,11 +p11,12 +. . 9 +Pll,Jkl) = 7r11 = 7r12 = . . . = 7r1kl and 7r21 = 7r22 = ... = 7r2k23 etc., etc. Multiplying out the first kl rows of (A.l) and adding, we get Let klnll = "1, k27r21 = 7r2, . . . , kn7rn1 = T,. Note that 7ri is the sum of probabilities of substates in state i , and is therefore the probability of state 2. Thus, we get p117r1 f ~2 1~2 f . * . + pn17rn = T I . Similarly, multiplying out the next IC2 rows of (A.l) and adding, and so forth, we can get ~1 2~1 + P227r2 + ...+ Pn2Trl = 7rz,...,pln7T1+1)2n7r2 + . . . + p,,nn = "n.
The system of equations is then simplified to where p i j is the sum of probabilities of any particular substate in state i changing to all substates in j , and 7r; is the stationary probability of the system in state i . The total number of sequences without restrictions is N ! .
But user 1 cannot be in RI, so we need to subtract m l ( N -l)! sequences. Similarly, user 2 cannot be in Rz, etc., so we need to subtract (ml + mz + ... + m~) x ( N -l)! sequences.
Now we have oversubtracted as some of these sequences are the same, for example, those with users one and two in modes RI and R2 respectively, so we need to add them back. 
. m~) .
To obtain the number of possible configurations, we need to weed out those sequences with the same stations in a mode. The number of sequences with m, stations in R1 that are the same is ml! since ml stations can be arranged ml! ways. This is true for m2, etc. Thus, the number of possible configurations,
D, is
To find the number of configurations with the station k in TO, denoted by p k , we first note that if all stations are idle, p k = 1, and if all stations are blocked or transmitting, P k = 0.
If m stations, 0 < m < N , are free, we can find p k by first taking out station k and putting it in TO. By using the same line of reasoning we have used before, and keeping in mind that we are now working with only N -1 stations since station IC 
