Forte et fausse libertés asymptotiques de grandes matrices aléatoires by Male, Camille
Forte et fausse liberte´s asymptotiques de grandes
matrices ale´atoires
Camille Male
To cite this version:
Camille Male. Forte et fausse liberte´s asymptotiques de grandes matrices ale´atoires.
Mathe´matiques ge´ne´rales [math.GM]. Ecole normale supe´rieure de lyon - ENS LYON, 2011.
Franc¸ais. <NNT : 2011ENSL0696>. <tel-00673551>
HAL Id: tel-00673551
https://tel.archives-ouvertes.fr/tel-00673551
Submitted on 23 Feb 2012
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
École Normale Supérieure de Lyon
Thèse de doctorat
Discipline : Mathématiques
présentée par
Camille Male
Forte et fausse libertés asymptotiques
de grandes matrices aléatoires
dirigée par Alice Guionnet
après avis de M. Djalil Chafaï, M. Gilles Pisier et de M.
Dan-Virgil Voiculescu,
dont la soutenance est prévue le 5 décembre 2011 devant le
jury composé de :
M. Philippe Biane examinateur
M. Djalil Chafaï rapporteur
Mme Catherine Donati-Martin examinatrice
M Damien Gaboriau examinateur
Mlle Alice Guionnet directrice
M. Michel Ledoux examinateur
2Unité de mathématiques pûres et
appliquées
École Normale Supérieure de Lyon
46, allée d’Italie
69364 Lyon Cedex 07
France
École doctorale Informatique et
Mathématiques
Université Lyon1 - Bât. Braconnier
43, Bvd. du 11 novembre 1918
69622 Villeurbanne Cedex
France
Le contenu de ce mémoire
Cette thèse s’inscrit dans la théorie des matrices aléatoires, à l’intersection
avec la théorie des probabilités libres et des algèbres d’opérateurs. Elle s’insère
dans une démarche générale qui a fait ses preuves ces dernières décennies : impor-
ter les techniques et les concepts de la théorie des probabilités non commutatives
pour l’étude du spectre de grandes matrices aléatoires. La notion de liberté, qui
est un analogue non commutatif de la notion d’indépendance statistique, joue le
rôle central dans cette démarche.
On s’intéresse ici à des généralisations du théorème de liberté asymptotique de
Voiculescu. Dans la Partie I, nous montrons un résultat de liberté asymptotique
forte pour des matrices gaussiennes, unitaires aléatoires et déterministes. Dans la
Partie II, nous introduisons la notion de fausse liberté asymptotique pour des ma-
trices déterministes et certaines matrices hermitiennes à entrées sous diagonales
indépendantes, interpolant les modèles de matrices de Wigner et de Lévy.
L’introduction de ce mémoire débute avec un court historique de la théorie
des matrices aléatoires, en lien avec le contenu de cette thèse (Section 0.1). Dans
un second temps, nous présentons les modèles étudiés dans une courte zoologie
(Section 0.2). Dans la Section 0.3, nous rappelons des notions élémentaires de
probabilités libres. Cette dernière partie est destinée principalement aux lecteurs
probabilistes n’ayant pas de notions de probabilités libres (pour des ouvrages
sur le sujet, voir [AGZ10, Gui09, NS06]). Les Sections 0.4 et 0.5 constituent une
présentation des travaux de thèse.
Les Chapitres 1 et 2, formant la Partie I, sont sur le thème de la forte liberté
asymptotique de grandes matrices aléatoires. Les Chapitre 3 et 4 constituent la
Partie II sur le thème de la fausse liberté asymptotique.
Le Chapitre 1 est extrait d’une publication dans la revue Probability theory
and related fields. Le Chapitre 2 est extrait d’un article en prépublication sur
Arxiv.org en collaboration avec Benoît Collins. Les Chapitres 3 et 4 sont des
comptes rendus de travaux en cours qui n’ont pas encore été prépubliés, le Cha-
pitre 4 étant issu d’un travail en collaboration avec Florent Benaych-Georges et
Alice Guionnet.
Mots-clefs : Théorie des matrices aléatoires, probabilités libres, liberté
asymptotique, C∗-algèbres, théorie spectrale des graphes
Keywords : Random matrix theory, free probability, asymptotic free-
ness, C∗-algebra, spectral graph theory
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Introduction
0.1 Un historique de la théorie des matrices
aléatoires
Les matrices aléatoires apparaissent dans différents domaines des mathéma-
tiques et de la physique comme les théories des probabilités et des statistiques,
la mécanique quantique, la théorie des opérateurs, la combinatoire, la théorie
quantique de l’information, etc.
Elles ont d’abord été introduite dans les années 1930 par le statisticien Wi-
shart [Wis28] dans le but d’étudier le spectre de matrices de covariance empi-
riques. Il a fallu attendre la fin des années cinquante pour que le sujet gagne
en importance, lorsque le physicien Wigner introduisit le concept de distribu-
tion statistique des noyaux atomiques. Il remarqua [Wig58] que pour des noyaux
lourds, la distribution d’énergie moyenne est très bien approximée par la distri-
bution des valeurs propres de matrices aléatoires hermitiennes. Les fondations
mathématiques de la théorie des matrices aléatoires furent établies par Dyson
(voir le livre de Mehta [Meh04]).
Des progrès significatifs ont eu lieu ces dernières décennies dans le domaine des
statistiques multivariées grâce à la théorie des matrices aléatoires, et cette inté-
raction est toujours très dynamique aujourd’hui. Les questions sous-jacentes sont
naturellement liées aux rapides développements des technologies modernes. En
effet, nous sommes aujourd’hui confrontés à l’analyse de données de très grandes
dimensions, par exemple dans les domaines des télécommunications [TV04], de
la finance [PBL05] ou de la génétique [VO05].
L’intérêt des probabilistes et statisticiens pour les matrices aléatoires a pris
un nouveau souﬄe après 1967, lorsque Marchenko et Pastur [MP67] ont donné
une forme simple pour la distribution spectrale asymptotique d’une matrice de
Wishart. Leur résultat a été généralisé dans bien des directions. Des distributions
spectrales limites de grandes matrices aléatoires ont été déterminées pour un
grand nombre de modèles, voir les travaux de Bai, Yin et Krishnaiah [BYK86],
Grenander et Silverstein [GS77], Jonsson [Jon82], Wachter [Wac78], Yin [Yin86],
Yin et Krishnaiah [YK83].
Estimer la position des valeurs propres extrêmes d’une grande matrice aléa-
toire est un problème important en analyse en composantes principales. Le phé-
nomène de convergence de ces valeurs propres vers le bord du support de la distri-
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bution spectrale limite pour une matrice de Wigner ou de Wishart a été démontré
à partir des années 1980. Notons les contributions de Geman [Gem80], Juhász
[Juh81], Füredi et Komlós [FK81], Jonsson [Jon85], Silverstein [Sil89, Sil85],
Bai et Yin [BY88], Yin, Bai et Krishnaiah [YBK88], et Bai, Silverstein et Yin
[BSY88].
Les phénomènes ”pas de valeurs propres en dehors du spectre limite“ et de
”séparation exacte des valeurs propres“ ont été démontrés par Bai et Silverstein
[BS98, BS99]. Ces deux résultats sont d’une très grande importance puisqu’ ils
donnent une information très précise sur le comportement des valeurs propres
d’une large classe de grandes matrices aléatoires (voir également [PS09]).
Plus récemment, des méthodes dites ”d’équivalents déterministes“ ont été
développées pour une grande variété de modèles de matrices : celles-ci sont des
combinaisons algébriques de matrices de type bruit et de matrices déterministes.
Un équivalent déterministe donne une prédiction pour le spectre de grandes ma-
trices aléatoires, sans hypothèses asymptotiques sur les matrices déterministes.
Voir les travaux de Hachem, Loubaton, et Najim [HLN07], Couillet, Debbah, et
Silverstein [CDS10] et Couillet, Hoydis, et Debbah [CHD10].
Paralèlement, les matrices aléatoires ont pris de l’importance dans le domaine
des espaces d’opérateurs. Voiculescu [Voi85] a introduit la théorie des probabi-
lités libres, qui est une théorie des probabilités dans un cadre non commutatif,
pour étudier les algèbres de von Neumann des groupes libres. En particulier il a
défini la notion d’entropie libre dans le but de répondre à la question de l’iso-
morphisme entre les facteurs libres. Bien que cette question ne soit pas encore
résolue, l’approche des probabilités libres a permis de grands progrès dans la
compréhension des algèbres de von Neumann [Voi96].
Dans les années 1990, Voiculescu [Voi95b] établit un lien entre les propriétés
spectrales asymptotiques de grandes matrices aléatoires et les algèbres de von
Neumann des groupes libres (voir [Voi95a]) en démontrant un premier théorème
dit de ” liberté asymptotique“. Cette connexion a été renforcée dans diverses di-
rections, par exemple avec les travaux de Ben Arous et Guionnet [BAG97] concer-
nant un principe de grande déviations pour les matrices de Wigner, en lien avec
l’entropie libre. Les travaux de Haagerup et Thorbjørnsen [HT05] concernent la
convergence du rayon spectral de grandes matrices hermitiennes. De leur résultat
principales, ils déduisent des propriétés de la C∗-algèbre réduite du groupe libre
et, par ailleurs, répondent à une question de la théorie des espaces d’opérateurs
posée par Pisier dans son ouvrage [Pis03, Chapter 20].
Suivre la méthodologie de Voiculescu autour du théorème de liberté asymp-
totique défend un double intérêt :
– utiliser les matrices aléatoires pour décrire des espaces opérateurs,
– utiliser les outils et les concepts de la théorie des probabilités libres pour
tirer des informations sur le spectre de grandes matrices aléatoires.
Les travaux présentés dans ce mémoire s’inscrivent dans la seconde dér-
marche, avec pour but de répondre à des questions reliées aux problèmes de
statistiques énoncés plus haut dans un grand degré de généralité. Cette ap-
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proche n’est pas rare dans la littérature contemporaine, les probabilités libres
étant aujourd’hui couramment utilisées pour répondre à des problèmes de télé-
communication [SSH05, RD08, RFOBS08, WZCM09].
0.2 Une courte zoologie de matrices aléatoires
Une matrice aléatoire est une matrice dont les entrées sont des variables
aléatoires. Dans le cas des matrices à coefficients complexes, il s’agit donc d’une
application mesurable Ω→ MN,N ′(C), où (Ω,F ,P) est un espace de probabilité
et MN,N ′(C) est l’ensemble des matrices N par N ′ à coefficients dans C.
Nous présentons des exemples de matrices aléatoires étudiés. Nous partons
de la matrice la plus simple à introduire, celle dont les entrées sont des variables
aléatoires gaussiennes indépendantes, et construisons à partir de celle ci les trois
ensembles de matrices les plus populaires. Ensuite, nous présentons d’autres mo-
dèles qui sont des généralisations de ces ensembles.
Cette zoologie aboutit au modèle générique que nous étudions et sur une
brève présentation de nos résultats.
0.2.1 Ensemble gaussien unitaire, matrices de Haar sur
le groupe unitaire et matrices de Wishart
Construction des ensembles
Considérons MN,N ′ la matrice aléatoire de taille N par N ′ dont les entrées
sont indépendantes, identiquement distribuées selon la loi gaussienne complexe
NC(0, 1√N ′ ). Dans le cas des matrices carrées, nous noterons MN = MN,N . Nous
pouvons construire à partir de cette matrice d’autres matrices aléatoires en uti-
lisant des manipulations simples d’algèbre linéaire.
Symétrisation de MN : l’ensemble gaussien unitaire (GUE)
Posons XN = MN+M
∗
N
2 , où M
∗
N est la transposée complexe de MN . Cette
matrice est hermitienne, ainsi ses valeurs propres constituent-elles un processus
ponctuel sur la droite réelle.
Les entrées sous diagonales de XN sont gaussiennes, indépendantes et cen-
trées. Elles sont réelles et de variance 1√
N
sur la diagonale, alors que les entrées
strictement sous diagonales sont des variables complexes NC(0, 1√N ). Ainsi, la
distribution de la matrice XN est proportionnelle à la mesure
exp
(
− N2 Tr(X
2)
)∏
i6j
d ReXi,j
∏
i<j
d ImXi,j. (1)
La distribution de XN est donc la loi gaussienne standard dans l’espace hil-
bertien des matrices hermitiennes de taille N par N , muni du produit scalaire
(A,B) 7→ N ×Tr(AB). La distribution de XN est donc invariante par conjugai-
son par une matrice unitaire. C’est pour cette raison que la loi de cette matrice
est appellée ensemble gaussien unitaire.
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Décomposition de XN : matrices de Haar sur UN
D’après le théorème spectral, pour presque tout ω dans l’espace de probabi-
lité sous-jacent pour MN , il existe une matrice unitaire UN(ω) et une matrice
diagonale ∆N(ω) telle que l’on ait
XN(ω) = UN(ω)∆N(ω)UN(ω)∗. (2)
Une paramètrisation adéquate permet de rendre les applications ω → UN(ω) et
ω → ∆N(ω) mesurables (UN et ∆N sont donc bien des matrices aléatoires) de
sorte que la distribution de UN est la mesure de Haar sur le groupe unitaire UN .
Il s’agit de l’unique mesure de probabilité sur le groupe métrique compact UN
invariante par multiplication à gauche et à droite par une matrice unitaire. De
plus, les matrices UN et ∆N s’avèrent être indépendantes.
Matrices de covariances empiriques : ensemble de Wishart
Soit ΣN une matrice déterministe hermitienne, définie positive de taille N
par N . Notons Σ
1
2
N la matrice hermitienne positive racine carrée de ΣN . Posons
WN,N ′ =
(
Σ
1
2
N ×MN,N ′
)(
Σ
1
2
N ×MN,N ′
)∗
,
qui est une matrice hermitienne de taille N par N . La matrice WN,N ′ n’est autre
que la matrice de covariance empirique d’un échantillon de N ′ vecteurs gaussiens
de taille N , centrés et de matrice de covariance ΣN .
La matrice WN,N ′ est appellée matrice de Wishart non blanche. Dans le cas
où ΣN est la matrice identité, on parle de matrice de Wishart blanche.
Spectre limite d’une grande matrice aléatoire
Etant donnée une matrice aléatoire HN de taille N par N , nous nous intéres-
sons à la distribution jointe de ses valeurs propres. Les modèles de références pré-
sentés plus haut ont la particularité d’avoir une distribution des valeurs propres
explicite. Mais cette propriété est très rare parmi les ensembles de matrices aléa-
toires considérés usuellement.
C’est pour cette raison que nous étudions le plus souvent la distribution
asymptotique d’une matrice aléatoire lorsque sa taille tend vers l’infini : impli-
citement, nous considérons une suite (HN)N>1, où pour tout N > 1 la matrice
HN est de taille N par N . Afin de coder le spectre limite éventuel de HN , nous
introduisons la distribution empirique de ses valeurs propres
LHN =
1
N
N∑
i=1
δ
λ
(N)
i
, (3)
où λ(N)1 , . . . , λ
(N)
N désignent les valeurs propres de HN et δλ est la masse de Dirac
en λ.
Lorsque l’on parle de l’étude du spectre limite d’une matrice aléatoire HN ,
nous voulons dire la convergence (en un sens qui dépend du contexte) de la
mesure aléatoire LHN vers une mesure de probabilité µ.
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Le résultat le plus populaire en théorie des matrices aléatoires est le théorème
de Wigner [Wig58], qui affirme que la distribution empirique des valeurs propres
d’une matrice XN du GUE converge presque sûrement et en espérance en topo-
logie faible-∗ vers la mesure semicirculaire de rayon 2. En d’autres termes, pour
toute fonction f : R→ C continue bornée ou polynomiale, on a
LHN (f) =
1
N
N∑
i=1
f(λ(N)i ) −→
N→∞
∫ 2
−2
f(t) 1√
2pi
√
4− t2d(t) (4)
presque sûrement et en espérance. La distribution empirique des valeurs propres
d’une matrice de Haar sur le groupe unitaire converge presque sûrement et en
espérance vers la mesure uniforme sur le cercle de rayon 1 dans le plan complexe
(voir [AGZ10]).
La question de la convergence de la distribution empirique des valeurs d’une
matrice de covarianceWN,N ′ est plus délicate. D’abord, il faut préciser un régime
pour les croissances relatives des nombres N et N ′. Faisons l’hypothèse que N ′
est fonction de N de sorte que le rapport N
N ′ converge vers une constante c > 0.
Ensuite, il convient de préciser une asymptotique pour la matrice déterministe
ΣN . Supposons que la distribution empirique des valeurs propres de ΣN converge
vers une mesure de probabilité ν. Alors, celle de la matrice de Wishart WN,N ′
converge vers une mesure de probabilité qui ne dépend que de ν et de la constante
c. Il s’agit du théorème de Marchenko-Pastur [MP67].
Matrices à entrées réelles et quaternioniques
Les matrices XN , UN et WN,N ′ ont été construites à partir de la matrice
MN,N ′ dont les entrées sont des variables aléatoires gaussiennes complexes. Si
nous remplaçons, dans la construction précédente, les variables complexes par
des variables réelles (respectivement quaternioniques), nous obtenons
1. pour la distribution deXN , l’ensemble gaussien orthogonal (respectivement
symplectique),
2. pour la distribution de UN , la mesure de Haar sur le groupe orthogonal
(respectivement symplectique),
3. pour la distribution de WN,N ′ , le modèle de Wishart réel (respectivement
symplectique).
Ces modèles sont très proches dans leur structure des modèles à entrées com-
plexes. En particuliers, les résultats de convergence des distributions empiriques
de valeurs propres restent inchangés.
0.2.2 Matrices symétriques ou hermitiennes à entrées sous
diagonales indépendantes
Matrices de Wigner
Le modèle de matrice de Wigner généralise le modèle du GUE : la distribu-
tion gaussienne dans la définition d’une matrice du GUE est remplacée par une
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distribution arbitraire (suffisamment régulière à l’infini). Plus précisément, une
matrice N par N aléatoire XN = (X(N)i,j )i,j=1,...,N est dite de Wigner dès lors que
1. presque sûrement XN est hermitienne,
2. les variables aléatoires (
√
NXi,j)16i6j6N sont indépendantes, de variance
finie,
3. les variables aléatoires (
√
NXi,j)16i<j6N sont identiquement distribuées se-
lon une loi qui ne dépend pas de N .
4. idem pour les variables aléatoires (
√
NXi,i)i=1,...,N , avec éventuellement une
loi commune différente de celle des entrées strictement sous diagonales.
La pertinence d’un tel modèle à ses raisons par la notion d’universalité :
de nombreuses statistiques asymptotiques d’une grande matrice de Wigner ne
dépendent pas de la loi de ses entrées, et donc sont les mêmes que pour une
matrice du GUE. Par exemple, la distribution empirique des valeurs propres
d’une matrice de Wigner converge presque sûrement et en espérance vers la loi
semicirculaire.
Matrices de Lévy
Le modèle des matrices de Lévy est une variante de celui des matrices de
Wigner où les entrées sous diagonales sont indépendantes, mais leur distribution
est à queues lourdes. Plus précisément, une matrice aléatoire symétrique XN =
(X(N)i,j )i,j=1,...,N est dite de Lévy de paramètre α lorsque pour tout i, j = 1, . . . , N ,
XN(i, j) =
xi,j
σN
,
où les variables aléatoires (xi,j)16i6j6N sont indépendantes, identiquement dis-
tribuées selon une loi ne dépendant pas de N et appartenant au domaine d’at-
traction d’une loi α stable pour un nombre α dans ]0, 2[. En d’autres termes, il
existe un fonction L : R→ R à variations lentes, telle que
P
(
|x1,1| > u
)
= L(u)
uα
,∀u ∈ R.
De plus, nous avons noté la constante normalisatrice
σN = inf
{
u ∈ R+
∣∣∣∣ P(|x1,1| > u) 6 1N
}
.
D’après un résultat de Ben Arous et Guionnet [BAG08], la distribution em-
pirique des valeurs propres d’une matrice de Lévy de paramètre α converge en
topologie faible-∗ vers une mesure de probabilité µα. Cette mesure ne dépend que
du nombre α et est à support non borné. En outre, nous n’avons pas d’expression
explicite pour µα mais seulement une équation caractérisant sa transformée de
Stieltjes.
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Matrices de Wigner lourde
Une matrice de Lévy se distingue d’une matrice de Wigner car ses entrées
sous diagonales n’ont pas leur moment d’ordre 2. Une matrice de Wigner lourde
se distingue d’une matrice de Wigner par le fait que la loi commune des ses
entrées sous diagonales peut dépendre de N , de sortes que ses moments peuvent
être grands. Plus précisément, une matrice XN est dite de Wigner lourde lorsque
1. pour tout N > 1, la matrice AN =
√
NXN est N par N , réelle symétrique.
Les entrées sous diagonales de AN sont indépendantes et identiquement
distribuées selon une mesure p(N) sur R qui possède tout ses moments,
2. pour tout k > 1, la suite des 2k-ièmes moments satisfait
ak := lim
N→∞
∫
t2kdp(N)(t)
Nk−1
existe dans R,
3. et on a
√
N
∫
tdp(N)(t) = o(Nβ) pour tout β > 0.
On a le même résultat de convergence du spectre pour les matrices de Wigner
lourdes que pour les matrices de Lévy, avec une description combinatoire de la
distribution asymptotique des valeurs propres [Zak06]. Ce modèle interpole ceux
de Wigner et de Lévy.
0.2.3 Matrices aléatoires rencontrées en statistiques
Nous avons donné l’exemple des matrices de covariance empiriques d’échan-
tillons de vecteurs gaussiens dans la Section 0.2.1. De nombreuses matrices aléa-
toires issues des statistiques sont des variantes de ce modèle. Notre objectif n’est
pas d’en donner une liste exhaustive, mais de souligner leur mode de construc-
tion : ces matrices sont obtenues comme une combinaison algébrique de matrices
aléatoires de type bruit (non nécessairement gaussien) et de matrices détermi-
nistes de type signal.
1. Matrice de covariance séparable
HN,N ′ = A
1
2
NMN,N ′BN ′M
∗
N,N ′A
1
2
N ,
où
–
√
N ′MN,N ′ est une matrice N par N ′, à entrées indépendantes et identi-
quement distribuées,
– A
1
2
N est la racine carrée hermitienne positive d’une matrice déterministe
AN , hermitienne positive et de taille N par N ,
– BN est une matrice déterministe, hermitienne positive et de taille N ′ par
N ′.
2. Modèle information plus bruit
HN,N ′ = (MN,N ′ + AN,N ′)(MN,N ′ + AN,N ′)∗,
où MN,N ′ est comme précédemment et AN,N ′ est une matrice déterministe
de taille N par N ′.
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3. Perturbation d’une matrice hermitienne
HN,N = AN +XN ,
où AN est une matrice déterministe hermitienne et
√
NXN est une matrice
hermitienne à entrées sous diagonales indépendantes et identiquement dis-
tribuées.
Pour chacun de ces exemples, lorsque les entrées des matrices aléatoires ont
leurs moments finis et indépendants de N , il s’avère qu’on peut calculer la dis-
tribution asymptotique des valeurs propres d’une telle matrice connaissant :
1. la taille des matrices de type bruit ; par exemple le paramètre c dans le cas
des matrices de covariance empiriques,
2. les spectres limites des matrices de type signal, ou éventuellement les dis-
tributions limites de leurs valeurs singulières lorsque les matrices ne sont
pas carrées ; par exemple, la distribution limite des valeurs propres de ΣN
dans le cas des matrices de covariance empiriques.
La théorie des probabilités libres donne une vision unifiée qui permet pour
chacun de ces modèles, par exemple, de calculer leur distribution de valeurs
propres limite en fonction de la distribution asymptotique des valeurs propres ou
singulières des matrices déterministes. Ces résultats témoignent du phénomène
dit de liberté asymptotique des matrices aléatoires.
0.2.4 Le modèle générique étudié dans ce mémoire et sur-
vol des résultats de cette thèse
De manière informelle, suivant la méthodologie héritée du théorème de liberté
asymptotique de Voiculescu, nous étudierons des modèles de matrices aléatoires
hermitiennes de la forme
HN = P (XN ,YN ,Y∗N), (5)
où
1. XN = (X(N)1 , . . . , X(N)p ) est une famille de type bruit multi-matriciel : les
matrices de XN sont aléatoires, indépendantes, hermitiennes et à entrées
sous diagonales indépendantes.
2. YN = (Y (N)1 , . . . , Y (N)q ) est une famille de type signal multi-matriciel : les
matrices de YN sont possiblement aléatoires mais YN est indépendante de
XN .
3. P est un polynôme en p+2q indéterminées non commutatives à coefficients
dans C, indépendant de N et tel que HN est une matrice hermitienne.
Il arrivera souvent que nous supposions que la famille des matrices détermi-
nistes YN satisfait des hypothèses asymptotiques qui dépendront du contexte
(convergence, éventuellement forte, au sens des espaces de probabilités non com-
mutatives aux Chapitres 1 et 2, ou convergence au sens des distribution de trafics
aux Chapitres 3 et 4).
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Toutefois, dans les éléments techniques de la preuve du résultat principal des
Chapitres 1 et 2, nous ne ferons aucune hypothèse de nature asymptotique sur
YN . Ce fait a son intérêt dans le contexte des statistiques des matrices aléatoires
où l’on parle de recherche d’un équivalent déterministe pour une telle approche.
Dans le Chapitre 1, la famille XN est constituée de matrices du GUE in-
dépendantes. Nous précisons des hypothèses sur les matrices de YN de sorte
que toute matrice hermitienne de la forme HN = P (XN ,YN ,Y∗N) satisfait la
propriété suivante :
Presque sûrement, la distribution empirique des valeurs propres de HN
converge vers une mesure de probabilité µ sur R, et pour N assez grand
les valeurs propres de HN sont contenues dans un voisinage du support
de µ.
La convergence vers la mesure µ est connue par le théorème de liberté asymp-
totique de Voiculescu, le résultat nouveau étant la seconde partie de l’énoncé.
L’hypothèse sur YN relève de la convergence au sens des C∗-algèbres. Ce résul-
tat s’étend pour des matrices non hermitiennes rectangulaires, ou composées de
matrices de Haar sur le groupe unitaire (voir les applications du Chapitre 1 et le
résultat principal du Chapitre 2).
Dans les Chapitre 3 et 4, la famille XN est constituée de matrices de Wigner
lourdes indépendantes. Nous précisons des hypothèse sur les matrices de YN de
sorte que toute matrice hermitienne de la forme HN = P (XN ,YN ,Y∗N) satisfait
la propriété suivante :
La distribution empirique moyennisée des valeurs propres de HN
converge en moments vers une mesure de probabilité µ sur R, et les sta-
tistiques linéaires normalisées par un facteur
√
N en les valeurs propres
de HN satisfont un théorème central limite.
L’hypothèse sur YN est une généralisation commune des convergences au
sens des probabilités non commutatives et au sens des graphes, que nous ap-
pelons convergence en distribution de trafics. La question de la convergence des
supports n’a pas été abordée pour de telles matrices : en général, le spectre limite
d’une matrice de Wigner lourde est non borné, et il est connu que les valeurs
propres extrêmes d’une matrice de Lévy ont un comportement très différents de
celles d’une matrice de Wigner (voir [ABAP09, Sos04]).
Remarque : Dans les exemples issus de la statistiques, nous avons considéré
des modèles constitués de matrices non carrées. Ces modèles peuvent être étu-
diés via un choix judicieux de matrices HN de la forme générique (5). Prenons
l’exemple de la matrice de covariance séparée
HN,N ′ = A
1
2
NMN,N ′BN ′M
∗
N,N ′A
1
2
N .
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Soit XN,N ′ une matrice de taille (N +N ′) par (N +N ′), hermitienne, et dont les
entrées sous diagonales sont indépendantes, telle que
XN,N ′ =
(
X
(1)
N MN,N ′
M∗N,N ′ X
(2)
N
)
. (6)
Posons les matrices par blocks de taille (N +N ′) par (N +N ′)
e
(N)
1 =
(
1N 0N,N ′
0N ′,N 0N ′
)
, e
(N)
2 =
(
0N 0N,N ′
0N ′,N 1N ′
)
,
A˜
1
2
N,N ′ =
(
A
1
2
N 0N,N ′
0N ′,N 0N ′
)
, B˜
(N)
N,N ′ =
(
0N 0N,N ′
0N ′,N BN ′
)
.
Dès lors, on peut étudier les propriétés spectrales deHN,N ′ via celles de la matrice
H˜N,N ′ = A˜
1
2
N,N ′a
(N)
1 XN,N ′e
(N)
2 B˜N,N ′e
(N)
2 XN,N ′e
(N)
1 A˜
1
2
N,N ′
=
(
HN,N ′ 0N,N ′
0N ′,N 0N ′
)
,
qui est bien de la forme générique (5) en posant XN = (XN,N ′) et
YN = (e(N)1 , e
(N)
2 , A˜
1
2
N,N ′ , B˜N,N ′).
0.3 La théorie des probabilités libres pour l’étude
du spectre de grandes matrices aléatoires
La théorie des probabilités libres permet entre autre de décrire le spectre
asymptotique des matrices HN de la Section 0.2.4 lorsque le bruit multi-matriciel
est constitué de matrices de Wigner indépendantes.
Heuristiquement, l’idée est de ne plus voir une matrice aléatoire comme une
collection d’un grand nombre de variables aléatoires, mais comme une variable
aléatoire à part entière et d’une nature non commutative. La théorie des pro-
babilités libres introduite par Voiculescu donne un cadre formel à ce principe,
ainsi qu’une intuition probabiliste pour manipuler ces objets : en effet, dans le
cadre des ∗-espaces de probabilité, est définie la notion de liberté qui joue un rôle
analogue à la notion d’indépendance dans le cadre classique des probabilités.
0.3.1 Probabilités non commutatives
Définitions et exemples
Un ∗-espace de probabilité est la donnée d’un triplet (A, .∗, τ), où
1. A est une algèbre unifère sur C,
2. .∗ est une involution anti-linéaire sur A vérifiant (ab)∗ = b∗a∗ pour tout a, b
dans A,
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3. τ est une forme linéaire surA, appelée état, telle que τ [1A] = 1 et τ [a∗a] > 0
pour tout a dans A.
L’état sera toujours supposé tracial, c’est à dire satisfaisant τ [ab] = τ [ba]
pour tout a, b dans A. Très souvent, nous supposerons également que l’état est
fidèle, c’est à dire satisfaisant τ [a∗a] = 0 si et seulement si a = 0.
Voyons comme exemples de référence les deux espaces usuels suivants.
– Espaces de probabilité classiques :
Soit (Ω,F ,P) un espace de probabilité. L’ensemble ∩
p>1
Lp(Ω) des variables
aléatoires complexes sur Ω possédant tout leurs moments est un ∗-espace
de probabilité lorsqu’il est muni de la conjugaison complexe .¯ et de l’espé-
rance E relative à P.
– Espaces de matrices :
L’ensemble MN(C) des matrices de taille N par N à coefficients dans C est
un ∗-espace de probabilité lorsqu’il est muni de la transposition complexe
et de la trace normalisée τN = 1NTr.
Le fait que la notion de ∗-espace de probabilité modélise bien un espace de pro-
babilité vient du résultat suivant. Soit h un élément normal dans un ∗-espace de
probabilité (A, .∗, τ), c’est à dire vérifiant hh∗ = h∗h. Alors, il existe une mesure
de probabilité µh sur C, telle que pour tout polynôme P à deux indéterminées,
on a
τ
[
P (h, h∗)
]
=
∫
P (z, z¯)dµh(z). (7)
De plus, cette mesure est unique dès lors qu’elle est caractérisée par ses moments
(par exemple si elle est à support compact).
Ce fait motive les définitions suivantes. Les éléments de A sont appelés des
variables aléatoires non commutatives. La loi jointe d’une famille a = (a1, . . . , ap)
d’éléments de A (appelée également loi non commutative s’il y a risque de confu-
sion) est la forme linéaire
τa : C〈z, z∗〉 → C
P 7→ τ
[
P (a, a∗)
]
,
(8)
où C〈z, z∗〉 désigne l’ensemble des polynômes en 2p indéterminées non commuta-
tives z1, . . . , zp, z∗1 , . . . , z∗p et P (a, a∗) est une notation pour P (a1, . . . , ap, a∗1, . . . , a∗p).
Enfin, la convergence en distribution (dite aussi en loi non commutative) d’une
suite de familles (aN)N>1 est la convergence simple de la suite de fonctions
(τaN )N>1.
Retournons aux exemples de référence pour mieux appréhender les notions
de loi jointe et de convergence en distribution.
– Espaces de probabilité classiques :
Soient A1, . . . , Ap des variables aléatoires complexes admettant tout leurs
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moments. Alors, leur loi non commutative n’est autre que la donnée des
moments joints en ces variables et en leurs conjuguées, c’est à dire, de la
collection des nombres complexes
E[An11 A¯m11 . . . Anpp A¯mpp ] (9)
pour tout entiers n1, . . . , np,m1, . . . ,mp > 0. Si la loi de probabilité de
(A1, . . . , Ap) est caractérisée par ses moments (par exemple si les variables
aléatoires sont bornées), alors celle-ci coïncide avec la loi non commutative
de (A1, . . . , Ap). La convergence en distribution est alors la convergence en
moments.
– Espaces de matrices :
Soit AN une matrice normale de taille N par N . Notons λ1, . . . , λN ses
valeurs propres. Alors, pour tout polynôme P en une variable, on a
τN
[
P (AN)
]
= 1
N
N∑
i=1
P (λi). (10)
Ainsi, la distribution de AN n’est autre que la mesure empirique de ses
valeurs propres. Pour une famille de matrice AN = (A(N)1 , . . . , A(N)p ), la
donnée des nombres complexes
τN
[
P (AN ,A∗N)
]
(11)
pour tout polynôme non commutatif P est plus riche que la simple don-
née des spectres des matrices A(N)1 , . . . , A(N)p . La distribution de AN tient
compte des positions relatives des sous espaces propres de A(N)1 , . . . , A(N)p .
Intérêt de la notion de convergence en distribution pour l’étude du
spectre de grandes matrices aléatoires
Considérons une famille XN = (X(N)1 , . . . , X(N)p ) de matrice de taille N par
N et une famille x = (x1, . . . , xp) de variables aléatoires non commutative dans
un espace (A, .∗, τ). Alors, la convergence en distribution de XN vers x signifie
la convergence, pour tout polynôme P en 2p indéterminées non commutatives,
de la suite de nombres
τN
[
P (XN ,X∗N)
]
−→
N→∞
τ
[
P (x,x∗)
]
. (12)
Fixons un polynôme Q tel que la matrice HN = Q(XN ,X∗N) et la variable aléa-
toire non commutative h = Q(x,x∗) sont normales. Soit µh une mesure de pro-
babilité sur C satisfaisant la formule (7). Alors, en appliquant la convergence
(12) avec P = Qk pour tout entier k > 1, nous obtenons que la distribution
empirique des valeurs propres de HN converge en moments vers la mesure µh.
Nous retiendrons donc le principe suivant :
La convergence en distribution d’une famille de matrices aléatoires
XN = (X(N)1 , . . . , X(N)p ) implique la convergence en moments de la me-
sure empirique des valeurs propres de toute matrice hermitienne de la
forme HN = P (XN ,X∗N), où P est indépendant de N .
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0.3.2 La liberté asymptotiques de grandes matrices aléa-
toires
Motivation : le spectre de la somme de deux matrices hermitiennes
Illustrons la problématique de la liberté asymptotique à travers l’exemple
suivant. Soient XN et YN deux matrices hermitiennes de taille N par N , pos-
siblement aléatoires mais indépendantes. Pour toute matrice hermitienne HN ,
notons λ(N)1 (HN) 6 · · · 6 λ(N)N (HN) ses valeurs propres triées, LHN leur distri-
bution empirique et ∆HN la matrice diagonale diag
(
λ
(N)
1 (HN), . . . , λ
(N)
N (HN)
)
.
La donnée des valeurs propres de XN et de YN ne permet pas de déterminer
les valeurs propres de leur sommeXN+YN . En effet, il existe une matrice unitaire
UN telle que le spectre de XN +YN est le spectre de la matrice UN∆XNU∗N +∆YN .
Cas commutatifs : Dans les deux exemples qui suivent, les matrices XN et
YN commutent. Ainsi, par le procédé de diagonalisation simultané, nous sommes
ramené à un problème de couplage de mesures de probabilité sur R.
– couplage monotone : si UN est la matrice identité, alors on a λ(N)i (XN +
YN) = λ(N)i (XN)+λ
(N)
i (YN) pour tout i = 1, . . . , N . Ainsi LXN+YN est la loi
de la somme de deux variables aléatoires x et y, où x et y sont distribuées
selon les lois LXN et LYN respectivement et suivent le couplage monotone
standard des variables aléatoires réelles.
– convolution des mesures : considérons le cas où UN est une matrice
aléatoire, distribuée uniformément sur l’ensemble des matrices de permu-
tation. Il s’avère alors que la distribution empirique des valeurs propres de
XN + YN a la loi de la convolution des mesures LXN et LYN .
La théorie de probabilités libres permet de décrire le spectre de XN +YN dans
le cas suivant :
1. la matrice UN est distribuée selon la mesure de Haar sur le groupe unitaire
et est indépendante de (∆XN ,∆YN ),
2. la taille N des matrices tend vers l’infini, les mesures LXN et LYN ayant
une limite en moments Lx et Ly respectivement.
Voiculescu a défini dans le contexte des ∗-espace de probabilité la notion de
liberté, analogue de la notion d’indépendance des variables aléatoires classiques.
Il s’avère alors que la mesure LXN+YN converge vers une mesure notée LxLy qui
est décrite comme la somme de deux variables aléatoires non commutatives x et
y ”libres“, distribuées selon les lois Lx et Ly respectivement. La mesure LxLy
est appellée convolution libre des mesure Lx et Ly.
A noter que si XN est une matrice du GUE, alors d’après la Section 0.2.1,
nous sommes dans ce cas d’application.
Définition de la liberté
Soit (A, .∗, τ) un ∗-espace de probabilité. SoientA1, . . . ,Ak des ∗-sous algèbres
unifères de A. Ces algèbres sont dites libres dès lors que pour tout n > 1, tout
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ai ∈ Aji (i = 1, . . . , n, ji ∈ {1, . . . , k}), on a
τ
[(
a1 − τ [a1]
)
· · ·
(
an − τ [an]
)]
= 0
dès lors que j1 6= j2, j2 6= j3, . . . , jn−1 6= jn. Des familles de variables aléatoires
non commutatives sont dites libres lorsque les sous algèbres qu’elles engendrent
le sont.
En pratique, lorsque les familles a1, . . . , ak sont libres, la distribution jointe
de l’ensemble des familles (a1, . . . , ak) est complètement déterminée par les dis-
tributions jointes de chaque famille aj pour j = 1, . . . , k.
La liberté formalise une relation de haute non commutativité entre des va-
riables non commutatives comme en témoigne l’exemple suivant. Soient a et b
deux variables non commutatives dans un ∗-espace de probabilité (A, .∗, τ) dont
l’état τ est fidèle. Supposons que a et b sont libres et centrées (τ [a] = τ [b] = 0).
Alors, par définition de la liberté, on a
τ [aba∗b∗] = 0 (13)
τ
[(
aa∗ − τ [aa∗]
)(
bb∗ − τ [bb∗]
)]
= 0. (14)
Supposons par ailleurs que les variables a∗ et b commutent. Dès lors, on a 0 =
τ [aba∗b∗] = τ [aa∗bb∗] = τ [aa∗]τ [bb∗]. Ainsi, τ [aa∗] = 0 ou τ [bb∗] = 0. Mais l’état
étant fidèle, nous obtenons alors a = 0 ou b = 0.
La liberté asymptotique de grandes matrices aléatoires
Le théorème de Voiculescu de liberté asymptotique affirme la chose suivante
(voir [AGZ10] pour une démonstration). Pour tout entier N > 1, considérons
– XN = (X(N)1 , . . . , X(N)p ) une famille de matrices de Wigner N par N indé-
pendantes,
– UN = (U (N)1 , . . . , U (N)q ) une famille de matrices de Haar sur le groupe
unitaire N par N indépendantes,
– YN = (Y (N)1 , . . . , Y (N)r ) une famille de matrices N par N , possiblement
aléatoires,
– les familles XN ,UN et YN étant supposées indépendantes.
Dans un ∗-espace de probabilité (A, .∗, τ), considérons
– x = (x1, . . . , xp) un système semicirculaire libre, i.e. les variables aléa-
toires non commutatives sont libres, auto-adjointes (x∗j = xj pour tout
j = 1, . . . , p) et pour tout j = 1, . . . , p et tout k > 1, on a
τ [xkj ] =
∫ 2
−2
tk
1√
2pi
√
4− t2d(t), (15)
– u = (u1, . . . , uq) une famille d’unités de Haar libres, i.e les variables aléa-
toires non commutatives sont libres, normales (uju∗j = u∗juj pour tout
j = 1, . . . , p) et pour tout j = 1, . . . , p et tout k, l > 1, on a
τ
[
ukj (u∗j)l
]
= δk=l, (16)
où δ désigne le symbole de Kronecker,
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– y = (y1, . . . , yr) une famille de variables aléatoires non commutative,
– les familles x,u et y étant supposées libres.
On suppose que la famille des matrices YN satisfait :
1. Presque sûrement, la distribution de YN dans
(
MN(C), .∗, τN
)
converge
vers la distribution de y dans (A, .∗, τ).
2. Presque sûrement, pour tout j = 1, . . . , r, la norme d’opérateur de Y (N)j
est bornée indépendamment de N .
Alors, la distribution de (XN ,UN ,YN) dans
(
MN(C), .∗, τN
)
converge presque
sûrement vers la distribution de (x,u,y) dans (A, .∗, τ), c’est à dire, presque sû-
rement, pour tout polynôme P en p+ 2q + 2r indéterminées, on a
τN
[
P (XN ,UN ,U∗N ,YN ,Y∗N)
]
−→
N→∞
τ
[
P (x,u,u∗,y,y∗)
]
. (17)
En vertue du principe énoncé à la fin de la Section 0.3.1, le théorème de
liberté asymptotique permet de calculer le spectre limite d’une large classe de
matrices aléatoires.
0.4 Présentation de la Partie I : la forte liberté
asymptotique
Dans leur article [HT05], Haagerup et Thorbjørnsen ont établit un renforce-
ment du théorème de liberté asymptotique pour des matrices du GUE indépen-
dantes. Celui-ci s’exprime sur une structure plus riche que celle des ∗-espace de
probabilité et est appelé convergence forte en distribution. La convergence forte
en distribution pour une grande matrice hermitienne permet de comprendre plus
en détails son spectre : elle implique que ses valeurs propres appartiennent à un
petit voisinage du spectre limite lorsque la taille des matrices est assez grande.
Définitions et exemples
Un C∗-espace de probabilité (A, .∗, τ, ‖ · ‖) est la donnée d’un ∗-espace de
probabilité (A, .∗, τ) tel que (A, .∗, ‖ · ‖) est une C∗-algèbre, c’est à dire que A est
une algèbre de Banach et que la norme ‖ · ‖ satisfait ‖a∗a‖ = ‖a‖2 pour tout a
dans A. Par la construction de Gelfand-Naimark-Segal, on peut toujours réaliser
une C∗-algèbre comme sous algèbre de l’algèbre des opérateurs bornés sur un
espace de Hilbert. En outre, on peut utiliser le calcul fonctionnel sur ces espaces.
Cette structure s’applique sur nos exemples de référence.
– Espaces de probabilité classiques :
Etant donné (Ω,F ,P) un espace de probabilité, (L∞(Ω), .¯,E, ‖ · ‖∞) est un
C∗-espace de probabilité, ‖ · ‖∞ désignant la norme infini essentielle.
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– Espaces de matrices :
L’ensemble (MN(C), .∗, τN , ‖ · ‖) est un C∗-espace de probabilité, ‖ · ‖ dé-
signant la norme d’opérateur, i.e. ‖M‖ =
√
ρ(M∗M), ρ étant le rayon
spectral. Si M est hermitienne, alors il y a égalité entre rayon spectral et
norme d’opérateur.
Une structure de C∗-espace de probabilité (A, .∗, τ, ‖ · ‖) a surtout un intérêt
lorsque l’état τ est fidèle. Dans ce cas, la norme s’exprime en fonction de l’état
par la formule suivante : pour tout a dans A, on a
‖a‖ = lim
k→∞
(
τ
[
(a∗a)k
]) 12k
. (18)
Soit h un élément auto-adjoint dans un C∗-espace de probabilité (A, .∗, τ, ‖·‖)
dont l’état est fidèle. On a vu qu’il existe une mesure de probabilité µh sur R
telle que pour tout polynôme P , on a
τ
[
P (h)
]
=
∫
Pdµh. (19)
Alors, µh est nécessairement à support compact et la norme de h est donnée par
‖h‖ = max
t∈Supp (µh)
|t|. (20)
Pour tout n dans N∪{∞}, soit aN = (a(N)1 , . . . , a(N)p ) une famille de variables
aléatoires non commutatives dans un C∗-espace de probabilité (AN , .∗, τN , ‖·‖AN ).
On dit que aN converge fortement en distribution vers a∞ lorsque pour tout
polynôme P en 2p indéterminées non commutatives, on a
τN
[
P (aN , a∗N)
]
−→
N→∞
τ∞
[
P (a∞, a∗∞)
]
,∥∥∥P (aN , a∗N)∥∥∥AN −→N→∞
∥∥∥P (a∞, a∗∞)∥∥∥A∞ .
Intérêt de la notion de convergence forte en distribution pour l’étude
du spectre de grandes matrices aléatoires
SoitXN = (X(N)1 , . . . , X(N)p ) une famille de matrices dans (MN(C), .∗, τN , ‖·‖)
convergeant fortement en distribution vers une famille x = (x1, . . . , xp) dans
un C∗-espace de probabilité (AN , .∗, τN , ‖ · ‖) dont l’état est fidèle. Soit Q un
polynôme tel que la matrice HN = Q(XN ,X∗N) est hermitienne. Par fidélité de
l’état, la variable aléatoire non commutative h = Q(x,x∗) est toujours auto-
adjointe.
La convergence forte en distribution de HN vers h s’applique alors. Dès lors,
il s’avère que pour toute fonction continue f (et non simplement polynomiale)
on a ∥∥∥f(HN)∥∥∥ −→
N→∞
∥∥∥f(h)∥∥∥, (21)
où f(HN) et f(h) sont donnés par le calcul fonctionnel. Soit ε > 0 un nombre réel.
Choisissons pour fonction continue une fonction fε, s’annulant sur Supp (h) +
0.4. Présentation de la Partie I : la forte liberté asymptotique23
(− ε2 , ε2), et constante égale à 1 sur le complémentaire de Supp (h) + (−ε, ε). On
a donc ∥∥∥fε(HN)∥∥∥ −→
N→∞
∥∥∥fε(h)∥∥∥ = 0, (22)
et ainsi, pour N assez grand, toutes les valeurs propres de HN sont contenues
dans Supp (h) + (−ε, ε).
Nous retiendrons donc le principe suivant :
La convergence forte en distribution d’une famille de matrices aléatoires
XN = (X(N)1 , . . . , X(N)p ) implique le phénomène ”aucune valeur propre en
dehors d’un voisinage du support limite“ pour toute matrice hermitienne
de la forme HN = P (XN ,X∗N), où P est indépendant de N .
La liberté asymptotique forte de grandes matrices aléatoires
Dans les Chapitres 1 et 2, nous montrons le résultat suivant (voir les Théo-
rèmes 1.1.6 et 2.1.4).
Théorème 0.4.1 (La liberté asymptotique forte de grandes matrices aléatoires).
Pour tout entier N > 1, considérons les familles de matrices XN ,UN et YN
comme dans le théorème de liberté asymptotique de la Section 0.3.2. Dans un C∗-
espace de probabilité (A, .∗, τ, ‖ · ‖) dont l’état est fidèle, considérons les familles
de variables aléatoires non commutatives x,u et y comme dans la Section 0.3.2.
On suppose que presque sûrement la distribution de YN converge fortement vers
la distribution de y. Alors, presque sûrement la distribution de (XN ,UN ,YN)
dans
(
MN(C), .∗, τN , ‖ · ‖
)
converge fortement vers la distribution de (x,u,y)
dans (A, .∗, τ, ‖ · ‖), c’est à dire, presque sûrement, pour tout polynôme P en
p+ 2q + 2r indéterminées, on a
τN
[
P (XN ,UN ,U∗N ,YN ,Y∗N)
]
−→
N→∞
τ
[
P (x,u,u∗,y,y∗)
]
, (23)∥∥∥P (XN ,UN ,U∗N ,YN ,Y∗N)∥∥∥ −→
N→∞
∥∥∥P (x,u,u∗,y,y∗)∥∥∥. (24)
En vertu du principe énoncé à la fin de la Section 0.3.1, le théorème de liberté
asymptotique permet d’obtenir le phénomène ”aucune valeur propre en dehors
d’un voisinage du support limite“ de Bai et Silverstein [BS98] pour une large
classe de matrices aléatoires.
En outre, en démontrant la liberté asymptotique forte pour des matrices de
Haar sur le groupe unitaires indépendantes (sans matrices gaussiennes, ni ma-
trices déterministes) nous répondons à une question naturelle de la théorie des
espaces d’opérateurs. La convergence fortes pour des matrices de Haar sur le
groupe orthogonal (respectivement symplectique) est également montrée dans le
Chapitre 2.
Le résultat initial de Haagerup et Thorbjørnsen [HT05] est la liberté asymp-
totique forte des matrices XN seulement. Dans le Chapitre 1, nous généralisons
leur méthode afin d’établir la convergence forte pour XN et YN . L’idée nouvelle
par rapport à [HT05] est d’utiliser une méthode de Bai et Silverstein [BS98]
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d’équivalent déterministe. Dans le Chapitre 2, nous montrons la liberté asymp-
totique forte lorsqu’on adjoint les matrices de UN . La preuve de ce résultat est
basée sur un couplage entre une matrice du GUE et une matrice de Haar.
Un corollaire non direct de ce résultat traite de la convergence du support de
la mesure empirique des valeurs propres de la somme de deux matrices. Soient
XN et YN deux matrices aléatoires indépendantes dont l’une est invariante en
loi par conjugaison par une matrice unitaire. Supposons que, presque sûrement,
chacune des matrices admet une distribution asymptotique des valeurs propres à
support compact, et que pour N assez grand ses valeurs propres sont contenues
dans un petit voisinage du spectre limite. Alors, presque sûrement, pour N assez
grand les valeurs propres de XN + YN sont contenues dans un petit voisinage du
support de la convolution libre des distributions des valeurs propres limites de
XN et de YN .
0.5 Présentation de la partie II : la fausse li-
berté asymptotique
Dans le Chapitre 3, nous introduisons un analogue de la théorie des pro-
babilités libres qui permet de décrire le spectre des matrices HN de la Section
0.2.4 lorsque le bruit multi-matriciel est constitué de matrices de Wigner lourdes
indépendantes.
Illustration : retour sur le spectre de la somme de deux matrices her-
mitiennes
Soient XN et YN deux matrices hermitiennes de taille N par N . Voyons
XN comme une matrice de ”type bruit“, aléatoire, et YN comme une matrice
déterministe de ”type signal“ (soumise à des hypothèses asymptotiques). Par
le théorème spectral, on peut écrire XN = UN∆NU∗N , où UN est une matrice
unitaire et ∆N est une matrice diagonale.
Si XN est une matrice de Wigner, alors par le théorème de Voiculescu, les
matrices XN et YN sont asymptotiquement libres. Ainsi, la distribution spectrale
limite de XN +YN est la même que celle dans le cas où XN est distribuée selon le
GUE. Rappelons qu’alors, la matrice unitaire UN est distribuée selon la mesure
de Haar sur le groupe unitaire, et est indépendante de ∆N .
Si maintenant XN est une matrice de Wigner lourde, il s’avère que la distri-
bution de UN est très différente de la mesure de Haar. En particulier, le spectre
limite possible pour XN +YN dépend de plus d’information sur YN que la simple
connaissance de son spectre limite. Par exemple, nous montrons dans le Chapitre
3 que l’on a presque surement
– si YN est la réalisation d’une matrice du ZN du GUE, alors XN et YN sont
asymptotiquement libres,
– ça n’est pas le cas si YN est la matrice diagonale ∆ZN des valeurs propres
d’une réalisation de ZN .
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Présentation du Chapitre 3 : Distributions de trafics
Nous introduisons une notion de distribution qui, en particulier, est une fa-
çon de capter cette information supplémentaire sur YN nécessaire pour décrire le
spectre limite de XN + YN lorsque XN est une matrice de Wigner lourde. Nous
appelons distribution de trafics cette donnée. Heuristiquement, l’idée est de ne
plus voir une matrice aléatoire comme une collection d’un grand nombre de va-
riables aléatoires, mais comme un grand graphe dont les arêtes sont étiquetées
par des variables aléatoires. Ces graphes étiquetés sont traditionnellement ap-
pelés réseaux. La théorie des probabilités libres sert de support méthodologique
pour introduire une notion de produit entre les distributions de trafics, appelé
faux produit libre (à noter que cette notion n’est définie que dans un cas parti-
culier dans ce mémoire et est développée dans un travail en préparation).
Voir une grande matrice aléatoire comme un grand réseau est une idée qui
a fait ses preuves pour l’étude du spectre de grandes matrices de Lévy. En ef-
fet, Bordenave, Caputo et Chafaï [BCC10, BCC11] ont montré la convergence
locale d’opérateur d’une matrice de Wigner lourde vers un réseau appelé l’arbre
infini aux poids poissoniens. Recouper la démarche de ces auteurs avec celle de
la distribution de trafics sera un problème intéressant. Cela permettrait de com-
prendre un analogue des probabilités libres permettant de décrire le spectre des
matrices HN de la Section 0.2.4 lorsque le bruit multi-matriciel est constitué de
matrices de Lévy indépendantes.
Dans le contexte des distributions de trafics, le théorème central de ce Cha-
pitre est le suivant (voir le Théorème 3.3.8 pour un énoncé précis).
Théorème 0.5.1 (La convergence en distribution de trafics de grandes matrices
aléatoires). Soit XN = (X(N)1 , . . . , X(N)p ) une famille de matrices indépendantes
de Wigner lourdes de taille N par N et YN = (Y (N)1 , . . . , Y (N)q ) une famille de
matrices déterministes de taille N par N . Alors, outre des hypothèses techniques
sur YN , si la famille YN admet une distribution de trafics limite, c’est aussi le
cas pour la famille (XN ,YN).
De ce résultat, nous déduisons que dans ces conditions la famille (XN ,YN)
dans (MN(C), .∗,E[τN ]) converge en distribution (au sens des ∗-espaces de pro-
babilités) vers une famille (x,y) de variables aléatoires non libres en général.
Ceci donne donc un moyen de calculer le spectre limite des matrices HN de la
Section 0.2.4 dans le cas où le bruit multi-matriciel est constitué de matrices de
Wigner lourdes. Nous décrivons également des outils combinatoires et formels
pour calculer des moments joints de (x,y), voir par exemple le Lemme 3.5.4 et
le Théorème 3.6.2.
Par ailleurs, nous définissons la notion distribution de trafics pour un graphe
aléatoire enraciné stationnaire (G, v). De manière informelle, cette distribution
porte l’information du nombre moyen d’injections de petits graphes dans G. Il
s’avère que la donnée de la distribution de trafics de (G, v) est équivalente à celle
de sa loi de graphe aléatoire.
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En outre, nous établissons une équivalence entre la convergence en distribu-
tion de trafics d’un graphe et sa convergence sous un autre mode, appelé ”la
convergence locale faible“. Cette dernière notion a été introduite par Benjamini
et Schramm [BS01], puis développée par Aldous et Steele [AS04] (voir aussi
les travaux d’Aldous et Lyons [AL07]). Heuristiquement, elle consiste en l’étude
asymptotique locale d’un graphe autour d’un sommet tiré uniformément dans le
graphe. Nous montrons dans ce Chapitre le résultat suivant (voir le Théorème
3.4.6 pour un énoncé plus riche).
Théorème 0.5.2 (Convergence locale faible et convergence en distribution de
trafics pour les graphes). Soit GN un graphe à N sommets. Alors, GN a une
distribution limite de trafics si et seulement si GN a une limite faible locale et
les deux limites, dans chacun des sens, sont en correspondance.
Présentation du Chapitre 4 : Un théorème central limite
Nous établissons un théorème central limite dans le cadre de la convergence
en distribution de trafics pour une famille de matrices de Wigner lourdes indé-
pendantes. De ce résultat, nous déduisons un théorème central limite pour les
statistiques linéaires en les valeurs propres d’une matrice de Wigner lourde (voir
le Théorème 4.2.2).
Théorème 0.5.3 (Un théorème central limite pour les statistiques linéaire spec-
trales de matrices de Wigner lourdes). Soit XN une matrice de Wigner lourde.
Pour tout polynôme P , la variable aléatoire
√
N
(
τN
[
P (XN)
]
− E
[
τN
[
P (XN)
]])
(25)
est asymptotiquement gaussienne.
La normalisation par un facteur
√
N n’est pas usuelle en théorie des matrices
aléatoires. Pour une matrice de Wigner non lourde, il est connu [Jon82] qu’un
théorème central limite a lieu avec un facteur normalisant N . Le facteur
√
N
est usuel pour les statistiques linéaires en des variables aléatoires indépendantes.
Ainsi, les corrélations entre les valeurs propres d’une matrice de Wigner lourde
sont d’une nature très différente de celles entre les valeurs propres d’une matrice
de Wigner non lourde.
Le Théorème central de ce Chapitre renforce l’idée que la notion de distri-
bution de trafics est adaptée à l’étude d’une famille XN de matrices de Wigner
lourdes indépendantes. En effet, la covariance dans le théorème central limite
(Théorème 4.2.2) a une expression simple, et fait ne fait intervenir que la distri-
bution de trafics limite de XN .
Première partie
Forte Liberté Asymptotique

Chapitre 1
The norm of polynomials in large
random and deterministic
matrices
With an appendix by Dimitri Shlyakhtenko.
abstract:
Let XN = (X(N)1 , . . . , X(N)p ) be a family of N × N independent, normalized
random matrices from the Gaussian Unitary Ensemble. We state sufficient
conditions on matrices YN = (Y (N)1 , . . . , Y (N)q ), possibly random but indepen-
dent of XN , for which the operator norm of P (XN ,YN ,Y∗N) converges almost
surely for all polynomials P . Limits are described by operator norms of objects
from free probability theory. Taking advantage of the choice of the matrices
YN and of the polynomials P , we get for a large class of matrices the ”no
eigenvalues outside a neighborhood of the limiting spectrum“ phenomena. We
give examples of diagonal matrices YN for which the convergence holds. Con-
vergence of the operator norm is shown to hold for block matrices, even with
rectangular Gaussian blocks, a situation including non-white Wishart matrices
and some matrices encountered in MIMO systems.
1.1 Introduction and statement of result
For a Hermitian N × N matrix HN , let LHN denote its empirical eigenvalue
distribution, namely
LHN =
1
N
N∑
i=1
δλi ,
where δλ is the Dirac mass in λ and λ1, . . . , λN are the eigenvalues of HN . The
empirical eigenvalue distribution of large dimensional random matrices has been
studied with much interest for a long time. One pioneering result is Wigner’s
theorem [Wig58], from 1958. Let WN be an N × N Wigner matrix. Then the
theorem states that, under appropriate assumptions, the n-th moment of LWN
converges in expectation to the n-th moment of the semicircular law as N goes
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to infinity for any integer n. This result has been generalized in many directions,
notably by Arnold [Arn67] for the almost sure convergence of the moments. The
convergence of the empirical eigenvalue distribution for covariance matrices was
first shown by Marc˘enko and Pastur [MP67] in 1967, and has been generalized
in the late 1970’s and the early 1980’s by many people, including Grenander
and Silverstein [GS77], Wachter [Wac78], Jonsson [Jon82], Yin and Krishnaiah
[YK83], Bai, Yin and Krishnaiah [BYK86] and Yin [Yin86].
In 1991, Voiculescu [Voi91] discovered a connection between large random ma-
trices and free probability theory. He showed the so-called asymptotic freeness
theorem, which has been generalized for instance in [HP00, Tho00, Voi98], which
implies the almost sure weak convergence of the empirical eigenvalue distribution
for Hermitian matrices HN of the form
HN = P (XN ,YN ,Y∗N),
where
– P is a fixed polynomial in 2p+ q non commutative indeterminates,
– XN = (X(N)1 , . . . , X(N)p ) is a family of independent N ×N matrices of the
normalized Gaussian Unitary Ensemble (GUE),
– YN = (Y (N)1 , . . . , Y (N)q ) are N ×N matrices with appropriate assumptions
(see Theorem 1.1.3 below).
The limiting empirical eigenvalue distribution of HN can be computed by using
the notion of freeness. Recall that an N ×N random matrix X(N) is said to be
a normalized GUE matrix if it is Hermitian with entries (X(N)n,m)16n,m6N , such that
the set of random variables (X(N)n,n )16n6N , and (
√
2Re (X(N)n,m),
√
2Im (X(N)n,m) )16n<m6N
forms a centered Gaussian vector with covariance matrix 1
N
1N2 . Moreover, the
result of Voiculescu holds even for independent Wigner or Wishart matrices in-
stead of GUE matrices, as it has been proved by Dykema [Dyk93] and Capitaine
and Casalis [CC04] respectively.
Currently, it is known for some random matrices, as for example Wigner and
Wishart matrices, that, almost surely, the eigenvalues of the matrix belong to a
small neighborhood of the limiting eigenvalue distribution for N large enough.
More formally, if HN is a Hermitian matrix whose empirical eigenvalue distribu-
tion converges weakly to a probability measure µ it is observed in many situations
[BY88, YBK88, BSY88, BS98, PS09] that : for all ε > 0, almost surely there
exists N0 > 1 such that for all N > N0 one has
Sp
(
HN
)
⊂ Supp
(
µ
)
+ (−ε, ε), (1.1)
where ” Sp “ means the spectrum and ” Supp “ means the support.
The convergence of the extremal eigenvalues to the edges of the spectrum of
a single Wigner or Wishart matrix has been shown in the early 1980’s by Ge-
man [Gem80], Juhász [Juh81], Füredi and Komlós [FK81], Jonsson [Jon85] and
Silverstein [Sil89, Sil85]. In 1988, in the case of a real Wigner matrix, Bai and
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Yin stated in [BY88] necessary and sufficient conditions for the convergence in
terms of the first four moments of the entries of these matrices. In the case of a
Wishart matrix, the similar result is due to Yin, Bai, and Krishnaiah [YBK88]
and Bai, Silverstein, and Yin [BSY88]. The case of a complex matrix has been
investigated later by Bai [Bai99]. The phenomenon ”no eigenvalues outside (a
small neighborhood of) the support of the limiting distribution“ has been shown
in 1998 by Bai and Silverstein [BS98] for large sample covariance matrices and
in 2008 by Paul and Silverstein [PS09] for large separable covariance matrices.
In 2005, Haagerup and Thorbjørnsen [HT05] have shown (1.1) using operator
algebra techniques for matrices HN = P (X(N)1 , . . . , X(N)p ), where P is a polyno-
mial in p non commutative indeterminates and X(N)1 , . . . , X(N)p are independent,
normalized N × N GUE matrices. This constitutes a real breakthrough in the
context of free probability. Their method has been used by Schultz [Sch05] to
obtain the same result for Gaussian random matrices with real or symplectic
entries, and by Capitaine and Donati-Martin [CDM07] for Wigner matrices with
symmetric distribution of the entries satisfying a Poincaré inequality and for
Wishart matrices.
A consequence of the main result of the present article is that the phenomenon
(1.1) holds in the setting considered by Voiculescu, i.e. for certain Hermitian
matrices HN of the form HN = P (XN ,YN ,Y∗N).
Theorem 1.1.1 (The spectrum of large Hermitian random matrices). LetXN =
(X(N)1 , . . . , X(N)p ) be a family of independent, normalized GUE matrices and
YN = (Y (N)1 , . . . , Y (N)q ) be a family of N × N matrices, possibly random but
independent of XN . Assume that for every Hermitian matrix HN of the form
HN = P (YN ,Y∗N),
where P is a polynomial in 2q non commutative indeterminates, we have with
probability one that:
1. Convergence of the empirical eigenvalue distribution: there exists
a compactly supported measure µ on the real line such that the empirical
eigenvalue distribution of HN converges weakly to µ as N goes to infinity.
2. Convergence of the spectrum: for any ε > 0, almost surely there exists
N0 such that for all N > N0,
Sp
(
HN
)
⊂ Supp
(
µ
)
+ (−ε, ε). (1.2)
Then almost surely the convergences of the empirical eigenvalue distribution
and of the spectrum also hold for all Hermitian matrices HN = P (XN ,YN ,Y∗N),
where P is a polynomial in p+ 2q non commutative indeterminates.
Theorem 1.1.1 is a straightforward consequence of Theorem 1.1.6 below, where
the language of free probability is used. Moreover, Theorem 1.1.6 specifies The-
orem 1.1.1 by giving a description of the limit of the empirical eigenvalue dis-
tribution. For readers convenience, we recall some definitions (see [NS06] and
[AGZ10] for details).
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Definition 1.1.2. 1. A ∗-probability space (A, .∗, τ) consists of a unital C-
algebra A endowed with an antilinear involution .∗ such that (ab)∗ = b∗a∗
for all a, b in A, and a state τ . A state τ is a linear functional τ : A 7→ C
satisfying
τ [1] = 1, τ [a∗a] > 0 ∀a ∈ A. (1.3)
The elements of A are called non commutative random variables. We will
always assume that τ is a trace, i.e. that it satisfies τ [ab] = τ [ba] for every
a, b ∈ A. The trace τ is said to be faithful when it satisfies τ [a∗a] = 0 only
if a = 0.
2. The non commutative law of a family a = (a1, . . . , ap) of non commutative
random variables is defined as the linear functional P 7→ τ
[
P (a, a∗)
]
, de-
fined on the set of polynomials in 2p non commutative indeterminates. The
convergence in law is the pointwise convergence relative to this functional.
3. The families of non commutative random variables a1, . . . , an are said to
be free if for all K in N, for all non commutative polynomials P1, . . . , PK
τ
[
P1(ai1 , a∗i1) . . . PK(aiK , a
∗
iK
)
]
= 0 (1.4)
as soon as i1 6= i2Ê 6= . . . 6= iK and τ
[
Pk(aik , a∗ik)
]
= 0 for k = 1, . . . , K.
4. A family of non commutative random variables x = (x1, . . . , xp) is called a
free semicircular system when the non commutative random variables are
free, selfadjoint (xi = x∗i , i = 1, . . . , p), and for all k in N and i = 1, . . . , p,
one has
τ [xki ] =
∫
tkdσ(t), (1.5)
with dσ(t) = 12pi
√
4− t2 1|t|62 dt the semicircle distribution.
Recall first the statement of Voiculescu’s asymptotic freeness theorem.
Theorem 1.1.3 ( [HP00, Tho00, Voi95b, Voi98] The asymptotic freeness of
X
(N)
1 , . . . , X
(N)
p and YN). Let XN = (X
(N)
1 , . . . , X
(N)
p ) be a family of indepen-
dent, normalized GUE matrices andYN = (Y (N)1 , . . . , Y (N)q ) be a family of N×N
matrices, possibly random but independent of XN . Let x = (x1, . . . , xp) be a
free semicircular system in a ∗-probability space (A, .∗, τ) and y = (y1, . . . , yq) in
Aq be a family of non commutative random variables free from x. Assume the
following.
1. Convergence of YN : Almost surely, the non commutative law of YN in
(MN(C), .∗, τN) converges to the non commutative law of y, which means
that for all polynomial P in 2q non commutative indeterminates, one has
τN
[
P (YN ,Y∗N)
]
−→
N→∞
τ
[
P (y,y∗)
]
, (1.6)
where τN denotes the normalized trace of N ×N matrices.
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2. Boundedness of the spectrum: Almost surely, for j = 1, . . . , q one has
lim sup
N→∞
‖Y (N)j ‖ <∞, (1.7)
where ‖ · ‖ denotes the operator norm.
Then the non commutative law of (XN ,YN) in (MN(C), .∗, τN) converges to the
non commutative law of (x,y), i.e. for all polynomial P in p+2q non commutative
indeterminates, one has
τN
[
P (XN ,YN ,Y∗N)
]
−→
N→∞
τ
[
P (x,y,y∗)
]
. (1.8)
In [HT05] Haagerup and Thorbjørnsen strengthened the connection between ran-
dom matrices and free probability. Limits of random matrices have now to be
seen in more elaborated structure, called C∗-probability space, which is endowed
with a norm.
Definition 1.1.4. A C∗-probability space (A, .∗, τ, ‖·‖) consists of a ∗-probability
space (A, .∗, τ) and a norm ‖ · ‖ such that (A, .∗, ‖ · ‖) is a C∗-algebra.
By the Gelfand-Naimark-Segal construction, one can always realize A as a norm-
closed C∗-subalgebra of the algebra of bounded operators on a Hilbert space.
Hence we can use functional calculus on A. Moreover, if τ is a faithful trace,
then the norm ‖ · ‖ is uniquely determined by the following formula (see [NS06,
Proposition 3.17]):
‖a‖ = lim
k→∞
(
τ
[
(a∗a)k
] ) 12k
,∀a ∈ A. (1.9)
The main result of [HT05] is the following.
Theorem 1.1.5 ( [HT05] The strong asymptotic freeness of independent GUE
matrices). Let X(N)1 , . . . , X(N)p be independent, normalized N × N GUE matri-
ces and let x1, . . . , xp be a free semicircular system in a C∗-probability space
(A, .∗, τ, ‖ · Ê‖) with a faithful trace. Then almost surely, one has: for all poly-
nomials P in p non commutative indeterminates, one has∥∥∥P (X(N)1 , . . . , X(N)p )∥∥∥ −→
N→∞
‖P (x1, . . . , xp)‖. (1.10)
This article is mainly devoted to the following theorem which is a generalization
of Theorem 1.1.5 in the setting of Theorem 1.1.3.
Theorem 1.1.6 (The strong asymptotic freeness of X(N)1 , . . . , X(N)p ,YN). Let
XN = (X(N)1 , . . . , X(N)p ) be a family of independent, normalized GUE matrices
and YN = (Y (N)1 , . . . , Y (N)q ) be a family of N ×N matrices, possibly random but
independent of XN . Let x = (x1, . . . , xp) and y = (y1, . . . , yq) be a family of
non commutative random variables in a C∗-probability space (A, .∗, τ, ‖ · ‖) with
a faithful trace, such that x is a free semicircular system free from y. Assume
the following.
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Strong convergence of YN : Almost surely, for all polynomials P in 2q non
commutative indeterminates, one has
τN
[
P (YN ,Y∗N)
]
−→
N→∞
τ [P (y,y∗)], (1.11)∥∥∥P (YN ,Y∗N)∥∥∥ −→
N→∞
‖P (y,y∗)‖. (1.12)
Then, almost surely, for all polynomials P in p + 2q non commutative indeter-
minates, one has
τN
[
P (XN ,YN ,Y∗N)
]
−→
N→∞
τ [P (x,y,y∗)], (1.13)∥∥∥P (XN ,YN ,Y∗N)∥∥∥ −→
N→∞
‖P (x,y,y∗)‖. (1.14)
The convergence of the normalized traces stated in (1.13) is the content of
Voiculescu’s asymptotic freeness theorem and is recalled in order to give a co-
herent and complete statement. Theorem 1.1.1 is easily deduced from Theorem
1.1.6 by applying Hamburger’s theorem [Ham21] for the convergence of the mea-
sure and functional calculus for the convergence of the spectrum.
Organization of the paper: In Section 1.2 we give applications of Theorem
1.1.6 which are proved in Section 1.9. Sections 1.3 to 1.8 are dedicated to the
proof of Theorem 1.1.6.
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Yin, Bai, and Krishnaiah [YBK88] and Bai, Silverstein, and Yin [BSY88].
The case of a complex matrix has been investigated later by Bai [Bai99]. In
this series of papers, where the assumptions on the matrices were progressively
relaxed up to the optimal ones, proofs were basically combinatorial, and based
on the truncation of entries.
1.2 Applications
1.2.1 Diagonal matrices
The first and the simpler matrix model that may be investigated to play the role
of matrices YN in Theorem 1.1.6 consists of deterministic diagonal matrices with
real entries and prescribed asymptotic spectral measure.
Corollary 1.2.1 (diagonal matrices). Let XN = (X(N)1 , . . . , X(N)p ) be a family of
independent, normalized GUE matrices and let
DN = (D(N)1 , . . . , D(N)q ) be N × N deterministic real diagonal matrices, such
that for any j = 1, . . . , q,
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1. the empirical spectral distribution of D(N)j converges weakly to a compactly
supported probability measure µj,
2. the diagonal entries of D(N)j are non decreasing:
D
(N)
j = diag
(
λ
(N)
1 (j), . . . , λ
(N)
N (j)
)
, with λ(N)1 (j) 6 . . . 6 λ(N)N (j),
3. for all ε > 0, there exists N0 such that for all N > N0, for all j = 1 . . . q,
Sp
(
D
(N)
j
)
⊂ Supp
(
µj
)
+ (−ε, ε).
Let v = (v1, . . . , vq) in [0, 1]q. We set DvN =
(
D
(N)
1 (v1), . . . , D(N)q (vq)
)
, where for
any j = 1, . . . , q,
D
(N)
j (vj) = diag
(
λ
(N)
1+bvjNc(j), . . . , λ
(N)
N+bvjNc(j)
)
, with indices modulo N.
Let x = (x1, . . . , xp) and dv =
(
d1(v), . . . , dq(v)
)
be non commutative random
variables in a C∗-probability space (A, .∗, τ, ‖ · ‖) with a faithful trace, such that
1. x is a free semicircular system, free from dv,
2. The variables d1(v), . . . , dq(v) commute, are selfadjoint and for all polyno-
mials P in q indeterminates, one has
τ [P (dv) ] =
∫ 1
0
P
(
F−11 (u+ v1), . . . , F−1q (u+ vq)
)
du. (1.15)
For any j = 1 . . . q, the application F−1j is the (periodized) generalized
inverse of the cumulative distribution function Fj : t 7→ µj
(
] −∞, t]
)
of
µj defined by: F−1j is 1-periodic and for all u in ]0, 1], F−1j (u) = inf
{
t ∈
R
∣∣∣ Fj(t) > u}.
Then, with probability one, for all polynomials P in p + q non commutative
indeterminates, one has
τN
[
P (XN ,DvN)
]
−→
N→∞
τ [P (x,dv)] (1.16)∥∥∥P (XN ,DvN)∥∥∥ −→
N→∞
‖P (x,dv)‖, (1.17)
for any v in [0, 1]q except in a countable set.
Remark that the non commutative random variables d1, . . . , dq can be realized
as classical random variables, dj being µj-distributed for j = 1, . . . , q. The
dependence between the random variables is trivial since Formula (1.15) exhibits
a deterministic coupling. The convergence of the normalized trace (1.16) actually
holds for any v. In general, the convergence (1.17) of the norm can fail: the family
of matrices DN = (D(N)1 , D
(N)
2 ) where
D
(N)
1 = diag (0bN/2c,1N−bN/2c), D
(N)
1 = diag (0bN/2c+1,1N−bN/2c−1)
gives a counterexample (consider their difference). Furthermore, let mention that
it is clear that we always can take one of the vi to be zero.
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1.2.2 Non-white Wishart matrices
Theorem 1.1.6 may be used to deduce the same result for some Wishart
matrices as for the GUE matrices. Let r, s1, . . . , sp > 1 be integers. Let ZN =
(Z(N)1 , . . . , Z(N)p ) be a family of independent positive definite Hermitian random
matrices such that for j = 1, . . . , p the matrix Z(N)j is of size sjN × sjN . Let
WN = WN(Z) = (W (N)1 , . . . ,W (N)p ) be the family of rN × rN matrices defined
by: for each j = 1, . . . , p, W (N)j = M
(N)
j Z
(N)
j M
(N)∗
j , where M
(N)
j is a rN × sjN
matrix whose entries are random variables,
M
(N)
j = (Mn,m) 16n6rN
16m6sjN
,
and the random variables (
√
2Re (Mn,m),
√
2Im (Mn,m) )16n6rN,16m6sjN form
a centered Gaussian vector with covariance matrix 1
rN
12rsjN2 . We assume that
M
(N)
1 , . . . ,M
(N)
p ,ZN are independent. The matrices
W
(N)
1 , . . . ,W
(N)
p are called non-white Wishart matrices, the white case occur-
ring when the matrices Z(N)j are the identity matrices.
Corollary 1.2.2 (Wishart matrices). Let YN = (Y (N)1 , . . . , Y (N)q ) be a family
of rN × rN random matrices, independent of ZN and WN . Assume that the
families of matrices (Z(N)1 ), . . . , (Z(N)q ),YN satisfy separately the assumptions
of Theorem 1.1.6. Then, almost surely, for all polynomials P in p + 2q non
commutative indeterminates, one has∥∥∥P (WN ,YN ,Y∗N)∥∥∥ −→
N→∞
‖P (w,y,y∗)‖, (1.18)
where ‖ · ‖ is given by Formula (1.9) with τ a faithful trace for which the non
commutative random variables w = (w1, . . . , wp) and y = (y1, . . . , yq) are free.
In [PS09], motivated by applications in statistics and wireless communications,
the authors study the global limiting behavior of the spectrum of the following
matrix, referred as separable covariance matrix:
Cn =
1
n
A1/2n XnBnX
∗
nA
1/2
n ,
where Xn is a n×m random matrix, A1/2n is a nonnegative definite square root of
the nonnegative definite n×n Hermitian matrix An and Bn is a m×m diagonal
matrix with nonnegative diagonal entries. It is shown in [PS09] that, for n large
enough, almost surely the eigenvalues of Cn belong in a small neighborhood of
the limiting distribution under the following assumptions:
1. m = m(n) with cn := n/m −→
n→∞ c > 0.
2. The entries of Xn are independent, identically distributed, standardized
complex and with a finite fourth moment.
3. The empirical eigenvalue distribution LAn (respectively LBn) of An (respec-
tively Bn) converges weakly to a compactly supported probability measure
νa (respectively νb) and the operator norms of An and Bn are uniformly
bounded.
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4. By assumptions 1,2 and 3, it is known that almost surely LCn converges
weakly to a probability measure µ(c)νa,νb . This define a map Φ : (x, ν1, ν2) 7→
µ(x)ν1,ν2 (the input x is a positive real number, the inputs ν1 and ν2 are
probability measures on R+). Assume that for every ε > 0, there exists
n0 > 1 such that, for all n > n0, one has
Supp
(
µ
(cn)
LAn ,LBN
)
⊂ Supp
(
µ(c)νa,νb
)
+ (−ε, ε).
Now consider the following situation, where Corollary 1.2.2 may be applied
1’ n = n(N) = rN , m = m(N) = sN for fixed positive integers r and s,
2’ the entries of Xn are independent, identically distributed, standardized
complex Gaussian,
3’ the empirical eigenvalue distribution of An (respectively Bn) converges
weakly to a compactly supported probability measure,
4’ for N large enough, the eigenvalues of An (respectively Bn) belong in a
small neighborhood of its limiting distribution.
Then we obtain by Corollary 1.2.2 that for N large enough, almost surely the
eigenvalues of Cn belong in a small neighborhood of the limiting distribution. The
advantage of our version is the replacement of assumption 4 by assumption 4’.
Replacing assumptions 1’ and 2’ by assumptions 1 and 2 could be an interesting
question.
1.2.3 Block matrices
It will be shown as a consequence of Theorem 1.1.6 that the convergence of norms
(1.14) also holds for block matrices.
Corollary 1.2.3 (Block matrices). Let XN ,YN ,x,y and τ be as in Theorem
1.1.6. Almost surely, for all positive integer ` and for all non commutative
polynomials (Pu,v)16u,v6`, the operator norm of the `N × `N block matrix
P1,1(XN ,YN ,Y∗N) . . . P1,`(XN ,YN ,Y∗N)
... ...
P`,1(XN ,YN ,Y∗N) . . . P`,`(XN ,YN ,Y∗N)
 (1.19)
converges to the norm ‖ · ‖τ`⊗τ of
P1,1(x,y,y∗) . . . P1,`(x,y,y∗)
... ...
P`,1(x,y,y∗) . . . P`,`(x,y,y∗)
 , (1.20)
where ‖ · ‖τ`⊗τ is given by the faithful trace τ` ⊗ τ defined by
(τ` ⊗ τ)


P1,1(x,y,y∗) . . . P1,`(x,y,y∗)
... ...
P`,1(x,y,y∗) . . . P`,`(x,y,y∗)

 = τ[ 1` ∑`i=1 Pi,i(x,y,y∗)
]
.
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1.2.4 Channel matrices
We give a potential application of Theorem 1.1.6 in the context of communica-
tion, where rectangular block random matrices are sometimes investigated for the
study of wireless Multiple-input Multiple-Output (MIMO) systems [LS03, TV04].
In the case of Intersymbol-Interference, the channel matrixH reflects the channel
effect during a transmission and is of the form
H =

A1 A2 . . . AL 0 . . . . . . 0
0 A1 A2 . . . AL 0
...
... 0 A1 A2 . . . AL 0
. . . . . . . . . . . . . . . ...
... . . . . . . . . . . . . 0
0 . . . . . . 0 A1 A2 . . . AL

, (1.21)
(Al)16`6L are nR×nT matrices that are very often modeled by random matrices
e.g. A1, . . . , AL are independent and for ` = 1, . . . , L the entries of the matrix
A` are independent identically distributed with finite variance. The number of
matrices L is the length of the impulse response of the channel, nT is the number
of transmitter antennas and nR is the number of receiver antennas.
In order to calculate the capacity of such a channel, one must know the singular
value distribution of H, which is predicted by free probability theory. Theorem
1.1.6 may be used to obtain the convergence of the singular spectrum for a large
class of such matrices. For instance we investigate in Section 1.9.3 the following
case:
Corollary 1.2.4 (Rectangular band matrices). Let r and t be integers. Consider
a matrixH of the form (1.21) such that for any ` = 1, . . . , L one has A` = C`M`D`
where
1. M = (M1, . . . ,ML) is a family of independent rN × tN random matrices
such that for ` = 1, . . . , L the entries of M` are independent, Gaussian and
centered with variance σ2`/N ,
2. the family of rN×rN matrices C = (C1, . . . , CL) and the family of tN×tN
matrices D = (D1, . . . , DL) satisfy separately the assumptions of Theorem
1.1.6,
3. the families of matrices M, C and D are independent.
Then, almost surely, the empirical eigenvalue distribution of HH∗ converges
weakly to a measure µ. Moreover, for any ε > 0, almost surely there exists N0
such that the singular values of H belong to Supp(µ) + (−ε, ε).
1.3 The strategy of proof
Let XN = (X(N)1 , . . . , X(N)p ) and YN = (Y
(N)
1 , . . . , Y
(N)
q ) be as in Theorem 1.1.6.
We start with some remarks in order to simplify the proof.
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1. We can suppose that the matrices of YN are Hermitian. Indeed for any
j = 1, . . . , q, one has Y (N)j = Re Y
(N)
j + i Im Y
(N)
j , where
Re Y (N)j :=
1
2
(
Y
(N)
j + Y
(N)∗
j ), Im Y
(N)
j :=
1
2i
(
Y
(N)
j − Y (N)∗j )
are Hermitian matrices. A polynomial inYN ,Y∗N is obviously a polynomial
in the matrices Re Y (N)1 , . . . ,Re Y (N)q , and
Im Y (N)1 , . . . , Im Y (N)q and so the latter satisfies the assumptions of Theorem
1.1.6 as soon as YN does.
2. It is sufficient to prove the theorem for deterministic matrices YN . In-
deed, the matrices XN and YN are independent. Then we can choose
the underlying probability space to be of the form Ω = Ω1 × Ω2, with
XN (respectively YN) a measurable function on Ω1 (respectively Ω2). The
event ”for all polynomials P the convergences (1.13) and (1.14) hold“ is a
measurable set Ω˜ ⊂ Ω. Assume that the theorem holds for deterministic
matrices. Then for almost all ω2 ∈ Ω2, there exists a set Ω˜1(ω2) for which
for all ω1 ∈ Ω˜1, (1.13) and (1.14) hold for (XN(ω1),YN(ω2)). The set of
such couples (ω1, ω2) is of outer measure one and is contained in Ω˜, hence
by Fubini’s theorem Ω˜ is of measure one.
3. It is sufficient to prove that for any polynomial the convergence of the norm
in (1.14) holds almost surely (instead of almost surely the convergence holds
for all polynomials). Indeed we can switch the words ”for all polynomials
with rational coefficients“ and ”almost surely“ and both the left and the
right hand side in (1.14) are continuous in P .
In the following, when we say that YN = (Y (N)1 , . . . , Y (N)q ) is as in Section 1.3, we
mean that YN is a family of deterministic Hermitian matrices satisfying (1.11)
and (1.12).
Remark that by (1.12), almost surely the supremum over N of ‖Y (N)j ‖ is fi-
nite for all j = 1, . . . , q. Hence by Theorem 1.1.3, with probability one the non
commutative law of (XN ,YN) in (MN(C), .∗, τN) converges to the law of non
commutative random variables (x,y) in a ∗-probability space (A, .∗, τ, ): almost
surely, for all polynomials P in p+ q non commutative indeterminates, one has
τN
[
P (XN ,YN)
]
−→
N→∞
τ [P (x,y)], (1.22)
where the trace τ is completely defined by:
– x = (x1, . . . , xp) is a free semicircular system,
– y = (y1, . . . , yq) is the limit in law of YN ,
– x,y are free.
Since τ is faithful on the ∗-algebra spanned by x and y, we can always assume
that τ is a faithful trace onA. Moreover, the matricesYN are uniformly bounded
in operator norm. If we define ‖ · ‖ in A by Formula (1.9), then ‖yj‖ is finite
for every j = 1, . . . , q. Hence, we can assume that A is a C∗-probability space
endowed with the norm ‖ · ‖.
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Haagerup and Thorbjørnsen describe in [HT05] a method to show that for all
non commutative polynomials P , almost surely one has∥∥∥P (XN)∥∥∥ −→
N→∞
‖P (x)‖. (1.23)
We present in this section this method with some modification to fit our situation.
First, it is easy to see the following.
Proposition 1.3.1. For all non commutative polynomials P , almost surely one
has
lim inf
N→∞
∥∥∥P (XN ,YN ,Y∗N)∥∥∥ > ‖P (x,y,y∗)‖. (1.24)
Proof. In a C∗-algebra (A, .∗, ‖·‖), one has ∀a ∈ A, ‖a‖2 = ‖a∗a‖. Hence, without
loss of generality, we can suppose that HN := P (XN ,YN ,Y∗N) is non negative
Hermitian and h := P (x,y,y∗) is selfadjoint. Let LN denote the empirical
spectral distribution of HN :
LN = 1
N
N∑
i=1
δλi ,
where λ1, . . . , λN denote the eigenvalues of HN and δλ the Dirac measure in
λ ∈ R. By (1.22) and Hamburger’s theorem [Ham21], almost surely LN converges
weakly to the compactly supported probability measure µ on R given by: for all
polynomial P , ∫
Pdµ = τ [P (h)].
Since τ is faithful, the extrema of the support of µ is ‖h‖ ([NS06, proposition
3.15]). In particular, if f : R → R is a non negative continuous function whose
support is the closure of a neighborhood of ‖h‖ (f not indentically zero), then
almost surely there exists a N0 > 0 such that for all N > N0 one has LN(f) > 0.
Hence forN > N0 some eigenvalues ofHN belong to the considered neighborhood
of ‖h‖ and so ‖HN‖ > ‖h‖.
It remains to show that the limsup is smaller than the right hand side in (1.24).
The method is carried out in many steps.
Step 1. A linearization trick: With inequality (1.24) established,
the question of almost sure convergence of the norm of any polynomial
in the considered random matrices can be reduced to the question of the
convergence of the spectrum of any matrix-valued selfadjoint degree one
polynomials in these matrices. More precisely, in order to get (1.23), it
is sufficient to show that for all ε > 0, k positive integer, L selfadjoint
degree one polynomial with coefficients in Mk(C), almost surely there
exists N0 such that for all N > N0,
Sp
(
L(XN ,YN ,Y∗N)
)
⊂ Sp
(
L(x,y,y∗)
)
+ (−ε, ε). (1.25)
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We refer the readers to [HT05, Parts 2 and 7] for the proof of this step, which
is based on C∗-algebra and operator space techniques. We only recall here the
main ingredients. By an argument of ultraproduct it is sufficient to show the
following: Let (x˜, y˜) be elements of a C∗-algebra. Assume that for all selfadjoint
degree one polynomials L with coefficients in Mk(C), one has
Sp
(
L(x˜, y˜, y˜∗)
)
⊂ Sp
(
L(x,y,y∗)
)
. (1.26)
Then for all polynomials P one has ‖P (x,y,y∗)‖ > ‖P (x˜, y˜, y˜∗)‖. The lineariza-
tion trick used to prove that fact arises from matrix manipulations and Arveson’s
theorem: with a dilation argument, one deduces from (1.26) that there exists φ
a unital ∗-homomorphism between the C∗-algebra spanned by (x,y) and the one
spanned by (x˜, y˜) such that one has φ(xi) = x˜i for i = 1, . . . , p, and φ(yi) = y˜i
for i = 1, . . . , q. A ∗-homomorphism being always contractive, one gets the result.
We fix a selfadjoint degree one polynomial L with coefficients in Mk(C). To
prove (1.25) we apply the method of Stieltjes transforms. We use an idea from
Bai and Silverstein in [BS98]: we do not compare the Stieltjes transform of
L(XN ,YN) with the one of L(x,y), but with an intermediate quantity, where in
some sense we have taken partially the limit N goes to infinity, only for the GUE
matrices. To make it precise, we realize the non commutative random variables(
x,y, (YN)N>1
)
in a same C∗-probability space (A, .∗, τ, ‖ · ‖) with faithful trace,
where
– the families x, y, Y1, Y2, . . . ,YN , . . . are free,
– for any polynomials P in q non commutative indeterminates
τ [P (YN)] := τN [P (YN)].
The intermediate object L(x,YN) is therefore well defined as an element of A.
We use a theorem about norm convergence, due to D. Shlyakhtenko and stated in
Appendix 1.10, to relate the spectrum of L(x,YN) with the spectrum of L(x,y).
Step 2. An intermediate inclusion of spectrum: for all ε > 0 there
exists N0 such that for all N > N0, one has
Sp
(
L(x,YN)
)
⊂ Sp
(
L(x,y)
)
+ (−ε, ε). (1.27)
We define the Stieltjes transforms gLN and g`N of LN = L(XN ,YN) and respec-
tively `N = L(x,YN) by the formulas
gLN (λ) = E
[
(τk ⊗ τN)
[(
λ1k ⊗ 1N − L(XN ,YN)
)−1 ]]
, (1.28)
g`N (λ) = (τk ⊗ τ)
[(
λ1k ⊗ 1− L(x,YN)
)−1 ]
, (1.29)
for all complex numbers λ such that Im λ > 0.
42
Chapitre 1. The norm of polynomials in large random and
deterministic matrices
Step 3. From Stieltjes transform to spectra: In order to show
(1.26) with (1.27) granted,
it is sufficient to show the following: for every ε > 0, there exist
N0, γ, c, α > 0 such that for all N > N0, for all λ in C such that
ε 6 (Im λ)−1 6 Nγ, one has
|gLN (λ)− g`N (λ)| 6
c
N2
(Im λ)−α. (1.30)
The proof of Estimate (1.30) represents the main work of this paper. For this
task we consider a generalization of the Stieltjes transform. We define the Mk(C)-
valued Stieltjes transforms GLN and G`N of LN = L(XN ,YN) and respectively
`N = L(x,YN) by the formulas
GLN (Λ) = E
[
(idk ⊗ τN)
[(
Λ⊗ 1N − L(XN ,YN)
)−1 ]]
, (1.31)
G`N (Λ) = (idk ⊗ τ)
[(
Λ⊗ 1− L(x,YN)
)−1 ]
, (1.32)
for all k × k matrices Λ such that the Hermitian matrix Im Λ := (Λ − Λ∗)/(2i)
is positive definite. Since gLN (λ) = τk[GLN (λ1k)] and g`N (λ) = τk[G`N (λ1k)], a
uniform control of ‖GLN (Λ) − G`N (Λ)‖ will be sufficient to show (1.30). Here
‖ · ‖ denotes the operator norm.
Due to the block structure of the matrices under consideration, these quanti-
ties are more relevant than the classical Stieltjes transforms. The polynomial
L is selfadjoint and of degree one, so we can write LN = a0 ⊗ 1N + SN + TN ,
`N = a0 ⊗ 1+ s+ TN , where
SN =
p∑
j=1
aj ⊗X(N)j , s =
p∑
j=1
aj ⊗ xj, TN =
q∑
j=1
bj ⊗ Y (N)j ,
and a0, . . . , ap, b1, . . . , bq are Hermitian matrices in Mk(C). We also need to in-
troduce the Mk(C)-valued Stieltjes transforms GTN of TN :
GTN (Λ) = (idk ⊗ τN)
[(
Λ⊗ 1− TN
)−1 ]
, (1.33)
for all Λ in Mk(C) such that Im Λ is positive definite.
The families x and YN being free in A and x being a free semicircular system,
the theory of matrix-valued non commutative random variables gives us the fol-
lowing equation relating G`N and GTN . It encodes the fundamental property of
R-transforms, namely the linearity under free convolution.
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Step 4. The subordination property for Mk(C)-valued non com-
mutative random variables: For all Λ in Mk(C) such that Im Λ is
positive definite, one has
G`N (Λ) = GTN
(
Λ− a0 −Rs
(
G`N (Λ)
) )
, (1.34)
where
Rs : M 7→
p∑
j=1
ajMaj.
We show that the fixed point equation implicitly given by (1.34) is, in a certain
sense, stable under perturbations. On the other hand, by the asymptotic freeness
of XN and YN , it is expected that Equation (1.34) is asymptotically satisfied
when G`N is replace by GLN . Since, in order to apply Step 3, we want an uniform
control, we make this connection precise by showing the following:
Step 5. The asymptotic subordination property for random
matrices: For all Λ in Mk(C) such that Im Λ is positive definite, one
has
GLN (Λ) = GTN
(
Λ− a0 −Rs
(
GLN (Λ)
) )
+ ΘN(Λ), (1.35)
where ΘN(Λ) satisfies
‖ΘN(Λ)‖ 6 c
N2
∥∥∥(Im Λ)−1∥∥∥5
for a constant c and with ‖ · ‖ denoting the operator norm.
Organization of the proof
We tackle the different points of the proof described above in the following order:
– Proof of Step 4. The precise statement of the subordination property for
Mk(C)-valued non commutative random variables is contained in Proposi-
tion 1.4.2 and Proposition 1.4.3. We highlight in this section the relevance
of matrix-valued Stieltjes transforms in a quite general framework.
– Proof of Step 5. The asymptotic subordination property for random ma-
trices is stated in Theorem 1.5.1 in a more general situation. The matrices
YN can be random, independent of XN , satisfying a Poincaré inequality,
without assumption on their asymptotic properties. This result is based
on the Schwinger-Dyson equation and on the Poincaré inequality satisfied
by the law of XN .
– Proof of Estimate (1.30). The estimate will follow easily from the two
previous items.
– Proof of Step 2. This part is based on C∗-algebra techniques. Step 2 is
a consequence of a result due to D. Shlyakhtenko which is stated Theorem
1.10.1 of Appendix 1.10. In a previous version of this article, when we did
not know this result, we used the subordination property with L(x,YN)
replaced by L(x,y) and TN replaced by its limit in law t =
∑q
j=1 bj ⊗ yj.
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Hence we obtained Theorem 1.1.6 with additional assumptions on YN ,
notably a uniform rate of convergence of GTN to the Mk(C)-valued Stieltjes
transform of t.
– Proof of Step 3. The method is quite standard once Steps 2 and 4 are
established. We use a version due to [GKZ] which is based on the use of
local concentration inequalities.
1.4 Proof of Step 4: the subordination property
for matrix-valued non commutative random
variables
In random matrix theory, a classical method lies in the study of empirical eigen-
value distribution by the analysis of its Stieltjes transform. In many situation, it
is shown that this functional satisfies a fixed point equation and a lot of proper-
ties of the considered random matrices are deduced from this fact. The purpose
of this section is to emphasize that this method can be generalized in the case
where the matrices have a macroscopic block structure.
Let (A, .∗, τ, ‖ · ‖) be a C∗-probability space with a faithful trace and k > 1
an integer. The algebra Mk(C) ⊗ A, formed by the k × k matrices with coeffi-
cients in A, inherits the structure of C∗-probability space with trace (τk⊗ τ) and
norm ‖ · ‖τk⊗τ defined by (1.9) with τk ⊗ τ instead of τ . We also shall consider
the linear functional (idk ⊗ τ), called the partial trace.
For any matrix Λ in Mk(C) we denote Im Λ the Hermitian matrix 12i(Λ − Λ∗).
We write Im Λ > 0 whenever the matrix Im Λ is positive definite and we denote
Mk(C)+ =
{
Λ ∈ Mk(C)
∣∣∣ Im Λ > 0}.
This lemma will be used throughout this paper. See [HT05, Lemma 3.1] for a
proof.
Lemma 1.4.1. Let z in Mk(C) ⊗A be selfadjoint. Then for any Λ ∈ Mk(C)+,
the element (Λ⊗ 1− z) is invertible and∥∥∥(Λ⊗ 1− z)−1∥∥∥
τk⊗τ
6 ‖(Im Λ)−1‖. (1.36)
On the right hand side, ‖ · ‖ denotes the operator norm in Mk(C).
For a selfadjoint non commutative random variable z in Mk(C)⊗A, its Mk(C)-
valued Stieltjes transform is defined by
Gz : Mk(C)+ → Mk(C)
Λ 7→ (idk ⊗ τ)
[(
Λ⊗ 1− z)−1
]
.
The functional Gz is well defined by Lemma 1.4.1 and satifies
∀Λ ∈ Mk(C)+, ‖Gz(Λ)‖ 6 ‖(Im Λ)−1‖.
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It maps Mk(C)+ to Mk(C)− =
{
Λ ∈ Mk(C)
∣∣∣ − Λ ∈ Mk(C)+} and is analytic
(in k2 complex variables on the open set Mk(C)+ ⊂ Ck2). Moreover, it can
be shown (see [Voi95b]) that Gz is univalent on a set of the form Uδ =
{
Λ ∈
Mk(C)+
∣∣∣ ‖Λ−1‖ < δ } for some δ > 0, and its inverse G(−1)z in Uδ is analytic on
a set of the form Vγ =
{
Λ ∈ Mk(C)−
∣∣∣ ‖Λ‖ < γ} for some γ > 0.
The amalgamated R-transform over Mk(C) of z ∈ Mk(C) ⊗ A is the function
Rz : Gz(Uδ)→ Mk(C) given by
Rz(Λ) = G(−1)z (Λ)− Λ−1, ∀Λ ∈ Gz(Uδ).
The following proposition states the fundamental property of the amalgamated
R-transform, namely the subordination property, which is the keystone of our
proof of Theorem 1.1.6.
Proposition 1.4.2. Let x = (x1, . . . , xp) and y = (y1, . . . , yq) be selfadjoint
elements of A and let a = (a1, . . . , ap) and b = (b1, . . . , bq) be k × k Hermitian
matrices. Define the elements of Mk(C)⊗A
s =
p∑
j=1
aj ⊗ xj, t =
q∑
j=1
bj ⊗ yj.
Suppose that the families x and y are free. Then one has
1. Linearity property: There is a γ such that, in the domain Vγ, one has
Rs+t = Rs +Rt. (1.37)
2. Subordination property: There is δ such that, for every Λ in Uδ, one
has
Gs+t(Λ) = Gt
(
Λ−Rs
(
Gs+t(Λ)
) )
. (1.38)
3. Semicircular case: If (x1, . . . , xp) is a free semicircular system, then we
get
Rs : Λ 7→
p∑
j=1
ajΛaj. (1.39)
Proof. The linearity property has been shown by Voiculescu in [Voi95b] and the
R-transform of s has been computed by Lehner in [Leh99]. We deduce easily the
subordination property since by Equation (1.37): there exists γ > 0 such that
for all Λ ∈ Vγ,
G
(−1)
t (Λ) = G
(−1)
s+t (Λ)−Rs(Λ).
Then there exists a δ > 0 such that, with Gs+t(Λ) instead of Λ in the previous
equality,
G
(−1)
t
(
Gs+t(Λ)
)
= Λ−Rs
(
Gs+t(Λ)
)
.
We compose by G(−1)t to obtain the result.
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The subordination property plays a key role in our problem: it describes Gs+t as
a fixed point of a simple function involving s and t separately. Such a fixed point
is unique and stable under some perturbation, as it is stated in Proposition 1.4.3
below. Remark first that, for Rs given by (1.39), for any Λ in Mk(C)+ and M
in Mk(C)−,
Im
(
Λ−Rs(M)
)
= Im Λ−
p∑
j=1
aj Im M aj > 0 (1.40)
and ∥∥∥∥(Im (Λ−Rs(M) ) )−1∥∥∥∥ 6 ‖ (Im Λ)−1‖. (1.41)
In particular, by analytic continuation, the subordination property holds actually
for any Λ ∈ Mk(C)+ when x is a free semicircular system.
Proposition 1.4.3. Let s and t be as in Proposition 1.4.2, with x a free semi-
circular system.
1. Uniqueness of the fixed point: For all Λ ∈ Mk(C)+ such that
∥∥∥(Im Λ)−1∥∥∥ <
√√√√ p∑
j=1
‖aj‖2,
the following equation in GΛ ∈ Mk(C)−,
GΛ = Gt
(
Λ−Rs( GΛ )
)
, (1.42)
admits a unique solution GΛ in Mk(C)− given by GΛ = Gs+t(Λ).
2. Stability under analytic perturbations: Let G : Ω → Mk(C)− be an
analytic function on a simply connected open subset Ω ⊂ Mk(C)+ contain-
ing matrices Λ such that ‖(Im Λ)−1‖ is arbitrary small. Suppose that G
satisfies: for all Λ ∈ Ω,
G(Λ) = Gt
(
Λ−Rs
(
G(Λ)
) )
+ Θ(Λ), (1.43)
where the function Θ : Ω → Mk(C) is analytic and satisfies: there exists
ε > 0 such that for all Λ in Ω,
κ(Λ) := ‖Θ(Λ)‖ ‖(Im Λ)−1‖
p∑
j=1
‖aj‖2 < 1− ε.
Then one has: ∀Λ ∈ Ω
‖G(Λ)−Gs+t(Λ)‖ 6
(
1 + c ‖(Im Λ)−1‖2
)
‖Θ(Λ)‖, (1.44)
where c = 1
ε
∑p
j=1 ‖aj‖2.
1.4. Proof of Step 4 47
Proof. 1. Uniqueness of the fixed point:
Fix Λ ∈ Mk(C)+ such that
∥∥∥(Im Λ)−1∥∥∥ <
√√√√ p∑
j=1
‖aj‖2. (1.45)
Denote for anyM in Mk(C)− the matrix ψ(M) = Λ−Rs(M), which is in Mk(C)+
by (1.40). We show that the function
ΦΛ : M → Gt
(
ψ(M)
)
is a contraction on Mk(C)−. Remark that ΦΛ maps Mk(C)− into Mk(C)−. More-
over for all M, M˜ in Mk(C)−,
‖ΦΛ(M)− ΦΛ(M˜)‖
=
∥∥∥∥∥(idk ⊗ τ)
[(
ψ(M)⊗ 1− t
)−1
−
(
ψ(M˜)⊗ 1− t
)−1]∥∥∥∥∥
=
∥∥∥∥∥(idk ⊗ τ)
[(
ψ(M)⊗ 1− t
)−1( p∑
j=1
aj(M − M˜)aj
)
⊗ 1N
×
(
ψ(M˜)⊗ 1− t
)−1]∥∥∥∥∥
6
∥∥∥∥∥
(
Im
(
ψ(M)⊗ 1− t
))−1∥∥∥∥∥
∥∥∥∥∥
(
Im
(
ψ(M˜)⊗ 1− t
))−1∥∥∥∥∥
×
p∑
j=1
‖aj‖2
∥∥∥M − M˜∥∥∥∥
6
∥∥∥(Im Λ)−1∥∥∥2 p∑
j=1
‖aj‖2 ‖M − M˜‖.
Hence the function ΦΛ is a contraction and by Picard’s theorem the fixed point
equation M = ΦΛ(M) admits a unique solution MΛ on the closed set of k × k
matrices whose imaginary part is non positive semi-definite, which is necessarily
Gs+t by the subordination property.
2. Stability under analytic perturbations:
We set G˜ : Ω→ Mk(C)− given by: for all Λ ∈ Ω,
G˜(Λ) = G(Λ)−Θ(Λ) = Gt
(
Λ−Rs
(
G(Λ)
) )
.
We set Λ˜ : Ω→ Mk(C) given by: for all Λ ∈ Ω
Λ˜(Λ) = Λ−Rs(Θ(Λ)) = Λ−Rs
(
G(Λ)
)
+Rs
(
G˜(Λ)
)
.
In the following, we use Λ˜ as a shortcut for Λ˜(Λ). One has Λ˜ − Rs
(
G˜(Λ)
)
=
Λ−Rs
(
G(Λ)
)
which is in Mk(C)+ by (1.40). Hence we have: for all Λ ∈ Ω,
G˜(Λ) = Gt
(
Λ˜−Rs
(
G˜(Λ)
) )
. (1.46)
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We want to estimate ‖(Im Λ˜)−1‖ in terms of ‖(Im Λ)−1‖. For all Λ in Ω, we use
the definition of Λ˜ and we write:
Im Λ˜ = Im Λ
(
1k − (Im Λ)−1Rs
(
Θ(Λ)
) )
.
Remark that
‖(Im Λ)−1Rs
(
Θ(Λ)
)
‖ 6 κ(Λ) = ‖Θ(Λ)‖ ‖(Im Λ)−1‖
p∑
j=1
‖aj‖2 < 1− ε
by assumption. Then Im Λ˜ is invertible and one has
(Im Λ˜)−1 =
∑
`>0
(
(Im Λ)−1Rs
(
Θ(Λ)
) )`
(Im Λ)−1.
We then obtain the following estimate
‖(Im Λ˜)−1‖ 6
∥∥∥∥∑
`>0
(
(Im Λ)−1Rs
(
Θ(Λ)
) )`
(Im Λ)−1
∥∥∥∥
6 11− κ(Λ)‖(Im Λ)
−1‖ < 1
ε
‖(Im Λ)−1‖.
By uniqueness of the fixed point and by (1.46), for all Λ ∈ Ω such that ‖(Im
Λ)−1‖ < ε
√∑p
j=1 ‖aj‖2, one has G˜(Λ) = Gs+t(Λ˜) (such matrices Λ exist by
assumption on Ω). But the functions are analytic (in k2 complex variables) so
that the equality extends to Ω. Then for all Λ ∈ Ω,
‖G(Λ)−Gs+t(Λ)‖ 6 ‖G(Λ)− G˜(Λ)‖+ ‖Gs+t(Λ˜)−Gs+t(Λ)‖.
For the first term we have by definition of G˜ that ‖G(Λ)− G˜(Λ)‖ 6 ‖Θ(Λ)‖. On
the other hand, one has
‖Gs+t(Λ)−Gs+t(Λ˜)‖
=
∥∥∥∥(idk ⊗ τ)[(Λ⊗ 1− s− t)−1 − (Λ˜⊗ 1− s− t)−1 ]∥∥∥∥
=
∥∥∥∥(idk ⊗ τ)[(Λ⊗ 1− s− t)−1(Λ˜⊗ 1− Λ⊗ 1)(Λ˜⊗ 1− s− t)−1 ]∥∥∥∥
6 ‖(Λ⊗ 1− s− t)−1‖ ‖Λ˜− Λ‖ ‖(Λ˜⊗ 1− s− t)−1‖
6 1
ε
∥∥∥Rs(G˜(Λ) )−Rs(G(Λ) ) ∥∥∥ ‖(Im Λ)−1‖2Ê
6 1
ε
p∑
j=1
‖aj‖2 ‖(Im Λ)−1‖2 ‖Θ(Λ)‖.
We then obtain as expected
‖G(Λ)−Gs+t(Λ)‖ 6
(
1 + 1
ε
p∑
j=1
‖aj‖2 ‖(Im Λ)−1‖2
)
‖Θ(Λ)‖.
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1.5 Proof of Step 5: the asymptotic subordina-
tion property for random matrices
The purpose of this section is to prove Theorem 1.5.1 below, where it is stated
that, for N fixed, the matrix-valued Stieltjes transforms of certain random ma-
trices satisfy an asymptotic subordination property i.e. an equation as in (1.43).
This result is independent with the previous part and does not involve the lan-
guage of free probability.
Let XN = (X(N)1 , . . . , X(N)p ) be a family of independent, normalized N × N
matrices of the GUE and YN = (Y (N)1 , . . . , Y (N)q ) be a family of N ×N random
Hermitian matrices, independent of XN . We fix an integer k > 1 and Hermitian
matrices a0, . . . , ap, b1, . . . , bq ∈ Mk(C). We set SN and TN the kN × kN block
matrices
SN =
p∑
j=1
aj ⊗X(N)j , TN =
q∑
j=1
bj ⊗ Y (N)j .
Define the Mk(C)-valued Stieltjes transforms of SN + TN and TN : for all Λ ∈
Mk(C)+ =
{
Λ ∈ Mk(C)
∣∣∣ Im Λ > 0},
GSN+TN (Λ) = E
[
(idk ⊗ τN)
[(
Λ⊗ 1N − SN − TN
)−1] ]
,
GTN (Λ) = E
[
(idk ⊗ τN)
[(
Λ⊗ 1N − TN
)−1] ]
.
We denote by Rs the functional
Rs : Mk(C)→ Mk(C)
M 7→
p∑
j=1
aj M aj.
Theorem 1.5.1 (Asymptotic subordination property). Assume that there exists
σ > 1 such that the joint law of the entries of the matricesYN satisfies a Poincaré
inequality with constant σ/N , i.e. for any f : R2qN2 → C function of the entries of
q matrices, of class C1 and such that
E
[
|f(YN)|2
]
<∞, one has
Var
(
f(YN)
)
6 σ
N
E
[
‖∇f(YN)‖2
]
, (1.47)
where ∇f denotes the gradient of f , Var denotes the variance, Var( x ) =
E
[ ∣∣∣ x− E[ x ] ∣∣∣2].
Then for any Λ ∈ Mk(C)+, the Stieltjes transforms GSN+TN and GTN satisfy
GSN+TN (Λ) = GTN
(
Λ−Rs
(
GSN+TN (Λ)
) )
+ ΘN(Λ), (1.48)
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where Θ is analytic Mk(C)+ → Mk(C) and satisfies
‖ΘN(Λ)‖ 6 c
N2
∥∥∥(Im Λ)−1∥∥∥5 ,
with c = 2k9/2σ∑pj=1 ‖aj‖2(∑pj=1 ‖aj‖+∑qj=1 ‖bj‖)2, ‖ ·‖ denoting the operator
norm in Mk(C).
The proof of Theorem 1.5.1 is carried out in two steps.
– In Section 1.5.1 we state a mean Schwinger-Dyson equation for random
Stieltjes transforms (Proposition 1.5.2).
– In Section 1.5.2 we deduce from Proposition 1.5.2 a Schwinger-Dyson equa-
tion for mean Stieltjes transforms (Proposition 1.5.3).
Theorem 1.5.1 is a direct consequence of Proposition 1.5.3 as it is shown in
Section 1.5.3.
1.5.1 Mean Schwinger-Dyson equation for random Stielt-
jes transforms
For Λ,Γ in Mk(C)+, define the elements of Mk(C)⊗MN(C)
hSN+TN (Λ) = (Λ⊗ 1N − SN − TN)−1,
hTN (Γ) = (Γ⊗ 1N − TN)−1,
and HSN+TN (Λ) = (idk ⊗ τN)
[
hSN+TN (Λ)
]
, HTN (Λ) = (idk ⊗ τN)
[
hTN (Λ)
]
.
Proposition 1.5.2 (Mean Schwinger-Dyson equation for random Stieltjes trans-
forms). For all Λ,Γ ∈ Mk(C)+ we have
0 = E
[
HSN+TN (Λ)−HTN (Γ) (1.49)
−(idk ⊗ τN)
[
hTN (Γ)
(
Rs
(
HSN+TN (Λ)
)
− Λ + Γ
)
⊗ 1N hSN+TN (Λ)
]]
.
The result is a consequence of integration by parts for Gaussian densities and
of the formula for the differentiation of the inverse of a matrix. If (g1, . . . , gN)
are independent identically distributed centered real Gaussian variables with
variance σ2 and F : RN → C a differentiable map such that F and its partial
derivatives are polynomially bounded, one has for i = 1, . . . , N
E
[
gi F (g1, . . . , gN)
]
= σ2E
[
∂F
∂xi
(g1, . . . , gN)
]
.
This induces an analogue formula for independent matrices of the GUE, called the
Schwinger-Dyson equation, where the Hermitian symmetry of the matrices plays
a key role. For instance, if P is a monomial in p non commutative indeterminates,
one has for i = 1, . . . , p,
E
[
τN
[
X
(N)
i P (XN)
] ]
=
∑
P=LxiR
E
[
τN
[
L(XN)
]
τN
[
R(XN)
]]
,
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the sum over all decompositions P = LxiR for L and R monomials being viewed
as the partial derivative.
This formula has an analogue for analytical maps instead of polynomials. The
case of the function XN 7→ (Λ⊗ 1N − SN)−1 is investigated in details in [HT05,
Formula (3.9)], our proof is obtained by minor modifications.
Proof. Denote by (m,n)m,n=1,...,N the canonical basis of MN(C). By [HT05, For-
mula (3.9)] with minor modification, we get the following: for all Λ,Γ in Mk(C)+
and j = 1, . . . , p,
E
[
(1k ⊗X(N)j )(Λ⊗ 1N − SN − TN)−1
∣∣∣∣ TN]
= E
[ 1
N
N∑
m,n=1
(1k ⊗ m,n)(Λ⊗ 1N − SN − TN)−1
×(aj ⊗ n,m)(Λ⊗ 1N − SN − TN)−1
∣∣∣∣ TN].
In these equations, E[·|TN ] stands for the conditional expectation with respect
to TN . Furthermore, for any M in Mk(C)⊗MN(C), one has
1
N
N∑
m,n=1
(1k ⊗ m,n) M (1k ⊗ n,m) = (idk ⊗ τN)[ M ]⊗ 1N .
Indeed the formula is clear if M is of the form M = M˜ ⊗ u,v and extends by
linearity. In particular, with M = (Λ ⊗ 1N − SN − TN)−1(aj ⊗ 1N), we obtain
that: for all Λ,Γ in Mk(C)+ and j = 1, . . . , p,
E
[
(aj ⊗X(N)j )(Λ⊗ 1N − SN − TN)−1
∣∣∣∣ TN]
= E
[
(aj ⊗ 1N)
(
(idk ⊗ τN)
[
(Λ⊗ 1N − SN − TN)−1
]
aj ⊗ 1N
)
×(Λ⊗ 1N − SN − TN)−1
∣∣∣∣∣ TN
]
= E
[(
ajHSN+TNaj ⊗ 1N
)
hSN+TN
∣∣∣∣ TN].
Recall that SN =
∑p
j=1 aj⊗X(N)j and Rs : M 7→
∑p
j=1 ajMaj, so that for all Λ,Γ
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in Mk(C)+, one has
E
[
(Γ⊗ 1N − TN)−1 SN (Λ⊗ 1N − SN − TN)−1
]
= E
[
(Γ⊗ 1N − TN)−1
p∑
j=1
E
[
(aj ⊗X(N)j ) (1.50)
×(Λ⊗ 1N − SN − TN)−1
∣∣∣∣ TN] ]
= E
[
hTN (Γ) E
[( p∑
j=1
ajHSN+TN (Λ)aj ⊗ 1N
)
hSN+TN (Λ)
∣∣∣∣ TN]
= E
[
hTN (Γ)
(
Rs
(
HSN+TN (Λ)
)
⊗ 1N
)
hSN+TN (Λ)
]
. (1.51)
We take the partial trace in Equation (1.51) to obtain:
E
[
(idk ⊗ τN)
[
hTN (Γ) SN hSN+TN (Λ)
]]
(1.52)
= E
[
(idk ⊗ τN)
[
hTN (Γ)
(
Rs
(
HSN+TN (Λ)
)
⊗ 1N
)
hSN+TN (Λ)
]]
.
We now rewrite SN as follow:
SN = (Λ− Γ)⊗ 1N + (Γ⊗ 1N − TN)− (Λ⊗ 1N − SN − TN).
Re-injecting this expression in the left hand side of Equation (1.52), one gets
Equation (1.49):
E
[
(idk ⊗ τN)
[
hTN (Γ)
(
Rs
(
HSN+TN (Λ)
)
⊗ 1N
)
hSN+TN (Λ)
]]
= E
[
(idk ⊗ τN)
[
hTN (Γ) (Λ− Γ)⊗ 1NhSN+TN (Λ)
+hSN+TN (Λ)− hTN (Γ)
]]
= E
[
(idk ⊗ τN)
[
hTN (Γ)
(
(Λ− Γ)⊗ 1N
)
hSN+TN (Λ)
]
+HSN+TN (Λ) − HTN (Γ)
]
.
1.5.2 Schwinger-Dyson equation for mean Stieltjes trans-
forms
We use the concentration properties of the law of (XN ,YN) to get from Equation
(1.49) a relation between GSN+TN and GTN . We define the centered version of
HSN+TN by: for all Λ in Mk(C)+,
KSN+TN (Λ) = HSN+TN (Λ)−GSN+TN (Λ), in Mk(C). (1.53)
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We introduce the random linear map
lN,Λ,Γ : Mk(C)⊗MN(C) → Mk(C)⊗MN(C)
M 7→ hTN (Γ) M hSN+TN (Λ) (1.54)
and its mean
LN,Λ,Γ : M 7→ E
[
lN,Λ,Γ(M)
]
. (1.55)
Remark that if M is a random matrix, then
LN,Λ,Γ(M) = E
[
hT˜N (Γ) M hS˜N+T˜N (Λ)
∣∣∣M],
where (S˜N + T˜N) is an independent copy of (SN + TN) independent of M .
Proposition 1.5.3 (Schwinger-Dyson equation for mean Stieltjes transforms).
For all Λ,Γ in Mk(C)+, one has
GSN+TN (Λ)−GTN (Γ) (1.56)
−(idk ⊗ τN)
[
LN,Λ,Γ
( (
RsÊ
(
GSN+TN (Λ)
)
− Λ + Γ
)
⊗ 1N
) ]
= ΘN(Λ,Γ),
where
ΘN(Λ,Γ) = E
[
(idk⊗ τN)
[
(lN,Λ,Γ − LN,Λ,Γ)
(
Rs
(
KSN+TN (Λ)
)
⊗1N
) ]]
(1.57)
is controlled in operator norm by the following estimate:
‖ΘN(Λ,Γ)‖ 6 c
N2
∥∥∥(Im Γ)−1∥∥∥ ∥∥∥(Im Λ)−1∥∥∥3 (‖(Im Γ)−1‖+‖(Im Λ)−1‖), (1.58)
with c = k9/2σ∑pj=1 ‖aj‖2(∑pj=1 ‖aj‖+∑qj=1 ‖bj‖)2.
Proof of Proposition 1.5.3. We first expand ΘN(Λ,Γ): for all Λ,Γ in Mk(C)+,
we have
ΘN(Λ,Γ) := E
(idk ⊗ τN)
[
(lN,Λ,Γ − LN,Λ,Γ)
×
(
Rs
(
HSN+TN (Λ)−GSN+TN (Λ)
)
⊗ 1N
) ]
= E
(idk ⊗ τN)
[
lN,Λ,Γ
(
Rs
(
HSN+TN (Λ)
)
⊗ 1N
) ]
−(idk ⊗ τN)
[
LN,Λ,Γ
(
Rs
(
GSN+TN (Λ)
)
⊗ 1N
) ]
.
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By Equation (1.49), we get the following:
E
(idk ⊗ τN)
[
lN,Λ,Γ
(
Rs
(
HSN+TN (Λ)
)
⊗ 1N
)]
= E
(idk ⊗ τN)
[
lN,Λ,Γ
(
(Λ− Γ)⊗ 1N
) ]
−HTN (Γ) +HSN+TN (Λ)

= (idk ⊗ τN)
[
LN,Λ,Γ
(
(Λ− Γ)⊗ 1N
) ]
−GTN (Γ) +GSN+TN (Λ),
which gives Equation (1.56).
We use the Poincaré inequality to control the operator norm of ΘN : if (g1, . . . , gK)
are independent identically distributed centered real Gaussian variables with
variance v2 and F is a differentiable map RK → C such that F and its partial
derivatives are polynomially bounded, then (see [Che82a, Theorem 2.1])
Var
(
F (g1, . . . , gK)
)
6 v2E
[
‖∇F (g1, . . . , gK) ‖2
]
.
The Poincaré inequality is compatible with tensor product and then such a for-
mula is still valid when F is a function of the matrices XN and YN with v2 = σN .
We will often deal with matrices of size k × k. Since the integer k is fixed, we
can use intensively the equivalence of norms, the constants appearing will not
modify the order of convergence. For any integer K, we denote the Euclidean
norm of a K ×K matrix A = (am,n)16m,n6K by
‖A‖e =
√√√√ K∑
m,n=1
|am,n|2,
and its infinity norm by
‖A‖∞ = max
m,n=1,...,K
|am,n|.
Recall that if A,B are K ×K matrices we have the following inequalities
‖A‖ 6 ‖A‖e 6
√
K‖A‖, (1.59)
‖A‖ 6
√
K‖A‖∞ 6
√
K‖A‖e, (1.60)
‖AB‖ 6 ‖A‖e ‖B‖. (1.61)
When A is in Mk(C) ⊗MN(C), its Euclidean norm is defined by considering A as
a kN×kN matrix. In the following we will write an element Z of Mk(C)⊗MN(C)
Z =
N∑
m,n=1
k∑
u,v=1
Zm,nu,v u,v ⊗ m,n =
N∑
m,n=1
Z(m,n) ⊗ m,n (1.62)
=
k∑
u,v=1
u,v ⊗ Z(u,v),
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where for m,n = 1, . . . , N and u, v = 1, . . . , k, Zm,nu,v is a complex number, Z(m,n)
is a k × k matrix, and Z(u,v) is a N × N matrix; we use the same notation for
the canonical bases of Mk(C) and MN(C).
We fix Λ,Γ in Mk(C)+ until the end of this proof and we use for convenience the
following notations:
MN = Rs
(
KSN+TN (Λ)
)
h
(1)
N = hSN+TN (Λ)
h
(2)
N = hTN (Γ)
lN = lN,Λ,Γ
LN = LN,Λ,Γ.
We consider (h˜(1)N , h˜
(2)
N ) an independent copy of (h
(1)
N , h
(2)
N ), independent of XN
and YN (and hence of all the random variables considered). Recall that by
definitions (1.54) and (1.55): for all Λ,Γ in Mk(C)+, we have
lN : A ∈ Mk(C) 7→ h(2)N A h(1)N ∈ Mk(C),
LN : A ∈ Mk(C) 7→ E
[
lN(A)
]
∈ Mk(C).
With the notations of (1.62) we have
(idk ⊗ τN)
[
(lN − LN) (MN ⊗ 1N)
]
= (idk ⊗ τN)
[
h
(2)
N (MN ⊗ 1N) h(1)N
]
−E
[
(idk ⊗ τN)
[
h˜
(2)
N (MN ⊗ 1N) h˜(1)N
] ∣∣∣∣ MN]
= 1
N
N∑
m,n=1
[(
h
(2)
N
)(m,n)
MN
(
h
(1)
N
)(n,m)
−E
[(
h˜
(2)
N
)(m,n)
MN
(
h˜
(1)
N
)(n,m) ∣∣∣∣ MN]
]
.
To estimate the operator norm of ΘN we use the domination by the infinity norm
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(1.60) in order to split the contributions due to MN and due to lN −LN : we get
‖ΘN(Λ,Γ)‖ =
∥∥∥∥∥E
[
(idk ⊗ τN) [(lN − LN) (MN ⊗ 1N)]
]∥∥∥∥∥
6
√
k
∥∥∥∥∥∥E
 1
N
N∑
m,n=1
(
h
(2)
N
)(m,n)
MN
(
h
(1)
N
)(n,m)
−E
[(
h˜
(2)
N
)(m,n)
MN
(
h˜
(1)
N
)(n,m) ∣∣∣∣ MN]
∥∥∥∥∥∥∞
6 k5/2 max
16u,v6k
16u′,v′6k
∣∣∣∣∣∣E
(MN)u′,v′ × 1
N
N∑
m,n=1
(
h
(2)
N
)m,n
u,u′
(
h
(1)
N
)n,m
v′,v
−E
[(
h
(2)
N
)m,n
u,u′
(
h
(1)
N
)n,m
v′,v
]∣∣∣∣∣∣
6 k5/2 max
u,v,u′,v′
E
|(MN)u′,v′| ×
∣∣∣∣∣τN
[(
h
(1,2)
N
)
u,v
u′,v′
]
− E
[
τN
[(
h
(1,2)
N
)
u,v
u′,v′
]]∣∣∣∣∣

6 k5/2 max
u,v,u′,v′
E
|(MN)u′,v′| ×
∣∣∣∣∣τN
[(
k
(1,2)
N
)
u,v
u′,v′
]∣∣∣∣∣
,
where we have denoted the N ×N matrices(
h
(1,2)
N
)
u,v
u′,v′
=
(
h
(2)
N
)
(u,u′)
(
h
(1)
N
)
(v′,v)
,
(
k
(1,2)
N
)
u,v
u′,v′
=
(
h
(1,2)
N
)
u,v
u′,v′
− E
[(
h
(1,2)
N
)
u,v
u′,v′
]
.
Remark that by (1.61), for u′, v′ = 1, . . . , k,
|(MN)u′,v′ | =
∣∣∣∣( p∑
j=1
ajKSN+TN (Λ)aj
)
u′,v′
∣∣∣∣
6
∥∥∥∥ p∑
j=1
ajKSN+TN (Λ)aj
∥∥∥∥
e
6
p∑
j=1
‖aj‖2 ‖KSN+TN (Λ)‖e.
Then by Cauchy-Schwarz inequality we get:
‖ΘN(Λ,Γ)‖ 6 k5/2
p∑
j=1
‖aj‖2
(
E
[
‖KSN+TN (Λ)‖2e
]
× max
u,v,u′,v′
E
[∣∣∣∣τN[(k(1,2)N ) u,v
u′,v′
] ∣∣∣∣2 ] )1/2
6 k5/2
p∑
j=1
‖aj‖2
(
k∑
u,v=1
Var
(
HSN+TN (Λ)
)
u,v
(1.63)
× max
u,v,u′,v′
Var
(
τN
[(
h
(1,2)
N
)
u,v
u′,v′
] ) )1/2
.
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One is reduced to the study of variances of random variables. To use the Poincaré
inequality, we write for u, v, u′, v′ = 1, . . . , k,(
HSN+TN (Λ)
)
u,v
= F (1)u,v
(
XN ,YN
)
,
τN
[(
h
(1,2)
N
)
u,v
u′,v′
]
= F (2)u,v,u′,v′
(
XN ,YN
)
,
where for all selfadjoint matrices A = (A1, . . . , Ap) in MN(C), for all B =
(B1, . . . , Bq) in MN(C) and with S˜N =
∑p
j=1 aj ⊗ Aj, T˜N =
∑q
j=1 bj ⊗ Bj, we
have set
F (1)u,v (A,B) =
(
(idk ⊗ τN)
[
(Λ⊗ 1N − S˜N − T˜N)−1
] )
u,v
= 1
N
(Trk ⊗ TrN)
[
(v,u ⊗ 1N)(Λ⊗ 1N − S˜N − T˜N)−1
]
,
F
(2)
u,v,u′,v′(A,B)
= τN
[(
(Λ⊗ 1N − S˜N − T˜N)−1
)
(u,u′)
(
(Γ⊗ 1N − T˜N)−1
)
(v′,v)
]
= 1
N
(Trk ⊗ TrN)
[
(v,u ⊗ 1N)(Γ⊗ 1N − T˜N)−1
×(u′,v′ ⊗ 1N) (Λ⊗ 1N − S˜N − T˜N)−1
]
.
The functions and their partial derivatives are bounded (see [HT05, Lemma 4.6]
with minor modifications), so that, since the law of (XN ,YN) satisfies a Poincaré
inequality with constant σ
N
, one has
Var
(
HSN+TN (Λ)
)
u,v
6 σ
N
E
[∥∥∥∇ F (1)u,v (XN ,YN)∥∥∥2],
Var
(
τN
[(
h
(1,2)
N
)
u,v
u′,v′
] )
6 σ
N
E
[∥∥∥∇ F (2)u,v,u′,v′(XN ,YN)∥∥∥2].
We define the set W of families (V,W) of N × N Hermitian matrices, with
V = (V1, . . . , Vp), W = (W1, . . . ,Wq), of unit Euclidean norm in R(p+q)N
2 . Then
we have
Var
(
HSN+TN (Λ)
)
u,v
6 σ
N
E
[
max
(V,W)∈W
∣∣∣∣ ddt |t=0 F (1)u,v (XN + tV,YN + tW)
∣∣∣∣2
]
,
Var
(
τN
[(
h
(1,2)
N
)
u,v
u′,v′
] )
6 σ
N
E
[
max
(V,W)∈W
∣∣∣∣ ddt |t=0 F (2)u,v,u′,v′(XN + tV,YN + tW)
∣∣∣∣2
]
.
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For all (V,W) in W , for all selfadjoint N × N matrices A = (A1, . . . , A1),
B = (B1, . . . , B1):∣∣∣∣∣ ddt |t=0 F (1)u,v (A+ tV,B+ tW)
∣∣∣∣∣
2
=
∣∣∣∣∣∣ ddt |t=0 1N (Trk ⊗ TrN)
[
(v,u ⊗ 1N)
×
(
Λ⊗ 1N −
p∑
j=1
aj ⊗ (Aj + tVj)−
q∑
j=1
bj ⊗ (Bj + tWj)
)−1]∣∣∣∣∣∣
2
=
∣∣∣∣∣ 1N (Trk ⊗ TrN)
[
(v,u ⊗ 1N)(Λ⊗ 1N − S˜N − T˜N)−1
×
( p∑
j=1
aj ⊗ Vj +
q∑
j=1
bj ⊗Wj
)
(Λ⊗ 1N − S˜N − T˜N)−1
]∣∣∣∣∣
2
.
The Cauchy-Schwarz inequality for Trk ⊗ TrN (i.e. for TrkN) gives∣∣∣∣∣ ddt |t=0 F (1)u,v (A+ tV,B+ tW)
∣∣∣∣∣
2
6 1
N2
∥∥∥∥(v,u ⊗ 1N)(Λ⊗ 1N − S˜N − T˜N)−1∥∥∥∥2
e
×
∥∥∥∥∥∥
( p∑
j=1
aj ⊗ Vj +
q∑
j=1
bj ⊗Wj
)
(Λ⊗ 1N − S˜N − T˜N)−1
∥∥∥∥∥∥
2
e
.
Using (1.61) to split Euclidean norms into the product of an operator norm and
an Euclidean norm, we get:∣∣∣∣∣ ddt |t=0 F (1)u,v (A+ tV,B+ tW)
∣∣∣∣∣
2
6 1
N2
‖v,u ⊗ 1N‖2e ‖(Λ⊗ 1N − S˜N − T˜N)−1‖2
×
∥∥∥∥∥
p∑
j=1
aj ⊗ Vj +
q∑
j=1
bj ⊗Wj
∥∥∥∥∥
2
e
6 k
N
‖(Im Λ)−1‖4
∥∥∥∥∥
p∑
j=1
aj ⊗ Vj +
q∑
j=1
bj ⊗Wj
∥∥∥∥∥
2
e
.
Remark that, since (V,W) ∈ W , the norm of the matrices Vj andWj is bounded
by one. Then we have the following:∥∥∥∥∥
p∑
j=1
aj ⊗ Vj +
q∑
j=1
bj ⊗Wj + b∗j ⊗W ∗j
∥∥∥∥∥
e
6
p∑
j=1
‖aj‖e + 2
q∑
j=1
‖bj‖e 6
√
k
( p∑
j=1
‖aj‖+
q∑
j=1
‖bj‖
)
.
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Hence we finally obtain an estimate of Var(HSN+TN (Λ) )u,v):
Var
(
HSN+TN (Λ)
)
u,v
6 k
2σ
N2
( p∑
j=1
‖aj‖+
q∑
j=1
‖bj‖
)2
‖(Im Λ)−1‖4. (1.64)
We obtain a similar estimate for Var
(
τN
[(
h
(1,2)
N
)
u,v
u′,v′
] )
. The partial derivative
of F (2)u,v,u′,v′ gives two terms: ∀(V,W) ∈ W , ∀(A,B) ∈ MN(C)p+q
d
dt |t=0
F
(2)
u,v,u′,v′(A+ tV,B+ tW)
= 1
N
(Trk ⊗ TrN)
[
(v,u ⊗ 1N)(Γ⊗ 1N − T˜N)−1
( q∑
j=1
bj ⊗Wj
)
× (Γ⊗ 1N − T˜N)−1(u′,v′ ⊗ 1N)(Λ⊗ 1N − S˜N − T˜N)−1
+ (v,u ⊗ 1N)(Γ⊗ 1N − T˜N)−1(u′,v′ ⊗ 1N)(Λ⊗ 1N − S˜N − T˜N)−1
×
( p∑
j=1
aj ⊗ V (N)j +
q∑
j=1
bj ⊗W (N)j
)
(Λ⊗ 1N − S˜N − T˜N)−1
]
.
We then get the following:∣∣∣∣∣ ddt |t=0 F (2)u,v,u′,v′(A+ tV,B+ tW)
∣∣∣∣∣
2
6 k
2
N
( p∑
j=1
‖aj‖+
q∑
j=1
‖bj‖
)2
‖(Im Γ)−1‖2
×‖(Im Λ)−1‖2
(
‖(Im Λ)−1‖+ ‖(Im Γ)−1‖
)2
.
Hence we have
Var
(
τN
[(
h
(1,2)
N
)
u,v
u′,v′
] )
6 k
2σ
N2
( p∑
j=1
‖aj‖+
q∑
j=1
‖bj‖
)2
‖(Im Γ)−1‖2
×‖(Im Λ)−1‖2
(
‖(Im Γ)−1‖+ ‖(Im Λ)−1‖
)2
. (1.65)
We then obtain as desired, by (1.63), (1.64) and (1.65):
‖ΘN(Λ,Γ)‖ 6 k5/2
p∑
j=1
‖aj‖2
(
k∑
u,v=1
Var
(
HSN+TN (Λ)
)
u,v
× max
u,v,u′,v′
Var
(
τN
[(
h
(1,2)
N
)
u,v
u′,v′
] ) )1/2
6 c
N2
∥∥∥(Im Γ)−1∥∥∥ ∥∥∥(Im Λ)−1∥∥∥3
×
(
‖(Im Γ)−1‖+ ‖(Im Λ)−1‖
)
,
where c = k9/2σ∑pj=1 ‖aj‖2(∑pj=1 ‖aj‖+∑qj=1 ‖bj‖)2.
60
Chapitre 1. The norm of polynomials in large random and
deterministic matrices
1.5.3 Proof of Theorem 1.5.1
By (1.40), for all Λ in Mk(C)+, the matrix Λ−Rs
(
GSN+TN (Λ)
)
is in Mk(C)+
and then it makes sense to choose Γ = Λ−Rs
(
GSN+TN (Λ)
)
in Equation (1.56).
We obtain for all Λ in Mk(C)+,
GSN+TN (Λ) = GTN
(
Λ−Rs
(
GSN+TN (Λ)
) )
+ ΘN(Λ),
where ΘN(Λ) = ΘN
(
Λ,Λ − Rs
(
GSN+TN (Λ)
) )
is analytic in k2 complex vari-
ables. Recall that by (1.41), we have
∥∥∥(Λ − Rs(GSN+TN (Λ) ) )−1∥∥∥ 6 ‖(Λ)−1‖,
which gives (when replacing c in (1.58) by c/2) the expected estimate of ΘN(Λ).
1.6 Proof of Estimate (1.30)
Let (XN ,YN ,x,y) be as in Section 1.3. We assume that
(
x,y, (YN)N>1
)
are
realized in a same C∗-probability space (A, .∗, τ, ‖ · ‖) with faithful trace, where
– the families x, y, Y1, Y2, . . . ,YN , . . . are free,
– for any polynomials P in q non commutative indeterminates
τ [P (YN)] := τN [P (YN)].
Consider L a degree one selfadjoint polynomial with coefficients in Mk(C). Define
the Stieltjes transform of LN = L(XN ,YN) and `N = L(x,YN): for all λ ∈ C+ ={
z ∈ C
∣∣∣ Im z > 0},
gLN (λ) = E
[
(τk ⊗ τN)
[(
λ1k ⊗ 1N − LN
)−1 ]]
, (1.66)
g`N (λ) = (τk ⊗ τ)
[(
λ1k ⊗ 1− `N
)−1 ]
. (1.67)
One can always write LN = a0 ⊗ 1N + SN + TN , `N = a0 ⊗ 1+ s+ TN , where
SN =
p∑
j=1
aj ⊗X(N)j , s =
p∑
j=1
aj ⊗ xj, TN =
q∑
j=1
bj ⊗ Y (N)j ,
and a0, . . . , ap, b1, . . . , bq are Hermitian matrices in Mk(C). Define the Mk(C)-
valued Stieltjes transforms of SN + TN and s+ TN : for all Λ ∈ Mk(C)+ =
{
Λ ∈
Mk(C)
∣∣∣ Im Λ > 0},
GSN+TN (Λ) = E
[
(idk ⊗ τN)
[(
Λ⊗ 1N − SN − TN
)−1]]
,
Gs+TN (Λ) = (idk ⊗ τ)
[(
Λ⊗ 1− s− TN
)−1]
.
Then one has: for all λ in C+
gLN (λ) = τk
[
GSN+TN (λ1k − a0)
]
, g`N (λ) = τk
[
Gs+TN (λ1k − a0)
]
.
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By Proposition 1.4.2, for any Λ ∈ Mk(C)+, one has
Gs+TN (Λ) = GTN
(
Λ−Rs
(
Gs+TN (Λ)
) )
.
On the other hand, since the matrices of YN are deterministic, we can apply
Theorem 1.5.1 with σ = 1
GSN+TN (Λ) = GTN
(
Λ−Rs
(
GSN+TN (Λ)
) )
+ ΘN(Λ),
where ‖ΘN(Λ)‖ 6 cN2 ‖(Im Λ)−1‖
5 for a constant c > 0. Define
Ω(N)η =
{
Λ ∈ Mk(C)+
∣∣∣∣ ‖(Im Λ)−1‖ < Nη}.
Then for η < 1/3, there exists N0 such that for all N > N0 and for any Λ in
Ω(N)η , one has
κ(Λ) := ‖ΘN(Λ)‖ ‖(Im Λ)−1‖
p∑
j=1
‖aj‖2 6 c
N2
‖(Im Λ)−1‖6 6 cN6η−2 6 12 .
Then by Proposition 1.4.3 with (t, G,Θ,Ω, ε) = (TN , GSN+TN ,ΘN ,Ω(N)η , 1/2), one
has
‖Gs+TN (Λ)−GSN+TN (Λ)‖
6
(
1 + 2
p∑
j=1
‖aj‖2 ‖(ImΛ)−1‖2
)
‖Θ(Λ)‖
6 c
(
1 + 2
p∑
j=1
‖aj‖2 ‖(Im Λ)−1‖2
) ‖(Im Λ)−1‖5
N2
.
Hence for every ε > 0, there exist N0 and γ such that for all N > N0, for all λ
in C such that ε 6 (Im λ)−1 6 Nγ, one has
|gLN (λ)− g`N (λ)|
6 ‖Gs+TN (λ1k − a0)−GSN+TN (λ1k − a0)‖ 6
c
N2
(Im λ)−7, (1.68)
where c denotes now the constant c = k9/2∑pj=1 ‖aj‖(∑pj=1 ‖aj‖+∑qj=1 ‖bj‖)2(ε−2+
2∑pj=1 ‖aj‖2).
1.7 Proof of Step 2: An intermediate inclusion
of spectrum
For a review on the theory of C∗-algebras, we refer the readers to [Con00] and
[BO08]. Notably, Appendix A of the second reference contains facts about ul-
trafilters and ultraproducts that are used in this section.
Let
(
x,y, (YN)N>1
)
be as in Section 1.3. We assume that these non commuta-
tive random variables are realized in the same C∗-probability space (A, .∗, τ, ‖ · ‖)
with faithful trace, where
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– the families x, y, Y1, Y2, . . . ,YN , . . . are free,
– for any polynomials P in q non commutative indeterminates
τ [P (YN)] := τN [P (YN)].
A consequence of Voiculescu’s theorem and of Shlyakhtenko’s Theorem 1.10.1 in
Appendix 1.10 is that for all polynomials P in p + q non commutative indeter-
minates,
τ [P (x,YN)] −→
N→∞
τ [P (x,y)], (1.69)
‖P (x,YN)‖ −→
N→∞
‖P (x,y)‖. (1.70)
In order to prove Step 2, it remains to show that (1.70) still holds when the
polynomials P are Mk(C)-valued. This fact is a folklore result in C∗-algebra
theory, we give a proof for readers convenience. We need first the two following
lemmas.
Lemma 1.7.1. Let A and B be unital C∗-algebra. Let pi : A → B be a morphism
of unital ∗-algebra. Then pi is contractive.
Proof. It is easy to see that for any a in A, the spectrum of pi(a) is included
in the spectrum of a (since λ1A − a invertible implies that λ1A − pi(a) is also
invertible). Hence we get that for all a in A
‖pi(a)‖2 = ‖pi(a∗a)‖ 6 ‖a∗a‖ = ‖a‖2.
Lemma 1.7.2. Let A be a unital C∗-algebra. Then for any integer k > 1, there
exists a unique C∗-algebra structure on Mk(C)⊗A compatible with the structure
on A. In particular, if A is a C∗-probability space equipped with a faithful tracial
state τ , then Mk(C)⊗A is a C∗-probability space with trace (τk ⊗ τ) and norm
‖ · ‖τk⊗τ , where τk is the normalized trace on Mk(C) and ‖ · ‖τk⊗τ is given by
Formula (1.9).
Sketch of the proof. For the existence we consider the norm given by the spectral
radius. The uniqueness follows from Lemma 1.7.1.
Proposition 1.7.3. Let k > 1 be an integer. For all N > 1, let zN =
(z(N)1 , . . . , z(N)p ), respectively z = (z1, . . . , zp), be self-adjoint non commutative
random variables in a C∗- probability space (AN , .∗, τN , ‖ · ‖τN ), respectively
(A, .∗, τ, ‖ · ‖τ ). Assume that the traces τN and τ are faithful (hence the no-
tation for the norms) and that for any polynomial P in p non commutative
indeterminates,
τN [P (zN)] −→
N→∞
τ [P (z)], (1.71)
‖P (zN)‖τN −→N→∞ ‖P (z)‖τ . (1.72)
Then for any polynomial P in p non commutative indeterminates with coefficients
in Mk(C),
‖P (zN)‖τk⊗τN −→N→∞ ‖P (z)‖τk⊗τ . (1.73)
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We abuse notation and write with the same symbol the traces in Mk(C) and AN
when N = k. There is no danger of confusion.
Proof. For any positive integer k and any ultrafilter U on N, we define the ul-
traproduct
A(k) =
U∏
Mk(C)⊗AN ,
which is the quotient of{
(aN)N>1
∣∣∣∣∣ ∀N > 1, aN ∈ Mk(C)⊗AN and supN>1‖aN‖ <∞
}
,
by {
(aN)N>1
∣∣∣∣∣ ∀N > 1, aN ∈ Mk(C)⊗AN and limN→U‖aN‖ = 0
}
.
The algebra A(k) is a C∗-algebra whose norm ‖ · ‖A(k) is given by: for all a in A(k),
equivalence class of (aN)N>1
‖a‖A(k) = lim
N→U
‖aN‖τk⊗τN .
Furthermore A(k) is a C∗-probability space which can be identified with Mk(C)⊗
A(1). The trace τ˜ on A(1) is given by: for all a in A(1), equivalence class of
(AN)N>1, one has
τ˜ [a] = lim
N→U
τ [AN ].
If the classical limit as N goes to infinity exists, then the trace of a does not de-
pends on the ultrafilter U and is given by the limit. The trace on A(k) is (τk⊗ τ˜).
Notice that (τk ⊗ τ˜) on A(k) is not faithful in general, which implies that the
norm ‖ · ‖A(k) and the norm ‖ · ‖τk⊗τ˜ given by (τk⊗ τ˜) with Formula (1.9) are not
equal on the whole C∗-algebra.
At last, we can equip A(k) with a structure of operator-valued
C∗-probability space. Define the unital sub-algebra B of A(k) as the set{
b⊗ 1A(1)
∣∣∣∣ b ∈ Mk(C) } ⊂ A(k).
The conditional expectation in A(k) is given by (idk ⊗ τ˜) : A(k) → B.
For j = 1, . . . , p, we denote by z˜j in A(1) the equivalence class of the sequence
(z(N)j )N>1. We have by definition of A(k): for all polynomial P in p + 2q non
commutative indeterminates with coefficients in Mk(C),
‖P (zN)‖τN −→N→U ‖P (z˜)‖A(k)
Let C∗(z˜) be the sub-algebra spanned by z˜ = (z˜1, . . . , z˜p) in A(1) and let C∗(z) be
the sub-algebra spanned by z in A. Then by (1.72), the C∗-algebras C∗(z˜) and
C∗(z) are isomorphic. Hence we get an isomorphism of the ∗-algebras Mk(C) ⊗
C∗(z˜) and Mk(C)⊗ C∗(z), and so an isomorphism of the C∗-algebras by Lemma
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1.7.1. Hence, for all polynomial P in p + 2q non commutative indeterminates
with coefficients in Mk(C),
‖P (z˜)‖A(k) = ‖P (z)‖τk⊗τ˜
Hence we get
‖P (zN)‖τk⊗τN −→N→U ‖P (z)‖τk⊗τ˜
for all ultrafilter U . Then the convergence holds when N goes to infinity.
Proof of Step 2. Let L be a selfadjoint degree one polynomial in p+ q non com-
mutative indeterminates with coefficients in Mk(C). Define `N = L(x,YN) and
` = L(x,y). Then by Proposition 1.7.3, for all commutative polynomials P , one
has
‖P (`N)‖τk⊗τ −→N→∞ ‖P (`)‖τk⊗τ .
The convergence extends to continuous function on the real line and then, with
an appropriate choice of test functions, Step 2 follows.
1.8 Proof of Step 3: from Stieltjes transforms
to spectra
Let XN ,YN ,x and y be as in Section 1.3. As before x,y, and YN are assumed
to be realized in a same C∗-probability space (A, .∗, τ, ‖ · ‖) with faithful trace.
Let L be a selfadjoint degree one polynomial with coefficients in Mk(C).
For any function f : R → R and any Hermitian matrix A with spectral de-
composition A = Udiag (λ1, . . . , λK)U∗, with U unitary, we set the Hermitian
matrix f(A) = Udiag (f(λ1), . . . , f(λK))U∗. For any function f : R 7→ R, we set
DN(f) = (τk ⊗ τN)
[
f(L(XN ,YN))
]
.
By Step 2, for all ε > 0, there exists N0 > 1 such that for all N > N0, one has
Sp
(
L(x,YN)
)
⊂ Sp
(
L(x,y)
)
+ (−ε, ε).
Hence, for any function f vanishing on a neighborhood of the spectrum of L(x,y),
there exists N0 > 1 such that for all N > N0, the function f actually vanishes
on a neighborhood of the spectrum of L(x,YN). In particular, with µN (respec-
tively νN) denoting the empirical eigenvalue distribution of LN = L(XN ,YN)
(respectively `N = L(x,YN)), one has
E
[
DN(f)
]
= E
[ ∫
f dµN
]
= E
[ ∫
f dµN
]
−
∫
f dνN . (1.74)
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Furthermore, by Estimate (1.30), with the Stieltjes transforms of LN and of `N
defined by: for all λ in C+
gLN (λ) = E
[
(τk ⊗ τN)
[ (
λ1k ⊗ 1N − LN
)−1 ] ]
= E
[ ∫ 1
λ− tdµN(t)
]
g`N (λ) = (τk ⊗ τ)
[ (
λ1k ⊗ 1− `N
)−1 ]
=
∫ 1
λ− tdνN(t),
we have shown that: for any ε > 0 and A > 0, there exist N0, c, η, γ, α > 0 such
that for all N > N0, for all λ in C such that ε 6 (Im λ)−1 6 Nγ and |Re λ| 6 A
|gLN (λ)− g`N (λ)| 6
c
N2
(Im λ)−α. (1.75)
With (1.74) and (1.75) established, it is easy to show with minor modifications
of [AGZ10, Lemma 5.5.5] the following result.
Lemma 1.8.1. For every smooth function f : R → R non negative, compactly
supported and vanishing on a neighborhood of the spectrum of L(x,y), there
exists a constant such that for all N large enough∣∣∣∣E[DN(f) ] ∣∣∣∣ 6 cN2 . (1.76)
To get an almost sure control of DN(f), we use the fact that the entries of the
matrices XN satisfy a concentration inequality.
Lemma 1.8.2. With f as in Lemma 1.8.1, there exists κ > 0 such that, almost
surely
N1+κDN(f) −→
N→∞
0. (1.77)
Proof. The law of the random matrices satisfying a Poincaré inequality with
constant 1
N
and L being a polynomial of degree one, for all Lipschitz function
Ψ : MkN(C) 7→ R, by [Gui09, Lemma 5.2] one has:
P
( ∣∣∣Ψ(LN)− E[Ψ(LN) ] ∣∣∣ > δ) 6 K1e−K2√Nδ|Ψ|L , (1.78)
where K1, K2 are positive constants and |Ψ|L = sup
A 6=B∈MkN (C)
|Ψ(A)−Ψ(B)|
‖A−B‖e . Recall
that the Euclidean norm ‖ · ‖e of a matrix A = (ai,j)kNi,j=1 is given by
‖A‖e =
√√√√√ kN∑
i,j=1
|ai,j|2.
For any Hermitian matrices A in MkN(C) and any function f : R→ R, we set
Φ(f)N (A) = (τk ⊗ τN)
[
f(A)
]
. (1.79)
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For all smooth function f : R→ R, N > 1 and 0 < κ < 12 , we define
B(f)N,κ =
A ∈ MkN(C)
∣∣∣∣ A is Hermitian and ∣∣∣∣Φ(f ′2)N (A)∣∣∣∣ 6 1N4κ
, (1.80)
and denote ρ(f)N,κ = |(Φ(f)N )|BN,κ|L. Define Ψ(f)N : MkN(C) 7→ R by: ∀A ∈ MN(C)
Ψ(f)N (A) = sup
B∈B(f)N,κ
{
Φ(f)N (B)− ρ(f)N,κ ‖A−B‖2
}
, (1.81)
and denote D˜N(f) = Ψ(f)N (LN). By [Gui09, Proof of Lemma 5.9], Ψ
(f)
N coincides
with Φ(f)N on B(f)N,κ and is Lipschitz with constant |Ψ(f)N |L 6 ρ(f)N,κ.
For all Hermitian matrices A in MkN(C), M in MkN(C) and n > 1, one has
d
dt |t=0(A + tM)
n = ∑nm=0AmMAn−m−1 and then ddt |t=0(τk ⊗ τN)[(A + tM)n] =
(τk ⊗ τN)[nAn−1M ]. So for all polynomials P , one has DAΦ(P )N (M) = (τk ⊗
τN)[P ′(A)M ]. Hence, by density of polynomials, for any smooth function f :
R → R one has DAΦ(f)N (M) = (τk ⊗ τN)[f ′(A)M ]. By the Cauchy-Schwarz
inequality, we get
∣∣∣DAΦ(f)N (M)∣∣∣2 = |(τk ⊗ τN)[f ′(A)M ]|2
6 (τk ⊗ τN)[f ′(A)2]× (τk ⊗ τN)[M∗M ]
= Φ(f
′2)
N (A)×
‖M‖e
kN
.
Then, for any smooth function f , one has
ρ
(f)
N,κ 6
1√
kN
‖ (Φ(f ′2)N )|B(f)N,κ ‖
1/2
∞ , (1.82)
where ‖ · ‖∞ denotes the supremum of the considered function on the set of
kN × kN Hermitian matrices. Hence we get that |Ψ(f)N |L 6 ρ(f)N,κ 6 1√kN−1/2−2κ.
We fix f a smooth function, non negative, compactly supported and vanishing
on a neighborhood of the spectrum of L(x,y). By the Tchebychev inequality
P(LN /∈ B(f)N,κ) = P
(
DN(f ′2) >
1
N4κ
)
6 N4κE
[
DN(f ′2)
]
6 c
N2−4κ
,(1.83)
where we have used Lemma 1.8.1 (f ′2 also vanishes in a neighborhood of the
spectrum of L(x,y)). Moreover, since Ψ(f)N and Φ
(f)
N are equals in B(f)N,κ and
‖Ψ(f)N ‖∞ 6 ‖Φ(f)N ‖∞,∣∣∣∣E[D˜N(f)−DN(f)] ∣∣∣∣ 6 ‖Φ(f)N ‖∞P(LN /∈ B(f)N,κ) 6 ‖Φ(f)N ‖∞ cN2−4κ (1.84)
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Now, by (1.78) applied to Ψ(f)N : for all δ > 0
P
(∣∣∣∣DN(f)− E[DN(f) ] ∣∣∣∣ > δN1+κ and LN ∈ B(f)N,κ
)
6 P
(∣∣∣∣D˜N(f)− E[D˜N(f) ] ∣∣∣∣ > δN1+κ −
∣∣∣∣E[D˜N(f)−DN(f)] ∣∣∣∣
)
6 K1 exp
(
−
√
kK2N
κ(δ −
∣∣∣∣E[D˜N(f)−DN(f)] ∣∣∣∣)
)
By (1.83), (1.84), Lemma 1.8.1 and the Borel-Cantelli lemma, DN(f) is almost
surely of order N1+κ at most.
Proposition 1.8.3. For every ε > 0, there exists N0 such that for N > N0
Sp
(
L(XN ,YN)
)
⊂ Sp
(
L(x,y)
)
+ (−ε, ε) (1.85)
Proof. By (1.11) and [AGZ10, Exercise 2.1.27], almost surely there exists N0 ∈ N
and D > 0 such that the spectral radii of the matrices (XN ,YN) is bounded by
D for all N > N0. Hence, there exists M > 0 such that almost surely one has
Sp
(
L(XN ,YN)
)
⊂ [−M,M ].
Let f : R 7→ R non negative, compactly supported, vanishing on
Sp( L(x,y) ) + (−ε/2, ε/2) and equal to one on [−M,M ] r
(
Sp( L(x,y)) +
(−ε, ε)
)
. Then almost surely for N large enough, no eigenvalue of L(XN ,YN)
belongs to the complementary of Sp( L(x,y) ) + (−ε, ε), since otherwise
(τk ⊗ τN)
[
f
(
L(XN ,YN)
)]
> N−1 > N−1−κ
in contradiction with Lemma 1.8.2.
1.9 Proof of Corollaries 1.2.1, 1.2.2 and 1.2.4
1.9.1 Proof of Corollary 1.2.1: diagonal matrices
Let DN = (D(N)1 , . . . , D(N)q ) be as in Corollary 1.2.1. For any j = 1, . . . , p, the
number of jump of F−1j is countable. We show that the convergence of the norm
(1.17) holds when we chose v = (v1, . . . , vq) in [0, 1]q such that for any k 6= ` in
{1, . . . , q}, the sets of jump points of u 7→ F−1k (u+ vk) and u 7→ F−1` (u+ v`) are
disjoint. We show that for such a v, the family DvN satisfies the assumptions of
Theorem 1.1.6. In all this section, we always denote λi(j) instead of λ(N)i (j) for
any i = 1, . . . , N and any j = 1, . . . , q.
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The convergence of traces, case v = (0, . . . , 0): Since the matrices com-
mute, we only consider commutative polynomials. We start by showing that for
all polynomials P ,
τN
[
P (DN)
]
−→
N→∞
∫ 1
0
P
(
F−11 (u), . . . , F−1q (u)
)
du. (1.86)
Denote by µ the probability distribution of the random variable(
F−11 (U), . . . , F−1q (U)
)
∈ Rq, where U is distributed according to the uniform
distribution on [0, 1]. In order to get (1.86), we show that the sequence of measure
in Rq ( 1
N
N∑
i=1
δλi(1), . . . ,
1
N
N∑
i=1
δλi(q)
)
converges weakly to µ. This sequence is tight, since there exists a B > 0 such
that for all j = 1 . . . q, for all i = 1 . . . N , one has λi(j) ∈ [−B,B]. Hence it
is sufficient to show the following: for all real numbers a1, . . . , aq, for all ε > 0,
there exists η > 0 such that
limsup
N→∞
∣∣∣∣ 1N
N∑
i=1
1]−∞,a1+η]
(
λi(1)
)
× · · · × 1]−∞,aq+η]
(
λi(q)
)
−µ
(
]−∞, a1]× · · ·×]−∞, aq]
) ∣∣∣∣ 6 ε. (1.87)
Fix (a1, . . . , aq) in Rq and ε > 0. Remark that one has
µ
(
]−∞, a1]× · · ·×]−∞, aq]
)
= min
j=1...q
Fj(aj).
Let j0 be an integer such that Fj0(aj0) = µ
(
]−∞, a1]×· · ·×]−∞, aq]
)
. For any
j = 1, . . . , q, the empirical spectral distribution of D(N)j converges to µj. Then
for all a in R point of continuity for Fj, one has
1
N
N∑
i=1
1]−∞,a]
(
λi(j)Ê
)
−→
N→∞
µj
(
]−∞, a]
)
. (1.88)
Let η > 0 such that
– µj0
(
]aj0 , aj0 + η]
)
< ε/2.
– for all j = 1, . . . , q, the real numbers aj + η and aj0 + η are points of
continuity for Fj.
By (1.88) with a = aj + η, there exists N0 > 1 such that for all N > N0 and
j = 1, . . . , q, one has
Fj(aj + η)− ε 6 1
N
Card
{
i = 1 . . . N
∣∣∣∣ λi(j) 6 aj + η }.
But Fj(aj + η) > Fj(aj) > Fj0(aj0). Then we have
N
(
Fj0(aj0)− ε
)
6 Card
{
i = 1 . . . N
∣∣∣∣ λi(j) 6 aj + η }.
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The λi(j) are non decreasing, so we get
∀j = 1 . . . q, ∀i 6 N
(
Fj0(aj0)− ε
)
, λi(j) 6 aj + η. (1.89)
On the other hand, by (1.88) with j = j0 and a = aj0 + η, there exists N0 > 1
such that, for all N > N0, one has
1
N
Card
{
i = 1 . . . N
∣∣∣∣ λi(j0) 6 aj0 + η } 6 Fj0(aj0 + η) + ε/2.
But Fj0(aj0 + η) 6 Fj0(aj0) + ε/2, so that
Card
{
i = 1 . . . N
∣∣∣∣ λi(j0) 6 aj0 + η } 6 N(Fj0(aj0) + ε).
The λi(j0) are non decreasing, then we get
∀i > N
(
Fj0(aj0) + ε
)
, λi(j0) > aj0 + η. (1.90)
By (1.89) and (1.90) we obtain: for all N > N0
∣∣∣∣ 1N
N∑
i=1
1]−∞,a1+η]
(
λi(1)
)
× · · · × 1]−∞,aq+η]
(
λi(q)
)
− Fj0(aj0 + η)
∣∣∣∣ 6 ε,
and then (1.87) is satisfied. So the convergence (1.86) holds when v is zero.
The convergence of traces, case v in [0, 1]q: To deduce the general case
we shall need the following lemmas.
Lemma 1.9.1 (Quantiles of real diagonal matrices with sorted entries). Let
DN = diag (λ1, . . . , λN) be an N ×N real diagonal matrix with non decreasing
entries along its diagonal. Assume that the empirical eigenvalue distribution of
DN converges weakly to a compactly supported probability measure µ. Let F
denote the cumulative distribution function of µ and F−1 its generalized inverse.
Let v in (0, 1) a point of continuity for F−1 and (iN)N>1 a sequence of integers,
with iN in {1, . . . , N}, such that iN/N tends to v. Then, one has
λiN −→N→∞ F
−1(v).
In particular, we have the convergence of the quantile of order v:
λ1+bvNc −→
N→∞
F−1(v).
Proof. Denote w = F−1(v). We can always find η > 0, arbitrary small, such
that w − η and w + η and points of continuity for F . Then, one has
1
N
N∑
i=1
1]−∞,w−η]
(
λi
)
−→
N→∞
µ
(
]−∞, w − η]
)
= F (w − η).
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Then, the λi being non decreasing, for any ε > 0 there exists N0 such that for
any N > N0, one has
∀i >
(
F (w − η) + ε
)
N, λi > w − η. (1.91)
Since v is a point of continuity for F−1, we get that F (w − η) < v. We chose
ε < v − F (w − η). Then, we get F (w − η) + ε < v. Hence, there exists N0 such
that, for any N > N0, one has iN >
(
F (w− η) + ε
)
N and so, by (1.91): for any
η > 0, there exists N0 such that for all N > N0, one has w − η 6 λiN . Hence,
we get for all η > 0,
w − η 6 lim inf
N→∞
λiN .
With the same reasoning, we get that
lim sup
N→∞
λiN > w + η,
and hence, letting η go to zero, we obtain the expected result.
Lemma 1.9.2 (Truncation of real diagonal matrices with sorted entries). Let
DN = diag (λ1, . . . , λN) an N × N real diagonal matrix with non decreasing
entries along its diagonal. Assume that the empirical eigenvalue distribution of
DN converges weakly to a compactly supported probability measure µ. For any
v1 < v2 in [0, 1], we set
D
(v1,v2)
N = diag (λ1+bv1Nc, . . . , λbv2Nc).
Let F denote the cumulative distribution function of µ and F−1 its generalized
inverse. We set w1 = F−1(v1), w2 = F−1(v2), a1 = F (w1) − v1 and a2 =
v2 − F (w−2 ). Then, the empirical eigenvalue distribution of D(v1,v2)N converges
weakly the probability measure proportional to
a1δw1 + µ
(
· ∩ ]w1, w2[
)
+ a2δw2 .
Proof. We only show the lemma for v2 = 0, the general case can be deduce by
adapting the reasoning. We then use, for conciseness, the symbols v, w and a
instead of v1, w1 and a1 respectively.
If F is not continuous in w (i.e. if µ(w) 6= 0) and v 6= F (w), then for any α in
]0, (F (w)− v)/2[, the map F−1 is continuous at the points v + α and F (w)− α.
By Lemma 1.9.1, we get that
lim
N→∞
λ1+b(v+α)Nc = lim
N→∞
λ1+b(F (w)−α)Nc = w. (1.92)
Hence, for any continuous function f , we get
1
N
1+b(F (w)−α)Nc∑
i=1+b(v+α)Nc
f(λi) −→
N→∞
(a− 2α)f(w). (1.93)
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If F is continuous in w, we take α = 0 in the following.
We can always find β > 0, arbitrary small, such that F (w) + β is a point of
continuity for F−1. Remark that we then have
w = F−1
(
F (w)
)
< F−1
(
F (w) + β
)
.
By Lemma 1.9.1, we get
λ1+b(F (w)+β)Nc −→
N→∞
F−1
(
F (w) + β
)
. (1.94)
Moreover, we can always find γ in ]0, F−1
(
F (w) + β
)
−w[, arbitrary small, such
that w + γ is a point of continuity for F and F (w + γ) < F (w) + β. Then, by
(1.94), we get that, for N large enough
Card
{
i > 1+b(F (w)−α)Nc
∣∣∣∣ λi 6 w+γ } 6 b(F (w)+β)Nc−b(F (w)−α)Nc.
Hence, for any continuous function f , we get that for N large enough∣∣∣∣∣∣ 1N
N∑
i=1+b(F (w)−α)Nc
f(λi)−
∫
]ω,+∞]
f(x)dµ(x)
∣∣∣∣∣∣
6
∣∣∣∣∣ 1N
N∑
i=1
f(λi)1]w+γ,+∞](λi)−
∫
]ω,+∞]
f(x)dµ(x)
∣∣∣∣∣
+ ‖f‖∞ b(F (w) + β)Nc − b(F (w)− α)Nc
N
. (1.95)
By (1.93) and (1.95), we obtain
lim sup
N→∞
∣∣∣∣∣∣ 1N
N∑
i=1+bvNc
f(λi)− af(w)−
∫
]ω,+∞]
f(x)dµ(x)
∣∣∣∣∣∣
6 ‖f‖∞
(
4α + β + µ
(
]w,w + γ]
))
.
Letting α, β, γ go to zero, we get the result.
Let v in [0, 1]q. We now show that, for any polynomial P , one has
τN
[
P (DvN)
]
−→
N→∞
∫ 1
0
P
(
F−11 (u+ v1), . . . , F−1q (u+ vq)
)
du. (1.96)
At the possible price of relabeling the matrices, we assume v1 > · · · > vq and set
N1 = N − bv1Nc,
Nj = bvj−1Nc − bvjNc, ∀j = 1, . . . , q.
For any j = 1, . . . , q, we decompose the matrices D(N)j (vj) into
D
(N)
j (vj) = diag (D
(N)
j,1 , . . . , D
(N)
j,q ),
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where for any i = 1, . . . , q, the matrixD(N)j,i is Ni×Ni. We set for any i = 1, . . . , q,
the family DN(i) = (D(N)1,i , . . . , D
(N)
q,i ). For any i, j = 1, . . . , q, we denote by Fi,j
the cumulative distribution function of the measure obtained in Lemma 1.9.2
with (DN , µ, v1, v2) replaced by (D(N)j , µj, vi−1, vi). Then, for any polynomial P ,
one as
τN [P (DvN)] =
q∑
i=1
Ni
N
τNi [P (DN(i))].
By Lemma 1.9.2 and by the case v = (0, . . . , 0), we deduce that
τNi [P (DN(i))] −→
N→∞
1
vq−1 − vq
∫ vq−1
vq
P
(
F−1i,1 (u+ v1), . . . , F−1i,q (u+ vq)
)
du,
with the convention v0 = 1. The merge of the different terms for i = 1, . . . , q
gives as expected
τN
[
P (DvN)
]
−→
N→∞
∫ 1
0
P
(
F−11 (u+ v1), . . . , F−1q (u+ vq)
)
du. (1.97)
The convergence of norms: Let v = (v1, . . . , vq) in [0, 1]q such that for any
k 6= ` in {1, . . . , q}, the sets of jump points of u 7→ F−1k (u + vk) and u 7→
F−1` (u+ v`) are disjoint. We now show that, for all polynomials P , one has
‖P (DvN)‖ −→
N→∞
Sup
Supp µv
∣∣∣P ∣∣∣,
where µv is the probability distribution of the random variable(
F−11 (U + v1), . . . , F−1q (U + vq)
)
∈ Rq, where U is distributed according to
the uniform distribution on [0, 1]. In view of the above, we have
lim inf ‖P (DvN)‖ > Sup
Supp µv
∣∣∣P ∣∣∣.
It is sufficient then to show that, for any η > 0, there exists N0 > N such that
for all i = 1, . . . , N , one has(
λi+bv1Nc(1), . . . , λi+bvqNc(q)
)
∈ Supp µv + (−η, η)q. (1.98)
Indeed, by uniform continuity, for any polynomial P and ε > 0, there exists
η > 0 such that, for all (x1, . . . , xq) in Supp µv + [−1, 1]q and (y1, . . . , yq) in Rq,
one has
|yj − xj| < η ⇒
∣∣∣∣P (x1, . . . , xq)− P (y1, . . . , yq)∣∣∣∣ < ε
and hence: for all ε > 0, there exist η > 0 and N0 > 1 such that for all N > N0,
for all i = 1, . . . , N
max
i=1...N
∣∣∣∣P(λi+bv1Nc(1), . . . , λi+bvqNc(q) ) ∣∣∣∣ 6 maxSupp µv+(−η,η)q
∣∣∣P ∣∣∣ 6 max
Supp µv
|P |+ ε.
Suppose that (1.98) is not true: there exist η > 0 and (Nk)k>1 an increasing
sequence of positive integer such that for all k > 1, there exists ik such that(
λ
(Nk)
ik+bv1Nkc(1), . . . , λ
(Nk)
ik+bvqNkc(q)
)
/∈ Supp µv + (−η, η)q.
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By compactness, one can always assume that ik/Nk converges to u0 in [0, 1]. For
all j in {1, . . . , q} except a possible j0, we have that u0+vj is a point of continuity
for F−1j and so, by Lemma 1.9.1, λ
(Nk)
ik+bvjNkc(j) converges to F
−1
j (u0 + vj). Recall
that
Supp µv =
{(
F−11 (u+ v1), . . . , F−1q (u+ vq)
) ∣∣∣∣ u ∈ [0, 1] }.
Then we have, for N large enough and for all u in [0, 1], that
∣∣∣λ(Nk)ik+bvj0Nkc(j0) −
F−1j0 (u+ vj0)
∣∣∣ > η i.e.
dist
(
λ
(Nk)
ik+bvj0Nkc(j0), Supp µj0
)
> η,
which is in contradiction with the fact that for N large enough the eigenvalues
of D(N)j0 belong to a small neighborhood of the support of µj0 .
1.9.2 Proof of Corollary 1.2.2: Wishart matrices
Let r, s1, . . . , sp > 1 and (WN ,YN) be as in Corollary 1.2.2 and denote s =
s1 + . . . + sp. We use matrix manipulations in order to see the norm of a poly-
nomial in the rN × rN matrices WN ,YN ,Y∗N as the norm of a polynomial in
(r + s)N × (r + s)N matrices X˜N , Y˜N , Y˜∗N , Z˜N and some elementary matrices,
where X˜N is a family of independent GUE matrices and Y˜N , Z˜N are modifica-
tions of YN ,ZN . We will obtain the result as a consequence of Theorem 1.1.6.
Define the (r + s)N × (r + s)N matrices eN = (e(N)0 , e(N)1 , . . . , e(N)p ):
e
(N)
0 =
(
1rN 0rN,sN
0sN,rN 0sN
)
, (1.99)
e
(N)
j =

0rN
0(s1+···+sj−1)N
1sjN
0(sj+1+···+sp)N
 . (1.100)
for j = 1, . . . , p. Recall that by definition of the Wishart matrix model for
j = 1, . . . , p
W
(N)
j = M
(N)
j Z
(N)
j M
(N)∗
j , (1.101)
where M (N)j is an rN × sjN complex Gaussian matrix with independent identi-
cally distributed entries, centered and of variance 1/rN . Let X˜N = (X˜(N)1 , . . . , X˜(N)p )
be a family of p independent, normalized GUE matrices of size (r+s)N×(r+s)N ,
independent of YN and ZN and such that for j = 1, . . . , p, the rN × sjN matrix
M
(N)
j appears as a sub-matrix of
√
r+s
r
X˜
(N)
j in the following way: if we denote
M˜
(N)
j =
√
r+s
r
e
(N)
0 X˜
(N)
j e
(N)
j then
M˜
(N)
j =

0rN M (N)j
0(s1+···+sj−1)N
0sjN
0(sj+1+···+sp)N
 . (1.102)
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Let Y˜N = (Y˜ (N)1 , . . . , Y˜ (N)q ) and Z˜N = (Z˜
(N)
1 , . . . , Z˜
(N)
p ) be the families of (r +
s)N × (r + s)N matrices defined by:
Y˜
(N)
j =
(
Y
(N)
j 0rN,sN
0sN,rN 0sN
)
, j = 1, . . . , q, (1.103)
Z˜
(N)
j =

0rN
0(s1+···+sj−1)N
Z
(N)
j
0(sj+1+···+sp)N
 , j = 1, . . . , p. (1.104)
By assumption, with probability one the non commutative law of YN con-
verges to the law of non commutative random variables y = (y1, . . . , yq) in a
C∗-probability space (A0, .∗, τ, ‖ · ‖) and for j = 1 . . . p the non commutative law
of Zj converges to the law of a non commutative random variable zj in a C∗-
probability space (Aj, .∗, τ, ‖ · ‖) (we use the same notations for the functionals
in the different spaces). All the traces under consideration are faithful. Let B
denotes the product algebra B0×B1× · · · × Bp. We equip B with the involution
.∗ and the trace τ˜ defined by: for all (b0, . . . , bp) in B
(b0, . . . , bp)∗ = (b∗0, . . . , b∗p),
τ˜
[
(b0, . . . , bp)
]
= r
r + sτ(b0) +
s1
r + sτ(b1) + · · ·+
sp
r + sτ(bp).
The trace τ˜ is a faithful tracial state on B. Equipped with .∗, τ˜ and with the
norm ‖ · ‖ defined by (1.9), the algebra B is a C∗-probability space. Define
y˜ = (y˜1, . . . , y˜q), z˜ = (z˜1, . . . , z˜q) and e = (e0, . . . , ep) by
y˜j = (yj,0B1 , . . . ,0Bp), j = 1, . . . , q,
z˜j = (0B0 , . . . ,0Bj−1 , zj,0Bj+1 , . . . ,0Bp), j = 1, . . . , p,
ej = (0B0 , . . . ,0Bj−1 ,1Bj ,0Bj+1 , . . . ,0Bp), j = 0, . . . , q.
Lemma 1.9.3. With probability one, the non commutative law of
(Y˜N , Z˜N , eN) in (M(r+s)N(C), .∗, τ(r+s)N) converges to the law of (y˜, z˜, e) in (B, .∗, τ˜).
Proof. Let P be a polynomial in 2p+ 2q + 1 non commutative indeterminates:
τ(r+s)N
[
P (Y˜N , Y˜∗N ,ZN , eN)
]
= r
r + sτrN
[
P (Y˜N , Y˜∗N ,0rN , . . . ,0rN︸ ︷︷ ︸
p
,1rN ,0rN , . . . ,0rN︸ ︷︷ ︸
p
)
]
+
p∑
j=1
sj
s+ rτsj
[
P (0sjN , . . . ,0sjN︸ ︷︷ ︸
2q+j−1
, Z
(N)
j ,0sjN , . . . ,0sjN︸ ︷︷ ︸
p
,1sjN ,0sjN , . . . ,0sjN︸ ︷︷ ︸
p−j
)
]
−→
N→∞
r
r + sτ
[
P (y,y∗,0, . . . ,0︸ ︷︷ ︸
p
,1,0, . . . ,0︸ ︷︷ ︸
p
)
]
+
p∑
j=1
sj
s+ rτ
[
P (0, . . . ,0︸ ︷︷ ︸
2q+j−1
, zj,Ê0, . . . ,0︸ ︷︷ ︸
p
,1,0, . . . ,0︸ ︷︷ ︸
p−1
)
]
(1.105)
= τ˜ [P (y˜, y˜∗, z˜, e) ], (1.106)
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where the convergence holds almost surely since each term of the sum converges
almost surely.
Lemma 1.9.4. For all polynomials P in 2p+ 2q + 1 non commutative indeter-
minates, almost surely∥∥∥P (Y˜N , Y˜∗N ,ZN , eN) ∥∥∥ −→
N→∞
‖P (y˜, y˜∗, z˜, e) ‖.
Proof. Lemma 1.9.4 follows easily since for any polynomial P in 2p+ 2q+ 1 non
commutative indeterminates,
∥∥∥P (Y˜N , Y˜∗N ,ZN , eN) ∥∥∥ is the maximum of the p+1
real numbers
– ‖P (Y˜N , Y˜∗N ,0rN , . . . ,0rN︸ ︷︷ ︸
p
,1rN ,0rN , . . . ,0rN︸ ︷︷ ︸
p
)‖,
– ‖P (0sjN , . . . ,0sjN︸ ︷︷ ︸
2q+j−1
, Z
(N)
j ,0sjN , . . . ,0sjN︸ ︷︷ ︸
p
,1sjN ,0sjN , . . . ,0sjN︸ ︷︷ ︸
p−j
)‖, j = 1, . . . , p,
and ‖P (y˜, y˜∗, z˜, e)‖τ˜ is the maximum of the p+ 1 real numbers
– ‖P (y,y∗,0, . . . ,0︸ ︷︷ ︸
p
,1,0, . . . ,0︸ ︷︷ ︸
p
)‖,
– ‖P (0, . . . ,0︸ ︷︷ ︸
2q+j−1
, zj,0, . . . ,0︸ ︷︷ ︸
p
,1,0, . . . ,0︸ ︷︷ ︸
p−1
)‖, j = 1, . . . , p.
Let x˜ = (x˜1, . . . , x˜p) be a free semicircular system in C∗-probability space. Let
A˜ be the reduced free product C∗-algebra of B and the C∗-algebra spanned by
x˜. We still denotes by τ˜ the trace on A˜ and the norm considered ‖ · ‖ is given
by (1.9) since the trace is faithful. By Voiculescu’s theorem and by the indepen-
dence of X˜N and (Y˜N , Z˜N), with probability one the non commutative law of
(X˜N , Y˜N , Z˜N , eN) in (M(r+s)N(C), .∗, τ(r+s)N) converges to the non commutative
law of (x˜, y˜, z˜, e) in (A˜, .∗, τ˜). Define the non commutative random variables
m˜ = (m˜1, . . . , m˜q) and w˜ = (w˜1, . . . , w˜q) in A˜ by: for j = 1, . . . , q,
m˜j =
√
r + s
r
e0x˜jej, w˜j = e0(m˜j z˜j + m˜∗j)2. (1.107)
Lemma 1.9.5. For any polynomial P in p+2q non commutative indeterminates,
there exists a polynomial P˜ in 3p+2q+1 non commutative indeterminates, such
that one has(
P (WN ,YN ,Y∗N) 0rN,sN
0sN,rN 0sN
)
= P˜ (X˜N , Y˜N , Y˜∗N , Z˜N , eN), (1.108)
e0P (w˜, y˜, y˜∗) = P˜ (x˜, y˜, y˜∗, z˜, e).
Proof. We set W˜N = (W (N)1 , . . . ,W (N)p ) given by: for j = 1, . . . , p,
W˜
(N)
j := e
(N)
0 (M˜
(N)
j Z˜
(N)
j + M˜
(N)∗
j )2 =
(
W
(N)
j 0rN,sN
0sN,rN 0sN
)
. (1.109)
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Let P be a polynomial in p+ 2q non commutative indeterminates. By the block
decomposition of W˜N and Y˜N , one has(
P (WN ,YN ,Y∗N) 0rN,sN
0sN,rN 0sN
)
= e(N)0 P (W˜N , Y˜N , Y˜∗N).
Furthermore, By definitions of X˜ and W˜: for j = 1, . . . , p
W˜
(N)
j = e
(N)
0 (M˜
(N)
j Z˜
(N)
j + M˜
(N)∗
j )2
= e(N)0
r + s
r
(e(N)0 X˜
(N)
j e
(N)
j Z˜
(N)
j + e
(N)
j X˜
(N)
j e
(N)
0 )2.
Define for j = 1, . . . , p the non commutative polynomial Pj deduced by the
formula
Pj(x˜j, z˜j, e) = e0
r + s
r
(e0x˜jej z˜j + ejx˜je0)2, (1.110)
and define P˜ deduced by
P˜ (x˜, y˜, y˜∗, z˜, e) = e0 P
(
P1(x˜1, z˜1, e), . . . , Pp(x˜p, z˜p, e), y˜, y˜∗
)
. (1.111)
The polynomials are defined without ambiguity if x˜, y˜, y˜∗, z˜, e are seen as families
of non commutative indeterminates (without any algebraic relation) instead of
non commutative random variables. Remark that, by definition, for all j =
1, . . . , p the non commutative random variable wj equals Pj(x˜j, z˜j, e). Hence it
follows as expected that(
P (WN ,YN ,Y∗N) 0rN,sN
0sN,rN 0sN
)
= P˜ (X˜N , Y˜N , Y˜∗N , Z˜N , eN),
e0P (w˜, y˜, y˜∗) = P˜ (x˜, y˜, y˜∗, z˜, e).
It is well known as a generalization of Voiculescu’s theorem that, under Assump-
tion 1 separately for Z(N)1 , , . . . , Z(N)p ,YN and by independence of the families,
with probability one the non commutative law of (WN ,YN) in (MN(C), .∗, τN)
converges to the non commutative law of (w,y) in a C∗-probability space (A, .∗, τ, ‖·
‖) with faithful trace, where
1. w = (w1, . . . , wp) are free selfadjoint non commutative random variables,
2. y = (y1, . . . , yq) is the limit in law of YN ,
3. w and y are free.
For any polynomial P in p+ 2q non commutative indeterminates
τ [P (w,y,y∗)] = lim
N→∞
τrN
[
P (WN ,YN ,Y∗N)
]
= lim
N→∞
r + s
r
τ(r+s)N
[(
P (WN ,YN ,Y∗N) 0rN,sN
0sN,rN 0sN
) ]
= lim
N→∞
r + s
r
τ(r+s)N
[
P˜ (X˜N , Y˜N , Y˜∗N , Z˜N , eN)
]
= r + s
r
τ˜
[
P˜ (x˜, y˜, y˜∗, z˜, e)
]
= r + s
r
τ˜
[
e0P (w˜, y˜, y˜∗)
]
,
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where the limits are almost sure. In particular we obtain that, for all polynomials
P in p+ 2q non commutative indeterminates, one has
‖e0P (w˜, y˜, y˜∗)‖ = ‖P (w,y,y∗)‖. (1.112)
By Lemmas 1.9.3 and 1.9.4, the family of (r+s)N×(r+s)N matrices (Y˜N , Z˜N , eN)
satisfies the assumptions of Theorem 1.1.6, hence for all polynomials P in 3p +
2q+1 non commutative indeterminates, with P˜ as in Lemma 1.9.5, almost surely
one has
‖P˜ (X˜N , Y˜N , Y˜∗N , Z˜N , eN)‖ −→
N→∞
‖P˜ (x˜, y˜, y˜∗, z˜, e)‖. (1.113)
Remark that
‖P (WN ,YN ,Y∗N)‖ =
∥∥∥∥∥
(
P (WN ,YN ,Y∗N) 0rN,sN
0sN,rN 0sN
) ∥∥∥∥∥
= ‖P˜ (X˜N , Y˜N , Y˜∗N , Z˜N , eN)‖,
‖P˜ (x˜, y˜, y˜∗, z˜, e)‖ = ‖e0P (w˜, y˜, y˜∗)‖ = ‖P (w,y,y∗)‖.
Together with (1.113), this gives the expected result.
1.9.3 Proof of Corollary 1.2.4: Rectangular band matri-
ces
We only give a sketch of the proof. Details are obtained by minor modification
of the proofs of Corollaries 1.2.2 and 1.2.3. Let H be as in Corollary 1.2.4:
H =

A1 A2 . . . AL 0 . . . . . . 0
0 A1 A1 . . . AL 0
...
... 0 A1 A2 . . . AL 0
. . . . . . . . . . . . ... ...
... . . . . . . . . . . . . 0
0 . . . . . . 0 A1 A2 . . . AL

. (1.114)
We start with the following observation: the operator norm of H is the square
root of the operator norm of H∗H, which is a square block matrix. Its blocks
consist of sums of tN × tN matrices of the form A∗lAm, l,m = 1 . . . L. By minor
modifications of the proof of Corollary 1.2.2, we get the almost sure convergence
of the normalized trace and of the norm for any polynomial in the matrices
AN = (A∗lAm)l,m=1..L as N goes to the infinity. By Proposition 1.7.3, we get
that the convergences hold for square block matrices and in particular for any
polynomial in H∗H. Hence the result follows by functional calculus.
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1.10 A theorem about norm convergence, by D.
Shlyakhtenko 1
Lemma Let (A, τ) be a C∗-algebra with a faithful trace τ , and consider B to
be the universal C∗-algebra generated by A and elements L(1), . . . , L(n) satisfying
L(i)∗xL(j) = δi=jτ(x) for all x ∈ A. Moreover, consider the linear functional ψ
determined on ∗ − Alg(A, {L(j)}j) by:
ψ|A = τ ,
ψ(x0L(i1)x1 · · ·xk−1L(ik)xky0L(j1)∗y1 · · · yl−1L(jl)∗yl) = 0 whenever
x1, . . . , xk, y0, . . . , yl ∈ A and at least one of k and l is nonzero.
Then ψ extends to a state on B having a faithful GNS representation. More-
over, (B,ψ) ∼= (A, τ) ∗ (E , φ) where (E , φ) is the C∗-algebra generated by n free
creation operators `1, . . . , `n on the full Fock space F(Cn) and φ is the vacuum
expectation.
Sketch of proof. Consider the A,A-Hilbert bimodule H = L2(A, τ)⊗A with the
inner product
〈ξ ⊗ a, ξ′ ⊗ a′〉A = 〈ξ, ξ′〉L2(τ)a∗a′
and the left and right A actions given by
x · (ξ ⊗ a) · y = xξ ⊗ ay.
Let B be the extended Cuntz-Pimsner algebra associated to H⊕n (see [Pim97]),
i.e. the universal C∗-algebra generated by A and operators Lh : h ∈ H satisfying
the relations
L∗hLg = 〈h, g〉A, h, g ∈ H⊕n
aLhb = Lahb, h ∈ H⊕n, a, b ∈ A.
It follows from the results of [Shl98] that if we denote by (Bˆ, ψˆ) the free
product (A, τ) ∗ (E , φ), then:
`∗ix`j = δi=jτ(x), ∀x ∈ A,
ψˆ(x0`i1x1 · · ·xk−1`ikxky0`∗j1y1 · · · yl−1`∗jlyl) = 0,
∀x1, . . . , xk, y1, . . . , yl ∈ A, k + l > 0
If h = (∑i ξ(k)i ⊗ a(k)i )nk=1 ∈ (A⊗ A)⊕n ⊂ H⊕n is a finite tensor, write
`h =
∑
k,i
ξ
(k)
i `ka
(k)
i .
It then follows that
`∗h`g = 〈h, g〉A, h, g ∈ H⊕n
a`hb = `ahb, a, b ∈ A, h ∈ H⊕n
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which in particular means that ‖`h‖22 = ‖`∗h`h‖ = ‖h‖2 so that the mapping
h 7→ `h is an isometry. We then extend ` to a map from H⊕n into Bˆ. Note that
the extension of ` still satisfies a`hb = `ahb whenever a, b ∈ A and h ∈ H⊕n.
From this we see that (by the universal property of B) there exists a ∗-
homomorphism pi : B → Bˆ, so that ψ = ψˆ ◦ pi. Thus all we need to prove is
that pi is injective. But by [Pim97, Prop. 3.3], it follows that B is isomorphic to
the Toeplitz algebra T (since in this case obviously 〈H⊕n,H⊕n〉A = A) acting on
the Fock space F = ⊕k>0(H⊕n)⊗Ak. If we denote by E the canonical conditional
expectation from T onto A and consider the state θ = τ ◦ E, then the resulting
Hilbert space is the closure of F in the (faithful) norm ‖ξ‖ = τ(〈ξ, ξ〉A)1/2;
from this we see that the GNS representation of B associated to the state θ on
B is faithful. Since Bˆ is exactly this GNS representation, it follows that pi is
injective.
If AN is a sequence of C∗-algebras and ω ∈ βN \ N is a free ultrafilter, we
shall denote by
A =
ω∏
AN
the quotient
ω∏
AN =
( ∞∏
N=1
AN
)
/
{
(aj)∞N=1 : lim
N→ω
‖aN‖ = 0
}
.
Then A is a C∗-algebra.
Let now X(j)N , j = 1, . . . , n, N = 1, 2, . . . be self-adjoint random variables and
assume thatX(j), j = 1, . . . , n are such that for any non-commutative polynomial
P ,
τN(P (X(1)N , . . . , X
(n)
N )) → τ(P (X(1), . . . , X(n)))
‖P (X(1)N , . . . , X(n)N )‖ → ‖P (X(1), . . . , X(n))‖.
Let L(j), j = 1, . . . , n be a family of free creation operators, free from each other
and from {X(j)N }N,j ∪ {X(j)}j. In other words, they satisfy:
L(j)∗xL(j) = τ(x), ∀x ∈ C∗({X(j)N }N,j ∪ {X(j)}j)
We use the notations
AN = C∗(X(1)N , . . . , X
(n)
N ), BN = C∗(X
(1)
N , . . . , X
(n)
N , L
(1), . . . , L(n))
A = C∗(X(1), . . . , X(n)), B = C∗(X(1), . . . , X(n), L(1), . . . , L(n))
and we denote by τN and ψN the respective states on AN and BN (∼= (AN , τN) ∗
(E , φ)). We denote by τ and ψ the respective states on A and B (∼= (A, τ)∗(E , φ)).
Consider now the ultrapowers
A =
ω∏
AN ⊂ B =
ω∏
BN .
The formula
ψ : (xN)∞N=1 7→ lim
N→ω
ψN(xN)
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defines a state on B.
We shall denote by Xˆ(j) ∈ A the sequence (X(j)N )Nj=1. Then by assumption,
we have that the map α taking X(j) to Xˆ(j) extends to a state-preserving iso-
morphism from (A, τ) into B with range Aˆ = C∗(Xˆ(1), . . . , Xˆ(n)).
We shall also denote by Lˆ(j) the constant sequence (L(j))∞N=1 ∈ B. Then for
any element of Aˆ represented by the sequence x = (xN)∞N=1 we have:
Lˆ(j)∗xLˆ(i) = δi=j(τN(xN))∞N=1
which (since the L2 and operator norms coincide on multiples of identity) is equal
to τ(x)1δi=j ∈ A. It follows from the universality property that
Bˆ
def= C∗(Xˆ(1), . . . , Xˆ(n), Lˆ(1), . . . , Lˆ(n))
is a quotient of (A, τ) ∗ (E , φ), the quotient map β determined by the fact that
it is α on A and takes `j to Lˆ(j). On the other hand, if we consider the GNS-
representation pi of Bˆ with respect to the restriction of ψ, we easily get (by
freeness from Aˆ and {Lˆ(j)}j) that the image is isomorphic to (A, τ) ∗ (E , φ).
Thus pi ◦ β = id so that actually
β : (A, τ) ∗ (E , φ)→ Bˆ = C∗(Xˆ(1), . . . , Xˆ(n), Lˆ(1), . . . , Lˆ(n))
is an isomorphism.
Consider now a non-commutative ∗-polynomial P . Then
‖P (X(1), . . . , X(n), `(1), . . . `(n))‖(A,τ)∗(E,φ)
= ‖P (Xˆ(1), . . . , Xˆ(n), Lˆ(1), . . . , Lˆ(n))‖B
= lim
N→ω
‖P (X(1)N , . . . , X(n)N , L(1), . . . , L(n))‖BN .
Since the left hand side does not depend on ω, we have proved:
Theorem 1.10.1. Let X(j)N ∈ (AN , τN), j = 1, . . . , n, N = 1, 2, . . . be self-
adjoint random variables and assume that X(j) ∈ (A, τ), j = 1, . . . , n are such
that for any non-commutative polynomial P ,
τ(P (X(1)N , . . . , X
(n)
N )) → τ(P (X(1), . . . , X(n)))
‖P (X(1)N , . . . , X(n)N )‖AN → ‖P (X(1), . . . , X(n))‖A.
Let (`1, . . . , `n) ∈ E be free creation operators, and let BN = (E , φ) ∗ (AN , τN),
B = (E , φ) ∗ (A, τ). Assume that the traces τj are faithful. Then for any non-
commutative ∗-polynomial Q,
‖Q(X(1)N , . . . , X(n)N , `1, . . . , `n)‖BN → ‖Q(X(1), . . . , X(n), `1, . . . , `n)‖B.
It should be noted that if S1, . . . , Sn are free semicircular variables, free from
{X(j)N }N,j ∪ {X(j)}j, then CN = C∗(X(1)N , . . . , X(n)N , S1, . . . , Sn) is isometrically
contained in BN , while C = C∗(X(1), . . . , X(n), S1, . . . , Sn) is isometrically con-
tained in B. Thus the analog of Theorem A with `j’s replaced by a free semicir-
cular family also holds.
Chapter 2
The strong asymptotic freeness
of Haar and deterministic
matrices
In collaboration with Benoit Collins
abstract:
In this paper, we are interested in sequences of q-tuple of N ×N random ma-
trices having a strong limiting distribution (i.e. given any non-commutative
polynomial in the matrices and their conjugate transpose, its normalized trace
and its norm converge). We start with such a sequence having this property,
and we show that this property pertains if the q-tuple is enlarged with in-
dependent unitary Haar distributed random matrices. Besides, the limit of
norms and traces in non-commutative polynomials in the enlarged family can
be computed with reduced free product construction. This extends results of
one author (C. M.) and of Haagerup and Thorbjørnsen. We also show that a
p-tuple of independent orthogonal and symplectic Haar matrices have a strong
limiting distribution, extending a recent result of Schultz.
2.1 Introduction and statement of the main re-
sults
Following random matrix notation, we call GUE the Gaussian Unitary Ensem-
ble, i.e. any sequence (XN)N>1 of random variables where XN is an N × N
selfadjoint random matrix whose distribution is proportional to the measure
exp
(
− N2 Tr(A2)
)
dA, where dA denotes the Lebesgue measure on the set of
N ×N Hermitian matrices.
We recall for readers convenience the following definitions from free probabil-
ity theory (see [AGZ10, NS06]).
Definition 2.1.1. 1. A C∗-probability space (A, .∗, τ, ‖ · ‖) consists of a
unital C∗-algebra (A, .∗, ‖ · ‖) endowed with a state τ , i.e. a linear map
82
Chapter 2. The strong asymptotic freeness of Haar and
deterministic matrices
τ : A → C satisfying τ [1A] = 1 and τ [aa∗] > 0 for all a in A. In this paper,
we always assume that τ is a trace, i.e. that it satisfies τ [ab] = τ [ba] for
every a, b in A. A trace is said to be faithful if τ [aa∗] > 0 whenever a 6= 0.
An element of A is called a (non commutative) random variable.
2. Let A1, . . . ,Ak be ∗-subalgebras of A having the same unit as A. They
are said to be free if for any integer n > 1, any ai ∈ Aji (i = 1, . . . , n,
ji ∈ {1, . . . , k}) such that τ [ai] = 0, one has
τ [a1 · · · an] = 0
as soon as j1 6= j2, j2 6= j3, . . . , jn−1 6= jn. Collections of random variables
are said to be free if the unital subalgebras they generate are free.
3. Let a = (a1, . . . , ak) be a k-tuple of random variables. The joint distribution
of the family a is the linear form P 7→ τ
[
P (a, a∗)
]
on the set of polynomials
in 2p non commutative indeterminates. By convergence in distribution,
for a sequence of families of variables (aN)N>1 = (a(N)1 , . . . , a(N)p )N>1, we
mean the pointwise convergence of the map
P 7→ τ
[
P (aN , a∗N)
]
,
and by strong convergence in distribution, we mean convergence in
distribution, and pointwise convergence of the map
P 7→
∥∥∥P (aN , a∗N)∥∥∥.
4. A family of non commutative random variables x = (x1, . . . , xp) is called a
free semicircular system when the non commutative random variables
are free, selfadjoint (xi = x∗i , i = 1, . . . , p), and for all k in N and i =
1, . . . , p, one has
τ [xki ] =
∫
tkdσ(t),
with dσ(t) = 12pi
√
4− t2 1|t|62 dt the semicircle distribution.
5. A non commutative random variable u is called a Haar unitary when it
is unitary (uu∗ = u∗u = 1) and for all n in N, one has
τ [un] =
{
1 if n = 0,
0 otherwise.
In their seminal paper [HT05], Haagerup and Thorbjørnsen proved the following
result.
Theorem 2.1.2 ( [HT05] The strong asymptotic freeness of independent GUE
matrices).
For any integer N > 1, let X(N)1 , . . . , X(N)p be N ×N independent GUE matrices
and let (x1, . . . , xp) be a free semicircular system in a C∗-probability space with
faithful state. Then, almost surely, for all polynomials P in p non commutative
indeterminates, one has∥∥∥P (X(N)1 , . . . , X(N)p )∥∥∥ −→
N→∞
∥∥∥P (x1, . . . , xp)∥∥∥,
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where ‖ · ‖ denotes the operator norm in the left hand side and the C∗-algebra in
the right hand side.
This theorem is a very deep result in random matrix theory, and had an im-
portant impact. Firstly, it had significant applications to C∗-algebra theory
[HT05, Pis03], and more recently to quantum information theory [BCN, Che82b].
Secondly, it was generalized in many directions. Schultz [Sch05] has shown that
Theorem 2.1.2 is true when the GUE matrices are replaced by matrices of the
Gaussian Orthogonal Ensemble (GOE) or by matrices of the Gaussian Symplec-
tic Ensemble (GSE). Capitaine and Donati-Martin [CDM07] and, very recently,
Anderson [And] has shown the analogue for certain Wigner matrices.
An other significant extension of Haagerup and Thorbjørnsen’s result was ob-
tained by one author (C. M.) in [Mal11], where he managed to show that if in
addition to independent GUE matrices, one also has an extra family of indepen-
dent matrices with strong limiting distribution, the result still holds.
Theorem 2.1.3 ( [Mal11] The strong asymptotic freeness of X(N)1 , . . . , X(N)p and
YN).
For any integer N > 1, we consider
– a family XN = (X(N)1 , . . . , X(N)p ) of N ×N independent GUE matrices,
– a family YN = (Y (N)1 , . . . , Y (N)q ) of N × N matrices, possibly random but
independent of XN .
In a C∗-probability space (A, .∗, τ, ‖ · ‖) with faithful trace, we consider
– a free semicircular system x = (x1, . . . , xp),
– a family y = (y1, . . . , yq) of non commutative random variables, free from
x.
Then, if y is the strong limit in distribution of YN , we have that (x,y) is the
strong limit in distribution of (XN ,YN). In other words, if we assume that
almost surely, for all polynomials P in 2q non commutative indeterminates, one
has
τN
[
P (YN ,Y∗N)
]
−→
N→∞
τ
[
P (y,y∗)
]
, (2.1)∥∥∥P (YN ,Y∗N)∥∥∥ −→
N→∞
∥∥∥P (y,y∗)∥∥∥, (2.2)
then, almost surely, for all polynomials P in p+ 2q non commutative indetermi-
nates, one has
τN
[
P (XN ,YN ,Y∗N)
]
−→
N→∞
τ
[
P (x,y,y∗)
]
, (2.3)∥∥∥P (XN ,YN ,Y∗N)∥∥∥ −→
N→∞
∥∥∥P (x,y,y∗)∥∥∥. (2.4)
It is natural to wonder whether the same property holds for unitary Haar ma-
trices, instead of GUE matrices. The main result of this paper is the following
theorem.
Theorem 2.1.4 (The strong asymptotic freeness of U (N)1 , . . . , U (N)p ,YN).
For any integer N > 1, we consider
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– a family UN = (U (N)1 , . . . , U (N)p ) of N × N independent unitary Haar ma-
trices,
– a family YN = (Y (N)1 , . . . , Y (N)q ) of N × N matrices, possibly random but
independent of UN .
In a C∗-probability space (A, .∗, τ, ‖ · ‖) with faithful trace, we consider
– a family u = (u1, . . . , up) of free Haar unitaries,
– a family y = (y1, . . . , yq) of non commutative random variables, free from
u.
Then, if y is the strong limit in distribution of YN , we have that (u,y) is the
strong limit in distribution of (UN ,YN).
The convergence in distribution of (UN ,YN) is the content of Voiculescu’s asymp-
totic freeness theorem and is recalled in order to give a coherent and complete
statement (see [AGZ10, Theorem 5.4.10] for a proof).
In order to solve this problem, it looks at first sight natural to attempt to mimic
the proof of Haagerup and Thorbjørnsen [HT05] and write a Master equation in
the case of unitary matrices. While this could be attempted via a Schwinger-
Dyson type argument, the computation are much more difficult than for GUE
matrices because of the non linearity of the R-transform in the unitary case. In
this paper, we take a completely different route to tackle this problem by build-
ing on Theorem 2.1.3 and using a series of folklore facts of classical probability
and random matrix theory.
Our method applies with minor modifications to the cases of Haar matrices on
the orthogonal and the symplectic groups by building on the result of Schultz
[Sch05]. Since an analogue of Theorem 2.1.3 for GOE or GSE matrices does not
exist yet, the result stated in this paper as Theorem 2.1.5 is less general than
Theorem 2.1.4 is for unitary Haar matrices. We show the following.
Theorem 2.1.5 (The strong asymptotic freeness of independent Haar matri-
ces).
For any integer N > 1, let U (N)1 , . . . , U (N)p be a family of N × N independent
orthogonal Haar matrices or 2N×2N independent symplectic Haar matrices and
let u1, . . . , up be free unitaries in a C∗-probability space with faithful state. Then,
almost surely, for all polynomials P in 2p non commutative indeterminates, one
has ∥∥∥P (U (N)1 , . . . , U (N)p , U (N)∗1 , . . . , U (N)∗p )∥∥∥ −→
N→∞
∥∥∥P (u1, . . . , up, u∗1, . . . , u∗p)∥∥∥,
where ‖ · ‖ denotes the operator norm in the left hand side and the C∗-algebra in
the right hand side.
Our paper is organized as follows. Section 2.2 provides the proofs of Theorem
2.1.4 and Theorem 2.1.5. Section 2.3 consists of further applications and con-
cluding remarks.
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2.2 Proof of Theorems 2.1.4 and 2.1.5
2.2.1 Idea of the proof
The keystone of the proof is the existence of an explicit coupling (UN , XN) of an
N ×N Haar matrix UN and an N ×N GUE matrix XN , consisting of
– a trivial coupling of the eigenvalues of UN and XN (they are independent),
– a deterministic coupling of their eigenvectors (UN and XN are diagonaliz-
able in a same basis),
such that the relative orders of the eigenvalues of XN and of the arguments of
the eigenvalues of UN with respect to a numeration of their eigenvectors are
consistent. Such a coupling is possible thanks to the unitary invariance of the
GUE law and of the Haar measure. Moreover, we can construct a function
hN : R→ S1, referred as the folding map, such that almost surely one has
UN = hN(XN). (2.5)
Formally, the function hN depends measurably on the pair (UN , XN), but we
will make a slight abuse of notation and denote it hN (note that actually the
dependence of hN on (UN , XN) becomes negligible as N → ∞ with probability
one - this observation will be made rigorous in the proof). Recall that for a map
f : C → C and a normal matrix M = V diag (x1, . . . , xN)V ∗, with V unitary,
the symbol f(M) denotes the normal matrix V diag
(
f(x1), . . . , f(xK)
)
V ∗. The
map hN is a not continuous and is random. It is obtained by combination of the
empirical cumulative functions of the eigenvalues of XN and of the arguments of
the eigenvalues of UN and XN (see definition (2.9) below). The construction of
hN is quite a classical trick in probability on the real line, sometimes referred as
the folding/unfolding of random variables, hence the name.
At the level of non commutative random variables, we have an analogue cou-
pling
u = h(x), (2.6)
between a Haar unitary u and a semicircular variable x in a C∗-probability space.
The map h : R → S1 is continuous. In particular, the symbol h(x) is computed
by functional calculus. If we consider U˜N = h(XN), we can deduce from Theorem
2.1.3 that (U˜N ,YN) converges strongly to (u,y) (i.e. we have the convergence
of normalized trace and norm for any polynomial). This idea is used in [HT05,
Part 8] to deduce results of C∗-algebra theory from the convergence of random
matrices.
Now, knowing the coupling (UN , XN) described above, it is actually possible
to get directly the strong convergence for (UN ,YN). We only have to estimate
‖UN − U˜N‖. This amounts to show the uniform convergence of the empirical
cumulative function of the eigenvalues of XN and of the general inverse of the
empirical cumulative function of the arguments of the eigenvalues of UN , which
is obtained as a byproduct of Wigner’s theorem and Dini’s type theorems.
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2.2.2 An almost sure coupling for random matrices
We first recall, in Proposition 2.2.1 below, the spectral theorem for unitary in-
variant random matrices, a well known result of random matrices theory.
Proposition 2.2.1 (Spectral theorem for unitary invariant random matrices).
Let MN be an N × N Hermitian or unitary random matrix whose distribution
is invariant under conjugacy by unitary matrices. Then, MN can be written
MN = VN∆NV ∗N almost surely, where
– VN is distributed according to the Haar measure on the unitary group,
– ∆N is the diagonal matrix of the eigenvalues ofMN , arranged in increasing
order if MN Hermitian, and in increasing order with respect to the set of
arguments in [−pi, pi[ if MN is unitary,
– VN and ∆N are independent.
We recall a proof for the convenience of the readers. We actually use the proposi-
tion only for unitary Haar and GUE matrices, which are two cases where almost
surely the eigenvalues are distinct. This fact brings slight conceptual simplifica-
tions, which nevertheless do not change the proof. Hence, we prefer to state the
proposition without any restriction on the multiplicity of the matrices.
Proof. By reasoning conditionally, one can always assume that the multiplicities
of the eigenvalues of MN is almost surely constant. We denote by (N1, . . . , NK)
the sequence of multiplicities when the eigenvalues are considered in the natural
order in R or in increasing order with respect to their argument in [−pi, pi[.
Since almost surely MN is normal, it can be written MN = V˜N∆N V˜N , where
V˜N is a random unitary matrix and ∆N is as announced. The choice of V˜N can
be made in a measurable way, for instance by requiring that the first nonzero
element of each column of VN is a positive real number.
Let (u1, . . . , uK) be a family of independent random matrices, independent of
(∆N , V˜N) and such that for any k = 1, . . . , K, the matrix uk is distributed ac-
cording to the Haar measure on U(Nk), the group of Nk ×Nk unitary matrices.
We set
VN = V˜N diag (u1, . . . , uK),
and claim that the law of VN depends only on the law ofMN , not in the choice of
the random matrix V˜N . Indeed, let MN = V¯N∆N V¯N be an other decomposition,
where V¯N is a unitary random matrix, independent of (u1, . . . , uK). The multi-
plicities of the eigenvalues being N1, . . . , NK , there exists (v1, . . . , vK) in U(N1)×
· · · × U(NK), independent of (u1, . . . , uK), such that V¯N = V˜N diag (v1, . . . , vK).
Hence, we get V¯N diag (u1, . . . , uK) = V˜N diag (v1u1, . . . , vKuK), which is equal
in law to VN . This proves the claim.
Let WN be an N × N unitary matrix. Then WNMNW ∗N =
(WN V˜N)∆N(WN V˜N)∗. By the above, since MN and WNMNW ∗N are equal in law,
then VN andWNVN are also equal in law. Hence VN is Haar distributed in U(N).
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It remains to show the independence between VN and ∆N . Let f : U(N)→ C and
g : MN(C)→ C two bounded measurable functions such that g depends only on
the eigenvalues of its entries. Then one as E
[
f(VN)g(∆N)
]
= E
[
f(VN)g(MN)
]
.
Let WN be Haar distributed in U(N), independent of (VN ,∆N). Then by the
invariance under unitary conjugacy of the law of MN , one has
E
[
f(VN)g(∆N)
]
= E
[
f(WNVN)g(WNMNW ∗N)
]
= E
[
f(WNVN)g(∆N)
]
= E
[
E
[
f(WNVN)
∣∣∣VN ,∆N]g(∆N)]
= E
[
f(WN)
]
E
[
g(∆N)
]
= E
[
f(VN)
]
E
[
g(∆N)
]
.
We are ready to construct the desired coupling. For the purposes of this paper,
we start with a Haar unitary matrix, and then construct a GUE matrix.
Let UN be an N × N unitary Haar matrix. By Proposition 2.2.1, we can
write UN = VN∆NV ∗N , where VN is a Haar unitary matrix, independent of
∆N = diag (eiθ
(N)
1 , . . . , eiθ
(N)
N ), and
−pi 6 θ(N)1 6 · · · 6 θ(N)N < pi.
We consider a random diagonal matrix ∆˜N = diag (λ(N)1 , . . . , λ
(N)
N ), independent
of (VN ,∆N) and such that the random vector (λ(N)1 , . . . , λ
(N)
N ) has the law of the
eigenvalues of a GUE matrix, sorted in increasing order. We set
XN := VN∆˜NV ∗N ,
which is a GUE matrix by Proposition 2.2.1. Hence the announced coupling
(UN , XN).
We now define the map hN which gives UN = hN(XN). In the sequel, we will omit
the superscript (N) and replace the notations λ(N)1 , . . . , λ
(N)
N by λ1, . . . , λN and
θ
(N)
1 , . . . , θ
(N)
N by θ1, . . . , θN . Let FXN : R → [0, 1] be the empirical cumulative
distribution function of {λ1, . . . , λN}, i.e. for all t in R,
FXN (t) = N−1
N∑
j=1
1]−∞,λj ](t). (2.7)
The eigenvalues of a GUEmatrix are distinct with probability one, and λ1, . . . , λN
are arranged in increasing order. Then, almost surely and for any j = 1, . . . , N ,
one has FXN (λj) = j/N . Remark that the push forward of the uniform measure
on the spectrum of XN is the uniform measure on {1/N, 2/N, . . . , 1}, a phe-
nomenon sometimes referred as the unfolding trick.
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Let FUN : [−pi, pi] → [0, 1] be the empirical cumulative distribution function
of {θ1, . . . , θN} (defined as in (2.7) with the λj’s replaced by the θj’s). Let
F−1UN : [0, 1]→ [−pi, pi] be its generalized inverse i.e. for all s in ]0, 1],
F−1UN (s) = inf
{
t ∈ [−pi, pi]
∣∣∣ FUN (t) > s}. (2.8)
By the arrangement of the eigenvalues of UN , for any j = 1, . . . , N , one has
F−1UN (j/N) = θj. Remark that the push forward of the uniform measure on{1/N, 2/N, . . . , 1} is the uniform measure on the spectrum of UN . This step is
sometimes called the folding trick.
We set the random function
hN : R → S1
t 7→ exp
(
iF−1UN ◦ FXN (t)
)
.
(2.9)
By construction, almost surely for any j = 1, . . . , N , one has hN(λj) = eiθj , and
hence, we get the expected relation between UN and XN : almost surely one has
hN(XN) = VN diag
(
hN(λ1), . . . , hN(λN)
)
V ∗N = UN . (2.10)
In the following, we call hN the folding map associated to the coupling (UN , XN).
2.2.3 A coupling for non commutative random variables
Let Fx : R → [0, 1] be the cumulative distribution function of the semicircular
law with radius two, i.e. for all t in R,
Fx(t) =
∫ t
−∞
1
2pi
√
4− y2dy. (2.11)
Let F−1u : [0, 1]→ [−pi, pi] be the inverse of the cumulative distribution function
of the Lebesgue measure on [−pi, pi], i.e. for all s in [0, 1],
F−1u (s) = 2pi
(
s− 12
)
. (2.12)
We define the continuous function
h : R → S1
t 7→ exp
(
iF−1u ◦ Fx(t)
)
.
(2.13)
By construction, the push forward of the semicircular law with radius two is
the uniform measure on the unit circle. Let u be a Haar unitary and x be a
semicircular variable in a C∗-probability space (A, .∗, τ, ‖·‖) (we do not care about
the possible relation between u and x). Let y be a family of non commutative
random variables in A, free from u and x. Then, one has the equality in non
commutative law (
h(x),y
) Ln.c.= (u,y), (2.14)
In other words, for any polynomial P in 2 + q non commutative indeterminates,
one has τ
[
P (h(x), h(x)∗,y)
]
= τ
[
P (u, u∗,y)
]
and then ‖P (h(x), h(x)∗,y)‖ =
‖P (u, u∗,y)‖ if τ is faithful. The symbol h(x) is computed by functional calculus
(see [NS06, Lecture 3]).
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2.2.4 Proof of Theorem 2.1.4
Let UN ,YN ,u,y be as in Theorem 2.1.4. Without loss of generality, one can
assume that the matrices YN are Hermitian, at the possible cost of replacing the
collection of matrices by the collection their real and imaginary parts.
Let XN = (X(N)1 , . . . , X(N)p ) be a family of independent N × N GUE matrices
such that
– (U (N)1 , X
(N)
1 ), . . . , (U (N)p , X(N)p ),YN are independent,
– for any j = 1, . . . , p, (U (N)j , X
(N)
j ) is a coupling constructed by the method
of Section 2.2.2, whose folding map is denoted h(N)j .
Let h the function defined in Section 2.2.3 by formula (2.13). For any j =
1, . . . , p, we set the N ×N unitary random matrix U˜ (N)j = h(X(N)j ). We denote
U˜N = (U˜ (N)1 , . . . , U˜ (N)p ). Theses matrices are not Haar distributed: for instance,
as it is noticed in [HT05, Remark 8.3], the matrix U˜ (N)1 is the identity matrix
with (small but) nonzero probability. Nevertheless, it is a known consequence of
Theorem 2.1.3 that the family of matrices U˜N converges strongly to the family
u of free Haar unitaries (see [HT05, Section 8]). We only need here the norm
convergence, and we recall a proof for the convenience of the readers.
Lemma 2.2.2. Almost surely, for every polynomial P in 2+ q non commutative
indeterminates, one has∥∥∥P (U˜N , U˜∗N ,YN)∥∥∥ −→
N→∞
∥∥∥P (u,u∗,y)∥∥∥,
where U˜N =
(
h(X(N)1 ), . . . , h(X(N)p )
)
.
We shall need the following lemma.
Lemma 2.2.3. Let a = (a1, . . . , an) and b = (b1, . . . , bn) be families of ele-
ments in a C∗-algebra (A, ‖ · ‖). Denote D the supremum of ‖a1‖, , . . . , ‖an‖ and
‖b1‖, . . . , ‖bn‖, 1. Then for every polynomial P in n non commutative indetermi-
nates one has ∥∥∥P (a)− P (b)∥∥∥ 6 βDα−1 n∑
i=1
‖ai − bi‖,
where the constant β depends only on P and α is the total degree of P .
Proof of Lemma 2.2.3. It is sufficient to show that there exist β such that, for
any a, b, c = (c1, . . . , cn−1) in A, with D = sup(‖a‖, ‖b‖, ‖c1, . . . , cn−1‖), one has∥∥∥P (a, c)− P (b, c)∥∥∥ 6 βDα−1‖a− b‖,
and then apply n times this fact. Moreover, it is sufficient to show this inequal-
ity when P is a monic monomial, of positive degree in the first indeterminate.
For such a polynomial P , there exist two monic monomial L and R such that
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P (a, c) = L(c)aR(a, c), P (b, c) = L(c)bR(b, c). Then, one has∥∥∥P (a, c)− P (b, c)∥∥∥
6
∥∥∥L(c)∥∥∥× ∥∥∥aR(a, c)− bR(b, c)∥∥∥
6
∥∥∥L(c)∥∥∥(∥∥∥aR(a, c)− bR(a, c)∥∥∥+ ∥∥∥bR(a, c)− bR(b, c)∥∥∥)
6 Dα−1‖a− b‖+
∥∥∥L(c)∥∥∥× ‖b‖ × ∥∥∥R(a, c)−R(b, c)∥∥∥.
By induction on the degree of the monomials, we get the result.
Proof of Lemma 2.2.2. In the following we use the notation f(a) for(
f(a1), . . . , f(ak)
)
whenever a = (a1, . . . , ak) is a family of normal elements of
a C∗-algebra and f : C → C a continuous map. For any ε > 0, let hε be a
polynomial such that |h(x)− hε(x)| 6 ε for all x in [−3, 3]. For any polynomial
P in 2p+ q non commutative indeterminates, one has∣∣∣∣∥∥∥P (U˜N , U˜∗N ,YN)∥∥∥− ∥∥∥P (u,u∗,y)∥∥∥∣∣∣∣
=
∣∣∣∣∣
∥∥∥∥P(h(XN), h(XN),YN)∥∥∥∥− ∥∥∥∥P(h(x), h(x),y)∥∥∥∥
∣∣∣∣∣
6
∥∥∥∥P(h(XN), h(XN),YN)− P(hε(XN), hε(XN),YN)∥∥∥∥
+
∣∣∣∣∣
∥∥∥∥P(hε(XN), hε(XN),YN)∥∥∥∥− ∥∥∥∥P(hε(x), hε(x),y)∥∥∥∥
∣∣∣∣∣
+
∥∥∥∥P(h(x), h(x),y)− P(hε(x), hε(x),y)∥∥∥∥
By Theorem 2.1.3, one has almost surely∣∣∣∣∣
∥∥∥∥P(hε(XN), hε(XN),YN)∥∥∥∥− ∥∥∥∥P(hε(x), hε(x),y)∥∥∥∥
∣∣∣∣∣ −→N→∞ 0.
On the other hand, by Lemma 2.2.3, we have almost surely∥∥∥∥P(h(XN), h(XN),YN)− P(hε(XN), hε(XN),YN)∥∥∥∥
6 C
p∑
j=1
∥∥∥h(X(N)j )− hε(X(N)j )∥∥∥ (2.15)
∥∥∥∥P(h(x), h(x),y)− P(hε(x), hε(x),y)∥∥∥∥
6 C
p∑
j=1
∥∥∥h(xj)− hε(xj)∥∥∥, (2.16)
where C is a constant that only depends on P and on a (random) bound D such
that for any j = 1, . . . , q, one has ‖Y (N)j ‖ 6 D. By Theorem 2.1.2, almost surely
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there exists N0 such that for any N > N0 and j = 1, . . . , p, one has ‖X(N)j ‖ 6 3.
Moreover, the support of the semicircular distribution is [−2, 2]. Then, almost
surely for N large enough, the two quantities (2.15) and (2.16) are bounded by
Cε. Hence, we have shown that almost surely,
∥∥∥P (U˜N , U˜∗N ,YN)∥∥∥ −→
N→∞
∥∥∥P (u,u∗,y)∥∥∥. (2.17)
Since a countable intersection of probability one sets is again of probability one,
we get that almost surely, (2.17) holds for all polynomials P with coefficients in
Q. Both sides in (2.17) are continuous in P , hence we obtain the expected result
by density of polynomials with rational coefficients.
Let P be a polynomial in 2p + q non commutative indeterminates. We want to
show that: almost surely one has
∥∥∥P (UN ,U∗N ,YN)∥∥∥ −→
N→∞
∥∥∥P (u,u∗,y)∥∥∥,
which will be enough to show Theorem 2.1.4 by the same reasoning as in the end
of the proof of Lemma 2.2.2. We set the random variable
εN =
∣∣∣∣∥∥∥P (U˜N , U˜∗N ,YN)∥∥∥− ∥∥∥P (u,u∗,y)∥∥∥∣∣∣∣,
which tends to zero almost surely by Lemma 2.2.2. Now, one has by Lemma
2.2.3
∣∣∣∣∥∥∥P (UN ,U∗N ,YN)∥∥∥− ∥∥∥P (u,u∗,y)∥∥∥∣∣∣∣
6
∥∥∥P (UN ,U∗N ,YN)− P (U˜N , U˜∗N ,YN)∥∥∥+ εN (2.18)
6 C
p∑
j=1
‖U (N)j − U˜ (N)j ‖+ εN , (2.19)
where C is a constant that only depends on P and on a bound D such that
for any j = 1, . . . , q, one has ‖Y (N)j ‖ 6 D. It remains to show that, for any
j = 1, . . . , p, almost surely ‖U (N)j − U˜ (N)j ‖ tends to zero as N goes to infinity. For
any j = 1, . . . , p, recall that almost surely
U
(N)
j = h
(N)
j (X
(N)
j ), U˜
(N)
j = h(X
(N)
j ),
where h(N)j is the folding map associated to the coupling (U
(N)
j , X
(N)
j ) and h is
given by formula (2.13). For any j = 1, . . . , p, we denote by λ1(j), . . . , λN(j) the
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eigenvalues of X(N)j . Hence, one has
‖U (N)j − U˜ (N)j ‖
=
∥∥∥h(N)j (X(N)j )− h(X(N)j )∥∥∥
=
∥∥∥∥ exp (iF−1U(N)j ◦ FX(N)j (X(N)j )
)
− exp
(
iF−1u ◦ Fx(X(N)j )
)∥∥∥∥
6 sup
n=1,...,N
∣∣∣∣ exp (iF−1U(N)j ◦ FX(N)j (λn(j))
)
− exp
(
iF−1u ◦ Fx(λn(j))
)∣∣∣∣
6 sup
n=1,...,N
∣∣∣∣F−1U(N)j ◦ FX(N)j (λn(j))− F−1u ◦ Fx(λn(j))
∣∣∣∣
6 sup
n=1,...,N
∣∣∣∣F−1U(N)j ◦ FX(N)j (λn(j))− F−1u ◦ FX(N)j (λn(j))
∣∣∣∣
+ sup
n=1,...,N
∣∣∣∣F−1u ◦ FX(N)j (λn(j))− F−1u ◦ Fx(λn(j))
∣∣∣∣
6
∥∥∥F−1
U
(N)
j
− F−1u
∥∥∥
L∞([0,1])
+ 2pi
∥∥∥F
X
(N)
j
− Fx
∥∥∥
L∞([0,1])
. (2.20)
We shall need two lemmas in order to conclude the proof. The first one is famous
in real analysis and is known as Dini’s lemma.
Lemma 2.2.4. For any n in N ∪ {∞}, let fn : R → [0, 1] be a non decreasing
function such that lim
x→−∞fn(x) = 0 and limx→+∞fn(x) = 1. Assume that f∞ is
continuous and that fn converges pointwise to f∞ on R. Then fn converges
uniformly to f∞ on R.
Proof. Let ε > 0. We set K the ceiling of 2/ε. For any j = 1, . . . , K − 1, we
set xj = f−1∞ ( iK ), where f
−1
∞ denotes the generalized inverse of f−1∞ defined as
in (2.8). We also set x0 = −∞ and xK = +∞. In the following we use the
convention fn(−∞) = f∞(−∞) = 0 and fn(+∞) = f∞(+∞) = 1. By the
pointwise convergence of fn to f∞ at the points x1, . . . , xK−1: there exists n0
such that for any n > n0 and j = 1, . . . , K − 1, one has
|fn(xj)− f∞(xj)| 6 ε2 . (2.21)
Let n > n0. For any x in R, let j in {0, . . . , K} such that xj 6 x < xj+1. Since
the functions are non decreasing, one has fn(xi)− f∞(xi+1) 6 fn(x)− f∞(x) 6
fn(xi+1)− f∞(xi), and so, by (2.21), we get
−ε2 − f∞(xi) + f∞(xi+1) 6 fn(x)− f∞(x) 6
ε
2 + f∞(xi+1)− f∞(xi).
The continuity of f∞ implies that f∞(xi) = i/K. Hence we get |fn(x)−f∞(x)| 6
1/K + ε/2 6 ε.
Lemma 2.2.5. For any n in N∪{∞}, let fn : [a, b]→ [0, 1] be a non decreasing
function. Assume that f∞ is differentiable in [a, b], its derivative is positive and
fn converges uniformly to f∞ as n goes to infinity. Then f−1n converges uniformly
to f−1∞ as n goes to infinity, where f−1 stands for the generalized inverse of fn,
defined as in (2.8).
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Proof. It is sufficient to prove the pointwise convergence of f−1n to f−1∞ . Indeed,
f−1∞ is continuous on [0, 1]. So, the pointwise convergence granted, we can extend
for any n in N ∪ {∞} the map f−1n on R by fn(x) = a if x < 0 and fn(x) = b if
x > 1, and then apply Lemma 2.2.4 to (f−1n − a)/(b− a).
Let α > 0 such that f ′∞(x) > α for any x in [a, b]. By the mean value theo-
rem, we get that for any ε > 0
Uε :=
{
(x, y) ∈ [a, b]× [0, 1]
∣∣∣∣ |y − f∞(x)| 6 ε}
⊂ Vε :=
{
(x, y) ∈ [a, b]× [0, 1]
∣∣∣∣ |x− f−1∞ (y)| 6 εα
}
. (2.22)
Let ε > 0. By the uniform convergence, there exists n0 such that for any n > n0,
the graph of fn is contained in Uαε. Let n > n0 and t in [0,1]. If f−1n (t) is a point
of continuity for fn, then fn ◦ f−1n (t) = t. So (f−1n (t), t) is in the graph of fn and
it belongs to Uαε.
Otherwise, denote by t1, respectively t2, the left limit, respectively the right
limit, of fn in f−1n (t). These limits exist since fn is non decreasing. By def-
inition of the generalized inverse, t belongs to the interval [t1, t2]. Moreover,
the vertical sections of Uαε are convex. Hence, if we show that (f−1n (t), t1) and
(f−1n (t), t2) are in Uαε, we get that (f−1n (t), t) also belongs to this set. Since
f∞ is continuous then Uαε is closed in R2. On the other hand, we can find
η > 0 arbitrary small such that f−1n (t) − η is a point of continuity for fn,
and hence
(
f−1n (t) − η, fn
(
f−1n (t) − η
) )
belongs to Uαε. As η goes to zero,(
f−1n (t) − η, fn
(
f−1n (t) − η
) )
converges to (f−1n (t), t1) and hence (f−1n (t), t1)
belongs to Uαε. With the same reasoning with t2, we get as expected that
(f−1n (t), t) is in Uαε. Hence by (2.22) we obtain that (f−1n (t), t) belongs to Vε, i.e.
|f−1n (t)− f−1∞ (t)| 6 ε.
By Wigner’s theorem [Gui09, Theorem 1.13], almost surely the empirical eigen-
value distribution of X(N)j converges to the semicircular law with radius two, and
hence F
X
(N)
j
converges pointwise to Fx. By Lemma 2.2.4, we get that almost
surely ‖F
X
(N)
j
− Fx‖L∞([0,1]) goes to zero as N goes to infinity.
Similarly, almost surely the empirical eigenvalue distribution of U (N)j converges
to the uniform measure on the unit circle [AGZ10, Theorem 5.4.10]. Hence we
get that almost surely ‖F
U
(N)
j
− Fu‖L∞([0,1]) tends to zero and by Lemma 2.2.5
we have that almost surely ‖F−1
U
(N)
j
−F−1u ‖L∞([0,1]) goes to zero asN goes to infinity.
Hence, by (2.19) and (2.20) we obtain that: for any polynomial P , almost surely
one has ∥∥∥P (UN ,U∗N ,YN)∥∥∥ −→
N→∞
∥∥∥P (u,u∗,y)∥∥∥, (2.23)
which completes the proof.
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2.2.5 Proof of Theorem 2.1.5
The proof of Theorem 2.1.5 is obtained by changing the words unitary, Her-
mitian and GUE into orthogonal, symmetric and GOE, respectively symplectic,
self dual and GSE, by taking YN = 0 and citing the main results of [Sch05] in-
stead of Theorem 2.1.3. In the symplectic case, we also have to consider matrices
of even size.
2.3 Applications
Our main result has the potential for many applications in random matrix theory.
2.3.1 The spectrum of the sum and the product of Her-
mitian random matrices
Corollary 2.3.1. Let AN , BN be two N × N independent Hermitian random
matrices. Assume that:
1. the law of one of the matrices is invariant under unitary conjugacy,
2. almost surely, the empirical eigenvalue distribution of AN (respectively BN)
converges to a compactly supported probability measure µ (respectively ν),
3. almost surely, for any neighborhood of the support of µ (respectively ν),
for N large enough, the eigenvalues of AN (respectively BN) belong to the
respective neighborhood.
Then, one has
– almost surely, for N large enough, the eigenvalues of AN + BN belong to
a small neighborhood of the support of µ  ν, where  denotes the free
additive convolution (see [NS06, Lecture 12]).
– if moreover BN is nonnegative, then the eigenvalues of
(BN)1/2AN(BN)1/2 belong to a small neighborhood of the support of µν,
where  denotes the free multiplicative convolution (see [NS06, Lecture
14]).
Corollary 2.3.1 can be applied in the following situation. Let AN be an N ×
N Hermitian random matrix whose law is invariant under unitary conjugacy.
Assume that, almost surely, the empirical eigenvalue distribution of AN converges
to a compactly supported probability measure µ and its eigenvalues belong to
the support of µ for N large enough. Let ΠN be the matrix of the projection
on first pN coordinates, ΠN = diag (1pN ,0N−pN ), where pN ∼ tN , t ∈ (0, 1).
We consider the empirical eigenvalue distribution µN of the Hermitian random
matrix
ΠnAnΠn.
Then, it follows from a Theorem of Voiculescu [Voi98] (see also [Col03]) that
almost surely µN converges weakly to the probability measure µ(t) = µ  [(1 −
t)δ0 + tδ1]. This distribution is important in free probability theory because
of its close relationship to the free additive convolution semigroup (see [NS06,
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Exercise 14.21]). Besides, the eigenvalue counting measure µN was proved to be
a determinantal point process obtained as the push forward of a uniform measure
in a Gelfand-Cetlin cone [Def10]. Very recently, it was proved by Metcalfe [Met]
that the eigenvalues satisfy universality property inside the bulk of the spectrum.
Our result complement his, by showing that almost surely, for N large enough
there is no eigenvalue outside of any neighborhood of the spectrum of µ(t).
Proof of Corollary 2.3.1. Without loss of generality, assume that the law of AN
is invariant under unitary conjugacy. Let D(N)1 = diag (λ
(N)
1 , . . . , λ
(N)
N ) be the
diagonal matrix whose entries are the eigenvalues of BN , sorted in non decreasing
order. For any ρ in [0, 1], we set
D
(N)
1 (ρ) = diag (λ
(N)
1+bρNc, . . . , λ
(N)
N+bρNc), with indices modulo N.
By the spectral theorem, we can write BN = VN(ρ)D(N)1 (ρ)VN(ρ)∗, where VN(ρ)
is unitary, (VN(ρ), D(N)1 (ρ)) being independent of AN . The law of the Hermi-
tian matrix VN(ρ)∗ANVN(ρ) is still invariant under unitary conjugacy. Then, by
Proposition 2.2.1, we can write VN(ρ)∗ANVN(ρ) = UND(N)2 U∗N , where UN is a
Haar unitary matrix, D(N)2 is a real diagonal matrix whose entries are non de-
creasing along the diagonal, UN , D(N)1 , D
(N)
2 are independent.
By [Mal11, Corollary 2.1], there exists ρ in [0, 1] such that, almost surely, the non
commutative law of (D(N)1 (ρ), D
(N)
2 ) converges strongly to the law of a couple of
non commutative random variables (d1, d2) in a C∗-probability space (A, .∗, τ, ‖·‖)
with faithful trace. Let u be a Haar unitary in A, free from (d1, d2). By Theo-
rem 2.1.4, we get that almost surely UND(N)1 (ρ)U∗N +D
(N)
2 converges strongly to
ud1u
∗+d2. The spectrum of AN +BN being the spectra of UND(N)1 (ρ)U∗N +D
(N)
2 ,
we get the first point of Corollary 2.3.1 since strong convergence of random ma-
trices implies convergence of the support.
We get the second point of Corollary 2.3.1 with the same reasoning on(
(D(N)1 (ρ))1/2, D
(N)
2
)
. The application stated after Corollary 2.3.1 follows by
taking ΠN = BN , which satisfies the assumptions since t ∈ (0, 1), and remarking
that Π1/2N = ΠN .
2.3.2 Questions from operator space theory
The following question was raised by Gilles Pisier to one author (B.C.) ten years
ago: Let U (N)1 , . . . , U (N)p be N ×N independent unitary Haar random matrices.
Is it true that ∥∥∥∥ p∑
i=1
U
(N)
i
∥∥∥∥ −→
N→∞
2
√
p− 1 (2.24)
almost surely? This question is very natural from the operator space theory point
of view, and although at least ten years old, it was still open before this paper.
96
Chapter 2. The strong asymptotic freeness of Haar and
deterministic matrices
Our main theorem implies immediately that the answer is positive since 2
√
p− 1
is the norm of the sum of p free Haar unitaries, a computation that goes back to
a paper of Akemann and Ostrand [AO76]. We can give some generalizations of
(2.24).
From [AO76], we can deduce more generally that for any complex numbers
a1, . . . , ap, almost surely one has∥∥∥∥ p∑
i=1
aiU
(N)
i
∥∥∥∥ −→
N→∞
min
t>0
{
2t+
p∑
i=1
(√
t2 + |ai|2 − t
)}
.
By a result of Kesten [Kes59], the norm of the sum of p free Haar unitaries and
of their conjugate equals 2
√
2k − 1. Hence, we get from our result that almost
surely one has ∥∥∥∥ p∑
i=1
(
U
(N)
i + U
(N)∗
i
)∥∥∥∥ −→
N→∞
2
√
2p− 1.
Furthermore, recall that from Theorem 2.1.4 we can deduce the following corol-
lary (see [Mal11, Proposition 7.3] for a proof). We use the notations of Theorem
2.1.4.
Corollary 2.3.2. Let k > 1 be an integer. For any polynomial P with coeffi-
cients in Mk(C), almost surely one has
‖P (UN ,U∗N ,YN ,Y∗N)‖ −→
N→∞
‖P (u,u∗,y,y∗)‖,
where ‖ · ‖ stands in the left hand side for the operator norm in MkN(C) and in
the right hand side for the C∗-algebra norm in Mk(A).
By Corollary 2.3.2 and Fell’s absorption principle [Pis03, Proposition 8.1], we
can answer the question asked by Pisier in [Pis03, Chapter 20]: for any k × k
unitary matrices a1, . . . , ap, almost surely one has∥∥∥∥ p∑
i=1
ai ⊗ U (N)i
∥∥∥∥ −→
N→∞
2
√
p− 1.
2.3.3 Haagerup’s inequalities
Let u = (u1, . . . , up) be free Haar unitaries in a C∗-probability space (A, .∗, τ, ‖·
‖). For any integer d > 1, we denote by Wd the set of elements of A of length d
in (u,u∗), i.e.
Wd =
{
uε1j1 . . . u
εd
jd
∣∣∣∣ j1 6= · · · 6= jd, εj ∈ {1, ∗} ∀j = 1, . . . , d }.
In 1979, Haagerup [Haa79] has shown that one has∥∥∥∥∑
n>1
αnxn
∥∥∥∥ 6 (d+ 1)‖α‖2, (2.25)
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for any sequence (xn)n>1 of elements inWd and sequence α = (αn)n>1 of complex
numbers whose `2-norm is denoted by
‖α‖2 =
√∑
n>1
|α|2.
This result, known as Haagerup’s inequality, has many applications and has been
generalized in many ways. For instance, Buchholz has generalized (2.25) in an
estimate of ∑n>1 an ⊗ xn, where the an are now k × k matrices. Let UN be a
family of p independent N × N unitary Haar matrices. As a byproduct of our
main result, we then get from (2.25) an estimate of the norm of matrices of the
form ∑
n>1
αnX
(N)
n ,
where for any n > 1, the matrix X(N)n is a word of fixed length in (UN ,U∗N).
Kemp and Speicher [KS07] have generalized Haagerup’s inequality forR-diagonal
elements in the so-called holomorphic case. Theorem 2.1.4 established, the con-
sequence for random matrices sounds relevant since it allows to consider combi-
nations of Haar and deterministic matrices. The result of [KS07] we state below
has been generalized by de la Salle [dlS09] in the case where the non commutative
random variables have matrix coefficients. This situation could be interesting for
practical applications, where block random matrices are sometimes considered
(see [TV04] for applications of random matrices in telecommunication). Never-
theless, we only consider the scalar version for simplicity.
Recall that a non commutative random variable a is called an R-diagonal el-
ement if it can be written a = uy, for u a Haar unitary free from y (see [NS06]).
Let a = (a1, . . . , ap) be a family of free, identically distributed R-diagonal el-
ements in a C∗-probability space (A, .∗, τ, ‖ · ‖). We denote by W+d the set of
elements of A of length d in a (and not its conjugate), i.e.
W+d =
{
aj1 . . . ajd
∣∣∣∣ j1 6= · · · 6= jd }.
Kemp and Speicher have shown the following, where the interesting fact is that
the constant (d + 1) is replace by a constant of order
√
d+ 1: for any sequence
(xn)n>1 of elements of W+d and any sequence α = (αn)n>1, one has∥∥∥∥∑
n>1
αnxn
∥∥∥∥ 6 e√d+ 1∥∥∥∥∑
n>1
αnxn
∥∥∥∥
2
, (2.26)
where ‖ · ‖2 denotes the L2-norm in A, given by ‖x‖2 = τ [x∗x]1/2 for any a
in A. In particular, if a is a family of free unitaries (i.e. y = 1) then we get
‖∑n>1 αnxn∥∥∥∥
2
= ‖α‖2, so that (2.26) is already an improvement of (2.25) with-
out the generalization on R-diagonal elements.
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Now let UN = (U (N)1 , . . . , U (N)p ),VN = (V
(N)
1 , . . . , V
(N)
p ) be families of N × N
independent unitary Haar matrices and YN = (Y (N)1 , . . . , Y (N)p ) be a family of
N ×N deterministic Hermitian matrices. Assume that for any j = 1, . . . , p, the
empirical spectral distribution of Y (N)j converges weakly to a measure µ (that
does not depend on j) and that for N large enough, the eigenvalues of Y (N)j
belong to a small neighborhood of the support of µ. We set for any j = 1, . . . , p
the random matrix
A
(N)
j = U
(N)
j Y
(N)
j V
(N)∗
j .
From Theorem 2.1.4 and [Mal11, Corollary 2.1], we can deduce that almost surely
the family (A1, . . . , Ap) converges strongly in law to a family of free R-diagonal
elements (a1, . . . , ap), identically distributed. Hence, inequality (2.26) gives an
asymptotic bound for the norm of a random matrix of the form∑
n>1
αnX
(N)
n ,
where for any n > 1, the matrix X(N)n is a word of fixed length in A
(N)
j , . . . , A
(N)∗
j .
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abstract:
We characterize the limiting eigenvalue distribution of N by N Hermitian ma-
trices obtained as polynomial in certain random and deterministic matrices
when their size goes to infinity. The random matrices, called heavy Wigner
matrices, are independent, Hermitian and their sub-diagonal entries are inde-
pendent, distributed according to a probability measure whose moments are
large when N is large. The deterministic matrices are assumed to satisfy
a new kind of convergence, called the convergence in distribution of traffics.
This convergence carries much more information on the N by N matrices than
the convergence in the sense of free probability. For an adjacency matrix of
a graph, this convergence is equivalent to the weak local convergence of the
graph.
3.1 Introduction
The ensemble of Wigner matrices has been introduced by Wigner [Wig58] in
1958. An N by N real matrix XN is called a Wigner matrix whenever it is
Hermitian and the sub-diagonal entries of
√
NXN are independent, identically
distributed according to a probability measure whose moments are finite. This
ensemble forms a large class of universality, in the sense that most of the sta-
tistical properties of the spectrum of a large Wigner matrix does not depend on
the detail of the law of its entries.
The most famous result of universality is Wigner’s semicircular law. Let XN
be a Wigner matrix such that the sub-diagonal entries of
√
NXN are of variance
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1. Then, Wigner has proved [Wig58] that the mean eigenvalue distribution LXN
of XN converges in moments to the semicircular law with radius 2, i.e. for any
polynomial P , one has
LXN (P ) = E
[
τN
[
P (XN)
]]
−→
N→∞
∫ 2
−2
P (t) 12pi
√
4− t2dt,
where τN denotes the normalized trace of N by N matrices and E denotes the
expectation relative to the entries of XN . The matrix P (XN) is obtained by
functional calculus.
This result has been generalized in many directions. In this article, we are inter-
ested in the situation where many matrices are involved. The pioneering works
in this context are due to Voiculescu [Voi91] in 1991. They had a strong impact
since Voiculescu has established in these papers a connection between random
matrix theory and free probability. His main theorem in [Voi91] have been gen-
eralized by Dykema [Dyk93] who has shown in 1993 the following result. Let
X
(N)
1 , . . . , X
(N)
p be independent N by N Wigner matrices (in [Voi91] the matri-
ces are Gaussian). Let P be a polynomial in p non commutative indeterminates
such that almost surely the matrix HN = P (X(N)1 , . . . , X(N)p ) is Hermitian. Then,
the mean eigenvalue distribution of HN converges in moments to a probability
measure on the real line which only depends on the polynomial P . Moreover, its
limit can be described in the context of Voiculescu’s free probability theory.
This article is motivated by the following question: how can we generalize
Voiculescu’s theorem for symmetric matrices with independent heavy tailed en-
tries, and then understand an analogue of free probability theory for these matri-
ces? In term of methodology, the main difficulty is the absence of reference model
for heavy tailed matrices, as the Gaussian matrices are for Wigner matrices. To
avoid this difficulty, we consider the following ensemble of random matrices.
Definition 3.1.1 (Heavy Wigner matrices).
A sequence of random matrices (XN)N>1 is called a sequence of heavy Wigner
matrices whenever
1. for any N > 1, the matrix AN =
√
NXN is N by N , real symmetric.
The sub-diagonal entries of AN are independent, identically distributed
according to a measure p(N) on R which possesses all its moments,
2. for any k > 1, the sequence of 2k-th moments satisfies
ak := lim
N→∞
∫
t2kdp(N)(t)
Nk−1
exists in R,
3. one has
√
N
∫
tdp(N)(t) = o(Nβ) for any β > 0.
The sequence of non negative numbers (ak)k>1 is called the parameter of (XN)N>1.
When we say that an N by N random matrix XN is a heavy Wigner matrix, we
implicitly mean that we have considered a sequence (XN)N>1 ; by the parameter
of XN , we mean the parameter of this sequence. We say that the parameter
(ak)k>1 of a heavy Wigner matrix is trivial as soon as ak = 0 for any k > 2.
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A Wigner matrix is then a heavy Wigner matrix whose common law of entries
does not depend on N . As explained at the end of this introduction, the ensem-
ble of heavy Wigner matrices is an approximating model for matrices with heavy
tailed entries.
Heavy Wigner matrices have been previously introduced and studied indepen-
dently by two authors. In 2005, Zakharevich [Zak06] has studied the limiting
mean eigenvalue distribution of a single heavy Wigner matrix.
Theorem 3.1.2 (The spectrum of a single heavy Wigner matrix).
Let XN be a heavy Wigner matrix with parameter a = (ak)k>1. Then, its
mean eigenvalue distribution LXN of XN converges in moments to a symmetric
probability measure µa on R depending only on a, i.e. for any polynomial P ,
one has
LXN (P ) := E
[
τN
[
P (XN)
]]
−→
N→∞
∫
P (t)dµa(t). (3.1)
The measure µa is shown [Zak06] to be the semicircular distribution with radius√
a1 as soon as the parameter of XN is trivial. Otherwise, little is known about
µa. Zakharevich has shown a formula to compute the moments of µa based on
the enumeration of certain colored rooted tress and she proved that µa has a
unbounded support.
Ryan [Rya98] has established in 1997 a more general version of (3.1) for in-
dependent heavy Wigner matrices in the context of free probability.
Theorem 3.1.3 (The limiting distribution of independent heavy Wigner ma-
trices). Let X(N)1 , . . . , X(N)p be a family of independent heavy Wigner matrices.
Denote by C〈x1, . . . , xp〉 the set of non commutative polynomials in p non com-
mutative indeterminates x1, . . . , xp. Then, for any polynomial P in C〈x1, . . . , xp〉,
τ [P ] := E
N→∞
[
τN
[
P (X(N)1 , . . . , X(N)p )
]]
exists, (3.2)
and the linear form τ on C〈x1, . . . , xp〉 depends only on the parameters of the
matrices.
Let XN = (X(N)1 , . . . , X(N)p ) be a family of independent heavy Wigner matrices.
Consider the Hermitian matrix
HN = Q(X(N)1 , . . . , X(N)p ),
where Q is a polynomial in p non commutative indeterminates (fixed and such
that HN is Hermitian). Then the convergence (3.2) applied to the polynomials
Qk for any k > 1 gives the convergence in moments of the mean eigenvalue dis-
tribution LHN of HN .
Non commutative probability theory gives a conceptual framework to handle this
kind of convergence. Recall the following definitions (see [AGZ10, Gui09, NS06]).
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Definition 3.1.4 (Non commutative probability vocabulary).
1. A ∗-probability space (A, .∗, τ) consists of a unital C-algebra A endowed
with an antilinear involution .∗ such that (ab)∗ = b∗a∗ for all a, b in A,
and a tracial state τ . A tracial state τ is a linear functional τ : A 7→ C
satisfying
τ [1] = 1, τ [ab] = τ [ba], τ [a∗a] > 0 ∀a, b ∈ A. (3.3)
The elements of A are called non commutative random variables.
2. The joint distribution of a family a = (a1, . . . , ap) of non commutative
random variables is the linear form
τa : C〈x,x∗〉 → C
P 7→ τ
[
P (a, a∗)
]
,
where C〈x,x∗〉 is the set of polynomials in 2p non commutative indetermi-
nates x1, . . . , xp, x∗1, . . . , x∗p and P (a, a∗) is a shortcut for
P (a1, . . . , ap, a∗1, . . . , a∗p).
3. The convergence in distribution of a sequence of families (aN)N>1 is the
pointwise convergence of sequence of functionals (τaN )N>1.
A family of independent heavy Wigner matrices X(N)1 , . . . , X(N)n is a n-tuple in
the algebra ∩p>1Lp
(
Ω,MN(C)
)
of N by N random matrices whose entries ad-
mitting all their moments. This algebra is equipped with E[τN ], the expectation
of the normalized trace and .∗ the conjugate transpose.
Voiculescu [Voi95a] has introduced the notion of freeness for non commutative
random variables. It describes the structure of the ∗-probability space where the
limit in distribution of independent Wigner matrices lives. It is a non commu-
tative analogue of the notion of independence for random variables which allows
to compute the joint distribution of non commutative random variables from the
knowledge of the marginal distributions only.
Definition 3.1.5 (Freeness). Let (A, .∗, τ) be a ∗-probability space. Let
A1, . . . ,Ak be ∗-subalgebras of A having the same unit as A. They are said
to be free if for any integer n > 1, any ai ∈ Aji (i = 1, . . . , n, ji ∈ {1, . . . , k}),
one has
τ
[(
a1 − τ [a1]
)
· · ·
(
an − τ [an]
)]
= 0
as soon as j1 6= j2, j2 6= j3, . . . , jn−1 6= jn. Collections of random variables are
said to be free if the unital subalgebras they generate are free.
As a generalization of Voiculescu’s theorem for independent Gaussian matrices, it
is known since the works of Dykema [Dyk93] that the law of independent Wigner
matrices X(N)1 , . . . , X(N)p in
(
∩p>1 Lp
(
Ω,MN(C)
)
, .∗,E[τN ]
)
converges to the law
of free semicircular variables x1, . . . , xp in a ∗-probability space (A, .∗, τ), i.e.
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1. for any m = 1, . . . , p, there exists am > 0, such that for every k > 1, one
has
τSC [xkm] =
∫
tkdσ(t)
where dσ(t) = 12pi
√
4− t2
am
1|t|62√am is the semicircular distribution of radius
2√am,
2. the variables x1, . . . , xp are free.
In contrast, Ryan has established in his Ph.D. thesis that the limiting distribution
of independent heavyWigner matrices is the distribution of free non commutative
random variables if and only if at most one matrix has a non trivial parameter.
The purpose of this paper is to generalize Ryan’s result in the following way: we
consider a family XN = (X(N)1 , . . . , X(N)p ) of independent N by N heavy Wigner
matrices and a family YN = (Y (N)1 , . . . , Y (N)q ) of N by N deterministic matrices
and we state sufficient assumptions on the family YN such that the joint distri-
bution of (XN ,YN) in (∩p>1Lp
(
Ω,MN(C)
)
, .∗,E[τN ]) converges in distribution
(Theorem 3.3.8).
When the matrices XN are Wigner matrices, this result is known as Voiculescu’s
asymptotic freeness theorem for random matrices (see [AGZ10, Theorem 5.4.5]).
Up to technical conditions, if the family YN has a limiting distribution, then
the families XN and YN are asymptotically free. In particular the limiting joint
distribution of (XN ,YN) depends only on the limiting distribution of YN .
We show that this fact is not true when the matrices XN are heavy Wigner
matrices. Strictly more information on YN is needed to describe the possi-
ble limiting distributions of (XN ,YN). This phenomenon reflects an other one
that appears in the study of the spectrum of related random matrix models.
Ben Arous and Guionnet [BAG08] have shown that the limiting Stieltjes trans-
form of the empirical eigenvalue distribution of a single Lévy matrix (see the
definition below) can be characterized by a closed equation which involves the
limiting eigenvalue distribution of the uniform measure on the diagonal elements
of the resolvant of the matrix (see also [BDG09]). Khorunzhy, Shcherbina and
Vengerovsky [KSV04] have observed the same fact in the study of the adjacency
matrix of large weighted graphs.
We introduce in Section 3.3.1 the notion of distribution of traffics, which en-
codes the information needed on the family YN of deterministic matrices to
infer the limiting joint distribution of (XN ,YN). Heuristically, the idea is to
replace in the definition of distribution non commutative polynomials by finite,
connected, directed graphs whose edges are labelled by indeterminates. We prove
that, up to technical conditions, if YN has a limiting distribution of traffics then
(XN ,YN) also satisfies this property (see Theorem 3.3.8).
The distribution of traffics contains the information about the distribution in
sense of ∗-probability spaces. For instance, let AN , BN be deterministic N by N
matrices having a limiting distribution of traffics with AN Hermitian. Let XN
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be an N by N heavy Wigner matrix. Under technical assumptions, we obtain
from Theorem 3.3.8 the convergence of the mean eigenvalue distributions of the
matrices AN +XN and BNXNB∗N when N goes to infinity.
It turns out that the convergence in distribution of traffics generalizes the so-
called weak local convergence of graphs introduced by Benjamini and Schramm
[BS01] and developed by Aldous and Steele [AS04] (see Section 3.4). Let GN
be a graph with N vertices. Under technical assumptions, the convergence of a
graph GN is the weak local sense is equivalent to the convergence in distribution
of traffics for one of its adjacency matrix.
At last, the language of distribution of traffics is useful to shed light on the
non free relation between limits of heavy Wigner matrices. Let XN be a family
of independent heavy Wigner matrices and YN a family of deterministic matri-
ces satisfying the assumptions of Theorem 3.3.8. Then, (XN ,YN) converges in
the sense of ∗-probability space to a family (x,y) of non commutative random
variables. In general, the families x and y are not free. Nevertheless, in some
heuristic sense the architecture of freeness rules the distribution of (x,y). Hence,
we use the term false freeness for the relationship between the families x and y.
The lack of freeness of x and y can be measured by using the following multi-
linear forms. For any integer K > 1, we set
Φ(K)N : MN(C)K → C
(A1, . . . , AK) 7→ τN [A1 ◦ A2 ◦ · · · ◦ AK ],
where the symbol ◦ designates the entry-wise matrix multiplication, known as
the Hadamard product. Remark that in particular one has Φ(1)N = τN . The con-
vergence in distribution of traffics of (XN ,YN) implies that for any polynomial
P1, . . . , PK ,
Φ(K)(P1, . . . , PK) := lim
N→∞
Φ(K)
(
P1(XN ,YN), . . . , PK(XN ,YN)
)
exists.
These maps are useful to compute joint moments in (x,y) and to see when the
freeness properties between x and y is broken. Moreover, when the deterministic
matrices are diagonal, we show that the family of multi-linear forms
(
Φ(K)
)
K>1
satisfies a system of equations that generalizes the Schwinger-Dyson equation for
free semicircular variables.
Before going further, we precise the connection between the model of heavy
Wigner matrices studied in this paper and the model of symmetric matrices
with heavy tailed entries, called Lévy matrices.
Definition 3.1.6 (Lévy matrices).
An N by N symmetric random matrix XN =
(
XN(i, j)
)
i,j=1,...,N
is called a Lévy
matrix whenever for any i, j = 1, . . . , N ,
XN(i, j) =
xi,j
σN
,
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where the random variables (xi,j)16i6j6N are independent, identically distributed
according to a law that belongs to the domain of attraction of an α stable law for
an α in ]0, 2[. In other words, there exists a function L : R → R slowly varying
such that
P
(
|x1,1| > u
)
= L(u)
uα
,∀u ∈ R.
Moreover, we have denoted the normalizing sequence
σN = inf
{
u ∈ R+
∣∣∣∣ P(|x1,1| > u) 6 1N
}
.
The number α is called the parameter of XN .
Let XN be a Lévy matrix of parameter α in ]0, 2[. With the notations of Defini-
tion 3.1.6, we consider for any B > 0 the random matrix XBN whose entries are
given by: for any i, j = 1, . . . , N ,
XBN (i, j) =
xi,j
σN
1|xi,j |6BaN .
Then [BAG08, Lemme 9.1], the matrix XBN is a heavy Wigner matrix whose
parameter (aBk )k>1 is: for any k > 1
aBk =
2− α
2k − α
(2− α
α
Bα
)k−1
.
Hence, the ensemble of Lévy matrices is at the frontier of the ensemble of heavy
Wigner matrices.
The model of Lévy matrices has been introduced in 1994 by Bouchaud and
Cizeau [BC94]. Pioneering works are due to Ben Arous and Guionnet [BAG08]
in 2007, who have shown the convergence of the mean eigenvalue distribution
of a single Lévy matrix. Belinschi, Dembo et Guionnet [BDG09] has studied in
2009 the perturbation of a Lévy matrix by a diagonal matrix and a band Lévy
matrices. Moreover, Bordenave, Caputo and Chafaï [BCC11] has given in 2010
an other characterization of the limiting distribution of a Lévy matrix than the
one of Ben Arous and Guionnet. It is based on the local operator convergence of
a Lévy matrix to a certain graph whose entries are labelled by random variables,
the Poissonian weighted infinite tree. This convergence is not far from being a
convergence of traffics.
Organization of the paper:
The sections 3.2 to 3.6 are devoted to the presentation of the results. In Section
3.2, we give our approach to describe the limiting distribution of independent
heavy Wigner matrices via cycles coloring a tree. We also state the so-called false
freeness property which is useful for practical computations of moments. Section
3.3 is devoted to the definition of the convergence in distribution of traffics and
to the statement of the main result of this paper. In Section 3.4, we remind the
notion of weak local convergence for graphs and show that it is equivalent to the
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convergence in distribution of traffics. Sections 3.5 and 3.6 are devoted to the
applications of our main result. Sections 3.7 to 3.9 contains the proofs of our
results. In a appendix at the end of the article, we give a short discussion on the
model of heavy Wigner matrices.
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3.2 The limiting distribution of heavy Wigner
matrices via cycles coloring a tree
In this section, we give a new description of the limiting distribution of indepen-
dent heavy Wigner matrices. A common way to compute joint moments of free
semicircular variables consists of the enumeration of cycles coloring a tree. This
point of view can be easily adapted to describe the asymptotic of heavy Wigner
matrices. Moreover, it has the advantage of requiring less definitions than Ryan’s
formulation [Rya98] which is based on the so-called clickable partitions.
3.2.1 Reminder on free semicircular variables
Let τSC be the joint distribution of p free semicircular variables x1, . . . , xp (as
in the introduction). Assume that the variables are standard (τSC [xm] = 0 and
τSC [x2m] = 1 for any m = 1, . . . , p). Let L > 1 be an integer and ` = (`1, . . . , `L)
in {1, . . . , p}L which will be referred to as a sequence of colors. We recall a
formula for the joint moment τSC [x`1 . . . x`L ]. By linearity, this formula charac-
terizes τSC as a linear functional on non commutative polynomials.
Given a path of length L on a graph, the sequence of colors ` gives a coloration
of the steps of c: for any n = 1, . . . , L, the n-th step of c is said to be of color
`n. We say that such a path colors a graph via ` whenever it visits all the edges
of the graph and any edge is visited by steps of the same color. We set L(`)SC the
set of couples (T, c) where
• T is a rooted tree (one edge is specified), embedded in the plane with
exactly L/2 edges.
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• c is a cycle of length L coloring the tree T via `, starting from the root and
visiting T in the clockwise direction relative to the embedding of the tree.
Then, with these notations and definitions, one has
τSC [x`1 . . . x`L ] = Card
(
L(`)SC
)
. (3.4)
3.2.2 The limiting distribution of independent heavyWigner
matrices, heavy semicircular variables
Let τ be the limiting distribution of independent heavy Wigner matrices
X
(N)
1 , . . . , X
(N)
p , i.e. for any polynomial P in C〈x1, . . . , xp〉,
E
[
τN
[
P (X(N)1 , . . . , X(N)p )
]]
−→
N→∞
τ [P ]. (3.5)
Let L > 1 be an integer and ` = (`1, . . . , `L) in {1, . . . , p}L be a sequence of
colors. We give a formula for the joint moment τ [x`1 . . . x`L ] that generalizes
(3.4). Our language is the following.
Definition 3.2.1 (Cycles coloring a tree).
1. Given an integer L > 1 and a sequence of colors ` = (`1, . . . , `L) in
{1, . . . , p}L, we denote L(`) the set of couples (T, c) where
– T is a rooted tree, embedded in the plane with at most L/2 edges.
– c is a cycle of length L coloring the tree T via `, starting from the root
and such that when c visits a new edge (necessarily moving away from
the root), it visits the first unvisited edge relatively to the clockwise
orientation.
2. Given such a couple (T, c), for any edge e of T we denote by 2n(e) the
number of times c visits the edge e and by η(e) the color of the steps of c
corresponding to e.
The difference with the definition of L(`)SC is that in this situation a cycle is
allowed to come back on edges it has already visited. In particular, the set L(`)SC
is included in L(`).
Theorem 3.2.2 (The limiting distribution of independent heavy Wigner matri-
ces). Let τ be the limiting distribution of independent heavy Wigner matrices
X
(N)
1 , . . . , X
(N)
p . For any m = 1, . . . , p, we set (am,k)k>1 the parameter of the ma-
trix X(N)m . Then, for any integer L > 1 and any ` = (`1, . . . , `L) in {1, . . . , p}L,
one has
τ [x`1 . . . x`L ] =
∑
(T,c)∈L(`)
ω(1)(c), (3.6)
where
ω(1)(c) =
∏
e edge of T
aη(e),n(e).
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This theorem is a special case of Theorem 3.3.8 which is proved in Section 3.7.
Given p sequences of non negative integers (a1,k)k>1, . . . , (ap,k)k>1, we give for
convenience a name to the distribution τ given by Formula (3.6). The choice in
the terminology will become more meaningful in Section 3.5.
Definition 3.2.3 (Heavy semicircular variables).
Let x1, . . . , xp be non commutative random variables in a ∗-probability space
(A, .∗, τ). We say that x1, . . . , xp are heavy semicircular variables whenever their
distribution τ is given by Formula (3.6) for a certain sequences
(a1,k)k>1, . . . , (ap,k)k>1. The sequence a = (am,k)k>1m=1,...,p forms the parameter
of τ , and (am,k)k>1 is called the parameter of xm, m = 1, . . . , p.
The possible parameters of heavy Wigner matrices have strong restrictions: if a
sequence (ak)k>1 is a parameter, then it is the null sequence or it is the sequence
of even moments of a Borel measure (see Appendix 3.10). For instance, if (ak)k>1
is not a trivial parameter, then ak > 0 for any k > 1. The role played by these
numbers in the distribution τ looks very different from the role played by mo-
ments. That is why we have chosen to not taking into account this restriction in
our definition of heavy semicircular variables.
Let τ be a distribution of heavy semicircular variables and denote by a =
(am,k)k>1m=1,...,p its parameter. From Formula (3.6), we get easily the following
facts.
– τ = τSC as soon as the parameters of the matrices are trivial.
– τ [xm] = 0 and τ [x2m] = am,1 for any m = 1, . . . , p.
– τ [x`1 . . . x`L ] vanishes as soon as the number of occurrence of one variable
is odd.
– for any integers n1, . . . , nL > 0 and any distinct indices m1, . . . ,mL in
{1, . . . , p}, one has τ [xn1m1 . . . xnLmL ] = τ [xn1m1 ] . . . τ [xnLmL ].
A more subtle but direct consequence of this formula is that if all the parameters
of x1, . . . , xp, except possibly one, are trivial, then τ is the distribution of free
variables. Indeed, we get in this situation the classical Schwinger-Dyson equation
for the semicircular variables (see Section 3.6 for a generalization of this fact).
The reciprocal is true but is less easy to see, this is the purpose of the next
section to make it clear.
3.2.3 The false freeness property of heavy semicircular
variables.
The false freeness property is a simple observation. Let L > 1 be an integer
and ` = (`1, . . . , `L) in {1, . . . , p}L be a sequence of colors. Then, we can get
all the elements of L(`) by ”folding“ the trees of L(`)SC . This fact turns out to
be particularly useful to compute joint moments of heavy semicircular variables
and to understand when the freeness property is broken. We will deduce the
following.
Proposition 3.2.4 (The lack of freeness of heavy semicircular variables).
Let τ be a distribution of heavy semicircular variables. If the parameters of
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at least two indeterminates are not trivial, then τ is not a distribution of free
variables.
Figure 3.1: At the left, an element of L(`), at the right an element of L(`)SC , for
` = (1, . . . , 1). They are related each other by the folding/unfolding trick.
We first describe the folding trick, that consists of obtaining an element of L(`)SC
from an element of L(`). Let (T, c) an element of L(`) \ L(`)SC . After some steps,
leaving a vertex s the cycle c comes back in an edge it has already visited. Then
it induces a sub-cycle cˆ on the tree of the descendent of s. We create a copy Tˆ of
the sub-tree induces by cˆ, forget its original embedding and embed it in such a
way cˆ respects the rules concerning the order of visits of the edges of Tˆ . Then we
attach Tˆ endowed with this new orientation at the vertex s, between the edges
it has already visited and the others. If some edges of the tree of the descendent
of s where only visited by cˆ, then we erase them. We then keep an element of
L(`). Iterating this procedure a finite number of times, we then get an element
of L(`)SC .
Reciprocally, let (T, c) be an element of L(`). Chose an edge e1 of the tree.
If possible, chose an other edge e2, which shares the same vertex toward the root
and which is of the same color as e1. Then, merge these two edges, draw the
tree of the descendant of e1 at the right of the the tree of the descendant of e2
and redirect the cycle c in this new tree. We then obtain an new element of L(`).
For any element (T0, c0) of L(`)SC , we denote by fold(T0, c0) the set of all elements
of L(`) we get by applying many times this trick. By the reverse construction
above, we get the following.
Proposition 3.2.5 (The false freeness property).
For any ` in {1, . . . , p}L, one has∑
(T,c)∈L(`)
ω(1)(c) =
∑
(T0,c0)∈L(`)SC
∑
(T,c)∈fold(T0,c0)
ω(1)(c). (3.7)
In Figure 3.1, we have drawn two trees related by the folding/unfolding trick
involved in the computation of τ
[
(x1)12
]
. Using the false freeness property, we
show the following result which implies Proposition 3.2.4.
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Lemma 3.2.6 (Application of the false freeness property).
Let τ be the distribution of two heavy semicircular variables x1, x2 with non
trivial parameters. For i = 1, 2, denote by (ai,k)k>1 the parameter of xi. We set
ki = min{k > 2|ai,k 6= 0} < ∞, i = 1, 2. Then, for any integers L > 2 and any
n1, . . . , nL,m1, . . . ,mL > 1 such that n1 + · · ·+ nL = k1 et m1 + · · ·+mL = k2,
one has
τ
[(
x2n11 − τ [x2n11 ]
)(
x2m12 − τ [x2m12 ]
)
. . .
(
x2nL1 − τ [x2nL1 ]
)(
x2mL2 − τ [x2mL2 ]
)]
= a1,k1a2,k2 .
This lemma is proved in Section 3.9.1. Furthermore, the false freeness prop-
erty gives a method to reasonably compute joint moments of heavy semicircular
variables.
1. Enumerate the elements of L(`)SC .
2. Fold the branches of these colored trees.
3. Then, read the contribution of all elements.
Example of computation: We apply this method to show that
τ [x21x22x21x22] = 3a21,1a22,1 + a21,1a2,2 + a1,2a22,1 + a1,2a2,2
in Section 3.9.3
3.2.4 Motivations for the introduction of distribution of
traffics: semicircular variables free from arbitrary
variables
Let τ be the joint distribution of a family x = (x1, . . . , xp) of free semicircular
variables, free from an arbitrary family y = (y1, . . . , yq). The freeness of the
families x and y implies that the knowledge of the distribution of the family
y determines completely τ . We recall a formula to compute the joint moments
in x and y from the joint moments y. It uses the language of cycles on trees.
Then, based on the false freeness property, we guess what could become this for-
mula when the free semicircular variables are replaced by heavy Wigner matrices.
Assume that the semicircular variables are standard. Let L > 1 be an inte-
ger, ` = (`1, . . . , `L) in {1, . . . , p}L be a sequence of colors and Q1, . . . , QL be
monomials in C〈y〉. The knowledge of τ [x`1Q1 . . . x`LQL] for any such monomi-
als completely determines τ by linearity and traciality.
Let (T, c) be in the set L(`)SC introduced in Section 3.2.4. The cycle c induces
a partition pic of {1, . . . , L}: two integers n and m are in the same block of pic if
and only if the n-th and the m-th steps of c reach the same vertex of T . We write
pi = {Bv}v vertex of T and Bv = {jv,1, . . . , jv,rv} where jv,1 < · · · < jv,rv . Then, one
has
τ [x`1Q1 . . . x`LQL] =
∑
(T,c)∈L(`)SC
∏
v vertex of T
τ [Qjv,1 . . . Qjv,rv ]. (3.8)
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To infer an analogue of Equation (3.8) for heavy semicircular variables, we try to
find a Formula which satisfies the false freeness property. Let (T, c) be in L(`)SC .
Recall that the n-th step of c has color `n, which means that it corresponds to
the variable x`n in the word x`1Q1 . . . x`LQL. We magnify the tree T into a graph
G and double the number of steps of c in order to include steps corresponding
to the variables Q1, . . . , QL: in Figure 3.2, we start with the tree at the left and
we get the graph on the middle (we give a precise definition of this trick latter).
Schematically, the vertices of T are transformed into cycles whose edges can be
labelled by the monomials Q1, . . . , QL in the same way we have colored the steps
of the original cycle. The cycles that replace the vertices of the original tree gives
the traces in Equation (3.8).
Now, we apply the folding trick of the false freeness property to one edge of
the graph which comes from the original branch of the tree: see the graph at
the right in Figure 3.2. It turns out that the cycle at the source and the goal
of this branch are folded into graphs which are no longer cycles. To show the
convergence of the distribution of heavy Wigner and arbitrary matrices we give
a sense to the trace in such graphs, labelled by monomials. This is the purpose
of the next section.
Figure 3.2: Left: a cycle on a tree (with only one color). Middle: each vertex
has been replaced by cycles. Right: The upper rightmost edge is folded into the
left one.
3.3 The convergence in distribution of traffics
of heavy Wigner and deterministic matrices
3.3.1 Distribution of traffics
Definition and examples
Our setup is the following.
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Definition 3.3.1 (Test graphs).
1. A test graph is a finite, connected, directed graph whose edges are labelled
by indeterminates. More formally, test graph in p variables (or indetermi-
nates) is a triplet T = (V,E, γ) where
– (V,E) is a finite connected directed graph with possible multiple edges:
V is its set of vertices, E is its set of edges, multi-set of couples of vertices.
– γ is a map E → {1, . . . , p} which indicates the indeterminates corre-
sponding to each edge.
We sometimes denote a test graph T = (G, γ) instead of T = (V,E, γ)
when G = (V,E) is a finite directed graph.
2. A test graph T = (G, γ) is said to be cyclic whenever we can cover G by a
cycle that visits exactly one time each edge in the sense of its orientation.
3. The set of all test graphs in p variables is denote by G〈x1, . . . , xp〉, where
the symbols x1, . . . , xp refers to the indeterminates. The set of all cyclic
test graphs in p variables is denote by Gcyc〈x1, . . . , xp〉.
We define an analogue of the normalized trace for test graphs as for polynomials
in matrices.
Definition 3.3.2 (The distribution of traffics of matrices).
1. Given a test graph T = (V,E, γ) in T 〈x1, . . . , xp〉 and a family AN =
(A(N)1 , . . . , A(N)p ) of N ×N matrices, we define the trace of T in AN by
τN
[
T (AN)
]
= 1
N
∑
φ:V→{1,...,N}
∏
e∈E
A
(N)
γ(e)
(
φ(e)
)
,
where for any directed edge e = (v1, v2), we have set φ(e) = (φ(v1), φ(v2))
and for any matrix M and any integers n,m, the number M(n,m) denotes
the entry (n,m) of M .
2. The distribution of traffics of a family AN = (A(N)1 , . . . , A(N)p ) of N × N
matrices is the map
τN : Gcyc〈x1, . . . , xp, x∗1, . . . , x∗p〉 → C
T 7→ τN
[
T (AN ,A∗N)
]
.
3. Let AN be a family of p matrices of size N by N . We say that AN has a
limiting distribution of traffics τ whenever, for any cyclic test graph T ,
τ [T ] := lim
N→∞
τN
[
T (AN ,A∗N)
]
exists.
The two following examples give clues about the amount of information which is
contained in a limiting distribution of traffic τ .
Examples
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1. Let P = x`1 . . . x`L be a monic monomial in p indeterminates x1, . . . , xp,
where for any n = 1, . . . , L one has `n in {1, . . . , p}. Let G be the graph
whose vertices are 1, 2, . . . , L and edges are (1, 2), . . . , (L − 1, L), (L, 1).
We set γ
(
(i, i + 1)
)
= `i (with the convention (p, p + 1) = (p, 1)) and
we consider the test graph TP = (G, γ) in p variables. Then, for any
AN = (A(N)1 , . . . , A(N)p ) in MN(C)p, one has
τN
[
TP (AN)
]
= τN
[
P (AN)
]
.
In the left hand side, τN denotes the trace of test graphs in N by N matrices
whereas in the right hand side it denotes the usual normalized trace of
matrices. Hence, the distribution of traffics of a family (AN ,A∗N) of N by
N matrices contains the information about the joint distribution of AN in
the sense of ∗-probability space.
2. Let AN be an adjacency matrix of a directed graph GN with N vertices
and no multiple edges. Informally, for any test graph T = (G, γ) in one
variables, the number N × τN
[
T (AN)
]
is the number of times the graph G
appears as a subgraph of GN . This fact is made clear and exploited in Sec-
tion 3.4 to show that the convergence in distribution of traffics generalizes
also the weak local convergence of graphs.
Let C0〈x1, . . . , xp, x∗1, . . . , x∗p〉 be the set of test graphs we can obtain with monic
monomials as in the first example. Let τ be a map Gcyc〈x1, . . . , xp〉 → C. Then, τ
can be restricted on C0〈x1, . . . , xp, x∗1, . . . , x∗p〉, and then extended by linearity on
C〈x1, . . . , xp, x∗1, . . . , x∗p〉, with the convention τ [1] = 1 (this maps is still denoted
by τ). Then τ is always tracial and is called the trace induced.
Definition 3.3.3 (Distribution of traffics).
A distribution of traffic in p variables is a map τ : Gcyc〈x1, . . . , xp〉 → C such
that the trace induced in C〈x1, . . . , xp, x∗1, . . . , x∗p〉 by τ is a state, i.e. τ [PP ∗] > 0
for any polynomial P . By convergence in distribution of traffics we means the
pointwise convergence of these maps.
The injective trace
The definition of the injective trace is natural both in the context of random
matrices and for the analysis of random graphs. For matrices, its definition is
the following.
Definition 3.3.4 (Injective trace for matrices).
Let T = (V,E, γ) be a test graph in p variables and AN = (A(N)1 , . . . , A(N)p ) be a
family of N by N matrices. We define the injective trace of T in AN by
τ 0N
[
T (AN)
]
= 1
N
∑
φ:V→{1,...,N}
injective
∏
e∈E
A
(N)
γ(e)
(
φ(e)
)
.
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The knowledge of the distribution of traffics of a family AN of N by N matrices
is equivalent to the knowledge of the injective trace of cyclic test graphs in AN .
To see this fact, we need the following definition.
Given a test graph T = (V,E, γ) and a partition pi of V , we define a new
test graph pi(T ) =
(
pi(V ), pi(E), pi(γ)
)
, where we have identified the vertices
that belong to a same block. The set of vertices pi(V ) are the blocks of pi.
If V is the multiset
{{
(v1, v2), . . . , (v2K−1, v2K)
}}
, then pi(V ) is the multiset{{
(pi(v1), pi(v2)), . . . , (pi(v2K−1), pi(v2K))
}}
, where for any v in V , pi(v) denotes
the block of pi containing v. For any e = (pi(v2k−1, pi(v2k)) in pi(V ), we set
pi(γ)(e) = γ(v2k−1, v2k).
Lemma 3.3.5 (Injective trace vs. non-injective trace).
Let T = (V,E, γ) be a test graph in p variables. Then, for any p-tuple AN of
N ×N matrices, one has
τN
[
T (AN)
]
=
∑
σ∈P(V )
τ 0N
[
σ(T )(AN)
]
, (3.9)
where P (V ) is the set of partitions of V . Hence, one has
τ 0N
[
T (AN)
]
=
∑
σ∈P(V )
τN
[
σ(T )(AN)
]
× µV (σ), (3.10)
where µV is the Möbius function of the finite poset P(V ) (see [NS06]).
This proposition motivates the following definition for general distributions of
traffics.
Definition 3.3.6 (Injective trace).
Let τ : Gcyc〈x1, . . . , xp〉 → C be a distribution of traffics in p variables. The
injective version of τ is the functional τ 0 : Gcyc〈x1, . . . , xp〉 → C defined by: for
any test graph T in p variables,
τ 0
[
T
]
=
∑
σ∈P(V )
τ
[
σ(T )
]
× µV (σ), (3.11)
where µV is as in Proposition 3.3.5. Hence, we have
τ
[
T
]
=
∑
σ∈P(V )
τ 0
[
σ(T )
]
. (3.12)
Evaluating graph test on monomials
Let T = (V,E, γ) be a test graph in p indeterminates and Q1, . . . , Qp be monic
monomials in q non commutative indeterminates. We define the test graph
T (Q1, . . . , Qp) in q indeterminates by replacing each edge e of T by a chain
corresponding to Qγ(e).
More precisely, for any directed edge e in E we apply the following trick. We
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write Qγ(e) = x`1 . . . x`L as a product of indeterminates and denote e = (v0, vL),
where v0 in V is the starting vertex of e and vL in V is its end. If L = 0 (i.e.
Qγ = 1) then we simply merge the vertices v0 and vL and forget the edge e. Oth-
erwise, we introduce new vertices v1, . . . , vL−1 and denote for any i = 1, . . . , L
by ei the directed edge (vi−1, vi). Then, we replace e by the path e1 ◦ · · · ◦ eL.
At last, we define γ(ei) = `i for any i = 1, . . . , L. This defines the test graph
T (Q1, . . . , Qp) which is connected as soon as T is connected and cyclic as soon
as T is cyclic.
3.3.2 The convergence of heavy Wigner and deterministic
matrices
Figure 3.3: Left: a cycle on a tree (with only one color). Right: each vertex has
been replaced by the graph of the associated test graph
Definition 3.3.7 (Test graphs associated to a cycle). Let L > 1 be an integer
and ` = (`1, . . . , `L) be a sequence of colors. Let (T, c) be in L(`) and write
c = e1 ◦ · · · ◦ eL, as a composition of directed edges of T . For any vertex v of T ,
we associate a test graph Tv,c = (Gv,c, γv,c). The vertices of Gv,c are the incident
edges of T in v. If the n-th step of c is incident at v, then we get an edge e˜
between the undirected edges corresponding to en and en+1 (with the convention
eL+1 = e1). We set γv,c(e˜) = n.
In Figure 3.3, we have drawn a construction of test graphs from cycles on a tree.
We can now state our main result.
Theorem 3.3.8 (The convergence of heavy Wigner and deterministic matrices).
Let XN = (X(N)1 , . . . , X(N)p ) be a family of N × N independent heavy Wigner
matrices. Let YN = (Y1, . . . , Yq) be N × N deterministic matrices. Let x =
(x1, . . . , xp) and y = (y1, . . . , yq) be families of non commutative indeterminates.
Assume that,
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1 Convergence in distribution of traffics: For any cyclic test graph T in q
variables, one has
τ
[
T
]
:= lim
N→∞
τN
[
T (YN)
]
exists. (3.13)
2 Control of traces of connected test graphs: For any connected test graph
T in q variables and any β > 0, one has
τN
[
T (YN)
]
= o(Nβ). (3.14)
Then, (XN ,YN) has a limiting distribution, i.e. for any polynomial P in C〈x,y〉,
τ [P ] := lim
N→∞
E
[
τN
[
P (XN ,YN)
]]
exists.
More precisely, let L > 1 be an integer, ` = (`1, . . . , `L) in {1, . . . , p}L be a
sequence of colors and Q1, . . . , QL be monic monomials in C〈y〉. Then, one has
τ [x`1Q1 . . . x`LQL] =
∑
(T,c)∈L(`)
ω(1)(c)× ω(2)(c), (3.15)
where we have denoted
ω(1)(c) =
∏
e edge of T
aη(e),n(e),
ω(2)(c) =
∏
v vertex of T
τ
[
Tv,c(Q1 . . . QL)
]
.
More generally, (XN ,YN) has a limiting distribution of traffics (see Theorem
3.7.1).
This theorem is proved in Section 3.7.
3.4 The distribution of traffics of a random graph
It is natural to wonder what means the convergence in distribution of traffics
for matrices that are an adjacency matrix of a graph. It turns out that this
convergence is equivalent to an other type of convergence for graphs, called the
weak local convergence.
3.4.1 Distribution of traffics of finite graphs
Definition 3.4.1 (The distribution of traffics of a graph).
Let GN be a undirected graph (without multiple edges) with N vertices. We
arbitrary label its vertices by the integers {1, . . . , N}. The adjacency matrix
AN =
(
AN(i, j)
)
i,j=1,...,N
of GN associated to this labeling is the N by N sym-
metric matrix given by: for any i, j = 1, . . . , N , AN(i, j) is one if {i, j} is an
edge of GN and is zero otherwise. Given a test graph T in one variable, we set
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τN
[
T (GN)
]
:= τN
[
T (AN)
]
, which does not depend on the choice of the labeling
for the vertices of G. The distribution of traffics of GN is the map
τN : Gcyc〈x〉 → C
T 7→ τN
[
T (GN)
]
We only consider test graphs T = (G, γ) in one variable in this section, a case
where the map γ is trivial. With a slight abuse, we will use the symbol T to
mean its graph G.
The language of traffics is relevant to describe the statistical geometry of a graph.
Let GN be a finite directed graph with N vertices and T be a test graph in one
variable. Then, the number N × τ 0N
[
T (GN)
]
is the number of way we can embed
T into GN .
3.4.2 Stationary random rooted graphs and their distri-
bution of traffics
We denote by G the set of all undirected graphs (without multiple edges) whose
degree of each vertex is finite (up to isomorphism of graphs). We denote by G∗
the set of couples (G, v) where G is in G and v is a vertex of G, called its root.
For any integer p > 0, we define G∗,p as the set of all connected, rooted graphs
in G∗ whose vertices are at distance at most p of the root. For any integer p > 0
and any (G, v) in G∗, we denote by (G, v)p in G∗,p the connected sub-graph of G,
rooted at v, constituted by the vertices of G that are at distance at most p of v
and by the edges linking these vertices.
We do not give the exact definition of random elements in G∗ (see [AS04]) and
give only the definition of its distribution.
Definition 3.4.2 (random rooted graphs).
The law of a random rooted graph (G, v) in G∗ is the knowledge of P
(
(G, v)p =
(H,w)
)
for any integer p > 0 and any connected rooted graph (H,w) in G∗,p (the
equality of rooted graphs is up to isomorphism).
Let (G, v) and (T, r) be two rooted graphs in G∗, where (T, r) is connected,
finite and deterministic and (G, v) is random (think (T, r) as a test graph in
one variable with an arbitrary chosen vertex). We denote by τ 0
[
(T, r)(G, v)
]
the
expectation of the number of embeddings of T into G such that r is sent to v.
The random rooted graph (G, v) is said to be stationary whenever for any T
finite in G and any r vertex of T , the quantity τ 0
[
(T, r)(G, v)
]
does not depend
on r.
Definition 3.4.3 (Distribution of traffics of stationary random rooted graphs).
Let (G, v) be a stationary random rooted graph. The distribution of traffics of
(G, v) is the map
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τ : Gcyc〈x〉 → C
T 7→ τ
[
T (G, v)
]
,
whose injective version τ 0 is given by: for any test graph T in one variable,
τ 0
[
T (G, v)
]
is the common value of τ 0
[
(T, r)(G, v)
]
for any choice of vertex r of
T .
We claim that the distribution of traffics characterizes the law of a stationary
random rooted graph. This fact comes easily from the following proposition.
Proposition 3.4.4 (the relation between the law and the distribution of traffics
of a stationary random rooted graph).
Let (G, v) be a random rooted graph in G∗. Then, for any integer p > 1 and any
(T, r) in G∗,p, one has
τ 0
[
(T, r)(G, v)
]
=
∑
(H,w)∈G∗,p
(H,w)>(T,r)
τ 0
[
(T, r)(H,w)
]
× P
(
(G, v)p = (H,w)
)
. (3.16)
The symbol (H,w) > (T, r) means that T is a subgraph of H up to an isomor-
phism which sends r to w. Hence, we get
τ 0
[
(T, r)(T, r)
]
× P
(
(G, v)p = (T, r)
)
=
∑
(H,w)∈G∗,p
(H,w)>(T,r)
τ 0
[
(H,w)(G, v)
]
× µp
(
(H,w), (T, r)
)
, (3.17)
where µp is the Möbius map of the poset G∗,p (see [NS06]).
Remark: By Definition 3.4.3, a distribution of traffics τ of a stationary random
rooted graph is only defined on cyclic test graphs. Nevertheless, the definition
makes sense for T arbitrary. But for any test graph T in one variable, we can
add edges to its multi-set of edges in order to obtain a cyclic test graph T˜ such
that, for any distribution of traffics τ of a stationary random rooted graph, one
has τ [T ] = τ [T˜ ]. Hence, the restriction to cyclic test graphs in Definition 3.4.3
is not a real one.
3.4.3 The convergence in distribution of traffics and the
weak local convergence
We have two notions of convergence for graphs whose number of vertices goes to
the infinity. The first one is the convergence in distribution of traffics introduced
above. The second one is the weak local convergence introduced by Benjamini
and Schramm [BS01] and developed by Aldous and Steele [AS04].
Definition 3.4.5 (The weak local convergence of finite graphs).
Let (GN)N>1 be a sequence of finite graphs in G and (G, v) a rooted graph in
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G∗. We say that GN converges weakly locally to (G, v) whenever for any integer
p > 1 and any rooted graph (H,w) in G∗,p, one has
P
(
(GN , vN)p = (H,w)
)
−→
N→∞
P
(
(G, v)p = (H,w)
)
, (3.18)
where the root vN is chosen uniformly on the vertices of GN .
Theorem 3.4.6 (The equivalence between weak local convergence and conver-
gence in distribution of traffics).
Let GN be a graph in G with N vertices. Then, GN has a limiting distribution
of traffics τ if and only if GN weakly locally converges to a random rooted graph
(G, v). In this case, (G, v) is stationary and τ is the distribution of traffics of
(G, v).
Sketch of proof. Let GN be a finite graph in G with N vertices and vN be a ran-
dom vertex of GN chosen uniformly. It is easy to see that (GN , vN) is stationary
and the distribution of traffics of GN is the distribution of traffics of the random
rooted graph (GN , vN). By an easy application of Proposition 3.4.4, the only
non trivial thing we have to show is that if a sequence of finite graphs has a lim-
iting distribution of traffics τ , then τ is the distribution of a random rooted graph.
Let τ be a limiting distribution of a sequence (GN)N>1 of graphs in G, where for
any N > 1, GN has N vertices. For any p > 1 and any (T, r) in G∗,p, we set
ηp,N(T, r) =
1
τ 0
[
(T, r)(T, r)
] ∑
(H,w)∈G∗,p
(H,w)>(T,r)
τ 0N
[
H(GN)
]
µp
(
(H,w), (T, r)
)
,
ηp(T, r) =
1
τ 0
[
(T, r)(T, r)
] ∑
(H,w)∈G∗,p
(H,w)>(T,r)
τ 0
[
H
]
µp
(
(H,w), (T, r)
)
,
where τ 0 is the injective version of τ . Then, since ηp(T, r) is the limit of ηp,N(T, r),
it belongs to [0, 1] and ∑
(T,r)∈G∗,p
ηp(T, r) = 1.
Hence, the collection of numbers ηp(T, r) well defines a random rooted graph
(G, v) which is necessarily stationary.
3.5 Distribution of traffics and free probability
3.5.1 A false free product construction
Theorem 3.3.8 motivates the following definition.
Definition 3.5.1 (Distribution of traffics in ∗-probability space).
Let (A, τ) be a ∗-probability space. We say that a family of non commutative ran-
dom variable a = (a1, . . . , aq) has a distribution of traffics whenever we have spec-
ified a map
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Gcyc〈y1, . . . , yq〉 → C, still denoted by τ , such that for any monic monomial P
one has τ
[
TP (a)
]
= τ
[
P (a)
]
, where TP is the test graph defined in the example
1 of Section 3.3.1.
In Definition 3.2.3, we have given the definition of heavy semicircular variables
x1, . . . , xp in a non commutative probability space (A, τ). This definition is based
on Theorem 3.2.2, where is computed the limiting distribution of heavy Wigner
matrices. In Theorem 3.3.8, we have generalized Theorem 3.2.2 and state the
convergence of the distribution of traffics of heavy Wigner matrices (the precise
statement of this convergence is given in Theorem 3.7.1). We then refine the def-
inition of heavy semicircular variables by specifying the distribution of traffics τ
for x1, . . . , xp given by Theorem 3.7.1.
Let y = (y1, . . . , yq) be a family of non commutative random variable having
a distribution of traffics. Then, Formula (3.15) gives a canonical way to consider
in a same non commutative probability space a family of heavy semicircular
variable together with the family y. The procedure of enlarging such a family
y with heavy semicircular variables x = (x1, . . . , xp) by Formula (3.15) is re-
ferred as the false free product construction and we say that x and y are
falsely free. In general, the two families are not free as we will see in Section 3.5.4.
This construction is actually a product of algebra. The false free product con-
struction exhibits a product between an algebra Ax spanned by heavy semicir-
cular variables and an arbitrary algebra Ay whose elements have a distribution
of traffics. This fact suggests two interesting problems: finding a canonical con-
struction for the false free product, as the Fock space construction for the usual
free product and finding a general free product construction between two arbi-
trary algebras whose elements have a distribution of traffics. This second question
is investigated in a work in preparation.
3.5.2 Diagonal non commutative random variables
Let (A, τ) be a non commutative probability space and A0 ⊂ A a commutative
unital subalgebra of A. We can extend τ as a distribution of traffics for the
elements of A0. Let d = (d1, . . . , dq) be a family in A0. For any cyclic test graph
T = (V,E, γ) in q variables, we set
τ
[
T (d)
]
:= τ
[ ∏
e∈E
dγ(e)
]
.
There is not ambiguity in this formula since the elements commute. When we
specify this distribution of traffics for a family of commuting random variables,
we will say that this family is diagonal. If DN = (D1, . . . , Dq) is a family of N
by N diagonal matrices having a limiting distribution, then DN has a limiting
distribution of traffics which is diagonal.
When such a family d is extended with a family of heavy semicircular vari-
ables x = (x1, . . . , xp) by the false product construction, the families x and d are
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not free in general as we will see in Section 3.5.4. Moreover, in Section 3.6, we
state a Schwinger-Dyson like system of equations for the joint family of (x,d).
3.5.3 The multilinear forms
(
Φ(K)
)
K>1
Let (A, τ) be a non commutative probability space whose elements have a dis-
tribution of traffics. We introduce a family of multilinear forms on A, that
generalizes the usual trace. This family will be useful to shed light on the false
freeness property and will play the main role in the Schwinger-Dyson equations
stated in Section 3.6.
We first introduce these functionals in the special case of matrix spaces. For
any integer K > 1, we set
Φ(K)N : MN(C)K → C
(A1, . . . , AK) 7→ τN [A1 ◦ A2 ◦ · · · ◦ AK ],
where the symbol ◦ designates the entry-wise matrix multiplication, known as
the Hadamard product. Remark that in particular one has Φ(1)N = τN . These
multilinear maps can be written as traces of certain test graphs. Let G be the
graph with a single vertex and with K edges, e1, . . . , eK , linking the vertex to
itself. We set γ(ei) = i for any i = 1, . . . , K and consider the test graph in K
variables T (K) = (G, γ). Then, for any AN = (A(N)1 , . . . , A
(N)
K ) in MN(C)p, one
has
τN
[
T (K)(AN)
]
= Φ(K)N (A1, . . . , AK).
Now, let a = (a1, . . . , ap) be non commutative random variables having a distri-
bution of traffics τ . For any integer K > 1, we define a K-linear form on C〈x〉
by setting, for any monomials P1, . . . , PK in C〈x〉,
Φ(K)(P1, . . . , PK) := τ
[
T (K)
(
P1(a), . . . , PK(a)
)]
.
For heavy semicircular variables, we have a formula to compute Φ(K) in terms of
cycles visiting a tree which is very closed to the formula for the trace.
Definition 3.5.2 (Chain of cycles coloring a tree). Let K > 1 be an integer,
L = (L1, . . . , LK) be a family of non negative integers and ` in {1, . . . , p}L be a
sequence of colors, where L = L1 + · · ·+LK . We denote by L`L the set of couples
(T, c) in L(`) such that c is the composition of K cycles, c = c1 ◦ · · · ◦ cK , where
for any k = 1, . . . , K, the cycle ck is of length Lk.
Theorem 3.5.3 (The multilinear forms
(
Φ(K)
)
K>1
in heavy semicircular vari-
ables).
Let x = (x1, . . . , xp) be a family of heavy semicircular variables falsely free from
variables y = (y1, . . . , yq). For any m = 1, . . . , p, we set (am,k)k>1 the parameter
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of the variable xm. LetK > 1 be an integer, L = (L1, . . . , LK) a sequence of posi-
tive integers. For any k = 1, . . . , K, let `(k) = (`k,1, . . . , `k,Lk) in {1, . . . , p}Lk . We
set the sequence of colors ` = (`1,1, . . . , `1,L1 , . . . , `K,1, . . . , `K,LK ) in {1, . . . , p}L,
where L = L1 + · · · + LK . For any k = 1, . . . , K, let Qk,0, . . . , Qk,Lk be monic
monomials in the variables y1, . . . , yq. We set for any k = 1, . . . , K the monic
monomial in C〈x,y〉
Pj = Qk,0x`k,1Qk,1 . . . x`k,LkQk,Lk .
Then, one has
Φ(K)
(
P1, . . . , PK
)
=
∑
(T,c)∈L(`)L
ω(1)(c)ω(2)(c), (3.19)
where the weights are as in Theorem 3.3.8, i.e.
ω(1)(c) =
∏
e edge of T
aγ(e),n(e),
ω(2)(c) =
∏
v vertex of T
τ
[
Tv,c(Qjv,1 . . . Qjv,rv )
]
.
This theorem is proved as a corollary of Theorem 3.7.1 in Section 3.7.3. In-
formally, the examples below suggest that the multilinear forms Φ(K) give a
measurement of the ”diagonality“ of non commutative random variables.
Examples:
1. If x1, . . . , xp are free semicircular variables (with their canonical distribu-
tion of traffics when seen as heavy semicircular variables), then one has:
for any K > 1 and any polynomial P1, . . . , PK in C〈x1, . . . , xp〉,
Φ(K)(P1, . . . , PK) = τ [P1] . . . τ [PK ].
2. In contrast, if y1, . . . , yq are diagonal non commutative random variables,
then one has: for any K > 1 and any polynomial P1, . . . , PK in C〈y〉,
Φ(K)(P1, . . . , PK) = τ [P1 . . . PK ].
3.5.4 The false freeness property revisited
A false freeness property still holds for the joint distribution of a family of heavy
semicircular variables falsely free from an arbitrary family. As in Proposition
3.2.5, it is simply based on the fact that the sum in Formula (3.15) of Theorem
3.3.8 is over elements of L(`). Applying this idea, we get the following.
Lemma 3.5.4 (Application of the false freeness property revisited).
Let x be a heavy semicircular variable falsely free from a family of variables
y. Denote by (ak)k>1 the parameter of x. Assume it is not trivial and set
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k0 = min{k > 2|ak 6= 0}. Then for any integers L > 2, any n1, . . . , nL > 1 such
that n1 + · · ·+ nL = k0, and any m1, . . . ,mL monomials in y, one has
τ
[(
x2n1 − τ [x2n1 ]
)(
m1 − τ [m1]
)
. . .
(
x2nL − τ [x2nL ]
)(
mL − τ [mL]
)]
= ak0Φ(L)
(
m1 − τ [m1], . . . ,mL − τ [mL]
)
. (3.20)
This lemma is proved in Section 3.9.2. Let x be a heavy semicircular variable
with non trivial parameter, falsely free from a diagonal variable y. Then, Φ(2)
(
y−
τ [y], y− τ [y]
)
= τ
[
(y− τ [y])2
]
and so x and y are not free as soon as y has a non
trivial variance.
3.6 A Schwinger-Dyson system of equations for
the distribution of heavy semicircular and
diagonal variables
In the classical case of semicircular variables, the Schwinger Dyson equation is
useful since it provides a bridge between the combinatorial and the analytical
point of view. We first recall its statement in the following section and then give
an analogue for heavy semicircular variables.
3.6.1 The Schwinger-Dyson equation for semicircular vari-
ables
Proposition 3.6.1 (Schwinger-Dyson equation for semicircular variables).
Let x = (x1, . . . , xp) and y = (y1, . . . , yq) be two families of elements in a ∗-
probability space (A, .∗, τ). Assume that the variables x1, . . . , xp are selfadjoint
and standard, i.e. for any m = 1, . . . , p one has xm = x∗m, τ [xm] = 0, τ [x2m] = 1.
Then, the two following statements are equivalent.
• x1, . . . , xp are semicircular variables, and (x1), . . . , (xp),y are free
• For any monomial P in C〈x,y,y∗〉 and any m = 1, . . . , p, one has
τ
[
xmP ] =
∑
P=LxjR
τ [L]τ [R], (3.21)
where the last sum is over all decompositions of the monomial P as a
product LxmR.
3.6.2 The case of heavy Wigner matrices
It is natural to look for an analogue of the Schwinger-Dyson equation for heavy
semicircular variables. The approach via the cycles coloring trees turns out to
be appropriate. Indeed, an easy way to prove Proposition 3.6.1 is to classify the
trees of L(`)SC according to the size of the sub-tree descendant of the first edge.
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In our case, we classify the elements (T, c) of L(`) according to the number of
times c visits the first edge, and then according to the length of induced sub-
cycles (see Figure 3.4).
Figure 3.4: Left: the cycle visits 4 times the first vertex. Right: the two couples
of cycles induces.
Theorem 3.6.2 (Schwinger-Dyson system of equations).
Let x = (x1, . . . , xp) be a family of heavy semicircular variables falsely free from
diagonal variables y = (y1, . . . , yq). For any m = 1, . . . , p, we set (am,k)k>1
the parameter of the variable xm. Then, the family of linear forms
(
Φ(K)
)
K>1
associated to the distribution of (x,y) satisfies the following equations. For any
m = 1, . . . , p, denote by (am,k)k>1 the parameter of xm. For any monomial P in
C〈x,y〉 and any j = 1, . . . , p, one has
τ [xjP ] =
∑
k>1
aj,k
∑
xjP=(xjL1xj)R1...(xjLkxj)Rk
Φ(k)(L1, . . . , Lk
)
Φ(k)(R1, . . . , Rk
)
.
(3.22)
More generally, for any integer K > 1, any monomials P1, . . . , PK in C〈x,y〉 and
any j = 1, . . . , p, one has
Φ(K)(xjP1, P2, . . . , PK)
=
∑
k>1
aj,k
∑
s1+···+sK=k
s1>1, s2,...,sK>0
∑
L,R
Φ(k)
(
L)Φ(k+K−1)
(
R), (3.23)
where the last sum is over all the families of monomials
L = (L(1)1 , . . . , L(1)s1 , . . . , L
(K)
1 , . . . , L
(K)
sK
),
R = (R(1)1 , . . . , R(1)s1 , R
(2)
0 , . . . , R
(2)
s2 , . . . , R
(K)
0 , . . . , R
(K)
sK
),
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such that
xjP1 = (xjL(1)1 xj)R
(1)
1 . . . (xjL(1)s1 xj)R
(1)
s1
P2 = R(2)0 (xjL
(2)
1 xj)R
(2)
1 . . . (xjL(2)s2 xj)R
(2)
s2 ,
...
PK = R(K)0 (xjL
(K)
1 xj)R
(K)
1 . . . (xjL(K)sK xj)R
(K)
sK
.
This theorem is proved in Section 3.8. Remark that this system of equations
characterizes the family
(
Φ(K)
)
K>1
among all the families of multilinear forms(
Ψ(K)
)
K>1
such that, for any K > 1
– Ψ(K) is a symmetric K-linear form on the set of polynomials in p non
commutative indeterminates,
– for any polynomials P1, . . . , PK , any polynomial Q in (y,y∗) and any i =
1, . . . , K, one has
Ψ(K)(P1, . . . , Pi−1, QPi, Pi+1, . . . , PK)
= Ψ(K)(P1, . . . , Pi−1, PiQ,Pi+1, . . . , PK)
= Ψ(K)(QP1, P2, . . . , PK).
– for any polynomials P1, . . . , PK in (y,y∗), one has
Ψ(K)(P1, . . . , PK) = τ [P1 × · · · × PK ],
where τ is the distribution of (y,y∗).
Example of computation: We apply this method to show that
τ [x21x22x21x22] = 3a21,1a22,1 + a21,1a2,2 + a1,2a22,1 + a1,2a2,2
in Section 3.9.3.
3.6.3 Application : a characterization of the law of a sin-
gle heavy semicircular variable
Let x be a heavy semicircular variable of parameter (ak)k>1. Let Φ(K) be the
family of multilinear forms on C〈x〉 = C[x] associated to x. For any K > 1, we
set the for formal power series in 1
λ
µλ(K) := 1
λK
∑
n>0
1
λn
∑
n1+...nK=n
n1,...,nK>1
Φ(K)(xn1 , . . . , xnK ).
This quantity is simply a formal analogue of
Φ(K)
(
(λ− x)−1, . . . , (λ− x)−1
)
.
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Proposition 3.6.3 (A formal characterization of the law of a heavy semicircular
variable).
For any K > 1, we have the following equality between formal power series in 1
λ
:
λµλ(K) = µλ(K − 1) + ∑
k>1
ak
(
K + k − 2
K − 1
)
µλ(k)µλ(k +K − 1).
These equations characterize the sequence
(
µλ(K)
)
K>1
among the set of formal
power series
(
νλ(K)
)
K>1
such that for any K > 1, the valence of νλ(K) is larger
than K.
This proposition is proved in Section 3.9.4.
Remark : Given an N by N Hermitian matrix XN and a complex number
λ whose imaginary part is positive, then for any K > 1
Φ(K)N
(
(λ−XN)−1, . . . , (λ−XN)−1
)
= 1
N
N∑
i=1
(
(λ−XN)−1
)K
i,i
is the moment of order K of the uniform probability measure on the diagonal
elements of the resolvant of XN . This measure is at the center of the analysis in
[BAG08], [BDG09] and [KSV04] for other matrix models. Shedding light on this
connection could be an interesting problem.
3.7 Proof of Theorem 3.3.8
Let XN = (X(N)1 , . . . , X(N)p ) be a family of independent heavy Wigner matrices.
For m = 1, . . . , p we denote the A(N)m =
√
NX(N)m , which sub diagonal entries are
independent, identically distributed according to a measure p(N)m . By assumption,
one has for every k > 0
am,k := lim
N→∞
∫
t2kdp(N)m (t)
Nk−1
exists in R, (3.24)
√
N
∫
tdp(N)(t) = o(Nβ), ∀β > 0. (3.25)
Remark that by the Cauchy-Schwarz’s inequality, we get that for any k > 2, one
has (see Section 3.10.1)
∫
tkdp(N)m (t)
N
k
2−1
= O(1). (3.26)
Let YN = (Y (N)1 , . . . , Y (N)q ) be a family of deterministic matrices satisfying the
assumptions of Theorem 3.3.8.
3.7. Proof of Theorem 3.3.8 129
3.7.1 The injective trace of a cyclic test graph
We consider a cyclic test graph T = (G, γ) in Gcyc〈z1, . . . , zp+q〉. By the definition
of the injective trace, one has
E
[
τ 0N
[
T (XN ,YN)
]]
= E
[
1
N
∑
φ:V→{1,...,N}
injective
∏
e∈E
Z
(N)
γ(e)
(
φ(e)
)]
, (3.27)
where
– V is the set of vertices of G, E is its multi-set of edges,
– for any directed edge e = (v1, v2), we have set φ(e) =
(
φ(v1), φ(v2)
)
,
– Z(N)i = X
(N)
i for any i = 1, . . . , p and Z
(N)
p+i = Y
(N)
i for any i = 1, . . . , q,
– for any m = 1, . . . , p+ q, Z(N)m (i, j) is the (i, j) entry of Z(N)m .
Let W ⊂ E be the multi-set of edges labelled by an integer in {1, . . . , p}. We
denote, for any injective map φ : V → {1, . . . , N},
P
(1)
N (φ) =
∏
e∈W
X
(N)
γ(e)
(
φ(e)
)
, P
(2)
N (φ) =
∏
e/∈W
Y
(N)
γ(e)−p
(
φ(e)
)
,
so that one has
E
[
τ 0N
[
T (XN ,YN)
]]
= 1
N
∑
φ:V→{1,...,N}
injective
E
[
P
(1)
N (φ)
]
P
(2)
N (φ).
The contribution of heavy Wigner matrices
We denote by G¯ = (V¯ , E¯) the undirected graph with no multiple edges obtained
from G by forgetting the orientation of the edges and their multiplicity. The
cycle c on G induces a cycle c¯ on G¯, written c¯ = e¯1 ◦ · · · ◦ e¯L, where e¯1, . . . , e¯L are
directed edges of G¯. For any n = 1, . . . , L, the n-th step of c¯ is called a heavy
step whenever γ(en) is in {1, . . . , p}. In this case, γ(en) is referred as the color of
the n-th step of c¯. In Figure 3.5 we have plotted an example of cyclic test graph
T = (G, γ) and the graph G¯ induced, equipped with its cycle c¯.
For any m = 1, . . . , p and k > 1 we denote by ηm,k the number of edges of
G¯ that are visited by c¯ exactly k times by a heavy step of color m. Then, for any
φ : V → {1, . . . , p} injective, by the independence of the entries of heavy Wigner
matrices one has
E
[
P
(1)
N
]
=
p∏
m=1
∏
k>1
(∫
tkdp(N)m (t)
N
k
2
)ηm,k
.
We set
B :=
p∑
m=1
∑
k>1
ηm,k,
ω
(1)
N := NB E
[
P
(1)
N
]
=
p∏
m=1
∏
k>1
(∫
tkdp(N)m (t)
N
k
2−1
)ηm,k
.
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Figure 3.5: Left: a cyclic test graph T = (G, γ) in two variables x and y. The
first variable corresponds to a heavy Wigner matrix, the second one correspond
to a deterministic matrix. The edges labelled by x are plotted in black with a
large lines and arrows, the others are plotted in red with smaller lines and arrows.
Right: The graph G¯ and its cycle c¯. The heavy steps of c¯ are marked with a
larger arrow than its light steps.
Then, one has
E
[
τ 0N
[
T (XN ,YN)
]]
= ω
(1)
N
NB+1
∑
φ:V¯→{1,...,N}
injective
P
(2)
N (φ). (3.28)
where
ω
(1)
N −→
N→∞
p∏
m=1
∏
k>1
(
am, k2
)ηm,k
as soon as ηm,k = 0 for any m = 1, . . . , p and any k odd, and ω(1)N = o(Nβ) for
any β > 0 otherwise.
The contribution of deterministic matrices
Recall that for the traffic T = (G, γ) = (V,E, γ), we have denoted by W the
multi-set of edges labelled by an integer in {1, . . . , p}. We set G1, . . . , Gd the
connected components of the graph (V,E \W ). The map γ induces a labeling
of the vertices of these components, and then we get test graphs Ti = (Gi, γi) in
G〈y1, . . . , yq〉, i = 1, . . . , d. In Figure 3.6, we have plotted the test graphs induced
by the test graph of Figure 3.5.
We have
1
Nd
∑
φ:V¯→{1,...,N}
injective
P
(2)
N =
1
Nd
∑
φ1,...,φd
d∏
i=1
∏
e∈Ei
Y
(N)
γi(e)
(
φ1(e)
)
, (3.29)
where for any i = 1, . . . , d we have denoted Gi = (Vi, Ei) and the first sum is over
all injective maps φ1 : V1 → {1, . . . , N}, . . . , φd : Vd → {1, . . . , N}, such that the
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Figure 3.6: The five test graphs in the variable y induced by the test graph of
Figure 3.5.
images of φ1, . . . , φd are disjoint. If we could drop this last condition, we would
obtain τ 0N
[
T1(YN)
]
× · · · × τ 0N
[
Td(YN)
]
.
But, one has
Ndτ 0N
[
T1(YN)
]
× · · · × τ 0N
[
Td(YN)
]
=
∑
pi
∑
φ1,...,φd
d∏
i=1
∏
e∈Ei
Y
(N)
γi(e)
(
φ1(e)
)
,
where
– the first sum is over all partitions pi of V whose blocks contain at most one
element of each Vi,
– the second sum is over all injective map φi : Vi → {1, . . . , p}, such that
whenever v ∈ Vi and w ∈ Vj belong to a same block of pi, then φi(v) =
φj(w).
Let pi be such a partition which is not the finest one. Then, the term
∑
φ1,...,φd
d∏
i=1
∏
e∈Ei
Y
(N)
γi(e)
(
φ1(e)
)
is the product of d˜ injective traces of graph tests in YN times N d˜, where d˜ is
strictly smaller than d. By assumption on the deterministic matrices, for any
β > 0 one has
1
Nd
∑
φ:V¯→{1,...,N}
injective
P
(2)
N = ω
(2)
N + o
( 1
N1−β
)
, (3.30)
where ω(2)N = τ 0N
[
T1(YN)
]
× · · · × τ 0N
[
Td(YN)
]
. Moreover, one has
ω
(2)
N −→
N→∞
τ 0
[
T1
]
× · · · × τ 0
[
Td
]
as soon as all the test graphs are cyclic, and ω(2)N = o(Nβ) for any β > 0 otherwise.
Conclusion
Recall that given the test graph T = (G, γ) = (V,E, γ), we have defined in Sec-
tion 3.7.1 the graph G¯ = (V¯ , E¯) obtained from G when the orientation of the
edges and their multiplicity are forgotten. The graph G¯ is equipped with a cycle
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c¯ which allows to recover the initial test graph. Its steps are called heavy steps
when they carry heavy Wigner matrices and light steps otherwise.
We introduce the connected, non oriented graph Gmap, which can have mul-
tiple edges: informally, Gmap is the graph obtained from G¯ when we merge the
vertices linked by light steps of c¯.
More precisely, we first denote by Bh ⊂ E¯ the set of edges of G¯ visited by c¯
with a heavy step and never visited with a light step. We denote by Bs ⊂ E¯ the
set of edges of G¯ visited by c¯ with a heavy step, without taking into account the
light steps. The elements of Bh are called hard bridges, the elements of Bs are
called soft bridges. Let G¯1, . . . , G¯d be the connected components of the graph
(V¯ , E¯ \Bh). This number d is the same as in Section 3.7.1. The vertices of Gmap
are G¯1, . . . , G¯d and for i, j = 1, . . . , d, two vertices G¯i and G¯i are connected by
exactly n edges in Gmap if there exists exactly n soft bridges between an element
of G¯i and an element of G¯j. Moreover, the heavy steps of c¯ induces a cycle on
Gmap, denoted cmap whose steps are colored. In Figure 3.7 we have plotted the
graph Gmap equipped with its cycle cmap induced by the test graph of Figure 3.5.
Figure 3.7: The graph Gmap and its cycle cmap for the test graph of figure 3.5.
The number b of edges of Gmap is the number of soft bridges. Its number of
vertices is d, which is the number of test graphs we have considered in Section
3.7.1. Recall that in Section 3.7.1, we have set for any m = 1, . . . , p and k > 1
the number ηm,k of edges of G¯ that are visited by c¯ exactly k times by a heavy
step of color m. Then, we have set
B =
p∑
m=1
∑
k>1
ηm,k.
Then, B is actually the number of edges of Gmap visited by cmap, this number
being counted with multiplicity with respect to the colors of the steps: an edge
visited by exactly steps of n different colors is counted n times. So we get that
b 6 B. Moreover, by the relation between the number d of vertices and the
number b of edges in the connected graph Gmap, we know that d 6 b + 1. The
equality occurs if and only if Gmap is a tree (see [Gui09]).
If d < B + 1, then by (3.28) and (3.30), one has
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E
[
τ 0N
[
T (XN ,YN)
]]
= ω
(1)
N ω
(2)
N
NB+1−d
= o(Nβ−1)
for any β > 0, and so E
[
τ 0N
[
T (XN ,YN)
]]
−→
N→∞
0.
At the contrary, saying that d = B + 1 is equivalent to say that (Gmap, cmap)
is a colored tree, i.e.
– The graph Gmap is a tree.
– The colored cycle cmap visits each edge of Gmap with steps of the same
color.
In that case, we get that for any m = 1, . . . , p the number ηm,k vanishes as soon
as k is an odd number and the test graphs T1, . . . , Td are cyclic. We then have
proved the following
Theorem 3.7.1 (The convergence in distribution of traffics of heavy Wigner
and deterministic matrices). For any cyclic traffic T in p + q variables, one has
E
[
τ 0N
[
T (XN ,YN)
]]
−→
N→∞
0 as soon as the map of T is not a colored tree. Oth-
erwise, one has
E
[
τ 0N
[
T (XN ,YN)
]]
−→
N→∞
τ 0[T ] := ω(1)ω(2), (3.31)
where
ω(1) =
p∏
m=1
∏
k>1
(
am, k2
)ηm,k
,
ω(2) = τ 0
[
T1
]
× · · · × τ 0
[
Td
]
.
3.7.2 The convergence of the trace of polynomial
We consider an integer L > 1, a sequence of colors ` = (`1, . . . , `L) in
{1, . . . , p}L and monic monomials Q1, . . . , QL in C〈y〉. Let M (N)1 , . . . ,M (N)L be
the matrices given by M (N)k = Qk(YN) for every k = 1, . . . , L. The entry (i, j)
the the matrix M (N)k is denoted by M
(N)
k (i, j). We consider the matrix
HN = X(N)`1 M
(N)
1 . . . X
(N)
`L
M
(N)
L , (3.32)
and the polynomial in C〈x,y〉
h = x`1Q1 . . . x`LQL, (3.33)
so that HN = h(XN ,YN). If we can compute the limit of E
[
τN [HN ]
]
, then by
linearity and traciality we will get the joint limiting distribution of (XN ,YN). We
introduce the test graph Th = (Vh, Eh, γh) in
Gcyc〈x1, . . . , xp, y1, . . . , yq〉 corresponding to h. First let T˜h = (G, γ) be the test
graph in Gcyc〈x1, . . . , xp, z1, . . . , zL〉 such that: the vertices of G are 1, 2, . . . , 2L
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and its edges are (1, 2), . . . , (2L−1, 2L), (2L, 1), and we set γ
(
(2i+1, 2i+2)
)
= `i
for i = 0, . . . , L−1 and γ
(
(2i, 2i+1)) = p+i for i = 1, . . . , L (with the convention
(p, p+ 1) = (p, 1)). Then, we set Th = T (x1, . . . , xp, Q1, . . . , QL). Hence, one has
τN
[
Th(XN ,YN)
]
= τN [HN ].
We expand E
[
τN [HN ]
]
in term of a sum of injective traces as in Proposition 3.3.5
E
[
τN [HN ]
]
=
∑
σ∈P(Vh)
E
[
τ 0N
[
σ(T )(XN ,YN)
]]
. (3.34)
By Theorem 3.7.1, for any σ in P(Vh), one has
E
[
τ 0N
[
σ(T )(XN ,YN)
]]
−→
N→∞
τ 0
[
σ(T )
]
= ω(1)(σ)× ω(2)(σ),
where ω(1)(σ) and ω(2)(σ) are as in the previous section for the test graph σ(T ).
For any σ in P(Vh), we denote by
(
Gmap(σ), cmap(σ)
)
the map of σ(T ). Recall
that L(`) is the set of couples (T, c) where T is an embedded rooted tree with
at most L2 edges, c is a cycle coloring T and visiting the edges of T in the order
relatively to the clockwise orientation (see Definition 3.2.1). Let σ in P(Vh) such
that Gmap(σ) is a tree colored by cmap(σ). The initial cycle on the test graph
Th is chosen to be the only one that starts at the edge corresponding to x`1 .
The choice of this cycle induces a root for the tree Gmap (the starting vertex
of cmap(σ) and there exists a unique embedding of Gmap in the plane such that(
Gmap(σ), cmap(σ)
)
is in L(`). With this convention we get the following
E
[
τN [HN ]
]
−→
N→∞
∑
(G,c)∈L(`)
∑
σ∈P(Vh)
1(Gmap(σ),cmap(σ))=(G,c)ω(1)(σ)× ω(2)(σ),
(Equality between graphs is up to isomorphism). But for any σ in P(Vh) and
(G, c) in L(`), if (Gmap(σ), cmap(σ)) = (G, c) then
ω(1)(σ) =
∏
eÊ edge of Gmap
aη(e),n(e),
∑
σ∈P(Vh)
ω(2)(σ) =
∏
vÊ vertex of Gmap
τ
[
Tv,c
]
,
where 2n(e) is the number of times c visits e, η(e) is the color of e, the Tv,c are the
test graphs induced by c as in Definition 3.3.7 and τ is the limiting distribution
of traffics of YN . In particular, these number does not depend on σ and can be
denoted ω(1)(c) and ω(2)(c) respectively. Hence, one has as expected
E
[
τN [HN ]
]
−→
N→∞
∑
(G,c)∈L(`)
ω(1)(c)× ω(2)(c).
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3.7.3 Proof of Theorem 3.5.3
Let K > 1 be an integer. We consider now K matrices H1,N , . . . , HK,N of the
following form: for any k = 1, . . . , K,
Hk,N = M (N)k,0 X
(N)
`k,1
M
(N)
k,1 . . . X
(N)
`k,Lk
M
(N)
k,Lk
,
where Lk > 1 is an integer, `(k) = (`k,1, . . . , `k,Lk) in {1, . . . , p}Lk is a sequence
of colors, and for any j = 0, . . . , Lk, one has M (N)k,j = Qk,j(YN ,Y∗N) where
Qk,0, . . . , Qk,Lk are monic monomials in C〈y,y∗〉. We set the sequence of colors
` = (`1,1, . . . , `1,L1 , . . . , `K,1, . . . , `K,LK ), the integer L = L1 + · · · + LK and the
family of integers L = (L1, . . . , LK). We also consider the following polynomials:
for any k = 1, . . . , K
hk = Qk,0x`k,1Qk,1 . . . x`k,LkQk,Lk , (3.35)
so that Hk,N = hk(XN ,YN). We introduce a test graph Th such that
τN
[
Th(XN ,YN)
]
= Φ(K)N [H1,N , . . . , HK,N ]. First, let T (K) = (G(K), γ) in
Gcyc〈z1, . . . , zK〉 be the test graph such that: G(K) has a single vertex and
K edges, e1, . . . , eK , linking the vertex to itself. We set γ(ei) = i for any
i = 1, . . . , K. Then we set Th = T (K)(h1, . . . , hK). With the same notations
as in the previous section, one has
E
[
τ 0N
[
σ(T )(XN ,YN)
]]
−→
N→∞
τ 0
[
σ(T )
]
= ω(1)(σ)× ω(2)(σ).
Recall that L(`)L is the set of couples (T, c) in L(`)L such that c is the composition
of K cycles, c = c1 ◦ · · · ◦ cK , where for any k = 1, . . . , K the cycle ck is of
length Lk. Let σ in P(Vh) such that Gmap(σ) is a tree colored by cmap(σ). The
initial cycle on Th is chosen to be the one starting at the edge corresponding to
Qk,0, covering the loop corresponding to h1, and visiting the loops corresponding
to h2, . . . , hK in this order. The choice of this cycle induces a root for the tree
Gmap (the starting vertex of cmap(σ) and there exists a unique embedding of
Gmap in the plane such that
(
Gmap(σ), cmap(σ)
)
is in L(`). Necessarily, the map
is actually in L(`)L and the end of the proof is as in the previous section with
minor modifications.
3.8 Proof of the Schwinger-Dyson equations
Let x = (x1, . . . , xp) be a family of heavy semicircular variables falsely free from
a family of diagonal non commutative random variables y. For any j = 1, . . . , p,
we denote by (aj,k)k>1 the parameter of xj. We start by given the Schwinger-
Dyson equation for the trace, and then we give the minor modifications necessary
to get the equations for the functionals Φ(K), K > 1.
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3.8.1 The trace of monomials in (x,y)
Let h be a monic monomial as in (3.33):
h = x`1Q1 . . . x`LQL.
By the definition of heavy semicircular variables and false freeness, using the fact
that the non commutative random variables of y are diagonal we get easily
τ
[
h(x,y)
]
=
∑
(T,c)∈L(`)
ω(1)(c)× ω(2)(c), (3.36)
where
– the weight ω(1)(c) is obtained by counting the visits of the edges of T
ω(1)(c) =
∏
eÊ edge of T
aη(e),n(e),
– the weight ω(2)(c) is obtained by recording the order of visits of the vertices
of T
ω(2)(c) =
∏
v vertex of T
τ
[
Qjv,1 . . . Qjv,rv
]
,
where pic is the partition of {1, . . . , L} induced by c: two integers i and j
belong to the same block of pi whenever the 2i − 1-th and the 2j − 1-th
steps of c reach the same vertex. We have denote the partition induced by
c by pic = {Bv}v vertex of T and Bv = {jv,1, . . . , jv,rv} in increasing order.
The Schwinger-Dyson equation for this quantity appears when we discuss on the
number of times the cycles visits the first vertex.
3.8.2 Cycle visiting 2K times the first edge
In the rest of the proof, given a element (T, c), we enumerate the vertices of T
in the following way. The starting vertex of T is labelled by the number 1, the
second vertex visited by c is labelled by 2 and so on.
Let (Tc, c) ∈ L(`). The first edge visited by c is the directed edge a = (1, 2).
Moreover, c visits the undirected edge {1, 2} an even number of times.
Saying that {1, 2} is visited exactly 2K times is equivalent to say that there
exist cycles d(1), . . . , d(K) and e(1), . . . , e(K) such that
1. for any k = 1, . . . , K, the cycle d(k) starts at the vertex 2,
2. for any k = 1, . . . , K, the cycle e(k) starts at the vertex 1,
3. the cycles d(1), . . . , d(K) and e(1), . . . , e(K) do not visit the edge {1, 2},
4. one has
c = a ◦ d(1) ◦ a∗ ◦ e(1) ◦ a ◦ d(2) ◦ a∗ ◦ e(2) ◦ · · · ◦ a ◦ d(K) ◦ a∗ ◦ e(K), (3.37)
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where a∗ denotes the directed edge (2, 1). See Figure 3.4 for an example.
Assume that c is of this form. Since the edge {1, 2} can only be visited by steps
of color `1, we can write
` = (`1, f (1), `1, g(1), `1, f (2), `1, g(2), . . . , `1, f (K), `1, g(K)), (3.38)
where for any k = 1, . . . , K
– f (k) = (f (k)1 , . . . , f
(k)
L
(f)
k
) is in {1, . . . , p}L(f)k and g(k) = (g(k)1 , . . . , g(k)L(g)
k
) is in
{1, . . . , p}L(g)k for any k = 1, . . . , K,
– L(f)k is the length of the cycle d(k) and L
(g)
k is the length of the cycle e(k).
We define the two cycles
d = d(1) ◦ · · · ◦ d(K), (3.39)
e = e(1) ◦ · · · ◦ e(K). (3.40)
For any k = 1, . . . , K, We define the sequences of colors
f = (f (1)1 , . . . , f
(1)
L
(f)
1
, . . . , f
(K)
1 , . . . , f
(K)
L
(f)
K
),
g = (g(1)1 , . . . , g
(1)
L
(g)
1
, . . . , g
(K)
1 , . . . , g
(K)
L
(g)
K
).
Write Tc = (Vc, Ec), which is the graph induces by c. Since Tc is tree, the sub-
graph Td induced by d is also a tree. We can define a coloration of the cycle d
with respect to f . On the other hand, the cycle c, which is colored by `, induces
a coloration of d. By the compatibility of the decomposition (3.37) of c and the
decomposition (3.38) of `, the two colorations are the same. Hence the cycle d
colors the tree Td. The same fact is true for the cycle e.
Denote by k the number of vertices of Tc, s the number of vertices visited by d
and r the number of vertices visited by e. Since Tc is a tree, there is neither edge
nor vertices visited both by d and c, so that Vc = VdunionsqVe and Ec = Edunionsq(1, 2)unionsqEe.
Then, there exist (unique) injective maps φ1 : Vd → {1, . . . , s} and φ2 : Ve →
{1, . . . , r} such that the relabelings of the vertices of Tc by φ1 and φ2 define stan-
dard cycles d¯ and e¯ coloring the trees T d¯ and T e¯ respectively. Hence, one has
that (T d¯, d¯) is in L(f) and (T e¯, e¯) is in L(g). If we denote L(f) = (L(f)1 , . . . , L(f)K )
and L(g) = (L(g)1 , . . . , L
(g)
K ), then by (3.39) and (3.40) we get that actually (T d¯, d¯)
belongs to L(f)L(f) , (T e¯, e¯) belongs to L
(g)
L(g) .
3.8.3 Reciprocal construction
Let K > 1 be an integer and consider a decomposition of `
` = (`1, f (1), `1, g(1), `1, f (2), `1, g(2), . . . , `1, f (K), `1, g(K)), (3.41)
where for any k = 1, . . . , K one has f (k) is in {1, . . . , p}L(f)k and g(k) in {1, . . . , p}L(g)K
for sequences of integers L(f) = (L(f)1 , . . . , L
(f)
K ) and L(g) = (L
(g)
1 , . . . , L
(g)
K ). Define
f = (f (1), . . . , f (K)),
g = (g(1), . . . , g(K)).
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Let (T d¯, d¯) in L(f)L(f) and (T e¯, e¯) in L
(g)
L(g) . We write
d¯ = d¯(1) ◦ · · · ◦ d¯(K),
e¯ = e¯(1) ◦ · · · ◦ e¯(K),
where for k = 1, . . . , K, d¯(k) and e¯(k) are cycles of length L(f)k and L
(g)
k respec-
tively, and so cycles starting from the vertex {1}. Denote by r the number of
vertices visited by d¯ and s the number of vertices visited by e¯. We set k = r+ s.
We define ψ1 : {1, . . . , s} → {1, . . . , k} and ψ2 : {1, . . . , r} → {1, . . . , k} as
follow.
1. We set ψ1(1) = 2 and ψ2(1) = 1.
2. As d¯ makes it first L(f)1 -th steps, it visits the vertices {1, 2, . . . , w1}. We set
ψ1(i) = 1 + i for any i = 2, . . . , w1.
3. As e¯ makes it first L(g)1 -th steps, it visits the vertices {1, 2, . . . , z1}. We set
ψ2(i) = 1 + w1 + i for any i = 2, . . . , z1.
4. As d¯ makes it steps number L(f)1 + 1, L
(f)
1 + 2, . . . , L
(f)
2 , it possibly visits
new vertices {w1 + 1, . . . , w2}. We then set ψ1(i) = 1 +w1 + z1 + i for any
i = w1 + 1, . . . , w2.
5. As e¯ makes it steps number L(g)1 +1, L
(g)
1 +2, . . . , L
(g)
2 , it possibly visits new
vertices {z1 + 1, . . . , z2}. We then set ψ2(i) = 1 + w1 + z1 + w2 + i for any
i = z1 + 1, . . . , z2. And so on.
The maps ψ1 and ψ2 are injective and their ranks are disjoint. Moreover, ψ1 sends
d¯ to a cycle d = d(1) ◦ · · · ◦ d(K), and ψ2 sends e¯ to a cycle e = e(1) ◦ · · · ◦ e(K),
such that we can define
c(d¯, e¯) = a ◦ d(1) ◦ a∗ ◦ e(1) ◦ a ◦ d(2) ◦ a∗ ◦ e(2) ◦ · · · ◦ a ◦ d(K) ◦ a∗ ◦ e(K)
which is a cycle on GN. If we denote by Tc(d¯,e¯) the tree it induces, then
(Tc(d¯,e¯), c(d¯, e¯)) belongs to L(`) and visits {1, 2} exactly 2K times. At last, d¯
and e¯ are the cycles we obtain from c(d¯, e¯) with the construction above.
We have proved that
τ
[
h(x,y)
]
=∑
K>1
∑
(f (1),...,f (K))
(g(1),...,g(K))
as in (3.38)
∑
(T d¯,d¯)∈L(f)L(f)
(T e¯,e¯)∈L(g)
L(g)
ω(1)
(
c(d¯, e¯)
)
× ω(2)
(
c(d¯, e¯)
)
.
3.8.4 Computation of ω(1)
(
c(d¯, e¯)
)
We consider η(c) in T (`), η(d¯) in T (f) and η(e¯) in T (g) the arrays obtained
by the coloration of c by `, of d¯ by f and of e¯ by g respectively. Since Ec =
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Ed unionsq
{
{1, 2}
}
unionsq Ee one has: for all m = 1, . . . , p and k > 1{
ηm,k(c) = ηm,k(d¯) + ηm,k(e¯) if m 6= `1 or k 6= K,
η`1,K(c) = η`1,K(d¯) + η`1,K(e¯) + 1.
(3.42)
Therefore, we get that ω(1)
(
c(d¯, e¯)
)
= a`1,K × ω(1)(d¯)× ω(1)(e¯).
3.8.5 Computation of ω(2)
(
c(d¯, e¯)
)
We denote Vd the set of vertices of T visited by d. Its complementary, Ve,
consists on the vertices visited by e (in particular, 1 belongs to Ve and 2 belongs
to Vd). Define
pi1 =
{
Bq | q ∈ Ve
}
, pi2 =
{
Bq | q ∈ Vd
}
,
Recall the decomposition (3.37) of c:
c = a ◦ d(1) ◦ a∗ ◦ e(1) ◦ a ◦ d(2) ◦ a∗ ◦ e(2) ◦ · · · ◦ a ◦ d(K) ◦ a∗ ◦ e(K).
Let 1 = i1 < j1 < i2 < j2 < . . . iK < jK 6 L be the integers such that the steps
a in this decomposition are the i1-th, i2-th, . . . , iK-th steps of c, and the steps a∗
are the j1-th, j2-th, . . . , jK-th. Then pi1 and pi2 are respectively partitions of the
sets of integers N1 and N2 given by
N1 = {1} unionsq {j1 + 1, . . . , i2} unionsq {j2 + 1, . . . , i3} unionsq . . . {jK + 1, . . . , L}.
N2 = {2, . . . , j1} unionsq {i2 + 1, . . . , j2} unionsq . . . {iK + 1, . . . , jK},
By relabeling the blocks of pi1 and pi2 in increasing order in {1, . . . , |Ve|} and
{1, . . . , |Vd|} respectively, it is clear that
ω(2)
(
c(d¯, e¯)
)
=
∏
v vertex of T
τ
[
Qjv,1 . . . Qjv,rv
]
=
∏
v∈Vd
τ
[
Qjv,1 . . . Qjv,rv
]
× ∏
v∈Ve
τ
[
Qjv,1 . . . Qjv,rv
]
= ω(2)
(
d¯)× ω(2)
(
e¯).
3.8.6 Conclusion
We have obtained that
τ
[
h(x,y)
]
=∑
K>1
a`1,K
∑
(f (1),...,f (K))
(g(1),...,g(K))
as in (3.38)
∑
d∈L(f)
L(f)
ω(1)(d) ω(2)(d)
∑
e∈L(g)
L(g)
ω(1)(e)ω(2)(e)
Only a finite numbers of the first sum are nonzero. On the other hand, we know
that for any (g(1), . . . , g(K)) as in the sum, with the notations above, one has∑
e∈L(g)
L(g)
ω(1)(e)ω(2)(e) = Φ(K)(R(1), . . . , R(K)),
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where we have set
R(1) = Qj1x`j1+1Qj1+1 . . . x`i2−1Q
(N)
i2−1
...
R(K−1) = QjK−1x`jK−1+1QjK−1+1 . . . x`iK−1QiK−1
R(K) = QjKx`jK+1QjK+1 . . . x`LQiL ,
and for (f (1), . . . , f (K)) as in the sum, one has∑
d∈L(f)
L(f)
ω(1)(d)ω(2)(d) = Φ(K)(L(1), . . . , L(K)),
where
L(1) = Qi1x`i1+1Qi1+1 . . . x`j1−1Qj1−1
...
L(K) = QiKx`iK+1QiK+1 . . . x`jK−1QjK−1 .
We define the polynomial P = Q1x`2 . . . x`LQL in C〈x,y,y∗〉. We then have
proved that
τ [x`1P ] =
∑
k>1
aj,k
∑
x`1P=(x`1L1x`1 )R1...(x`1LKx`1 )RK
Φ(K)(L1, . . . , LK)
×Φ(K)(R1, . . . , RK).
3.8.7 The Schwinger-Dyson equation for Φ(K)
Let h1, . . . , hK be monic monomials as in (3.35 ), with Q1,0 = . . . QK,0 = 1: for
any j = 1, . . . , K,
hk = x`k,1Qk,1 . . . x`k,LkQk,Lk ,
By Theorem 3.5.3 and the definition of heavy semicircular variables and false
freeness, we get
Φ(K)(h1, . . . , hK)
]
=
∑
c∈L(`)L
ω(1)(c)× ω(2)(c),
where are as in (3.36). In this situation, the sum is over cycles c which can be
written c = c1 ◦ . . . cK , where for any j = 1, . . . , K, cj is a cycle of length Lj.
Assume L1 > 1. Saying that c visits {1, 2} exactly 2k times is equivalent to say
there exists non negative integers s1, . . . , sK such that
– s1 > 1,
– s1 + · · ·+ sK = k,
– for any j = 1, . . . , K, the cycle cj visits a exactly 2sj times.
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Assume that for any j = 1, . . . , K, the cycle cj visits {1, 2} exactly 2sj times.
Then we get a decomposition
c1 = a ◦ d(1,1) ◦ a∗ ◦ e(1,1) ◦ a ◦ d(1,2) ◦ a∗ ◦ e(1,2) ◦ · · · ◦ a ◦ d(1,s1) ◦ a∗ ◦ e(1,s1),
and for any j = 2, . . . , K,
cj = e(j,0) ◦ a ◦ d(j,1) ◦ a∗ ◦ e(j,1) ◦ a ◦ d(j,2) ◦ a∗ ◦ e(j,2) ◦ · · · ◦ a ◦ d(j,s1) ◦ a∗ ◦ e(j,s1).
The only difference is that the cycles c1, . . . , cj are not constrained to visit {1, 2}
during their first step. The remain of the proof can be written as we made for
the proof of (3.22), without any new niceties. We the same reasoning as before,
we obtain the expected result, i.e. Theorem 3.6.2.
3.9 Other proofs
3.9.1 Proof of Lemma 3.2.6
Let (x1, x2) be a family of heavy semicircular variables, with x1 of parameter
(a1,k)k>1 and x2 of parameter (a2,k)k>1. Let (y1, y2) be free centered semicircular
variables such that τ [y2i ] = τ [x2i ] for i = 1, 2. Assume that the heavy Wigner
matrices are non trivial and denote
ki = min{k > 2 | ai,k 6= 0}.
The following lemma follows easily from the false freeness property.
Lemma 3.9.1. Let K > 2 and p1, . . . , pK , q1, . . . , qK > 1.
– if p1 + · · ·+ pK < k1 and q1 + · · ·+ qK < k2, then
τ [xp11 xq12 . . . xpK1 xqK2 ] = τ [yp11 yq12 . . . ypK1 yqK2 ].
– if p1 + · · ·+ pK = k1 and q1 + · · ·+ qK < k2, then
τ [xp11 xq12 . . . xpK1 xqK2 ] = τ [yp11 yq12 . . . ypK1 yqK2 ] + a1,k1τ [y
q1
2 ] . . . τ [yqK2 ].
– if p1 + · · ·+ pK = k1 and q1 + · · ·+ qK = k2, then
τ [xp11 xq12 . . . xpK1 xqK2 ] = τ [yp11 yq12 . . . ypK1 yqK2 ] + a1,k1τ [y
q1
2 ] . . . τ [yqK2 ]
+a2,k2τ [y
p1
1 ] . . . τ [ypK1 ] + a1,k1q2,k2 .
Proof. We denote
` = (1, . . . , 1︸ ︷︷ ︸
p1
, 2, . . . , 2︸ ︷︷ ︸
q1
, . . . , 1, . . . , 1︸ ︷︷ ︸
pK
, 2, . . . , 2︸ ︷︷ ︸
qK
),
so that one has
τ [xp11 xq12 . . . xpK1 xqK2 ] =
∑
(T,c)∈L(`)
∏
m=1,...,p
∏
k>1
a
ηm,k(c)
m,k .
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In the first case, the only terms that contributes are those for which (T, c) is in
L(`)SC . In the second case, we have also the contribution of couples (T, c) obtained
by folding a tree T0 where all the edges of the color 1 are attached to the root,
and where all these edges are fold into an unique edge. Folding the edges of
color 2 does not give any contribution. Moreover, for any k = 1, . . . , K, the
edges corresponding to the terms xqk2 must form a tree attached to the root of
T0. Hence the contribution a1,k1τ [y
q1
2 ] . . . τ [yqK2 ]. The third case is a combination
of the second one and its analogue when we exchange the roles played by x1 and
x2, in addition to the contribution of the tree where all the edges are attached
to the root and all the edges of a same color are folded into an unique edge.
We can now prove Lemma 3.2.6. We consider integers L > 1, n1, . . . , nL and
m1, . . . ,mL such that n1 + · · ·+ nL = k1, m1 + · · ·+mL = k2, and set
∆ = τ
[(
x2n11 − τ [x2n11 ]
)(
x2m12 − τ [x2m12 ]
)
. . .
(
x2nL1 − τ [x2nL1 ]
)(
x2mL2 − τ [x2mL2 ]
)]
.
We first expend ∆ in the following way.
∆ =
∑
r∈{0,1}L
∑
s∈{0,1}L
(−1)r1+···+rL+s1+···+sLτ [x2n1r11 ] . . . τ [x2nLrL1 ]
× τ [x2m1s12 ] . . . τ [x2mLsL2 ]
× τ [x2n1(1−r1)1 x2m1(1−s1)2 . . . x2nL(1−rL)1 x2mL(1−sL)2 ].
We separate in the sum above the different cases outlined in Lemma 3.9.1 (and
the case where we exchange the roles played by x1 and x2).
∆ = τ [x2n11 x2m12 . . . x
2nL
1 x
2mL
2 ]
+
∑
r∈{0,1}L
r 6={0,...,0}
(−1)r1+···+rLτ [x2n1r11 ] . . . τ [x2nLrL1 ]
× τ [x2n1(1−r1)1 x2m12 . . . x2nL(1−rL)1 x2mL2 ]
+
∑
s∈{0,1}L
s 6={0,...,0}
(−1)s1+···+sLτ [x2m1s12 ] . . . τ [x2mLsL2 ]
× τ [x2n11 x2m1(1−s1)2 . . . x2nL1 x2mL(1−sL)2 ]
+
∑
r∈{0,1}L
r 6={0,...,0}
∑
s∈{0,1}L
s 6={0,...,0}
(−1)r1+···+rL+s1+···+sLτ [x2n1r11 ] . . . τ [x2nLrL1 ]
× τ [x2m1s12 ] . . . τ [x2mLsL2 ]
× τ [x2n1(1−r1)1 x2m1(1−s1)2 . . . x2nL(1−rL)1 x2mL(1−sL)2 ].
When we apply Lemma 3.9.1, we get the analogue of ∆ where we have replaced
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(x1, x2) by (y1, y2) which is zero by freeness, plus the additional terms
∆ = a1,k1a2,k2 + a2,k2
∑
r∈{0,1}L
(−1)r1+···+rLτ [y2n1r11 ] . . . τ [y2nLrL1 ]
× τ [y2n1(1−r1)1 ] . . . τ [y2nL(1−rL)1 ]
+a1,k1
∑
s∈{0,1}L
(−1)s1+···+sLτ [y2m1s12 ] . . . τ [y2mLsL2 ]
× τ [y2m1(1−s1)2 ] . . . τ [y2mL(1−sL)2 ].
But the two sums are actually zero since,∑
r∈{0,1}L
(−1)r1+···+rLτ [y2n1r11 ] . . . τ [y2nLrL1 ]
× τ [y2n1(1−r1)1 ] . . . τ [y2nL(1−rL)1 ]
= τ [y2nL1 ]τ [y2n11 ]
∑
r1∈{0,1}
(−1)r1 . . . ∑
rL∈{0,1}
(−1)r1 = 0,
and the same holds for the second sum.
3.9.2 Proof of Lemma 3.5.4
Let (x,y) be as in Lemma 3.5.4 and let x0 a semicircular variable, with the same
variance as x and free from y. Assume k0 = min{k > 2|ak 6= 0} < ∞. Then,
with the same reasoning as in the proof of Lemma 3.9.1, we get: for any K > 1,
any p1, . . . , pK > 1 and any monomials Q1, . . . , QK , one has
– if p1 + · · ·+ pK < k0, then
τ [xp1Q1(y) . . . xpKQK(y)] = τ [xp10 Q1(y) . . . xpK0 QK(y)].
– if p1 + · · ·+ pK = k0, then
τ [xp1Q1(y) . . . xpKQK(y)] = τ [xp10 Q1(y) . . . xpK0 QK(y)]
+ak0Φ(K)
(
Q1(y), . . . , QK(y)
)
.
Consider L > 2, n1, . . . , nL > 1 such that n1 + · · · + nL = k0, and m1, . . . ,mL
monomials in y. We set
∆ = τ
[(
x2n1 − τ [x2n1 ]
)(
m1 − τ [m1]
)
. . .
(
x2nL − τ [x2nL ]
)(
mL − τ [mL]
)]
.
With the same computation as in the previous section, one has
∆ = ak0
∑
r∈{0,1}LÊ
(−1)r1+···+rLΦ(L)
(
m1−r11 , . . . ,m
1−rL
L
)
= ak0Φ(L)
(
m1 − τ [m1], . . . ,mL − τ [mL]
)
.
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3.9.3 Examples of computations
Computation of τ [x21x22x21x22] by the false freeness property
First, we enumerate (Figure 3.8) the non crossing pair partitions associated to
this word, and then deduce the trees of the corresponding set L(`)SC (see [AGZ10]
for a correspondence between these two family of objects). The only tree that can
be folded is the third one. Then, we enumerate (Figure 3.9) the cycles coloring
a tree we deduce by folding this tree. By counting the contribution of each tree,
we get
τ [x21x22x21x22] = 3a21,1a22,1 + a21,1a2,2 + a1,2a22,1 + a1,2a2,2.
Figure 3.8: Enumeration of non crossing pair partition (top) in the computation
of τ [x21x22x21x22] and the tree associated (bottom).
Figure 3.9: Tree cycles coloring a tree in the computation of τ [x21x22x21x22].
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Computation of τ [x21x22x21x22] by the Schwinger-Dyson equations
First, we enumerate the decompositions
x21x
2
2x
2
1x
2
2 = (x1 × 1× x1)x22x21x22
= (x1 × x1x22 × x1)x1x22
= (x1 × x1x22x1 × x1)x22
= (x1 × 1× x1)x22(x1 × 1× x1)x22.
Then, by Theorem 3.6.2 we get
τ [x21x22x21x22] = a1,1
(
τ [1]τ [x22x21x22] + τ [x1x22]τ [x1x22] + τ [x1x22x1]τ [x22]
)
+a1,2Φ(2)(1, 1)Φ(2)(x22, x22)
= a1,1
(
τ [x21]τ [x42] + 0 + τ [x21]τ [x22]2
)
+ a1,2Φ(2)(x22, x22)
= a21,1a22,1 + a21,1τ [x42] + a1,2Φ(2)(x22, x22),
where we have used the facts that τ [xn1xm2 ] = τ [xn1 ]τ [xm2 ] for any n,m > 1 and that
τ [x2i ] = ai,1 for i = 1, 2. By Theorem 3.6.2, one has with a similar computation
τ [x42] = a2,1
(
τ [1]τ [x22] + τ [x2]τ [x2] + τ [x2]τ [1]
)
+ a2,2Φ(2)(1, 1)Φ(2)(1, 1)
= 2a22,1 + a2,2.
To compute Φ(2)(x22, x22) with Theorem 3.6.2, we enumerate the decompositions
(x22, x22) =
(
(x2 × 1× x2)1, x22
)
=
(
(x2 × 1× x2)1, 1(x2 × 1× x2)1
)
.
So we have
Φ(2)(x22, x22) = a2,1τ [1]Φ(2)(1, x22) + a2,2Φ(2)(1, 1)Φ(3)(1, 1, 1)
= a22,1 + a2,2.
We then get as expected
τ [x21x22x21x22] = a21,1a22,1 + a21,1(2a22,1 + a2,2) + a1,2(a22,1 + a2,2)
= 3a21,1a22,1 + a21,1a2,2 + a1,2a22,1 + a1,2a2,2.
3.9.4 Proof of Proposition 3.6.3
We manipulate truncated sums. Let N > 1 be an integer. Then, by Theorem
3.6.2
1
λK
N∑
n=0
∑
n1+···+nK=n
1
λn
Φ(K)(xn1+1, xn2 , . . . , xnK )
= 1
λK
N∑
n=0
∑
n1+···+nK=n
1
λn
∑
16k6n+12
ak
× ∑
s1+···+sK=k
16s16n1+12
06s26n22 ,...,06sK6
nK
2
∑
(r,t)
Φ(k)(xr)Φ(k+K−1)(xt).
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The last sum is over all families of non negative integers
r = (r(1)1 , . . . , r(1)s1 , . . . , r
(K)
1 , . . . , r
(K)
sK
),
t = (t(1)1 , . . . , t(1)s1 , t
(2)
0 , . . . , t
(2)
s2 , . . . , t
(K)
0 , . . . , t
(K)
sK
),
such that
r
(1)
1 + · · ·+ r(1)s1 + t(1)1 + · · ·+ t(1)s1 = n1 + 1− 2s1,
r
(2)
1 + · · ·+ r(2)s2 + t(2)0 + · · ·+ t(2)s2 = n2 − 2s2,
...
r
(K)
1 + · · ·+ r(K)sK + t
(K)
0 + · · ·+ t(K)sK = nK − 2sK .
We have used (and we will use) the notation
Φ(k)(xr) = Φ(k)(xr
(1)
1 , . . . , xr
(1)
s1 , . . . , xr
(K)
1 , . . . , xr
(K)
sK ).
The restrictions on the second and third sums follow from consideration on the
degree on the monomials we compute. Then one has
1
λK
N∑
n=0
∑
n1+···+nK=n
1
λn
Φ(K)(xn1+1, xn2 , . . . , xnK )
= 1
λK
∑
16k6N+12
ak
∑
s1+···+sK=k
s1>1, s2,...,sK>0
∑
2k−16n6N
1
λn
× ∑
n1+···+nK=n
n1>2s1−1
n2>2s2,...,nK>2sK
∑
l
∑
r
Φ(k)(xr)
∑
t
Φ(k+K−1)(xt).
By the sum over l, we mean the sum over all families of non negative integers
l = (l1, . . . , lK) such that
0 6 l1 6 n1 + 1− 2s1,
0 6 l2 6 n2 − 2s2,
...
0 6 lK 6 nK − 2sK .
By the sum over r, we mean the sum over all families of non negative integers
r = (r(1)1 , . . . , r(1)s1 , . . . , r
(K)
1 , . . . , r
(K)
sK
),
such that
r
(1)
1 + · · ·+ r(1)s1 = l1,
r
(2)
1 + · · ·+ r(2)s2 = l2,
...
r
(K)
1 + · · ·+ r(K)sK = lK .
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At last, by the sum over t, we mean the sum over all families of non negative
integers
t = (t(1)1 , . . . , t(1)s1 , t
(2)
0 , . . . , t
(2)
s2 , . . . , t
(K)
0 , . . . , t
(K)
sK
),
such that
t
(1)
1 + · · ·+ t(1)s1 = n1 + 1− 2s1 − l1,
t
(2)
0 + · · ·+ t(2)s2 = n2 − 2s2 − l2,
...
t
(K)
0 + · · ·+ t(K)sK = nk − 2sK − lK .
Given k, s1, . . . , s2 as in the previous formula, we set the change of variable for
n, n1, . . . , nK
m = n+ 1− 2k,
m1 = n1 + 1− 2s1,
m2 = n2 − 2s2,
...
mK = nK − 2sK .
Remark first that
1
λK
× 1
λn
= 1
λm
× 1
λk+K−1
× 1
λk
.
Hence we get
1
λK
N∑
n=0
∑
n1+···+nK=n
1
λn
Φ(K)(xn1+1, xn2 , . . . , xnK )
=
∑
16k6N+12
ak
∑
s1+···+sK=k
s1>1, s2,...,sK>0
N+1−2k∑
m=0
1
λm
× ∑
m1+···+mK=m
∑
l1=0...m1
...
lK=0...mK
∑
r
1
λk
Φ(k)(xr)
∑
t
1
λk+K−1
Φ(k+K−1)(xt).
The sum over r is the same as before, and now last sum is over all families of
non negative integers
t = (t(1)1 , . . . , t(1)s1 , t
(2)
0 , . . . , t
(2)
s2 , . . . , t
(K)
0 , . . . , t
(K)
sK
),
such that
t
(1)
1 + · · ·+ t(1)s1 = m1 − l1,
...
t
(K)
0 + · · ·+ t(K)sK = mK − lK .
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We replace the set variables (m1, . . . ,mK , l1, . . . , lK) by variables p1, . . . , pK and
q1, . . . , qK where for any i = 1, . . . , K we have set pi = mi − li and qi = li. Then
we get
1
λK
N∑
n=0
∑
n1+···+nK=n
1
λn
Φ(K)(xn1+1, xn2 , . . . , xnK )
=
∑
16k6N+12
ak
N+1−2k∑
m=0
1
λm
∑
(p,q)
∑
s1+···+sK=k
s1>1, s2,...,sK>0
×∑
r
1
λk
Φ(k)(xr)
∑
t
1
λk+K−1
Φ(k+K−1)(xt).
The sum over (p,q) is the sum over all families of non negative integers p =
(p1, . . . , pK) and q = (q1, . . . , qK) such that
p1 + · · ·+ pK + q1 + . . . qK = m.
The sum over r is the sum over all families of non negative integers
r = (r(1)1 , . . . , r(1)s1 , . . . , r
(K)
1 , . . . , r
(K)
sK
),
such that
r
(1)
1 + · · ·+ r(1)s1 = q1,
...
r
(K)
1 + · · ·+ r(K)sK = qK .
The sum over t is the sum over all families of non negative integers
t = (t(1)1 , . . . , t(1)s1 , t
(2)
0 , . . . , t
(2)
s2 , . . . , t
(K)
0 , . . . , t
(K)
sK
),
such that
t
(1)
1 + · · ·+ t(1)s1 = p1,
t
(2)
0 + · · ·+ t(2)s2 = p2,
...
t
(K)
0 + · · ·+ t(K)sK = pK .
LetK > 1 and k > 1 be integers. Then there exist
(
K+k−2
K−1
)
tuples of non negative
integers (s1, . . . , sK) such that s1 + . . . sK = k, s1 > 1 and s2, . . . , sK > 0. Hence
we get
1
λK
N∑
n=0
∑
n1+···+nK=n
1
λn
Φ(K)(xn1+1, xn2 , . . . , xnK )
=
∑
16k6N+12
ak
(
K + k − 2
K − 1
)
× ∑
06p+q6N+1−2k
1
λk
∑
r1+···+rk=q
1
λq
Φ(k)(xr1 , . . . , xrq)
× 1
λk+K−1
∑
t1+···+tk+K−1=p
1
λp
Φ(k+K−1)(xt1 , . . . , xtk+K−1).
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This gives the expected result by identification of the coefficients. The uniqueness
of the solution of the equations follows directly from the observation of the valence
of the formal power series.
3.10 Appendix: A short discussion on the model
of heavy Wigner matrices
3.10.1 On the assumptions
We use a slight different definition of the model of heavy Wigner matrices that
the ones given by Zakharevich [Zak06] and Ryan [Rya98]. Let XN be a heavy
Wigner matrix and denote by p(N) the common law of its entries. In [Zak06], it
is assumed that the even moments of the entries satisfy: for any integer k > 0
lim
N→∞
∫
t2k+1dp(N)(t)
Nk−
1
2
exists in R. (3.43)
In [Rya98], the matrices considered has actually complex entries and are Her-
mitian whereas in this paper we only consider symmetric matrices. In [Rya98],
when we only consider orthogonal matrices, it is assumed that∫
t2k+1dp(N)(t)
Nk−
1
2
= o(Nβ), ∀β > 0. (3.44)
The assumption (3.43) in [Zak06] could actually be replaced by the assumption
(3.44) with minor modifications. Moreover, under the assumption we make in
our definition of the model, which is for any integer K > 1
lim
N→∞
∫
t2kdp(N)(t)
Nk−1
exists in R, (3.45)
we get by the Cauchy-Schwarz’s inequality that∫
t2k+1dp(N)(t)
Nk−
1
2
6
√∫
t4kdp(N)(t)
N2k−1
∫
t2dp(N)(t) = O(1),
which implies (3.44).
3.10.2 The possible parameters of heavy Wigner matrices
It is natural to ask when a sequence of integers (ak)k>1 can be a parameter of a
heavy Wigner matrix. The answer is given by the Hamburger’s moment problem,
which characterizes sequence of numbers which are moments of measures.
Proposition 3.10.1. If a sequence (ak)k>1 of real numbers is a parameter of
a heavy Wigner matrix, then it is the null sequence or it is the sequence of
even moments of a Borel measure m with finite moments, i.e. for any k > 1,
ak =
∫
t2k−2dm(t). In particular, if the parameter (ak)k>1 is non trivial then one
has ak > 0 for any k > 1.
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Proof. By the Hamburger’s theorem [Ham21], a sequence of real numbers
(
µ(k)
)
k>1
is a sequence of moments if and only if, for any sequence (xk)k>0 of complex num-
bers with finite support, one has
∑
j,k>0
µ(j + k)xjx¯k > 0. (3.46)
LetXN be a heavy Wigner matrix of parameter (ak)k>1 et let p(N) be the common
law of its entries. One can always assume that p(N) is symmetric, since we get the
same parameter for the heavy Wigner matrix whose common law of the entries is
the symmetrization of p(N). Denote by (µ(N)(k))k>0 its sequence of moments. For
any sequence (yk)k>1 of complex numbers with finite support such that y0 = 0,
we apply (3.46) with (xk)k>1 = (N
k
2 yk)k>1: we get
∑
j,k>0
µ(N)(j + k)xjx¯k = N
∑
j,k>0
µ(N)(j + k)
N
j+k
2 −1
yj y¯k
= N
∑
j,k>2
a j+k
2
yj y¯k + o(1),
where we have set ak = 0 whenever k is odd. This gives the necessary condition.
Now, assume that (ak)k>1 is non trivial. Consider the 3 by 3 matrix obtained
from A(N)m by keeping only the 3 last lines and column, m > 3. Since A(N)m is
positive definite, the determinant of this matrix is positive. But it converges to
am−1(am−2am − a2m−1). We then get by recurrence that if am−2 = 0, then ak = 0
for any k > m− 2, and one the other hand that if a1, a2 > 0 then ak > 0 for any
k > 1.
Chapter 4
A central limit theorem for the
injective trace of test graphs in
independent heavy Wigner
matrices
Work in progress, with Florent Benaych-Georges and Alice Guionnet
abstract:
We prove that, properly rescaled and centered, the injective traces of cyclic test
graphs in a family of independent N by N heavy Wigner matrices converges
to a multivariate gaussian processes as N goes to infinity. The covariance
function of this process is written via the limiting distribution of traffics of
the heavy Wigner matrices. In particular, we show a central limit theorem
for linear statistics of the empirical eigenvalue distribution of a heavy Wigner
matrix XN .
4.1 Introduction
Given a polynomial P , we show that the random variable
√
N
(
τN
[
P (XN)
]
− E
[
τN
[
P (XN)
]])
(4.1)
converges to a Gaussian random variable, where τN denotes the normalized trace.
Normalizing the centered trace by a factor
√
N is unusual in random matrix the-
ory. If XN were a Wigner or a Wishart matrix, then we know that a central
limit theorem holds with the normalizing factor N ([Jon82]). The fluctuations
of linear statistic for heavy Wigner matrices are then at the same scale than the
fluctuations of independent identically distributed random variables.
Our result is actually more general since we consider a familyXN = (X(N)1 , . . . , X(N)p )
of independent N by N matrices and work with the formalism of distribution of
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traffics introduced in Chapter 3. Given a cyclic test graph T in p indeterminates,
we denote
ZN(T ) =
√
N
(
τ 0N
[
T (XN)
]
− E
[
τ 0N
[
T (XN)
]])
,
where τ 0 is the injective normalized trace of N by N matrices, and show a mul-
tivariate central limit theorem for
(
ZN(T )
)
T∈Gcyc〈x1,...,xp〉
.
The random variable in (4.1) can be written as a linear combination of
ZN(T1), . . . , ZN(TK), where T1, . . . , TK are traffics in one variable. Hence, the
multivariate central limit theorem for
(
ZN(T )
)
T∈Gcyc〈x1,...,xp〉
shown in this paper
give a central limit theorem for the linear statistic of the empirical eigenvalue
distribution.
Being Gaussian, the limiting process
(
z(T )
)
T∈Gcyc〈x1,...,xp〉
of
(
ZN(T )
)
T∈Gcyc〈x1,...,xp〉
is completely characterized by its covariance map
ρ : Gcyc〈x1, . . . , xp〉2 → C
(T, T ′) 7→ E
[
z(T )× z(T ′)
]
.
We give a simple formula for δ(T, T ′) in terms of the limiting distribution of
traffics of XN . Hence, the notion of distribution of traffics seems robust enough
to have its ”second order false freeness theory“, as in free probability with Mingo
and Speicher’s second order freeness theory [MS06].
Organization of the proof:
In Section 4.2, we give the precise statement of our result which is shown in
Section 4.3.
Acknowledgment:
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4.2 Statement of results
By Theorem 3.3.8 of Chapter 3, we have the following description of the limiting
distribution of traffics of a family of independent heavy Wigner matrices. Let
T = (G, γ) be a test graph in G〈x1, . . . , xp〉. We say that T is a colored tree
whenever the graph G¯ obtained from G by forgetting the orientation and the
multiplicity of the edges, and the edges linking a same pair of vertices in G¯ are
the same. For such a colored tree, any edge e of G¯ as a color η(e) in {1, . . . , p},
which is the common color of the corresponding edges in G. Moreover, we denote
by n(e) the multiplicity of the edges corresponding to e in G.
Theorem 4.2.1. LetXN = (X(N)1 , . . . , X(N)p ) be a family ofN byN independent
heavy Wigner matrices. For any m = 1, . . . , p, we set (am,k)k>1 the parameter of
4.2. Statement of results 153
X(N)m . Then, for any test graph T = (G, γ) in Gcyc〈x1, . . . , xp〉, one has
E
[
τ 0N
[
T (XN)
]]
−→
N→∞
τ 0[T ] :=
{ ∏
e∈G¯ aη(e),n(e) if T is a colored tree
0 otherwise. (4.2)
To describe the fluctuations of
ZN(T ) =
√
N
(
τ 0N
[
T (XN)
]
− E
[
τ 0N
[
T (XN)
]])
, (4.3)
we need the following definitions.
Let T, T ′ be test graphs in G〈x1, . . . , xp〉. We define δ(T, T ′) ⊂ G〈x1, . . . , xp〉,
called the set of amalgamated product of T and T ′, as the set of all test graphs
obtained by merging certain vertices of T and T ′. More precisely, write T =
(V,E, γ) and T ′ = (V ′, E ′, γ′). Then δ(T, T ′) is the set of test graphs T ′′ =
(V ′′, E ′′, γ′′) of the following form. There exist non empty sets of the same car-
dinal W ⊂ V,W ′ ⊂ V ′ and a bijection ψ : W → W ′. This bijection is extended
trivially to a bijection ψ : W unionsq (V ′ \W ′)→ V ′. The set of vertices V ′′ of the test
graph T ′′ is
V ′′ = V unionsq (V ′ \W ′),
and a directed edge e = (v1, v2) is in the multi-set E ′′ whenever
– v1, v2 are in V and e is an edge of T , or
– v1, v2 are in W unionsq (V ′ \W ′) and
(
ψ′(v1), ψ(v2)
)
is in E ′,
this enumeration taking account to the multiplicity of the edges in the multi-sets
E and E ′ (with a certain abuse, we can think E ′′ as the set EÊ unionsqE ′). The map
γ′′ is induced by the maps γ and γ′.
When T ′′ is obtained by such a construction, we denote
T ′′ = T ∗
ψ:W→W ′
T ′.
We also define δ](T, T ′) as the set of all amalgamated products T ′′ of T and T ′
such that, with the notations above, there exists a pair of vertices in W ′′ linked
both by an edge from E and an edge from E ′. The main result of this note is
the following.
Theorem 4.2.2. The process
(
ZN(T )
)
T∈Gcyc〈x1,...,xp〉
converges in mean moments
to a centered Gaussian random process
(
z(T )
)
T∈Gcyc〈x1,...,xp〉
, i.e. for any integer
n > 1, for any polynomial P in n indeterminates and any cyclic test graph
T1, . . . , Tn, one has
E
[
P
(
ZN(T1), . . . , ZN(Tn)
)]
−→
N→∞
E
[
P
(
z(T1), . . . , z(Tn)
)]
. (4.4)
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The covariance map of
(
z(T )
)
T∈Gcyc〈x1,...,xp〉
is given by: for any cyclic test graphs
T1 and T2,
ρ(T, T ′) := E
[
z(T )× z(T ′)
]
=
∑
T ′′∈δ](T,T ′)
τ 0[T ′′], (4.5)
where τ 0 is as in (4.2).
4.3 Proof of Theorem 4.2.2
Let XN = (X(N)1 , . . . , X(N)p ) be a family of N by N independent heavy Wigner
matrices. For any m = 1, . . . , p, we set (am,k)k>1 the parameter of X(N)m . By
Wick’s formula (need ref), to show Theorem 4.2.2 it is sufficient to show that,
for any integer n > 2 and any T1, . . . , Tn in Gcyc〈x1, . . . , xp〉, one has
E
[
ZN(T1) . . . ZN(Tn)
]
−→
N→∞
∑
pi∈PP(n)
∏
{i1,i2}∈pi
ρ(Ti1 , Ti2), (4.6)
where PP(n) is the set of all pair partitions of {1, . . . , n}. We first show this
fact for n = 2 and then for general n > 3.
4.3.1 Convergence of the covariance
For any cyclic test graph T = (V,E, γ), T ′ = (V ′, E ′, γ′) in Gcyc〈x1, . . . , xp〉, we
set
ρN(T, T ′) := E
[
ZN(T )ZN(T ′)
]
Then, one has
ρN(T, T ′) = N
(
E
[
τ 0N
[
T (XN)
]
τ 0N
[
T ′(XN)
]]
−E
[
τ 0N
[
T (XN)
]]
× E
[
τ 0N
[
T ′(XN)
]])
.
By the definition of the injective trace, one has
ρN(T, T ′) =
1
N
∑
φ:V→{1,...,N}
injective
∑
φ′:V ′→{1,...,N}
injective
E
[
PN(φ)P ′N(φ′)
]
− E
[
PN(φ)
]
E
[
P ′N(φ′)
]
,
where for any φ, φ′ as in the sums, we have denoted
PN(φ) :=
∏
e∈E
X
(N)
γ(e)
(
φ(e)
)
,
P ′N(φ′) :=
∏
e∈E′
X
(N)
γ′(e)
(
φ′(e)
)
.
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We classify the terms in the sums above in the following way.
ρN(T, T ′) =∑
ψ:W→W ′
bijective
W⊂V,W ′⊂V ′
1
N
∑
φ,φ′
E
[
PN(φ)P ′N(φ′)
]
− E
[
PN(φ)
]
E
[
P ′N(φ′)
]
,
where the last sum is over all injective maps φ : V → {1, . . . , N} and φ′ : V ′ →
{1, . . . , N} such that, for any v in W one has φ(v) = φ′
(
ψ(v)
)
and φ(V \W ) ∩
φ′(V ′ \ W ′) = ∅. Let ψ : W → W ′ be as in the first sum and consider the
amalgamated product of test graphs
T ′′ = (V ′′, E ′′, γ′′) = T ∗
ψ:W→W ′
T ′.
By independence of the entries of the matrices, if T ′′ is not in δ](T, T ′), then for
any φ, φ′ as above, one has E
[
PN(φ)P ′N(φ′)
]
= E
[
PN(φ)
]
E
[
P ′N(φ′)
]
. Then, we
get
ρN(T, T ′) = (4.7)∑
T ′′=T ∗
ψ:W→W ′
T ′
1
N
∑
φ′′:V ′′→{1,...,N}
injective
E
[
P ′′N(φ′′)
]
− E
[
PN(φ)
]
E
[
P ′N(φ′)
]
,
where we have set
P ′′N(φ′′) :=
∏
e∈E′′
X
(N)
γ′′(e)
(
φ′′(e)
)
,
and φ = φ′′|V , φ′ = φ′′|Wunionsq(V ′\W ′)◦ψ−1 (the map ψ is extended trivially to a bijection
W unionsq (V ′ \W ′)→ V ). Remark that for any T ′′ as in the first sum, one has
1
N
∑
φ′′:V ′′→{1,...,N}
injective
E
[
P ′′N(φ′′)
]
= E
[
τ 0N
[
T ′′(XN)
]]
,
which tends to τ 0[T ′′] by Theorem 4.2.1 (T ′′ is well a cyclic test graph). It turns
out that, for any bijection ψ : W → W ′ as in the first sum of (4.7), the term
N(ψ) :=
1
N
∑
φ′′:V ′′→{1,...,N}
injective
E
[
PN(φ)
]
E
[
P ′N(φ′)
]
is negligible. To show this fact, we use the same kind of analysis as in our pre-
ceding paper.
We write the cyclic test graph T = (G, γ) and we consider the graph G¯ = (V¯ , E¯)
obtained from G by forgetting the orientation and the multiplicity of its edges.
Let c be a cycle on G that visits exactly one time each edge in the sense of their
orientation. The cycle c induces a cycle c¯ on G¯ whose steps are colored by the
labels in {1, . . . , p} of the edges in T . For any m = 1, . . . , p and k > 1, we denote
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by ηm,k the number of edges of G¯ visited by c¯ exactly k times by a step of color
m. We write G¯′ = (V¯ ′, E¯ ′), η′m,k and G¯′′ = (V¯ ′′, E¯ ′′), η′′m,k for the same objects
with T ′ and T ′′ respectively instead of T .
By the independence of the entries of the matrices, we get that
N(ψ) =
1
N
∑
φ′′:V ′′→{1,...,N}
injective
p∏
m=1
∏
k>1
(∫
tkdµ(N)m (t)
N
k
2
)ηm,k+η′m,k
∼
N→∞
N |V¯
′′|−1
p∏
m=1
∏
k>1
(∫
tkdµ(N)m (t)
N
k
2
)ηm,k+η′m,k
.
Moreover, by the definition of heavy Wigner matrices, one has for any m =
1, . . . , p and k > 1 that ∫
tkdµ(N)m (t)
N
k
2−1
= o(Nβ), ∀β > 0.
We set
B =
p∑
m=1
∑
k>1
ηm,k, B
′ =
p∑
m=1
∑
k>1
η′m,k,
so that
N(ψ) = o
(
N |V¯
′′|−1−B−B′+β),∀β > 0.
Remark that B is the number of edges of G¯ counted with multiplicity with
respect to the colors of the steps c¯. Hence, one has B > |E¯|. Similarly, one has
B′ > |E¯ ′|. Moreover, the relation between the number of edges and the number
of vertices in a connected graph tells us that |V ′′| 6 |E¯ ′′|+ 1. At last, since the
traffic T ′′ is in δ](T, T ′), one has |E¯ ′′| 6 |E¯|+ |E¯ ′| − 1. Hence we get
N(ψ) = o
( 1
N1−β
)
,∀β > 0,
and so
ρN(T, T ′) −→
N→∞
∑
T ′′∈δ](T,T ′)
τ 0[T ′′] = ρ(T, T ′)
as expected.
4.3.2 Proof of (4.6) for n > 3
Let n > 3 and T1 = (V1, E1, γ1), . . . , Tn = (Vn, En, γn) be cyclic test graphs in
Gcyc〈x1, . . . , xp〉. Then, one has
E
[
ZN(T1) . . . ZN(Tn)
]
= N n2E
[
n∏
i=1
(
τ 0N
[
Ti(XN)
]
− E
[
τ 0N
[
Ti(XN)
])]
=
∑
pi∈P(n)
1
N
n
2
∑
φ1,...,φn
E
[
n∏
i=1
(
P
(i)
N (φi)− E
[
P
(i)
N (φi)
])]
,
where
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– P(n) is the set of all partitions of {1, . . . , n},
– the second sum is over all injective maps φi : Vi → {1, . . . , N}, i = 1, . . . , n,
such that
i ∼pi j ⇔ φi(Vi) ∩ φj(Vj) 6= ∅,
– for any i = 1, . . . , n, we have denoted
P
(i)
N (φi) :=
∏
e∈Ei
X
(N)
γi(e)
(
φi(e)
)
.
Let pi be in P(n) and B = {i1, . . . , ik} one of its block. By the independence of
the entries of the matrices, one has
E
[
ZN(T1) . . . ZN(Tn)
]
(4.8)
=
∑
pi∈P(n)
1
N
n
2−|pi|
∏
B={i1,...,ik}∈pi
1
N
∑
φ1,...,φk
E
[
k∏
j=1
(
P
(ij)
N (φi)− E
[
P
(ij)
N (φi)
])]
,
where the last sum is over all injective maps φj : Vij → {1, . . . , N}, such that for
any j1, j2 = 1, . . . , k one has φj1(Vij1 )∩ φj2(Vij2 ) 6= ∅. By the same analysis as in
the previous section, we get that for any pi in P(n) and any B = {i1, . . . , ik} in
pi, one has
1
N
∑
φ1,...,φk
E
[
k∏
j=1
(
P
(ij)
N (φi)− E
[
P
(ij)
N (φi)
])]
= O(1).
Moreover, is B has only one element, by the centering this term vanishes. Hence,
the only terms that contributes in the first sum of (4.8) are the partition pi such
that σpi is a pair partition. Then, one has
E
[
ZN(T1) . . . ZN(Tn)
]
=
∑
pi∈PP(n)
∏
{i1,i2}∈pi
ρN(Ti1 , Ti2) +O
( 1
N
)
.
We then get as expected
E
[
ZN(T1) . . . ZN(Tn)
]
−→
N→∞
∑
pi∈PP(n)
∏
{i1,i2}∈pi
ρ(Ti1 , Ti2). (4.9)
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