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The advent of distributed cloud computing and the exponential growth and demands of 
the internet of things and big data have strained traditional network technologies' 
capabilities and have given rise to software-defined networking's (SDN's) revolutionary 
approach. Some information technology (IT) cloud services leaders who do not intend to 
adopt SDN technology may be unable to meet increasing performance and flexibility 
demands and may risk financial loss compared to those who adopt SDN technology. 
Grounded in the unified theory of acceptance and use of technology (UTAUT), the 
purpose of this quantitative correlational study was to examine the relationship between 
IT cloud system integrators' perceptions of performance expectancy, effort expectancy, 
social influence, facilitating conditions, and their intention to use SDN technology. The 
participants (n = 167) were cloud system integrators who were at least 18 years old with a 
minimum of three months' experience and used SDN technology in the United States. 
Data were collected using the UTAUT authors' validated survey instrument. The multiple 
regression findings were significant, F(4, 162) = 40.44, p < .001, R2 = .50. In the final 
model, social influence (ß = .236, t = 2.662, p < .01) and facilitating conditions (ß = .327, 
t = 5.018, p < .001) were statistically significant; performance expectancy and effort 
expectancy were not statistically significant. A recommendation is for IT managers to 
champion SDN adoption by ensuring the availability of support resources and promoting 
its use in the organization's goals. The implications for positive social change include the 
potential to enhance cloud security, quality of experience, and improved reliability, 
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Section 1. Foundation of the Study 
Today’s conventional network industry is manually intensive, costly, and plagued 
by inflexibility. To transform to the next-generation software-defined networking (SDN) 
technology, which could lead to substantial cost reductions through automation, greater 
processing capacity, and fine-grained service orchestration through programmability, it is 
paramount that industry leaders and system developers understand and adjust to the 
intricacies of its adoption. The results of this study may help to promote broader adoption 
and integration of SDN technology. 
Background 
The SDN concept originated in 2004 by the Internet Engineering Task Force as a 
revolutionary architectural model which, in contrast to the traditional model, separates 
the control plane from the data plane and consolidates the control plane onto a centralized 
controller, enabling globally aware network management and flow control capabilities 
(Mijumbi et al., 2016). In 2012, Nicira Networks proposed likely the first SDN solutions 
at Stanford University based on open standards and network virtualization, representing a 
potentially game-changing opportunity in rethinking how enterprise networks are 
managed and deliver services (Singh & Jha, 2017). Although SDN technology stands to 
achieve significant performance and efficiency gains, its integration into traditional 
networking environments faces significant challenges (Anan et al., 2016). 
Potential SDN integration and implementation challenges include: (a) 
interoperability with the existing infrastructure and legacy networks, (b) the lack of 
standardized management and control interfaces to facilitate an ecosystem of open-source 
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technologies across multiple vendors, (c) defining of new service delivery and capacity-
sharing guarantees, and (d) standardizing best practices for SDN security (Cox et al., 
2017). SDN also represents a paradigm shift, prompting new challenges that may include 
developing multidisciplinary support teams that foster the cross-utilization of skills and 
establishing standard practice application program interfaces (Cox et al., 2017). Such 
challenges have affected the adoption of SDN (Amin et al., 2018). In this study, I aimed 
to understand the relationship between cloud system integrators’ perceptions of the 
determinants to use SDN technology and their adoption of the technology. 
Problem Statement 
The advent of distributed cloud computing and the exponential growth and 
demands of the internet of things (IoT) and big data have strained the capabilities of 
traditional network technologies and have given rise to the SDN revolutionary approach, 
although it is still in its infancy (Tomovic et al., 2017). SDN’s programmability enables 
the dynamic orchestration of complex and diverse traffic demands while also supporting 
the automation of network functions, which may reduce the total cost of ownership by 
40% over 5 years (Muciaccia & Passaro, 2017). The general IT problem is that despite 
SDN’s potential for extraordinary benefits, IT cloud system integrators’ perceptions may 
affect its adoption. The specific IT problem is that some IT cloud services decision-
makers in the United States lack information about the requisite knowledge regarding the 
relationship between IT cloud system integrators’ perceptions of performance 
expectancy, effort expectancy, social influence, facilitating conditions, and their intention 




The purpose of this quantitative correlational study was to examine the 
relationship between IT cloud system integrators’ perceptions of performance 
expectancy, effort expectancy, social influence, facilitating conditions, and the intention 
of IT cloud system integrators to use SDN technology. My dependent variable was IT 
cloud system integrators’ intention to adopt SDN technology, while my independent 
variables were IT cloud system integrators’ perceptions of performance expectancy, 
effort expectancy, social influence, and facilitating conditions. The target population for 
this study was IT cloud system integrators at cloud service providers in the United States. 
In this study, I sought to stimulate dialogue and raise awareness about potential social 
benefits of SDN technology, such as providing greater automation and network 
intelligence capabilities for data orchestration of smart cities that may result in enhanced 
quality of experience (QoE) for users and improved network security that may result in 
fewer service interruptions for users. 
Nature of the Study 
Of the three main approaches to scholarly research, I applied the quantitative 
methodology in this study. The quantitative methodology can be used to apply numerical 
and statistical analysis to measure and empirically investigate how attitudes and 
perceptions influence a phenomenon in scientific research (Allouch et al., 2019). I chose 
the quantitative method to investigate the relationship between the dependent and 
independent variables using statistical analysis. In contrast, the qualitative researcher 
seeks to understand the “how” and “why” of human behavioral characteristics, as well as 
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the context of the phenomenon and the social realities (Mohajan, 2018). I did not choose 
the qualitative method because in this study I did not examine behavioral characteristics, 
environmental context, nor social reality attributes. The mixed-methods approach 
involves the integration of both quantitative and qualitative, using diverse data collections 
to derive a more comprehensive understanding of the research problem than either the 
quantitative or qualitative method alone (Long & Rodgers, 2017). I did not choose the 
mixed methodology because this study did not include the qualitative method, a central 
component of mixed-methods research. 
Of the three major quantitative research designs, I chose correlational. The 
correlational design enables the researcher to analyze the relationship between the 
dependent and independent variables statistically and numerically and to test the 
hypotheses (Appelbaum et al., 2018). Because I performed statistical analysis on the 
relationship between the intention of IT cloud system integrators to adopt SDN 
technology and their perceptions of performance expectancy, effort expectancy, social 
influence, and facilitating conditions, the correlational design was appropriate for this 
study. The experimental design is a controlled study used to determine causal effects, 
consisting of one or more treatments or interventions (Zyphur & Pierides, 2017). The 
experimental design was not appropriate because in this study I did not seek to determine 
the causation of a phenomenon, nor did the study involve a treatment or an intervention. 
Lastly, the descriptive design involves observing and describing the behavior of a subject 
or phenomenon, and although nonexperimental, it does not test the hypothesis (Solheim 
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et al., 2017). The descriptive design was not fitting because this study involved assessing 
the relation between the dependent and independent variables and testing the hypotheses. 
Research Question and Hypotheses 
RQ: What is the relationship between IT cloud system integrators’ perceptions of 
performance expectancy, effort expectancy, social influence, facilitating conditions, and 
the intention of IT cloud system integrators to use SDN technology? 
H0: There is no significant relationship between IT cloud system integrators’ 
perceptions of performance expectancy, effort expectancy, social influence, 
facilitating conditions, and the intention of IT cloud system integrators to use 
SDN technology. 
 Ha: There is a significant relationship between IT cloud system integrators’ 
perceptions of performance expectancy, effort expectancy, social influence, 
facilitating conditions, and the intention of IT cloud system integrators to use 
SDN technology. 
Theoretical Framework 
The theoretical framework for this study was derived from the unified theory of 
acceptance and use of technology (UTAUT) by Venkatesh et al. (2003) in which they 
identified the following central determinants that explain user intentions to use a 
technology and subsequent usage of the technology: performance expectancy, effort 
expectancy, social influence, and facilitating conditions. Whereas performance 
expectancy reflects the degree in which an individual perceives that using the technology 
will benefit the individual’s job performance, effort expectancy indicates the perceived 
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degree of ease associated with using the technology. UTAUT, which evolved from eight 
previous models of theorizing individual acceptance and usage of technology, assesses 
facilitating conditions to determine whether an organizational and technical infrastructure 
exists to support the technology for the user, while social influence reflects the degree in 
which the user perceives how others expect them to use the technology (Venkatesh et al., 
2003). 
This research paper leveraged a recent study in which Lawrence (2018) applied 
the UTAUT model to examine the relationships between determinants, including 
technological, institutional, and demographic, that affect the acceptance of the “bring 
your own device” policy at public high schools in the Cayman Islands. Similarly, in this 
study I assessed factors that influence the intention to adopt SDN technology at cloud 
service providers in the United States. UTAUT was ideal for this study to understand the 
factors that influence the intention to adopt the paradigm-changing SDN technology. In 
this study, I adopted the core constructs of Venkatesh et al.’s (2003) empirically-
validated UTAUT instrument. 
Operational Definitions 
Control plane: The SDN control plane is a logically centralized network 
operating system that performs unified management and configuration of connected 
network devices compared to traditional technology where each network node contains 
an independently managed control plane. The SDN control plane resides on the controller 
making decisions about traffic forwarding and preferences, comprising a single unit or 
multiple distributed units (Liu et al., 2019). 
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Data plane: The data plane performs traffic forwarding using instructions from 
the controller by means of the southbound interfaces. The data plane consists of network 
hardware devices, such as switches and routers, that forward packets towards the 
destination (Azka et al., 2017). 
Mininet emulation: Mininet emulation provides an open-source virtual platform 
for SDN and OpenFlow protocol developers to prototype and model SDN topologies and 
configurations and evaluate performance capabilities, such as network response time, 
fault recovery, and scalability, without investing in SDN hardware and software (Yan & 
Dong, 2017). 
Network function virtualization: The concept of network function virtualization 
provides a software-based virtual abstraction of physical network devices and network 
device functions, enabling on-demand scale-up and scale-down capabilities across 
distributed network hardware resources and promoting more efficient utilization and 
sharing of hardware resources (Rotsos et al., 2017). 
Northbound interface: The northbound interface represents an abstraction element 
of service integration and orchestration between the controller and the application and 
service and components (Reisslein & Maier, 2019). 
OpenFlow protocol: The OpenFlow protocol provides communication 
specifications and standards between the SDN controller and network devices, enabling 
the controller to push flow and security configurations to the network devices, which 
facilitates status updates and flow statistics from the network devices to the controller 
(Singh & Jha, 2017). 
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Quality of Experience (QoE): QoE refers to the quality of network service 
delivery, particularly for interactive voice and video mediums, from the customer’s 
perspective (Baktir et al., 2017). 
Southbound interface: The southbound interface represents an abstraction 
component for which the controller sends data forwarding instructions from the controller 
to network hardware devices, such as routers and switches, that perform traffic 
forwarding functions (Saraswat et al., 2019). 
System integrator: The system integrator plans and executes the adaptation and 
incorporation of new system technologies for an organization. The system integrator 
implements architectural innovations that extend across hardware and software 
boundaries, ensuring system interoperability and infrastructure modularity while 
considering the organization’s business objectives and resources. In addition to defining 
system interfaces and interactions, the system integrator may also assist in determining 
the adoption of technology paths and the resources needed (Coronado Mondragon & 
Coronado Mondragon, 2018). 
Assumptions, Limitations, and Delimitations 
Assumptions 
According to Hathcoat and Meixner (2017), scientific research assumptions are 
beliefs, understandings, and predispositions that inform and guide research inquiries. In 
this study, I explored how the determinants of technology adoption affect SDN adoption 
for service providers. I assumed that participants provided accurate responses to survey 
questions. The clarity of survey questions promotes accuracy (Silva et al., 2018). I 
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assumed that the survey results reflected the population. In scientific research, 
generalization refers to drawing broad inferences from the research findings and 
conclusions that reflect the population at large. The larger the sample, the more likely 
participants’ representation reflect the beliefs, attitudes, and trends of the entire 
population (Martinez-Mesa et al., 2016). In addition, I assumed that the results were 
transferable and representative of other service and network providers with exposure to 
SDN technology. 
Limitations 
A limitation in research methods involves an imposed restriction due to potential 
weaknesses in the study that is outside of the researcher’s control to address (Velte & 
Stawinoga, 2017). Due to the apparent scarcity of theoretical models and scientifically 
validated instruments for back-end infrastructure technologies such as SDN and cloud 
computing, as most focus on end-user technologies, a possibility exists that my related 
survey questions may introduce bias. In addition, my research suggests that there may be 
limited operational deployments of SDN technology to date, which may impact data 
collection opportunities. 
Delimitations 
The definition of delimitation in research methodologies involves factors or 
characteristics that contribute to or that result in boundary or scope limitations for the 
study, and that is typically within the researcher’s control (Nagasaka, 2016). Although 
knowledge about SDN technology may exist in a broader population, this study's focus 
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was limited to SDN system integrators with at least 3 months’ experience working with 
the technology in the United States. 
Significance of the Study 
Contribution to Information Technology Practice 
Although still in its early stages of development, SDN is transforming the IT 
networking field. In contrast to traditional networks in which the data, control, and 
application plane are typically vendor-proprietary closed technology, SDN’s open 
technology enables programmability for each of the abstraction layers, thereby greatly 
enhancing customizability for user preferences. For example, an SDN-enabled smart grid 
communications network, with its runtime context-awareness and vulnerability response 
capabilities, provides advanced security protection against distributed denial of service 
(DDoS) attacks compared to traditional technology (Maziku et al., 2019). In addition, the 
results of this study may help in advancing options for addressing the rapidly growing 
IoT network and multidomain cloud computing scalability challenges, while also driving 
down operating expenses through increased automation (Wibowo et al., 2017). 
Implications for Social Change 
There are also social benefits associated with SDN integration. The results of this 
study may raise awareness about SDN researchers' future goals, including greater 
network automation and enhanced network security through machine learning (ML; 
Sultana et al., 2018). Smart healthcare systems, based on edge-cognitive-computing, can 
use SDN technology to monitor and analyze patient health status and to improve 
efficiency by dynamically optimizing real-time data flow resource allocations (M. Chen 
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et al., 2018). In addition, the findings in this study may help advance the automation of 
repetitive human tasks through cognitive-inspired computing, a concept sought by 
academia and industry in which a machine learns, reasons, and dynamically interacts with 
humans and the surrounding environment (Cui et al., 2019). 
Review of the Professional and Academic Literature 
Overview 
An essential component of scientific research involves a thorough literature 
review. In this literature review, I analyzed and synthesized my research problem through 
the lens of prior contributors who provided critical analysis to aspects of the problem and 
identified possible knowledge gaps. Baker (2016) provided additional illumination by 
defining the literature review as a systematic method for evaluating the central issues and 
context of the research problem and the integration of findings across studies. Also, the 
literature review provides insight into potential knowledge gaps and areas that require 
further investigation (Baker, 2016). 
In analyzing the application of the applied IT problem, I begin by explaining the 
purpose of my study, followed by critical analysis and synthesis of literature pertaining to 
the theoretical framework. I investigated and analyzed the UTAUT framework, its 
composition, testing population and central findings, supporting theories, contrasting 
theories, and criticisms of the UTAUT model. I provided critical analysis and synthesis 
of my independent variables, dependent variables, and moderators adopted from the 
UTAUT model. I discussed the measurement of my variables. I analyzed UTAUT studies 
that were similar to mine, distinguishing key similarities and differences. I provided a 
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comprehensive and critical analysis and synthesis of SDN literature, including its 
architectural framework, use cases, and critical challenges of SDN technology. 
With respect to strategies in searching for literature resources, my primary 
keywords were software-defined and SDN. Secondarily, I often added other technology 
keywords in conjunction, such as OpenFlow, 5G, IoT, and machine learning, as well as 
additional keywords that help in exploring limitation characteristics, such as security, 
standards, and challenges. I typically began searches from Walden University Library’s 
general search engine, Google Scholar, or directly from databases, such as the ACM 
Digital Library, IEEE Xplore Digital Library, ProQuest Central, Sage Journals, or 
ScienceDirect. My literature review contains 101 references, 98.0% peer-reviewed. With 
300 total references, 88.7% meet the 5-year criteria, and 97.7% are peer-reviewed. 
Application to the Applied IT Problem 
The purpose of this quantitative correlational study was to examine the 
relationship between cloud system integrators’ perceptions of performance expectancy, 
effort expectancy, social influence, facilitating conditions, and the intention of IT cloud 
system integrators to adopt SDN technology. Although SDN technology presents 
potentially game-changing and transformational benefits that may significantly improve 
flow orchestration and automation, recent studies indicate that early adoption has been 
generally tepid (Anan et al., 2016). In this study, I conducted statistical and regression 
analysis testing to empirically investigate SDN adoption at cloud service organizations. 
Equipping IT developers and managers with such critical data may help to advance the 
adoption of SDN’s next-generation approach to networking. 
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Critical Analysis and Synthesis of Theoretical Framework 
In the theoretical framework section of this study, I addressed and critically 
analyzed many aspects of the UTAUT model. I began by discussing UTAUT's 
foundational underpinnings and critical constructs, followed by its central findings and 
purpose. I critically analyzed each of UTAUT’s foundational models, most of which 
present similar approaches to analyzing and predicting technology usage and fall under 
the supporting theories category. I examined several studies that provide criticism about 
the UTAUT model. I provided critical analysis and synthesis of the independent and 
dependent variables, and the moderators, followed by a discussion on measurements for 
the variables. I concluded this section by critically analyzing UTAUT studies that are 
similar to mine. 
Composition 
The UTAUT model consists of four central determinants that reflect user 
perceptions and intention to use IT-based on eight previous models, and up to four 
moderators of key relationships. Seminal authors Venkatesh et al. (2003) described the 
UTAUT determinants, which are also the independent variables, as follows: (a) 
“performance expectancy,” which refers to the degree to which an individual believes 
that the technology system will enhance their job through productivity gains; (b) “effort 
expectancy,” which refers to the degree of ease of use of the system; (c) “social 
influence,” which indicates the degree to which an individual perceives that it is 
important that others believe that he or she should use the system; and (d) “facilitating 
conditions,” which refers to the degree to which an individual perceives that an 
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organizational and technical infrastructure exists that supports the use of the system. In 
constructing UTAUT, seminal authors Venkatesh et al. (2003) extracted components 
from the other prominent technology acceptance models that existed at the time of their 
research. The models included the theory of reasoned action (TRA), the technology 
acceptance model (TAM), the motivational model (MM), the theory of planned behavior 
(TPB), the combined TAM and TPB (C-TAM-TPB), the model of personal computer 
utilization (MPCU), innovation diffusion theory (IDT), and the social cognitive theory 
(SCT; Venkatesh et al., 2003). According to Venkatesh et al. (2003), the central 
dependent variable for UTAUT is behavioral intention, a critical predictor of technology 
usage. Figure 1 illustrates the underlying concepts of the technology acceptance models, 
depicting the circular chain of events of how individual reactions towards using 
technology influence their intention to use the technology on subsequent occasions, 
which then affects their actual use of the technology. 
Figure 1 
Fundamental Concepts of User Acceptance Models 
 
 
Note: Reprinted from "User Acceptance of Information Technology: Toward a unified 
view," by V. Venkatesh, M. G. Morris, G. B. Davis, and F. D. Davis, 2003, MIS 
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Quarterly, 27(3), p. 427 (https://doi.org/10.2307/30036540). Copyright 2003 by MIS 
Quarterly. Reprinted with permission (see Appendix B). 
The UTAUT model also specifies moderating factors that influence behavioral 
intention and use behavior as shown in Figure 2. According to Venkatesh et al. (2003), 
the UTAUT moderators of experience, voluntariness, gender, and age account for 
dynamic influences, such as organizational context, user experiences, and user 
demographical behaviors. 
Figure 2 
Unified Theory of Acceptance and Use of Technology Research Model Depicting the 




Note: Reprinted from "User Acceptance of Information Technology: Toward a Unified 
View," by V. Venkatesh, M. G. Morris, G. B. Davis, and F. D. Davis, 2003, MIS 
Quarterly, 27(3), p. 447 (https://doi.org/10.2307/30036540). Copyright 2003 by MIS 
Quarterly. Reprinted with permission (see Appendix B). 
The moderators of experience, gender, age, and voluntariness influence the 
UTAUT determinants to shape user perceptions, behavioral intentions, and use of 
technology innovations. According to Venkatesh et al. (2003), gender and age, for 
instance, are moderators for performance expectancy, while gender, age, and experience 
moderate the influence of effort expectancy. Concerning moderating influences for social 
influence, gender, age, experience, and voluntariness are significant factors, and the 
moderating influences for facilitating conditions are age and experience (Venkatesh et al., 
2003). 
Population and Central Findings 
Many researchers have found the UTAUT model to be a good predictor of 
behavioral intentions. After assessing similarities and differences across the eight 
previous technology acceptance models, Venkatesh et al. (2003) conducted empirical 
testing over 6 months to include within-subjects longitudinal validation, using data 
acquired from questionnaire results from four organizations (N = 215). The UTAUT 
model accounted for 70% of the variance in usage intention, substantially higher than the 
previous models. They proceeded by empirically validating UTAUT using the original 
data and cross-validating with data from two additional organizations (n = 133) where the 
results consistently indicated significantly better results than the previous models. Central 
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UTAUT findings by Venkatesh et al. (2003) suggested the following: (a) the strength of 
performance expectancy is frequently a determinant of intention, and tends to vary with 
gender and age, with greater significance for men and younger workers; (b) effect of 
effort expectancy is also moderated by gender and age, with increased significance for 
women and older workers, while decreasing in significance with experience; (c) the four 
moderators tend to influence social influence in a nonsignificant way, similar to 
analyzing the same data without moderators; and (d) facilitating conditions indicated 
significance only in conjunction with age and experience, affecting older and experienced 
workers. 
The UTAUT founders conducted extensive validity and reliability assessments. 
Venkatesh et al. (2003) applied the partial least square (PLS) test, which models the 
composites and factors that depict the relationship between the X and Y variables. 
Venkatesh et al. (2003) also evaluated convergent validity, discriminant validity, and 
reliability for each of the foundational models and UTAUT. Their results were highly 
consistent with previous findings, with all internal consistency reliabilities rated at .70 or 
higher. They used Chow’s test of the beta differences (p < .50) to determine that UTAUT 
effort expectancy was more significant with limited exposure to the technology, that the 
effect decreased with increased experience, and that social influence was more significant 
with limited experience with the technology. Applying Chow’s test of the beta 
differences (p < .50) to predict UTAUT usage behavior, Venkatesh et al. (2003) also 
found that behavioral intentions and facilitating conditions were significant, with 
facilitating conditions being more important to older workers. In addition, Puspitasari et 
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al. (2019) tested their UTAUT measurement scale's reliability using Cronbach's alpha 
test, which indicated consistency and stability for the determinants of performance 
expectancy, effort expectancy, social influence, facilitating conditions, and behavior 
intention (Cronbach alpha > 0.60). To test the relationship between the hypotheses and 
the variables, the researchers applied the Spearman rank correlation test, used to measure 
the relationship between ranked variables (Puspitasari et al., 2019). 
Purpose of Unified Theory of Acceptance and Use of Technology 
UTAUT offers researchers a unified framework with which to understand the 
perception of users concerning the acceptance and use of IT and IT innovations. 
Venkatesh et al. (2003) observed that due to its rapid growth and expansion over the past 
several decades, IT expenditures typically consume up to 50% of capital investments. 
However, productivity gains depend upon user acceptance and usage of the IT products. 
With several existing theoretical models of origins ranging from IT to psychology and 
sociology, Venkatesh et al. (2003) sought to develop a unified framework that improves 
existing theories of understanding user perceptions towards the acceptance and use of IT 
and IT innovations. Venkatesh et al. (2003) also sought to understand the drivers of 
acceptance for the development of IT solutions. UTAUT accounted for 70% of the 
variance (adjusted R2) in usage intention, reflecting a substantial improvement over the 
original eight models (Venkatesh et al., 2003).  
Supporting Theories 
Supporting theories are technology acceptance models that apply similar 
determinants as UTAUT for analyzing behavioral intent and predicting technology 
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acceptance. Supporting theories include TRA, TAM, MM, TPB, C-TAM-TRA, and 
MPCU. 
Theory of Reasoned Action. TRA describes the relationship between attitudes 
and behaviors that influence human behaviors across a wide variety of domains. Seminal 
authors Fishbein and Ajzen (1975) provided a systematic conceptual framework of the 
human attitude based on social psychology and distinguishing the differences among 
beliefs, attitudes, intentions, and behavior, concepts previously often and improperly used 
interchangeably. Buabeng-Andoh (2018) depicted TRA as a general theory for predicting 
and explaining human behavior across a wide spectrum of domains. Similarly, Shachak et 
al. (2019) described TRA as the origin of the social psychology view that focuses on the 
individual adopter and assumes direct causal influence of intention on the actual behavior 
of individuals. Beliefs, according to Fishbein and Ajzen (1975), represent information 
that an individual knows about an object, linking the object to some attribute about the 
object and formulating the individual’s attitude through the internal evaluation of their 
knowledge about the object, action, or event. Attitudes are learned behaviors about an 
individual’s principal beliefs and reveal a general predisposition or an inclination towards 
an object, action, or event that is consistently favorable or consistently unfavorably 
towards the object (Fishbein & Ajzen, 1975). 
While attitudes reveal the amount of affection towards an object, action, or event, 
they also provide broad indicators of an individual’s intentions (Fishbein & Ajzen, 1975). 
Behavioral intention refers to the subjective probability that an individual will perform a 
certain behavior. Dwivedi et al. (2017), who underscored TRA’s social psychology 
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origin, also observed that attitude directly affects behavioral intention, and attitude also 
affects subjective norms. Fishbein and Ajzen (1975) suggested that behavioral intention, 
which is a measurable characteristic, is the main predictor of actions and behaviors of 
individuals, and that the strength of an intention increases or decreases the likelihood of 
performance. In addition to TRA’s central constructs of beliefs and attitude, Fishbein and 
Ajzen (1975) also included subjective norm, which refers to a person's discernment of 
whether they should perform a behavior or not based on their perceived expectation of 
others that are important to them and their motivation to comply with those expectations. 
In their research on the factors that influence mobile banking acceptance for Islamic 
banks in Pakistan, authors Raza et al. (2019) pointed out that a previous study on 
Pakistani credit card adoption indicated that subjective norm positively and significantly 
affected behavioral intention of individuals. A similar TRA study that investigated 
Islamic banking adoption in Indonesia likewise found that subjective norms significantly 
affected customer intentions (Raza et al., 2019). According to Fishbein and Ajzen (1975), 
subjective norms sometimes referred to as normative beliefs, form from either a referent 
informing the individual how they should react or the individual may observe an event 
that informs them about the referent's expectations. While some normative beliefs may 
involve an inference process, others may consist of syllogistic reasoning, which involves 
deductive reasoning based on an individual's derived premises that lead to their choice of 
actions or behaviors. (Fishbein & Ajzen, 1975). 
Therefore, the consequences of performing a given act may please or displease 
reference individuals or groups, resulting in either reward or punishment. Behavioral 
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intention reflects the summation of a person’s attitude and their normative beliefs. 
Attempts to influence behavior, according to Fishbein and Ajzen (1975), must be directed 
at one or more of the individual’s beliefs. Albashrawi and Motiwalla (2020), who 
explored subjective self-reported and objective computer-generated log data in mobile 
banking, described how researchers applied the TRA model to measure the objective use 
of a web-based patient-physician collaboration application by analyzing the number of 
emails sent. Fishbein and Ajzen (1975) defined reliability as the degree to which a 
measurement is free of variable errors, such as the individual's mood or testing 
environment, and which yields the same results on different occasions. Validity, on the 
other hand, refers to the degree to which an instrument depicts the true score as intended 
to be measured, such as belief, attitude, and intention (Fishbein & Ajzen, 1975). 
Buabeng-Andoh (2018) summarized TRA as an extensively applied theory which 
explains the determinants of consciously intended behaviors and suggests that an 
individual's behavioral intention, influenced by their attitude and subjective norm, 
determines their specific behavior. I did not select the TRA model because it lacks the 
needed constructs and, therefore, capability for a comprehensive assessment of critical 
technology adoption and usage factors. TRA also does not evaluate performance 
expectancy or facilitating conditions, and it does not consider gender or age moderators. 
Technology Acceptance Model. TAM seeks to predict IT acceptance and 
utilization in the workplace. Upon highlighting apparent widespread resistance towards 
new technology systems in the workplace, seminal authors Davis et al. (1989) 
endeavored to develop a theoretical framework that explains why when they founded 
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TAM. They designed the TAM model to explain the determinants of technology 
acceptance and end-user behavioral intention across a broad range of technologies and 
populations. Davis et al. (1989) argued that understanding behavioral intention is central 
to predicting computer usage behaviors. A derivative of TRA, TAM, according to 
Buabeng-Andoh (2018), incorporates the constructs of perceived usefulness, perceived 
ease of use, and attitude. However, TAM places greater emphasis on behavioral intention 
towards the acceptance of new technologies (Buabeng-Andoh, 2018). Davis et al. (1989) 
promoted the concepts of perceived usefulness and perceived ease of use as central 
determinants for assessing the degree to which a person believes that a computer system 
will enhance their job performance. Venkatesh et al. (2003) observed that unlike TRA, 
however, TAM excludes the attitude construct. TAM2 extended the original TAM model 
with the addition of the subjective norm predictor for mandatory settings (Venkatesh et 
al. (2003). 
Although the capabilities of computer systems improve each decade 
exponentially, end-users are often unwilling to harness their full potential. Researchers 
Davis et al. (1989) observed that it is a major challenge for computer system developers 
is to predict user exploitation behaviors, and to then design appropriate functional and 
interface characteristics that foster user acceptability and utilization. Albashrawi and 
Motiwalla (2020) noted that a previous study applied TAM to measure the use of a web-
based courseware learning system. They assessed the system's use both objectively from 
the number of pages visited and subjectively from the frequency and duration of use 
(Albashrawi & Motiwalla, 2020). According to Davis et al. (1989), some studies about 
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workers’ behavior toward technology-based systems suggests that internal beliefs and 
attitudes are often influenced by external factors such as the following: (a) the system’s 
technical design characteristics, (b) user insight in the development of the system, (c) the 
type of system development process applied, and (d) the nature of the integration and 
implementation process. However, due in part to a wide variety of measures employed to 
explain beliefs, attitudes, and satisfaction, often lacking theoretical and psychometric 
justification, such findings have encountered mixed reviews (Davis et al., 1989). TAM, 
therefore, according to Davis et al. (1989), seeks to provide a basis for tracking the extent 
to which external factors influence internal beliefs, attitudes, and intentions by modeling 
the relationships among variables. 
Whereas TRA explains very general human behavioral intentions, TAM is 
specific to computer usage behavior. According to Davis et al. (1989), TAM applies 
TRA’s theoretical basis for denoting causal linkage between perceived usefulness and 
perceived ease of use, and attitudes, intentions, and adoption behaviors. Lemay et al. 
(2018) applied TAM in their study to determine the perceptions of nursing students at a 
Northeastern college concerning simulation-based learning, which attempts to create a 
virtual learning environment that replicates a clinical setting to enhance students’ 
knowledge, skills, and preparedness to respond to real-world situations. Their research in 
which they extended the TAM model to include self-efficacy and fidelity, revealed that 
most TAM beliefs are dependent upon enabling conditions, such as the readiness of 
technology to improve performance, and that fidelity influences perceived usefulness, 
rather than facilitating conditions (Lemay et al., 2018). Perceived usefulness, according 
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to Davis et al. (1989), refers to user’s perception that using a particular computer 
application will boost their job performance in an organizational context, while perceived 
ease of use refers to the degree to which the user believes that the target system is 
effortless to use. They further asserted that self-efficacy refers to an individual’s belief 
and feeling of competence that they can attain prescribed performance objectives, and 
instrumentality refers to the ability of an individual to focus objectively, fostering easier 
decision-making (Davis et al., 1989). Lemay et al. (2018) reasoned that because 
individuals expect much more when motivated, that motivational belief may modulate 
performance expectancy. However, in the context of simulation-based learning, there was 
no apparent relationship between self-efficacy and perceived usefulness (Lemay et al., 
2018). Even so, Davis et al. (1989) discovered in a longitudinal study to understand users' 
(n = 107) behavioral intentions towards a specific technology system that perceived 
usefulness strongly influenced intention-use correlations, while perceived ease of use had 
a weaker, but still significant effect which subsided over time. 
On the other hand, according to Davis et al. (1989), attitudes only partially 
mediated the effects of beliefs on intentions, and subjective norms did not affect 
intentions. TAM provides a framework for modeling computer acceptance and rejection 
behaviors, enabling researchers to predict future system adoption behaviors based on 
brief system interactions. Davis et al. (1989) concluded with a synopsis suggesting that 
although the user-friendliness of a computer system is important, its perceived usefulness 
has a significantly greater impact on end-users. However, despite the broad acceptance 
and use of the TAM model, Buabeng-Andoh (2018) expressed concerns that considerable 
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shortcomings exist. He argued that among TAM deficiencies are the following: its lack of 
extensive external validity research and its lack of emphasis on essential measures and 
system characteristics that can affect the perceived usability of the technology (Buabeng-
Andoh, 2018). I did not select the TAM model because it lacks the needed constructs and, 
therefore, capability for extensive testing of technology adoption and usage factors in that 
it does not address facilitating conditions, and it does not consider age as a moderator. 
Motivational Model. MM explores behavioral intentions toward technology from 
the perspective of an individual’s emotional stimulation and determination. Seminal 
authors Davis et al. (1992) suggested that intrinsic and extrinsic motivation based on 
psychology concepts are critical factors that affect the adoption of new technologies in 
the workplace. Venkatesh et al. (2003) described MM as a theory founded in a significant 
body of research based on the motivational theory, which explains behavior, extended to 
the information systems domain, and in particular new technology adoption and use. 
According to Davis et al. (1992), intrinsic motivation refers to one’s desire to perform an 
activity because they find it interesting, enjoyable, or engaging, with no apparent 
reinforcement involved. Extrinsic motivation, in contrast, refers to one’s desire to 
perform an activity to achieve a valued outcome, reward, or to accomplish a goal, and to 
achieve the reinforcement of a valued outcome (Davis et al., 1992). Gan and 
Balakrishnan (2018), who applied TAM and four other technology acceptance models to 
research the adoption of mobile alternatives for higher education in Malaysia, suggested 
that extrinsic motivation in technology studies relates to the constructs of perceived 
usefulness, performance expectancy, or social influence, and intrinsic motivation in 
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technology research relates to perceived enjoyment, satisfaction, or playfulness 
constructs. 
Davis et al. (1992) expounded, asserting that their study revealed that perceived 
enjoyment, which refers to the extent to which an individual perceives that performing a 
particular computer activity is pleasurable or gratifying, and which reflects 
operationalized intrinsic motivation, significantly and positively influenced technology 
acceptance and technology use in the workplace. Extrinsic motivation, which reflects 
operationalized perceived usefulness, also strongly and positively influenced technology 
acceptance and usage (Davis et al., 1992). According to Gan and Balakrishnan (2018), 
intrinsic motivational factors, such as effort expectancy, attitude, and anxiety, were more 
significant in predicting intentions than extrinsic motivational factors, such as 
performance expectancy, social influence, and facilitating conditions. While with 
extrinsic motivation, the individual expects external rewards for performing a set of tasks, 
with intrinsic motivation, the individual's drive is that they enjoy performing the tasks 
(Gan & Balakrishnan, 2018). Davis et al. (1992) also suggested that voluntary usage is an 
important driver of perceived usefulness, which refers to an individual’s expectation that 
using a computer system will enhance their job performance, and is a key determinant of 
computer adoption in the workplace. 
The MM model delineates the determinants perceived ease of use and perceived 
output function as antecedents that precede behaviors. Davis et al. (1992) described 
perceived ease of use, which refers to the expected degree of effort that an individual will 
need to exert to perform a computer activity, is an antecedent of usefulness and 
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enjoyment. Perceived output quality refers to the degree of yield that an individual 
expects from the computer’s output, and is also an antecedent of usefulness and 
enjoyment (Davis et al., 1992). In their findings, Gan and Balakrishnan (2018) discovered 
that enjoyment was a strong predictor of mobile technology instructional tools adoption, 
particularly among younger students that tend to be motivated by instant gratification 
activities. Davis et al. (1992) also concluded that computer programs that users find 
enjoyable and useful reflect in their behavioral intentions, thus leading to increased 
acceptance and usage. I did not select MM because of its scope limitations for assessing 
technology adoption and usage, since it does not evaluate social influence or facilitating 
conditions, and it does not consider experience, gender, age, or voluntariness moderators. 
Theory of Planned Behavior. TPB associates one’s beliefs with their behavioral 
intentions. Seminal author Ajzen (1991) extended the scope of TRA’s constructs of 
attitudes and subjective norms by incorporating the concept of perceived behavioral 
control, which reflects the extent to which an individual perceives the performance of a 
particular behavior as easy or difficult. Venkatesh et al. (2003) described TPB as a model 
that extends TRA by analyzing the perceived ease or difficulty of performing a behavior 
in a new construct called perceived behavioral control. TPB has shown to be useful in 
analyzing and understanding individual acceptance and usage of many different 
technologies (Venkatesh et al., 2003). Cheng (2019) offered a slightly different 
comparison, observing that while TPB tends to provide practical assessments on 
technology adoption and use, TAM’s strength involves its adeptness for analyzing the 
intention to use technology. In an illustration of its versatility, researchers Lim and Suki 
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(2020) applied the TPB model in a study to investigate the factors that influence 
consumers’ perceived behavioral control when purchasing affordable housing units in 
Malaysia. According to Ajzen (1991), whether an individual engages in a behavior or 
activity depends on their behavioral control, representing the amount of control they can 
exert over the behavior or activity, and their willingness to engage in the behavior or 
activity. 
A central tenet of TPB involves an individual's intention to perform a given 
behavior, rather than the actual performance of the behavior. According to Ajzen (1991), 
TPB holds that behavioral intent is the integration of attitude towards the behavior, 
subjective norms, and perceived behavioral control. It follows, according to the author, 
that as an individual's attitude towards a particular behavior and subjective norms 
becomes more favorable, and as perceived behavioral control increases, so do the 
likelihood that the individual will perform the behavior in question (Ajzen, 1991). Teo et 
al. (2016) applied TAM in a study to understand Singapore's primary and secondary 
school teachers (n = 592) intention to use technology in teaching and learning 
environments. They discovered that attitude towards computer usage had the most 
significant positive impact on technology usage intention, followed by perceived 
behavioral control (Teo et al., 2016). 
On the other hand, intentions also tend to reflect the motivational factors that 
influence behavior. According to Ajzen (1991), intentions provide indicators of how 
much effort an individual is willing to exert to perform the behavior. Therefore, the 
likelihood of behavioral performance increases as the intention to engage in the behavior 
29 
 
increases (Ajzen, 1991). Teo et al. (2016) found that subjective norms negatively affected 
intention, while the inclusion of antecedent variables of perceived usefulness, perceived 
ease of use, and technical support strengthened TPB’s assessment and explanation of 
intention. Ajzen (1991) asserted that perceived behavioral control, combined with 
behavioral intent, also provides a method for predicting behavioral achievement. 
However, he cautioned that limitations exist for perceived behavioral control for 
situations in which changes occurred in the requirement, introducing unfamiliar elements 
or changes in the availability of expected resources. Under such conditions, perceived 
behavioral control may not increase the accuracy of behavioral predictions (Ajzen, 1991). 
Teo et al. (2016) concluded that TPB could provide insight to educators and researchers 
about individual beliefs toward new technology. I did not select the TPB model because 
it lacks the needed constructs and, therefore, capability for extensive testing of 
technology adoption and usage in that it does not address performance expectancy. 
Combined Technology Acceptance Model and the Theory of Planned 
Behavior. TAM was augmented to form the combined TAM and TPB (C-TAM-TPB) 
hybrid model. Seminal authors Taylor and Todd (1995) expanded the TAM model of 
perceived usefulness to also account for TPB’s framework of how attitude influences 
behavior, subjective norm, and perceived behavioral control. According to Taylor and 
Todd (1995), they sought to determine the following: (a) whether technology models, 
such as TAM, can predict the behavior of inexperienced users and (b) whether 
technology usage determinants are the same for experienced and inexperienced users. 
Liang et al. (2019) applied the C-TAM-TPB model to investigate the psychological 
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aspects of the intention to use technology-based shared parking in Taipei City, Taiwan. 
They sought to understand behavioral intention from the perspective of the demander, 
who is the customer who uses the shared parking system, the supplier, who rents spaces 
in the shared parking system, and the dual-user, who uses the spared parking and rents 
parking spaces (Liang et al., 2019). On the other hand, Taylor and Todd (1995) observed 
that while TAM enables the prediction of technology acceptance and facilitates design 
enhancements for inexperienced users before the system’s deployment, it does not 
consider the social and control factors exhibited by experienced users. However, because 
most of the empirical testing using earlier models involved systems already deployed or 
systems already familiar to the end-users, a gap existed in understanding the behavioral 
intent of inexperienced users, and in determining whether the determinants for 
technology usage is the same for experienced and inexperienced users (Taylor & Todd, 
1995). Liang et al. (2019) demonstrated a use case of the combined model by applying 
TAM elements to analyze the factors that influence the adoption of the shared parking 
mobile applications and TPB elements to explore the human aspects of the technology's 
adoption. 
According to Taylor and Todd (1995), some previous technology acceptance 
models suggested that experience was a significant behavioral intent factor. To obtain 
additional insight, the researchers applied the C-TAM-TPB model, an experiment 
involving experienced (n = 430) and inexperienced (n = 356) business school students, 
and using a computing resource center (Taylor & Todd, 1995). Researchers Yang and 
Chung-Ho (2017) applied the C-TAM-TPB model to assess how learners adapt and 
31 
 
respond to technology-based teaching through massive open online courses. Their 
findings revealed the following: (a) attitude exerted the greatest influence on the 
behavioral intention of learners, (b) the perceived behavioral control, subjective norm, 
and attitude of learners positively affected behavioral intention, and (c) behavioral 
intention positively influenced the actual behavior of learners (Yang & Chung-Ho, 2017). 
The testing objectives of Taylor and Todd (1995) were to compare the two groups 
statistically and to better understand the behavioral intent of inexperienced users 
compared to experienced users. The findings indicated that the C-TAM-TPB model 
accounted for 21% of the variance in behavior and 43% of the variance in behavioral 
intent for experienced users (Taylor & Todd, 1995). In comparison, the model account 
accounted for 17% of the variance in behavior and 60% of the variance in behavioral 
intent for inexperienced users (Taylor & Todd, 1995). According to Taylor and Todd 
(1995), their findings suggest that C-TAM-TPB predicts subsequent usage behavior for 
inexperienced system users, as well as for experienced system users. Liang et al. (2019) 
concluded that combining TAM and TPB provides a unified approach for investigating 
the adoption of new technologies for experienced and inexperienced users. I did not 
select the C-TAM-TPB model because it lacks the needed constructs and, therefore, can 
test critical technology adoption and usage factors. C-TAM-TPB does not consider 
gender, age, or voluntariness moderators. 
Model of Personal Computer Utilization. The model of personal computer 
utilization (MPCU) seeks to predict the usage behaviors of personal computer users. 
Founders Thompson et al. (1991) designed MPCU to help researchers understand the 
32 
 
factors that influence personal computer usage and the extent of computer adoption when 
use is optional. Venkatesh et al. (2003) described the MPCU model as having derived 
primarily from the theory of human behavior, and as a competing model to TRA and TPB 
that focuses more narrowly on predicting personal computer usage. Thompson et al. 
(1991) based the MPCU model in part on the theory of attitudes and behavior. They 
adopted from the theory of attitudes and behavior the following as determinants that 
influence a knowledgeable worker’s personal computer utilization in an optional use 
setting: (a) the individual’s affection towards using personal computers, (b) social factors 
in the workplace, (c) the individual’s perceived consequences for computer usages, and 
(d) the environment’s facilitating conditions in support of computer usage (Thompson et 
al., 1991). According to Venkatesh et al. (2003), the formulation of UTAUT's framework 
included the following constructs adopted from MPCU: job fit for UTAUT performance 
expectancy, complexity to UTAUT effort expectancy, social factors for UTAUT social 
influence, and facilitating conditions to UTAUT facilitating conditions. Moreover, 
Thompson et al. (1991) outlined three dimensions of perceived consequences, namely 
complexity and job fit, which have near-term effects, and long-term consequences of use. 
Thompson et al. (1991) noted that affection, in the context of personal computer 
usage, refers to a positive feeling of elation or joy, or a negative feeling of disgust or 
displeasure about a particular task, while social factors refer to an individual’s 
internalization to act in an appropriate way to the reference group’s subjective cultural 
norms which consists of expected behavioral roles and perceived values. On the other 
hand, Gunasinghe et al. (2019) cautioned that MPCU assesses actual behavior, rather 
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than the behavioral intention to use a computer system. According to Thompson et al. 
(1991), an individual's perceived consequences involve the extent to which they decide to 
base their choice of behavior on their expectation of a reward for performing the act or 
action. Based on the premise that a behavior cannot occur if the environmental conditions 
are prohibitive, facilitating conditions involve environmental circumstances and 
surroundings that reduce potential obstacles that promote and influence system utilization 
(Thompson et al., 1991). Nägle and Schmidt (2012) concurred after conducting a 
UTAUT study about the determinants of computer usage for older adults (n = 52) from 
ages 50–90, leveraging MPCU’s facilitating conditions, which refers to eliminating 
barriers to use and ensuring that assistance to the user is available upon request. Their 
findings indicated that facilitating conditions were more salient for older adults (Nägle & 
Schmidt, 2012). 
Thompson et al. (1991) observed that complexity refers to the degree to which an 
individual perceives that a particular innovation is relatively difficult to understand and 
use. Unlike the other factors of perceived consequences, complexity has a negative 
relationship to utilization. Still, according to Dwivedi et al. (2017) suggested that the 
attitude of an individual contemplating using a computer system influences the extent to 
which they utilize the computer system. Job fit refers to the extent to which an individual 
believes that a computer system will enhance job productivity and performance in the 
near term, thereby reducing the time to complete tasks or obtain better information for 
decision-making. On the other hand, according to Thompson et al. (1991), long-term 
consequences of use involve outcomes that benefit an individual’s future goals, such as 
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increasing opportunities for more meaningful work and increasing opportunities to 
change jobs. In their criticism of MPCU, Gunasinghe et al. (2019) asserted that although 
MPCU evaluates the computer usage factors of long-term consequences, job fit, 
complexity, social factors, and facilitating conditions, the MPCU model does not 
consider the effect of habit on computer utilization. 
Nevertheless, as a result of their MPCU data modeling, Thompson et al. (1991) 
argued that organizational initiatives tailored to educating workers about the expected 
benefits of using a system might positively influence its utilization. User training also 
reduces perceived complexity, thereby reducing perceived barriers to use. When an 
organization promotes a system's benefits using a highly regarded champion, it 
strengthens the social factors for system adoption (Thompson et al., 1991). I did not 
select the MPCU model because it lacks the needed constructs and, therefore, capability 
for critical testing of technology adoption and usage factors. The MPCU model does not 
consider the moderators of age, gender, or voluntariness. 
Contrasting Theories 
Contrasting theories are technology acceptance models that apply fundamentally 
different approaches than UTAUT for predicting technology acceptance. Contrasting 
theories include IDT, SCT, and diffusion of innovations (DOI). 
Innovation Diffusion Theory. The IDT theory focuses on measuring and 
understanding the perceptions of potential technology adopters. Venkatesh et al. (2003) 
described IDT as an individual technology acceptance model grounded in sociology and a 
variety of prior innovation studies. Seminal authors Moore and Benbasat (1991) 
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developed IDT to address what they perceived as the lack of theoretical foundations, 
along with mixed and inconclusive research outcomes in the previous innovation models 
concerning technology adoption. They sought to solidify research for measuring and 
understanding the determinants that affect technology acceptance by potential adopters 
(Moore & Benbasat, 1991). IDT, according to Moore and Benbasat (1991), adopted the 
following subset of constructs that affect the rate of diffusion of an innovation from the 
theory of innovation: (a) relative advantage, which refers to the degree to which an 
individual perceives that an innovation is a better solution than its predecessor; (b) 
compatibility, which refers to the extent to which a potential adopter perceives that an 
innovation is consistent with their values, needs, and past experiences; (c) complexity, 
which refers to the degree to which a potential adopter perceives that an innovation is 
difficult to use; (d) observability and communicability, relabeled as results 
demonstrability, which refers to the extent to which an innovation can be measured, 
observed, and communicated to others; and (e) triability, which refers to the degree to 
which experiments can be conducted on an innovation. Mutahar et al. (2017) applied IDT 
and TAM in their study (n = 482) to understand mobile banks' acceptance in Yemen and 
the moderating effect of income. Their findings indicated that compatibility, 
observability, and triability function as antecedents to TAM's perceived ease of use and 
perceived usefulness, which in turn affects the intention to use mobile banking services. 
Moore and Benbasat (1991) also added the following two constructs to IDT, which they 
considered critical to understanding the adoption of an innovation: (a) image, which 
refers to the degree to which an individual perceives that an innovation bolsters their 
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social system image and (b) voluntariness of use, which refers to the extent to which a 
potential adopter perceives that the using innovation is of their own free will, and is free 
of corporate mandates or policies that discourage usage. The findings by Mutahar et al. 
(2017) also suggested that mobile banking's compatibility with existing services is 
paramount for acceptances, and mobile banking simulations increase the intention to use 
the system. Both high- and low-income groups reflected a strong positive influence 
between perceived usefulness and intention to use mobile banking services (Mutahar et 
al., 2017). Moore and Benbasat (1991) argued that in contrast to previous diffusion 
models, which suggest that an innovation diffuses because of potential adopters’ 
perception about the innovation itself, the IDT model emphasizes the prospective 
adopters’ perception and behavioral intention towards using an innovation. 
Researchers conducted extensive testing of the IDT instrument to ensure validity 
and reliability. Moore and Benbasat (1991) performed comprehensive testing of IDT, 
beginning with scale creation in Stage 1, where they focused on ensuring content validity 
by categorizing instrument items based on their perceived characterization of innovation 
and by certifying that measures represent all facets of the constructs. Stage 2 consisted of 
scale development, which involved construct validity to ensure that the scales measure 
what they purport to measure, and the use of judges to perform various sorting 
procedures to identify ambiguous items (Moore & Benbasat, 1991). Before testing their 
mobile banking hypotheses, Mutahar et al. (2017) conducted convergent validity testing 
by examining the factor loading, ensuring that items converge on a common point (a 
minimum of .50), composite reliability using Cronbach's alpha test (a minimum of .70), 
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and average variance extracted (AVE) indicating that latent variables have high 
convergent validity (> .50). Stage 3 instrument testing, according to Moore and Benbasat 
(1991), involved two pilot tests to ensure the reliability of the instrument and a final field 
test, which consisted of 800 questionnaires distributed to seven companies in industries 
that included utilities, government departments, resource-based companies, and a natural 
grains pool. Moore and Benbasat (1991) observed that the results of the foundation IDT 
research suggest that relative advantage, the ability to demonstrate results, and visibility 
are the best predictors of adoption. Shiau et al. (2018) applied IDT and TAM to 
investigate the factors that influence acceptance of a geographical information system 
application called OpenStreetMap to Taiwanese graduate and undergraduate science, 
technology, engineering, and math students (n = 145). Their results indicated that ease of 
use, observability, and compatibility significantly and positively impacted students’ 
perceived usefulness and their intention of continued use of the application (Shiau et al., 
2018). On the other hand, according to Moore and Benbasat (1991), triability and image 
are weak predictors of technology adoption, while an individual's perception of using an 
innovation affects their decision to adopt or reject the innovation. IDT triability, while 
less significant in an organizational context, is a significant determinant of adoption for 
individuals that may consider adopting an innovation at their own risk (Moore & 
Benbasat, 1991). Shiau et al. (2018) agreed, finding that triability had no direct effect on 
perceived attitudes. I did not select the IDT model because it lacks the constructs and 
capability for critical testing of technology adoption and usage factors. The IDT model 
does not consider the moderators of age or gender. 
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Social Cognitive Theory. The SCT model holds that individuals' belief in their 
self-sufficiency of using a computer system affects their usage of the computer system. 
Seminal authors Compeau and Higgins (1995) investigated the effect of how individuals 
perceive their competency and abilities to use a computer system and how their 
perceptions affect their usage of the computer system. Dwivedi et al. (2017) described 
SCT as a model based on the study of human behavior and extended to incorporate 
behavior that affects computer utilization. Middleton et al. (2019) observed that SCT is a 
derivative of the social learning and imitation theory based on social motivation, which 
suggests that various drivers, cues, responses, and rewards spur individual learning. Thus, 
learning and the acquisition of knowledge are social processes and primary focuses of 
SCT (Middleton et al., 2019). The SCT behavioral model, according to Compeau and 
Higgins (1995), suggests that a triadic reciprocal relationship exists between the 
individual, their behavior, and their environment in the following manner: (a) 
environmental influences such as social pressures are reciprocally determined, (b) 
environmental factors affect behavior of a given situation, and behavior, in turn, affects 
environmental factors, and (c) cognitive and social factors affect behavior. 
Consequently, individuals choose the environments from which they exist, and 
those environments influence the behavior of individuals (Compeau & Higgins, 1995). 
According to Compeau and Higgins (1995), cognitive factors on individual behavior 
suggest that outcome expectations and self-sufficiency are major cognitive forces that 
guide behavior. Outcome expectations provide a precursor to usage patterns and exert 
influence over the reaction of individuals to computing technology, such that satisfaction 
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from favorable consequences links to the behavior itself, spurring increased affection for 
the behavior (Compeau & Higgins, 1995). Middleton et al. (2019) leveraged the SCT 
model as an interdisciplinary approach in the study of information science, behaviors 
associated with information use, and how workplace learning can enhance work 
innovation behavior in organizations. 
The SCT model also consists of dimensions of self-efficacy, as well as affect and 
anxiety, which may influence behavior. According to Compeau and Higgins (1995), self-
efficacy does not refer to the individual's actual skills. In contrast, self-efficacy refers to 
an individual's judgments concerning their abilities to organize and execute courses of 
action required to achieve particular performances or objectives. Venkatesh et al. (2003), 
on the other hand, found that self-efficacy and anxiety were not direct determinants of 
behavioral intention and therefore did not these factors as core constructs in the UTAUT 
model. On the other hand, Compeau and Higgins (1995) observed that self-efficacy refers 
to an individual's perception of their ability to use computers to accomplish a task, such 
as data formatting and data analysis. Middleton et al. (2019) elaborated, arguing that self-
efficacy is especially relevant for learning and skills development, to include the 
application and effectiveness of skills. In addition, Compeau and Higgins (1995) stressed 
that there are three distinct, but interrelated, dimensions of self-efficacy, which consist of 
the following: (a) magnitude, which refers to the level of capability expected and the 
degree of task difficulty one believes that they can accomplish; (b) strength refers to an 
individual's degree of conviction or confidence about their judgment in their ability to 
accomplish a task; and (c) generalizability, which refers to the extent to which an 
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individual perceives self-efficacy only in certain situations and circumstances, thereby 
limiting their perception of self-efficacy to a particular activity domain. 
Affect refers to an individual's liking or preference for a particular behavior, 
which can exert a strong influence over their actions towards the behavior. According to 
Compeau and Higgins (1995), the SCT research results indicated that computer self-
sufficiency exerted significant influence on individual’s anticipation of the outcomes of 
using computer systems, their emotional reaction towards computers, such as anxiety or 
affection, and their actual computer system use. Self-efficacy is a critical individual trait 
that moderates organizational influence for an individual's decision to use computer 
systems (Compeau & Higgins, 1995). In their SCT-based qualitative study on the 
adoption of wearable activity trackers for young adults (n = 57), Gowin et al. (2019) 
remarked that most participants stated that wearing activity trackers increased their 
confidence in meeting their health goals, revealing self-efficacy. Many participants 
described the wearable activity trackers as their assistant and even trainer, providing 
feedback and positive reinforcement concerning their goals (Gowin et al., 2019). 
Similarly, Compeau and Higgins (1995) observed that encouragement of other 
workgroup members and the use of computers by others positively influenced and 
individual’s outcome expectation and self-efficacy. Still, Middleton et al. (2019) argued 
that despite SCT's significant use in information science research, opportunities exist for 
further development in the following areas: (a) the relationship between information 
behaviors and innovation processes, (b) knowledge management, and (c) workplace 
information and innovation literacy. Compeau and Higgins (1995) observed that anxiety, 
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in the context of computer efficacy, reflects emotions of apprehensiveness and fear 
regarding computer usage, and negatively influences the use of computers. I did not 
select the SCT model because it lacks the needed constructs and, therefore, capability for 
the comprehensive and critical testing of technology adoption and usage factors. The 
SCT model does not evaluate facilitating conditions, and it does not consider experience, 
gender, age, or voluntariness moderators. 
Diffusion of Innovations. The DOI model focuses on understanding the factors 
that influence the spread of ideas about technology. According to seminal author Rogers 
(2003), the DOI theory seeks to explain how that over time, an idea or innovation gains 
momentum and spreads through a population or social system. Through this diffusion 
process, people that make up the social system tend to adopt an idea, behavior, or product 
(Rogers, 2003). Keller et al. (2018) applied the DOI model to investigate car-sharers' 
intention (n = 711) to adopt an integrated multimodal mobility platform to optimize 
transportation options and sharing for specific routes. They sought to determine the 
diffusion rate and adopter characteristics of integrated multimodal mobility platforms, a 
little-known innovation aimed at reducing highway congestion and greenhouse gas 
emissions of vehicles (Keller et al., 2018). Rogers (2003) described the diffusion process 
as a two-way communication process in which participants obtain a mutual 
understanding through the convergence of shared information. He proceeded to establish 
the following adopter categories: (a) innovators, who tend to be the risk-takers who 
willingly try a new idea requiring little appeal or persuasion from others; (b) early 
adopters, who tend to represent the opinion leaders who are comfortable with leading 
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change initiatives and who only require information sheets to begin promoting the new 
idea; (c) early majority, who typically are not leaders and tend to require evidence of an 
innovation’s effectiveness before adopting it; (d) late majority, who are typically 
reluctant to change, and will only try an innovation after its acceptance by the majority; 
and (e) laggards, who tend to represent traditionalist who are typically skeptical of 
change and innovations, and who may require social pressure from other groups and 
appeals that address their fears before adopting a new idea (Rogers, 2003). Zhang (2018) 
applied the DOI model, extended with consumption analysis, to examine the impact of 
frugal information communication technologies on internet diffusion. However, the 
researchers argued that although the DOI explained general diffusion patterns, it did not 
differentiate between device sophistication, such as high-end phones versus low-end 
phones, which may diffuse differently due to societal variances (Zhang, 2018). 
There are several factors that affect the rate of adoption for an innovation. 
According to Rogers (2003), the following determinants affect the degree of adoption for 
an innovation: (a) relative advantage, which refers to the perception and the degree to 
which an innovation is better than its predecessor; (b) compatibility, which refers to the 
perception and the degree to which an innovation supports existing needs; (c) complexity, 
which refers to the perception and the degree to which users find the innovation difficult 
to understand and use; (d) trialability, which refers to the perception and the degree to 
which an innovation allows for experimentation; and (e) observability, which refers to the 
perception and the degree to which an innovation is visible to potential adopters. In their 
findings, Keller et al. (2018) discovered that although most participants were not 
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previously aware of integrated multimodal mobility and showed general interest, they 
showed no apparent intention to adopt the platform. Their study indicated that the 
strongest factors affecting the intention of potential users to adopt integrated multimodal 
mobility platforms were perceived advantage and personal compatibility, while less 
salient predictors were innovativeness, observability of use, and perceived technology 
security (Keller et al., 2018). Zhang (2018) concluded that frugal innovations, such as 
smartphones, have different diffusion patterns, and diffuse at a much faster rate than 
high-end innovations, resulting in reducing the digital divide between developing 
countries and developed countries. In addition, Rogers (2003) also asserted that other 
critical variables that determine the relative speed of adoption for an innovation are: the 
type and effectiveness of the decisions made concerning the innovation, the effectiveness 
of communication channels in diffusing the innovation at each stage of the decision 
process, the nature of the social system, and the degree of effort and effectiveness by the 
innovation’s change agent. I did not select the DOI model because it lacks the needed 
constructs and, therefore, capability for critical testing technology adoption and usage 
determinants. 
Critical Analysis and Synthesis of the Independent Variables and Moderators 
Independent variables are the components in research that can be manipulated to 
influence or affect outcomes. As stated in my purpose statement, my independent 
variables are cloud system integrators’ perceptions of the UTAUT constructs of 
performance expectancy, effort expectancy, social influences, and facilitating conditions. 
I did not apply the UTAUT moderators of age, gender, experience, and voluntariness of 
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use, which are independent variables that affect the direction and strength of the 
relationship between the independent and dependent variables. 
Performance Expectancy. The UTAUT construct of performance expectancy is 
the independent variable related to the expected effect of technology on job performance. 
According to Venkatesh et al. (2003), the UTAUT model defines performance 
expectancy as the degree to which an individual perceives that the new system will 
improve their job performance. They adopted elements from the following constructs in 
previous models to form UTAUT’s performance expectancy construct: “perceived 
usefulness” from TAM/TAM2 and C-TAM-TPB, “extrinsic motivation” from MM, job 
fit from MPCU, “relative advantage” from IDT, and “outcome expectancy” from SCT. 
Key themes from previous models to form UTAUT’s performance expectancy construct 
include: (a) using the system will make my job easier and more efficient, (b) using the 
system will increase my productivity, enabling me to accomplish more tasks at a faster 
rate, (c) my coworkers will perceive me as more competent, and (d) using the system will 
increase my chances for a promotion or reward (Venkatesh et al., 2003). Similarly, 
Thongsri et al. (2018), who investigated the determinants that influence mobile learning 
in developing countries, described performance expectancy as the level in which an 
individual perceives that using the system will help them achieve a goal. According to 
Venkatesh et al. (2003), their research findings indicated that performance expectancy is 
a significant determinant of behavioral intent in voluntary and mandatory use settings, 
and is also the strongest predictor of behavioral intention towards new technology. Age 
and gender tend to moderate the effect of performance expectancy on behavioral intent to 
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use technology, with men more task-oriented than women. Younger workers place 
greater emphasis on extrinsic rewards (Venkatesh et al., 2003). Concerning performance 
expectancy, my study poses the following hypotheses: 
H10: There is no significant relationship between cloud system integrators’ 
perception of performance expectancy and the intention of IT cloud system 
integrators to use SDN technology. 
H1a: There is a significant relationship between cloud system integrators’ 
perception of performance expectancy and the intention of IT cloud system 
integrators to use SDN technology. 
Effort Expectancy. The UTAUT construct of effort expectancy is the 
independent variable related to how the expected effort required to use technology affects 
its adoption. Effort expectancy, according to Venkatesh et al. (2003), is the UTAUT 
construct, which refers to the level of effort for which an individual perceives the that 
they will need to exert to use the new system. They adopted elements from the following 
constructs in previous models to form the effort expectancy construct in the UTAUT 
model: “perceived ease of use” from TAM/TAM2, “complexity” from MPCU, and “ease 
of use” from IDT. Central components from previous models to form UTAUT’s effort 
expectancy construct include: (a) learning to operate the system will be easy for me, and 
it will be easy for me to get the system to perform the tasks needed; (b) my interaction 
with the system will be clear, understandable, and flexible; and (c) using the system is 
excessively complicated, requiring too much time to make it worth the effort (Venkatesh 
et al., 2003). Likewise, Chiwara et al. (2017), who applied the UTAUT model to research 
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internet usage for final-year students at the University of Fort Hare located in the Eastern 
Cape province in South Africa, described effort expectancy as the extent to which an 
individual considers the use of a technology innovation to be relatively effortless, 
requiring minimal effort on their part. The research findings by Venkatesh et al. (2003) 
suggested that effort expectancy is a significant determinant of behavioral intent, in both 
voluntary and mandatory use settings. However, effort expectancy tends to be more 
prominent during the early stages of a new behavior as the individual works through 
process entanglements and becomes nonsignificant after the initial training period in both 
voluntary and mandatory contexts. Women, which tend to gain knowledge cognitively 
through experiences and senses to a greater degree than men, also exhibit greater effort 
expectancy than men. Their research and previous research models suggested that 
increased age and limited experience tend to make the processing of complex stimuli 
more difficult. Venkatesh et al. (2003) summarized that the impact of effort expectancy 
on behavioral intent to use technology is more pronounced for older women with limited 
experience. With respect to effort expectancy, my study poses the following hypotheses: 
H20: There is no significant relationship between cloud system integrators’ 
perception of effort expectancy and the intention of IT cloud system integrators to 
use SDN technology. 
H2a: There is a significant relationship between cloud system integrators’ 
perception of effort expectancy and the intention of IT cloud system integrators to 
use SDN technology. 
47 
 
Social Influence. The UTAUT construct of social influence is the independent 
variable related to how perceived social expectations affect technology adoption. 
Venkatesh et al. (2003) described the UTAUT construct of social influence as the degree 
to which an individual perceives the expectation of others important to them toward using 
the new system. They adopted components from the following constructs in previous 
models to form UTAUT’s social influence construct: “subjective norms” from 
TAM/TAM2, TPB, C-TAM-TPB, “social factors” from MPCU, and “image” from IDT. 
Key themes from previous models to form UTAUT’s social influence construct include: 
(a) my perception is that people who influence my behavior expect me to use the system, 
(b) my perception is that the proportion of my coworkers use the system, (c) my 
perception is that senior management, my supervisor, and my organization provide 
support for me to use of the system, and (d) my perception is that people in my 
organization who use the system are more prestigious and of higher stature than others 
that do not (Venkatesh et al., 2003). Maity et al. (2019), who sought to explain normative 
behavior in IT use, agreed, observing that the perceptions of an individual are in part 
socially constructed by the attitudes and behaviors of others in their social environment 
who are important to them. Venkatesh et al. (2003) argued that for each of the underlying 
social influence constructs, there exists an implicit and explicit notion that the way in 
which others perceive an individual’s use of technology influences their behavior. While 
none of the underlying social influence constructs are significant in a voluntary use 
environment, each is significant in the early stages of an individual’s experience with a 
new system when mandated, and becoming nonsignificant after continued usage. Women 
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tend to be more sensitive to the opinion of others and are therefore more important with 
respect to the impact of social influence on technology usage. Concerning the effect of 
age, older workers tend to have greater affiliation needs and are also more likely to place 
increased salience for technology usage on social influence, which declines with 
experience (Venkatesh et al., 2003). With respect to social influence, my study poses the 
following hypotheses: 
H30: There is no significant relationship between cloud system integrators’ 
perception of social influence and the intention of IT cloud system integrators to 
use SDN technology. 
H3a: There is a significant relationship between cloud system integrators’ 
perception of social influence and the intention of IT cloud system integrators to 
use SDN technology. 
Facilitating Conditions. The UTAUT construct of facilitating conditions is the 
independent variable related to how environmental settings affect technology adoption. 
Facilitating conditions, according to Venkatesh et al. (2003), is the UTAUT construct, 
which refers to the extent to which an individual perceives that the organizational and 
technical infrastructure support use of the new system. They adopted elements from the 
following constructs in previous models designed to identify and remove use barriers to 
form UTAUT’s facilitating conditions construct: “perceived behavioral control” from 
TPB and C-TAM-TPB, “compatibility” from IDT, and “facilitating conditions” from 
MPCU (Venkatesh et al., 2003). Similarly, Rahi et al. (2019), who applied the UTAUT 
model in their study about the adoption of internet banking, described facilitating 
49 
 
conditions as the extent to which an individual perceives the need for an organizational 
and technical infrastructure to use the technology system. Central components from 
previous models to form UTAUT’s facilitating conditions construct include: (a) the 
organization provided me with the needed resources to use the system, (b) I possess the 
appropriate guidance and knowledge to use and control the system, (c) the system is 
incompatible with other systems that I use, (d) assistance to use the system is available to 
me upon request, and (e) using the system fits my style and work habits (Venkatesh et al., 
2003). They discovered that when both performance expectancy and effort expectancy 
constructs exist, facilitating conditions are nonsignificant. As a direct antecedent of 
usage, the effect of facilitating conditions tends to increase with experience, which 
reduces usage impediments. Older workers tend to place greater emphasis on requesting 
and receiving assistance. Therefore, facilitating conditions tend to significantly affect 
technology usage when moderated by experience and age (Venkatesh et al., 2003). 
Regarding facilitating conditions, my study poses the following hypotheses: 
H40: There is no significant relationship between IT cloud system integrators’ 
perception of facilitating conditions and the intention of IT cloud system 
integrators to use SDN technology. 
H4a: There is a significant relationship between IT cloud system integrators’ 
perception of facilitating conditions and the intention of IT cloud system 
integrators to use SDN technology. 
Moderators. The UTAUT moderators for the behavioral intention to use 
technology are gender, age, experience, and voluntariness of use. Research indicated that 
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gender affects many aspects of individuals’ intention to use technology. Venkatesh et al. 
(2003) leveraged the following previous technology acceptance models to derive at 
UTAUT’s perspective of how gender influences technology acceptance and usage: 
TAM/TAM2 and TPB. The TAM model developers added gender as a moderator after 
empirical evidence indicated that perceived usefulness was more important for men, 
while perceived ease of use was more notable for women. The effect of subjective norm 
was more notable for women in the early stages of their technology system experience. 
Concerning TPB, attitude was more pronounced for men, while subjective norm and 
perceived behavioral control were more paramount for women in the early stages of their 
technology system experience (Venkatesh et al., 2003). Armed with research indicating 
that potential users often reject new mobile health applications, despite significant 
investments and high expectations, researchers Nunes et al. (2019) conducted a study 
based on UTAUT to investigate the determinants and moderators of this phenomenon. 
They examined the moderating roles of smartphone experience, age, and gender between 
behavioral intention to use mobile health applications and the technology acceptance 
determinants of performance expectancy, effort expectancy, social influence, and 
facilitating conditions. While performance expectancy was not moderated by gender, 
effort expectancy was more notable for older men. Social influence was more prominent 
among older women, and the influence of facilitating conditions was stronger for younger 
men (Nunes et al., 2019). Concerning the research findings by Venkatesh et al. (2003) 
regarding age, they leveraged TPB’s age moderator to form UTAUT’s posture of how 
age influences technology acceptance and usage. The TPB model suggested that 
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perceived behavioral control was more noticeable for older workers, and attitude was 
more pronounced for younger workers. They also found that subjective norm was more 
salient for older women (Venkatesh et al., 2003). 
The UTAUT model applies experience as a moderator of technology usage. 
Venkatesh et al. (2003) applied the following previous technology acceptance models to 
form UTAUT’s posture of how experience influences technology acceptance and usage: 
TRA, TAM/TAM2, TPB, C-TAM-TPB, MPCU, and IDT. Concerning TRA, while 
attitude tends to be more important with increasing experience, subjective norm tends to 
become less significant with increasing experience. Empirical evidence from 
TAM/TAM2 suggests that ease of use becomes nonsignificant as experience increases. 
TPB studies indicate that subjective norm becomes less important with increased 
experience. Nunes et al. (2019) found that experience tends to influence each of the 
determinants for the intention to use mobile health applications. Effort expectancy was a 
predictor of mobile health application usage for a user with little or no experience with 
the application in under evaluation, and less experienced users are more likely to be 
influenced by others, while also placing more value upon technical and external 
assistance (Nunes et al., 2019). 
On the other hand, C-TAM-TPB studies suggest that perceived usefulness, 
attitude toward behavior, and perceived behavioral control were each more noticeable 
with increasing experience, while subjective norm became less apparent as experience 
increased (Venkatesh et al., 2003). MPCU researchers found that complexity, affect 
toward use, facilitating conditions, and social factors were each stronger with less 
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experience, while concern about long-term consequences became more important as 
experience levels increased. IDT researchers assessed the differences between adoption, 
which reflects little or no experience, and usage, which reflects increased experience. 
Venkatesh et al. (2003) discovered that significant predictors for adoption included 
relative advantage, ease of use, results demonstrability, visibility, and trialability, while 
only relative advantage and image were significant for usage. The UTAUT model also 
applies voluntariness of use as a moderator of technology usage. Nunes et al. (2019) did 
not consider voluntariness of use in their study on behavioral intent for mobile health 
applications, since the context of their testing environment was voluntary in nature. 
However, Venkatesh et al. (2003) used the following previous technology acceptance 
models to form UTAUT’s stance of how voluntariness of use influences technology 
acceptance and usage: TRA, TAM2, TPB, and IDT. Concerning TRA, researchers 
discovered that when users perceived that system use is less voluntary, subjective norm 
tends to be more salient. Similarly, for TAM2, only mandatory system usage settings for 
users with limited experience indicated salience. Likewise, with the TPB model, 
subjective norm indicated more saliency when users perceived a less voluntary system 
usage setting. Although not tested as a moderator for IDT, research indicated that 
voluntariness directly affects intention (Venkatesh et al., 2003). Overall, the research 
model presented by Nunes et al. (2019), with the moderators included, explained 74% of 
the variance in the behavioral intention to use mobile health applications. 
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Critical Analysis and Synthesis of the Dependent Variables 
Dependent variables are the outcome components in research that rely upon the 
influence of the independent variables. As stated in my purpose statement, my dependent 
variable is the behavioral intention of IT cloud system integrators to adopt SDN 
technology, and the usage behavior of IT cloud system integrators toward SDN 
technology, adopted from the UTAUT model. 
Behavioral Intention 
One of the UTAUT model’s dependent variables is behavioral intention. 
Venkatesh et al. (2003) described behavioral intention as an individual’s attitude, internal 
motivation, and subjective probability to use a technology system. They observed that the 
following determinants directly affect an individual’s behavioral intention: performance 
expectancy, effort expectancy, and social influence. The determinants for behavioral 
intention may influence or persuade an individual's attitude toward using a new system 
positively or negatively and moderated by experience, age, gender, and voluntariness of 
use. Mikalef et al. (2016), who explored the cognitive factors that influence behavioral 
intent and the adoption of video-based learning for online education, described behavioral 
intention as the extent to which an individual formulates a conscious plan to perform or 
not to perform a specified future behavior. The UTAUT model enables the estimation the 
behavioral intent of potential system users in the following ways: (a) capturing and 
analyzing the user’s intention to use the system over the coming n months, (b) capturing 
and analyzing the user’s prediction that they intend to use the system over the coming n 
months, and (c) capturing and analyzing the user’s plan that they intend to use the system 
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over the coming n months (Venkatesh et al., 2003). They found that the UTAUT model 
accounted for 70% of the variance in usage intention (Venkatesh et al., 2003). 
Usage Behavior 
The other dependent variable of the UTAUT model is usage behavior. According 
to Venkatesh et al. (2003), usage behavior reflects an individual's actual usage pattern for 
a technology system, and results from the determinants intent and facilitating conditions. 
Applying the UTAUT framework, the researchers found that each moderator of 
experience, age, gender, and voluntariness of use is significant in determining usage 
behavior, thereby providing a more comprehensive picture than predecessor models 
concerning the dynamic nature of individuals' persuasions towards technology usage. In 
their study on social media adoption in employee recruitment in Central and Eastern 
Europe, researchers Ouirdi et al. (2016) agreed, observing that facilitating conditions 
provide an indicator of usage behavior. Moreover, their findings indicated that social 
media-related facilitating conditions and behavioral intent positively influenced 
recruiter’s usage behavior, with the effect being stronger for older workers with 
technology experience (Ouirdi et al., 2016). According to Venkatesh et al. (2003), studies 
indicate that usage behavior is a critical component for understanding both the short- and 
long-term implications of technology implementations and outcomes, such as 
productivity and job satisfaction. 
Measurement of Variables 
This study was quantitative and correlational, requiring statistical measurements 
of the relationship between the dependent and independent variables. I performed data 
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collection using Likert-scale surveys based on the UTAUT model and constructs to 
record the participants' perceptions, attitudes, and opinions numerically for statistical 
analysis purposes. Ivanov et al. (2018) described the Likert-scale survey as an instrument 
for measuring respondents’ attitudes and beliefs by the extent of their agreement or 
disagreement to survey questions. They applied a problem-based learning approach to 
investigate the extent to which students’ understanding of discrete mathematics would 
improve by administering Likert-scale questionnaires focused on the subject matter, 
followed by related exploratory deliberations (Ivanov et al., 2018). Renshaw (2018) 
expounded when gauging the psychometrics of a revised version of a college student 
subjective well-being questionnaire for undergraduate students (N = 981) at a large 
university in the Southern United States, and applying a 7-point Likert-scale instrument 
for enhanced scoring administration and interpretability. Among Renshaw’s (2018) 
objectives were to evaluate the following quality measures: (a) structural validity, which 
relates to the extent to which the scores of the instrument reflect the dimensionality of the 
construct under test and (b) convergent validity, which assesses the degree to which 
constructs that are expected to be related are related. Each of the measurement items were 
adopted from previous studies to ensure content validity. Renshaw (2018) applied the 
following descriptions to the numerical values: 1 = strongly disagree, 2 = disagree, 3 = 
slightly disagree, 4 = neutral, 5 = slightly agree, 6 = agree, and 7 = strongly agree 
(Renshaw, 2018). Content validity, on the other hand, according to Shrotryia and Dhanda 
(2019), refers to the extent to which the test items represent the domain being measured. 
Content validity also involves leveraging subject matter experts when assessing the 
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degree to which instrument elements are relevant and representative of the construct 
under evaluation (Shrotryia & Dhanda, 2019). To this end, I used the previously validated 
UTAUT instrument, and the Likert 7-point scale, which allows for the granularity of 
measurements, along with the directional and degree descriptions denoted above. I 
ensured content validity by referencing previously validated studies and consulting with 
SDN or similar technology subject matter experts when approved to do so in a 
corroborative effort that includes: (a) gleaming measurement data from previous similar 
surveys and studies, if available, (b) ensuring appropriateness of questions through job 
task and item analysis, (c) guarding against internal validity threats related to procedures 
and participants by applying best practices, to include defining the survey items and 
parameters in advance, and (d) by guarding against external validity threats by avoiding 
the generalization of the outcomes beyond the domain, group, and settings being studies. 
Similar Studies 
In this section, I reviewed some of the previous UTAUT studies that have 
similarities to my study and also significant differences. In my study, I investigated the 
adoption of SDN technology at cloud service organizations in the United States. 
In Pakistan, Rahi et al. (2019) applied the UTAUT model to explore how 
technology and the electronic service factors of web design, customer service, reliability, 
and assurance may boost confidence and adoption of internet banking, as policy makers 
looked for ways to increase internet banking acceptance among commercial banking 
clientele. They selected the integrated unified UTAUT model because it reinforces the 
significance and predictability of results (Rahi et al., 2019). Concerning data collection 
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and findings, the researchers surveyed metropolitan commercial bank customers (N = 
650) in Pakistan. Using structural equation modeling for data analysis, Rahi et al. (2019) 
found that predictors accounted for approximately 80% of the variance in behavior intent 
of users to adopt internet banking. In contrast, my study involved investigating SDN 
adoption at cloud service organizations in the United States by measuring the relationship 
between cloud system integrators’ perceptions of performance expectancy, effort 
expectancy, social influence, and facilitating conditions, and the intention of cloud 
system integrators to use SDN technology. Although both studies apply the UTAUT 
model for understanding behavioral intentions to use new technology, my study's 
purpose, population, and technology domain are vastly different. 
In Botswana, researchers Tladi and Nleya (2017) leveraged the UTAUT model to 
investigate the extent to which quality factors influenced technology-based online 
elearning at Botswana College of Distance and Open Learning. Elearning has 
revolutionized higher education practices, lending to innovative pedagogical approaches 
at colleges and universities globally in recent years. However, elearning solutions from 
developed countries often encounter challenges that affect the quality in Botswana, which 
like many developing countries, often face technology hurdles with interactive teaching 
tools and communication accessibility, as well as cultural and geographical challenges, 
such as historical or political, that may impact the quality of elearning (Tladi & Nleya, 
2017). Concerning data collection and findings, the researchers surveyed elearning 
students at Botswana College of Distance and Open Learning tertiary institutes (N = 66) 
in Botswana. Using Pearson’s correlational data analysis model, Tladi and Nleya (2017) 
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found a high correlation (.882) between quality factors and elearning implementations, 
suggesting that quality factors positively influenced elearning. On the other hand, my 
study involved investigating SDN adoption at cloud service organizations in the United 
States by measuring the relationship between cloud system integrators’ perceptions of 
performance expectancy, effort expectancy, social influence, and facilitating conditions, 
and the intention of cloud system integrators to use SDN technology. Although both 
studies leverage the UTAUT framework for understanding behavioral intentions to use 
new technology, my study’s purpose, population, and technology domain are 
significantly different. 
Researchers Puspitasari et al. (2019) applied the UTAUT in their quest to 
determine the variables that influence the use and adoption of an integrated licensing 
service information system for Samarinda City Investments located in the Republic of 
Indonesia. For data collection, they used a combination of distributed questionnaires and 
interviews (N = 77) to the staff at Samarinda City Investments that used the integrated 
licensing service information system. Their main finding was that performance 
expectancy, which consisted of the utilization of perception, increasing effectiveness and 
productivity, and ease of getting information greatly and negatively influenced the 
system’s acceptance and utilization, with only 11% of respondents indicating that the 
system processed license permits faster and more efficiently (Puspitasari et al., 2019). On 
the contrary, my study involved investigating SDN adoption at cloud service 
organizations in the United States by measuring the relationship between cloud system 
integrators’ perceptions of performance expectancy, effort expectancy, social influence, 
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and facilitating conditions, and the intention of cloud system integrators to use SDN 
technology. Despite how both studies employ the UTAUT model for understanding 
intentions to use new technology, my study’s purpose, population, and technology 
domain are vastly different. 
Comprehensive Critical Analysis and Synthesis of the Literature on Software-
Defined Networking 
In this section, I critically analyzed and synthesized recent SDN literature. I began 
by describing SDN’s architectural framework, which includes its abstraction interfaces, 
its data, control, and application planes, and its use of the OpenFlow protocol. I explored 
SDN use cases in which different industries look to exploit its benefits, as well as key 
challenges that SDN early adopters face. 
Architectural Framework of SDN 
SDN architecture incorporates certain innovative design features in its pursuit to 
overcome conventional network architecture limitations. Singh and Jha (2017) identified 
the following defining characteristics of SDN: (a) the data plane is decoupled from the 
control plane, (b) the control plane functions in a unified manner in which a single 
program controls the data plane elements, (c) the controller or orchestrator maintains 
global control and view of data plane network elements (NEs), and (d) network function 
virtualization (NFV), which improves efficiency and elasticity. The goal of SDN is to 
provide a centralized and open platform that enables the programmability of data flow 
characteristics, thereby promoting user-controlled management of network traffic 
behaviors (Singh & Jha, 2017). Xie et al. (2019) agreed, emphasizing the decoupled 
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nature of the control plane and the data plane, and how the application layer views the 
underlying network infrastructure as an abstraction of service delivery resources. In 
addition, its centralized control, programmability, global view, and software-based data-
driven traffic analysis foster an ideal environment for increased automation through ML 
and cognitive techniques (Xie et al., 2019). 
SDN improves performance and efficiency. Abbasi et al. (2016) asserted that due 
to the design limitations of traditional networks, which require manual and independent 
configuration of each network device, inherent challenges exist for network operators 
performing network management and optimization tasks. Maintaining traditional network 
infrastructure often involves using multiple control applications and tools such as 
command-line interfaces and scripting tools, which can become convoluted and error-
prone, to implement network policies. In addition, innovation can be cumbersome due to 
proprietary vendor operating systems, prohibiting modification by customers (Abbasi et 
al., 2016). Singh and Jha (2017) contended that increasing network traffic demands, 
estimated in 2019 to be two zettabytes per year and 168 exabytes per month, challenge 
the scalability and processing capabilities of conventional networks, accelerated by 
emerging technologies such as IoT, ultra-high-definition video-on-demand, distributed 
cloud computing, and big data. Xie et al. (2019) also observed that rapid mobile and 
wireless innovations supporting various transmission protocols increase the complexity 
and heterogeneousness of the network, requiring greater intelligence for peak efficiency 
and effective management. 
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Abstraction Interfaces. SDN architecture leverages software abstractions, which 
provide an object-level representation of complex operations, hiding underlying 
complexities and details. Alenezi et al. (2019) described the SDN abstraction concept as 
the service abstraction layer, which integrates component services with application 
functions, concealing the underlying protocol negotiation complexities. According to 
Singh and Jha (2017), SDN abstraction interfaces define the logical interconnectivity 
between system functions and components, with the controller positioned as the central 
reference point. They elaborated by describing the northbound interface as the logical 
functionality that extends services from the controller to the higher-level application 
layer. In contrast, the southbound interface extends services from the controller to lower-
level components, such as network switches, virtual switches, and wireless access points 
(Singh & Jha, 2017). The eastbound interface provides logical interconnectivity between 
the SDN controller and non-SDN domains, such as conventional legacy networks. On the 
other hand, the westbound interface provides interconnectivity between distributed SDN 
controllers and between multiple OpenFlow-enabled domains (Baktir et al., 2017). The 
westbound interface also provides network state information for routing decisions 
between the SDN control planes in a multi-controller environment (Baktir et al., 2017). 
Data, Control, and Application Planes. By decoupling the control and data 
planes, SDN takes a markedly different approach to how networks function compared to 
conventional networks. Abbasi et al. (2016) observed that while traditional network 
architecture consolidates the data and control planes onto the same device, SDN, in 
contrast, separates the data and control plane onto different devices. Whereas the control 
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plane provides device intelligence, controlling data flow functions such as resource 
allocation and data forwarding and routing decisions, the data plane provides transport 
for user and data traffic as directed by the control plane (Abbasi et al., 2016). In 
describing the central structure of SDN architecture, Singh and Jha (2017) noted that the 
SDN control plane unifies operations onto a centralized controller or a distributed group 
of controllers, and uses OpenFlow protocol to govern data plane elements, while NEs, 
such as network switches comprise the data plane. Xie et al. (2019) concurred, noting that 
the SDN controller functions as a network operating system by maintaining configuration 
data, managing network resources, and directing network traffic. The SDN controller 
maintains detailed knowledge of the network in a closed-loop method, thereby enabling 
adaptive network traffic management and fostering dynamic provisioning (Singh & Jha, 
2017). Table 1 lists several open-source SDN controllers, along with their programming 
languages and public license agreements. 
Table 1 




Beacon Java BSD-licensed, multi-thread and event-based operations; 
originated at Stanford University 
Floodlight Java Leverages OpenFlow vSwitch and Apache public license (APL); 
predecessor of Beacon 
NOX C++/Python Uses general public license (GPL), and supports C++ and 
Python; 
originated at Stanford University 
Maestro Java Originated at Rice University; uses lesser general public license 
(LGPL) 
OpenDaylight Java Originated from the Linux foundation; uses eclipse public license 
(EPL) 




Note: Adapted from "A Survey on Software-Defined Networking: Architecture for Next 
Generation Network," by S. Singh and R. K. Jha, 2017, Journal of Network and Systems 
Management, 25(2), p. 24 (https://doi.org/10.1007/s10922-016-9393-9). 
SDN architecture also incorporates an application layer for data management and 
data orchestration. Xie et al. (2019) described the SDN application plane as consisting of 
northbound interface business applications, network virtualization, cloud computing, 
security applications, network monitoring, and mobility management. Islam et al. (2018) 
expanded, observing that application layer abstractions, communicating through the 
northbound interface, direct controller operations. 
OpenFlow Protocol. OpenFlow is a central SDN protocol used for directing 
operations and intercommunications. Singh and Jha (2017) observed that in 2011 the 
open networking foundation established the OpenFlow protocol as the standard 
application programming interface for directing data flow operations between the SDN 
control plane and the southbound NEs in the data plane. OpenFlow-compliant network 
switches behave as NEs that forward packets as instructed by the SDN controller (Singh 
& Jha, 2017). Three of the central messages generated by OpenFlow include the 
following: (a) switch feature, which describes the features and capabilities of NEs; (b) 
“FlowMod,” used by the controller to define flow instructions for the NEs; and (c) 
“PortStatus,” which provides port status updates and characteristics, such as operational 
status and available bandwidth (Singh & Jha, 2017). Xie et al. (2019) offered additional 
flow details, noting the when an SDN switch receives a packet in its data plane, it extracts 
the packet header and searches for a matching flow table entry. Upon discovering a 
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matching entry, processing will proceed using the controller's instructions for the flow 
entry. If not found, the switch will send an OpenFlow “PacketIn” message and the packet 
header, to the controller. The controller will then respond with a FlowMod message, 
providing flow instructions to the switch’s flow table (Xie et al., 2019). 
Network Function Virtualization. NFV decouples network hardware and 
software, enabling multiple network operations to function over the same hardware. 
According to Mijumbi et al. (2016), NFV reduces organizations’ networking operating 
costs by enabling multiple network functions to share the same hardware resources, 
thereby reducing the need to purchase a dedicated hardware device for each network 
function or task. NFV’s concept of decoupling network functions from the network 
hardware is also an important tenet and an enabling characteristic of SDN (Mijumbi et 
al., 2016). 
Salman et al. (2018) also described NFV as a complimentary technology to SDN 
that allows different applications to leverage common network infrastructure similar in 
concept to cloud computing virtualization. NFV operates by designating network 
resources, as needed, for each network function or application, enabling greater hardware 
utilization efficiency and scalability (Salman et al., 2018). Kobo et al. (2017) pointed out 
that NFV provides added flexibility in mobile cloud computing solutions, such as the 
follow-me cloud concept, which ensures optimal data center (DC) connectivity and 
seamless service migration for mobile cloud users. In addition, Mijumbi et al. (2016) 
asserted that NFV improves networking agility by enabling much faster ramp-up or 




There is a growing number of SDN use cases. In this section, I explored SDN use 
cases that include: artificial intelligence (AI) and ML, cloud computing orchestration, 
smart grids technology, network traffic engineering, and SDN IoT use cases, such as 
sensors, mobile networks, and vehicular networks. 
Machine Learning. The programmability features of SDN technology promote 
automation and efficiency. Leveraging its programmability characteristics, Zhao et al. 
(2019) proposed integrating SDN with AI and ML to achieve network intellectualization, 
which may result in significantly enhancing performance, management, and scalability, 
while reducing operating costs. SDN’s decoupled control and data planes, and its 
centralized control of network traffic and network policies promote efficiency in ML 
predictive analysis used for resource optimization, route provisioning, and in providing 
dynamic orchestration of massive data inputs. Niyaz et al. (2017) similarly highlighted 
the programmable aspects of SDN that lend to next-generation networking capabilities, 
such as advanced intrusion detection through deep learning (DL) technology. Researchers 
Sultana et al. (2018) also expressed optimism in these emerging technologies, stressing 
that SDN’s segregation of the control and forwarding plane and its direct 
programmability fosters a new paradigm of innovativeness, as they introduced an SDN-
enabled network intrusion detection system that applies ML and DL methods to improve 
detection accuracy and lower false positives. 
Cui et al. (2019) demonstrated additional advancements by applying cognitive-
inspired computing using a support vector machine algorithm that only requires a small 
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sample of training data to address prevalent cyber-attacks, such as DDoS attacks, in 
SDN’s centralized control architecture, and to enhance detection capabilities for both 
known and unknown occurrences. In SDN-based fifth-generation (5G) cellular networks, 
Caraguay et al. (2017) commented that AI and ML algorithms stochastically diagnose the 
root cause of problems, and derive countermeasures and alternatives using self-organized 
network management in virtualized and software-defined network sensors. Boutaba et al. 
(2018) asserted that in contrast to SDN, legacy network systems are not conducive to the 
integration of AI, ML, and cognitive learning due to their independent control plane and 
proprietary design that limit cognitive learning and automation capabilities. 
SDN-based intrusion detection system (IDS) systems employ ML and DL 
techniques that improve the detection of cyber-attacks and vulnerabilities. Sultana et al. 
(2018) outlined the following ML approaches: (a) unsupervised in which algorithms learn 
from unlabeled input data with the goal of modeling data structure and distribution, such 
as a self-organizing mapping; (b) semi-supervised, which trains from a small amount of 
labeled data and a large amount unlabeled data, used to improve detection accuracy, such 
as for network intrusion detection systems; and (c) supervised in which algorithms 
predict unknown representations from labeled training data (Sultana et al., 2018). 
Zhao et al. (2019) likewise described how unsupervised ML algorithms seek to 
learn intrinsic data properties, categorizing data from unlabeled sources, while semi-
supervised algorithms perform reinforcement learning and perform classification from 
incomplete training data. Supervised ML models, according to Zhao et al. (2019), are 
used in functions such as speech and object recognition and spam detection, and apply 
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labeled training data to predict the output. While supervised learning techniques focus on 
solving attack classification problems, unsupervised learning techniques are applied to 
detect previously unknown attacks (Sultana et al., 2018). 
Cloud Orchestration. SDN is an enabler of cloud orchestration. Y.-J. Chen et al. 
(2017) expounded by describing a key SDN feature called service chaining in which 
virtual machines can dynamically connect to application services upon user requests, 
thereby creating enormous potential for cloud orchestration. To address increasing 
industry demands to integrate the control and management of geographically distributed 
DCs and heterogeneous cloud computing environments with network orchestration, 
Mayoral et al. (2017) evaluated the functions of end-to-end inter-DC connectivity and 
VM migration by comparing an SDN single controller architecture solution with multi-
controller solution called application-based network operations (ABNO). The quest to 
ensure dynamic application-driven service requests is further complicated by traffic 
control service agreement requirements in multidomain cloud environments. Unlike SDN 
single controller architecture, the researchers observed that ABNO separates the control 
and orchestration layers, enabling the delegation of some control tasks, which allows for 
greater scalability (Mayoral et al., 2017). On the other hand, ABNO introduced 
orchestration overhead, which resulted in its slightly lower intra-DC performance than 
SC-Arch. Still, ABNO demonstrated significantly improved inter-DC performance and 
responsiveness, due to its elimination of SC-Arch setup delay and its immediate virtual 
link creation (Mayoral et al., 2017). 
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SDN leverages virtualization, which increases flexibility and reduces costs. 
Alenezi et al. (2019) emphasized how SDN-enabled cloud infrastructure exploits NFV, 
which transforms network tasks and operations by decoupling network hardware from 
software, empowering DCs to achieve greater dynamicity, efficiency, and scalability in 
supporting spiraling network demands. Interestingly, Bakhshi (2017) noted that while 
Google uses an SDN platform to achieve increased manageability and resiliency among 
some of its geographically dispersed DCs around the globe, Microsoft Azure employs an 
SDN-based load-balancer solution in some of its multitenant cloud services environments 
that provides high scalability. 
Researchers Baktir et al. (2017) underscored how SDN technology benefits a new 
trend in cloud computing called edge computing, which reduces end-user latency by off-
loading delay-sensitive applications from far-away DCs to local infrastructure. SDN edge 
computing improves data flow management and service orchestration through its 
programmable architecture (Baktir et al., 2017). Bakhshi (2017) summarized additional 
SDN-based cloud advantages which include: (a) its open platform collaboration within 
the network development community that encourages the development of improved 
solutions, such as in the areas of security, performance, and efficiency; (b) its adoption 
may result in lower operating expenditures and lower capital expenditures through 
resource virtualization and gained efficiencies; (c) intelligent resource provisioning that 
enhances DC automation; and (d) increased energy efficiency through more granular 
control of resource-sharing, thereby reducing underutilized systems. 
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Smart Grids and Energy-Efficiency. Smart grid technology increasingly 
leverages SDN. Researchers de Pozuelo et al. (2017) presented a smart grid software-
defined utility concept as an alternative to traditional rigid and complex hardware-based 
systems that support heterogeneous power system infrastructure. SDN architecture 
promotes programmability, context-aware security, flexible resource management, and 
higher reliability of high-speed communications in its energy-efficiency integration of 
technologies such as IoT and wireless machine-to-machine communications (de Pozuelo 
et al., 2017). Rehmani et al. (2019) proposed an SDN-enabled smart grid communication 
system to address increasing electricity demands, reliability challenges with legacy 
electrical power grid systems, and interoperability issues with conventional proprietary 
smart grid communication systems. SDN’s programmability allows for improvements in 
energy efficiency through granular traffic flow orchestration, achieving considerable 
strides towards the goal of achieving renewable energy resources by 2024, while also 
reducing interoperability challenges through its use of OpenFlow to achieve protocol 
independence (Rehmani et al., 2019). 
Aydeger et al. (2019a) demonstrated that the programmability features and 
capabilities of SDN could add resiliency to critical power grid systems that use wired 
power line communications that are easily damaged, sometimes resulting in extended 
power outages during natural disasters such as earthquakes or floods and human-induced 
incidents. In the event of a substation communications failure, their proposed SDN-based 
smart grid system provides real-time detection and self-healing mechanisms through 
alternate wireless communications to restore substation connectivity and power 
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production. Using Mininet emulation, the researchers illustrated how SDN-based 
teleprotection demonstrated reliable link recovery for generic object-oriented substation 
events messages and intelligent electronic devices (Aydeger et al., 2019a). Al-Musawi 
and Al-Khatib (2019), on the other hand, proposed an SDN-based solution that applies a 
heuristic algorithm to optimize power and energy consumption for energy-inefficient data 
DCs. They reduced energy consumption significantly by identifying and powering off 
inactive network devices using fine-grained monitoring, without compromising the 
quality of service (QoS) and QoE service agreements (Al-Musawi & Al-Khatib, 2019). 
Traffic Engineering. SDN fosters elastic and fine-grained control of network 
traffic behaviors. Abbasi et al. (2016) proposed an SDN-based traffic engineering 
solution that exploits its programmability and its centralized flow management, 
overcoming rigid conventional processes that are also frequently overprovisioned. SDN’s 
separation of the control and data plane and its centralized controller interacts with 
applications resulting in granular control of network traffic through OpenFlow 
abstraction channels, while also simplifying flow management and promoting innovation 
(Abbasi et al., 2016). 
According to Jia et al. (2018), SDN's adaptability and dynamicity lend to an 
innovative approach in developing low earth orbit satellite networks leveraging Dijkstra's 
computational efficiency and depth-first-search algorithms that can streamline network 
expansion and achieve more flexible network monitoring and management. In their 
proposed solution, the SDN controller resides at the ground station with a global view 
and processes network device instructions using the OpenFlow protocol to determine the 
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best data path (Jia et al., 2018). In addition, researchers Go et al. (2019) proposed ways to 
leverage SDN technology for delivering high quality, low delay IP-based video 
surveillance (IPVS) traffic during bandwidth contention periods among IPVS camera 
streams using quality of QoE bitrate adjustments, which places a higher priority on 
human eye-sensitive video patterns. Their proposed SDN OpenFlow-based IPVS solution 
dynamically prioritizes data streams upon reception to make relevant objects identifiable 
over under-provisioned networks, minimizing packet loss, jitter, and latency for selected 
flows, while also optimizing throughput efficiency through dynamic rate adjustment 
mechanisms that reroute lower priority traffic as needed (Go et al., 2019). 
SDN can also perform traffic engineering in multicast environments. Islam et al. 
(2018) argued that the advantages of centralized control, flow abstractions, and dynamic 
flow updating drives the adoption of SDN, to include for internet protocol multicast 
where one or more senders can transmit to zero or more receivers. In addition to using 
multicast routing algorithms to minimize resource consumption, SDN multicast solutions 
typically also employ one of the following approaches to achieve the desired flow 
distribution goals: (a) application-independent, based on whether distribution of receivers 
is dense or sparse; (b) application-aware, which may involve QoS-aware applications or 
rely on multicast protocols such as the reliable multicast transport protocol to facilitate 
data delivery; or (c) topology-aware algorithms that use techniques such as scalable video 
coding to control the quality of video to receivers (Islam et al., 2018).  
Coronado et al. (2018) applied an SDN multicast solution called scalable 
multigroup SDN@Play, which uses intelligent centralized control and management, 
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rather than the inefficient conventional method of integrating these functions into 
distributed access points to improve performance and reliability of concurrent 802.11 
wireless multicast video streams, and to reduce radio channel utilization. Using the SDN 
model, the researchers demonstrated increased multicast streams with reduced channel 
utilization, without service degradation (Coronado et al., 2018). Similarly, Bukhari and 
Yoon (2018) demonstrated increased multicast distribution efficiency and flexibility 
using an SDN-based centralized approach, which reduced radio transmissions 
significantly in a heterogeneous wireless test environment. In addition, Park et al. (2019) 
proposed an SDN-based multicast enhancement for large-scale IoT implementations, 
which reduces transfer delays and establishes bidirectional multicast trees between the 
publishers and subscribers to increase flow capacity. 
IoT. SDN simplifies management and strengthens controls for IoT environments. 
According to Tomovic et al. (2017), due to the exponential expansion of the internet in 
volume and service diversity, which pose a significant challenge for traditional network 
and a new approach that provides new scalability levels and real-time data delivery is 
paramount. They asserted that IoT architecture, which encompasses an array of new 
technologies such as sensors and actuators for monitoring and controlling environment-
sensitive devices, autonomous vehicles, smart machines, and drones, benefits from 
SDN’s capability to provide sophisticated traffic control and resource management 
(Tomovic et al., 2017). 
Similarly, Salman et al. (2018) expressed concerns about the capabilities of 
conventional networks to meet the internet’s increasing heterogeneity, management 
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complexities, scalability demands, and security challenges, spurred by IoT. They 
promoted SDN as the ideal platform to meet these challenges through centralized 
management, which eliminates the need to independently manage IoT network devices, 
its inoperability, and its support of new applications to strengthen IoT security and 
privacy (Salman et al., 2018). Tomovic et al. (2017) focused on using SDN integrated 
with fog computing to provide centralized connectivity management of IoT devices, and 
to foster dynamic service orchestration for IoT environments, such as smart cities. 
On the other hand, Salman et al. (2018) described how SDN, integrated with NFV 
and OpenFlow, overcomes identity fragmentation and silos of traditional solutions, 
thereby strengthening IoT security, including identity management, access control, and 
privacy. Kim et al. (2019a) also explored a software-defined security framework to 
harvest sensitive and private information from IoT devices. The developers proposed a 
user-defined SDN gateway solution, which improves security by (a) identifying NEs and 
their states, (b) providing base security functions, (c) and detecting and resolving security 
conflicts (Kim et al., 2019a). 
Sensors. SDN enhances data collection efficiency and management elasticity for 
IoT sensors. Ndiaye et al. (2017) provided an example using SDN architecture to address 
inherent challenges of heterogeneity, application dependency, and resource constraints of 
traditional wireless sensor networks in supporting IoT sensors, such as sensor nodes 
actuators used in smart farming, and smart grids sensors, smart health sensors, and smart 
grid sensors. They conducted a series of tests that demonstrated that the centralized 
management approach of SDN-based wireless sensor networks provided improved 
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elasticity while simplifying device, protocol, and application management (Ndiaye et al., 
2017). 
Anadiotis et al. (2019) introduced a concept called software-defined wireless 
sensors, which leverage NFV to enhance flexibility, expandability, and to increase energy 
efficiency for WSNs. One way in which the researchers demonstrated the effectiveness of 
software-defined wireless sensors was by using trusted platform modules and context-
based rules to dynamically guarantee security compliance, to include validating that node 
firmware is tamper-free and confirming that node rules and services originated from an 
authorized source (Anadiotis et al., 2019). To enhance automation for emerging smart 
city technologies, such smart grids, micro-grids, and electric vehicles, Abujubbeh et al. 
(2019) proposed a software-defined wireless sensor networks solution that delivers robust 
and secure bi-directional communications between utilities and consumers by employing 
smart meters and sensory devices (Abujubbeh et al., 2019). 
In a much different terrain, researcher Wang et al. (2019) leveraged SDN 
technology in underwater acoustic sensor networks used in exploring ocean realms, and 
traditionally plagued with versatility constraints and low signal quality due to signal 
overlapping in redundant deployment configurations. SDN’s programmability overcomes 
the rigidity constraints and limitations of legacy underwater acoustic sensor network 
systems, resulting in reduced deployment risks. Developers Puente Fernandez et al. 
(2018) promoted a concept called software-defined sensor networks, based on smart 
sensor nodes that monitor environmental conditions such as temperature, humidity, and 
sound, and which applies centralized control and NFV to optimize energy consumption, 
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durability, scalability, and fault tolerance (Puente Fernandez et al., 2018). Younus et al. 
(2019) observed that WSN sensors are typically battery-powered, and therefore power 
optimization and energy efficiency are essential. 
Mobile and Radio. SDN empowers emerging mobile and radio technologies. To 
address inflexibility and capacity constraints of traditional cellular infrastructure, Tello-
Oquendo et al. (2019) developed an innovative SDN-based solution that bolsters 5G 
capabilities to support IoT, projected to reach 20 billion connected devices and 110 
exabytes by 2023. Using software-defined gateways that function as IoT controllers, the 
researchers demonstrated significant enhancements, such as improved heterogeneity and 
QoS for IoT devices, remote radio head coordination, and improved front-haul network 
capabilities that can support massive volumes of diverse IoT traffic based on SoftAir 5G 
system architecture (Tello-Oquendo et al., 2019). 
To address 5G’s continuous connectivity and ubiquity requirements, developers 
Contreras et al. (2016) presented an SDN-enabled 5G mobility management system that 
uses its global flow and device database that guarantees ubiquitous session continuity, a 
major challenge for traditional mobile technologies. Researchers Habiba and Hossain 
(2018) promoted wireless network virtualization based on SDN and NFV architecture, 
which fosters service deployment flexibility to enhance capacity and resource 
management for the emerging 5G cellular technology. Wireless network virtualization 
applies the auction theory business model, which maximizes revenues through 




In contrast, Yao et al. (2019) opted to focus on an SDN-5G solution that 
overcomes traditional 5G architecture management and uniformity limitations and to 
improve security. While SDN’s consolidated and unified control plane hosted from the 
controller provides a holistic network view and network control, its open interface and 
programmability characteristics foster heterogeneity. To strengthen security, the 
developers designed a security module between the control and data planes, which 
applies integrated cryptographic authentication and moving target defense algorithms as a 
countermeasure against DDoS attacks (Yao et al., 2019). In addition, on a futuristic front, 
developers Ateya et al. (2018) proposed a 5G SDN core and mobile edge computing 
architecture that uses a centralized controller with a global view and knowledge of the 
network to overcome the ultra-low end-to-end latency requirement for the Tactile 
Internet. Tactile Internet technology, considered by some analysts as the next IoT 
evolution, enables human-to-machine haptic interactions in which the human touch 
stimulates communications to control IoT devices in real-time, requiring high network 
availability and efficiency (Ateya et al., 2018). 
Vehicle Networks. SDN technology promotes smart mobility. In their survey on 
SDN-enabled vehicle ad hoc networks (VANETs), Chahal et al. (2017) explored ways in 
which VANETs empower intelligent traffic systems with advancements in traffic control, 
collision avoidance, lane change assistance, and emergency hazard warnings. The 
developers proposed a programmable and open-source software-defined vehicular 
network solution that overcomes frequent disconnects of tightly coupled traditional 
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vehicular architecture, and that addresses the increasing demand for greater flexibility, 
reliability, and adaptability in heterogeneous environments (Chahal et al., 2017). 
SDN technology fosters innovation in data flow optimization and traffic 
management. According to Chahal et al. (2017), their SDN model enabled dynamic 
bandwidth management, QoS, and latency-based routing, and enhanced wireless 
integration, thereby achieving substantially improved optimization of sensitive data flows 
(Chahal et al., 2017). In a similar approach that additionally extends into the area of 
entertainment, Maio et al. (2016) presented a VANET smart mobility concept which 
leverages SDN’s programmable approach, improving resource and mobility management, 
strengthening vehicle safety, and providing new opportunities for vehicle infotainment. 
By applying efficient channel utilization through its spectrum management techniques 
that ensure low collision probability, SDN dynamically adapts to frequent topology 
changes among moving vehicles, roadside units, and roadside unit controllers. Especially 
in vehicle platoons that occur during peak hours traffic congestion causing close 
formations, where safety traditionally relies on attentive drivers that accurately perceive 
road and environmental conditions, SDN-based smart mobility through vehicle-to-vehicle 
technology can optimize inter-vehicle distances by assessing environmental and road 
conditions, and thereby enhance safety (Maio et al., 2016). 
SDN technology enables improved VANET content delivery and innovative 
traffic management techniques. According to Maio et al. (2016), in addition to 
minimizing latency during topology changes, SDN also provides content caching, 
forwarding, and multiple content sources, which improves the quality of content delivery 
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for VANET multimedia users. Bhatia et al. (2020) advanced VANET traffic analysis to a 
greater degree by applying an ML model, which incorporates predictive analysis for 
vehicular traffic behaviors, using clustering algorithms to predict traffic densities and to 
find congestion-sensitive points. 
Mahmood et al. (2019) emphasized security, low-latency, and innovative sensing 
in their proposed software-defined heterogeneous vehicular networking architecture, 
which uses vehicle sensors to support intelligent transportation system applications, such 
as forward collision warning, hazard location alerts, and pedestrian collision mitigation, 
paving the way for next-generation autonomous vehicles. Table 2 provides a summary of 
SDN use cases, along with traditional technology limitations. 
Table 2 
SDN Use Cases, Application, and Traditional Technology Limitations 
Use case SDN application Traditional technology limitations 
Machine  
learning 
Open interface and centralized 
management promote programmability 
and automation 
Independent control planes and 
proprietary systems hinder 
automation and interoperability  
Cloud  
orchestration 
Virtualization and programmability 
promote dynamicity and fine-grained flow 
control 
Rigidity and scalability limitations 
Smart  
grids   
Programmability promotes flexibility for 
heterogeneous power systems 
infrastructure 
Interoperability and reliability 
challenges spun from inflexibility 
Traffic  
engineering 
Programmability and centralized control 
enable innovation and fine-grained control 
Flow orchestration excessively 
complex and inefficient, resulting 
in manageability limitations  
Internet 
of things 
Fosters scalability and management 
through centralized architecture 
Heterogeneity and scalability 
limitations 
  
Note: The table above provides a high-level summary of the SDN use categories 
described in this paper, along with their applications and the limitations of traditional 
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technologies. Adapted from a “A Survey of Machine Learning Techniques Applied to 
Software-Defined Networking (SDN): Research Issues and Challenges,” by J. Xie et al., 
2019, IEEE Communications Surveys and Tutorials, 21(1), p. 394 
(https://doi.org/10.1109/COMST.2018.2866942); b“SDN Orchestration Architectures 
and Their Integration with Cloud Computing Applications,” by A. Mayoral, R. Vilalta, R. 
Muñoz, R. Casellas, and R. Martínez, 2017, Optical Switching and Networking, 26, p. 3 
(https://doi.org/10.1016/j.osn.2015.09.007); c“Prototyping a Software-Defined Utility,” 
by R. M. de Pozuelo, A. Zaballos, J. Navarro, and G. Corral, 2017, Energies, 10(6), p. 2 
(https://doi.org/10.3390/en10060818); d“Traffic Engineering in Software-Defined 
Networks: A Survey,” by M. R. Abbasi, A. Guleria, and M. S. Devi, 2016, Journal of 
Telecommunications and Information Technology, (4), p. 2; e“IoT Survey: An SDN and 
Fog Computing Perspective,” by O. Salman, I. Elhajj, A. Chehab, and A. Kayssi, 2018, 
Computer Networks, 143, p. 221 (https://doi.org/10.1016/j.comnet.2018.07.020). 
As a technology still in its infancy, SDN faces considerable challenges. In this 
section, I analyzed some of the major challenges that SDN faces, including security 
vulnerabilities, optimization in a multi-controller environment, and other challenges, such 
as scalability and interoperability with traditional technologies. 
Challenges 
Security vulnerabilities are among the main concerns of SDN architecture. Isong 
et al. (2017) described SDN security as an assurance of data confidentiality, integrity, and 
availability, supported by authentication and authorization of protected resources. 
Researchers Azka et al. (2017) provided additional insight, observing that although SDN 
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technology can revolutionize networking capabilities, significant security challenges exist 
concerning its control, data, and application plane. Common threats to the control plane 
include packet-in attacks involving repeated corrupt packets between the switch and the 
controller, denial of service (DoS) attacks that exhaust system resources through 
flooding, packets corruption that distorts the controller’s topology database, side-channel 
attacks that exploit cryptography residual leaks through extensive monitoring, and 
controller authentication exploits. 
The data plane also faces attacks. According to Azka et al. (2017), common SDN 
data plane exploitations include DoS, man-at-the-end attacks from flow table poisoning, 
and side-channel attacks. Azka et al. (2017) added that common security threats to the 
application plane include the following: (a) threats to the trust model, which refers to the 
degree to which SDN applications are trusted and adhere to established security policies; 
(b) nested applications that can sometimes by-pass established access control measures; 
(c) applications that can alter the SDN controller database; (d) interoperability concerns 
with third-party applications; and (e) misuse through rogue applications. Benzekki et al. 
(2016) described SDN security as encompassing the physical protection of hardware and 
software components, as well as the protection of logical network components against 
threats and vulnerabilities, whether intentional or accidental. SDN also inherits 
vulnerabilities from integrated components, such as applications and NEs, in addition to 
new security vulnerabilities introduced through the centralized controller architecture that 
makes it a potential target for attackers (Benzekki et al., 2016). 
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New countermeasures have been developed to combat security threats. Rietz et al. 
(2018) argued that because attacks are often initiated through sources such as malware-
infected email attachments, external media, contaminated wireless injections, and 
hardware with pre-installed malware, security measures that only monitor inbound 
internet traffic have limited effectiveness. They presented a comprehensive SDN security 
monitoring solution that applies the extensible authentication protocol, and which 
exploits SDN’s centralized controller architecture, open standards OpenFlow protocol, 
and decision authority to fortify security monitoring capabilities and security protection 
of heterogeneous systems (Rietz et al., 2018). To mitigate against potentially 
incapacitating SDN DoS attacks, Dao et al. (2016) proposed an OpenFlow-based solution 
that applies a probabilistic history-based IP filtering algorithm to analyze controller 
traffic characteristics, followed by adaptive suspicious prevention policies to unknown 
traffic to cancel NE ingress DoS attacks. In addition, to address the lack of trust between 
the SDN controller and applications, Isong et al. (2017) presented a proactive trust 
establishment framework based on OpenFlow, which certifies that applications function 
securely in performing their intended purpose. 
Although distributed SDN controllers can be beneficial, determining their optimal 
placement on the network can be challenging. According to Suh and Pack (2018), single 
SDN controller networks inherently exhibit the following limitations: (a) a single-point-
of-failure, (b) network size and scope, and (c) as the network size increases, controller-to-
switch latency also increases. Qiu et al. (2016) underscored the capacity constraints of 
single controller architectures, noting a throughput limit of approximately three million 
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flows per second, which is inadequate for large-scale high-volume networks. Lu et al. 
(2019a) asserted that while distributed SDN controllers can improve network reliability 
by eliminating the single-point-of-failure of single controller architectures, and also 
enhance scalability for large-scale networks, deciding their placement can significantly 
affect performance, revealing a phenomenon known as the controller placement problem. 
They applied the criteria of latency, reliability, deployment costs, and multi-objective, 
which involves tradeoffs across performance metrics to assess optimization options for 
the number of controllers the location of the controllers on the network (Lu et al., 2019a). 
Suh and Pack (2018) addressed potential controller conflict in multi-controller 
environments, requiring a single designated master controller to govern workflow rules 
by devising a low-complexity master assignment algorithm that minimizes controller 
conflict and setup latency. Similarly, Lu et al. (2019b) explored common access conflicts 
for SDN multi-controller environments that can cause routing conflicts and flow 
contentions as the network expands in size and complexity. The developers proposed a 
multi-branch tree-based conflict detection mechanism for multi-controller environments, 
demonstrating better efficiency and accuracy than predecessor models (Lu et al., 2019b). 
In addition, to address an apparent lack of secure communications between distributed 
controllers in an inter-domain environment, Shang et al. (2018) presented a multi-
granularity security architecture that applies two-factor authentication form a secure 
channel between distributed controllers. 
There are also other challenges for SDN that hinders its broad adoption. 
Researchers Saraswat et al. (2019) identified the following challenges in which SDN 
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technology lacks maturity, and that may affect the growth and development of SDN: (a) 
network design, which includes increased scalability to support increased loads and new 
applications, improved hardware and software fault tolerance, flexibility to adapt to 
future designs, and elasticity which involves dynamic adaptability to changing network 
loads; (b) network implementation, which entails SDN’s integration with existing 
networks, resource management of flow entries and resource conflict resolution, 
management of virtualized resources, and resource conflict resolution; (c) network 
performance, which includes latency, efficiency, consistency, and traffic management; 
and (d) network verification, which involves testing to validate expected performance 
before going operational, debugging of faults, and security verification to protect from 
unauthorized access, misuse, modification, malfunction, destruction, and improper 
disclosure. Researchers da Costa Cordeiro et al. (2017) raised concerns that despite 
increased interest, vulnerabilities, to include performance, security, privacy, and trust, 
exist in programmable data planes. Concerning SDN vehicular network challenges, 
Mahmood et al. (2019) observed that future architectures for highly dynamic VANETs 
must process handovers more efficiently to ensure seamless, ubiquitous, and 
undifferentiated connectivity. Future solutions must also provide enhanced trust 
management for the communication of safety-critical messages among vehicles, along 
with improved privacy features, such as location protection privacy (Mahmood et al., 
2019). Concerning SDN-IoT challenges, according to Al-Kahtani and Karim (2017), in 
addition, security challenges of authentication and authorization, data confidentiality, and 
threat detection, to the current SDN-IoT architecture does not adequately address real-
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time performance requirements, such as jitter, latency, packet loss, and throughput, of 
distributed IoT multi-networks. The lack of defined standards for northbound interface 
communications between the application and the controller leads to interoperability 
problems (Al-Kahtani & Karim, 2017). Developers Sultana et al. (2018) also asserted that 
in addition to security vulnerabilities, such as DDoS attacks and forged traffic flows, 
fundamental challenges exist in how to efficiently process high volume traffic using SDN 
ML-based intrusion detection systems. 
Transition and Summary 
In this study, I explored the adoption of SDN in IT cloud service organizations in 
the United States. I applied the quantitative correlational research methodology to 
examine the relationship between the IT cloud system integrators’ perceptions of the 
adoption determinants of performance expectancy, effort expectancy, social influence, 
facilitating conditions, and the intention of the IT cloud system integrators to adopt SDN 
technology. SDN, which originated just over two decades ago, prescribes an open system 
architecture and a programmability approach to networking to address traditional 
networking technologies' limitations. However, challenges persist with SDN technology, 
affecting behavioral intentions, and stymying its broad adoption. 
Section 1 provided critical analysis and synthesis of UTAUT, the theoretical 
framework for this study, and SDN technology. In founding UTAUT, Venkatesh et al. 
(2003) sought to provide a unified technology acceptance model by adopting its core 
determinants of performance expectancy, performance expectancy, social influence, and 
facilitating conditions from the following eight previous models: TRA, TAM, MM, TPB, 
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C-TAM-TPB, MPCU, IDT, and SCT. UTAUT also incorporated the moderators of 
gender, age, and voluntariness, which shape user perceptions and, subsequently, 
behavioral intentions. Using these constructs, the UTAUT model accounted for a 
substantially greater amount of variance in technology usage intention than the previous 
models. Venkatesh et al. (2003) argued that although technology expenditures absorb an 
increasing portion of corporations’ budgets, productivity gains depend on user acceptance 
and use of the technology. 
Concerning my critical analysis and synthesis of SDN, Section 1 provided an 
overview and taxonomy of its architectural framework, use cases by innovators and early 
adopters, and common challenges facing emerging SDN initiatives. Central tenets of 
SDN technology include its centralized controller-based management, abstraction 
interfaces that define the logical interconnectivity between system functions and 
components, and its use of the OpenFlow protocol, which promotes the programmability 
of network functions and communication, and NFV, which enhances agility and 
efficiency. Some of the SDN use cases applied by innovators and early adopters include: 
(a) AI and ML integration to advance network automation, (b) cloud orchestration for 
advanced control and optimization of data flows, (c) smart grids that promote energy 
efficiency, (e) traffic engineering for tuning data flows for enhanced user experience, and 
(f) IoT network innovations for strengthening traffic controls and enhancing scalability 
for emerging platforms of mobile networks, wireless sensors, and vehicular networks. 
Nonetheless, as a technology is still in its infancy, SDN technology faces several 
significant challenges, with security vulnerabilities that may expose the architecture to 
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cyber-attacks being among the most prevalent. Although single-controller environments 
inherently pose a single-point-of-failure vulnerability and can present scalability 
challenges, management control conflicts are commonplace in multi-controller 
environments. 
In Section 2, I took a closer look at the preparation aspects of conducting this 
study, providing my explanations and projections of why, who, and how. After reiterating 
the purpose statement, I provided an assessment of the factors that may influence my role 
as the researcher. I described my sampling population, sampling method, and I justified 
my planned sampling size. I also explained my strategies for ensuring participant 
eligibility and for gaining access to them. In addition, I identified and justified my 
research method and design. 
In Section 3, I presented the findings of this study. My analysis included a 
summary of the critical findings and my detailed analysis of the data in the context of the 
theoretical framework. I discussed how the results are relevant and applicable for 
improving professional IT practices. From my conclusions, I provided recommendations 
for follow-up actions, as well as considerations for disseminating the literature through 
venues such as conferences and academic journals. I also discussed ways to address the 
limitations of this study and provided recommendations for future studies. In addition, I 




Section 2. The Project 
Purpose Statement 
The purpose of this quantitative correlational study was to examine the 
relationship between IT cloud system integrators’ perceptions of performance 
expectancy, effort expectancy, social influence, facilitating conditions, and the intention 
of IT cloud system integrators to use SDN technology. My dependent variable was IT 
cloud system integrators’ intention to adopt SDN technology, while my independent 
variables were IT cloud system integrators’ perceptions of performance expectancy, 
effort expectancy, social influence, and facilitating conditions. The target population for 
this study was IT cloud system integrators at cloud service provider organizations in the 
United States. In this study, I sought to stimulate dialogue and raise awareness about 
SDN technology's potential social benefits, such as providing greater automation and 
network intelligence capabilities for data orchestration of smart cities that may result in 
enhanced QoE for users, and improved network security may result in fewer service 
interruptions for users. 
Role of the Researcher 
The researcher plays a vital role in establishing credibility and trustworthiness in 
data collection. Unlike qualitative studies in which the researcher is the primary data 
collection instrument, quantitative studies apply an instrument for data collection to 
capture participants’ perceptions, beliefs, and behavioral intentions (Keisling & Sproles, 
2020). Morgan (2018) asserted that in quantitative studies, the researcher generates 
evidence through a highly structured and closed-ended instruments, such as 
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questionnaires, which increase objectivity while tending to minimize the researcher's 
personal influence in data collection. However, Morgan (2018) noted that the quantitative 
researcher decides subjectively what to study and how to conduct it. Suter and Cormier 
(2016) described bias as a conscious or subconscious deviation that clouds the 
researcher's objectivity or a systematic difference applied due to preference. Suter and 
Cormier (2016) recommended that the researcher implement measures to strengthen 
objectivity and provide transparency, such as (a) minimizing conscious or unconscious 
preferences through self-awareness and self-skepticism, (b) applying standard assessment 
frameworks and methods, (c) conducting consultation with subject matter experts during 
the planning phase to establish the premise and scope of the study, and (d) fostering an 
environment of openness through clarity of purpose and by disclosing potential conflicts 
of interest. In addition, Newcomer et al. (2019) emphasized that the researcher should 
seek to establish scientific integrity by demonstrating transparency and adhering to 
standard practices. 
For transparency, as a network engineer with over 10 years of experience in 
conventional enterprise networking, I was interested in how the networking industry will 
address many of today's inefficiencies. For example, from my experience, within a 
network domain, many end-user nodes apply similar operating system applications and 
protocols, which are then independently configured on a per-node basis in a time-
consuming and often highly proprietary process. I was particularly interested in 
understanding how adoption determinants affect the behavioral intentions and usage of 
the next-generation SDN technology, and whether its centralized, open architecture 
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approach presents a viable alternative for some enterprise network use cases. I had no 
affiliation or relationships with representatives or participants in my targeted population. 
Therefore, I had no conflicts of interest in conducting a technology study involving cloud 
providers in the United States. 
I also acquired approval to use the UTAUT founder's validated survey instrument 
(see Appendix C), and I used previously applied scales to ensure the validity of my data 
collection instrument. Boeren (2018) argued that using questions from previous studies 
and existing standardized scales increases validity and reliability. In addition, during data 
collection, I applied the Walden University Institutional Review Board’s (IRB’s) and The 
Belmont Report's guidelines to ensure adherence to procedural and ethical best practices 
for research and to communicate my research purpose and scope with clarity. 
The Belmont Report (National Commission for the Protection of Human Subjects 
of Biomedical and Behavioral Research, 1979) provides the research community with 
ethical guidelines and principles for conducting biomedical and behavioral studies on 
human subjects. The Belmont Report (National Commission for the Protection of Human 
Subjects of Biomedical and Behavioral Research, 1979) outlines standards for human 
research based on the following ethical principles: (a) respect for persons, which refers to 
treating individuals with autonomy and extending protection to individuals with 
diminished autonomy; (b) beneficence, which refers to respecting the decisions of 
individuals and protecting their well-being; and (c) justice, which addresses fairness in 
the distribution of benefits to research recipients and mandates prevention of undue 
burdens on and the exploitation of research groups. I gained additional awareness about 
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The Belmont Report and its ethical research guidelines by completing the National 
Institute of Health's training course for researchers. Appendix A shows my certificate of 
completion. I was fully committed to upholding the tenets of The Belmont Report. 
Participants 
The participants for this study were cloud system integrators. System integrators 
are technology specialists who plan, design, implement, and support computer systems 
and networks for an organization and who may also assist in aligning technology 
requirements and resources with business objectives (Coronado Mondragon & Coronado 
Mondragon, 2018). The research question for this study was:  
RQ: What is the relationship between IT cloud system integrators’ perceptions of 
performance expectancy, effort expectancy, social influence, facilitating 
conditions, and the intention of IT cloud system integrators to use SDN 
technology?  
Because the cloud system integrators who work at the cloud service provider 
organizations may possess considerable insight and knowledge about SDN technology 
usage, they may be ideally postured to characterize how adoption determinants affect 
behavioral intentions to use the technology. As businesses become more reliant upon 
technology and technology innovations, they become more dependent on integrators for 
technology decision-making. Hohpe et al. (2016) described the system integrators’ role as 
mostly technical in today’s evolving technology landscape, consisting of an array of 
functions, such as system design, development, and analytics, and with increasing 
participation in the business aspects of technology decision-making. According to 
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Farhangi and Konur (2018), the system of systems concept provides system integrators 
with a tool to manage objective functions and rapid changes in complex technology 
decision-making. Similarly, van Vliet and Tang (2016) explored how software integrators 
can leverage design decision processes to uncover the rationale of architecturally 
significant decisions and to mitigate cognitive bias. 
Eligibility requirements in quantitative research consist of shared characteristics 
that individuals of the target population must possess to participate. To be eligible for this 
study, participants must have possessed at least 3 months' experience planning, devising, 
designing, implementing, or supporting SDN technology in the United States. System 
integrators with such experience were likely to possess valuable insight and perceptions 
about how the determinants of performance expectancy, effort expectancy, social 
influence, and facilitating conditions affect their use of SDN technology. Asiamah et al. 
(2017) stated that member eligibility within the target population delineates a group with 
certain common characteristics or attributes that satisfy the selection criteria outlined by 
the researcher. Authors van Dijk et al. (2017) stressed that eligibility criteria in 
quantitative and semiquantitative studies should be predefined. Also, as emphasized by 
Toledo-Fernández et al. (2016), eligibility screening is critical in obtaining accurate 
results. They underscored the importance of prescreening participants for eligibility to 
ensure the effectiveness of their cognitive functions before testing the effects of substance 
use disorder (Toledo-Fernández et al., 2016). 
To ensure clarity and explicitness, and to establish an environment of trust and 
openness, my script for establishing communication with subject matter experts and 
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participants included the following components: (a) the purpose of the study, (b) the 
sponsoring organization as Walden University, (c) eligibility requirements for 
participants, (d) that the study was voluntary and that a participant could withdraw at any 
time, (e) that the participants were anonymous, (f) the duration of the study and my 
process for administering the survey, (g) that there were no costs involved for 
participants, and (h) that there was no compensation provided to participants. 
My target population consisted of cloud system integrators who use SDN 
technology. Cloud service providers and network providers are typically technology 
innovators, often located in high-tech areas near large population centers. For example, 
Zandiatashbar et al. (2019) observed that the high-tech areas of Northern California and 
Northern Texas tend to produce knowledge exchanges and innovation clustering in 
transit-accessible locations that form high-tech zones. Similarly, Asheim et al. (2017) 
explored innovation-inspired economic geography and how organizations and regions 
create knowledge bases in which collaboration with universities and research centers is 
commonplace. Likewise, in the manufacturing industry, Doussard et al. (2017) 
discovered that U.S. regions specialized in innovative manufacturing design also 
experienced regional job growth in manufacturing. 
Also, as most of the organizations in my target population possess large capital 
expenditures and operating expenditures and span across multiple states, while several 
are multinational organizations, I suspected that sufficient sampling of SDN adoption 
would be available. Alenezi et al. (2019) projected substantial initial investment costs for 
providing cloud-based SDN and NFV infrastructure to support IoT devices, although 
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energy costs would drop over time due to increased efficiency. Poularakis et al. (2019) 
also assessed from the service provider’s perspective the considerable costs and technical 
skills required to migrate from traditional networking to SDN. In another example, Anabi 
et al. (2019) described SDN-based 5G infrastructure as capable of providing enhanced 
mobile broadband connectivity with ultrareliable, low-latency communications. 
However, such innovations require sufficiently skilled staff to manage the following 
Four-C framework of emerging technology challenges: (a) computing, which refers to 
edge computing optimization; (b) cost, which refers leveraging virtualization to minimize 
cost; (c) complexity, which refers to the computational requirements to scale for massive 
5G antennas systems; and (d) cross-layer, which refers to autonomy for each layer in the 
network stack (Anabi et al., 2019). 
Concerning strategies for finding participants, I searched for participants using 
social media platforms, such as LinkedIn and also reached out to writers of technology 
journals, blogs, and periodicals. I also searched for participants by approaching 
professional technology organizations. After obtaining the prospective participants' 
contact information, I sent them an invitation to participate from my Walden University 
email account that outlined the purpose of my study and my ethical research 
commitment. Rattani and Johns (2017) observed that it is vital to establish purposeful 
communication during research study recruitment, which helps to build trust. In South 
Africa, authors Singh and Wassenaar (2016) stressed the importance of maintaining 
research ethics throughout the recruitment and collaboration process, to include obtaining 
informed consent before proceeding with collecting data. Vinkenburg (2017) argued that 
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seeking diversity and heterogeneity in research subject representation tends to mitigate 
potential bias. 
I also used SurveyMonkey's research survey panels, called Audience, in my data 
collection efforts. Audience sent my existing survey to a customized pool of survey 
panelists who met my study's criteria. Audience protects participants' privacy by 
prohibiting the collection of personal or sensitive information (SurveyMonkey, n.d.). 
According to Chandler et al. (2019), survey panels revolutionized data collection for 
social and behavioral scientists by eliminating the need and time required for researchers 
to recruit participants themselves, reducing the number of bad actors encountered, and 
also ridding the challenge of verifying participants’ identify when payments are involved. 
Lowry et al. (2016) compared traditional data collection to online data panels. Their 
research suggested that the vast Amazon Mechanical Turk data panel provided 
substantially faster, higher quality, and higher impact results through its capability for a 
greater degree of screening for criteria such as demographics, geography, and language 
compared to traditional data collection methods (Lowry et al., 2016). Pedersen and 
Nielsen (2016) commented that even small compensation amounts to survey panel 
members tend to spur motivation and increase response rates and the quality of responses. 
Research Method and Design 
After choosing a research topic, the most critical step for the researcher is 
selecting the research methodology. The choice of a research methodology necessarily 
forges a fork-in-the-road decision path for major portions of one’s study. Snyder (2019) 
argued that academic research involves building onto existing knowledge and that one's 
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research purpose, as stated in their research question, should determine the research 
methodology, whether qualitative, quantitative, or mix-methods. Rutberg and Bouikidis 
(2018) summarized the fundamental differences in research methodologies. They 
described qualitative research as exploring an individual’s lived experiences and 
examining the reasoning behind human behavior. Quantitative research, in contrast, 
involves applying statistical analysis techniques to objective measures such as tests or 
surveys, while the mixed-methods approach involves strategically combining qualitative 
and quantitative into one study to create a synergistic effect (Rutberg & Bouikidis, 2018). 
After deciding on a research methodology, the next fork-in-the-road decision 
point involves determining the research design, which defines the type of inquiry and 
provides a general model for procedures. Rutberg and Bouikidis (2018) described the 
following types of quantitative research: (a) experimental, which typically involves a 
laboratory environment and randomized testing of control and experimental groups to 
determine causal effects; (b) quasi-experimental, which involves nonrandomized testing 
and may not include a control group to determine causal effects; and (c) nonexperimental, 
which may involve data collections from pretests and posttests, nonequivalent designs, or 
interrupted time series design for correlation and comparison analysis of an intervention 
(Rutberg & Bouikidis, 2018). Among the most prominent nonexperimental research 
design subcategories is a correlation, which, according to Seeram (2019), facilitates the 
evaluation of relationships among sampling variables, and provides an inference to the 
population at large. In this study, I explored the relationship between technology adoption 
determinants and the behavioral intention of cloud system integrators to use SDN 
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technology to apply the quantitative methodology and the nonexperimental correlational 
research design. 
Research Method 
The quantitative methodology was appropriate for this study because it allowed 
for the production of descriptive and inferential statistics using structured research with 
minimal bias in addressing the research question. According to Taguchi (2018), the 
quantitative methodology enables the researcher to employ objective measures, such as 
surveys and tests, to produce descriptive and inferential statistics using numerical and 
statistical analysis. The quantitative approach also aligns with the postpositivist 
philosophy, preferring to use structured research practices to statistically analyze the 
problem and minimize personal bias (Lenzholzer & Brown, 2016). The researcher's 
philosophical worldview can also shape the research question. Lenzholzer and Brown 
(2016) observed that postpositivist researchers in landscape architecture and urban design 
tend to leverage the quantitative methodology to generate new knowledge in evaluating 
and testing microclimate design studies and architecture design guides. According to Teo 
and Yeo (2017), researchers who possess a postpositivist worldview typically apply 
quantitative methods to compare male and female gender groups' cognitive and affective 
differences. However, researchers sometimes differ somewhat in their perception about 
research methodology preferences for postpositivist. For instance, Gamlen and McIntyre 




I did not choose the qualitative method for this study because its purpose was to 
understand the relationships between the determinants of technology adoption and 
behavioral intent, rather than seeking to uncover human motivations and lived 
experiences of the technology’s adoption. Constructivist tends to favor the qualitative 
research approach in which the researcher analyzes the underlying motivation, reasoning, 
and the “why” dynamics of human behaviors and social experiences to form scientific 
evidence (Rutberg & Bouikidis, 2018). They also observed that qualitative studies 
address the social aspects and context of a problem typically not well-understood, 
employing semi-structured data collection techniques, such as interviews, journal logs, 
and observations. Sometimes exploratory qualitative research precedes a more narrowly 
focused quantitative study (Rutberg & Bouikidis, 2018). Reflecting on the absence of a 
structured boilerplate for the constructivist qualitative researcher, Chandra and Shang 
(2017), proposed an open-source computer-assisted qualitative data analysis software tool 
which can enhance rigor, transparency, and validity of qualitative research. They 
demonstrated the capability to conduct netnography research to study the behavior of 
members of an online group using computer-mediated observational communications and 
computer-aided text analysis (Chandra & Shang, 2017). Peck and Mummery (2018) 
founded the concept of hermeneutics constructivism, aiming to improve the qualitative 
research approach by providing a deeper and more nuanced understanding of human 




I did not choose the mixed-method for this study because its purpose was to 
understand the relationships between the determinants of technology adoption and the 
behavioral intent of cloud system integrators to use SDN technology. However, since the 
purpose of this study did not involve the qualitative component of contextually analyzing 
lived human and social experiences, the mixed-methods approach would also not be 
appropriate. The pragmatist researcher typically favors the mixed-methods research 
approach. Rutberg and Bouikidis (2018), scientists of second language developmental 
research, summarized the mixed-methods approach as a single study that employs both 
the quantitative and qualitative research methods from the collection and analysis of two 
discrete sets of data. The mixed-methods approach involves quantitative statistical 
measurements and underlying social and contextual details of the research question 
(Rutberg & Bouikidis, 2018). Taguchi (2018) argued that the mixed-method approach's 
effectiveness requires strategic alignment with the quantitative and qualitative 
components in a complementary manner and provides a purposeful and systematic 
approach to addressing the research question. Using two different philosophical and 
methodological research orientations, the mixed-methods approach can produce better 
and stronger inferences from the collected data (Taguchi, 2018). According to Hathcoat 
and Meixner (2017), pragmatism places high importance on the inquiry at hand and allots 
themselves a plurality of methods to address the research question. They asserted that 
pragmatism tends to apply all available resources in pursuit of the desired outcome, and 
is thereby philosophically attuned to the mixed-methods approach to research (Hathcoat 
& Meixner, 2017). Shannon-Baker (2016) suggested that pragmatism seeks to balance 
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research objectivity and subjectivity, clarity in the research question, and transferability, 
which refers to the potential to apply knowledge gained to other settings. 
Research Design 
I chose the nonexperimental correlational research design to measure and describe 
the degree of association or relatedness between the variables and to make inferences 
about the population at large from sampling data. Seeram (2019) described the 
nonexperimental correlational design as a research process that enables the investigator to 
statistically examine the extent to which two or more variables may be related and to 
make predictions based on the discoveries. Scatter plot diagrams are useful in depicting 
correlations. The correlation coefficient ranges from +1 to -1, with a positive correlation 
reflecting the degree of similarity, a negative correlation reflecting the degree of 
dissimilarity, and a coefficient of 0 indicating the absence of a relationship (Seeram, 
2019). Müller and Daller (2019) applied a correlational test to reveal significant 
correlations between the effectiveness of the English Test International English System 
test and a general English proficiency test for academic topics (0.509 and 0.381, 
respectively) and clinical topics (0.302 and 0.417, respectively) for international students 
applying for nursing registration purposes, although the cost of the general test was 
substantially lower. Also, researchers Fırat and Köksal (2017) used the nonexperimental 
correlational design to investigate the association between the use of online technologies, 
such as Web 2.0 utilities and biotechnology literacy. The results indicated that 
prospective science teachers' knowledge in biotechnology was insufficient and that 
factors such as increased time on the internet and the increased frequency of using Web 
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2.0 technology tools, such as wiki, blogs, social networks, and instant messaging, 
improved literacy (Fırat & Köksal, 2017). 
I did not choose the experimental design because this study did not involve 
determining causation using an intervention of randomized testing of experimental and 
control groups in a laboratory environment. Obitube et al. (2020) applied the 
experimental design to assess the effectiveness of using an eclectic language learning 
method called total physical response (TPR) compared to the traditional audio-lingual 
method to learn the West African language Igbo as a second language. Using a control 
group of students (n = 50) and an experimental group of students (n = 50) and 
independent sample t-tests at .05 significance level, Obitube et al. (2020) determined that 
students using TPR generally outperformed the audio-lingual method in learning Igbo. 
Samii (2016) explored a quantitative experimental concept called causal empiricism, 
which emphasizes research design in pursuit of causal identification to establish that 
conditions exist to draw an unbiased conclusion from the data results. In addition, Samii 
(2016) commented that identifying conditions for causal effects might involve random 
assignment, conditional random assignment, and discontinuous assignment of the 
treatment variables to characterize specifically effected subpopulations. Mallick et al. 
(2017) surveyed the best practices for experimental designs to address the challenges 
related to determining disease causation in microbiome molecular epidemiology and in 
profiling human microbiome. In their search for a possible linkage between microbial 
data types and human health, they also sought computational and statistical methods that 
would efficiently integrate and analyze multivariant microbiome multi-omics data. 
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Microbial relates to the characteristics of microorganisms, and especially of disease-
causing bacterium (Mallick et al., 2017). 
I did not choose the quasi-experimental design because this study did not involve 
determining causation using an intervention and nonrandomized control and experimental 
groups, collected through pretests and posttests, nonequivalent designs, or interrupted 
time-series design. George et al. (2017) used the quantitative quasi-experimental design 
to compare a transformational clinical education model called dedicated education unit 
(DEU), which empowers the nurse and the nurse educator to share their expertise with 
the student to a greater degree, to the tradition clinical education (TCE) model. In a 
nonrandomized setting of baccalaureate program nursing students (N = 193) in which 
students were assigned to either the DEU or TCE group, the DEU students demonstrated 
significantly better pre-clinical and post-clinical self-efficacy scores than the TCE group. 
In a similar study, Miller et al. (2018) conducted a quasi-experimental design 
assessment of baccalaureate nursing program students (N = 78) at two Midwestern 
universities using pretest and posttest measures to compare the scaffolded-based writing 
approach to the traditional writing method. The teacher first demonstrated the correct 
technique using the scaffolded-based approach, which was the intervention variable, and 
then repeated the process using the traditional writing method, which was the comparison 
variable. According to Miller et al. (2018), in evaluating pretest and posttest writing 
competency, although no significant difference existed on the Holistic scale (p = 0.024), 
the intervention group outperformed the comparison group on the Trait scale (p = 0.004). 
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Béné et al. (2020) applied the quasi-experimental design in Sahel, Niger, where 
concerns about recurrent droughts and other weather events often impede residents’ 
ability in overcoming the next traumatic event, to evaluate the effects of a nonrandom 
resilience intervention initiative that targeted specific households, and that spanned over 
three years. The intended long-term impact of resilience intervention was to improve the 
well-being of individuals and communities plagued by environmental stressors and 
shock. The survey of control (n = 812) and treatment households (n = 686) indicated a 
significant effect on recipients’ ability to recover from a shock event, but no significant 
difference in the overall well-being between the control and treatment households (Béné 
et al., 2020). 
Population and Sampling 
In the population and sampling phase of scientific research, the researcher 
identifies the phenomena's common characteristics of interest and determines the criteria 
and methods for collecting data. The population of a study consisted of a defined group 
from which the phenomena of interest may exist, and the researcher is interested in 
conducting data collection and analysis (Martinez-Mesa et al., 2016). Sampling involves 
using scientific techniques to select a representative portion of the population for data 
collection and analysis because it is typically impractical to collect and analyze data from 
the entire population of interest (Gamlen & McIntyre, 2018). 
Population 
The population for this study was cloud system integrators. According to 
Coronado Mondragon and Coronado Mondragon (2018), a system integrator plays an 
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integral role in the adoption of new technology systems. The system integrator considers 
the organization’s business objectives and other factors, such as available resources, and 
ensures interoperability and modularity of infrastructure components, extending across 
hardware and software boundaries (Coronado Mondragon & Coronado Mondragon, 
2018). 
The cloud component relates to service providers, as many cloud service 
providers have integrated SDN as a critical component of their infrastructure. According 
to Malik et al. (2017), with the proliferation of cloud-hosting platforms, such as 
infrastructure-as-a-service, platform-as-a-service, and software-as-a-service, a growing 
number of cloud service providers and DC hosting environments worldwide have 
integrated OpenStack’s SDN network-as-a-service technology. Using a Microsoft Azure 
testbed, the researchers evaluated SDN performance, such as mean-time-between-failure, 
VM-spawning time, and VM launch failure rate, in a cloud-hosting environment (Malik 
et al., 2017). Mayoral et al. (2017) argued that SDN enables the efficient integration of 
cloud computing services and network management, control, and orchestration through 
programmability, which lends to greater adaption and precise handling of traffic 
demands. Researchers Yang et al. (2017) promoted an SDN-based cross stratum 
optimization solution for DCs upon observing challenges that conventional networks face 
in orchestrating large-scale and increasingly complex cloud services and DC 
requirements. 
The increasing use of SDN and NFV technologies by service providers also 
makes them ideal for sampling for this study. Barakabitze et al. (2020) described a 
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concept called softwarization, which enables service providers to leverage the 
programmability aspects SDN and NFV technology to construct service-tailored logical 
zones or slices to support unique QoS and QoE requirements, such as IoT, smartphone, 
and autonomous vehicle applications. According to Zhang et al. (2020), a growing 
number of service providers have integrated SDN and NFV to improve DC energy 
efficiency. The centralized management and programmability aspects of SDN, combined 
with the flexibility of NFV’s virtual network functions, promote granular control of 
resources in a multidomain environment, and increased energy efficiency.  
Conversely, Aydeger et al. (2019b) proposed a concept called moving target 
defense that applies SDN and NFV technology to thwart off network attacks in service 
provider environments, while also facilitating forensic investigations. In addition, Qafzezi 
et al. (2020) described SDN as an enabling technology from which system integrators and 
service providers and can integrate VANETs and intelligent transportation systems with 
cloud, fog, and edge computing to improve traffic safety, intercommunications, and 
responsiveness. The preceding examples suggest that system integrators in cloud and 
service provider environments would understand the intricacies of SDN integration. 
Thus, cloud system integrators would be an ideal population for querying about the 
determinants that affect SDN adoption, and thereby aligning with this study’s research 
question, “What is the relationship between IT cloud system integrators’ perceptions of 
performance expectancy, effort expectancy, social influence, facilitating conditions, and 




In this study, I applied nonprobabilistic purposive sampling. I based my sampling 
on my selective judgment in which my predefined criteria determine the eligibility of the 
participants of interest, rather than random selection. According to Hasani et al. (2019), 
the two general sampling method groups are nonprobabilistic and probabilistic. 
Nonprobabilistic sampling, also referred to as convenience sampling, involves a 
nonrandom engineered judgment in which some population units have a zero percent 
chance of selection, probabilistic sampling consists of random selection and each unit in 
the population has a non-zero percent chance of selection, and is therefore suited for 
generalization (Hasani et al., 2019). 
Lu and Franklin (2018), who promoted a proxy selection protocol to overcome 
low response rates and to avoid contaminating the target population, asserted that one of 
the strengths of nonprobabilistic sampling is that it can be effective when conducting 
exploratory research, such as to determine whether an assumed problem exists. In 
addition, Sakshaug et al. (2019) observed that other advantages of the nonprobabilistic 
sampling method are that it is typically considerably less costly, less time-consuming, 
and more convenient than probability sampling. Hasani et al. (2019) commented that the 
nonprobabilistic sampling method provides only limited generalizability, and is therefore 
inferior to probability sampling. In addition, Lu and Franklin (2018) stated that because 




Under the purposive subcategory of nonprobabilistic sampling, the participants 
are selected based on specific and subjective criteria. The criteria for the participants in 
this study consisted of the following: (a) participants must work in an SDN system 
integrator role and (b) participants must have at least three months’ experience working 
with SDN technology in the United States. Gheorghe et al. (2019) used nonprobabilistic 
purposive sampling to achieve the desired socio-demographics for their study on 
Romanian university students' intentions to adopt a pro-environmental behavior regarding 
single bottled-water usage. They defined participants' criteria as active student status, 
with a mean age of 20, and with Romanian nationality (Gheorghe et al., 2019). Serra et 
al. (2018) conducted nonprobabilistic purposive sampling to study the urban context of 
77 state-sector secondary schools in Liverpool, England based on criteria derived from 
contextual characterization methods, such as local spatial associations and morphological 
descriptions, that allow for the selection of a specific combination of social and physical 
characteristics. 
According to Serra et al. (2018), purposive sampling is advantageous in 
quantitative settings involving small populations, while it is also the most widely used 
nonprobabilistic method. Another advantage of purposive sampling is that it enables the 
selection of very specific cases, and thereby maximizing the probability of analyzing the 
phenomenon of interest (Serra et al., 2018). Similarly, Bhardwaj (2019) remarked that the 
selected participants in purposive sampling will be knowledgeable about the subject at 
hand, and will therefore likely provide more timely survey responses than other methods. 
Concerning the disadvantages of purposive sampling, Bhardwaj (2019) raised concerns 
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about sampling bias, representativeness, and variability due to the subjective nature of the 
selection criteria. Another disadvantage of purposive sampling is that it lacks 
generalizability beyond the immediate sample. 
Determining the appropriate sample size is a critical aspect of data collections. 
Cunningham and Gardner (2007) described the sample size as a function of the alpha 
level, beta level, and effect size. Chander (2017) argued that determining the sample size 
establishes the power and impact of the study. While an oversized sample could trigger 
ethical concerns, such as concerns about inflating the statistics to induce bias, causing 
undue exposure to participants, and consuming unnecessary time and resources and, an 
undersized sample may result in inconclusive findings and can negate the study’s 
effectiveness (Chander, 2017). O’Neill et al. (2020) observed that as the sample size 
decreases, the item calibration, which enables the estimation of unanswered responses 
through the pooling items onto the same scale, also becomes less stable and less precise. 
The confidence level of a sample reflects the expected percentage for which the 
entire population, if surveyed, would model the results of the sample. The confidence 
interval, on the other hand, indicates the margin of error in calculating the confidence 
level. Perdices (2018) remarked that the p-value reflects the probability of obtaining the 
results of the extreme value if the null hypothesis is true. Accordingly, a p-value of 0.05 
indicates that if the null hypothesis were true, a sample result of this extreme would occur 
only 5% of the time (Perdices, 2018). However, the effect size reflects the extent to 
which the observed data differs from the posited null hypothesis, thereby indicating the 
intervention's degree of effectiveness (Perdices, 2018). 
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The researcher can adjust the alpha and beta threshold levels to guard against 
false-positives and false-negatives. According to Cunningham and Gardner (2007), the 
alpha level in statistical hypothesis testing reflects the minimum threshold for rejecting 
the null hypothesis. For instance, the typical minimum significance level of p = 0.05 
indicates the probability of making a Type I (alpha) false-positive error of rejecting the 
null hypothesis when it is true (Cunningham & Gardner, 2007). They observed that 
although decreasing the significance level to p = 0.01 reduces Type I errors, the added 
granularity increases the risks of producing Type II (beta) false-negative errors, where a 
false null hypothesis is not rejected (Cunningham & Gardner, 2007).  
Y.-J. Chen et al. (2017) argued that 0.05 is an acceptable significance level for 
decision-making in hypothesis testing, while 0.01 provides substantially greater accuracy 
when needed. According to Faul et al. (2009), G*Power allows for the calculation of any 
of the four parameters—alpha, beta, sample size, and effect size—derived as a function 
of the other three. The power of a test results from 1 – β (Faul et al., 2009). Cohen 
provided the following effect size scale, which has since been well-established in the 
scientific community for regression and other testing: 0.10 is small, 0.30 is medium, and 
0.50 is large (Cohen, 1988, as cited in Correll et al., 2020). 
G*Power is a statistical software package used to conduct an a priori sample size 
analysis (Faul et al., 2009). Using G*Power version 3.1.9.7 software, I performed a 
power analysis to determine this study’s appropriate sample size, as illustrated in Figure 
D1. An a priori power analysis, assuming a medium effect size (f = .15), α = 0.05, 
indicated a minimum sample size of 84 participants is required to achieve a power of 
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0.80. Increasing the sample size to 173 will increase power to 0.99. Therefore, I sought 
between 84 and 173 participants for this study, as depicted in Figure D1. 
The use of a medium effect size (f = 0.15) is appropriate for this proposed study. The 
medium effect size was based on the analysis of three articles where objective web 
interactivity, the impact of conscientiousness on predicting college grades, and emotional 
stability as a predictor of leadership emergence were the outcome measurements. Yang and 
Shen (2018) applied a medium effect size (0.145) to measure objective web interactivity, 
compared to perceived web interactivity, which was more pronounced and reflected a large 
effect size (0.386). Noftle and Robins (2007) found that college students’ conscientiousness 
indicated a medium effect size (0.26) impact on their grades, and was more significant than 
the factors of extraversion, agreeableness, neuroticism, and openness, each of which reflected 
small effect sizes. In addition, Ensari et al. (2011) discovered that emotional stability 
reflected a medium effect size (0.12) for predicting leadership emergence, while 
agreeableness indicated a small and negligible effect size (0.001), and creativity reflected 
a large effect size (0.36). 
Ethical Research 
Ethical research involves the professional code of conduct and behavior expected 
by researchers to ensure the protection of research subjects. I applied established ethical 
research standards and best practices to protect participants from harm and risks, while 
also safeguarding their confidentiality. According to Friesen et al. (2017), the Belmont 
Report sets forth ethical principles and guidelines for research involving human beings 
based on the following tenets: (a) respect for persons, which includes informed consent; 
(b) beneficence, which entails an obligation to protect participants from harm by 
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minimizing risks while maximizing the benefits of research; and (c) justice, which refers 
to ethically balancing the potential benefits and burdens of research. Biros (2018) argued 
that ethical research requires balancing the society’s need for scientific advancements and 
the protection of human subjects as outlined in the Belmont Report. Burr and Gibson 
(2018) maintained that the ethical review and informed consent processes strengthen the 
ethical application of scientific research, while also improving research repeatability and 
predictability. 
Employing ethical research best practices, I first looked to establish transparency 
with prospective participants through an invitation to participate email. The bottom of the 
email contained a link to proceed to the online survey. The survey begins with an 
informed consent form, which must be agreed to proceed to the survey. Connors et al. 
(2019) stressed that the researcher's transparency in the informed consent process could 
boost the study's acceptance and increase data collection opportunities. 
I applied intrinsic motivation tactics by explaining that the incentive for 
participation in this study involved the opportunity to assist in advancing the 
understanding of SDN technology, which could lead to advancements in data flow 
orchestration, network management, and in developing the automation of network and 
cloud services. Scholtz and Mlozo-Banda (2019), who investigated non-monetary 
incentives for participants of crowdsensing research, recommended the use of intrinsic 
motivational factors, such as participants’ self-efficacy, interest, and enjoyment, when 
there are no monetary rewards associated with the study. 
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On my consent form, I stated that SurveyMonkey provided certain rewards or 
incentives for Audience survey panel participants and that additional incentive rewards 
were prohibited. Otherwise, there is no compensation or rewards for participants who 
complete this survey. According to Lowry et al. (2016), survey panels offer a 
nontraditional approach for data collection in which compensation to participants tends to 
promote more meaningful and honest responses than coerced uncompensated 
participants. Pedersen and Nielsen (2016) suggested that even low-cost incentives tend to 
improve participants’ response rates. On the other hand, in an anonymous survey that 
explored volunteerability, Haski-Leventhal et al. (2018) found that among the strongest 
motivations for volunteering without monetary rewards were to exhibit positive societal 
behaviors. 
I informed prospective participants that they had the right to decline or withdraw 
their participation at any time by simply notifying me of their decision. Ripley et al. 
(2018) reasoned that the informed consent process allows the potential participant to 
weigh the benefits of participating in a research study against the risks to make an 
informed choice. They described the ethical research code of conduct as consisting of the 
following components for which the researcher should inform participants: (a) the 
purpose and procedures involved, (b) their right to decline or withdraw, (c) the 
consequences for declining or withdrawing, (d) potential risks or discomfort, (e) 




I explained that candidates should possess at least three months’ experience 
working in an SDN system integrator or system integrator role in the United States to be 
eligible to participate. According to Bowen et al. (2017), establishing eligibility criteria 
for members of the target population is often the key to improving the relevance to the 
research topic, the procedures used in the study, and the interpretation of the study's 
outcome. 
I explained that this study, approved by Walden University’s IRB oversight 
committee, employed strict confidentiality and privacy guidelines, maintaining 
anonymity for participants and their organizations. Willis et al. (2016) underscored how 
the IRB plays a critical role in reviewing and authorizing the researcher’s data collection, 
dissemination, and storage procedures, and ensuring ethical compliance concerning 
participants’ privacy and confidentiality. 
This survey entails collecting participant’s perceptions about non-sensitive and 
non-threatening technology adoption questions. I informed participants that the survey 
involved a questionnaire consisting of multiple-choice sections that range from “I 
completely agree” to “I completely disagree,” and is expected to take 10–15 minutes to 
complete. Dam et al. (2018) applied a Likert scale survey to determine the extent to 
which factors, such as internal gratification, self-efficacy, and social motives influenced 
respondents’ adoption intention and use of a mobile fitness app. From the results, the 
researchers established a linkage between the technology’s adoption and usage and 
individual psychological factors and motivations (Dam et al., 2018). I included sample 
questions on my invitation to participate email. Knepp (2018) argued that inserting 
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sample questions increase the respondent’s interactiveness and reading of the consent 
form. 
I informed participants that the survey tool was SurveyMonkey, which provides 
online efficiency and allows anonymous participant responses. The web-based 
SurveyMonkey data collection tool offers an anonymous survey option, which 
disassociates respondents' personally identifiable information, making the survey results 
anonymous (Eugene, 2012). 
I established an informed consent form. Brehaut et al. (2009) stressed that 
informed consent documents should be readable, accurate, thorough, and easily 
accessible to the research ethics boards. I included onto the informed consent form my 
Walden University email address for participants’ questions about the study and Walden 
University's Research Participant Advocate contact information for general inquiries. In 
Section 8.02(a) of the Ethical Principles of Psychologists and Code of Conduct, the 
American Psychological Association (2002) prescribed that the researcher includes on the 
informed consent form references that participants can contact for research questions or 
questions about participant's rights. 
To ensure continued confidentiality protection for participants and organizations, 
I am storing the data collected in this study for five years in an encrypted and password-
protected medium stored offline. After such time, I will destroy the medium. According 
to Goyal (2016), the Bitlocker disk encryption technology enables users to protect 
sensitive data by applying a trusted platform module authentication process and 
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encrypting selected Microsoft Windows operating system drives. Walden University’s 
IRB approval number for this research study is 12-02-20-0743529. 
Instrumentation 
I applied the UTAUT instrument developed and validated by Venkatesh et al. 
(2003). I obtained permission to use the UTAUT instrument in this study from the 
authors, shown in Appendix C. The UTAUT instrument assesses technology adoption by 
measuring the following core constructs: (a) performance expectancy, which refers to the 
degree to which an individual perceives that the system will help them achieve job 
performance gains; (b) effort expectancy, which refers to the degree to which an 
individual believes that the system is easy to use; (c) social influence, which refers to the 
degree to which an individual perceives that others important to them expect them to use 
the system; (d) facilitating conditions, which refers to the degree to which an individual 
believes that an organizational and technical infrastructure exists to support their use of 
the system; and (e) behavioral intention, which refers to an individual’s aim to use the 
system within a certain period (Venkatesh et al., 2003). 
Table E1 shows the questions for each of the constructs used for measuring the 
perceptions of the respondents. Venkatesh et al. (2003) described performance 
expectancy as the degree to which an individual perceives that the system will help them 
attain improved job performance. There are four instrument questions related to 
performance expectancy that ask the respondent to rate their perception of the system’s 
degree of usefulness to their job performance, work tasks, productivity, and its usefulness 
towards increasing their chances for getting a pay raise.  According to Venkatesh et al. 
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(2003), effort expectancy refers to the degree of ease associated with using the system. 
There are four effort expectancy questions, which focus on the user’s interaction with the 
system, and ask the respondent to rate their perception about the clarity of their 
interaction with the system, the ease of using, operating, and becoming skillful using the 
system. Social influence refers to the extent to which the user perceives that others 
important to them think that they should use the system (Venkatesh et al., 2003). There 
are four social influence questions that ask the respondent to rate their perception of the 
expectations of important others for using the system, to include the opinion of important 
and influential people, and senior management and the organization in general. 
Venkatesh et al. (2003) defined facilitating conditions as the degree to which the 
user perceives that the organizational and technical infrastructure accommodates their use 
of the system. There are four facilitating condition instrument questions, which ask the 
respondent rate their perception about the availability of resources and support for using 
the system, and assess the accessibility of resources and assistance to support their use of 
the system. According to Venkatesh et al. (2003), behavioral intention refers to the extent 
to which the user aims to use the system, given their formed perceptions. There are three 
behavioral intention instrument questions that ask respondents to rate their plan and 
intention to use the system within a period of time. 
In this study, I applied the ordinal scale for each independent variable and the 
interval scale for the dependent variable. Ordinal data involves the ranking of items and 
relies on nonparametric statistical measurements that do not require normal distribution 
(Liddell & Kruschke, 2018). The choice of ordinal or interval for Likert scale data 
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determines which data analysis options are available. According to Willits et al. (2016), 
statistical analysis of Likert scale ordinal data requires measurement by ranking, such as 
medians, ranges, rank correlations, and other nonparametric techniques. Chyung et al. 
(2017) asserted that ordinal data has rank-ordered characteristics with ratings that often 
reflecting good, neutral, and poor, and that researchers should use the median or mode to 
determine the central tendency for ordinal data, and category responses should be 
summarized in terms of frequencies or percentages. On the other hand, Sullivan and 
Artino (2013) argued that questions based on interval data, such as time, in a normal 
distribution, allow for the interval scale. Similarly, Norman (2010) suggested that 
numerically-based rating questions and mark grading of equal increments quality as 
interval selection can determine if data is interval or ordinal. Chyung et al. (2017) argued 
that interval refers to a variable used for measurements along an equidistance scale and 
that a defined mid-point of neutral allows for the interval categorization. I did not choose 
the nominal scale because nominal items are categorical and are not intrinsically ordered 
or arithmetically computable, which is insufficient for my data analysis requirements. I 
did not choose the ratio scale because, like the interval scale, the ratio scale is a 
continuous metrics-based variable, except that the value zero means the absence of an 
instance of a variable, which is inappropriate for my study. 
The UTAUT model was appropriate for this study to explore the determinants that 
influence behavioral intentions for the adoption of SDN technology. According to 
Venkatesh et al. (2003), UTAUT consolidates, refines, and empirically validates the most 
effective components from eight previous technology adoption models. Venkatesh et al. 
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(2016) stated that the UTAUT model, which is well-established and used extensively in 
IT research, explained 77% of the variance in behavioral intention to use technology. 
Kaye et al. (2020) also observed that by incorporating other renowned theoretical models, 
UTAUT presents a very useful framework for assessing technology adoption. 
I administered the instrument using the web-based SurveyMonkey tool. 
SurveyMonkey allows the user to email survey questions anonymously to participants 
(Eugene, 2012). Mahmud et al. (2018) used SurveyMonkey to create an anonymous 
survey to identify barriers to physician participation in clinical trials. Evans and Mathur 
(2018) described the increased use and acceptance of online surveys, including 
SurveyMonkey in marketing and the research community. Also, Tams et al. (2020) used 
an anonymous SurveyMonkey survey to explore the phenomenon of increased worker 
stress in the age of ubiquitous mobile technologies. 
Concerning the meaning and calculation of the scores, this study applied the 7-
point Likert scale selection choices for each instrument question. The scale levels have 
the following meaning: 1––strongly agree, 2––agree, 3––somewhat agree, 4––neither 
agree nor disagree 5––somewhat disagree, 6––disagree, and 7––strongly agree. The 
levels record the extent to which the respondent agrees or disagrees with the question. 
Liddell and Kruschke (2018) observed that Likert scale ordinal data typically reflects a 
discrete order of qualitative characteristics used to score the respondent's perception or 
opinion. The levels often range from strongly agree to strongly disagree, while the 
intervals between levels are not equal (Liddell & Kruschke, 2018). 
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Score calculations are determined by the treatment of the cumulative scores for 
each survey question and the type of coding applied. For the ordinal variables, which 
were the adoption determinants in this study, I used SPSS to calculate the central 
tendency and other statistical calculations based on the median average of the scores to 
each question. According to Willits et al. (2016), statistical analysis of Likert scale 
ordinal data requires measurement by ranking, such as medians, ranges, and rank 
correlations. Chyung et al. (2017) asserted that researchers should use the median or 
mode to determine the central tendency for ordinal data, and category responses should 
be summarized in terms of frequencies or percentages. Ordinal data involves the ranking 
of items and relies on nonparametric statistical measurements based on the median, 
which do not require normal distribution (Liddell & Kruschke, 2018). For the interval 
variable, which was the dependent variable in this study, I used SPSS to calculate the 
central tendency and other statistical calculations based on the mean average of the scores 
to each question and the standard deviations. Sullivan and Artino (2013) explained that 
interval data allow the use of mean for central tendency calculation and robust 
continuous-based parametric tests. Norman (2010) also noted that central tendency 
calculations for interval data are based on the mean average and allow for parametric 
tests. 
Researchers have applied the UTAUT model to assess the determinants of 
technology adoption in a wide variety of applications. Madigan et al. (2017) used the 
UTAUT model to investigate the factors influencing users’ [N = 315] acceptance of an 
automated road transportation system called CityMobil2 in Trikala, Greece, in search of 
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alternative transportation solutions in European urban centers. Ye et al. (2020) applied 
the UTAUT model to analyze the factors that affect the adoption of mobility-as-a-service 
(MaaS), a technology that provides real-time linkage of travel preferences and service 
resources. They studied the MaaS adoption behaviors of travelers [N = 600] in Anting 
New Town, China, located near Shanghai (Ye et al., 2020). In addition, Hoque and 
Sorwar (2017) used a UTAUT-based framework to explore the factors influencing 
mobile health adoption by elderly populations in developing countries. They surveyed 
participants [N = 274] age 60 and older in Bangladesh, Bangladesh, where they 
discovered that technology anxiety and resistance to change were among the significant 
factors affecting behavioral intention (Hoque & Sorwar, 2017). 
Researchers have also applied the 7-point Likert scale in a broad range of use 
cases. Patil et al. (2020) applied the 7-point Likert scale to explore the determinants that 
influence adoption behaviors of a mobile payment system in India based on a modified 
framework of UTAUT. Bawack and Kala Kamdjoug (2018) used a UTAUT-based 
instrument with a 7-point Likert scale to measure the extent to which clinicians adopted a 
modern health information system in developing countries, including Cameroon, Africa. 
Similarly, Šumak and Šorgo (2016) applied the 7-point Likert scale to their UTAUT-
based study to understand the factors that motivate primary, secondary, and university 
teachers in Slovenia to use interactive whiteboard technology. 
The founders of the UTAUT model conducted and published the findings of their 
extensive testing to ensure its reliability. According to Braun et al. (2019), internal 
consistency reliability (ICR) assesses test items' effectiveness in measuring the same 
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construct. Cronbach’s coefficient alpha test can be used to check ICR, where alpha values 
of .70 to .95 are considered acceptable (Braun et al., 2019). Venkatesh et al. (2003) 
performed ICR assessments for each of UTAUT’s constructs. They achieved ICR ratings 
greater than .70 for each of UTAUT’s seven direct determinants of intention measured 
across three separate testing periods [N = 215]. The UTAUT model underwent substantial 
PLS testing. According to van Riel et al. (2017), PLS is a multivariant predictive 
technique that uses latent factors to explain a portion of the covariance between the 
independent and dependent, and then uses regression to predict the value of the 
dependent variable by decomposing the independent variable. Venkatesh et al. (2003) re-
estimated the model after dropping reverse-coded items that indicated weak factor 
loading scores. They also applied the PLS modeling using the bootstrapping method to 
ensure the reliability and validity of the UTAUT instrument. According to Cronbach and 
Meehl (1955), reliability involves the quality and consistency of a measurement 
procedure in data collection and is a prerequisite to validity. 
The developers of the UTAUT instrument also conducted and published the 
findings of their exhaustive validity testing. Venkatesh et al. (2003) confirmed the 
existence of convergent and divergent validity. Castilla-Earls and Fulcher-Rood (2018) 
described convergent validity as an assessment of whether a correlation exists between a 
measure and other measures of a similar construct. On the other hand, divergent validity 
evaluates whether a correlation does not exist with measures of a different construct 
(Castilla-Earls & Fulcher-Rood, 2018). Venkatesh et al. (2003) demonstrated that the 
average variance extracted values of the shared variance between the constructs and their 
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measurement values were higher than the correlations across constructs. Content validity 
refers to the extent to which the elements within the measurement procedure are relevant 
and represent the construct that will be measured (Cronbach & Meehl, 1955). Ringle et 
al. (2020) also noted that measurement loadings represent standardized path weights 
associated with indicator variables and that the minimum recommended threshold for 
well-fitted loading is .70. According to Venkatesh et al. (2003), they achieved content 
validity by using only the loading items with values of .70 or higher, reflecting the most 
robust theoretical representation and fit of the constructs' underpinnings. 
The UTAUT model assessments also established the existence of concurrent 
validity and criterion validity. Vencato et al. (2017) observed that cross-validation 
strengthens concurrent validity, assessing a new test's performance compared to an 
established test. Venkatesh et al. (2003) also performed cross-validation testing by first 
applying the original data from four organizations, followed by ingesting new data from 
two different organizations. In addition, the PLS regression test used in substantiating the 
UTAUT instrument assesses criterion validity in which the measure under assessment 
compares to established measures. Caronni et al. (2018) applied PLS regression to affirm 
criterion validity by demonstrating that instrument time up and go test tuning parameters 
are the best predictors of balance as measured by a clinical balancing scale. 
Concerning data stewardship, researchers have an ethical obligation to maintain 
stewardship over research data and ensure its accessibility. The raw data for this study is 
being stored on an offline and password protected medium for five years, per Walden 
University IRB guidelines. I will make the raw data available upon request within the 5-
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year period. Peng (2018) described data stewardship as the activities that lend to data 
usability, accessibility, and preservation. New mandates outlined in statues that include 
the US Information Quality Act and Office of Science and Technology Policy guidelines 
for open data, data sharing, and scientific integrity elevate the requirement for 
organizations to provide oversight of data stewardship for federally funded digital 
scientific data (Peng, 2018). To ensure the trustworthiness of scientific data, Peng et al. 
(2018), proposed a systematic and holistic enterprise framework to support new data 
stewardship directives imposed by US federal regulators. Leveraging the industry's best 
practices, the researchers constructed a quantitative evaluation process to assess how 
organizations manage data stewardship activities and compliance requirements (Peng et 
al., 2018). From a broader perspective, Boeckhout et al. (2018) discussed a new European 
Union framework for data stewardship called findability, accessibility, interoperability, 
and reusability (FAIR). Many European research policy-makers promote the guiding 
principles of FAIR as a cornerstone for research stewardship in life science (Boeckhout et 
al., 2018). 
Concerning validity strategies, validity assesses the accuracy of a measure. 
Cronbach and Meehl (1955) described the following types of validity: (a) construct 
validity, referred to as an overarching concept for assessing the soundness of the 
measurement procedure of interest; (b) content validity, which refers to the extent to 
which elements within a measurement procedure are pertinent and characteristic of the 
construct to be measured; (c) concurrent validity, which is also a type of criterion validity 
and refers to leveraging an existing and established measurement procedure to create a 
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new measurement procedure; and (d) predictive validity, which is a subcategory of 
criterion validity and assesses whether a measurement procedure can be used to make 
projection; and (Cronbach & Meehl, 1955). Castilla-Earls and Fulcher-Rood (2018) 
observed that convergent validity indicates consistency across two different measurement 
procedures. In contrast, divergent validity strengthens construct validity by demonstrating 
that the construct of interest is different from the contemplated constructs (Castilla-Earls 
& Fulcher-Rood, 2018). 
Concerning reliability strategies, reliability assesses the consistency of a measure. 
In scientific research, reliability involves the extent to which the quality of the 
measurement procedure is stable and constant, indicating its repeatability (Mohajan, 
2017). In light of that, threats to reliability are the factors that produce instability and 
unstableness to the measurement procedure. The uncertainty in the precision of the 
measurement procedure reflects its degree or amount of errors. Mohajan (2017) argued 
that one of the strategies for producing quality research involves minimizing the 
following errors that affect reliability: (a) Type I, which is a false-positive indicating 
statistical significance in a finding when it does not exist; (b) Type II, which is a false-
negative that incorrectly indicates the absence of statistical significance when a discovery 
is significant; (c) Type III, which results in the rejection of the null hypothesis for an 
inappropriate reason; and Type IV, which results in the incorrect interpretation of a 
rightly rejected null hypothesis. 
Validity strategies involve establishing that the measure achieves its intended 
outcome. According to Drew and Robert (2003), the researcher establishes construct 
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validity by demonstrating a correlational pattern of the construct with other associated 
measures. Construct validity involves working through many procedures to assess 
validity, such as the threats to validity, appropriateness of the elements, confidence in the 
procedures, and whether the scores make accurate predictions (Morgado et al., 2017). 
Applying the predicted and obtained correlation effect size estimates can be applied to 
help in quantifying estimates for construct validity (Drew & Robert, 2003). Establishing 
sound operational definitions that ensure relevance and representativeness is a 
prerequisite for establishing content validity (Vencato et al., 2017). The study's purpose, 
the theoretical basis of the study, and the appropriateness of the elements should be 
considered. Multidimensional constructs, such as motivation, are complex and require 
thoughtful consideration to achieve appropriate context and content, and eliminate 
ambiguity (Vencato et al., 2017). Concerning strategies for concurrent validity, which 
assesses the correlation of a measurement procedure with a previously validated 
procedure, the researchers should ensure that the new procedure follows the established 
procedure within a short time period. Concurrent validity is ideal for providing fast data 
validation, such as processing personal attributes, but less suitable for more complex 
constructs, such as future performance assessments (Mohajan, 2017). Concerning 
predictive validity, strategies should consider the theoretical foundation from which the 
measurement procedure is based. The measurement procedure's theory indicates how the 
scores might predict the construct (Drost, 2011). Also, the new measurement procedure 
should be conducted for a longer period following the established procedure. 
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I made only the slightest modification to the UTAUT instrument. I assigned a 
value of 12 for the instrument’s three behavioral intention questions that contain a 
placeholder and that end with the phrase, “in the next <n> months.” Modification to a 
validated instrument can induce bias, threatening its validity. Jain et al. (2016) asserted 
that changes to a validated questionnaire could introduce bias and affect accuracy, 
requiring revalidation. Mohajan (2017) suggested that researcher bias can trigger 
instrumentation errors and invalid scores. In addition, Morgado et al. (2017) observed 
that shortcoming in the instrument development process can result in psychometric 
limitations and the lack of a robust demonstration of construct validity. 
Data Collection Technique 
Restating my research question, “What is the relationship between IT cloud 
system integrators’ perceptions of performance expectancy, effort expectancy, social 
influence, facilitating conditions, and the intention of IT cloud system integrators to use 
SDN technology?” I used the survey technique, a self-reporting data collection 
instrument. Boeren (2018) described the quantitative survey as a method of collecting 
facts to analyze and quantify trends related to a phenomenon. She asserted that the survey 
instrument, which is typically a predetermined questionnaire, must provide clarity in 
content and context, minimizing ambiguity (Boeren, 2018). According to Schweitzer-
Krah and Engartner (2019), the quantitative survey design enables the researcher to 
conduct explorative and empirical research of a representative sample group using a 
questionnaire to collect data, such as perceptions, behaviors, and trends, about a subject 
for statistical analysis. In addition, Kelley-Quon (2018) stipulated that the analytical 
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survey design includes the following elements: (a) applies hypotheses to assess the 
relationships among the study’s constructs, (b) applies a questionnaire and scale to collect 
data from respondents, (c) the survey questions must be crafted in an objective, and bias-
free manner, (d) the survey questions should focus on capturing respondents’ perceptions, 
behaviors, and trends of the phenomenon, (e) the data is self-reported by respondents, and 
(f) the data collected allows for numerical analysis. 
To ensure efficiency for my data collection technique, I used the online survey 
delivery method, although the online also presents some disadvantages compared to 
conventional delivery methods. According to Lallukka et al. (2020), although participant 
response rates tended to be slightly lower, online health surveys are more cost-effective 
and less time-consuming than traditional mail-in surveys. Similarly, according to Kılınç 
and Fırat (2017), academicians using online surveys encountered lower return rates and 
decreased external validity than face-to-face surveys; however, online surveys facilitated 
faster data collection, more efficient processing, and were more effective in collecting 
sensitive data than the face-to-face method. Liu et al. (2017) explored acquiescent 
response style, which refers to the tendency to select "Yes" or agree responses, and 
extreme response style, which refers to the tendency to choose endpoint responses, in a 
comparison between a web-based and face-to-face survey approach. While web-based 
survey respondents were not constrained by time and indicated fewer anonymity 
concerns, face-to-face respondents reflected more acquiescent response styles and 
extreme response styles than their web counterparts (Liu et al., 2017). Also, Lux et al. 
(2017) conducted an online survey to determine preferred medications used by hospice 
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care physicians for palliative sedation. Palliative sedation refers to medication that lowers 
patients’ consciousness to reduce their awareness of an acute illness (Lux et al., 2017). 
Concerning the advantages of the survey technique of data collection, Rutberg 
and Bouikidis (2018) observed that the survey questionnaire enables the researcher to 
control the study’s constructs, research questions, and delivery environment. Keisling and 
Sproles (2020) noted that online surveys are considerably less costly than traditional data 
collection methods while also facilitating more efficient workflows. Sakshaug et al. 
(2019) noted that increasingly organizations choose nonprobabilistic sampling over 
probabilistic sampling because of its cost advantages. According to Morgan (2018), the 
closed-ended and predetermined nature of quantitative survey questions minimizes 
researcher bias. Serra et al. (2018) asserted that by applying participant qualification 
criteria, the purposive survey maximizes the chances of observing and analyzing the 
phenomenon of interest. Evans and Mathur (2018) described web-based surveys' 
programming logic as capable of forced-answer screening, requiring the respondent to 
confirm that they meet the study's eligibility criteria and that they agree with the study's 
informed consent posture. In addition, Ball (2019) commented that because online 
surveys do not require on-demand responses, they are more convenient and often 
preferred to respondents' interactive methods of data collection. 
Concerning disadvantages of the survey method of data collection, Taguchi 
(2018) noted that closed-ended quantitative surveys are inflexible, lacking the capability 
to investigate the “how” and “what” questions about a phenomenon, and also lacking the 
ability to capture and characterize experiences, the context of the problem, or its social 
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impact. Due to variances in participants’ interpretation of questions, surveys tend to 
reflect lower validity than interactive collection methods where additional clarity can be 
provided (Taguchi, 2018). Morgado et al. (2017) argued that the self-reporting aspects of 
surveys tend to increase the chances of participant bias and social desirability bias. Social 
desirability bias means that participants tend to project a favorable image to others, and 
especially when using a multi-item scale. Also, according to Morgado et al. (2017), the 
cross-sectional methodology presents the following limitations: there is no capability to 
establish causal relationships, and measuring variables that change over time can be 
problematic. 
This study’s survey involves nonprobabilistic purposive sampling, and therefore 
has limitations for generalizability. Hasani et al. (2019) described nonprobabilistic 
sampling as convenience sampling, involving nonrandom sample selections. Purposive is 
a subcategory of nonprobabilistic sampling, where participants are selected based on 
specific and subjective criteria and are only generalizable to the immediately sampled 
population (Gheorghe et al., 2019). Evans and Mathur (2018) asserted that many people 
are reluctant to participate in online surveys due to concerns about data privacy and data 
security. In addition, Morgado et al. (2017) noted that web-based surveys are more prone 
to encountering nonresponse bias than traditional in-person or interview surveys. 
Nonresponse bias occurs when participants are demographically or attitudinally different 




My research question is: “What is the relationship between IT cloud system 
integrators’ perceptions of performance expectancy, effort expectancy, social influence, 
facilitating conditions, and the intention of IT cloud system integrators to use SDN 
technology?” 
My hypotheses were: 
H0: There is no significant relationship between IT cloud system integrators’ 
perceptions of performance expectancy, effort expectancy, social influence, facilitating 
conditions, and the intention of IT cloud system integrators to use SDN technology. 
 H1: There is a significant relationship between IT cloud system integrators’ 
perceptions of performance expectancy, effort expectancy, social influence, facilitating 
conditions, and the intention of IT cloud system integrators to use SDN technology. 
The prerequisite for selecting the appropriate data analysis tests was first to 
examine the type of questions and the scale for each variable. Because this study’s 
independent variable (performance expectancy, effort expectancy, social influence, and 
facilitating conditions) questions ranked the extent of participant’s perception, I coded 
them as ordinal data because they capture respondents' perceptions and attitudes. Omilla 
(2019) stated that ordinal is appropriate for ranking attitude responses. According to 
Chyung et al. (2017), the ordinal scale allows for the rating of variable performance 
perceptions and attitudes, and the distance between categories is unknown. In addition, 
Wu and Leung (2017) described the ordinal data as order-preserving categorical data, but 
with no standard scale that indicates the difference between scores. 
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In contrast, because this study’s dependent variable (behavioral intention) 
questions associated a factor of time (<n> months) into the scale, I coded behavioral 
intention as interval data. Sullivan and Artino (2013) argued that interval data allows for 
parametric tests, which are more robust and more accurate than ordinal-based 
nonparametric tests. They further maintained that the following use cases allow for the 
coding of Likert scale questions as interval data: (a) when normally distributed and (b) in 
cases where an interval factor, such as time, is weighted into the question. Norman 
(2010) argued that it is appropriate to treat Likert scale questions that consist of 
numerical values across many items as interval data, enabling the use of parametric tests 
that are more robust but require a normal distribution. According to Casper et al. (2020), 
constructing survey question scales with equal interval properties reduce measurement 
errors and improve the study’s reliability, while also allowing for interval scale coding. In 
addition, Chyung et al. (2017) reasoned that odd-numbered Likert scales that treat the 
midpoint as neutral, neither agreeing nor disagreeing, can be coded as interval data. 
Multiple Regression Analysis 
Upon considering the research question for this study, which seeks to determine if 
a relationship exists between adoption variables and behavioral intention, along with the 
type of data collected and the associated scales, the most appropriate statistical test was 
the multiple regression test. Multiple regression analysis allows the researcher to use the 
value of two or more independent or predictor variables to predict the value of the 
dependent or outcome variable. Seminal authors Cohen et al. (2003) defined multiple 
regression analysis as a behavioral science statistical process ideal for testing hypotheses 
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and predicting the relationship between the independent variables, called factors of 
interest, and the dependent variable referred to as the outcome variable. Multiple 
regression analysis seeks to account for all meaningful systematic variation in the 
dependent variable Y (Cohen et al., 2003). Young et al. (2020) described multiple linear 
regression as a statistical process the performs the following functions: (a) forecasts new 
values for the dependent variable, based on the independent variables and (b) determine 
the extent of variation of the dependent variable, given the independent variables. They 
applied the multiple linear regression analysis to forecast how the collective effect of 
predictor variables, including the institution's ranked size and stage of a standardized 
maturity scale, affects the maturity of user experience practice in academic libraries, 
which is the outcome variable. Olsen et al. (2020) employed multiple linear regression 
analysis to predict which factors influence students’ performance on the Pharmacy 
Curriculum Outcomes Assessment. They observed that linear regression is an extension 
of Pearson’s correlation, also known as Pearson’s r, and that while correlation assesses 
whether two variables are associated, multiple regression analysis, reflected by the 
coefficient of determination “R2” indicates the proportion of the variance in the 
dependent variable that is predictable from the independent variable (Olsen et al., 2020). 
In addition, Cohen et al. (2003) noted that although the dependent variable in multiple 
regression should be continuous (interval or ratio), the independent variables can be 
categorical (ordinal or nominal). 
Other statistical tests were not appropriate for this study. The t tests were not 
suitable for this study because they provide group comparison analyses of categorical 
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predictors between two groups, or between the same group at different intervals. This 
study involved the linear regression analysis of a single group in one instance. In 
comparing the sample mean of categorical predictors, the t test would not address 
whether a relationship exists between the independent and dependent variables, as stated 
in this study's research question. Guo and Yuan (2017) observed that while the two-
sample t tests involve comparing two independent samples, the paired t test compares the 
mean of the same group at different times. The two-way ANOVA was also not 
appropriate for this study because it provides group comparison analyses of categorical 
predictors between two independent variables called factors. On the other hand, this study 
involved the linear regression analysis of a single group in one instance. Also, in 
comparing the mean difference of categorical predictors between groups and the degree 
of interaction between independent variables, the two-way ANOVA also would not 
address whether a relationship exists between the independent variables and the 
dependent variable of a single group, as stated in this study’s research question. 
Weissgerber et al. (2018) described the two-way ANOVA as variability assessments of 
two independent variables' interactions on the dependent variable of two or more 
independent groups. 
Assumptions 
There are several assumptions to consider for the multiple regression analysis 




Variable Scales. The dependent variable should be continuous, using either the 
interval or ratio scale (Cohen et al., 2003). There should be two or more independent 
variables, either continuous or categorical (Cohen et al., 2003). 
Homoscedasticity. The data should reflect homoscedasticity. Homoscedasticity 
refers to maintaining similar variances in the noise of the error term disturbances for the 
predictor variable along the regression line. The researcher can use scatterplot diagrams 
to evaluate homoscedasticity (Cohen et al., 2003). 
Multicollinearity. The data should not indicate multicollinearity. 
Multicollinearity refers to predictors correlated with other predictors, such that a 
predictor variable produces one or more predictor variables. Correlation values of 0.8, 
0.9, or higher between the predictor variables indicates the likely existence 
multicollinearity overlap (Kim, 2019). 
Independence of Observation. The independence of observations should be 
maintained. The independence of observations means that the occurrence of one 
observation provides no information about the occurrence of another observation, and is 
thus independently assessed. The Durbin-Watson statistics test checks for the 
independence of observations (Dutcă et al., 2018). 
Linearity. There should be a linear relationship between the dependent variable 
and each independent variable, and also the dependent variable and independent variables 
collectively. Scatterplot diagrams can assess linear relationships between variables 
(Cohen et al., 2003). 
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Normal Distribution. There should be no significant outliers, formed by 
excessively high or low data points that do not fit with the other data (Cohen et al., 2003). 
Also, residual errors should exhibit a normal distribution. The errors in prediction, also 
called residual errors, should model the Gaussian distribution bell curve. Most 
observations should cluster around the central peak and dissipate equally in both 
directions, moving away from the central point. A histogram with plotted residuals 
overlaid with a normal curve with the same mean and standard deviation, and the Q-Q 
plot, can assess the normality of residuals (Cohen et al., 2003). 
Mitigating Assumption Violations 
As needed, I applied existing statistical methods to mitigate the effects of 
violations of the following data characteristics: homoscedasticity, multicollinearity, 
independence of observation, linearity, and normal distribution. Although options exist 
for the variable scale’s assumption, there are no mitigation for violations. Multiple linear 
regression model requires a continuous dependent variable, while the independent 
variable can be either categorical or continuous to perform valid statistical analysis 
(Cohen et al., 2003). 
Homoscedasticity. Regarding violations of homoscedasticity, according to Cohen 
et al. (2003), mitigation treatment can be performed using weighted least squared 
regression, which minimizes disturbances using down-weights or transformation of the 
dependent variable. 
Multicollinearity. Excessive multicollinearity violations increase the variance of 
the regression coefficients, making them unstable and difficult to interpret. Approaches 
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for treating multicollinearity violations may involve: (a) revising the regression model, 
(b) collection of additional data, (c) ridge regression by inserting a constant to each 
independent variable, or (d) principal component regression, which refers to regressing 
the dependent variable on independent dimensions, rather than using the original set of 
predictor variables (Cohen et al., 2003). 
Independence of Observation. Excessive violations of independence of 
observation can reflect a poorly fit model and can be checked using the Durbin-Watson 
statistical test (Cohen et al., 2003). 
Linearity. Regarding treatments for linearity violations, according to Cohen et al. 
(2003), power transformations are effective in single-bend cases, while the Box-Cox and 
Box-Tidwell procedures can linearize more sophisticated violations. 
Normal Distribution. Concerning outlier violations, mitigation actions may 
include the deletion of the anomalous data, the transformation of the data, or the 
recalibration of the regression model (Cohen et al., 2003). Cohen et al. (2003) stated that 
remedies for normality violations might include forming an initial linear relationship 
between X and Y when not correctly specified or specify a linear regression equation that 
conforms to a theoretically mathematical relationship. 
Data Cleaning 
The data cleaning process entails detecting and removing incomplete, invalid, 
duplicate entries, or improperly formatted. I leveraged the capabilities of the web-based 
SurveyMonkey tool to provide data cleaning. By enabling logic that requires respondents 
to answer each survey question before moving to the next question, my data collection 
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process virtually eliminated the chances of receiving incomplete data. Disabling the 
option for multiple survey submissions ensured that the survey can be taken only once 
from the same device. The use of a drop-down menu selection scale ensured that 
responses are within a valid selection range. Evans and Mathur (2018) argued that online 
surveys provide significant advantages over previous data collection survey methods, 
such as preventing the omitting of questions through the forced-response option, 
controlling respondents' selections, and providing the researcher with greater control and 
flexibility over survey administration. Ball (2019) commented that the advent of the 
online survey promotes automation and processing efficiency, which reduces data entry 
errors and formatting complications, thus rending many aspects of data cleaning and data 
coding obsolete. Liu et al. (2017) also indicated that web-based Likert scale surveys 
produce higher quality data collection than traditional methods, thus reducing data 
collection discrepancies and data cleaning requirements. In addition, Eugene (2012) 
described how SurveyMonkey’s web page programming logic enables the researcher to 
design the survey for optimal data collection efficiency. 
Data Screening 
Data screening improves the quality and trustworthiness of data. I conducted data 
screening in the following ways: (a) by applying unobtrusive method, such explanatory 
data analysis for detecting low-quality data, which refers to monitoring participants’ 
response patterns for anomalies and (b) by applying the statistical TwoStep Cluster 
Analysis to assess similarities between two clusters in searching for outliers and Principal 
Component Analysis to screen for duplicates that would produce low-quality data. 
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Pryjmachuk and Richards (2007) described data cleaning as a necessary pre-analysis 
audit process for examining raw data to ensure data integrity and enable the researcher to 
become acquainted with the data. For data screening, they recommended that researchers 
consider exploratory data analysis methods such as scatterplots, boxplots, stem-and-leaf 
plots, and histograms to understand the general shape of the distribution and identify 
outliers and potential assumption violations (Pryjmachuk & Richards, 2007). DeSimone 
and Harms (2018) emphasized that low-quality data manifested in discrepancies such as 
self-reporting indicators, bogus items, response variability, and longstring, which refers 
to the marking of consecutive items the same way, can distort hypothesis testing and 
statistical results. 
Missing Data 
Missing data in research reduces the sample's representativeness and can distort 
inferences about the population. Since this study's questions are technology adoption-
related derived from the UTAUT instrument and are not threatening or sensitive, I opted 
to require the respondent to answer each question. This process ensured that the returned 
survey do not have missing data. Some findings suggest that requiring respondents to 
answer each question may improve participation. Dolnicar (2018) found that forced 
answer surveys improved the reliability of results. Albaum et al. (2010) found no 
evidence that suggests that forced-answer surveys had lower completion rates. In 
addition, Tangmanee and Niruttinanon (2019) tested the following three forced answer 
categories: 100% forced-answer questions, 50% forced-answer questions, and 0% forced-
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answer questions. Their findings indicated that the participation rate improved as the 
percentage of forced-responses increased (Tangmanee & Niruttinanon, 2019). 
There are three general categories for classifying missing data. According to Lang 
and Little (2018), missingness is generally classified into the following three categories: 
(a) missing at random (MAR), which can be predicted by the observed components of 
other data in the dataset, but not the missing components; (b) missing completely at 
random (MCAR), where missingness is independent of observed data and missing data; 
and (c) missing not at random (MNAR), where missingness is dependent upon 
unobserved component and is not predictable by observed components. Curley et al. 
(2019) observed that an MCAR case could occur if the respondent unintentionally 
omitted a survey question related to a variable. A MAR instance could arise if the 
respondent skipped a question about income, but completed questions about employment 
status, education level, and experience. On the other hand, an MNAR case could occur if 
the researcher sought to determine income level, but the respondent did not answer 
questions about employment status, education level, and experience (Curley et al., 2019). 
One of the conventional methods for handling missing survey data is through 
deletion. According to Curley et al. (2019), the most popular missing data deletion 
method is listwise, where the researcher removes the entire response record if there is an 
omitted or incomplete survey item. Recent studies indicate that researchers in education 
and psychology employed listwise deletion in over 90% of the missing data cases (Curley 
et al., 2019). Although listwise may result in the loss of valuable data, it is easy to apply, 
and is ideal for MCAR and occasionally MAR. Shi et al. (2020) described the pairwise 
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deletion method as a missing data handling process that applies all available cases in its 
polychoric correlation matrix to mitigate data loss. While pairwise can be an effective 
solution for MCAR, undue bias can occur when analyzing MAR cases (Shi et al., 2020). 
Another method of handling missing data is substitution through imputation. 
Stavseth et al. (2019) concluded that some imputation methods are more effective for 
continuous data, while others are more effective for categorical data, considering the 
number of variables and the number of categories. Single imputation mean value 
replacement, according to Curley et al. (2019), is ideal for MCAR, but may distort the 
relationship between variables. Single imputation regression can be used for MCAR and 
MAR but misrepresents uncertainty of estimates. Curley et al. (2019) noted that the 
multiple imputation method, which produces multiple versions of the imputed data set, 
accounts for the uncertainty induced by data imputation and provides better missing data 
estimates for MCAR and MAR. 
Data inconsistencies can also arise from other events. According to DeSimone 
and Harms (2018), the researcher should be watchful for potential content 
nonresponsivity, which refers to responses from participants who may have provided 
random answers to the survey without regard to the questions. Also, content-response 
faking, which refers to responses from participants who may have an ulterior motive for 
their responses besides the survey's intended purpose, can distort data analysis 
(DeSimone & Harms, 2018). Allen et al. (2016) applied Principal Component Analysis to 
screen for duplicate data, which they cautioned is especially a concern for data collection 
environments, such as surveys that involve self-reporting. According to Ortiz and 
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Bluyssen (2018), the TwoStep Cluster Analysis test allows for the analysis of 
dissimilarities of categorical and continuous variables simultaneously. After using a 
questionnaire to collecting data, they applied the TwoStep Cluster Analysis technique to 
distinguish between occupants’ energy consumption patterns (Ortiz & Bluyssen, 2018). 
Interpreting Inferential Statistics 
Inferential statistics enable the researcher to make generalizations in describing 
the population of interest from a data sample. Since inferential statistics include a degree 
of uncertainty, I used the following statistical parameters to provide a scientific basis for 
explaining my findings' characteristics and values: confidence intervals, probability 
values, effect sizes, and odds ratios. 
Calculating Confidence Intervals 
I used observed sample data to compute the confidence intervals, which involved 
approximating upper limit and lower limit probability values to estimate uncertainty. Lee 
(2016) explained that a confidence interval computation reflects the magnitude of the 
effect, and uses the point estimate of the mean and the standard error of the mean. A 95% 
confidence interval of the sample mean indicates that in repeated tests from the same 
population, 95% of the results would match the population mean results. In a normal 
distribution, upper limit and lower limit probability values, which represent the degree of 
uncertainty on either side, indicate a value of 2.5% in this example (Lee, 2016). Stated 
succinctly, Hofmann and Meyer-Nieberg (2018) explained that the confidence interval 
suggests that if drawn indefinitely from random population samples, 95% would produce 
the same value, while 5%, representing the uncertainty probability value, would not. 
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Miller and Ulrich (2016) described the statistical confidence interval as a random 
probability interval facilitating the interpreting of the observed sample values and the 
predicted population values. 
Calculating Effect Size 
I used observed data from the sample to calculate the effect size, thus reflecting 
how the predictor variables affect the outcome variable using the commonly accepted 
reference scale of 0.10, 0.30, and 0.50 to indicate small, medium, or large effect size. Lee 
(2016) described the effect size as a standardized method for measuring the effect 
treatment's magnitude, expressed in terms of the mean difference between two groups. 
The effect size of 0.10 reflects a small effect, and 0.30 indicates a medium effect, while 
0.50 suggests a large effect size (Lee., 2016). According to Hofmann and Meyer-Nieberg 
(2018), the effect size is the preferred method to characterize how sample results diverge 
from the expectations specified in the null hypothesis. Marshall and Jonker (2011) 
observed that the effect size provides more accuracy about the degree of an effect than 
the P value, which can be misleading for excessively large or small sample sizes. The 
effect size represents the amplitude effect of the hypothesized outcome (Marshall & 
Jonker, 2011). 
I did not use odd ratios in this study, since odd ratios are experimental 
assessments comparing the outcomes of a treatment group and a controlled group. This 
study was nonexperimental, involving a single group. Hoppe et al. (2017) described odds 
ratios as a statistical method for comparing the outcome of a group given a treatment and 




I used the IBM SPSS Statistics Version 25 software in this study. Astivia and 
Zumbo (2019) explained how they used SPSS for analyzing Ordinary Least Squared 
Regression assumptions, including assessments for homoscedasticity variance. Awanto et 
al. (2020) used SPSS to perform regression analysis in their UTAUT study and survey to 
determine how technology determinants affect user intention and user behavior. Also, 
Bala (2016) noted the broad usage and impact of SPSS in social science research and 
experimentation, and its extensive applications for descriptive and inferential statistics. 
Study Validity 
Validity in scientific research weighs the state of assurance as to whether the 
research design and methods are sound and capable of producing accurate and plausible 
results. Statistical conclusion validity assesses whether one can reasonably conclude the 
existence or nonexistence of a statistical relationship between research variables. Seminal 
author Straub (1989) defined statistical conclusion validity as an examination of the 
mathematical relationship between variables and the likelihood that the assessment 
accurately portrays the true covariation. Factors such as sample size, reliability of 
measures, and statistical power are critical components to conclusion validity that, when 
insufficient or inappropriate, could lead to Type I (false positive) and Type II (false 
negative) errors (Straub, 1989). Mentzer and Flint (1997) argued that the attainment of 
statistical conclusion validity depends on the following factors: (a) the measurements 
must allow for sufficient precision, control, and sensitivity to draw a conclusion about the 
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covariation, (b) the evidence must substantiate the existence of covariance, and (c) the 
strength of the evidence must establish assurance that a covariant relationship exists. 
Statistical conclusion validity threats are the factors that could lead to incorrect 
conclusions concerning research findings. One of the threats to conclusion validity is an 
insufficiently low power rating (Straub, 1989). I looked to avoid the threat of low 
statistical power by using G*Power analysis to plan my study’s intended power rating 
between .80 to .99. Straub (1989) described statistical power as the probability that the 
rejection of the null hypothesis was correct and considered findings with a power rating 
of less .80 as nonsignificant. Anderson and Maxwell (2017) observed that a standard 
benchmark for intended power is .80 to .90. In addition, Arend and Schäfer (2019) 
recommended that researchers target a power rating of .80 or higher to ensure statistical 
significance. 
Another statistical conclusion validity threat is assumption violations. Drost 
(2011) stated that research assumption violations could lead to erroneous findings. 
Having identified the multiple regression assumptions and mitigative actions for 
violations, I was prepared to take steps, as needed, to ensure validity. For example, for 
homoscedasticity violations, I applied weight least squared regression using down-
weights to transform the dependent variable or apply the Cox-Box transformation 
procedure. For normal distribution violations, I looked to achieve normality through data 
transformation of outliers or deletion of anomalous data. For violations of the 
independence of observation, I applied the Durbin-Watson statistical procedure to resolve 
spatial series and time-ordered discrepancies. According to Schmidt and Finan (2018), 
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linear regression studies commonly apply transformation procedures to raw data to 
ensure normality conformance, thereby enabling an unbiased representation of estimated 
standard errors, confidence intervals, and P values. Celik and Erar (2017) observed that 
Cox-Box transformation is a common technique for correcting heteroscedasticity 
anomalies in multiple regression studies. In addition, Cohen et al. (2003) found that the 
mathematical transformation-based Durbin-Watson statistic procedure will resolve many 
ordered-time and spatial series independence of observation discrepancies. 
Another statistical conclusion validity threat is low reliability of measure. Higgins 
and Straub (2006) asserted that low-reliability measurements might inflate the error 
variance and lead to Type II errors, suggesting no statistical difference between groups 
when a substantial difference exists. Straub (1989) stated that using a validated 
instrument is a critical aspect of statistical conclusion validity. I applied the validated 
UTAUT instrument in this study, which has undergone extensive reliability and validity 
testing and provided a framework for a reliable outcome. Venkatesh et al. (2003) 
empirically validated the UTAUT instrument, achieving ICR values of .70 or higher for 
the instrument’s constructs. Taber (2018) observed that researchers commonly hold IRC 
thresholds of .70 or greater as acceptable in affective domain studies that use surveys to 
measure attributes, such as attitudes and motivation. Furthermore, according to Mohajan 
(2017), an ICR score of .70 or higher is the generally accepted standard for confirming 
that the instrument is reliable in measuring the constructs as intended. 
Also, to facilitate the reliability of measure and to promote fine-grained 
measurement outcomes, in this study I applied the 7-point Likert scale selection options 
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ranging from strongly agree to strongly disagree for each question. Boeren (2018) argued 
that using a standardized psychometric scale enables survey participants to express the 
extent of their agreement, disagreement, or neutrality with a survey question, and 
improves the interpretation and validation of the findings. Renshaw (2018) applied the 7-
point Likert scale to capture behavioral characteristics in academic efficacy, academic 
satisfaction, school correctness, and collegiate gratitude of Southwestern United States 
college students. Also, according to Morgado et al. (2017), scales with many items tend 
to exhibit higher reliability than shorter scales, which can compromise the instrument's 
reliability. 
External validity assesses how the researcher can make predictions about the 
broader population based on the sample findings. Reiss (2019) described external validity 
as an extrapolation process to determine what populations, settings, and variables the 
sample’s effect can be generalized. Reio (2016) explained that while experimental 
research establishes cause and effect relationships, nonexperimental research evaluates 
whether, through sampling, inferences about the population can be made. 
Nonexperimental research, which tends to be most useful during the early stages of 
research, focuses on determining whether linkage exists between the variables and to 
what extent, and does not involve manipulating the independent variables by the 
researcher (Reio, 2016). Reio (2016) cautioned that although nonexperimental designs, 
such as surveys, are useful for measuring and predicting how determinants affect 




The reliability of the instrument is a critical aspect of generalizability. Higgins 
and Straub (2006) argued that the findings' relevance depends on the trustworthiness and 
validity of the measurement instrument used to generate knowledge. Moreover, 
instrumentation flaws threaten internal, as well as external validity (Higgins & Straub, 
2006). 
Using the empirically-validated UTAUT instrument in this study established one 
of the key pillars needed to generalize findings. Boeren (2018) underscored how the 
researcher enhances their research findings' reliability and validity by adopting a 
previously applied and validated instrument. To address the scarcity of reliable research 
about the potential benefits of students studying abroad, Streitwieser et al. (2019) 
developed and validated a survey instrument, which leverages psychometric best 
practices. In addition, Latif and Sajjad (2018) analyzed 43 corporate social responsibility 
survey instruments for psychometric validity due to stakeholders' perceptions of its 
elusiveness and vagueness among business organizations. Before selecting a preference, 
they evaluated each instrument's psychometric strength by conducting the following 
assessments: internal consistency and reliability, content validity, convergent validity, 
and discriminant validity (Latif & Sajjad, 2018). 
The absence of assumption violations fosters generalizability. Higgins and Straub 
(2006) observed that when the researcher avoids assumption violations, it strengthens 
their case that the findings will be generalizable to the broader population. According to 
Rebar et al. (2019), inferences made about the population at large in linear regression 
studies are more meaningful and provide more precision when they are free of 
147 
 
assumption violations, while unmet assumptions dilute generalization inferences at 
varying degrees depending on the extent of the violations. Also, Schmidt and Finan 
(2018) argued that adherence to the normality assumption in linear regressions promotes 
unbiased standard error estimates, although violations of normality in large samples are 
often not noticeable enough to affect the overall findings. 
The sample size also affects the preciseness of generalizability. Show-Li and 
Shieh (2019) asserted that model adequacy, which includes sample size and statistical 
power computations, and validity justify a regression model's usefulness to make 
predictions about relationships between variables. In their multiple regression analysis 
studies, Show-Li and Shieh (2019) proposed a formula that applies random regression 
settings for calculating sample sizes and statistical power, improving the precision of 
confidence intervals and strengthening the statistical inferences of regression coefficients. 
Many research studies suggest that inappropriate sample sizes could lead to Type I or 
Type II errors. Vergouwe et al. (2005) noted that excessively small sample sizes could 
lead to Type II errors, indicating statistical insignificance when considerable differences 
exist, resulting in an incorrect generalization about the population. In extensive 
regression analysis testing of predictive accuracy models, Kirpich et al. (2018) found that 
excessive sample sizes tended to increase Type I errors, inversely influencing 
generalization effectiveness. 
Transition and Summary 
Section 2 provided details about the data collection and data analysis plans for 
this study. The researcher plays a central role in determining the data collection 
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instrument and establishing the procedures and parameters. The Belmont Report provided 
the foundation for ethical research of human subjects based on respect for persons, 
beneficence, and justice. To ensure research transparency, I provided a synopsis of my 
background and interest in conducting a study on SDN technology adoption. 
In this study, I applied the quantitative methodology and the nonexperimental 
research design. Regarding sampling, I applied nonprobabilistic sampling, which entailed 
nonrandom selection judgment in which some units of the population have a zero percent 
chance of selection. The sampling was also purposive, using subjection criteria to identify 
prospective participants. The sample size impacts the power of the study, with an 
undersized sample losing precision and an oversized sample potentially raising ethical 
concerns about statistics inflation. The confidence level reflects the expected percentages 
for the entire population, while the effect size stipulates the strength of the relation 
between two variables. Statistical power analysis enables the researcher to determine the 
smallest suitable sample size given a specified significance level. I used the G*Power 
statistical software package to estimate the desired sample size (84–173), based on a 
stated effect size, alpha (false-positive), and beta (false-negative) threshold levels. 
In this study, I applied ethical research standards established in the Belmont 
Report and Walden University's IRB oversight to protect participants from harm and 
risks, while also safeguarding their confidentiality. I provided an informed consent form 
to each prospective participant that includes the following components: (a) background 
information, including the purpose of the study, (b) survey procedures and sample 
questions, (c) the voluntary nature of the study, (d) risks and benefits, (e) assurance of 
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privacy and confidentiality, and (f) contact information for questions. Per IRB data 
stewardship guidelines, I will store this study's data for five years in an offline, encrypted, 
and password-protected medium, and I will destroy the data after this period. 
Regarding instrumentation, I obtained permission to use the empirically-validated 
UTAUT instrument, as shown in Appendix C. The survey questions for the core 
constructs, which are performance expectancy, effort expectancy, social influence, 
facilitating conditions, and behavioral intention, are listed in Appendix E. In this study, I 
applied the well-vetted 7-point Likert scale, ranging from strongly agree to strongly 
disagree for each question. Venkatesh et al. (2003) performed extensive ICR assessments 
for each of UTAUT’s constructs, achieving scores of greater than .70 for each as shown 
in Table 3. They also demonstrated convergent, divergent, concurrent, and criterion 
validity for the UTAUT instrument (Venkatesh et al., 2003). 
Table 3 
Unified Theory of Acceptance and Use of Technology Internal Consistency Reliability 
Summary (N = 215) 
Variable ICR T1 ICR T2 ICR T3 
Performance 
expectancy 0.92 0.91 0.91 
Effort expectancy 0.91 0.90 0.94 
Social influence 0.88 0.94 0.92 
Facilitating conditions 0.87 0.83 0.85 
Behavioral intention 0.92 0.90 0.90 
    
Note: (N = 215). Adapted from "User Acceptance of Information Technology: Toward a 
unified view," by V. Venkatesh, M. G. Morris, G. B. Davis, and F. D. Davis, 2003, MIS 
Quarterly, 27(3), p. 458 (https://doi.org/10.2307/30036540).T1, T2, and T1 reflect the 
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time intervals post-training, three months after training, and six months after training, 
respectively, from which the scores were captured. The variables represent the subset of 
UTAUT variables used in this study. 
For data collection technique, I used the web-based SurveyMonkey data 
collection application to collect the needed data to quantify the relationship between 
technology determinants and behavioral intention. The online survey technique provided 
efficiencies, such as more cost-efficient and requires less time, than traditional survey 
methods. 
Concerning data analysis, I applied the ordinal scale for the independent variables 
and the interval scale for the dependent variable. I applied the ordinal scale to capture 
respondents' perceptions and attitudes for the following constructs: performance 
expectancy, effort expectancy, social influence, and facilitating conditions. The interval 
scale was be used for the behavioral intention construct, where the survey questions 
include the interval factor time, and enables the use of multiple regression statistical tests. 
The assumptions for multiple regression include the following: (a) dependent variable 
should be continuous and independent variables can be either continuous or categorical, 
(b) homoscedasticity, (c) avoidance of multicollinearity, (d) independence of observation, 
(e) linear relationship between the dependent variable and each independent variable, and 
(f) no significant outliers. Inferential statistics empower the researcher to make 
generalizations about the population of interest from a data sample. I used the IBM SPSS 
Statistics Version 25 software for data analysis. 
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Regarding data validity, statistical conclusion validity weighs whether one can 
reasonably conclude the existence or nonexistence of a statistical relationship between 
constructs. Statistical conclusion validity threats consist of the factors that could lead to 
incorrect conclusions, including a deficiently low power rating, assumption violations, 
and low reliability of measure. In this study, I looked to guard against low power ratings 
by using G*Power analysis to identify acceptable statistical boundaries beforehand. I 
used the validated UTAUT instrument, which has undergone extensive reliability and 
validity testing and provided a framework to produce a reliable outcome. By pre-
identifying the assumptions for multiple regression, I mitigated against potential 
assumption discrepancies. External validity assesses whether the sample findings are 
generalizable to the broader population. Critical aspects of this study that fostered 
generalizability include: (a) the empirically-validated UTAUT instrument, (b) mitigation 
of assumption violations through transformation techniques, as needed, and (c) 
optimization of the sample size through pre-calculations that identify the suitable upper 
and lower boundaries. 
Looking ahead, Section 3 explores the presentation of findings. I provided a deep-
dive analysis on the following components: (a) statistical tests and the association of 
variables and hypotheses, (b) descriptive statistics, (c) statistical assumptions, (d) 
inferential statistics, (e) illustrative statistical tables and figures, (f) research question 
summaries, and (g) theoretical framework confirmation, disconfirmation, or knowledge 
extension. I analyzed potential applications of my findings and how my discoveries may 
be applied in improving professional IT practices. I also examined the potential 
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implications for social change. I provided my considerations for disseminating the results 
and identified recommended areas for future research. In conclusion, I presented a 
synopsis of my DIT journey and concluding thoughts. 
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Section 3. Application for Professional Practice and Implications for Social Change 
Introduction 
The purpose of this quantitative correlational study was to examine the 
relationship between IT cloud system integrators’ perceptions of performance 
expectancy, effort expectancy, social influence, facilitating conditions, and the intention 
of IT cloud system integrators to use SDN technology. 
I used G*Power version 3.1.9.7 to calculate the desired sample size ranging from 
84, with a power rating of .80, to 173, with a power rating of .99. My sample size of SDN 
cloud system integrators in this study was N = 167, achieving a power rating of .986 
(98.6%). Participants were from SurveyMonkey’s Audience survey panel and 
respondents to my solicitation postings. In this study, I applied a medium effect size (f = 
0.15), which indicates the magnitude of the expected effect for which the predictor 
variables influence the outcome variable. An alpha level of .05 was also applied, 
representing the minimum false-positive threshold for rejecting a null hypothesis. 
This analysis also yielded a confidence interval of .95, suggesting that repeated 
tests from the same population would produce the same results 95% of the time. The 
results indicated that while there was no significant relationship between performance 
expectancy and effort expectancy and the intention of SDN integrators to use SDN 




Presentation of Findings 
In my presentation of findings, I discussed the multiple regression assumptions 
for this study and the data characteristic requirements for valid statistical analysis. I 
presented descriptive statistics that summarize the dataset and its variables. I presented 
inferential statistics from which I drew conclusions from the sample data and generalize 
the population from which it was drawn. I also discussed the findings in the context of 
the theoretical framework. In addition, I provided answers to my research question. 
Descriptive Statistics 
This study consisted of 234 responses, with 67 being deleted during the data 
cleaning and data screening processes, leaving 167 responses for analysis. Because each 
question included forced-answer logic, there were no missing values. Of the 67 (29% of 
total) responses that were deleted, 30 (13% of total) were found to be outliers or had 
substantial inconsistencies and were removed. Gamo et al. (2019) observed that SPSS 
casewise diagnostics that reveal standard residuals of 3.0 or greater represent outliers and 
should be candidates for exclusion. Padron-Hidalgo et al. (2020) described Cook’s 
distance as a technique to identify the extreme points or outliers in the independent 
variables. In addition, Józsa and Morgan (2017) recommended applying an iterative 
process to filter out highly inconsistent responses. I used SPSS’ casewise diagnostics and 
Cook’s distance to identify outliers, which were then removed. 
Also, 37 (16% of total) of the responses were straight-line answers and were 
discarded. According to Kim et al. (2019b), survey straight-lined responses, where a 
participant’s responses are identical or close to identical, deteriorate reliability and 
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validity and reduce data quality. After data screening, I received 164 usable responses 
from SurveyMonkey’s Audience and three of my survey solicitations, totaling 167 usable 
responses. For data normalization purposes, I also reverse-coded the responses to the 
negatively-connotated Survey Question 15 (facilitating conditions variable) because the 
other questions associated with facilitating conditions were positively-connotated. Józsa 
and Morgan (2017) observed that negatively oriented survey questions should be reverse-
ordered if the other variable questions are positively oriented. Table 4 summarizes 
descriptive statistics for this study's multiple linear regression, including bootstrap 95% 
estimates. 
Table 4 
Means and Standard Deviations for Quantitative Variables 
 
Variable M SD Bootstrapped 95% CI (M)  
Behavioral intention 5.6707 0.95549 [3.00, 7.00]  
Performance expectancy 5.7829 0.80171 [3.25, 7.00]  
Effort expectancy 5.6168 0.84436 [3.00, 7.00]  
Social influence 5.3293 1.00079 [2.00, 7.00]  
Facilitating conditions 5.1766 0.78354 [2.75, 7.00]  
    
 
Note. (n = 167). 
Tests of Assumptions 
In this section, I tested the following multiple regression assumptions for this 
study initially addressed in Section 2: homoscedasticity, multicollinearity, independence 
of observation, linearity, and normal distribution. Flatt and Jacobs (2019) argued that 
researchers should always test assumptions because violations can lead to misleading and 
biased predictions that may not be duplicatable. My collected sample was resampled 
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1,000 times using bootstrap to combat potential assumption violations and to leverage the 
bootstrapped 95% confidence intervals where appropriate. Banjanovic and Osborne 
(2016) asserted that systematic bootstrapping creates robust empirical confidence 
intervals through its resampling process. My analysis and reasoning are below. 
The multicollinearity assumption was examined. Multicollinearity increases the 
variance of regression coefficients, indicating that predictor variables are highly 
correlated with other predictor variables, and may suggest that one or more predictors are 
likely to spawn from other predictors (Kim, 2019). According to Kim (2019), correlation 
values of .8, .9, or higher between the predictor variables indicate the likely existence of 
multicollinearity overlap. The small to medium correlation coefficients shown in the 
bivariate correlation analysis of the predictor variables (Table 5) indicates the absence of 
multicollinearity violations. In addition, Salmeron et al. (2018) referred to a variance 
inflation factor (VIF) of 10 or greater as a likely indication of collinearity. Table 6 shows 
that each of my VIF predictor variable values is less than three, which indicates the 
absence of collinearity. 
Table 5 
Summary of Correlation Coefficients of Predictor 
Variables  
Variable PE EE SI FC  
PE 1.000 -0.410 -0.437 -0.122  
EE -0.410 1.000 -0.322 -0.136  
SI -0.437 -0.322 1.000 -0.166  
FC -0.122 -0.136 -0.166 1.000  
   
Note: PE refs to performance expectancy, EE refs to effort expectancy, SI refers to social 
influence, and FC refs to facilitating conditions. N = 167. 
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The linearity assumption was assessed. Linearity indicates that the relationship 
between the predictor variables and the mean of the outcome variable is linear (Cohen et 
al., 2003). The P-P Plot (Figure 3) indicates close alignment between the plotted residuals 
and the model’s standardized distribution line. Also, the scatterplot of standardized 
residuals (Figure 4) illustrates the relatively even and patternless dispersion of residual 
points centered on and around the X and Y axes over an imaginary rectangular plane. In 
addition, the scatterplot matrix shown in Figure F1 applies a line of best fit to 
demonstrate the strength of the linear relationships between the independent and 
dependent variables, each in this case with a positively-oriented slope coefficient. 
The normality assumption was tested. Normal distribution indicates the absence 
of significant outliers in the error terms (Cohen et al., 2003). The scatterplot of 
standardized residuals (Figure 4) depicts a normal distribution with the data points being 
consistently close for the duration of the regression line, which means that the observed 
cumulative distribution function is close to the expected standardized residual. I also used 
a histogram (Figure 5) to illustrate the distribution's general shape, depicting a normal 




Variable Tolerance VIF  
Performance expectancy 0.367 2.721  
Effort expectancy 0.410 2.436  
Social influence 0.391 2.556  
Facilitating conditions 0.728 1.375  
   




Normal Probability Plot of the Regression Standardized Residuals 
 
Homoscedasticity was verified. Homoscedasticity refers to a relationship in which 
the variances of the error terms are relatively equally distributed in values across the 
independent variables (Cohen et al., 2003). The scatterplot of standardized residuals 
(Figure 4) reflects homoscedasticity through its balanced distribution of residual data 
points, the absence of residual patterns, and with a balanced distribution of residual data 
points on either side of zero, as well as above and below zero for the X and Y axes, 
respectively. 
The independence of observation assumption was confirmed. The independence 
of observations means that the occurrence of one observation provides no information 
about the occurrence of another observation and is therefore independently assessed 
(Dutcă et al., 2018). The scatterplot's (Figure 4) unstructured cloud of points randomly 
scattered around the centerline suggests independence within the collection sample. Also, 
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Flatt and Jacobs (2019) stated that the optimal value is in the vicinity of 2.0 for Durbin-
Watson test, which assesses the independence of observation, with a possible range of 
zero through four. The Durbin-Watson test registered a value of 2.019 for this study, 
which indicates strong independence, as shown in Table 7. 
Figure 4 
Scatterplot of Standardized Residuals 
 
Inferential Statistics 
The independent variables were performance expectancy, effort expectancy, 
social influence, and facilitating conditions. The dependent variable was the intention of 
cloud systems integrators to use SDN. The null hypothesis was that there is no significant 
relationship between IT cloud system integrators' perceptions of performance expectancy, 
effort expectancy, social influence, facilitating conditions, and IT cloud system 
integrators' intention to use SDN technology. The alternative hypothesis was that there is 
a significant relationship between IT cloud system integrators' perceptions of 
performance expectancy, effort expectancy, social influence, facilitating conditions, and 
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IT cloud system integrators' intention to use SDN technology. The efficacy of 
performance expectancy, effort expectancy, social influence, and facilitating conditions 
to predict IT cloud system integrators' intention to use SDN technology was analyzed 
using α = .05 (two-tailed). 
Figure 5 










SDN multiple regression 0.71 0.50 0.000 2.019  
   
My analyses revealed no significant violations of the multiple regression 
assumptions of homoscedasticity, linearity, independence of observation, normality, or 
multicollinearity (see Tests of Assumptions). The model’s summary indicated that the 
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determinants significantly predicted the intention of cloud system integrators to use SDN 
technology, F(4, 162) = 40.44, p < .001, R2 = .50. The resulting R2 (.50) value suggests 
that 50% of variations in cloud system integrators' intention to use SDN technology is 
accounted for by the predictor variables’ linear combination (performance expectancy, 
effort expectancy, social influence, and facilitating conditions) shown in Table 7. Also, 
the multiple correlation coefficient R-value of .71 reflects a strong linear relationship 
between the predicted scores and the actual scores and a good model fit. 
In the final model, social influence (t = 2.662, p < .01) and facilitating conditions 
(t = 5.018, p < .001), were statistically significant, while performance expectancy and 
effort expectancy were not statistically significant. A summary of this study’s concluding 
predictive equation was: Intention to Use SDN = 0.450 + 0.215(Performance 
Expectancy) + 0.127(Effort Expectancy) + 0.226(Social Influence) + 0.399(Facilitating 
Conditions). Positive slopes for performance expectancy, effort expectancy, social 
influence, and facilitating conditions indicate that the intention to use SDN increases as 
these determinants increases in value. Table 8 shows a summary of regression analysis of 
predictor variables. Appendix G shows my SPSS output. 
The following is a summary of my analyses for determining the final model. 
According to Hoyt et al. (2006), multiple regression considers a set of predictor variables 
simultaneously to derive the best fit for predicting the variance in the outcome variable. 
Also drawn from multiple regression is the unique association of each predictor variable 
to the outcome variable with all other predictor variables controlled (Hoyt et al., 2006). 
Hoyt et al. (2006) referred to the following multiple regression statistics as critical for 
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determining the model of best fit: (a) the model’s variance prediction value R2, (b) the 
model’s multiple correlation value R between the predicted scores and the actual scores, 
and the model’s significance value p. 
Table 8 
Summary of Regression Analysis for Predictor Variables 
 
Variable B SE B β t Sig. 
Bootstrapped 
95% CI (M) 
 
PE 0.215 0.109 0.180 1.965 0.051 [-0.001, 0.430]  
EE 0.127 0.098 0.112 1.291 0.198 [-0.067, 0.321]  
SI 0.226 0.085 0.236 2.662 0.009 [0.058, 0.393]  
FC 0.339 0.079 0.327 5.018 0.000 [0.242, 0.556]  
Note: (n = 167). PE refs to performance expectancy, EE refs to effort expectancy, 
SI refers to social influence, and FC refs to facilitating conditions. 
 
Table 9 shows a statistical summary of the following three regression models 
evaluated in this study: (Model 1) predictor variables performance expectancy, effort 
expectancy, social influence, and facilitating conditions (SPSS output Appendix G), 
(Model 2) predictor variables performance expectancy, social influence, and facilitating 
conditions (SPSS output Appendix H), and (Model 3) predictor variables effort 
expectancy, social influence, and facilitating conditions (SPSS output Appendix I). 
Model 1 produced the highest variance prediction value R2 (0.500), followed by Model 2 
(0.494), and Model 3 (0.488). Model 1 also achieved the highest multiple correlation 
value R (0.707), followed by Model 2 (0.703), and then Model 3 (0.698). With respect to 
the regression models’ significance value p, each recorded an identical value of 0.000. 
Although each model indicates strong multiple regression representation, I selected 
Model 1 as the best fit for this study because of its slight statistical advantage in 
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predicting the variance of SDN integrators’ behavioral intention and a slightly more 
accurate correlation between the predicted and the actual scores. Also, the absence of 
collinearity between the empirically-tested UTAUT predictor variables (Table 5) 
suggests that Model 1 provided the best overall characterization of behavioral intention 
variance. 
Table 9 
Model of Best Fit Comparisons 
 
Model R2 R p 
 
Model 1: Predictor variables PE, EE, SI, and FC 0.500 0.707 0.000  
Model 2: Predictor variables PE, SI, and FC 0.494 0.703 0.000  
Model 3: Predictor variables EE, SI, and FC 0.488 0.698 0.000  
Note: (n = 167). PE refs to performance expectancy, EE refs to effort 
expectancy, SI refers to social influence, and FC refs to facilitating conditions. 
The outcome variable for each model is behavioral intention. 
 
Theoretical Conversation on Findings 
This study's findings indicated that the technology adoption determinants of social 
influence and facilitating conditions greatly influenced the behavioral intention of SDN 
cloud system integrators to adopt SDN technology, while performance expectancy and 
effort expectancy were not statistically significant. In this study, I also affirmed many of 
the UTAUT founder’s results presented in the theoretical framework. Venkatesh et al. 
(2003) found that the UTAUT determinants were effective predictors of behavioral 
intention in a technology training scenario, accounting for 70% of the variance. Similarly, 
this study’s determinants accounted for 50% of SDN cloud system integrators' intention 
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to use SDN technology. Both studies provide empirical data suggesting that organizations 
could use the findings to enhance technology strategies. 
The UTAUT theoretical framework is appropriate for this quantitative 
correlational technology adoption study. Venkatesh et al. (2003) developed UTAUT by 
integrating the most effective constructs of eight previous technology acceptance and 
technology innovation models. UTAUT focuses on factors that influence individuals' 
receptiveness to a new technology in the workplace. With these underpinnings, I explored 
the degree to which technology adoption determinants impacted SDN integrators. 
Because SDN is an infrastructure technology similar to cloud computing and 
virtualization where the use of the technology is not optional to the workforce, the 
organization-centric technology determinants were more prominent for SDN integrators. 
Accordingly, the predictor variables of social influence (p < 0.01) and facilitating 
conditions (p < 0.001) were greatly significant technology adoption factors, and the null 
hypotheses were rejected. On the other hand, the individual-oriented determinants of 
performance expectancy (p < 0.051) and effort expectancy (p < 0.198) were perceived as 
less relevant factors to SDN integrators in their adoption intentions and not statistically 
significant. The null hypotheses could not be rejected. SDN integrators deemed it more 
important that organizational leaders were advocates of the technology and that support 
resources were provided than to receive personal rewards, even if the technology was not 
always easy to use. Because SDN integrators viewed SDN technology adoption as 
essential to their jobs, their behavioral intention to use the technology was most 
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influenced by their perception of the degree of organizational support and support 
resources provided. 
This study's findings also further confirmed that the UTAUT model can be 
applied to improve technology adoption strategies across different industries, although 
often implemented differently. In this study, I used the UTAUT model to predict a 50% 
variance in SDN system integrators' intention to use SDN technology in environments 
where the use of SDN technology was not voluntary. This study indicated that facilitating 
conditions and social influence greatly influenced SDN integrators' adoption decisions, 
while the determinants of performance expectancy and effort expectancy were not 
statistically significant. In contrast, Tladi and Nleya (2017) applied the UTAUT model to 
assess quality factors' effectiveness in an alternative elearning education methodology. 
Upon evaluating elearning factors of students' perception of security, course materials, 
and instructors' qualifications, they found a high correlation (.882) between quality 
factors and elearning implementations for elearning at Botswana College of Distance and 
Open Learning (Tladi & Nleya, 2017). 
A voluntary integrated licensing system study using the UTAUT model had 
substantially different findings than my research. Puspitasari et al. (2019) found that 
performance expectancy greatly influenced the acceptance of an integrated licensing 
service system for Samarinda City Investments in the Republic of Indonesia. Their results 
also revealed that the business expectation variables of social factors and facilitating 
conditions impacted low utilization of the system (Puspitasari et al., 2019). 
166 
 
Researchers in Germany applied an extended UTAUT model to analyze the 
organizations' adoption behaviors toward cloud services, where some findings were 
similar to my study. Moryson and Moeser (2016) discovered that social influence was a 
strong driver of attitudes towards using cloud services while facilitating conditions, and 
the external factor of attitudes towards use significantly influenced behavioral intent to 
use cloud services. After also factoring in performance expectancy, effort expectancy, 
and the external variables of perceived security and perceived trust, their extended 
UTAUT model accounted for 67% of the variance in the users' behavioral intention to 
use cloud services. 
Application to Professional Practice 
My study used the UTAUT framework to predict whether the technology 
determinants of performance expectancy, effort expectancy, facilitating conditions, and 
social influence variance could predict SDN adoption behaviors. My findings indicate 
that facilitating conditions and social influence were significant determinants in 
forecasting the acceptance and adoption of SDN technology in the workplace. Therefore, 
the application to professional practice consists of breaking down how each of these 
factors might be integrated into the work environment. 
Social influence refers to the degree to which an individual perceives that it is 
important that others believe that they should use the system. The results of this study 
strongly suggest that social influence affects SDN integrators’ acceptance of SDN 
technology. As an infrastructure technology, SDN integration is typically a corporate 
management decision and a technology transformation goal for the organization, rather 
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than an individual’s choice to use. In describing the adoption behaviors of cloud 
computing, an infrastructure technology similar to SDN, Loukis et al. (2017) concluded 
that organizational factors, such as management support and market competitiveness, and 
technology readiness are instrumental in its acceptance. Also, JosephNg (2018) observed 
that capital investments for infrastructure innovations tend to drive management’s 
expectations for technology adoption. 
As such, SDN integrators feel compelled to adopt and support SDN technology 
because their organization's management expects them to implement the technology. 
SDN integrators are swayed by social influence and feel obliged to demonstrate SDN 
technology buy-in. Understanding the relevance of social influence, organizations 
planning to integrate SDN technology might consider promoting ways in which SDN 
technology could benefit the organization, and that could strengthen its competitiveness 
in the marketplace. To increase the workforce’s buy-in, managers might consider posting 
summaries of studies and surveys on the organization’s website that depict how tasks 
such as cloud orchestrations and node provisioning can be streamlined through SDN's 
automation capabilities and thereby strengthening the organization’s business posture. 
Facilitating conditions are also highly relevant when assessing the application of 
this study’s findings to professional practice. Facilitating conditions refer to the extent to 
which an individual perceives that the organizational and technical infrastructure support 
use of the new system. The results of this study suggest that facilitating conditions 
strongly influence workers’ acceptance of SDN technology. Facilitating conditions 
indicate the system’s supportability to the workforce and compatibility with other 
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systems used by workers. IT managers can positively influence perceptions about the 
system's availability by implementing a cohesive rollout strategy with senior leadership's 
endorsement. This study's findings suggest that managers must evaluate the new system’s 
compatibility through architectural assessments and reviews before procuring the system. 
In addition, SDN system architects can advance industry adoption by addressing and 
incorporating strategies that promote interoperability with existing systems. 
The technology adoption determinants of performance expectancy and effort 
expectancy were not found to be significant determinants of SDN technology adoption. 
As a broadly encompassing infrastructure technology, when organizations implement 
SDN, its use and application become mandatory for SDN integrators. Due to the 
operational sustainment costs of running two parallel infrastructures, previous 
technologies are decommissioned soon after implementing SDN technology. Therefore, 
the influence of SDN's potential personal benefits was found to be less important than 
organizational factors. 
Performance expectancy refers to the degree to which an individual perceives that 
the new system will improve their job performance. The findings in this study suggest 
that although SDN integrators welcomed the technology’s job performance 
enhancements, performance expectancy was not a statistically significant or pivotal 
determinant of SDN technology adoption. With SDN technology typically implemented 
as a broad infrastructure transformation initiative, SDN integrators feel that their jobs 
obligate them to adopt and support the technology, although they welcomed personal 
benefits received for using the technology. SDN integrators seemed to view adopting the 
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technology as a requirement for their jobs, rather than expecting incentives for supporting 
SDN technology or personal productivity gains. 
Effort expectancy refers to the level of effort for which an individual perceives 
that they will need to exert to use the new system. This study’s findings indicated that 
effort expectancy was the lowest of the technology adoption determinants and was not a 
significant factor for SDN integrators in their decision as to whether to adopt the SDN 
technology. Regardless of the degree of difficulty required to support SDN technology, 
SDN integrators feel that their jobs require supporting the organization’s SDN 
infrastructure, which inherently requires adopting the technology. SDN integrators’ 
decisions regarding the adoption of SDN technology was not contingent upon the degree 
of effort required to use the technology. 
Implications for Social Change 
The potential for the new SDN technology paradigm to affect social change is 
enormous and can be transformational. SDN’s centralized management and holistic view 
of the network domain can result in improved security for users. Through its enhanced 
visibility and bolstered centralized intelligence capabilities, SDN can foster the 
administration and implementation of global security policies that can be immediately 
applied and updated throughout the network domain. Such agility allows for superior 
protection against security vulnerabilities that can affect the confidentiality, integrity, or 
availability of users’ data. 
SDN technology deployments can improve the quality of cloud-based user 
services. SDN’s capability for fine-grained traffic engineering, traffic prioritization and 
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control, and multi-cloud integration and orchestration can improve the quality of end-user 
application experiences, such as high-definition streaming services and social media 
interactive application response times. SDN’s integration with IoT sensors, mobile 
networks, and vehicular networks can improve reliability and safety for autonomous 
vehicles. 
SDN's centralized management and holistic view of the network domain can 
greatly simplify network management and control and lead to substantially lower costs 
for system deployments and system upgrades. Low-touch to no-touch SDN-based branch 
office rollouts and upgrades can significantly reduce implementation time and costs. 
Through AI and ML integration, SDN's automation potential can result in reduced 
operating costs and smaller workforce requirements through automated instrumentation. 
Recommendations for Action 
This study’s findings suggest that the facilitating conditions represent the 
strongest determinant of SDN technology adoption by the SDN integrator workforce. 
With this established knowledge, IT leaders and managers must ensure that the needed 
resources are available to SDN integrators to support the technology. IT managers must 
ensure that SDN technology awareness and user training are available and that SDN 
integrators complete recommended training courses. To advance SDN adoption, IT 
managers must ensure the availability of the needed utilities, tools, and documentation to 
support the technology's integration. SDN integrators also want to be assured that a 
specific person or group is available to assist with system difficulties and problems. 
Managers must also ensure that compatibility assessments with existing infrastructure are 
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performed prior to making a purchase decision. Moreover, with this evidence, IT leaders 
and managers can champion SDN technology adoption by ensuring the availability of 
support resources and promoting its integration into the organization's goals and 
objectives. SDN developers can also advance industry adoption by addressing and 
incorporating strategies that promote interoperability with existing systems. In addition, 
SDN developers also have a major role in producing resources, such as SDN tools and 
utilities needed for support and sustainment, and developing SDN user training curricula 
and system documentation. SDN developers must also ensure interoperability with 
existing systems. 
This study’s findings suggest that social influence is also a strong determinant of 
SDN adoption by the SDN integrator workforce. To advance SDN technology adoption, 
it is paramount that IT leaders and managers in the organization champion its use and 
their expectations of adoption by the workforce. IT leaders and managers can promote 
SDN technology acceptance by integrating SDN adoption expectations into the 
organization's short- and long-term strategic plans and incorporating SDN functions into 
job descriptions, work evaluations, and job postings. This study’s results suggest that the 
adoption determinant of facilitating conditions is a significant factor for the workforce 
towards adopting SDN technology. IT managers can cultivate positive perceptions about 
the system's availability by implementing a cohesive rollout strategy with managers and 
senior leadership's endorsement. IT managers can also take action to boost SDN adoption 
by posting summaries of studies on the organization's website that reflect how SDN can 
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revolutionize network intelligence and provide game-changing advancements in data 
orchestration and automation. 
With respect to disseminating my study's results, I will look to leverage social 
media platforms. Over recent months, I experienced the good fortunes of joining several 
cutting-edge technology groups, including SDN and next-generation networking, AI, 
ML, IoT, and data science groups, on LinkedIn comprised of industry professionals, 
some of who may have a vested interest in empirical research about SDN adoption 
behaviors. I will look to share a summary of my findings in LinkedIn's group 
conversation posts and the published works repository, some of which may lead to 
presentation opportunities. I will also seek presentation opportunities on BrightTALK, a 
virtual event-hosting forum that showcases future technologies. In addition, I will provide 
a summary of the results to any interested party upon request. 
Recommendations for Further Research 
The limitations identified in Section 2 provided opportunities for further research 
regarding SDN technology and its adoption in the marketplace. I identified the following 
limitations: (a) the scarcity of theoretical models for back-end infrastructure technologies 
and (b) limited operational deployments of SDN technology could impact data collection 
efforts. Perhaps the most significant limitation relates to how the majority of IT adoption 
theoretical frameworks address personal end-user computing technologies, such as 
mobile applications and wearable smart devices, versus back-end infrastructure 
technologies, such as cloud systems, virtualization, and software-defined technologies. 
Unlike end-user technologies, infrastructure technologies are typically not optional, and 
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organizations often integrate back-end technologies into their enterprise architecture for 
business transformation purposes. Rad et al. (2018) observed that while most technology 
adoption models are individual-oriented, organizational-focused models remain sparse 
but increasing. 
In addition, back-end infrastructure adoption behaviors tend to rely on the 
organization’s delivery capabilities. Technology infrastructure adoption determinants 
emphasize factors such as IT personnel competency, system interoperability, system 
resiliency, system security, system scalability, upgradeability, and return on investment. 
The advent of IT applications for business operations has boosted organizational-centric 
studies (Rad et al., 2018). To evaluate such factors, the population would likely need to 
include enterprise and corporate leaders and managers who have a broader view of the 
infrastructure, capabilities, and costs. 
Although some types of SDN technology deployments are rapidly expanding in 
the marketplace, the current overall lack of bountiful operational implementations can 
present data collection challenges for researchers. For instance, I found it challenging to 
recruit SDN participants in SDN and related technology social network forums, many of 
which have tens of thousands of members. Also, perhaps reflecting a lack a breadth in 
prospective SDN participants, 29% of my survey panel responses were rejected due to 
extreme outliers or straight-line answers. However, there are indications of expanding 
SDN market share on the horizon, which will also increase the potential pool of 
participants for SDN studies. For example, Nadal et al. (2020) commented that market 
demands for open-source SDN-enhanced wavelength division multiplexing are rising as 
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organizations become aware of potential efficiency gains through its programmability 
features and look to avoid vendor lock-in. Also, according to Medeiros et al. (2020), the 
exponential growth of the internet and the demand to support the hyper-scalability and 
flexibility of next-generation mobile networks have spurred increased investments in 
SDN and cloud-based software-defined radio access networks. 
Reflections 
In reflection, my background and training as an IT professional seem to have been 
well-suited for the DIT program, including my quantitative research study. The DIT 
program and my deep-dive research on SDN technology, along with my experience in 
contemporary networking technologies, may lead to potential opportunities in helping to 
bridge my organization to next-generation networking and cloud computing. 
The DIT program and my study on SDN adoption behaviors may also lead to new 
opportunities to engage in discussions and challenges related to SDN technology. To find 
a venue to post my survey solicitations and to become more acquainted with the SDN 
community and industry players, I joined several related social media groups, including 
seven SDN, SD-WAN, and secure access service edge networking groups, two 
OpenFlow/OpenStack groups, and seven AI, ML, big data, and data science groups, 
many of which have thousands of members. In retrospect, although survey panel 
participants responded at a much faster rate than my solicitation posts, I value the 
experience and exposure gained by engaging with next-generation networkers. 
Interestingly, SD-WAN has emerged as a dominant force in the marketplace since 
I began my SDN journey in 2018. A growing number of organizations look to leverage 
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its automation capabilities, cost-cutting touchless deployments, and other advantages 
compared to traditional technologies. 
Conclusion 
This multiple regression study revealed that the adoption determinants of 
performance expectancy, effort expectancy, social influence, and facilitating conditions, 
collectively, explain 50% of the variance in cloud system integrators’ intention to use 
SDN technology. With SDN being an infrastructure technology, there is strong empirical 
evidence that SDN integrators view its adoption as necessary to maintain their job 
position in the organization. As such, this study indicated that the most significant 
determinant of SDN adoption is facilitating conditions, which refers to having the 
resources needed, such as training and assistance, and utilities and tools to support using 
the system. Social influence, which refers to the degree to which an individual perceives 
that it is important that others believe that they should use the system, was also a strong 
determinant of SDN adoption. This study indicated that it is important to SDN integrators 
that IT leaders and managers exhibit buy-in, promoting the technology on all fronts. 
Although SDN integrators showed preference towards effort expectancy, which 
refers to the level of effort for which an individual perceives that they will need to exert 
to use the new system, it was not found to be a pivotal factor in their intention to adopt 
the technology. Performance expectancy, which refers to the degree to which an 
individual perceives that the new system will improve their job performance, was also not 
found to be a significant determinant of SDN adoption. The findings in this study 
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revealed that organizational factors are more important to SDN integrators than personal 
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Appendix D: G*Power Graph 
Figure D1 
Power as a Function of Sample Size 
 
Note: The G*Power graph above depicts the linear regression modeling of the relationship 
between the sample sizes and the power of the sample. As the sample size increases, so does 
the power of the sample, enabling the researcher to consider best practices and to establish an 
a priori range of desired samples as they prepare for data collection. Adapted from “G*Power 
(Version 3.1.9.7) [Computer Software],” by F. Faul, E. Erdfelder, A. Buchner, and A.-G. 




arbeitspsychologie/gpower.html). In the public domain. 
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Appendix E: Unified Theory of Acceptance and Use of Technology Instrument 
Table E1 
Unified Theory of Acceptance and Use of Technology Instrument Constructs and Data 
Construct Instrument data 
PE1 I would find the system useful in my job. 
PE2 Using the system enables me to accomplish tasks more quickly. 
PE3 Using the system increases my productivity. 
PE4 If I use the system, I will increase my chances of getting a raise. 
EE1 My interaction with the system would be clear and understandable. 
EE2 It would be easy for me to become skillful at using the system. 
EE3 I would find the system easy to use. 
EE4 Learning to operate the system is easy for me. 
SI1 People who influence my behavior think that I should use the system. 
SI2 People who are important to me think that I should use the system. 
SI3 
The senior management of this business has been helpful in the use of the 
system. 
SI4 In general, the organization has supported the use of the system. 
FC1 I have the resources necessary to use the system. 
FC2 I have the knowledge necessary to use the system. 
FC3 The system is not compatible with other systems I use. 
FC4 A specific person (or group) is available for assistance with system difficulties. 
BI1 I intend to use the system in the next <n> months. 
BI2 I predict I would use the system in the next <n> months. 
BI3 I plan to use the system in the next <n> months. 
  
Note: PE refers to performance expectancy, EE refers to effort expectancy, SI refers to 
social influence, FC refers to facilitating conditions, and BI refers to behavioral intention. 
Adopted from "User Acceptance of Information Technology: Toward a unified view," by 
V. Venkatesh, M. G. Morris, G. B. Davis, and F. D. Davis, 2003, MIS Quarterly, 27(3), 




Appendix F: Scatterplot Matrix 
Figure F1 






Appendix G: SPSS Output 
Descriptive Statistics 
 
N Minimum Maximum Mean 
Std. 
Deviation Variance Skewness Kurtosis 





167 3.25 7.00 5.7829 .80171 .643 -.563 .188 .473 .374 
Effort Expectancy 167 3.00 7.00 5.6168 .84436 .713 -.630 .188 .233 .374 
Social Influence 167 2.00 7.00 5.3293 1.00079 1.002 -.656 .188 .468 .374 
Facilitating Conditions 167 2.75 7.00 5.1766 .78354 .614 -.386 .188 .520 .374 
Behavioral Intention 167 3.00 7.00 5.6707 .95549 .913 -.511 .188 -.443 .374 
Valid N (listwise) 167          
 
Descriptive Statistics 
 Mean Std. Deviation N 
Behavioral Intention 5.6707 .95549 167 
Performance Expectancy 5.7829 .80171 167 
Effort Expectancy 5.6168 .84436 167 
Social Influence 5.3293 1.00079 167 














Pearson Correlation Behavioral Intention 1.000 .588 .558 .603 .576 
Performance Expectancy .588 1.000 .723 .735 .469 
Effort Expectancy .558 .723 1.000 .697 .463 
Social Influence .603 .735 .697 1.000 .478 
Facilitating Conditions .576 .469 .463 .478 1.000 
Sig. (1-tailed) Behavioral Intention . .000 .000 .000 .000 
Performance Expectancy .000 . .000 .000 .000 
Effort Expectancy .000 .000 . .000 .000 
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Social Influence .000 .000 .000 . .000 
Facilitating Conditions .000 .000 .000 .000 . 
N Behavioral Intention 167 167 167 167 167 
Performance Expectancy 167 167 167 167 167 
Effort Expectancy 167 167 167 167 167 
Social Influence 167 167 167 167 167 


















Change df1 df2 
Sig. F 
Change 
1 .707a .500 .487 .68418 .500 40.440 4 162 .000 2.019 
a. Predictors: (Constant), Facilitating Conditions, Effort Expectancy, Social Influence, Performance 
Expectancy 













B Std. Error Beta 
Lower 
Bound Upper Bound Tolerance 
VI
F 
1 (Constant) .450 .444  1.013 .312 -.427 1.327   
Performance 
Expectancy 
.215 .109 .180 1.965 .051 -.001 .430 .367 2.7
21 
Effort Expectancy .127 .098 .112 1.291 .198 -.067 .321 .410 2.4
36 




.399 .079 .327 5.018 .000 .242 .556 .728 1.3
75 
a. Dependent Variable: Behavioral Intention 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
234 
 
1 Regression 75.720 4 18.930 40.440 .000b 
Residual 75.833 162 .468   
Total 151.553 166    
a. Dependent Variable: Behavioral Intention 
b. Predictors: (Constant), Facilitating Conditions, Effort Expectancy, Social Influence, Performance Expectancy 
 
Collinearity Diagnosticsa 













1 1 4.956 1.000 .00 .00 .00 .00 .00 
2 .019 16.144 .24 .01 .02 .29 .17 
3 .012 20.401 .33 .03 .04 .04 .81 
4 .007 25.804 .30 .01 .66 .50 .02 
5 .005 30.893 .13 .96 .28 .17 .00 
a. Dependent Variable: Behavioral Intention 
 
Residuals Statisticsa 
 Minimum Maximum Mean Std. Deviation N 
Predicted Value 4.0283 7.2114 5.6707 .67539 167 
Std. Predicted Value -2.432 2.281 .000 1.000 167 
Standard Error of Predicted Value .056 .267 .112 .039 167 
Adjusted Predicted Value 4.0879 7.2206 5.6708 .67586 167 
Residual -1.79390 1.90082 .00000 .67589 167 
Std. Residual -2.622 2.778 .000 .988 167 
Stud. Residual -2.655 2.841 .000 1.007 167 
Deleted Residual -1.83929 1.98700 -.00019 .70198 167 
Stud. Deleted Residual -2.706 2.905 .000 1.015 167 
Mahal. Distance .123 24.360 3.976 3.924 167 
Cook's Distance .000 .107 .008 .018 167 
Centered Leverage Value .001 .147 .024 .024 167 




Appendix H: SPSS Output for Model Without Effort Expectancy 
 
Model Summaryb 
Model R R Square 
Adjusted R 
Square 






Change F Change df1 df2 Sig. F Change 
1 .703a .494 .485 .68558 .494 53.146 3 163 .000 2.035 
a. Predictors: (Constant), Facilitating Conditions, Performance Expectancy, Social Influence 
b. Dependent Variable: Behavioral Intention 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 74.940 3 24.980 53.146 .000b 
Residual 76.613 163 .470   
Total 151.553 166    
a. Dependent Variable: Behavioral Intention 












Interval for B 
Collinearity 
Statistics 









1 (Constant) .568 .436  1.304 .194 -.292 1.428   
Performance 
Expectancy 
.272 .100 .229 2.728 .007 .075 .470 .441 2.2
65 




.413 .079 .338 5.231 .000 .257 .568 .741 1.3
49 




Appendix I: SPSS Output for Model Without Performance Expectancy 
Model Summaryb 
Model R R Square 
Adjusted R 
Square 






Change F Change df1 df2 Sig. F Change 
1 .698a .488 .478 .69016 .488 51.726 3 163 .000 2.009 
a. Predictors: (Constant), Facilitating Conditions, Effort Expectancy, Social Influence 
b. Dependent Variable: Behavioral Intention 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 73.913 3 24.638 51.726 .000b 
Residual 77.639 163 .476   
Total 151.553 166    
a. Dependent Variable: Behavioral Intention 













B Std. Error Beta 
Lower 
Bound Upper Bound Tolerance VIF 
1 (Constant) .761 .419  1.817 .071 -.066 1.587   
Effort Expectancy .206 .090 .182 2.277 .024 .027 .384 .493 2.02
8 




.418 .080 .343 5.252 .000 .261 .575 .739 1.35
4 
a. Dependent Variable: Behavioral Intention 
 
 
