Obtained empirical results indicate that the prediction by using the amended semi-parametric regression ensemble model is generally better than those obtained by using the other models presented in this study in terms of the same evaluation measurements. Our findings reveal that the estimation power of the modern statistical model is reliable and auspicious. The proposed model here can be used as a promising alternative forecasting tool for flood to achieve better forecasting accuracy and to optimize prediction quality further.
INTRODUCTION
lood prediction is a challenging task in climate dynamics and climate conjecture theory. Accurate and timely flood prognostication is important and essential for the planning, management, and development of water resources, in particular for spate warning systems. It can provide an information to help preventing casualties and damages caused by natural calamities [10] . For instance, a deluge warning system for fast responding catchments may require a quantitative flood forecast to increase the lead time for warning. Additionally, freshet prediction is one of the most complex and difficult elements of the hydrology cycle to understand and to modelize due to the complexity of involved atmospheric processes and the variability of inundation in space and time. Especially, Vietnam is a tropical and monsoon country, with high rates of rainfall and humidity that are affected by climate change. Floods happen more and more with an increasing frequency and devastation. To help people to subsist on floods, to reduce human and material losses to the minimum are the chief target of our Short-term flood forecasting with an amended semi-parametric regression ensemble model Le Hoang Tuan, and To Anh Dung F society. Short-term flood prediction is one of effective solutions for this problem.
Traditionally, autoregressive moving average (ARMA) has been used in modelling and forecasting water resource time series because such models are accepted as a standard representation of a stochastic time series [Maier and Danny, 1997] . The method that is based on a statistical technique makes use of classical statistics to analyze historical data with an objective to evolve methods for the formulation of flood forecasts [e.g., Box and Jenkins, 1976; Salas and Obeysekera, 1982; Sharma, 1985] . However, such models do not attempt to represent the non-linear dynamics inherent in the transformation of rainfall to runoff and therefore may not always perform well [Hsu et al., 1995] . Owing to the difficulties associated with non-linear model structure identification and parameter estimation, very few exactly non-linear system theoretic watershed models have been reported [Jacoby, 1966; Amorocho and Brandstetter, 1971; Ikeda et al., 1976] . In most cases, linearity or piecewise linearity has been assumed [Hsu et al., 1995] . Therefore it seems necessary that the conventionally applied modelling solutions be refined or supplemented to get improved performance by implementing new or different technologies.
To date, a plethora of rainfall-runoff models belonging to different categories is available for flood forecasting purposes. They include conceptual models that try to conceptualize many physical processes influencing the runoff, empirical models, and complex models that couple meteorologic and hydrologic patterns for flow forecasting. In the physical approach, the primary motivation is the study of physical phenomena and their understanding, while in the system theoretic accession the concern is with system's operations, not the nature of the system by itself or the physical law governing its operation [3] . Besides, we have several modern softwares which used in flood water-level forecasting, such as: MARINE, SSARR, TANK, NAM, MIKE11, DIMOSOP, HYDROGIS,…Most of the applied configurations are one dimensional hydrologic, hydraulic or hydro-dynamic models, that utilize St. Venant adequately simultaneous equations. They are the most popular flood forecasting models.
Nevertheless, the concept of coupling different models has been a widely accepted research topic in hydrologic forecasting, which has attracted scientists from other fields including Statistics, Machine Learning, and so on [11] . They can be broadly categorized into ensemble models and modular (or hybrid) forms. The principal idea behind ensemble models is to establish severally different or similar models for the same process and to integrate them together. Their success largely arises from the fact that they lead to improved accuracy that is compared to a single classification or a regression model. Typically, ensemble techniques comprise two phase: a) the production of multiple predictive models, and b) their combination. Recent work has been the main consideration the reduction of ensemble sizes prior to combination.
Recently, more hybrid forecasting approaches have been advanced to upgrade flood prediction accuracy and rapidity. Ashu Jain et al [4] have applied Hybrid neural network models in hydrologic time series forecasting. The proposed technique consists of an overall modelling framework, which is a conjunction of four time series models of auto-regressive type and four artificial neural network models. The obtained results in this study advise that the proposal of combining some strengths of conventional and artificial neural network performances dispenses a robust modelling framework capable of capturing the non-linear nature of multiple complicated time series and thus propagating authentic forecasts. Some lately investigations clearly expose that many hybrid models could equip an effective way to optimize forecasting accuracy and celerity that are achieved by either of the models used separately [6] .
Although it is easy for someone to find many applications of regression ensemble models in a variety of areas, such attempts have been limited in the model of flood forecasting. Unfortunately, there are hybrid linear methods or integrated non-linear techniques for flood forecasting. Some probable reasons for arduousness in prognosticating inundation are the complexity of atmosphereocean interactions and the uncertainty of the relationship between flood and hydrometeorological variables. The characteristic of deluge involves a rather complex system dynamics under the influence of numerous meteorological factors. They often contain both linear and nonlinear patterns so that this paper presents and demonstrates the applicability of an effective semiparametric regression ensemble model, which is coupled with appropriate data-preprocessing techniques by justified parametric estimations and suggested non-parametric solutions to upgrade the accuracy and velocity of short-term flood forecasting process. The daily and hourly flood water-level values at a given streamflow gauge station with different lead times, have been predicted in Long Xuyen quadrangular basin (a specific zone of the Lower Mekong Delta) in Vietnam. The paper also aims at an extensive evaluation of a semi-parametric regression ensemble model with pure parametric estimations and purified non-parametric solutions based on a model in short-term flood forecasting, and critical comments on their relative merits and limitations. Fig. 1 . 
The data
Daily 24-hours flood water-level values in fifteen years, from 1 st January, 2000 to 31 st December, 2014, were extracted from the weekly reports of the Regional Flood Management and Mitigation Centre, a division of Mekong River Commission. Besides, meteorological data at the same periods were also collected at several hydrographic stations. They include water-level, precipitation, evaporation, air-humidity, groundmoisture, wing-speeds, air-directions values, and so on. Then the data were divided into two separate groups randomly. The first group was used for training, and the second one was applied for testing and calibration. While model building, every seven successive days is gathered to establish sub-groups. In these groups, the five first daily flood values are the input elements and two remaining ones are the output constituents. Thus, in all, 87840 input-output data records were used successively for training and 43920 data records were used for testing application.
The objective is to model and to forecast daily flood water-level values with lead time of 1 and 2 days. Since the main purpose of this paper is to furnish citizens with short-term forecasted results, we do not carry out the algorithms for 3-days, 4-days and beyond. The final received results from the amended semi-parametric regression ensemble model, via a dimension-reduction subspace algorithm, justified parametric estimations and altered non-parametric solutions, could be helpful basic information for model adjusting, extending and upgrading. In other words, even though a larger lead time of model or forecast would be more useful to issues the flood warnings well in advance, a smaller lead time can help in making emergency reservoir operations and in cautioning the population at longer distances downstream or at many specific sites where a nearby river gauging station is not available. A habitual obstacle in modelling is that of use of a regression equation to predict the value of a dependent variable when the actual data have a number of variables to choose at independent variables in model. The choice of appropriate elements is very important for a complete model. Estimates of regression coefficients are likely to be unstable due to multi-colinearity in models with many independent variables. Before conjecturing relative parameters, the effective dimensionreduction subspace algorithm which was proposed by Arnak S. Dalalyan et al. [7] is used to eliminate some factors that slightly affect to a model. Then three justified linear regression models have been made in this paper for parsimony variables. They are stepwise multiple linear (SML) regression, partial least square (PLS) regression, and multirecursive regression (MR) methods. They are tried to different significant levels, to capture the linear characteristics of inundations.
THE BUILDING PROCESS OF THE SEMI-
Furthermore, we also execute non-parametric estimations via different methods. They involve ameliorated kernel smooth functions, modular spline techniques, and three modified algorithms in artificial neural network. They provide an interesting solution that theoretically can approximate any non-linear continuous function on a compact domain to any designed accuracy and velocity [4] . Several non-parametric estimations are employded in order to supply a plenty of efficient anwers for choosing the best suitable non-linear solution.
The artificial neural network is chosen in this paper because it learns by adjusting the interconnections among layers flexibility. When a network is adequately trained, it is able to learn a relevant output for a set of input data. There are some advantages when using a neural network for flood water-level modeling and forecasting, such as: neural network is designed to recognize a hidden pattern in data in a similar way to that of the human brain, neural network is useful when the underlying problem is either poorly defined or not clearly understood, its applications do not requrire a prerequisite knowledge about the studied process, and so on [12] . [10] . Due to the work about biasvariance trade-off of by Bretiman [8] , an artificial neural network regression model consisting of diverse models with much disagreement is more likely to have a good generalization [10] .
In this paper, three justified neural network algorithms that were suggested in [12] are applied together with several mention-aboved nonparametric estimations to obtain flood's non-linear characteristics.
Semi-parametric regression model
In recent years, semi-parametric regression model is a popular accepted regression model which has been widely applied to many fields such as economics, medical science and so on [2] . It is an emerging field that represents a fusion between traditional parametric regression analysis and newer non-parametric regression techniques. It synthesizes research across several branches of statistics: parametric and non-parametric regression, longitudinal and spatial data analysis, mixed, etc. It is also a deeply rooted field in applications and its evolution reflects the increasingly large and complex problems that are arising in science and industry [5] .
Parametric regression technique which realized the pure parametric thinking in curve estimations often does not meet the need in complicated data analysis. Some alternatives are highly flexible nonparametric regression solutions, the object of which is to estimate a regression function directly, rather is the nonparametrical part of model for local calibration so that it is better to fit responses value. So model includes the effects of parametrical element and the profits of non-parametrical part.
A solution can be achieved by minimizing the sum of squares equation
where 0 , is a tuning parameter which controls the tradeoff between goodness of fitting and complexity of our model. When 0 , the model interpolates the gene expression data, whereas, when , the model reduces to a simple linear model without (.) g [10] . Based on earlier works, especially many suggested iterative procedures in [10] , the resulting estimator is often called a partial spline. It is known because this estimator is assymtotically biased for the optimal choice when all components of depend on t . An asymtotic bias can be larger than a standard error.
Correlation between predictors is common in real data analysis.
Additionally, several kernel smooth functions are applied to solve the non-parametric estimations. They are listed in the Table 1 .
The semi-parametric regression ensemble
Flood forecasting problem is far from simple due to water-level, precipitation, evaporation, airhumidity, ground-moisture, etc. with high complexity, irregularity and noisy. In this paper, three altered linear regressions are used to capture flood's linear characteristics, while the rest of ameliorated solutions are capable of clutching nonlinear patterns in weather system. Ensemble the eight models may yield a robust method, and more satisfactory forecasting results may be obtained by combining linear regression part and non-linear regression model. Let y , respectively, be the forecasting output of linear regression models, while 4 y be the output of kernel smooth estimation and 5 y be the output of spline technique. Let , and 8 y , respectively, be the non-linear output of three modified artificial neural network models. Then the Principle Component Analysis (PCA) technique is utilized to extract an effective feature from all forecasting output matrix. So the semi-parametric regression ensemble (SRE) model H  2009  5  3  2  35100  1053  2010  5  3  2  52920  1587.6  2011  5  3  2  48600  1458  2012  5  3  2  45260  1340  2013  5  3  2  42170  1224  2014  5  3  2  40480  1150 is established. The above-mentioned solution can be summed up as follows: firstly, three different linear regression models are used to get linear forecasting outputs. Secondly, a plenty of algorithms training non-parametric estimations are used to get nonlinear prediction outputs. Thirdly, the PCA technique extracts ensemble members from linear and non-linear forecasting outputs. Finally, SRE is used to combine the selected individual forecasting results into a semi-parametric ensemble model. These ideas are shown by the following diagram in Fig. 2 . For the purpose of comparision, the paper has also established other three ensemble forecasting models. They are given by:
(1) simple average all the linear (SAL) forecasting outputs (6) where the weights of factors can be solved according to (1) in Section 2. Additionally, the credible intervals with different significant levels are proposed for testing purpose. They are built up relying on interval estimations of parametric and non-parametric regression models in [2] , [5] . They are one of criteria to evaluate the precision and suitability of a model. They are defined by is an extra value that is derived from the Gaussian distribution Appendix table in [2] , [5] , corresponding to a significant level , and S is a justified standard deviation of the model's sample.
The velocity of the model convergence is also investigated.
EMPIRICAL ANALYSIS AND RESULTS
Real-time flood data are obtained in fifteen years, from 1 st January, 2000 to 31 st December, 2014, in the Long Xuyen quadrangular basin, by observing six gauging stations. 87840 sample data records are uttilized to build the model, other 43920 data records are tested in modelling process.
Method of modelling is one-step ahead prediction, that is, the forecast is only one sample each time and the training sample is an additional one each time on the basis of the last training. A laptop, with CPU Intel core i5 processor, is used to grant for this research.
First of all, some candidate forecasting factors are selected from the hydrological-meteorological data, which includes: water-level, precipitation, evaporation, air-humidity, ground-moisture, and other meteorological/ physical elements from many weekly reports of the Regional Flood Management and Mitigation Centre, a division of Mekong River Commission. We can get twenty variables as the main forecasting factors. The original data are used as real outputs.
The configuration of some artificial neural network models, the number of iterations to achive an overall mean square error of the 1 (cm), are given in Table 2 and Table 3 for warning time of 1 and 2 days. Besides, maximum error (ME1), minimum error (ME2), average value of errors (AE), normalized maximum and minimum values (ME3 and ME4), maximum and minimum values of η (ME5, ME6) and α (ME7, ME8) are also given in Table 4 .
In order to measure an effectiveness of the proposed model, three types of errors, such as, normalized mean squared error (NMSE), mean absolute percentage error (MAPE) and Pearson Relative Coeeficient (PRC) error, which have been found in many papers, are also utilized here. Interested readers can be refered to [1] for more details. Moreover, Table 5 illustrates the fitting accuracy and efficiency of our model in terms of various evaluation indices for training samples. Fig. 4 shows forecasting of testing samples by using different models, which are used to predict the flood water-level values of 701 testing samples for comparision. Many received results reveal that learning ability of a semi-parametric regression ensemble outperforms the other models under the same input conditions. Another important factor to measure performance of a method is to check its forecasting ability of testing samples for actual inundation events. Table 6 shows the forecasting performance of various modes from different perspectives in terms of plentiful evaluation indices. From the graphs and tables, we can generally see that the forecasting results are very promising for all flood regions under study either where the measurement of fitting performance is goodness of fit such as NMSE or where the forecasting performance effective is PRC (refer Table 5 and Table 6 ).
On the other hand, from the presented experiments in this study, we can draw that the semi-parametric regression ensemble model is superior to other models about the fitting and testing cases in terms of different measurements. There are many reasons for this phenomenon. Firstly, the inundations contain complex linear and non-linear patterns, the proposed model can extract sophisticated trends and can find many structures in flood time series. Using different kernel function forms of an effective non-linear mapping, together with spline algorithms and several modified artificial neural network solutions, we can establish several effective and suitable non-linear mappings for flood forecasting. Secondly, the output of different models has a high correlative relationship, a high noise, non-linearity and complex factors. If the suggested technology does not reduce the dimension of data and does not extract main features, the results of a model is unstable. At last, SRE is used to combine some selected individual flood forecasting results into a semi-parametric regression ensemble model, which keeps the flexibility of both linear and non-linear models. So the proposed semi-parametric regression ensemble model can be utilized as a feasible approach to short-term flood forecasting.
CONCLUSION
Accurate flood forecasting is crucial for a frequent unanticipated flood region to avoid life losing and economic loses. This study proposes using a semi-parametric regression ensemble forecasting model that combines a linear regression part and a non-linear element to predict flood based on PCA technique. In terms of empirical results, we find that across numerous forecasting models for the short-term forecasting samples of regions in Long Xuyen quadrangular basin, on the basis of different criteria, the amened semi-parametric regression ensemble model performs the best.
In the process of testing samples of the proposed semi-parametric regression ensemble model, the NMSE is the lowest and the PRC is the highest, indicating that the suggested regression ensemble forecasting model can be accepted as a reliable alternative solution for short-term flood forecasting.
Moreover, a semi-parametric regression ensemble model can provide more reference information for future prediction, has no unreliable information. Those results indicate that the proposed model here can be applied as a promising alternative forecasting tool for flood to achieve better forecasting accuracy and to optimize prediction quality and velocity further. The model should be continued to develop and apply in our real world, emphasized in other regions that have some similar characteristics to the studied area. Dự báo lũ lụt ngắn hạn bằng mô hình tập hợp hồi quy bán tham số có cải biên Lê Hoàng Tuấn, Tô Anh Dũng
