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Abstract 
      High-pressure experiments on hydrogen-rich compounds provide crucial data for the rational 
design of hydrogen storage materials. Ethylenediamine bisborane (EDAB), 
BH3·NH2CH2CH2NH2·BH3, is one of the prime candidates for this role due to its high hydrogen 
content (10 wt%) and good kinetic stability under ambient conditions. Previous studies of EDAB 
using in situ Fourier-transform infrared (IR) spectroscopy, Raman spectroscopy, and synchrotron 
X-ray diffraction (XRD) techniques suggested that EDAB undergoes two possible phase 
transitions in the pressure range of 0 to 17 GPa. However, the crystal structures of the two new 
phases arising in these transitions remained unknown due to experimental challenges of in situ 
structural characterization under high pressures. In this study, we perform Kohn–Sham density 
functional theory (DFT) calculations and identify the structures of the two high-pressure phases of 
EDAB. Our results confirm that EDAB undergoes two structural transformations. The first one is 
at 1 GPa from the orthorhombic Pbca ambient-pressure structure (phase I) to the monoclinic P21/c 
structure (phase II). The second is at 8 GPa from phase II to another structure (phase III) of the 
monoclinic P21/c symmetry, which remains the dominant phase up to at least 17 GPa. The 
mechanism of these phase transitions is attributed to the formation of dihydrogen bonding 
frameworks, revealed by DFT calculations. 
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Summary for Lay Audience 
      Hydrogen-rich chemical compounds have long attracted attention as efficient carriers of 
elemental hydrogen―a renewable and environmentally friendly potential replacement for fossil 
fuels. Because hydrogen uptake and release by these compounds is controlled by varying 
temperature and pressure, it is essential to understand how they behave under compression. Several 
specific compounds that can store and release hydrogen have been proposed and investigated so 
far. One of them, called  ethylenediamine bisborane (EDAB), was studied by Dr. Song's group at 
Western using optical spectroscopies and X-ray diffraction techniques. The experimental 
observations suggested that EDAB undergoes two possible structural changes when the pressure 
rises from atmospheric to 17 gigapascals (GPa). However, the crystal structures of those two new 
phases could not be determined due to the challenges of interpreting the experimental data. In this 
work, we performed quantum-mechanical calculations to identify the crystal structures of two new 
high-pressure phases of EDAB. We confirmed that EDAB undergoes two transformations near 1 
and 8 GPa, respectively, and determined their crystal structures. Our calculations also shed light 
on how the molecules of EDAB re-orient themselves under applied pressure. These findings 
contribute to the fundamental understanding of the high-pressure chemistry of EDAB and will help 
the development of new hydrogen storage materials. 
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1   Introduction 
1.1   High-pressure materials science and technology 
      As a physical parameter and a fundamental thermodynamic variable, pressure has one of the 
largest ranges in the universe, spanning over 60 orders of magnitude from 10−32 atmosphere (atm) 
pressure in intergalactic space to 1028 atm at the center of neutron stars. When materials are 
subjected to extremely high pressures, they can exhibit substantial changes in chemical bonding, 
giving rise to novel phases and new chemical reactions not observed under the atmospheric 
pressure [1–12]. Recently, the science of high-pressure materials has become an active research 
area that inspires scientists to explore the limits of our knowledge of matter. 
      High pressure can effectively shorten the inter-molecular and intra-molecular bond lengths in 
materials. According to quantum mechanics, mechanical compression of chemical bonds reduces 
the space available to the electrons and steeply increases their kinetic energy [13–15]. Figure 1.1a 
illustrates such a scenario of the electronic energy evolution as a function of bond length changes 
induced by high pressures, while Fig 1.1b shows the buildup of electron density between atoms 
caused by high pressure. This suggests that new classes of materials with novel properties can be 
generated by applying high pressure. For instance, polymeric nitrogen, a potential high-energy-
density material, can be formed from N2 molecules by the destabilization of one nitrogen triple 
bond to three single bonds under high pressure and temperature [16,17]. As another example, the 
novel LaH10 under high pressure can achieve superconductivity with the highest critical 
temperature among all superconducting materials synthesized so far [18]. Figure 1.2 shows the 
crystal structures of the materials mentioned above. These novel materials demonstrate the 
importance of high-pressure technology in searching for new materials. 
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Figure 1.1:  (a) The evolution of the total, electronic kinetic, and electronic potential energies with 
the interatomic distance [2]. (b) Building up electron density between atoms by shortening 
chemical bonds under compression [19]. 
 
 
                  
Figure 1.2: Novel materials discovered in high-pressure studies. (a) Polymeric nitrogen [16,17]. 
(b) Superconductor LaH10 [18]. 
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      Technically, there are two ways to generate high-pressure conditions: dynamic and static. 
Dynamic compression is generated by shock waves, and can provide invaluable information about 
time-dependent transformations at pressures of up to a tera-pascal [20]. Currently, dynamic 
compression technologies are used to synthesize novel materials. 
     Static compression is generated by the diamond anvil cell (DAC), a device widely used for 
high-pressure experiments under laboratory conditions. DAC can generate high pressures up to 
200 gigapascals (GPa), and possibly up to about 770 GPa [12,21–25]. Figure 1.3 shows the 
schematic of a symmetric DAC. In DAC experiments, a sample is loaded between the culets of 
two diamonds anvils and then sealed by gaskets. The ruby calibration is applied for accurate 
pressure measurements using the shift in ruby fluorescence. In order to control applied pressure, a 
force-generation device as one of the main components in the DAC apparatus is applied using 
either a lever arm or tightening screws. For an opposed diamond anvil device with small flat areas, 
the pressure P created in the DAC is given by the equation: 
                                                                         
F
P
S
= ,                                                               (1.1) 
where F is the applied force and S is the area of the diamond anvil. The principle of high pressure 
generated by the DAC is relevant to the typical culet sizes of diamond anvils, which are about 
100–250 microns. Therefore, extremely high pressures can be obtained by applying a moderate 
force to a very small area. 
      To probe chemical and physical changes in materials at high pressures, advanced tools such as 
optical and vibrational spectroscopies (both IR and Raman spectra), x-ray and neutron scattering 
methods are commonly used [27–32]. However, these techniques rarely provide enough 
information to identify structural changes. By contrast, electronic structure calculations can predict 
crystal structures and dynamic changes under compression and may be applied to simulate 
pathways of pressure-induced phase transitions. In particular, density functional theory (DFT) 
calculations of materials under high pressures have enabled significant progress, ranging from 
structure determination and spectroscopic prediction to phase-transition diagrams [29,33–40]. An 
overview of the prevailing computational methods used in high-pressure materials research is 
provided in Section 1.3. 
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Figure 1.3: Photograph and enlarged schematic image of a DAC [26]. 
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1.2   Hydrogen storage materials 
 
      Modern industrial production and transportation heavily rely on petroleum, natural gas, and 
coal. Unfortunately, consumption of these fuels releases into the atmosphere huge amounts of 
carbon dioxide, environmentally harmful carbon particulates, and nitrogen oxides. In this context, 
elemental hydrogen has long attracted considerable interest as a potential energy carrier due to its 
natural abundance and environmental friendliness [41–43]. Previously developed solid-state 
hydrogen storage materials with high gravimetric and volumetric hydrogen density are essential 
in the transportation and utilization of hydrogen [44]. 
      Ammonia borane (NH3·BH3) has been considered as one of the particularly promising 
hydrogen storage materials because of its high hydrogen content (19.6% by mass) and stability 
under ambient conditions [45–49]. The production of elemental hydrogen from ammonia borane 
is realized via the following sequential thermal dehydrogenation processes: 
                             Stage 1:    (H3NBH3)n → (H2NBH2)n + nH2,         T > 100 ℃ 
                             Stage 2:    (H2NBH2)n → (HNBH)n + nH2,            T > 160 ℃ 
                             Stage 3:    (HNBH)n → (NB)n + nH2,                     T > 500 ℃ 
      Due to its excellent properties as a hydrogen storage material, NH3·BH3 has attracted 
considerable attention of high-pressure scientists. Under ambient conditions, this compound 
adopts a tetragonal structure of I4mm symmetry [50]. Early spectroscopy studies suggested that 
NH3·BH3 undergoes two phase transitions upon compression to 4 GPa [51,52]. Later, Lin et al. 
[53] and Xie et al. [28] reported other new phase transformations of NH3·BH3 around 20 GPa 
using Raman spectroscopy and a combination of IR/Raman spectroscopy, respectively. With the 
implementation of X-ray diffraction and DFT calculations on NH3·BH3, a new orthorhombic 
structure of Cmc21 symmetry was established at pressures above 1.5 GPa [54,55] and another new 
triclinic structure of P1 symmetry was proposed at 8 GPa [56]. Using in situ low-temperature 
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Raman spectroscopy, Liu and Song extended the phase diagram of NH3·BH3 from 0 to 15 GPa in 
the temperature range of 80 to 350 K [57]. Almost at the same time, a new phase of NH3·BH3 of 
P21 symmetry at 12.9 GPa was reported by using X-ray diffraction and DFT calculations [27]. 
More recently, a new phase transition of NH3·BH3 was observed at 27 GPa using high-pressure 
Raman spectroscopy study up to 65 GPa [58]. All these high-pressure studies on NH3·BH3 have 
been helpful for developing improved hydrogen storage materials. 
      In order to understand the nature of phase transitions of hydrogen storage materials at high 
pressures, theoretical calculations are usually applied to predict new phases and give insights into 
how stored hydrogen can be released at appropriate conditions. As an example, two different 
decomposition pathways of NH3·BH3 were proposed by John et al. [59] using DFT calculations at 
atmospheric pressure and 6 GPa. In addition, computational studies on NH3·BH3 proved that the 
N-H…H-B interaction plays an important role in phase transitions and can facilitate the release of 
molecular H2 from solid structures [27,60]. More examples of computational studies on hydrogen 
storage materials are listed in Table 1.1; the methodologies chosen to implement the DFT 
calculations will be discussed in more detail in Section 1.3. 
      Practical application of NH3·BH3 as a hydrogen storage material faces multiple technological 
challenges including slow decomposition kinetics, relatively high initial temperature of the 
reactions, and harmful by-products (ammonia or borazine) that damage the fuel cell. Therefore, 
significant effort has been made to address these issues through the use of nanoscaffolds, base-
metal catalysis, ionic liquids, doping, and structural modification of NH3·BH3 derivatives. For 
instance, substituting one or more hydrogen atoms in NH3·BH3 by organic groups or metal ions 
leads to various new compounds such as methylamine-borane (MenH3−nN·BH3 (n = 1–3)), sodium 
amidoborane (NaNH2BH3), and bimetallic amidoborane (Na[Li(NH2BH3)2]) [61–71]. These 
derivatives of NH3BH3 show significantly enhanced dehydrogenation performance relative to 
NH3·BH3. 
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Table 1.1: Computational studies of hydrogen storage materials at high pressures. 
Material 
Pressure 
range 
DFT functional 
Computational 
packages 
Major Findings Reference 
Diborane 
(B2H6) 
0–200 GPa 
LDA, PBEsol, 
HSE06 
Quantum Espresso, 
USPEX 
New high-pressure phases, 
superconductivity, and simulated 
Raman spectra 
[29,39] 
Ammonia 
borane 
(NH3BH3) 
0–40 GPa vdW-DF, PBE, LDA 
Quantum Espresso 
and VASP 
New high-pressure phases, 
evolutionary investigation of 
dihydrogen bonds, simulated X-ray 
diffraction patterns, H2 formation in   
NH3·BH3 
[27,59,60] 
Lithiumamido
-borane  
(LiNH2BH3) 
0–100 GPa PW91 VASP New high-pressure phases [32] 
Lithium 
amide 
(LiNH2) 
0–25 GPa PBEsol CASTEP New high-pressure phases [72] 
CaH4 0–116 GPa PBE VASP 
New high-pressure phases and 
simulated Raman spectra 
[73] 
LaH10 0–230 GPa PBE 
Quantum Espresso, 
VASP 
New high-pressure phases, 
superconductivity  
[74] 
8 
 
      An essential feature of NH3·BH3 and its derivatives relevant to their ability to store and release 
hydrogen is the presence of so-called dihydrogen bonds. As is well known, the conventional 
hydrogen bond is formed by a proton donor (X) and an atom with a lone electron pair (Y) in the 
form of X-H···Y. Similarly, most of NH3·BH3 and its derivatives with protonic N-H and hydridic 
B-H groups can form dihydrogen bonds N-Hδ+···δ-H-B via charge-transfer interaction. This 
requires that the intermolecular H···H distance be shorter than the sum of the van der Waals (vdW) 
radii, typically in the range of 1.7–2.2 Å [75]. Figure 1.4 shows the N-H…H-B framework between 
two NH3BH3 molecules. The hydrogen release in the dehydrogenation process of NH3·BH3 is 
believed to initially undergo an induction process, where the dihydrogen network of NH3·BH3 is 
disrupted to promote hydrogen release through dehydrocoupling [76]. Using electronic structure 
calculations, Patwari [77] suggested that dihydrogen bonding plays an important role in H2 
elimination from NH3·BH3 network via ŋ
2-H2 complex as an intermediate. In this thesis, the 
evolution of N-H…H-B frameworks will be discussed in Chapter 5. 
                              
Figure 1.4: The dihydrogen bonding framework (N-H…H-B) between NH3BH3 molecules [67].  
 
1.3   Overview of computational methods for materials at high 
pressures 
      In general, there are two types of theoretical simulation techniques for studying materials at 
high pressures. Techniques of the first type, used for static and dynamic calculations of pressure-
induced structural changes, include DFT, quantum Monte-Carlo, and molecular dynamics. 
Techniques of the second type, concerned with structure search, include simulated annealing, 
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random sampling, generic algorithms, and swarm optimization algorithms [12]. Most techniques 
of both types rely on DFT calculations to provide total energies and enthalpies of the system. 
Moreover, DFT calculations implemented for condensed-matter physics are also used for 
simulating electronic band structures as well as vibrational and nuclear magnetic resonance (NMR) 
spectra. The theoretical principles of DFT will be discussed in Chapter 2.  
      Examples of software packages widely used for static and dynamic calculations include: 
Quantum Espresso [78], VASP (Vienna Ab Initio Simulation Package) [79], CASTEP (Cambridge 
Serial Total Energy Package) [80], CPMD (Car–Parrinello Molecular Dynamics) [81], CRYSTAL 
[82], CP2K [83] and SIESTA (Spanish Initiative for Electronic Simulations with Thousands of 
Atoms) [84]. All of them have the capability to perform molecular dynamic simulations and 
calculate thermodynamic structure changes under compression. Moreover, Quantum Espresso, 
VASP, CASTEP, CRYSTAL, and CP2K can also be applied to simulate IR and Raman spectra of 
condensed phases. CASTEP and CRYSTAL can also perform solid-state NMR calculations. 
     Over the past decade, several simulation packages have been developed and used to predict 
crystal structures of materials at high pressures [29,85–87]. For instance, the AIRSS (Ab Initio 
Random Structure Searching) [88] package was developed by using stochastic sampling of 
configuration space with the possibility to use symmetry, chemical, and physical constraints. Now 
it is widely used to simulate crystals, low-dimensional materials, and clusters. The CALYPSO 
(Crystal Structure Analysis by Particle Swarm Optimization) package [89] performs particle 
swarm optimizations for crystal structure analysis and has been used to predict superconducting, 
super-hard and energetic materials. Another popular package is the XtalOpt (Evolutionary Crystal 
Structure Prediction) [90]. Finally, the USPEX (Universal Structure Predictor: Evolutionary 
Xtallography) [91,92] package developed by Oganov and co-workers, offers several methods 
including evolutionary search, random sampling, evolutionary meta-dynamics, and transition path 
sampling. The USPEX package has been successful in the efficient and accurate prediction of 
molecular crystals for studies of materials under high-pressures, such as novel high-pressure 
phases of NaCl3, Mg3O2, Mg(BH4)2, MgSiO3, and Al2O3 systems [93–97]. 
      In this thesis, we employed Quantum Espresso and USPEX, details of which are provided in 
Chapter 2. Table 1.2 summarizes all the computational methods mentioned here.
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Table 1.2: Computational packages applied to high-pressure materials science. 
Electronic 
structure 
computation 
Basis set Pseudopotentials License 
Open 
source 
software 
Examples of study 
Quantum 
Espresso 
Plane-wave 
Norm-conserving and 
ultrasoft 
Free Yes 
High-pressure studies in ammonia 
borane [27] and diborane [29,39,40] 
VASP  Plane-wave Ultrasoft 
Academic, 
commercial 
Yes 
High-pressure phase determinations 
in  LiNH2BH3 and NaNH2BH3 
[33,34] 
CASTEP Plane-wave Norm-conserving 
Academic, 
commercial 
Yes 
Investigation of the structural and 
mechanical properties of type-VIII 
Ba8Si46 clathrate [98] 
CPMD Plane-wave 
Goedecker–Teter–
Hutter-type and 
norm-conserving 
Academic Yes 
Investigations of quantum nuclear 
dynamics of protons within layered 
hydroxides [99] 
CRYSTAL Gaussian All-electron Gaussian 
Academic, 
commercial 
No 
Structure and thermodynamic 
properties investigations in NaMgH3 
perovskite [100] 
CP2K 
Gaussian and 
plane-wave 
All-electron 
Goedecker–Teter–
Hutter-type and 
Gaussian 
Free Yes 
Periodic continuum solvation model 
integrated with first-principles 
calculations for solid surfaces [101] 
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SIESTA 
Numerical atomic 
orbitals 
Norm-conserving Free Yes 
High-pressure studies in PbTe [102] 
and semiconducting germaniums 
[103] 
Crystal 
structure 
prediction 
Algorithms 
Electronic structure 
packages 
License 
Open 
source 
code 
Examples of study 
USPEX 
Evolutionary 
algorithms, 
random sampling, 
evolutionary meta-
dynamics, and 
transition path 
sampling 
Quantum Espresso, 
VASP, 
CASTEP, CP2K, and 
SIESTA 
Academic, 
commercial 
Yes 
High-pressure phase predictions of 
diborane [29], ZnCO3 [104], Fe7N3 
and Fe7C3 [105] 
AIRSS 
Stochastic sampling 
of configuration 
space 
VASP and CASTEP Free Yes 
High-pressure phase predictions of 
Arsenic [106], Fe7N3 and Fe7C3 [105] 
CALYPSO 
Particle swarm 
optimization 
Quantum Espresso, 
VASP, and CASTEP 
Academic, 
commercial 
Yes 
High-pressure phase predictions of 
Weyl semimetal NbAs and NbP 
[107] 
XtalOpt 
Evolutionary 
algorithms 
Quantum Espresso, 
VASP, CASTEP, and 
SIESTA 
Free Yes 
Crystal structure prediction in super-
hard materials [108] 
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1.4   Scope of this study 
      As stated above, ammonia borane has a large number of derivatives. In this thesis, we focused 
on one particular derivative of NH3·BH3 named ethylenediamine bisborane (EDAB), 
BH3·NH2CH2CH2NH2·BH3 (space group: Pbca). Figure 1.5 shows a unit cell of EDAB under 
ambient pressure [109]. EDAB is more stable than NH3·BH3 at temperatures below 100 ℃ and 
releases ca. 10 wt% of molecular hydrogen between 100–200 ℃ at ambient pressure, without 
detectable impurities [44,109–112]. Neiner et al. [113] showed that the rate of hydrogen release 
of EDAB is faster than that of NH3·BH3 at temperatures above 120 ℃. These properties make 
EDAB a promising candidate for a hydrogen storage material. 
      In order to investigate the phase transitions of EDAB under high pressures, Wang et al. [114] 
applied a combination of in situ Fourier-transform infrared (IR) spectroscopy, Raman 
spectroscopy and synchrotron XRD techniques. The changes in spectroscopies and X-ray 
diffraction suggested two phase transitions at around 1.0 and 8.0 GPa in a pressure range of 0–17 
GPa, as shown in Figure 1.6 [114]. In this study, we employ Kohn–Sham DFT calculations to 
identify the experimentally suggested phase transitions of EDAB and to determine crystal 
structures of these new phases. We also investigate the evolution of dihydrogen bonding 
frameworks in EDAB upon compression and report new insights into these phase transitions. Our 
computational results reveal new polymorphs of EDAB where the transformation mechanism can 
be analyzed using structural information. These findings contribute to the fundamental 
understanding of the structure-property relationship, which is helpful for the development of 
aminoborane-based hydrogen storage materials. 
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Figure 1.5: The unit cell of EDAB (space group: Pbca, a = 10.761 Å, b = 8.172 Å, c = 8.131 Å) 
at ambient pressure. There are four molecules per unit cell [109]. 
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Figure 1.6: Synchrotron XRD patterns of EDAB under compression at room temperature, * and 
# mark the appearance of new peaks in phase II and phase III [114]. 
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2   Computational methodology 
2.1   Kohn–Sham density functional theory 
      The Kohn–Sham [115,116] density functional theory (DFT) is a quantum-mechanical method 
for exploring the electronic structure of many-electron systems (atoms, molecules and solids). In 
this theory, electronic properties are determined by using an energy functional of the ground-state 
electron density, 𝜌(r). The central part of the Kohn–Sham DFT is the one-electron Schrödinger 
equation for a fictitious system of non-interacting electrons with the same ground-state density as 
that of the system of interacting electrons. The Kohn–Sham wave function is a single Slater 
determinant constructed from a set of orbitals that are the lowest-energy solutions to the following 
equation: 
                                                        ( ) ( ) ( )2 eff
1
2
i i iv   
 
−  + = 
 
r r r .                                             (2.1) 
This is an eigenvalue equation in which ɛi is the energy of the Kohn–Sham orbital ϕi and ρ (r) is 
given by: 
                                                                 ( ) ( )
2
1
i
i
 
=
=r r
occ.
.                                                                 (2.2) 
The total energy functional in the Kohn–Sham DFT has the form: 
                                               ( ) ( )XC extsE T J E v d    = + + +  r r r ,                               (2.3) 
where [ ]sT   is the total kinetic energy of non-interacting electrons, given by: 
                                                          ( ) ( )2
1
1
2
s i i
i
T d  
=
= −  r r r
occ.
,                                                (2.4) 
and J[𝜌] is the energy of the Coulomb self-repulsion of the electron density 𝜌: 
                                                    
( ) ( )1
2
J d d
 
 =
−
 
r r
r r
r r
'
'
'
 .                                                 (2.5) 
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In Eq. (2.3), XC[ ]E  is the exchange-correlation energy functional. Variation of the total energy 
functional with respect to a set of Kohn–Sham orbitals ϕi under appropriate constraints [117] yields 
the Kohn–Sham potential, given as: 
                                           ( ) ( )
( )  
( )
'
XC'
'eff ext
E
v v d
  

= + +
−

r
r r r
rr r
,                                       (2.6) 
where the 
 
( )
XCE 
 r
is the exchange-correlation potential. The exchange-correlation potential and 
the corresponding energy functionals are unknown. Thus, approximate density functionals have 
been developed and will be briefly discussed in the following sections. 
 
2.1.1   LDA functional 
      In the local density approximation (LDA) [118], the exchange-correlation energy density 
depends only on 𝜌(r) at each point in space. The exchange-correlation energy of the LDA type is 
given by: 
                                                           ( ) ( )LDAXC XCE d   =  r r .                                                         (2.7) 
The LDA for the exchange energy of a homogenous electron gas is known analytically: 
                                                          ( )
1
4
3
LDA 3
X
3 3
4
E d 

 
= −  
 
 r r .                                                 (2.8) 
There are several available analytical expressions for the correlation energy 𝐸C
LDA [𝜌 ] of the 
homogenous electron gas interpolating between the known exact high- and low-density limits. 
Using different analytical forms for the correlation energy per electron, ɛc(𝜌), various approaches 
lead to several LDA parametrizations of  the correlation functional, including Vosko–Wilk–Nusair 
(VWN) [119], Perdew–Zunger (PZ81) [120], Cole–Perdew (CP) [121] and Perdew–Wang (PW92) 
[122]. 
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2.1.2   PBE functional 
      It is known that the LDA tends to underestimate the exchange energy and overestimate the 
correlation energy [123]. To deal with this limitation, approximations in terms of the gradient of 
the density to account the non-homogeneity of the true electron density have been proposed. These 
functionals are referred to as generalized-gradient approximations (GGA) [124]. The exchange-
correlation energy of a GGA type is given by: 
                                                         ( ) ( )GGAXC XC ,E d    =  r r ,                                            (2.9) 
where XC (𝜌,▽𝜌) is the exchange-correlation energy per electron.  
      In general, GGA can reliably reproduce experimental molecular structures and ground-state 
energy. For our studies on high-pressures induced structural transformations, we have employed 
two GGAs: the Perdew–Burke–Ernzerhof (PBE) functional [125] and its modification for solids 
(PBEsol) [126]. 
      Any approximate exchange functional should reduce to Eq. (2.8) when the electron density 
becomes constant. Deviations from homogeneity are described with the exchange-enhancement 
factor [127]. This factor is Fx ≤ 1.804. Applying these conditions, Perdew, Burke, and Ernzerhof 
proposed a non-empirical exchange-correlation functional with the PBE exchange part of the form: 
                                                        ( ) ( )
1
4
3
PBE 3
X
3 3
4
XE F s d

 
= −  
 
 r r .                                 (2.10) 
The PBE enhancement factor is: 
                                                              ( )
2
PBE
X 2
1
1
s
F s
s
k


= +
+
,                                               (2.11) 
where k = 0.0804 and μ = 0.21951 is a parameter determined by the condition that the second-
order gradient coefficient for the exchange contribution cancel the corresponding counterpart for 
the correlation contribution. This value ensures that the PBE exchange-correlation can reach LDA 
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in the slowly varying density regions. The correlation part of the PBE functional has a more 
complicated expression which may be found in Ref. [125]. 
 
2.1.3   PBEsol functional 
      Due to its non-empirical and relatively simple form, the PBE functional has become the 
workhorse for computational condensed-matter studies. It is also known that PBE can overestimate 
bond lengths as well as lattice parameters by 1 %. Therefore, its revision, PBEsol, has been 
developed by Perdew et al. in 2008 [126]. PBEsol differs from PBE in that it uses the value µ = 
10/81 ≈ 0.12346, which is about half as large as μ = 0.21951 of the PBE functional. PBEsol has 
been demonstrated to give more accurate results for solids than PBE [125]. For this reason, we 
also employed the PBEsol functional to study crystal structures at high pressures [128].    
 
2.1.4   Van der Waals density functional 
      The van der Waals force is a distance-dependent interaction between atoms or molecules. It is 
different from the interactions responsible for the formation of ionic or covalent bonds because the 
van der Waals (vdW) forces vanish more quickly with distance between interacting molecules. At 
ambient or lower pressures, van der Waals forces can play a key role in molecular crystals. Thus, 
the van der Waals density functional (vdW-DF) [129] has been developed to account for 
noncovalent interactions in electronic structure calculations. 
      In vdW-DF, the functional energy is defined as: 
                                                       GGA LDA NL
X C C= + +E E E E ,                                                   (2.12) 
where NL
CE is a nonlocal functional. In the Quantum ESPRESSO package, nonlocal functionals 
called vdW-DF1 and vdW-DF2 have been implemented. The development of these functionals 
involves physical principles such as the local field response function and irreducible correlation 
19 
 
 
function. The functional derivative of the nonlocal energy functional 
NL
CE for the corresponding 
potential is straightforward [130,131]. 
 
2.2   Periodic structures and plane waves 
      Unlike atoms and molecules, crystal structures are usually represented as infinite periodic 
systems. For Kohn–Sham DFT calculations of periodic systems, Bloch waves are normally used, 
which have the following form: 
                                                            ( ) ( ) ( )exp i u = k kr k r r ,                                               (2.13) 
where uk(r) is a periodic real-space function with the same periodicity as the crystal lattice. The 
functions exp(ik·r) are called plane waves. Eq. (2.13) expresses a result known as Bloch’s theorem. 
It means that if the potential has some periodicity, the corresponding wave function has the same 
periodicity. The space of r vectors is called real space, and the space of k vectors is called 
reciprocal space (or k space). In fact, k is the Bloch wave vector. The basis vectors of the real 
space and the reciprocal space are related by: 
                            
( ) ( ) ( )
2 3 3 1 1 2
1 2 3
1 2 3 2 3 1 3 1 2
2 , 2 , 2
  
=  =  = 
     
a a a a a a
b b b
a a a a a a a a a
 ,                  (2.14) 
where ai are the lattice vectors defining positions in real space, while bi are the reciprocal-lattice 
vectors. 
 
2.3   k-point mesh in Brillouin zone 
      The primitive cell in the reciprocal space is known as the first Brillouin zone. In Kohn-Sham 
DFT calculations on periodic systems, integrations of various physical quantities within the 
Brillouin zone can be replaced by the numerical summation over a finite k-point mesh. It can be 
calculated by the following equation with a k-point mesh, 
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1
( ) ( )
n
j j
j
f x dx c f x
=
 ,                                                          (2.15) 
 
where cj is a numerical weight. In this work, we employed the Monkhorst-Pack scheme [132] for 
the k-point mesh selection. In the Monkhorst-Pack scheme, k points are uniformly distributed 
within the primitive unit cell according to 
                                                                    1 1 2 2 3 3= + +u u uk b b b ,                                                            (2.16) 
where bi are the reciprocal lattice vectors, and           
                                           
2 1
2
i
i
i
m M
u
M
− −
= , m = 1, 2, 3,…, Mi; and i = 1, 2, 3.                            (2.17) 
The general form of this mesh is M1 × M2 × M3. 
 
2.4   Kinetic energy cutoff 
      In Eq. (2.13), the function uk(r) is periodic in space and can be expanded in terms of a special 
set of plane waves: 
                                                             ( ) ( )expu c i= k G
G
r G r ,                                                   (2.18) 
where the summation is over all vectors defined by G = m1b1 + m2b2 + m3b3 with integer values 
for mj. For any real-space lattice vector aj, G · aj = 2πmj. Substituting Eq. (2.18) to Eq. (2.13) gives: 
                                                        ( ) ( )expc i += +   k k G
G k
r k G r
+
 .                                            (2.19) 
This infinite summation can be truncated to include only solutions with a kinetic energy less than 
a predetermined value: 
                                                                       
2
cut
cut
2
G
E =  .                                                           (2.20) 
The infinite sum then reduces to: 
                                                   ( ) ( )exp
cutG
c i +
+ 
= +   k k G
k G
r k G r  .                                  (2.21) 
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      In general, the accuracy of calculations on periodic systems can always be systematically 
improved by increasing the kinetic energy cutoff, which necessarily entails a higher computational 
cost. Therefore, it is crucial to test convergence of the total energy at the very beginning in order 
to keep a balance between computational cost and accuracy. 
 
2.5   Pseudopotentials 
      Usually, core electrons are not important in defining chemical bonding and physical properties 
of materials. In practical calculations on periodic systems, core electrons are often replaced by 
pseudopotentials. A pseudopotential replaces the core electrons with a smoothed potential function 
chosen to match various important physical and mathematical properties of the true ion core. 
Hydrogen is a special atom with valence electron and no core electrons. However, the 
pseudopotential for hydrogen atom is also used to smooth out the electron density near hydrogen 
nuclei and thereby significantly reduce the number of plane waves required. One of the most 
widely used methods of defining a pseudopotential is due to Vanderbilt [133]. Vanderbilt 
pseudopotentials are also known as ultrasoft pseudopotentials (USPPs). 
      The construction of pseudopotentials requires orbitals of core and valence electrons to be 
mutually orthogonal. Such orbitals are obtained by diagonalizing a Hermitian operator constructed 
with eigenstates from all-electron calculations. There are several packages available for the 
generation of pseudopotentials. Figure 2.1 shows the pseudopotentials generated for carbon with 
the PBE functional using the OPIUM package [134]. The parameters are taken from the 
pseudopotential library [78] of the Quantum ESPRESSO package. 
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Figure 2.1: The norm-conserving pseudopotential of carbon. 
     Figure 2.1 shows that the pseudopotentials are approximately converged to the effective 
Coulomb potential beyond the cutoff radii, 0.84 Å for the 2s electrons and 1.29 Å for the 2p 
electrons. The selection of the cutoff radii can affect the calculation results. The library from the 
Quantum ESPRESSO package provides optimized cutoff radii. Figure 2.2 shows the wave 
functions of carbon. Again, beyond the cutoff radius, the pseudo-wave functions are exactly equal 
to the all-electron wave functions. 
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Figure 2.2: All electron and pseudopotential wave functions. “AE” stands for all-electron while 
“NL” is non-local pseudopotential. 
 
2.6   Evolutionary prediction of high-pressure structures 
      We used the DICVOL [135] program to estimate possible cell parameters of new high-pressure 
phases of EDAB based on the experimental XRD data. DICVOL is an indexing program for XRD 
pattern analysis on crystal lattices. The determination of lattice parameters is based on the XRD 
peak positions and intensities following the Bragg’s law, nλ = 2dsinθ (n is a positive integer, λ is  
the wavelength of the incident wave, and d is the spacing between crystal planes).                           
      In order to generate plausible candidates with atomic positions and space groups based on the 
lattice parameters obtained by DICVOL, we employed the USPEX code developed by Oganov et 
al. [91,92]. This package combines first-principles enthalpy calculations with an evolutionary 
search algorithm. The algorithm incorporates “learning from the last generation”, which means 
that the structures of the offspring are similar to those of the more successful previous sampling 
structures. During this process, structures with the lowest enthalpies are selected to become parents 
of the new generation, and the process is repeated over multiple generations until a certain number 
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of suitable offsprings are generated. To ensure that good genes can be passed down from one 
generation to another, four variation operators are employed in the algorithm, including heredity, 
lattice mutation, permutation and special coordinate mutations. The heredity operator is used to 
generate child structures from combinations of random slices of two parent unit cells. Through 
lattice mutation, the shape of the unit cell can be applied with large random deformation. The 
permutation operator is employed to exchange chemical identities in pairs of atoms with different 
chemical properties. The special coordinate mutations are used for the displacements of the atoms. 
Thus, USPEX can predict the stable and metastable structures based only on the chemical 
composition, and it is a particularly useful tool in applications to high-pressure chemistry. 
 
2.7   Summary of the optimized methodology for crystal-structure 
calculations 
      All plane-wave calculations were performed using the Quantum ESPRESSO package (version 
6.3). Both lattice parameters and atomic positions for the reference structure and candidate 
structures of EDAB were optimized at a target pressure using enthalpy-minimizing calculations. 
The energy threshold for the convergence of Kohn–Sham self-consistent-field cycles was set to 
10−8 Ry. The Broyden–Fletcher–Goldfarb–Shanno quasi-Newton algorithm was applied to the 
lattice structure optimization with a 10−4 Ry/Å threshold for the Hellmann–Feynman forces and 
5×10−5 Ry for the total energy. All the calculations correspond to T = 0 K. 
2.7.1   Convergence testing calculations 
      To keep a balance between computational cost and accuracy, it is crucial to select appropriate 
cutoff energy and k-point mesh when performing a Kohn–Sham DFT calculation using plane-
wave basis functions. The initial crystal structure of EDAB used for all geometry optimizations 
was taken from the experiment under ambient conditions [109]. Figure 2.3 shows the results of 
structural optimization calculations of EDAB with different kinetic energy cutoff and k-point mesh. 
We used the PBE functional with ultrasoft pseudopotentials for all these calculations. It shows that 
the total energy of EDAB per unit cell is converged to −5170.766 eV. 
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Figure 2.3: The structure optimization calculations of EDAB were performed by using the PBE 
functional and ultrasoft pseudopotentials under ambient pressure. (a) Total energy versus kinetic 
energy cutoff. (b) Total energy versus k-point mesh. 
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2.7.2   Selection of density functionals 
      In order to select an appropriate functional for further calculations, we compared the optimized 
structures obtained using different functionals with the experimental lattice parameters. There are 
four functionals selected for these test calculations: LDA, PBE, PBEsol and vdW-DF. Our results 
are shown in Table 2.1. The LDA has the largest error among the four functionals. The calculations 
with PBEsol also show relatively large differences. The results of the vdW-DF and PBE 
functionals are significant improvements. The largest relative differences for the PBE and vdW-
DF functionals are 1.7 % and 2.2 % in comparison with 3.9 % and 5.8 % for PBEsol and LDA 
functionals, respectively. Therefore, the vdW-DF and PBE functionals were chosen for further 
candidate structure calculations. 
 
Table 2.1: Comparison of the lattice parameters of EDAB (space group: Pbca) optimized using 
four functionals with a 50 Ry kinetic energy cutoff and 4×5×5 k-point mesh under ambient 
pressure. 
 
                               Cell parameters and errors  
Functionals a b c 
Expt. (Å) 10.761 8.172 8.131 
LDA (Å) 
MARE (%) 
10.249 
      4.8 
7.701 
                   5.8 
7.698 
   5.3 
PBEsol (Å) 
MARE (%) 
10.687 
      0.7 
7.849 
                   3.9 
7.922 
   2.6 
PBE (Å) 
MARE (%) 
10.941 
      1.7 
8.089 
                   1.0 
8.209 
   1.0 
vdW-DF (Å) 
MARE (%) 
10.670 
      0.8 
8.349 
                   2.2 
8.240 
   1.3 
            * MARE = mean absolute relative error 
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2.7.3   Selection of pseudopotentials 
      The pseudopotentials were taken from the Quantum ESPRESSO pseudopotential library [78]. 
We compared the ultrasoft (USPP) pseudopotentials against projector-augmented wave (PAW) 
pseudopotentials. As seen from Table 2.2, USPPs give slightly smaller mean absolute relative 
errors than PAW pseudopotentials. Therefore, USPPs were chosen for further candidate structure 
calculations. 
Table 2.2: Comparison of the lattice parameters of EDAB (space group: Pbca) optimized using 
the USPP and PAW pseudopotentials with a 50 Ry kinetic energy cutoff and 4×5×5 k-point mesh 
under ambient pressure. 
 
 
 Cell parameters and errors 
Pseudopotentials      a b c 
Expt. (Å) 10.761 8.172 8.131 
USPP (Å) 
MARE (%) 
10.941 
  1.67 
8.089 
                    1.01 
8.209 
 0.96 
PAW (Å) 
MARE (%) 
10.943 
  1.69 
8.090 
                    1.00 
8.210 
 0.97 
               * MARE = mean absolute relative error 
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3   Generation of candidate structures 
3.1   Lattice parameter prediction at ambient pressures 
      After validating our computational settings, we employed the USPEX package to generate 
EDAB candidate structures of new phases. USPEX generates a very large number of structures 
which need to be screened by calculating enthalpies or XRD patterns. However, when dealing with 
unit cells containing a large number of atoms (as is the case with molecular crystals of EDAB), 
using USPEX to search candidates becomes too computationally expensive. This is due to the high 
number of possible lattice parameters or space groups possible for EDAB, and USPEX can 
generate thousands of unrealistic crystal structures. We narrowed down the list by analyzing the 
experimental XRD patterns using the DICVOL program and determining the possible lattice 
parameters for the crystal structure search.  
      The experimental XRD pattern shown in Figure 1.6 at 1.72 and 11.44 GPa were selected to 
estimate lattice parameters using DICVOL. Table 3.1 and 3.2 show the possible lattice parameters 
of new phases II and III generated using the DICVOL indexing software. There are 15 possible 
lattice parameters for phase II with all monoclinic symmetry, and 18 such parameters for phase III 
with monoclinic and orthorhombic symmetries. The determination of phase transition candidates 
requires further structure search simulations using USPEX. 
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Table 3.1: Possible lattice parameters of phase II generated according to the experimental XRD 
pattern at 1.72 GPa using DICVOL. 
 
System a (Å) b (Å) c (Å) α (°) β (°) γ (°) V (Å3) 
Monoclinic 10.781   9.355   7.102 90.0 115.3 90.0 647 
Monoclinic  10.060   9.355   7.102 90.0 104.4 90.0 647 
Monoclinic 10.247   7.031   9.327 90.0 108.7 90.0 637 
Monoclinic   8.325 10.482   8.092 90.0 103.2 90.0 687 
Monoclinic   8.143 10.941   7.433 90.0   95.2 90.0 659 
Monoclinic   8.152 11.015   7.330 90.0   95.5 90.0 655 
Monoclinic 11.226   6.383 10.419 90.0 106.6 90.0 715 
Monoclinic 11.365   6.445 10.628 90.0 106.6 90.0 722 
Monoclinic   8.140 10.464   6.904 90.0   85.0 90.0 586 
Monoclinic 11.446   8.103   6.077 90.0   86.7 90.0 563 
Monoclinic   8.835 10.456   6.537 90.0   84.6 90.0 601 
Monoclinic   6.781 11.198   9.219 90.0 116.8 90.0 625 
Monoclinic 10.847 11.090   7.973 90.0 103.1 90.0 583 
Monoclinic   8.152 11.015   7.330 90.0   95.5 90.0 655 
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Table 3.2: Possible lattice parameters of phase III generated according to the experimental XRD 
pattern at 11.44 GPa using DICVOL. 
 
System a (Å) b (Å) c (Å) α (°) β (°) γ (°) V (Å3) 
Monoclinic   6.926 12.475   5.762 90.0 121.0 90.0 428 
Monoclinic    7.597   7.952   8.241 90.0 104.6  90.0 482 
Monoclinic   8.251 11.303   5.374 90.0   98.8  90.0 495 
Monoclinic   7.253   9.879   7.089 90.0 118.0  90.0 447 
Monoclinic   3.857 10.661   7.151 90.0 128.3  90.0 460 
Monoclinic   8.139 10.597   5.827 90.0   88.2  90.0 502 
Monoclinic   8.755   6.314 10.413 90.0 124.8  90.0 473 
Monoclinic 11.041   3.859 10.686 90.0   86.4  90.0 454 
Monoclinic 10.334   7.721   5.354 90.0   85.4  90.0 426 
Monoclinic   9.625   4.369 10.831 90.0 108.2  90.0 433 
Monoclinic   7.239 10.687   5.561 90.0   87.6  90.0 430 
Monoclinic   7.737   8.176   6.873 90.0   85.4  90.0 433 
Orthorhombic 11.785   5.400   7.832 90.0   90.0  90.0 498 
Orthorhombic 12.358   3.803 10.171 90.0   90.0  90.0 475 
Orthorhombic 11.704 10.562   4.074 90.0   90.0       90.0 504 
Orthorhombic   3.812 11.609 10.880 90.0   90.0  90.0 482 
Orthorhombic   6.176   5.538 14.178 90.0   90.0  90.0 485 
 
3.2   Generation of candidate structures using USPEX 
      To generate initial atomic positions of possible candidate structures for crystal structure search 
simulations, we used the experimental values of bond lengths and angles of the EDAB molecule 
[109] at ambient pressure. We also used lattice parameters obtained from the DICVOL indexing 
software in order to narrow down the list. The USPEX package generated 825 candidate structures 
with 33 top-ranked structures for the two phases. The simulations show that there are 7 crystal 
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structures with relatively low enthalpies among all the candidates. They belong to 5 different space 
groups: C2/c, Cc, P21/c, P21 and P212121. For the candidates with the same space group P21/c and 
P212121, they are distinguished by labels A and B. The ambient-pressure crystal structures of these 
7 candidates are shown in Figure 3.1. The cell parameters and Wyckoff positions for the primitive 
unit cells of the seven short-listed structures are listed in the Appendix. 
                                                    
  
 
 
 
 
                        
 
 
 
 
 
 
 
 
Figure 3.1: Crystal structures of the seven top-ranked candidates at ambient pressure. 
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4   Identification of the new high-pressure 
phases of EDAB 
      In order to determine the structures of the two high-pressure phases of EDAB, we calculated 
the pressure-enthalpy curves of the 7 top-ranked candidates and compared the simulated XRD 
patterns against the experimental XRD patterns at target pressures. The two new phases were thus 
found to have the same P21/c symmetry. 
 
4.1   Pressure-enthalpy curves of EDAB candidates using the vdW-
DF and PBE functionals 
      We used the vdW-DF and the PBE functional to calculate the pressure-enthalpy curves of 
seven top-ranked candidates. Figure 4.1 shows how the computed vdW-DF enthalpies of these 
structures vary with pressure. At ambient pressure, the experimental structure (space group: Pbca) 
is the most stable one. It is about 0.012 eV/molecule lower by enthalpy than the P21/c (A) structure. 
All other structures are at least 0.22 eV/molecule higher than the experimental structure. Under 
compression to 0.20 GPa, the P21/c (A) structure becomes more stable than the experimental 
structure, indicating that the first phase transition may occur at this pressure. The P21/c (A) 
structure remains the most stable until about 8.50 GPa when the P21/c (B) structure overtakes the 
lead, indicating a second phase transition. The enthalpies of the P21/c (A) and P21/c (B) structures 
are very close at pressures higher than 8.0 GPa, the largest difference of enthalpies being 0.035 
eV/molecule at 15.0 GPa. Moreover, these two structures share the same space group and differ 
only by cell dimensions. This suggests that these two P21/c structures may coexist during the 
second phase transition. The relative enthalpies of the candidates are listed in Table 4.1. 
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Figure 4.1: Calculated vdW-DF enthalpies of the seven candidate structures as functions of 
pressure, relative to the enthalpies of the reference EDAB structure. 
 
      It is instructive to compare the vdW-DF results with predictions of the simpler PBE functional. 
The pressure-enthalpy curves for the same seven candidate structures calculated using the PBE 
functional are shown in Figure 4.2 and Table 4.2. In terms of enthalpy, the PBE method also 
predicts that the P21/c (A) structure is the second most stable except for the experimental Pbca 
structure at ambient pressure. It is about 0.133 eV/molecule higher in enthalpy than the Pbca 
structure. At about 1.4 GPa, the P21/c (A) structure becomes more stable than the experimental 
structure, indicating the first phase transition. This P21/c (A) structure remains the most stable one 
until about 5.0 GPa, when the P21/c (B) structure surpasses it in stability, indicating the second 
phase transition. The experiments suggest that the first phase transition occurs at around 1.0 GPa 
and the second phase transition pressure near 8.0 GPa. Thus, the vdW-DF functional predicts phase 
transition pressures more accurately than the PBE functional. 
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Figure 4.2: Calculated PBE enthalpies of the seven candidate structures as functions of pressure, 
relative to the enthalpies of the reference EDAB structure. 
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Table 4.1: Relative enthalpies (eV/molecule) as a function of pressure for seven candidate 
structures calculated using the vdW-DF functional. 
 
 Candidate structures 
P (GPa) C2/c Cc P21/c (A) P21 P21/c (B) P212121 (A) P212121 (B) 
0   0.287   0.212   0.012   0.319   0.223   0.393   0.338 
1   0.190   0.107 –0.095   0.172   0.058   0.264   0.192 
2   0.107   0.012 –0.192   0.048 –0.080   0.156   0.068 
3   0.034 –0.072 –0.281 –0.055 –0.198   0.068 –0.039 
4 –0.016 –0.132 –0.349 –0.129 –0.288   0.007 –0.118 
5 –0.053 –0.176 –0.403 –0.184 –0.359 –0.034 –0.180 
6 –0.087 –0.215 –0.453 –0.232 –0.423 –0.070 –0.236 
7 –0.118 –0.251 –0.500 –0.274 –0.481 –0.103 –0.288 
8 –0.147 –0.283 –0.544 –0.312 –0.535 –0.132 –0.336 
9 –0.174 –0.313 –0.586 –0.348 –0.585 –0.159 –0.382 
10 –0.200 –0.341 –0.626 –0.381 –0.633 –0.186 –0.426 
11 –0.225 –0.367 –0.664 –0.411 –0.677 –0.210 –0.468 
12 –0.248 –0.391 –0.700 –0.438 –0.720 –0.233 –0.507 
13 –0.299 –0.414 –0.735 –0.465 –0.761 –0.255 –0.545 
14 –0.325 –0.435 –0.769 –0.490 –0.800 –0.276 –0.581 
15 –0.349 –0.457 –0.802 –0.514 –0.837 –0.296 –0.616 
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Table 4.2: Relative enthalpies (eV/molecule) as a function of pressure for seven candidate 
structures calculated using the PBE functional. 
 
 Candidate structures 
P (GPa) C2/c Cc P21/c (A) P21 P21/c (B) P212121 (A) P212121 (B) 
0   0.297   0.280   0.133   0.442   0.318   0.423  0.543 
1   0.278   0.244   0.050   0.293   0.160   0.307  0.379  
2   0.242   0.188 –0.048   0.168   0.022   0.212   0.242 
3   0.183   0.094 –0.146   0.057 –0.102   0.133   0.120 
4   0.125   0.023 –0.235 –0.038 –0.213   0.066   0.015 
5   0.091 –0.022 –0.298 –0.101 –0.294   0.028 –0.062 
6   0.065 –0.062 –0.346 –0.147 –0.358   0.003 –0.122 
7   0.041 –0.101 –0.393 –0.189 –0.417 –0.019 –0.179 
8   0.019 –0.138 –0.436 –0.226 –0.471 –0.037 –0.231 
9 –0.003 –0.179 –0.476 –0.261 –0.522 –0.053 –0.280 
10 –0.023 –0.221 –0.515 –0.292 –0.571 –0.073 –0.326 
11 –0.042 –0.266 –0.552 –0.321 –0.617 –0.093 –0.370 
12 –0.060 –0.307 –0.587 –0.348 –0.661 –0.113 –0.411 
13 –0.077 –0.345 –0.620 –0.374 –0.703 –0.132 –0.451 
14 –0.094 –0.376 –0.652 –0.398 –0.743 –0.151 –0.489 
15 –0.109 –0.407 –0.683 –0.422 –0.781 –0.170 –0.525 
 
      In summary, our DFT calculations showed that EDAB undergoes a structural transformation 
from Pbca symmetry to P21/c symmetry near 1.0 GPa. A second phase transition of EDAB takes 
place at around 8.0 GPa within P21/c, and it remains the most stable structure until at least to 15.0 
GPa.  
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4.2   Comparison between experimental and simulated XRD 
patterns 
      The simulated and experimental XRD patterns of the P21/c (A) and the P21/c (B) structures 
are shown in Figure 4.3 and Figure 4.4, respectively. The two pressures for comparisons are 1.72 
an 11.44 GPa, at which the experimental patterns were the clearest. For the P21/c (A) phase at 1.72 
GPa, the simulated and experimental XRD patterns match very well, indicating the P21/c (A) 
structure is the second phase of EDAB upon compression.  
 
          
Figure 4.3: The simulated and experimental XRD spectra of the P21/c (A) structure at 1.72 GPa. 
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Figure 4.4: The simulated and experimental XRD spectra of the P21/c (A) and the P21/c (B) 
structures at 11.44 GPa. 
 
      Figure 4.4 suggests that the P21/c (A) and the P21/c (B) structures coexist at 11.44 GPa because 
the simulated and the experimental XRD patterns at this pressure are similar. This result is 
consistent with our DFT calculations. Thus, we conclude that EDAB exists as Pbca until around 
1 GPa when it transforms into P21/c (A) structure. The second phase transition starts taking place 
at pressures higher than 8 GPa, and the P21/c (A) structure coexists with the P21/c (B) structure at 
least to 15 GPa. The experimental and theoretical lattice parameters for the three EDAB phases 
under high pressures are listed in Table 4.3 and Table 4.4, respectively. 
 
39 
 
 
 
 
 
 
 
Table 4.3: Experimental unit cell parameters of EDAB as a function of pressure. 
 
P (GPa) Phase a (Å) b (Å) c (Å) β (°) V (Å3) 
  0.72 I 10.893  8.178  8.121   90.0 723.4 
  1.07 I 10.631  8.114  8.154   90.0 703.4 
  1.72 II  4.494  6.424 10.687 102.0 301.8 
  2.41 II  4.454  6.382 10.632 101.8 295.8 
  3.70 II  4.284  6.211 10.497 100.7 274.4 
  4.77 II  4.274  6.168 10.529 100.8 272.6 
  5.21 II  4.233  6.098 10.546 100.3 267.8 
  6.91 II  4.198  6.073 10.511 100.1 263.8 
  7.88 II  4.112  5.855 10.659   98.6 253.7 
  9.42 III  3.890 10.907 7.123 128.5 236.5 
11.44 III  3.841 10.911 6.998 128.8 228.6 
14.72 III  3.817 10.814 6.806 126.8 224.9 
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Table 4.4: Computational unit cell parameters of EDAB as a function of pressure. 
 
P (GPa) Phase a (Å) b (Å) c (Å) β (°) V (Å3) 
0 I 10.669  8.345  8.236   90.0 733.2 
1 I 10.334  8.155  8.105   90.0 683.0 
2 II   4.406  6.280 10.761 101.3 292.0 
3 II   4.299  6.118 10.800 100.6 279.2 
4 II   4.218  5.945 10.875   99.9 268.6 
5 II   4.150  5.811 10.929   99.5 259.9 
6 II   4.092  5.716 10.950   99.2 252.8 
7 II   4.042  5.631 10.973   99.1 246.6 
8 II   3.997  5.556 10.994   99.0 241.1 
9 III   3.941 10.149  7.494 128.8 233.6 
10 III   3.909 10.097  7.448 128.7 229.4 
11 III   3.879 10.050  7.405 128.6 225.6 
12 III   3.852 10.005  7.365 128.5 222.1 
13 III   3.826  9.961  7.327 128.4 218.8 
14 III   3.802  9.919  7.292 128.3 215.8 
15 III   3.780  9.879  7.259 128.2 213.0 
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4.3   Equation of state for EDAB 
      In order to investigate mechanical properties of EDAB under high pressure in use of hydrogen 
storage materials, we applied equation of state for the compressibility. We used the third-order 
Birch–Murnaghan [136] isothermal equation of state for our three phases simulated by DFT 
calculations in a pressure range of 0–15 GPa. This equation of state is: 
                      ( )
7 5 2
3 3 30 0 0 03 3
( ) 1 4 1
2 4
B V V V
P V B
V V V
    
         = − + − −      
             
'
0 ,           (4.1)      
where P is the pressure, V0 is the reference volume, V is the deformed volume, B0 is the bulk 
modulus, and B0′ is the derivative of the bulk modulus with respect to pressure. Figure 4.5 shows 
the fitting curves of volume versus pressure, together with the corresponding experimental data of 
these three phases under high pressure. The results of the fit are summarized in Table 4.5. For 
phase I, the comparison of B0 and V0 values between calculations and experiments is not available 
because there are no experimental data. For phase II, the fitted B0 is 12.13 GPa, which is only 46% 
of the experimental value. This difference is mainly from the V0 values, which are 156.82 Å
3 for 
experiments and 170.69 Å3 for calculations, respectively. For phase III, the calculated bulk 
modulus B0 is also smaller than the experimental B0, although here the theoretical and experimental 
V0 values are relatively close. The difference is about 8.16 GPa. This error source is mainly from 
the pressure-volume curves in which all calculated volumes from 8 to 15 GPa are below the 
experimental ones. It indicates that theoretical phases are more compressible than the real ones. In 
addition, the discrepancy between calculations and experiments may be due to the coexistence of 
the P21/c (A) and P21/c (B) phases at pressures higher than 8 GPa. The equation of state clearly 
shows the phase transformations taking place in the EDAB upon compression.  
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Table 4.5: Comparison of experimental and computational data of equation of state in EDAB. 
 
 Experiment  Theory 
EDAB Phase V0 (Å
3)  B0 (GPa) 
 
V0 (Å
3) B0 (GPa) 
Phase I 
(Pbca) 
178.86 —  189.40  7.15 
Phase II 
(P21/c (A)) 
156.82 26.58  170.69 12.13 
Phase III 
(P21/c (B)) 
151.08 24.50  154.94 16.31 
 
          
Figure 4.5: Experimental and theoretical equations of state for the EDAB phases obtained by 
fitting third-order Birch–Murnaghan equation of state. 
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5   Evolution of dihydrogen bonding 
frameworks in EDAB 
      Phase transitions of molecular crystals under compression are complicated chemical processes 
in which both inter- and intra-molecular interactions play a role. One particular type of 
intermolecular interaction possible between EDAB molecules involves weak N-H…H-B 
dihydrogen bonds. Chemically, the NH group is a protic acid, resulting in the hydrogen atom with 
a positive charge. In contrast, the borane end of BH is hydridic, leading to the hydrogen atom with 
a negative charge. The attraction interactions between two hydrogens of NH and BH groups from 
different EDAB molecules can be enhanced by high pressure, forming dihydrogen bonds. In 
addition, note that the electronegativity of nitrogen is relatively larger than that of boron. Thus, the 
evolution of dihydrogen bond angles under high pressure can be related to the electronegativity 
for phase transitions. Because dihydrogen bonds are involved in phase transformations, we decided 
to investigate how they evolve with increasing pressure. 
5.1   The dihydrogen bonding frameworks of phase II 
      The criterion of dihydrogen bonding is based on the Cambridge structural database [75] that 
established an empirical rule: a hydrogen bond is said to exist when the H···H distance between 
two molecules falls in the range from 1.7 to 2.2 Å. In this study, we adopted the maximum distance 
of 2.2 Å in order to investigate the evolution of the dihydrogen bonding formation process induced 
by high pressure. 
      At ambient pressure, all of the N-H…H-B distances in the Pbca (ambient-pressure) structure of 
EDAB are greater than 2.2 Å, indicating that there are no dihydrogen bonds. At the pressure of 
about 2 GPa, we found eight dihydrogen bonds per molecule, as shown in Figure 5.1 (a). These 
eight bonds are equally divided into two types with different bond lengths and angles. We used 
the dashed lines of different colors to indicate the two types of dihydrogen bonds. At around 8 
GPa, two more dihydrogen bonds are found (Figure 5.1 (b)). In fact, these two new bonds start to 
form at about 4 GPa, as shown in Figure 5.2 (a). Naturally, hydrogen bond lengths decrease upon 
compression. In Figure 5.2 (b), the N-H…H angle is relatively more linear (closer to 180°) while 
the B-H…H is more bent with a pressure increase due to the chemical properties of 
functional group NH and BH on the charge transfer capability. This will be discussed in detail in 
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Section 5.3. Thus, the formation of dihydrogen bonds under high pressure is also relevant to the 
types of functional groups. 
                                 
Figure 5.1: The dihydrogen bonding (N-H…H-B) frameworks (represented by dashed lines, and 
the color correspond to the type of bonds) between EDAB (B2N2C2H14) molecules at 2 GPa (a) 
and 8 GPa (b).  
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Figure 5.2: (a) The N-H…H-B distance versus pressure in phase II. The black dashed line 
represents the dihydrogen bonds length criterion. (b) The N-H…H and B-H…H angles versus 
pressure in phase II. 
46 
 
 
5.2   The dihydrogen bonding frameworks of phase III 
      The evolution of dihydrogen bonds in the P21/c (B) phase is shown in the Figure 5.3. Between 
8 and 12 GPa, there are sixteen dihydrogen bonds naturally falling into four groups. At 12 GPa, a 
fifth group appears and the total number of dihydrogen bonds increases to twenty. Then the total 
number of dihydrogen bonds remained twenty up to 14 GPa. 
 
                                 
Figure 5.3: (a) The N-H…H-B distance versus pressure in phase III. (b) The N-H…H and B-
H…H angles versus pressure in phase III. 
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5.3   The origin of the phase transformations in EDAB at high 
pressure 
       Chemically, dihydrogen bond is an interaction two hydrogen atoms, one of which belongs to 
a hydride group (such as BH) and the other to a proton-donor group (such as OH and NH). The 
interaction arises because hydride H atoms and H atoms of proton-donor groups carry opposite 
partial charges [137]. In the high-pressure phases of EDAB, dihydrogen bonds involve the NH and 
BH groups from different EDAB molecules. Thus, dihydrogen bonds are related to inter-molecular 
interactions. Their bond length changes for the formation process under high pressure are generally 
within about 0.4 Å.  In comparison with intra-molecular bond lengths of N-H, B-H, and C-H, these 
covalent bond lengths remain almost unchanged under compression, as seen in Table 5.1. In 
addition, the Pauling electronegativity of boron is about 2.04, while for nitrogen it is 3.04. 
Consequently, the dihydrogen bond angles associated with B-H groups may be changed relatively 
significant than the ones associated with N-H groups due to pressure-induced charge transfer 
effects observed in large organic molecules [138]. The B-H groups can be active sites for phase 
transitions involving the formation of dihydrogen bonds under high pressure. In our DFT 
calculations, this is seen in the evolution of dihydrogen bond angles B-H…H in Figure 5.2 (b). 
Table 5.1: Bond lengths of covalent N-H, B-H and C-H in EDAB molecules under high pressure 
  Phase I  Phase II  Phase III 
  0 GPa 2 GPa  2 GPa 8 GPa  8 GPa 14 GPa 
R(N-H) (Å)  1.029 1.027  1.028 1.027  1.027 1.026 
R(B-H) (Å) 1.217 1.215  1.211 1.201  1.200 1.192 
R(C-H) (Å) 1.095 1.093  1.094 1.090  1.090 1.087 
 
      The evolution of dihydrogen bonds in EDAB under pressure shows that the number of 
dihydrogen bonds increased from zero in the orthorhombic Pbca phase to eight in the 
monoclinic P21/c (A) phase at 2 GPa. As the pressure is raised to 8 GPa, the number of dihydrogen 
bonds increases from eight in the monoclinic P21/c (A) phase to sixteen in the monoclinic P21/c (B) 
phase. These results indicate that the phase transitions in EDAB under high pressures are 
accompanied by the formation of dihydrogen bond frameworks. 
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6   Summary and outlook 
      The experimental results from the Song group [114] suggested two phase transitions of EDAB 
occurring at 1 and 8 GPa. In order to determine the crystal structures of the new phases, we 
employed DFT calculations. Our results show that EDAB undergoes a phase transition from 
orthorhombic Pbca to monoclinic P21/c at around 1 GPa. A second phase transformation takes 
place at around 8 GPa within P21/c, and the two phases coexist up to at least 15 GPa. We also 
investigated the N-H…H-B dihydrogen bonding network evolution of EDAB upon compression. 
In the P21/c (A) phase, the number of dihydrogen bonds increases from 8 to 10 in the pressure 
range from 2 to 8 GPa. In the P21/c (B) phase, the number of dihydrogen bonds increases from 16 
to 20 at 12 GPa and remains the same amount up to 14 GPa. The origin of the phase transitions is 
attributed to the formation of dihydrogen bond frameworks. 
     Our calculations show that the formation of dihydrogen bonds at high pressure is closely linked 
to the chemical properties of the NH and BH functional groups and involves charge transfer. The 
N-H…H dihydrogen bonds are almost linear, remaining almost unchanged under high pressure in 
comparison of the B-H…H dihydrogen bonds, which are bent. This indicates that BH groups in 
molecular EDAB crystals become active under high pressure. Consequently, the origin of high-
pressure induced phase transitions can also be attributed to evolutionary changes associated with 
dihydrogen bond angles of the B-H…H.  
      In future work, we will perform DFT calculations to investigate the dynamic evolution of the 
dihydrogen bond formation and dihydrogen bond angle changes under high pressure for phase 
transitions.  
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Appendix: Cell parameters (a, b, c in Å; α, β, γ in degrees) and Wyckoff positions for the primitive 
unit cells of the candidates at ambinet pressure. All structures are optimized using the vdW-DF 
functional. 
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