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Abstract
A systematic method to derive the nonlocal symmetries for partial differential and differential–
difference equations with two independent variables is presented and shown that the Korteweg–de
Vries (KdV) and Burger’s equations, Volterra and relativistic Toda (RT) lattice equations admit a
sequence of nonlocal symmetries. An algorithm, exploiting the obtained nonlocal symmetries, is
proposed to derive recursion operators involving nonlocal variables and illustrated it for the KdV
and Burger’s equations, Volterra and RT lattice equations and shown that the former three equations
admit factorisable recursion operators while the RT lattice equation possesses (2 × 2) matrix fac-
torisable recursion operator. The existence of nonlocal symmetries and the corresponding recursion
operator of partial differential and differential–difference equations does not always determine their
mathematical structures, for example, bi-Hamiltonian representation.
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It is well known that the Lie symmetry analysis originally developed by Sophus Lie in
the beginning of nineteenth century plays a vital role in the analysis of both ordinary and
partial differential (PDEs), differential–difference (PDDEs) and pure difference equations
[1–6]. The significant feature of this technique is that it is algorithmic one and provides
efficient tool to determine different algebraic and asymptotic aspects starting from Lie alge-
braic structures, linearisation to exact solution of PDEs and PDDEs [7–9]. Lie’s theory not
only gives a constructive method for finding groups of local point transformations but also
stressed the importance of the development of methods and use of nonpoint symmetries
including contact and generalised symmetries of differential and differential–difference
equations. The usefulness of the Lie’s theory to nonlinear equations have been widely il-
lustrated by several research groups in a variety of areas of different contexts [7–19].
Another class of symmetries admitted by differential and differential–difference is non-
local symmetries. One of the reasons to introduce the concept of a nonlocal symmetry,
involving nonlocal variables, is that the generating functions of local symmetries are so-
lution spaces of the equations under consideration. These generating functions depend on
independent and dependent variables as well as on their derivatives (or shifts) of higher
order. In other words, they are differential (or difference) operators. The idea of extend-
ing differential operator theory up to integro-differential is quite fruitful [20–24], it is
natural to look for a generalisation of the concept of a symmetry in such a way that
the generating functions of these nonpoint symmetries would be something like pseudo-
integro-differential operators. Though a well-defined theory have been formulated to derive
local continuous point transformations of a given differential equation during the past few
decades, there exists no systematic theory to deal with nonlocal symmetry. It is appropriate
to mention here that the theory of coverings over differential equations provides an inter-
esting tool to describe various nonlocal phenomena: nonlocal symmetries and conservation
laws, Backlund transformations, prolongation structures, etc. [22] (see also Ref. [23]). Also
Bluman and Reid [25] have introduced a new class of symmetries known as potential sym-
metries for PDEs involving nonlocal variables. In this article a systematic method to derive
the nonlocal symmetries for partial differential and differential–difference equations with
two independent variables is presented. Also an algorithm, exploiting the obtained nonlocal
symmetries, is proposed to derive recursion operators.
The plan of the article is as follows. In Section 2, we briefly explain the basic definitions
and notations required for this article. In Section 3, a systematic method is presented to
derive the nonlocal symmetries for PDEs with two independent variables and show that
KdV and Burger’s equations given by
∂u
∂t
= uu1 + u3, ∂u
∂t
= u2 + uu1, (1a,b)
where uk = ∂ku∂xk , k = 1,2, . . . , admit a sequence of nonlocal symmetries. We then extend
the method of constructing the nonlocal symmetries of PDEs to PDDEs with two indepen-
dent variables and show that the Volterra and RT lattice equations given byunt = un(un+1 − un−1), (2)
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where unt = ∂un∂t , vnt = ∂vn∂t , un = u(n, t), vn = v(n, t), n is a discrete variable and t is a
continuous variable, admit a sequence of nonlocal symmetries. In Section 4, an algorithm,
exploiting the obtained nonlocal symmetries, is proposed to derive recursion operators in-
volving nonlocal variables for both PDEs and PDDEs. We observe that the KdV, Burgers
and Volterra lattice equations admit factorisable recursion operators while the RT lat-
tice equation possesses (2 × 2) matrix factorisable recursion operator. Also we derive a
sequence of nonlocal conserved densities for the Volterra and RT lattice equations in Sec-
tion 5. In Section 6, we give a brief details of our results.
2. Preliminaries
Consider a vector first order PDDE with two independent variables (one discrete, one
continuous) having the form
∂Un
∂t
= F(. . . ,Un−1,Un,Un+1, . . .), (4)
where Un = U(n, t) and F(. . .) are vector quantities with same number of components,
say m. The vector function F is assumed to be a polynomial in the dependent variable
and their shifts. There is no restrictions on the level of shifts or the degree of nonlinearity.
Define the shift operators E and E−1 by
EUn = Un+1, E−1Un = Un−1.
Let ∆ and ∆+ being the difference operators defined by
∆Un = (E − 1)Un, ∆+Un = (E−1 − 1)Un.
We then define the linear operator (E − E−1)−1 = (∆ − ∆+)−1, (E − 1)−1 = ∆−1 and
(E−1 − 1)−1 = (∆+)−1 by
(∆ −∆+)−1Un = 12
[ −1∑
k=−∞
Un+1+2k −
∞∑
k=1
Un−1+2k
]
,
∆−1Un = 12
[ −1∑
k=−∞
[Un+1+2k + Un+2k] −
∞∑
k=1
[Un−1+2k + Un−2+2k]
]
,
(∆+)−1Un = −12
[ −1∑
k=−∞
[Un+2+2k + Un+1+2k] −
∞∑
k=1
[Un+2k + Un−1+2k]
]
.
Note that (∆ −∆+)−1((∆ −∆+)−1)−1 = 1 = ((∆ − ∆+)−1)−1(∆ − ∆+)−1.
Definition 2.1. A vector function( )
S(n) = S . . . , n, t,Un−1,Un,Un+1,∆−1Un, (∆+)−1Un, . . . ,
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and only if it leaves Eq. (4) invariant for the replacement Un → Un + S(n) with order .
Consequently, the function S(n) satisfy the linearised equation
DtS(n) = F ′(Un)
[
S(n)
]
,
where F ′ is the Fréchet derivative of F defined by
F ′(Un)
[
S(n)
]= ∂
∂
F
(
Un + S(n)
)∣∣
=0.
Definition 2.2. A nonlocal conservation law is defined by
∂ρn
∂t
= Jn − Jn+1 (5)
which is satisfied on all solutions of Eq. (4). Here the function ρn = ρ(n, t,Un−1,Un,
Un+1,∆−1Un, (∆+)−1Un, . . .) is the nonlocal conserved density and Jn = J (n, t,Un−1,
Un,Un+1,∆−1Un, (∆+)−1Un, . . .) is the associated nonlocal flux.
3. Nonlocal symmetries: PDEs and PDDEs
3.1. Nonlocal symmetries of PDEs
Consider a system of PDEs with two independent variables having the form
∂u
∂t
= F˜(u,u1,u2, . . .), (6)
where u = (u1, u2, . . . , um) and F˜ are vector dynamical variables with the same num-
ber of components. The vector function F˜ is assumed to be a polynomial function in
u,u1,u2, . . . ,um. Assume that Eq. (6) is invariant under the infinitesimal transformations
x∗ = x, t∗ = t, u∗ = u + S(. . .) +O(2), (7)
where S(. . .) = S(. . . , x, t,u,u1,u2,D−1u, . . .), uk= ∂uk∂xk , D−1 is the usual integral opera-
tor and hence the invariant equation becomes
St =
(
· · · + ∂F˜
∂u
+ ∂F˜
∂u1
D + ∂F˜
∂u2
D2 + · · ·
)
S (8)
solving it yields the nonlocal symmetry S. We wish to mention that the generalised (non-
point) symmetries of Eq. (6) depends on the dependent variables and their derivatives while
the nonlocal symmetries depends on the dependent variables and their derivatives as well as
their integral operators. We show below how to derive the nonlocal symmetries of Eq. (1)
using the concept of weights [14].
3.1.1. Nonlocal symmetries of KdV equation
Obviously the KdV equation (1a) is invariant under the dilation symmetry(t, x,u) → (λ−3t, λ−1x,λ2u), (9)
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with respect to x. To be self contained we briefly explain the concept of weights and ranks.
Let ω be the weight of the variable which equals to the number of derivatives with respect
to x the variable carries. Weights of the variable may be rational and weights of dependent
variables are nonnegative. We set ω(D) = ω( ∂
∂x
) = 1. From Eq. (9) we see that ω(u) = 2,
ω( ∂
∂t
) = 3 and hence Eq. (1a) is of rank 5. This property is called the uniformity in rank.
The rank of a monomial is defined as the total weight of the monomial, again in terms of
derivatives with respect to x.
Let S2i be the nonlocal symmetry of the KdV equation (1a) with rank 2i. To find its first
nonlocal symmetry S0 form all the monomials in u having the form
L1 =
{
tu1, tD
−1(u2), tuD−1u,x, tu
}
.
We then introduce the necessary x derivatives in each monomial of L1. Making use of
Eq. (1a) we obtain
∂
∂x
(x) = 1, ∂
∂x
(tu) = tu1
and a set
R1 =
{
tu1, tD
−1(u2), tuD−1(u),1
}
.
Then S0 can be obtained by considering linear combination of the terms in R1, that is,
S0 = atD−1(u2) + btuD−1(u) + ctu1 + d, (10)
where a, b, c and d are arbitrary constants to be determined. Then the invariant equation
of the KdV corresponding to S0 reads as
(S0)t = (S0)3 + u(S0)1 + u1S0. (11)
Substituting Eq. (10) in Eq. (11) we find that the consistency holds only if c = d . Choosing
d = 1,
S0 = 1 + tu1.
Proceeding in a similar manner we have derived a sequence of nonlocal symmetries
{S2, S4, . . . , S2i}, i = 1,2, . . . , of KdV. First few entries of the sequence {S2i} are:
S2 = t (u3 + uu1) + 13xu1 +
2
3
u, (12)
S4 = t
(
u5 + 53uu3 +
10
3
u1u2 + 56u
2u1
)
+ 1
3
x(u3 + uu1) + 43u2 +
4
9
u2 + 1
9
u1φ, (13)
where φ is a nonlocal variable defined by
1φx = u, φt = 2u
2 + u2, (13a)
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(
u7 + 73uu5 + 7u1u4 +
35
3
u2u3 + 3518u
2u3 + 709 uu1u2 +
35
18
u31 +
35
54
u3u1
)
+ 1
3
x
(
u5 + 53uu3 +
10
3
u1u2 + 56u
2u1
)
+ 2u4 + 83uu2 +
1
9
(u3 + uu1) + 118u1χ, (14)
with the new nonlocal variable χ satisfying the equations
χx = u2, χt = 2uu2 − u21 +
2
3
u3. (14a)
It is straightforward to check that the nonlocal variables φ and χ , Eqs. (13a) and (14a)
are connected with conservation laws of the KdV equation.
It is appropriate to mention here that the above sequence {S2i} of nonlocal symme-
tries were first derived by Akhatov et al. [20] through recursion operator R= D2 + 23u +
1
3u1D
−1 satisfying
S2i+2 =RS2i , i = 0,1,2, . . . ,
where S0 = 1 + tu1.
3.1.2. Nonlocal symmetries of Burger’s equation
Observe that the Burger’s equation (1b) is invariant under the scaling symmetry
(t, x,u) → (λ−2t, λ−1x,λu),
where λ is an arbitrary parameter. To construct the first nonlocal symmetry S1 of rank 1,
we form all the monomials and then introducing the necessary x derivatives leads to
S1 = f (x, t)uea1D−1(u) + g(x, t)eb1D−1(u), (15)
where f (x, t) and g(x, t) are unknown functions to be determined and a1 and b1 are arbi-
trary constants. Invariant equation corresponding to S1 for the Burger’s equation takes
(S1)t = (S1)2 + u(S1)1 + u1S1. (16)
Substituting Eq. (15) in Eq. (16) and making use of Eq. (1b) we find that the consistency
condition holds only if
g(x, t) = 2∂f
∂x
,
∂f
∂t
= ∂
2f
∂x2
, a1 = b1 = 12 ,
and so the first nonlocal symmetry becomes
S1 =
(
f u + 2∂f
∂x
)
eφ/2,
where φ is a nonlocal variable defined by
∂φ ∂φ u2∂x
= u,
∂t
= u1 − 2 .
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the necessary x derivatives leads to
S2 = g1(x, t)uu1eD−2(u) + h1(x, t)u1eD−1(u) + k1(x, t)u1,
where g1(x, t), h1(x, t) and k1(x, t) are unknown functions to be determined. Solving the
invariant equation
(S2)t = (S2)2 + u(S2)1 + u1S2
we find that the consistency condition holds only if g(x, t) = 0, h1(x, t) = 0, k1(x, t) = 1
and so
S2 = u1,
which is a local symmetry. Proceeding in a similar manner we have derived a sequence of
symmetries {S3, S4, . . .},{
1 + tu1, ut , t (u2 + uu1) + 12xu1 +
1
2
u, t2(u2 + uu1) + txu1 + tu+ x, . . .
}
which are local ones and canonical representations of the well-known Galilean transfor-
mation, time translation, dilation and projective transformations, respectively. We wish to
mention here that a sequence of nonpoint symmetries of Burger’s equation were derived
by Olver [19].
3.2. Nonlocal symmetries of PDDEs
Let us assume that the PDDE (4) is invariant under the infinitesimal transformations
n∗ = n, t∗ = t, U∗n = Un + S(n) + O(2),
where S(n) = S(. . . , n, t,Un−1,Un,Un+1,∆−1Un, (∆+)−1Un, . . .). Here S(n) = (S1(n),
S2(n), . . . , Sm(n)). Now
F
(
. . . ,U∗n−1,U∗n,U∗n+1, . . .
)
= F(. . . ,Un−1 + S(n − 1),Un + S(n),Un+1 + S(n+ 1),
∆−1Un + ∆−1S(n), (∆+)−1Un + (∆+)−1S(n), . . .
)
= F(. . .) + 
(
· · · + ∂F
∂Un−1
E−1 + ∂F
∂Un
+ ∂F
∂Un+1
E + ∂F
∂∆−1Un
∆−1 + · · ·
)
S(n)
+O(2). (17)
Then the invariant equation becomes
∂S(n)
∂Un−1
∂Un−1
∂t
+ ∂S(n)
∂Un
∂Un
∂t
+ ∂S(n)
∂Un+1
∂Un+1
∂t
+ ∂S(n)
∂∆−1Un
∂∆−1Un
∂t
+ · · ·
=
(
· · · + ∂F
∂Un−1
E−1 + ∂F
∂Un
+ ∂F
∂Un+1
E + ∂F
∂∆−1Un
∆−1 + · · ·
)
S(n). (18)
Solving it determines the nonlocal symmetry S(n) of PDDE (4). We below present a brief
computational details of the nonlocal symmetries of Volterra lattice equation (2).
R. Sahadevan et al. / J. Math. Anal. Appl. 308 (2005) 636–655 6433.2.1. Nonlocal symmetries of Volterra lattice equation
The Volterra lattice equation (2) is invariant under the scaling symmetry
(t, un) → (λ−1t, λun),
where λ is an arbitrary parameter. Assume that the Volterra lattice equation (2) is invariant
under the infinitesimal transformations,
n∗ = n, t∗ = t, u∗n = un + S(n) +O(2), (19)
where S(n) = (S2(n), S3(n), . . .) provided un satisfy Eq. (2). Here Sj (n) denotes the non-
local symmetry of rank j . Consequently, we obtain the following invariant equation:
∂S(n)
∂t
= S(n)(un+1 − un−1) + un
(
S(n + 1) − S(n − 1)). (20)
To derive the first nontrivial symmetry S2(n) with rank 2, form monomials in un which
leads to a set
L2 =
{
u2n,∆
−1u2n, (∆+)−1u2n, nu2n, tu3n, t∆−1u3n, t (∆+)−1u3n,un,∆−1un,∆+un,
tu2n, t∆
−1u2n, t (∆+)−1u2n, nun,n∆−1un,n(∆+)−1un, tun, t∆−1un,
t (∆+)−1un
}
.
Then the necessary partial derivatives with respect to t in each monomial of L2 along with
Eq. (1) gives the following:
∂
∂t
(un) = un(un+1 − un−1), ∂
∂t
(∆−1un) = unun−1,
∂
∂t
(
(∆+)−1un
)= unun+1, ∂
∂t
(nun) = nun(un+1 − un−1),
∂
∂t
(
tu2n
)= u2n + 2tu2n(un+1 − un−1), ∂∂t (n∆−1un) = nunun−1,
∂
∂t
(
t (∆+)−1u2n
)= (∆+)−1u2n + 2t (∆+)−1u2n(un+1 − un−1),
∂
∂t
(
t∆−1u2n
)= ∆−1u2n + 2t∆−1u2n(un+1 − un−1),
∂
∂t
(
(n∆+)−1un
)= nunun+1,
∂2
∂t2
(tun) = tunun+1(un+1 − un−1) + tunun+1(un+2 − un)
+ tunun−1(un+1 − un−1) + tunun−1(un − un−2),
∂2
∂t2
(t∆−1un) = tunun−1(un+1 − un−1) + tunun−1(un − un−2) + 2unun−1,
∂2
∂t2
(
t (∆+)−1un
)= tunun+1(un+1 − un−1) + tunun+1(un+2 − un) + 2unun+1,
and a set
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{
u2n,∆
−1u2n, (∆+)−1u2n, nu2n, tu3n, t∆−1u3n, t (∆+)−1u3n,unun+1, unun−1,
tu2nun+1, tu2nun−1, t∆−1u2nun+1, t∆−1u2nun−1, t (∆+)−1u2nun+1,
t (∆+)−1u2nun−1, nunun+1, nunun−1, tunu2n+1, tunun+1un−1, tunun+1un+2,
tunu
2
n−1, tunun−1un−2, t∆−1unu2n+1, t∆−1unun+1un−1, t∆−1unun+1un+2,
t∆−1unu2n−1, t∆−1unun−1un−2, t (∆+)−1unu2n+1, t (∆+)−1unun+1un−1,
t (∆+)−1unun+1un+2, t (∆+)−1unu2n−1, t (∆+)−1unun−1un−2
}
.
Thus the general form of the nonlocal symmetry S2(n) will be
S2(n) = a1u2n + a2∆−1u2n + a3(∆+)−1u2n + a4nu2n + a5tu3n + a6t∆−1u3n
+ a7t (∆+)−1u3n + a8unun+1 + a9unun−1 + a10tu2nun+1 + a11tu2nun−1
+ a12t∆−1u2nun+1 + a13t∆−1u2nun−1 + a14t (∆+)−1u2nun+1
+ a15t (∆+)−1u2nun−1 + a16nunun+1 + a17nunun−1 + a18tunu2n+1
+ a19tunun+1un−1 + a20tunun+1un+2 + a21tunu2n−1 + a22tunun−1un−2
+ a23t∆−1unu2n+1 + a24t∆−1unun+1un−1 + a25t∆−1unun+1un+2
+ a26t∆−1unu2n−1 + a27t∆−1unun−1un−2 + a28t (∆+)−1unu2n+1
+ a29t (∆+)−1unun+1un−1 + a30t (∆+)−1unun+1un+2
+ a31t (∆+)−1unu2n−1 + a32t (∆+)−1unun−1un−2,
where ai , i = 1,2, . . . ,32, are arbitrary constants. Substituting S2(n) in the invariant equa-
tion
∂S2(n)
∂t
= S2(n)(un+1 − un−1) + un
(
S2(n + 1) − S2(n− 1)
)
and making use of the Volterra lattice equation (2), we find, after equating different co-
efficients of un and its shifts, that the consistency condition holds only for the following
parametric restrictions:
a2 = a3 = a4 = a5 = a6 = a7 = a12 = a13 = a14 = a15 = a19 = a23 = 0,
a24 = a25 = a26 = a27 = a28 = a29 = a30 = a31 = a32 = 0,
a16 = −a17 = a10 = −a11 = a18 = −a21 = a20 = −a22 = a9 = 12a8 = a1,
and so S2(n) becomes
S2(n) = n(unun+1 − unun−1) + t
(
u2nun+1 + unu2n+1 + unun+1un+2
− u2nun−1 − unu2n−1 − unun−1un−2
)+ u2n + 2unun+1 + unun−1
= nG2(n) + tG3(n) + u2n + 2unun+1 + unun−1,
where a1 = 1. We wish to mention that G2(n) and G3(n) are nothing but the generalised
symmetries of Eq. (2) [14].
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monomials in un along with the necessary t derivatives and then considering its linear
combination we obtain its explicit form
S3(n) = n
[
u2nun+1 + unu2n+1 + unun+1un+2 − u2nun−1 − unu2n−1 − unun−1un−2
]
+ t[u3nun+1 + unu3n+1 + 2u2nu2n+1 + u2nun+1un+2 + 2unu2n+1un+2
+ unun+1u2n+2 + unun+1un+2un+3 − u3nun−1 − unu3n−1 − 2u2nu2n−1
− u2nun−1un−2 − 2unu2n−1un−2 − unun−1u2n−2 − unun−1un−2un−3
]
+ [2un(E −E−1)un(E − 1)−1un]
+ [3unu2n+1 + 2unun−1un−2 + u3n + 2u2nun+1 + u2nun−1 + 3unun+1un+2]
= nG3(n) + tG4(n) + 2un(E − E−1)unφn + F2(E−2un,E−1un,un,Eun),
where the nonlocal variable φn = (E − 1)−1un satisfying the equations
φn+1 − φn = un, ∂φn
∂t
= unun−1.
The nonlocal symmetry with rank 4 is
S4(n) = nG4(n) + tG5(n) +
[
2u2n(E − E−1) + 2unEun(E − E−1)
+ 2un(E −E−1)un(1 + E−1)
]
unφn + 4un(E −E−1)unχn
+ F3(E−3un,E−2un,E−1un,Eun,E2un,E3un),
where G4(n) and G5(n) are the generalised symmetries of ranks 4 and 5 of Eq. (2) and
χn = ∆−1( 12u2n + unun+1) is the nonlocal variable. Proceeding further we have derived a
sequence Si(n), i = 5,6, . . . , of nonlocal symmetries. Since the entries are lengthy ones
we refrain from presenting their explicit forms.
Here also the nonlocal variables φn and χn are connected with the first two local con-
servation laws as in the case of KdV equation
∂
∂t
(un) = Jn − Jn+1, ∂
∂t
(
1
2
u2n + unun+1
)
= Jn − Jn+1.
3.2.2. Nonlocal symmetries of RT lattice equation
Following the procedure adopted for the Volterra lattice equation (2) we find that the
RT lattice equation (3) also admits a sequence of nonlocal symmetries {S2(n),S3(n), . . .},
where Sk(n) = (S(1)k (n), S(2)k (n)), k = 2,3, . . . , is of rank (k, k). First few entries of the
sequence {Sk(n)} are
S
(1)
2 (n) = nG(1)2 (n) + tG(1)3 (n) + v2n + unvn + un−1vn,
S
(2)
2 (n) = nG(2)2 (n) + tG(2)3 (n) + u2n + 2unun+1 + unvn + unun−1
+ 2unvn+1, (21)
where G2(n) = (G(1)2 (n),G(2)2 (n)) and G3(n) = (G(1)3 (n),G(2)3 (n)) are the generalised
symmetries [16]
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(1)
3 (n) = nG(1)3 (n) + tG(1)4 (n) + 2vn(1 −E−1)unφn
+ F (1)2 (E−2un,E−1un,un, vn,Eun,Evn),
S
(2)
3 (n) = nG(2)3 (n) + tG(2)4 (n) + 2un(E − 1)vnφn + 2un(E −E−1)unφn
+ F (2)2 (E−2un,E−1un,un, vn,Eun,Evn,E2un,E2vn), (22)
where the nonlocal variable φn is φn = ∆−1(un + vn),
S
(1)
4 (n) = nG(1)4 (n) + tG(1)5 (n) + 2unvn(E − 1)vnφn + 2unvn(E −E−1)unφn
+ 2vn(1 −E−1)unvnφn + 2vn(1 − E−1)un(1 + E−1)unφn
+ 2v2n(1 −E−1)unφn + 4vn(1 −E−1)unχn
+ F (1)3 (E−3un,E−3vn,E−2un,E−2vn,E−1un,E−1vn,un, vn,Eun,
Evn,E
2un,E
2vn,E
3un,E
3vn),
S
(2)
4 (n) = nG(2)4 (n) + tG(2)5 (n) + 2unvn(1 −E−1)unφn
+ 2unEvn(1 −E−1)unφn + 2u2n(E − 1)vnφn + 2u2n(E − E−1)unφn
+ 2unEun(E − 1)vnφn + 2unEun(E − E−1)unφn + 2un(E − 1)v2nφn
+ 2un(E − 1)vn(1 + E−1)unφn + 2un(E −E−1)unvnφn
+ 2un(E −E−1)un(1 + E−1)unφn
+ 4[un(E − 1)vn + un(E −E−1)un]χn
+ F (1)3 (E−3un,E−3vn,E−2un,E−2vn,E−1un,E−1vn,un, vn,Eun,
Evn,E
2un,E
2vn,E
3un,E
3vn), (23)
where the nonlocal variable χn is χn = ∆−1[ 12 (u2n + v2n)+ unun+1 + unvn+1 + unvn]. The
nonlocal variables φn and χn are connected with the local conservation laws as in the case
of Volterra lattice equation (2).
4. Recursion operator
We wish to mention that the recursion operator involve dependent variable and their
derivatives as well as integro-differential operators in the case of PDEs while for PDDEs
the recursion operator involve dependent variables and their shifts as well as the difference
operators and its inverse. For clarity we present the details related with PDEs and PDDEs
separately.
4.1. Recursion operator: PDEs
Definition 4.1. Let S be a sequence of nonlocal symmetries of Eq. (6). An operator valued
function R is said to be a recursion operator of Eq. (6) if it satisfies
S˜ =RS, (24)
where S˜ = (S˜1, S˜2, . . . , S˜m) is a successive nonlocal symmetry.
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pm) and (q1, q2, . . . , qm). It is clear from Eq. (24) that the entries (Rij ), i, j = 1,2, . . . ,m,
of the matrix operator R must be of ranks (qj − pi) which can be determined from the
following relations:
rank S˜1 = rankR11 + rankS1 = · · · = rankR1m + rankSm,
rank S˜2 = rankR21 + rankS1 = · · · = rankR2m + rankSm,
...
rank S˜m = rankRm1 + rankS1 = · · · = rankRmm + rankSm. (25)
Accordingly, we consider the entries (Rij ) ofRwritten in terms of differential and integro-
differential operators of the dependent variables. We then substitute the forms of (Rij ) in
Eq. (24) and rearranging it with their required rank yields the explicit form of (Rij ). Thus
the recursion operator R involving nonlocal variables can be constructed for Eq. (6).
4.1.1. Nonlocal recursion operator of KdV equation
The relation (24) for the KdV equation can be written as
S2k =RS2k+2, k = 1,2, . . . , i − 1, (26)
where S0, S2, . . . , S2i are the nonlocal symmetries of the KdV. The construction of the
nonlocal recursion operator R for the KdV equation is as follows: for k = 1, Eq. (26)
becomes
S2 =RS4, (27)
where S2 and S4 are of ranks 2 and 4 given in Eqs. (12) and (13). From Eq. (27) it is
clear that the operator R must be of rank 2. So we look for R in terms of differential and
integro-differential operators of the dependent variables having the form
R= D(D3 + αD2v + βvD2 + γ vDv)−1 + δv2D + υD(v2) + θv3,
where α, β , γ , δ, υ and θ are arbitrary constants and v = v(x, t) is an arbitrary function
to be determined. One can proceed further to find the explicit form of R. For clarity we
factorise R as
R= D(D + α1v)−1D−1(D + β1v)−1, (28)
where α1 and β1 are arbitrary constants. Substituting for R along with the nonlocal sym-
metries S2 and S4 we find that Eq. (27) is satisfied only if
α1 = −i, β1 = i,
3(−2ivx + v2) = 2u
which is the well-known Miura transformation and so
R= D(D − iv)−1D−1(D + iv)−1 = H1H−12 ,
where
H1 = D and H2 = (D + iv)D(D − iv).
We verified that the recursion operator R satisfies Eq. (26). We have checked that the
constructed operators H1 and H2 are Hamiltonian.
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For the Burger’s equation the relation for the recursion operator reads
Sk =RSk+1, k = 1,2, . . . .
For k = 1, we have
S1 =RS2, (29)
where S1 and S2 are of ranks 1 and 2 given by
S1 =
(
f u + 2∂f
∂x
)
eφ/2 and S2 = u1.
From Eq. (29) it is clear that the operatorR must be of rank 1 and so we look for R in the
form
R= D(D + α2u)D−1,
where α2 is an arbitrary constant. Substituting for R along with the nonlocal symmetries
S1 and S2 in Eq. (29) we find after a detailed calculation that
R= D
(
D + u
2
)−1
D−1 = H1H−12 ,
where
H1 = D and H2 = D
(
D + u
2
)
.
We wish to mention that the operator H1 is Hamiltonian while the operator H2 is not
Hamiltonian.
4.2. Recursion operator: PDDEs
Definition 4.2. For the PDDE (4), R is said to be a recursion operator if it satisfies
S˜(n) =RS(n). (30)
Let us assume that the components of the nonlocal symmetries S(n) and S˜(n), respec-
tively, are of ranks (p1,p2, . . . , pm) and (q1, q2, . . . , qm). From Eq. (30) it is clear that the
entries (Rij ), i, j = 1,2, . . . ,m, of the matrix operatorRmust be of ranks (qj −pi) which
can be determined from the following relations:
rank S˜1(n) = rankR11 + rankS1(n) = · · · = rankR1m + rankSm(n),
rank S˜2(n) = rankR21 + rankS1(n) = · · · = rankR2m + rankSm(n),
...
rank S˜m(n) = rankRm1 + rankS1(n) = · · · = rankRmm + rankSm(n). (31)
Accordingly, we consider the entries (Rij ) of R written in terms of difference and inverse
difference operators of the dependent variables and their inverse. We then substitute the
forms of (Rij ) in Eq. (30) and rearranging it with their required rank yields the explicit
form of (Rij ). Thus the recursion operator R can be constructed for the given PDDE.
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recursion operator R = (Rij ) involving nonlocal variables of Eq. (4) can be written as a
product of two distinct (m ×m) matrix operators A = (Aij ) and B = (Bij ). That is,

R11 . . . R1m
R21 . . . R2m
...
...
Rm1 . . . Rmm

=


A11 . . . A1m
A21 . . . A2m
...
...
Am1 . . . Amm




B11 . . . B1m
B21 . . . B2m
...
...
Bm1 . . . Bmm

 . (32)
Equation (32) suggests that the entries of the product matrix AB must be of the same rank
as of R. Accordingly, we consider the forms of (Aij ) and (Bij ) written in terms of the
difference and inverse difference operators of the dependent variables and their inverse. We
then computed the explicit forms of (Aij ) and (Bij ) along the lines described in Eq. (31).
4.2.1. Nonlocal recursion operator of RT lattice equation
For clarity of presentation first we consider the RT lattice equation (3). The recursion
operator relation (30) for the RT lattice equation can be written as[
S
(1)
k (n)
S
(2)
k (n)
]
=R
[
S
(1)
k+1(n)
S
(2)
k+1(n)
]
=
[
R11 R12
R21 R22
][
S
(1)
k+1(n)
S
(2)
k+1(n)
]
, k = 2,3, . . . . (33)
The construction of the recursion operator R for the RT lattice equation is as follows: for
k = 2, Eq. (33) becomes[
S
(1)
2 (n)
S
(2)
2 (n)
]
=
[
R11 R12
R21 R22
][
S
(1)
3 (n)
S
(2)
3 (n)
]
, (34)
where (S(1)2 (n), S
(2)
2 (n)) and (S
(1)
3 (n), S
(2)
3 (n)) are of ranks (3,3) and (4,4) given in
Eqs. (21) and (22). From Eq. (34) it is clear that the entries R11, R12, R21 and R22 of
the matrix operator R must be of rank 1 which can be determined from the following
relations:
rankS(1)2 (n) = rankR11 + rankS(1)3 (n) = rankR12 + rankS(2)3 (n),
rankS(2)2 (n) = rankR21 + rankS(1)3 (n) = rankR22 + rankS(2)3 (n).
So we consider the entriesR written in terms of difference and inverse difference oper-
ators of the dependent variables and their shifts having the form
R11 = e0v−1n + e1un∆v−1n ∆−1v−1n + e2un∆v−1n (∆+)−1v−1n + e3∆+unv−1n ∆−1v−1n
+ e4∆+unv−1n (∆+)−1v−1n + e5u−1n un∆v−1n ∆−1v−1n + e6vn∆u−1n (∆+)−1u−1n
+ e7∆+vnu−1n ∆−1u−1n + e8∆+vnu−1n (∆+)−1u−1n , (35a)
R12 = f1∆+unv−1n ∆−1u−1n vn + f2un∆v−1n ∆−1u−1n + f3∆+vnu−1n ∆−1v−1n vn
+ f4vn∆u−1n ∆−1v−1n , (35b)
R21 = g1un∆v−1n (∆+)−1v−1n + g2un∆v−1n ∆−1v−1n + g3vn∆u−1n (∆+)−1u−1n
+ g4vn∆u−1n ∆−1u−1n , (35c)
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+ h4vn∆u−1n ∆−1v−1n , (35d)
where ei , i = 0,1, . . . ,8, fj ,hj , gj , j = 1,2,3,4, are arbitrary constants to be determined.
Substituting the entries R11, R12, R21 and R22 in Eq. (34), we have checked that Eq. (34)
is satisfied identically only if
e0 = e1 = e4 = f1 = g1 = h1 = 1, e2 = e3 = f2 = g2 = −1,
and so the recursion operator for the RT lattice equation (3) becomes
R=
[
v−1n + (un∆ −∆+un)v−1n (∆−1 − (∆+)−1)v−1n (∆+un − un∆)v−1n ∆−1u−1n
un∆v
−1
n (∆
−1 − (∆+)−1)v−1n un∆v−1n ∆−1u−1n
]
.
(36)
We below explain how to factorise the obtained recursion operator R following the
steps outlined in Section 4.2.
Factorisation of recursion operator Let us assume that theR can be written as a product
of two distinct (2 × 2) matrix operators A = (Aij ) and B = (Bij ), i, j = 1,2. That is,[
R11 R12
R21 R22
]
=
[
A11 A12
A21 A22
][
B11 B12
B21 B22
]
. (37)
Equation (37) suggests that the entries of the product AB must be of the same rank as of
the entries of R. Thus we consider the entries of the matrix operator A and B having the
form
A11 = a11unE + a12E−1un + a13vnE + a14E−1vn + a15un, (38a)
A12 = b11unE + b12E−1un + b13vnE + b14E−1vn + b15un, (38b)
A21 = c11unE + c12E−1un + c13vnE + c14E−1vn + c15un, (38c)
A22 = d11unE + d12E−1un + d13vnE + d14E−1vn + d15un, (38d)
B11 = a˜11v−1n (∆+)−1v−1n + a˜12v−1n ∆−1v−1n + a˜13v−1n ∆−1u−1n
+ a˜14u−1n (∆+)−1v−1n , (39a)
B12 = b˜11v−1n (∆+)−1v−1n + b˜12v−1n ∆−1v−1n + b˜13v−1n ∆−1u−1n
+ b˜14u−1n (∆+)−1v−1n , (39b)
B21 = c˜11u−1n (∆+)−1v−1n + c˜12v−1n ∆−1v−1n + c˜13v−1n ∆−1u−1n
+ c˜14u−1n (∆+)−1v−1n , (39c)
B22 = d˜11v−1n (∆+)−1v−1n + d˜12v−1n ∆−1v−1n + d˜13v−1n ∆−1u−1n
+ d˜14u−1n (∆+)−1v−1n , (39d)
where aij , a˜ij , bij , b˜ij , cij , c˜ij , dij and d˜ij are unknown constants to be determined. Substi-
tuting Eqs. (38) and (39) and then equating the entries of the nonlocal recursion operatorR
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restrictions:
a11 = −a12 = b11 = −b12 = −c11 = c12 = −a˜11 = a˜12 = −b˜11 = c˜11 = 1
and so the matrix operators A and B become
A =
[
unE −E−1un (E−1 − 1)un
−un(E − 1) 0
]
,
B =
[−v−1n (∆+)−1 − (∆−1)v−1n −v−1n ∆−1u−1n
u−1n (∆+)−1v−1n 0
]
. (40)
We have also verified that both the matrix operators A and B are invertible. In the standard
form, R= H1H−12 ,
A = H1 =
[
unE − E−1un (E−1 − 1)un
−un(E − 1) 0
]
, B = H−12 , (41a)
and so
H2 =
[
0 vn∆+un
−un∆vn un(∆+ − ∆)un
]
. (41b)
We have shown explicitly that the constructed operators H1 and H2 are Hamiltoni-
ans [16].
4.2.2. Volterra lattice equation
For the Volterra lattice equation, recursion operator is a scalar one given by
R= un(E − 1)(unE −E−1un)−1(E + 1)−1u−1n = H1H−12 ,
where
H1 = un(E −E−1)un
and
H2 = un
(
(1 + E)un(1 +E) − (1 +E−1)un(1 +E−1)
)
un.
We have proved that H1 and H2 are Hamiltonian operators [18].
5. Conserved densities: Volterra and RT lattice equations
Several researchers have discussed about the construction of conservation laws or con-
served densities involving nonlocal variables for PDEs [26–29]. In the following we briefly
explain the derivation of conserved densities involving nonlocal variables for the Volterra
and RT lattice equations (2) and (3).
Let us first derive the conserved densities for the Volterra lattice equation (2) which is
invariant under the scaling symmetry(t, un) → (λt, λ−1un), (42)
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to t . In other words, un ∼ ddt . In order to derive the conserved densities, both sides
of Eq. (2) should have the same rank. To start with we consider the form of con-
served density with rank 0. Forming all monomials of un of rank 0 yields the list L1 =
{tun, t∆−1un, t (∆+)−1un,n}. Introducing the necessary t derivatives leads to I = {tun,
t∆−1un, t (∆+)−1un}. Then the conserved density can be obtained by considering a linear
combination of the terms in I ,
ρ(0)n = c1tun + c2t∆−1un + c3t (∆+)−1un, (43)
where c1, c2 and c3 are arbitrary constants. Differentiating Eq. (43) with respect to t and
making use of Eq. (2) we get
dρ
(0)
n
dt
= c1un + c1tun(un+1 − un−1) + c2∆−1un + c2tunun−1
+ c3(∆+)−1un + c3tunun+1 +
[
J (0)n − J (0)n+1
]
, (44)
with flux,
J (0)n = c2tunun−1 + c2∆−1un.
By definition of conservation law, the monomials outside the square brackets in Eq. (44)
must vanish. This yields, c3 = −c2. Choosing c2 = 1 we obtain the conserved density and
the associated flux to be
ρ(0)n = t
(
∆−1 − (∆+)−1)un, J (0)n = tunun−1 +∆−1un.
Repeating this process we have computed the conserved densities and flux of higher rank.
For example, the conserved densities of ranks 1 and 2, respectively, are
ρ(1)n = (n + 1)un + (∆+)−1un + t
(
∆−1 − (∆+)−1)(1
2
u2n + unun+1
)
,
J (1)n = ∆−1
(
1
2
u2n + unun+1
)
+ t(u2nun−1 + unun+1un−1)
− (n + 1)unun−1, (45a,b)
ρ(2)n = (n + 1)
(
1
2
u2n + unun+1
)
+ (∆+)−1
(
1
2
u2n + unun+1
)
+ t(∆−1 − (∆+)−1)(1
3
u3n + u2nun+1 + unun+1un+2 + unu2n+1
)
,
J (2)n = ∆−1
(
1
3
u3n + u2nun+1 + unun+1un+2 + unu2n+1
)
+ t(u3nun−1 + 2u2nun+1un−1 + u2n+1unun−1 + unun−1un+1un+2)
− (n + 1)(u2nun−1 + unun+1un−1). (46a,b)
We have checked that the RT lattice equation also admits nonlocal conserved densities and
flux of higher rank. For instance, the conserved densities of ranks 0, 1 and 2, respectively,
are
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(
∆−1 − (∆+)−1)(un + vn),
J (0)n = −tunun−1 − tun−1vn + ∆−1(un + vn). (47a,b)
ρ(1)n =
(
n+ 1 + (∆+)−1)(un + vn)
+ t(∆−1 − (∆+)−1)[1
2
(
u2n + v2n
)+ unvn + unvn+1 + unun+1
]
,
J (1)n = ∆−1
[
1
2
(
u2n + v2n
)+ unvn + unvn+1 + unun+1
]
− t(u2nun−1 + v2nun−1 + unun+1un−1 + unvn+1un−1 + 2unun−1vn)
+ unun−1 + nunun−1 + nun−1vn + un−1vn, (48a,b)
ρ(2)n = (n + 1)
[
1
2
(
u2n + v2n
)+ unvn + unvn+1 + unun+1
]
+ (∆+)−1
[
1
2
(
u2n + v2n
)+ unvn + unvn+1 + unun+1
]
+ t(∆−1 − (∆+)−1)[1
3
(
u3n + v3n
)+ u2nun+1 + u2nvn + u2nvn+1
+ (v2n + u2n+1 + v2n+1 + un+1vn + 2un+1vn+1
+ vnvn+1 + un+1un+2 + un+1vn+2
)
un
]
,
J (2)n = ∆−1
[
1
3
(
u3n + v3n
)+ u2nun+1 + u2nvn + u2nvn+1
+ (v2n + u2n+1 + v2n+1 + un+1vn + 2un+1vn+1
+ vnvn+1 + un+1un+2 + un+1vn+2
)
un
]
− t[u3nun−1 + (2un+1un−1 + 3un−1vn + 2un−1vn+1)u2n
+ (u2n+1un−1 + 3un−1v2n + un−1vnvn+1 + 2un−1un+1vn
+ 2un−1vnvn+1 + 2un−1un+1vn+1 + un−1un+1un+2
+ un−1un+1vn+2
)
un + un−1v3n
]+ (n + 1)(u2nun−1
+ (2un−1vn + un+1un−1 + un−1vn+1)un + un−1v2n
)
. (49a,b)
6. Conclusion
In this article, a systematic method to derive the nonlocal symmetries for PDEs and
PDDEs with two independent variables is presented and illustrated for the KdV and
Burger’s equations, Volterra and RT lattice equations. It is clear that the generalised (Lie–
Backlund) symmetries of PDEs (or PDDEs) depends on the dependent variables and their
654 R. Sahadevan et al. / J. Math. Anal. Appl. 308 (2005) 636–655derivatives (or shifts) while the nonlocal symmetries depends on the dependent variables
and their derivatives (or shifts) as well as their integral operators (or difference opera-
tors). It appears that the nonlocal symmetries of certain nonlinear evolution equations with
two independent variables admitting solitons are shadows of local symmetries which was
shown for Burger’s equation. With the help of nonlocal symmetries, an algorithm is given
to construct recursion operators involving nonlocal variables for both PDEs and PDDEs.
We have shown that KdV and Burger’s equations, Volterra lattice equations possess fac-
torisable recursion operators while RT lattice equation admits (2×2) factorisable recursion
operator. It is observed that the existence of nonlocal symmetries and the corresponding
recursion operator of partial differential and differential–difference equations does not al-
ways determine their mathematical structures, for example, bi-Hamiltonian representation.
We have also derived the conserved densities for the Volterra and RT lattice equations.
Using the nonlocal symmetries it is possible to derive special solutions, nonlocal master
symmetries which is under investigation. It is of interest to investigate whether this method
can be extended to nonlinear evolution equations with three independent variables.
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