The problem of particle loading in particle-in-cell gyrokinetic simulations is addressed using a quadratic optimization algorithm. Optimized loading in configuration space dramatically reduces the short wavelength modes in the electrostatic potential that are partly responsible for the nonconservation of total energy; further, the long wavelength modes are resolved with good accuracy. As a result, the conservation of energy for the optimized loading is much better that the conservation of energy for the random loading. The method is valid for any geometry and can be coupled to optimization algorithms in velocity space. *
Introduction
The problem of microinstabilities in turbulent tokamak and stellarator plasmas has received considerable attention over the last few decades. This is mainly due to the general consensus [1, 2] that such short-scale, low-frequency instabilities are responsible for the so-called anomalous transport [3] that occurs across the stream lines of the confining magnetic field.
An attractive approach for the simulations of microinstabilities in complex toroidal geometries is the particle-in-cell (PIC) gyrokinetic model. In view of the inherent discreteness (through the macroparticles or markers [4] ) of the PIC gyrokinetic model, the issue of energy conservation for long-time simulations is of crucial importance. There are various causes for the nonconservation of total energy in PIC gyrokinetic simulations; here are some examples: (a) the marker trajectories are integrated in time using a finite time step; (b) the computational grid in configuration space has a finite grid spacing; (c) the velocity space is not covered uniformly. In this paper, we study the problem of marker loading in configuration space. The basic idea is that an optimized loading will reduce the short-wavelength modes in the ion number density while accurately resolving the long-wavelength modes; as a result, the electrostatic potential and the local electric field that acts on the guiding centers will have fewer small-scale modes detrimental to the global energy conservation. The paper is organized as follows; in section 2, the case of one-dimensional loading based on a quadratic optimization algorithm is presented; the generalization to a two-dimensional domain is given in section 3; concluding remarks are given in section 4.
One-dimensional Optimized Loading
Before attempting to consider the general case of optimized loading in general geometry, we present a simple one-dimensional model to illustrate the basic idea. The optimization algorithm used in this paper is based on quadratic optimization. Numerical experiments presented in this paper show that such optimization algorithm is sufficient as far as loading in configuration space is concerned; algorithms for optimized loading in velocity space sometimes do required more sophisticated techniques such as the neural network based techniques [5] . Consider a positivedefinite energy-like quantity, E, which depends on N variables
where F is a nonsingular, bounded function of the variables θ i . Introducing a time-like variable t, the updating rules given by
minimize E; this is easily proved by using the chain rule on Eq.(1) and Eq.(2)
In other words, the updating rules (2) are consistent with dE/dt = 0 as t → ∞. In practise, the numerical integration of Eqs. (2) is carried out numerically since the energy-like quantity E is usually a complex (nonlinear) function of the variables θ. For a given physical situation, one can conceive an infinite number of energy-like quantities E with appropriate constraints (boundness and smoothness) on F . The problem is, of course, to select the proper quantity E.
In order to illustrate the applicability of the quadratic minimization for the case of spatial loading in PIC gyrokinetic simulations, we consider a simple one-dimensional model. The simplicity of the model is also used as a guide to determine the explicit form of the energy-like quantity E. In the long wavelength limit, the gyrokinetic Poisson equation is [6] (in gyrokinetic units:
where n e is the electron number density (in the limit k ⊥ ρ e → 0, where k ⊥ is the characteristic perpendicular wavevector for ITG turbulence) and n i is the ion guiding center number density which explicit form involves an integration over configuration space and velocity space
Here the position vector, r, is related to the guiding center position vector, R, through the relation r = R + ρ where ρ = v ⊥ /ω ci (e 1 cos ϕ + e 2 sin ϕ); e 1 and e 2 are two orthonormal vectors that are perpendicular to the magnetic field direction at the guiding center position R and ϕ is the gyrophase angle. The distribution function of the ion guiding centers is denoted F in the above equation. Note that the real difficulty is the spatial loading of the ion guiding center positions; for the electrons, a random spatial loading is sufficient since, to a good approximation, k ⊥ ρ e ≈ 0 (in other words, R ≈ r for the electrons). For a one-dimensional periodic system (with period L), and noting that n i → n i (gyroaveraging is meaningful in two-dimensional configuration space or three-dimensional configuration space), Eq.(4) becomes
Since the system is assumed to be periodic, one can Fourier decompose Eq.(6); as a result each Fourier mode associated with the electrostatic potential is given by
Clearly the long-wavelength modes in S k are 'amplified' in the electrostatic potential through the factor k −2
1. Therefore, it would be advantageous to resolve these modes accurately. At the other end of the k spectrum, the short-wavelength modes of the electrostatic potential generate strong 'random kicks' in the marker positions through the (dominant) E×B drift velocity; such short-wavelength modes can be partially suppressed by using, for example, a digital filter. The 'noise' is actually generated at all scale lengths and fed back into the simulation; as a result, the total energy of the gyrokinetic system is not conserved. Therefore, it should be advantageous to load the position of each ion guiding center such as to minimize the long wavelength modes in n i . Note that a simple random loading of the ion guiding centers is not optimal because of the convolution between configuration space and velocity space [see Eq. (5)].
Returning to our one-dimensional problem, the weight (which is related to the perturbed ion distribution function; see, for example, Ref. [4] ) for marker k is denoted W k and its position is x k . A uniform grid in configuration space is setup where the node positions are given by X g = g∆x, where g = 0, 1, · · · , N g , ∆x = L/N g is the grid spacing and N g is the number of grid points. In view of the periodicity of the system, we have, for any physical quantity F (x), the relation of F (x + L) = F (x); for the discrete system, we have F Ng = F 0 , F Ng+1 = F 1 , etc. where the notation F g = F (X g ) has been used. In order to be specific, we assume that the marker weights are loaded randomly according to
where W 0 1 is a small parameter and r k is a random number uniformly distributed in the interval [0, 1]. We would like to point out that the algorithm described in this paper does not rely on Eq. (7) and it is valid for an arbitrary sequence
where N is the total number of markers used in the simulation. If ρ g denotes the number density at grid point g, we define an energy-like quantity of the form
where, for each marker k, x k = x k (t). In order to determine the number density at each node, we use the linear interpolation scheme to deposit the contribution of each marker onto the grid ( Figure 1 ). We denote D(x k , W k ) as the (linear) deposition scheme for marker k with position
• find the grid index g such that g∆x ≤ x k < (g + 1)∆x;
• update the (local) number density according to
Here the left arrow denotes replacement. The updating rules for the marker position x k can be determined using Eq.(8)
where the marker k is assumed to belong to the cell j, that is j∆x ≤ x k < (j +1)∆x; the relation ∂x k /∂x k = δ kk , where δ kk is the Kronecker delta symbol, has also been used. Note that the dynamical equations (9) are coupled through the discrete number density. Eqs.(9) are integrated in time using standard fourth-order Runge-Kutta scheme [7] . The time step ∆t of integration is chosen such that the average displacement of the markers does not exceed the grid spacing. The energy-like quantity E, defined in Eq. (8), is monitored as the simulation progresses. The Figure 2 shows the initial (plain line) number density based on a random initialization of the marker positions:
where, as before, r k is a random number in the unit interval [0, 1]. The dotted line shows the corresponding number density at t = 200. Some residual short wavelength modes can be seen. Figure 3 shows the number density at t = 500; we note the appearance of a long wavelength (k ∼ 1/L) mode. The minima of the energy-like quantity E is reached at saturation time t = t s such that
The saturated number density profile is shown in Figure 4 . The long wavelength mode, that was already visible in Figure 3 , now dominates. Upon inspection of Figure 4 one can infer that the Fourier spectrum of the electrostatic potential is also dominated by a few long wavelength modes which are detrimental to the overall energy conservation. In comparison, the Fourier spectrum for the case of random loading (plain line) contained both short-wavelength and long-wavelength modes; the long-wavelength modes have relatively large amplitudes. Figures 5 and 6 show the energy-like quantity as a function of time for the cases of N c = 10 markers per cell and N c = 50 markers per cell, respectively. Other parameters and the initial conditions are the same in Figures 2-4 . In both cases, a steep initial decrease in E can be seen. This is followed by a slower rate dE/dt; discrete events occur when a small group marker (or a single marker) cross over to a neighboring cell. Comparing Figure 5 with Figure 6 we note that the ratio E(t s )/E(0) is smaller for the case with N c = 50 markers per cell compared to the case with N c = 10. This is due to the fact that the random loading becomes a better approximation of the optimal loading as the number of markers N is increased. In the limit N → ∞ the initial random loading is, of course, optimal.
Two-dimensional Optimization Algorithm
In this section, we describe a two-dimensional version of the algorithm presented in the previous section. The generalization of the present algorithm to toroidal geometry only requires the computation of new coefficients for the gyroaveraging processes (to account for the tilt in the magnetic field direction and the nonuniformity of the Jacobian).
The main difference with the case described in the previous section is that the number density of the ion guiding center, Eq.(5), now couples the configuration space to the velocity space. Furthermore, the gyroaveraging process (Figure 7 ) implies that the updating rules are nonlocal.
As it is customary in PIC simulations, one uses the magnetic moment per unit of mass, µ ≡ V 2 ⊥ /(2B), instead of the perpendicular velocity as a dynamic variable. A Maxwellian probability distribution function is used for the loading in V ⊥
where V thi = T i /m i is the ion thermal velocity and n 0 is the equilibrium background density. The marker weights are loaded randomly, as in Eq. (7), although an arbitrary loading can be used.
For simplicity, we consider a two
in the x and y directions. In order to mimic the nonuniformity of the magnetic field in toroidal geometry, the confining B field is taken as
where L s is the shear length, (x, y) = (x/L x , y/L y ), z is a unit vector in the z direction and < 1 is a free parameter. The magnetic field given by Eq.(11) is obviously divergence free. A uniform computational grid with grid spacings ∆x = L x /N x and ∆y = L y /N y is set up. In analogy with the one-dimensional case, the energy-like quantity E is defined as
where
the guiding center of the k th marker, the locations of a set of N g gyropoints is defined through
for g = 1, 2, · · · , N g . In normalized gyrokinetic units, the magnitude of the gyroradius depends on the position in configuration space and velocity space since
In Eq.(13), the discrete gyroangles are given by ϕ g = g∆ϕ and ∆ϕ = 2π/N g .
The computation of the number density of ion guiding marker density is depicted in Figure 7 for the case N g = 8. The black square denotes the position of the guiding center whereas each small black triangle identifies a point on the ring with radius ρ, or simply a gyropoint. The small black circles denote the nodes of the computational grid; the cell (i, j) denotes the area delimited by a set of four neighboring nodes: (i, j), (i + 1, j), (i, j + 1) and (i + 1, j + 1). The guiding center density at node (i, j), which is denoted n i,j , usually involves the guiding centers of markers which belong to different cells. In order words, a change in the marker position (x k , y k ) → (x k + δx k , y k + δy k ) will affect the number density at different nodes (i, j). The two-dimensional version of the linear interpolation scheme is used (See Figure 8) . If the position of the gyropoint (x kg , y kg ) satisfies the relations of i∆x ≤ x kg < (i + 1)∆x , j∆y ≤ y kg < (j + 1)∆y , then its contribution to the local number density is
In analogy with the one-dimensional case, the updating rules for the guiding center position are
where E is given by Eq.(12). At t = 0 the markers are loaded randomly in the domain Ω. Figure  9 shows the time evolution of the energy-like quantity as a function of time. The simulation parameters are N c = N/N g = 10, N x = N y = 64, L x = L y = 8, ∆t = 1.0 and N g = 4. Figure  9 shows that E(t) follows a pattern similar to those of Figures 5 and 6 . However, the discrete events that occur in Figures 5 and 6 are absent in Figure 9 . This smooth behavior is due to the gyroaveraging process which makes the updating rules (14) nonlocal. For example, the guiding center shown in Figure 7 influences the local number density at no less than 16 nodes. Figure 10 shows the initial density of ion guiding centers. For this specific case, the updating rules (14) involve a set of 2N x N y N c = 81920 coupled equations. The local density of ion guiding centers at t = 100 is shown in Figure 11 . As in the one-dimensional case, the shortwavelength modes are gradually removed from the simulation domain although a few modes with k ⊥ ∆x ∼ k ⊥ ∆y = O(1) do remain; these long-wavelength modes have small amplitudes. Figure 12 shows the final (saturated) number density profile. The amplitudes of the dominant modes is roughly two orders of magnitude smaller than those of Figure 10 . Further, the Fourier spectrum is, as in the one-dimensional case, dominated by a few long-wavelength modes.
We now compare the energy conservation properties associated with the optimized loading algorithm. The marker weights are advanced in phase space using the δf algorithm along their respective trajectories (the derivation of the basic equations can be found elsewhere [8] and are not repeated here). As shown in the Appendix, the gyrokinetic system should conserve the total energy defined as
is the potential energy and
is the kinetic energy. The right-hand sides of Eqs.(15,16) are in gyrokinetic units. In order to measure the nonconservation of total energy, the quantity
has been monitored throughout the simulation. Figure 13 shows that the nonconversation of energy becomes substantial for t ≥ 4000. However, ∆E increases much faster when a random loading (plain line) is used as compared to the case of an optimized loading (dotted line). Furthermore, as the end of the simulation ∆E is roughly of an order of magnitude larger for the random loading case than when compared to the optimized loading case. This difference in the energy conservation properties can be traced to the 'random kicks' experienced by the markers at t = 0. Each marker has a 'memory' of its trajectory through phase space; the cumulative effect of an inaccurate initial loading translates into poor energy conservation in the late nonlinear stage of the simulation.
Conclusions
The problem of marker loading in particle-in-cell gyrokinetic simulations has been addressed using a quadratic optimization algorithm. It has been shown that optimized loading in configuration space dramatically reduces the short wavelength modes of the electrostatic potential which are partly responsible for the nonconservation of total energy. As the same time, the long wavelength modes in the ion guiding center density (that tend to be amplified in the electrostatic potential) are resolved with accuracy. It is this combination of factors (damping of short-wavelength modes and better resolution of long-wavelength modes) which results in better overall energy conservation. The method presented in this paper can be easily extended to arbitrary toroidal plasmas. Although the computing power of massively-parallel supercomputers has increased considerably over the past decade, full-torus, gyrokinetic PIC simulations of microturbulence in tokamak plasmas typically operate with 5 to 15 markers per cell; we believe that the energy conservation properties of such simulated plasmas can be improved using optimized loading in configuration space and velocity space.
Appendix: Energy conservation in electrostatic gyrokinetic simulations
The guiding center distribution for particle species j in the electrostatic, collisionless limit is governed by
where the equations of motions are
and
and 
Term 2 in the above equation vanishes whereas term 3 can be integrated by parts; as a result we obtain
Eq.(19) can be written as
Multiplying Eq.(20) by v || and using Eq.(23), one gets
where terms 1 and 4, as well as the sum of terms 2 and 3, vanish. Eq.(24) then simplifies to 
