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 Abstract 
Cased Based Reasoning (CBR) is an important area of research in the field of Artificial Intel-
ligence. It aims to solve new problems by adapting solutions, that were used to solve previous 
similar ones. Among the four typical phases - retrieval, reuse, revise and retain, retrieval is a 
key phase in CBR approach, as the retrieval of wrong cases can lead to wrong decisions. To 
accomplish the retrieval process, a CBR system exploits Similarity-Based Retrieval (SBR). 
However, SBR tends to depend strongly on similarity knowledge, ignoring other forms of 
knowledge, that can further improve retrieval performance. 
The aim of this study is to integrate class association rules (CARs) as a special case of associ-
ation rules (ARs), to discover a set (of rules) that can form an accurate classifier in a database. 
It is an efficient method when used to build a classifier, where the target is pre-determined. 
The proposition for this research is to answer the question of whether CARs can be integrated 
into a CBR system. A new strategy is proposed that suggests and uses mining class association 
rules from previous cases, which could strengthen similarity based retrieval (SBR). The prop-
osition question can be answered by adapting the pattern of CARs, to be compared with the 
end of the Retrieval phase. Previous experiments and their results to date, show a link between 
CARs and CBR cases. This link has been developed to achieve the aim and objectives. 
A novel strategy, Case-Based Reasoning using Association Rules (CBRAR) is proposed to im-
prove the performance of the SBR and to disambiguate wrongly retrieved cases in CBR. 
CBRAR uses CARs to generate an optimum frequent pattern tree (FP-tree) which holds a value 
of each node. The possible advantage offered is that more efficient results can be gained, when 
SBR returns uncertain answers. 
In addition, CBRAR has been evaluated using two sources of CBR frameworks - Jcolibri and 
Free CBR. With the experimental evaluation on real datasets indicating that the proposed 
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CBRAR is a better approach when compared to CBR systems, offering higher accuracy and 
lower error rate.  
  
  
1 
 
Chapter 1:  Introduction 
The basic premise of case-based reasoning (CBR), is that experience in the form of previous 
cases can be used to help solve new problems [1]. A case is an individual experience that is 
collected, described and stored in a case base. Basically, each case is defined by a problem 
description and its corresponding solution description. Among the four main phases in CBR 
(see Figure 1), retrieval is a key stage, with success being heavily reliant on its performance 
[2]. Its aim is to retrieve similar cases that can be successfully used to help solve a target prob-
lem. This is of particular importance because if the retrieved cases are not useful, a CBR system 
may not ultimately produce a suitable solution to the given problem. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fundamentally, retrieval is performed through a specific strategy of leveraging similarity 
knowledge (SK) referred to as ‘similarity-based retrieval’ (SBR) [2]. In SBR, SK is utilized to 
determine the benefit of stored cases with regards to a target problem. SK is typically encoded 
via similarity measures between the problem and stored cases. In SBR, the measures are used 
Retrieved Case 
Learned Case 
Solved Case 
New Case 
REVISE 
REUSE 
RETRIEVE 
Tested Case 
RETAIN 
Previous 
Cases 
Figure 1 CBR Cycle [1] 
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to identify cases ranked by their similarities to the problem. The solution is basically “associ-
ated” to the closest case to enable users to determine the rank of cases [3]. 
Association rules mining (ARM) is an important technique in the field of data mining (DM). It 
aims at extracting interesting correlations, frequent patterns, associations or casual structures 
among a set of items in a transaction database or other data repositories. It is used in various 
application areas, such as banking and department stores. [4] Describes an example of an as-
sociation rule using the following example, "If a customer buys a dozen eggs, they are 70% 
likely to also purchase milk.” meaning that it is possible to determine consumer behaviour and 
predictions by analysing ARs. Thus, ARM plays a major role in the shopping basket data anal-
ysis, product clustering and the design of catalogues and store layouts.  
The class association rule technique was first proposed by [5]. It generates classification rules 
based on association rules as an integration of classification and association. The integrated 
framework of CARs suggested by [5] is achieved by discovering a special subset of ARs whose 
right side of the implication equation are confined to the classification class label. Other tech-
niques for mining CARs have been suggested in recent years. They include GARC [6], ECR-
CARM [7], CBC [8], CAR-Miner [9], CHISC-AC [10] and  d2O [11]. The methods of classi-
fication based on CARs were demonstrated to be more accurate than the classic methods e.g. 
C4.5 [12] and ILA [13], [14] in their experimental results [5]. The concept of classification 
based on association has been employed in this project to show that patterns of classed rules 
can be combined to form a similar pattern, to be compared to CBR problem. 
Frequent pattern mining (FPM) plays a major role in ARM. On its own FPM is concerned with 
finding frequent patterns (frequently co-occurring sub-sets of attributes) in data. A number of 
FPM algorithms have been proposed, for instance Apriori [15],[16]. With respect to pattern 
matching the majority of these have been integrated with ARM algorithms. Of these, the best 
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known, and most frequently cited, is the FP-Growth algorithm [17]. FP-growth is constructed 
on a set enumeration tree structure called the FP-tree. It takes a totally different approach to 
discovering frequent itemsets. Unlike Apriori, it does not generate and test the paradigm. In-
stead, FP-growth compacts the dataset structure using the FP-tree and extracts the frequent 
pattern directly from this structure [18]. FP-tree is a compressed representation of the input 
data. It is built by reading the dataset transaction and allocating each transaction to a path in 
the FP-tree. As various transactions can have many items in common, their paths might overlap. 
The more the paths overlap with one another, the more can be achieved by using the FP-tree 
structure. The performance of this process will depend on the amount of memory available on 
the system being used. If the FP-tree can be held entirely within the available memory, the 
extraction of frequent itemsets will be faster as it will be possible to avoid repeated passes over 
the stored data being accessed. In this project, FP-tree and an implications table are used to 
produce a compressed tree of CARs in order to find a CBR case problem pattern in the tree. 
The work presented in this research concerns the mining of the rules which can disambiguate 
the retrieved answers of existing case based reasoning systems. Ultimately, the originality and 
contribution of this work is to highlight that when DM and CBR are combined in a unified way, 
the cases to be mined will be mined more efficiently. This research will also employ association 
rules as one of the DM approaches that could be used to improve the performance of the re-
trieval process. Furthermore, techniques will be developed to allow different rules to be com-
bined in order to produce a correct case not just a similar one.  
The research will be validated through extensive experiments using up to date and valid da-
tasets in various areas. These include different applications relating to for example: medicine, 
the influence of prior knowledge on concept acquisition and a NASA space dataset. The data 
being used for this research has been published on the UCI website to facilitate the preparation 
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of artificial intelligence systems algorithms. The datasets are used to evaluate the new strategy 
CBRAR for enhancing the performance of CBR by using a new more efficient algorithm (FP-
CAR) for mining all CARs with FP-tree values for a CBR query Q. The proposed algorithm 
uses an optimum tree derived from the FP-tree and optimized by P-tree concepts to produce a 
super-pattern that matches the new CBR case. The experimental results in chapter 4 show that 
the CBRAR strategy is able to disambiguate the answers of the retrieval phase compared to 
those obtained when using Jcolibri [19] and FreeCBR [20] systems. 
1.1.   Research Problem 
Basically, the retrieval phase in a CBR system is achieved via a specific strategy described by 
[2] and known as similarity-based retrieval (SBR) to estimate the benefit of stored cases relat-
ing to a target problem. It is ordinarily encoded using similarity measures between the problem 
and stored cases. Thus, cases ranked by their similarity measures to the solution are then used 
to resolve new problems.   
 However, there are two major drawbacks to SBR. The first issue, according to [21], is that in 
practice SBR is reliant on domain experts to clarify SK. Defining SK is still complex, hard to 
practice and time consuming as no obvious methodology or any general approaches to support 
the modelling of measures in an intelligent way have yet to be developed. This often leads SK 
to being subjective and inaccurate. The second issue is that the definition of similarity measures 
is often static. So, it is highly possible that it could be continuously applied to all target prob-
lems. This leads to a problematic situation where a similarity criterion defined in a given field 
is beneficial for some target problems but not for others. Therefore, depending on target prob-
lems, the retrieval performance of SBR is different even within the same domain [22]. 
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This research, attempts to enhance the performance of CBR system and address the most com-
mon problem of the retrieval phase [23]. Thus, it was crucial to address this issue by retrieving 
not just the most similar case, but also the one with the greatest benefit. In addition, removing 
the SBR limitation can save life, in some critical domains such as health, time and money. As 
shown in Table 1, the research problem is explained through a simple medical diagnosis table 
similar to the case study in  [24], where the weight of each attribute was uniform for the sake 
of simplicity and the CBR retrieved different class labels with the same percentage of similar-
ity. Consider that the case base includes four patient cases. 
Table 1 Medical Case Study 
Attribute Weights(wi) Patient 1 Patient 2 Patient 3 Patient 4 New Patient NP 
Temperature 1 40.0 40.0 40.1 40.4 40.0 
Occurrence of Nausea 1 yes yes yes yes yes 
Lumber Pain 1 yes yes yes yes yes 
Urine Pushing 1 yes no yes yes yes 
Micturition Pain 1 yes yes yes yes yes 
Burning of Urethra 1 yes no no no no 
Diagnosis  yes no yes yes ? 
Similarity with NP  0.83 0.83 0.83 0.83  
 
For each case, the problem is described by six attributes (symptoms) A1 to A6, and the solution 
denotes the corresponding diagnosis. The aim is to make a correct diagnosis for a new patient 
(NP). It is pre-determined that the NP is really suffering from acute inflammation of the urinary 
bladder as specified in the case base as a class label yes. Therefore, to predict a diagnosis for 
the NP, in principle, SBR identifies similar cases to the NP by finding cases whose attributes 
are similar. The following metric is applied to measure the similarity between NP and each case 
C ∈ D, D is a dataset, as case base used by [23]. 
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, and 0, otherwise (if 𝐴𝑖 
is nominal), Attribute’s 
value 
𝒔𝒊𝒎𝒈(𝑵𝑷, 𝑪)  =
∑  𝒘𝒊.  𝒔𝒊𝒎𝟏(𝒒𝒊,𝒄𝒊)
𝒏
𝒊=𝟏
∑ 𝒘𝒊
𝒏
𝒊=𝟏
      
Equation 1 Similarity Metric Measure 
 
Where    
𝑠𝑖𝑚1(𝑞𝑖,𝑐𝑖) = {
1 − 
| 𝑞𝑖−𝑐𝑖 |
𝐴𝑖
𝑚𝑎𝑥− 𝐴𝑖
𝑚𝑖𝑛
1 if 𝑞𝑖 =  𝑐𝑖       
 
 
 
Where n is the number of attributes of cases,  𝐴𝑖
𝑚𝑎𝑥 and 𝐴𝑖
𝑚𝑖𝑛 indicate the maximum and min-
imum values. Ai is the attribute of NP and the case C contains qi and ci, respectively that Ai 
takes on in D. 
Once similar cases to the NP are chosen, SBR determines a diagnosis for the NP using these 
cases, assuming that, SBR selects the single most similar case to the NP.  As shown in Figure 
2 and Table 2, all patients are chosen when applying the above metric and recorded the same 
similarity measure of 0.8333334. The cases retrieved presented contradictory solutions with 
some cases having the “yes” label and others the “no” label. Hence, from the solution it is not 
clear which outcome should be associated with the NP. In this specific case, we know in ad-
vance that the NP is  from an inflammation of the urinary bladder and should be labelled as 
“yes”. The CBR in this case is suggesting an incorrect solution that may affect the outcome of 
the diagnosis. This case illustrates the limitations of SBR as it relies only on the similarity 
measure. 
In comparison to similarity, AK can be obtained through class association rule mining. A key 
feature of AK being that it is objective as it is built from general rules of associations between 
known problem features and solutions.  
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Figure 2 Jcolibri Similarity Results 
Table 2 Results of Similarity 
Similarity Percentage Class 
Sim(Patient 1, New Patient) 0.8333334 yes 
Sim(Patient 2, New Patient) 0.8333334 no 
Sim(Patient 3, New Patient) 0.8333334 yes 
Sim(Patient 4, New Patient) 0.8333334 yes 
In line with the benefits mentioned above, this research introduced a novel system, which aims 
to improve the retrieval phase and take into consideration CARs to improve the retrieval phase, 
which is considered key in retrieving the most similar case. This novel strategy is called 
CBRAR. Therefore, a key strength of CBRAR is the use of AK to complement SK, thereby 
significantly enhancing the performance of SBR. 
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1.2.   Motivations 
This research was motivated by the now widely acknowledged potential retrieval phase prob-
lem in CBR systems. In recent years, researchers have worked to improve a SBR performance 
but have tended to ignore other types of domain knowledge, where CBR has been more suc-
cessful. Researchers have also endeavoured to develop improved machine learning algorithms 
such as Association rules, frequent pattern trees, partial trees and K-Nearest Neighbour. Our 
research suggests that most CBR methods and ARs algorithms have been developed separately. 
More recently, some researchers have recognised that CARs as well as FP-trees can be used to 
improve CBR performance. In addition, the similarity in the case base is poor and subjective, 
where the CARs algorithm determines the correlation of the objective rules. Therefore, there 
is a real need to develop a strategy for integrating CARs into CBR in situation where a wrong 
case is retrieved 
This research is concerned with developing and evaluating a new case based reasoning retrieval 
approach using classification based on association. More specifically, when CBR returns cases 
with different classes and same accuracy, the proposed strategy mines all CARs using a com-
pressed tree to gain a similar pattern compared to a new CBR case problem. This novel ap-
proach is used to disambiguate wrongly retrieved answers in order to facilitate a more correct 
decision. 
1.3.   Research Aim and Objectives 
Given the above motivation, the aim of this PhD was to construct a new strategy to improve 
the performance of SBR and to achieve high accuracy in the retrieval phase through leveraging 
AK in CBR systems. In addition, this system was applied to real problems using different da-
tasets, to retrieve the best similar case from a case base. The specific research objectives were: 
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1. To carry out an in depth, comprehensive literature review on the existing DM tech-
niques especially ARs, and their application into CBR. 
2. To review literature on existing CBR systems, and identify how CBR and ARM can 
be merged together into this type of study. 
3. To develop a CBRAR based on a strategy that is able to retrieve the most similar case 
by integrating CARs into CBR. 
4. To develop an FP-CAR algorithm that is able to mine CARs into a frequent tree to 
produce a pattern which matches a new CBR case problem. 
5. To implement this strategy on real datasets whilst carrying out an empirical evaluation 
of the proposed system. 
6. To conduct an empirical evaluation of the new strategy against existing systems such 
as Jcolibri [25] and FreeCBR [20] and to measure its accuracy in terms of retrieving 
the best similar cases. 
1.4.   Research Methodology 
In carrying out this research, several methods have been examined to determine which one was 
the most suitable. The following research methodologies were investigated: 
 Fundamental versus Applied  
Fundamental studies focus on the establishment of hypotheses or a theory definition. It includes 
developing a new algorithm or a new mathematical framework. In contrast, applied researches 
utilises different accumulated theories as an effort to overcome a problem faced by businesses 
or practical application [26], [27]. Therefore, fundamental research aims to find information 
that has a broad base of applications to add to the body of scientific knowledge, whereas the 
applied research is directed to discover a solution to a pressing imperative problem. 
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 Descriptive research vs. Analytical research 
Descriptive research is the study that explains the present state without controlling any inputs 
of the variables. The major purpose of this type of research is that the researcher describes the 
state of the art which exists at present. The researcher can only explain the facts of the theory 
and the factors that are affecting this theory with regard to what has occurred or explaining 
what happened to a specific phenomenon. Therefore, the descriptive research does not consider 
the study results validity as it does not describe the result causes [28], while in terms of the 
analytical research, the question is asked as to why we have this result, or, why it is that way. 
This is carried out through critical assessment for the state of the art by incorporating different 
inputs to complete a critical evaluation of the results [26], [29]. 
 Conceptual vs. Empirical and Scientific methods 
Conceptual studies are conducted to describe a new theory or concept that explains a problem 
being studied for example, the cause behind a particular disease. This is referred to as a pen 
and paper approach, where the researcher carries out no experiments but utilises the observa-
tion of others, which are then either proven or disproven. 
Empirical studies include a number of experiments conducted in an effort to validate an exist-
ing theory. It also derives knowledge from the experience that was based on direct and indirect 
observations. For some researches, a researcher has a complete control over the  experiment’s 
design and variables, while adhering to the existed algorithm and his needs [26]. In contrast, a 
scientific approach is a combination of both conceptual and empirical research, using the for-
mulation of a hypothesis, with experiments then designed with the aim of testing the prediction 
to support or disprove the hypothesis. Edison for example, used an empirical approach by using 
trial and error considering the work of some theorists. The current study falls under the method 
of proving theory during the experimental completion and observations, decreasing the bias on 
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the outcomes and experiments [30]. 
Our research method is summarised in the steps listed below and included both conceptual 
and empirical approaches:  
 
1. The study questions are outlined by emphasising the key motivation that has driven 
the research. That being, there is a wide acceptance that there is a potential problem 
in CBR retrieval, where data mining methods are required as a perfect complement to 
specify the best approach to solving the research problem. 
2. Conducting a comprehensive literature review on existing DM methods, particularly 
CARs to identify possible approaches to address the problem of CBR retrieval. 
3. Design and implement a new retrieval strategy CBRAR, that is appropriate for achiev-
ing the objective of this research, which involves a new algorithm FP-CAR that has 
the ability to combine CARs and extract a similar pattern which matches the new case 
that presented a problem in a CBR system. 
4. The proposed strategy has been tested on different benchmarking datasets by perform-
ing a number of experiments in order to validate the system. Precision and recall were 
used to evaluate the efficiency of the proposed retrieval approach. A comparison with 
two other CBR systems i.e. Jcolibri and FreeCBR to check the reliability of CBRAR 
is performed. The conclusion sought from the research findings was to ensure that the 
study objectives were achieved with results that outperformed the retrieval phase of 
the CBR systems used to compare our results. 
1.5.   The Contribution of the Research 
Although, much research has been previously carried out on both CBR and ARM, very few 
researchers have examined their integration. In recent years, some researchers have conducted 
research in ARs as a strategy to improve CBR performance. For instance, [31] suggested the 
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RACER system, which integrates CBR and association rules mining for supporting General 
Practitioners by prescribing the appropriate drug or the most appropriate therapy. Furthermore, 
[32] developed a retrieval strategy by analysing ARs for hierarchal cases and [24] proposed the 
USIMCAR technique to integrate Apriori algorithms into CBR. 
For this research, an attempt was made to create a new retrieval technique by adapting the 
concepts of the algorithms in [33],[34] and [5], which previously focused on ARs separately 
and disregarded CBR systems. Consequently, a key initial part of this research contribution 
was to exploit class association rules instead of using general rules. The research also sought, 
to adapt an FP-Growth algorithm [33] to construct a frequent tree classified according to its 
label. The work also adapted [35] to gain an optimum tree in terms of a partial solution. The 
“combined three” algorithm is called CBRAR, with the objective of improving the performance 
of SBR.  Several potentially different ways of adapting algorithms to use them in CBR were 
identified. These included: changing FP-tree into FP-CAR frequent pattern class association 
rules; changing the construction process and even adopting alternative measures in the algo-
rithms that consider the association knowledge. The research explored these alternatives by 
implementing and evaluating them on various benchmark datasets. It also applied the new strat-
egy to real problems in order to retrieve the most similar SBR cases to address the identified 
limitations of the CBR Retrieval phase. 
1.6.   Outline of Thesis 
This section describes the outline of the thesis: 
 
Chapter 1: Introduction:  
Chapter 1 presents the introduction to the thesis, research problem, motivations, aim and ob-
jectives, methodology and contribution.  
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Chapter 2: Background and literature review: 
Chapter 2 describes the background to the research area and includes: 
 Case based reasoning approach (structure and phases). 
 Association rules mining approaches and techniques covered in the literature (e.g. Apri-
ori and Frequent pattern tree algorithms). 
 Data structures for mining association rules (Partial trees). 
Chapter 3: New Framework for Retrieval CBRAR Phase and new Algorithm FP-CAR 
Chapter 3 shows the new CBR strategy (CBRAR) which includes (FP-CAR) - a newly devel-
oped algorithm which will build on the two different approaches that had already been devel-
oped and are presented in this thesis. The chapter also includes the new retrieval technique 
refinement and illustrations of our system.  
Chapter 4: Results and Discussion: 
Chapter 4 demonstrates the comprehensive empirical experiments of the proposed strategy. It 
also includes a comparison of the results obtained using CBRAR with two existing CBR sys-
tems. This evaluation is based on comparing the accuracy and the error rates of all the systems 
used for the experiments. 
Chapter 5: Conclusions: 
Chapter 5 presents the conclusions, including reflections on the extent to which the research 
objectives have been met. It also identifies any future potential developments which may be 
possible arising from the research carried out to date.  
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Chapter 2:  Literature Review and Related Work  
The fundamental aim of this research is to determine whether data mining association rules can 
be integrated into the retrieval phase of a CBR system. The purpose being to identify whether, 
by so doing, it is possible to improve the performance of the CBR retrieval phase in terms of 
both increased accuracy and reduced errors. 
The Chapter therefore, includes literature and state of the art reviews for the following key 
areas: 
 CBR background, applications, tools and techniques. 
 Data mining common methods including the classification metrics related to this re-
search. 
 Association rules algorithms that utilised in this research in order to produce CARS. 
 Frequent pattern and tree structured mining relevant methods that have been used in 
other researches in order to mine all CARs. 
 Related CBR work and other types of Knowledge. 
 The Chapter concludes with the hypothesis that by integrating data mining methods, in partic-
ular association rules, into CBR it is possible to improve both the efficiency and the effective-
ness of the CBR retrieval phase. 
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2.1.   CBR Background 
This section surveys CBR and its Background, parts of a case, case representation, case bases 
and retrieval. 
2.1.1.   Cased-Based Reasoning Background 
CBR is a well-studied area in machine learning. In the past decade several researchers have 
studied CBR methods in real world applications, such as medical diagnosis[36],[37], IT service 
management [38], product recommendation [39] and personal rostering decisions [40]. CBR is 
a cyclic and integrated process of solving a problem and learning from the experience of ex-
perts, which is used to build knowledge domain which is then recorded to be used to help solve 
future problems. It can be defined as "to solve a problem, remember a similar problem you 
have solved in the past and adopt the old solution to solve the new problem"[41]. 
The case-based reasoning term involves of three words and they need to be defined to have an 
overall understanding of this approach. Firstly, a case is fundamentally the experience of a 
solving a problem which can be represented in many various ways. A case base is a collection 
of such cases stored in the CBR system memory. Secondly, the term based indicates the rea-
soning that was based on cases which are the first source for reasoning. The term reasoning 
refers to the most characteristic approach of actions. It means, by utilising cases a conclusion 
can be drawn of the intended approach, given a problem to be solved. CBR basically differs in 
the way of solving a problem when compared with other main AI techniques. Rather than re-
lying separately on the general knowledge to resolve a problem, or generalizing correlation 
between problem descriptors and association conclusions, CBR is able to utilize the particular 
knowledge of formerly experienced, real problem situations (cases). By finding a similar pre-
vious case a new problem can be solved, it will then be reused in the new problem situation. 
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Furthermore, CBR is also a technique to increment the learning knowledge since a new expe-
rience is stored each time a problem has been resolved, making it instantly obtainable for future 
problems. Over the last years a rapid growth has occurred in the CBR field, as can be seen by 
the increased share of papers at main conferences, in daily applications usage and commercial 
tools. 
2.1.2.   Parts of a Case 
A CBR system utilises cases to solve problems, thus, the experience must involve problem 
information and its solution as two important parts. A problem part describes the current situa-
tion and a solution part explains the response to that problem. Occasionally, CBR limits a so-
lution that has been successful, but that is not necessary sufficient. On the other hand, it is 
important to highlight that a failed solution is key information which can be used to avoid 
similar solutions it in the future. The study and understanding of both successful and failed 
experiences, guide users to positive and negatives experiences (cases). The positive experience 
is a successful solution made in which to advise the user to reuse the case again. The negative 
experience is to avoid the failed solution as a leading advice to future solutions [42]. As a result, 
the occurrence of positive and negative situations can produce C+ positive and C− cases. 
Negative cases could occur in terms of an advice that has to be considered or when a decision 
maker has to select from various alternatives. The main types of experience are listed below 
[43]. 
 Classification: is the process that assigns an object in a collection to a certain class 
based on its similarity to former examples. The goal is to precisely predict a class label 
for each object in the dataset. 
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 Diagnosis: is the process of identifying a problem by the examination of symptoms e.g. 
deciding whether what causes a laptop power supply to malfunction is lack of direct 
current or overuse. 
 Prediction: is the task of predicting certain values for given input. For instance, predict-
ing the weather forecasting for tomorrow in order to decide whether to play a football 
game or not according to a given month’s records. 
 Planning: plan travel according to a sequence of actions to reach a specific goal.  
 Configuration: Select technical features and components to include specific elements 
for instance. 
CBR systems are uniquely designed to tailor each types of experience but to consider one prob-
lem at a time. They are also established to achieve one reasoning task in each execution process. 
In contrast, a human can achieve more than one task as part of the experience in order to rec-
ognise the similarity between cases. In addition, reasoning produces additional components of 
knowledge in cases. This knowledge is basically counted as a case outcome i.e. how often cases 
are being used or successfully used to record meta-experience.  
2.1.3.   Case Representation 
The easiest ways to represent cases are by using feature-value pairs. A value pair is used as a 
feature to represent a state of an entity, for instance, temperature of an entity, “Ahmed’s tem-
perature is normal”, where the feature is the temperature of Ahmed and the value is normal, 
and the entity is Ahmed. In CBR systems, the word attribute is often used instead of the word 
“feature”. Both problem and solution feature should be identified i.e. what problem may cause 
a headache if someone has specific symptoms as shown in Table 3. In addition, it can be seen 
that each patient represents a case, with attribute value as symptoms illustrated in Case1 col-
umn. 
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Table 3 Four Diagnosis Cases [42]  
Attributes 
Case id 
Case 1 Case 2 Case 3 Case 4 
Nausea Yes Yes Yes No 
Fever Yes No No No 
Malaise Dizzy Dizzy Dizzy Listless 
Blood pressure Normal To low High Normal 
Vision changes No Yes No No 
Patient name Bart Marge Lisa Homer 
Diagnosis Influenza Migraine Heart Stress 
In fact, knowledge representation can be listed in three layers as shown in Figure 3. Firstly, at 
the cognitive layer the knowledge is basically displayed by humans. As soon as the knowledge 
is formalised in a case based reasoning system, it moved to the representation layer. Once, it is 
coded using data structures, it reaches the implementation layer. These steps go through 
knowledge acquisition, design and development phases. For example, if someone wants to buy 
a car, a cognitive layer is required such low mileage and price descriptions. 
In this research we focus on the constraint type case of representation which includes variables 
in both problem and solution descriptions. Typically, constraint cases are designed for problems 
under the condition where the objects are formulated and the objects design are found consid-
ering the solution descriptions. The solution basically indicates the same object as a query Q. 
The vocabulary also controls to some extent the usage of representing the data structure of the 
concepts and notions in two aspects: semantically i.e. the meaning and syntactically for exam-
ple, the spelling. 
  
19 
 
 
Figure 4 Three types of case organisation: flat, structured, unstructured text [42] 
 
 
 
 
 
 
 
2.1.4.   Case Bases 
The case base in a CBR system is a memory. It includes a collection of cases that are utilised 
to perform a reasoning task in the context of the methodology. It represents the data source that 
is typically finite. In fact, what makes CBR specific is the way in which a case base is used. 
Case base is a common special term used in CBR requirements. It could also refer to the word 
“memory” in cognitive science too. 
 
 
 
 
 
 
 
 
 
 
 
 
As shown in Figure 4 there are three types of case organisation namely: flat, structured and 
unstructured for instance images and text. It is noted that the three illustrated types suggest 
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different paradigms but we will focus on the flat type in this research. 
2.1.5.   CBR Methods 
CBR methods can be divided into four steps: retrieve-find the best matching of previous cases, 
reuse-find what can be reused from old cases, revise-check if the proposed solution may be 
correct, and retain-learn from the problem solving experience. This decomposition of CBR 
phases is based on [1], and is illustrated in Figure 1. 
The major tasks of the CBR cycle are summarised as follows: 
 Retrieve: is finding the most similar cases from the case base by comparing the value 
of the attributes of the new case to those of the stored ones. This research focuses on 
this phase. Wrongly retrieved cases can lead to taking the wrong decision. It will be 
discussed in more detail in section 2.1.6.   
 Reuse: is the process when a case is chosen for its solution to be utilized later. The reuse 
phase is completed when the new solution is suggested for the next task which is the 
revision of the case. Basically, the reuse proposes a solution to solve a problem by re-
using the knowledge of the retrieved cases. Ultimately, if the new problem exactly 
matches the retrieved cases the usage of reuse is quite simple; otherwise an adaption is 
required when they differ. 
 Revise: This process begins when a solution is proposed to solve a new problem and 
ends when it is completed. It aims to assess the applicability of the proposed solution. 
This type of assessment converts to evaluation if it is tested in the real world. It can also 
be performed using simulation as it is cheaper but may ignore some important aspects. 
The evaluation can be achieved in the real world or in a simulation; the latter is cheaper 
but may ignore an important aspect. This is considered as an old dilemma in artificial 
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intelligence named the frame problem. It is asserted that all possible facts can never be 
entirely complete in the real world. 
 Retain: This phase starts when revising updates a new case in the case base, so that the 
new learned case can be used to solve future problems. However, the solution of some 
systems may not be retained. Systems may learn a new solution through the adapted 
use, while others receive only actual cases.   
2.1.6.   Retrieval 
Case retrieval is the approach of discovering those cases that are the nearest to the current case 
within a case base. Retrieval plays a major role in the CBR cycle but it is not a standalone 
procedure as it is basically connected to the similarity measures and case representation - for 
example, attribute-based, database, Textual and image’s representations. The all mentioned 
forms have various retrieval methods due to different representation. Furthermore, the most 
common method of the data retrieval process is the one while operates on a fixed database.  In 
the retrieval phase,  Searching for an object in the case base is actually presenting a query object 
to find the nearest neighbour in the group of answers objects, that could lead to the fact that the 
intended target may not be described precisely [44]. The problem with this is that the user either 
obtains many answers (noise) or no answer. However, the silence in CBR systems does not 
exist because they always present answers and the noise can be avoided by controlling the 
number of nearest neighbour cases. 
Retrieving a case means starting with a (partial) new case, and finishing when the best matching 
cases are retrieved. The sub-functions of the retrieval are designed to: identify features, search 
for similar case, matching a case, choosing a similar case - usually performed in that order. 
Basically, a set of relevant problem descriptors are used for the identification task. The target 
of the matching procedure is to retrieve a group of cases that are adequately similar to the new 
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case. The selection procedure operates on the same cases and picks the best or the closer match. 
Some CBR methods retrieve a former case mainly based on the similarities among problem 
descriptors [45], [46]. Some approaches focus on deeper features retrieval, [47], [48] and [49], 
while more  recent methods attempt to utilise other knowledge to enhance SBR [50], [51]. This 
project aims to develop a new technique to improve the retrieval strategy and explores various 
methods by integrating other knowledge types into CBR. The cases build on similarities and 
relative significance of features as a large part of the domain knowledge is required to explain 
the nature of why two cases are matched and how reliable the match is. In addition, the method 
of matching a case is described as hard or unachievable to obtain because of the poor represen-
tation the knowledge. By contrast, combined methods as knowledge intensive are capable of 
using the meaning of the problem, therefore the description and its meaning make the similarity 
of matching cases obtainable [1]. In addition, the combined strategies may consist of general 
knowledge, implicit in their matching strategies. The difference between poor and intensive 
knowledge is consequently connected to domain knowledge representation. Moreover, it indi-
cates generalised domain knowledge, because cases  also consist of explicit knowledge but can 
be named as specific domain knowledge [52]. The retrieval phase usually involves the follow-
ing subtasks: 
 Identify features – this may simply be to notice the feature values for a case, or can be 
a more complex evaluation which tries to understand the problem in a context by gen-
erating an expectation of other feature values or by asking the user. General features 
can be used to infer other descriptors that were given as an input, or similar problem 
features can be retrieved from the case base, using features of those cases as anticipated 
features. Examining the expectations is possibly achieved within the general knowledge 
and cases. 
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 Initially match – usually performed in two steps firstly, an initial matching process that 
gives a list of potential candidates, which are then further, examined to select the best 
among these. There are three ways of retrieving a certain case: searching an index; by 
searching in a model of domain knowledge and the following a direct index pointer 
from the problem features. [53] uses the first method for its diagnostic reasoning, and 
the second is used for the test selection. A global similarity metric is applied to evaluate 
similarity based on surface match on a domain dependent [54]. The second approach 
uses dynamic memory systems of a general domain which could be employed in com-
bination with a search method. Cases could be retrieved from features deduced from 
the input, or from input features. The case that matches a specified part of the problem 
feature (deduced or input) could be retrieved – a case that matches all input feature is 
no doubt, a significant candidate for matching, nevertheless it depends on the strategy. 
Global similarity metric is used by [55], with different parameters to analyse a domain. 
A number of tests for retrieved cases are often carried out. Especially if cases are re-
trieved on the principal of subset features. A method to evaluate the quality of similarity 
is required and a similarity metric has been suggested which builds case features and 
surface similarity. 
Similarity evaluation could be more knowledge based. For instance, by attempting to 
comprehend the problem more efficiently, and using the targets, from this complicated 
process to guide the matching [1]. An additional option is to scale the problem de-
scriptors as stated by their significance for distinguishing the problem, throughout the 
learning phase. In [56], for instance, every feature of the stored cases has a degree of 
significance assigned to it for the solution of the case. The same technique was adopted 
by [57], which stores the features that effect the lack number of cases that have no 
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solution. In addition, discriminatory value of features is stored with reference to the 
group of cases as a predictive strength. 
Matching cases can be found by comparing results with input features. The features can 
be compared using a similarity measure which is basically normalised, for example to 
the range [0, 1]. Thus it is easy to compare cases based on several features. The case 
based reasoning tries to identify the problem, and employ this understanding when com-
paring cases to a query. Furthermore, it can weigh the input features. A simple relevance 
test for instance may be to examine if the retrieved solution conforms to the anticipated 
solution of the new problem.   
 Features – from the group of similar cases, the system selects a best match from the 
cases returned by the initially match. The best matching of cases are basically specified 
by evaluating the rank of the close cases. This is achieved in an effort to produce a 
clarification to justify non-resembled features.  If the match is inadequate, another at-
tempt to find a better identical selection is performed by using links to other related 
cases. The selection step can generate results and predictions from each retrieved case, 
by asking the user and by using an internal model [1]. 
To conduct a successful case retrieval, there ought to be selection criterion that decides how a 
case is examined to be significant for retrieval and technique to regulate how the case base is 
searched. The selection standards are important to decide how close the current case is to the 
cases stored. The case selection criterion relies relatively on what the case retriever is searching 
for in the case base. The case retriever is frequently searching for a complete case, the features 
of which are contrasted to current cases. Nevertheless, there are instances when only a part of 
a case is being searched. This occurrence may appear for the reason that no full case are found 
and a solution is being combined by choosing portions of several cases. Similarly, a retrieved 
case is being amended by utilising another portion of cases in the case base.  
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The genuine processes in retrieving a case is highly reliant on the memory structures and in-
dexing approaches used. Some retrieval methods utilised by researchers are entirely different, 
ranging from a simple nearest-neighbour search to the use of intelligent agents. We discuss 
both the most commonly used and traditional methods in the following sections. 
Most of this research concentrates on SBR problems, which focus on Retrieval only regardless 
of whether the solution is adequate or not. Recently, SBR learning has been an area of extensive 
research interest and many researchers focus on retrieval problems, where they attempt to pre-
dict a correct solution for a target problem. In addition, several researchers have typically im-
plemented SBR through different methods (e.g. K-nearest neighbour retrieval or simply KNN) 
in [2]. The notion of KNN is that retrieval is performed through retrieving the K most similar 
cases to the object problem. However, a well-known limitation of KNN remains in allowing 
irrelevant attributes to impact the similarity computation. Inappropriate decisions are not nec-
essarily monetary but it might be also a waste of time and effort. 
 The next section will present the literature review of the integration of DM and CBR. 
2.2.   Data Mining Common Methods 
Data mining (DM) is the science of extracting hidden knowledge from databases. It is an in-
fluential branch of computer science with great potential to assist researchers focus on the most 
important information in their data. DM mechanism anticipates future trends and behaviours, 
allowing users to produce knowledge-driven decisions. DM offers such valuable automated 
analysis of past events and provides a powerful mechanism of decision support systems. In 
addition, DM approaches can answer various questions that otherwise would need experts’ 
knowledge or are time consuming to resolve. They refine datasets for hidden patterns, detecting 
predictive knowledge that users may miss because it could be outside their expectations. 
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Data mining approaches can be applied rapidly on existing software platforms to enhance the 
performance of existing resources [58], and can be integrated with systems of different types 
such as CBR retrieval [24]. When integrated into CBR for instance, the Association Rules 
(ARs) approach can find the related features which could form ultimately a correct pattern of 
Rules. This pattern is encoded through certain knowledge in conjunction with similarity 
knowledge to select a correct answer of the target problem. DM techniques are broadly divided 
into three categories: 
 Classification: is the process of categorising and sorting data into different types, forms 
or any other specific class. In addition, it enables the segregation of data according to 
the dataset requirements for different personal or business objectives.  For instance, 
classifying an email into spam or legitimate [59]. 
 Association Rules: seeks for the correlation between items or variables i.e. the data of 
a customer purchasing habits might be gathered by a supermarket. Utilising association 
rules, the market can specify which products are frequently sold together and employ 
this information for marketing purposes [60]. 
 Clustering: is the process of partitioning groups or objects into meaningful sub-classes, 
named clusters. This process helps users to understand the structure of the dataset. Clus-
tering is unsupervised learning because the classes are not predefined [61].   
2.2.1.   Classification in Data Mining 
Classification is a procedure that allocates items in a group to target classes or categories. The 
target of classification is to precisely predict a class for each object in the dataset. For instance, 
classification model could be used to identify patient as yes or no with regards to inflammation 
risks. 
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A classification procedure starts with a dataset in which classes are known. A classification 
model for example that predicts acute inflammation bladder could be developed based on ob-
served patient over a period of time. Temperature of patient, Urine pushing, occurrence of nau-
sea, lumbar pain, micturition pains and burning of urethra are attributes that constitute a case. 
Moreover, yes and no labels are the simplest type of the binary classification problem, where 
the target is to classify two possible values of labels.   
There are several classification techniques for predicting an outcome from a dataset such as 
Naive Bayesian [62] [63], decision trees [64] and K-Nearest Neighbours (KNN) [65]. KNN is 
used with various distance measures such as Euclidean and Minkowski [66] and is used in CBR 
as similarity measures. The following, will provide a brief description of the KNN classifica-
tion algorithm as it is used in this research for classification in CBR. 
KNN Algorithm is a common method to classify objects based on the closest training examples 
in the feature space. It is an approach based on instance learning [67], which is categorised as 
a lazy learning. Its function is only approximated locally and all computation is postponed until 
the classification is performed. Amongst the simplest classification algorithms of all machine 
learning algorithms, the KNN’s objects are classified by a majority vote considering its neigh-
bours. The object is assigned to the class most common throughout its k nearest neighbours, if 
k is a positive integer, basically small). If k equals 1, then the object is merely assigned to the 
class of its nearest neighbour. 
A number of researchers have developed KNN algorithm through years. IBL algorithm for 
instance was introduced by [67] and is the early developed approach based nearest neighbour 
algorithm. It assumes that similar instances can have similar classifications. This causes to their 
local bias for classifying novel instances as per to their greatest similar neighbour’s classifica-
tion. 
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The example given below is a general form of the KNN algorithm, it measures the difference 
between x and y considering k number of the nearest classes.  
The KNN equation, is given below.  
𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑥, 𝑦) =  √∑ 𝑓(𝑥𝑖, 𝑦𝑖)
𝑘
𝑖=1
 
Equation 2 KNN Metric 
For numeric values attribute it is: 𝑓(𝑥𝑖, 𝑦𝑖) =  (𝑥𝑖 − 𝑦𝑖)
2  
For Boolean and symbolic values attributes: 𝑓(𝑥𝑖 , 𝑦𝑖) ≠  (𝑥𝑖 ≠ 𝑦𝑖) 
 
Some recent work on KNN can be found in [68], [69] and [70]. 
 
In CBR, KNN methods are used as similarity measures using Euclidian and Minkowski dis-
tance measures. They are applicable to attributes with numerical values and thoroughly linked 
to numerical distances. If symbolic values exist they need first to be numerically coded [42].  
In mathematics, many distance functions have been used for several purposes and metrics are 
Figure 5 KNN Classification [67] 
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explained in great detail. An elementary example will be presented using similarities and dis-
tances alternatively, an example is given below: 
𝑑𝑐(𝑥, 𝑦) = ∑ (|𝑥𝑖 − 𝑦𝑖|)
𝑘
𝑖=1
 
Equation 3 Distance Similarity Metric 
The name of the metric is derived from driving one street of a city, dc refers to city block. It 
seems realistic but it should be noticed that it abstracts quite a bit from reality: There may be 
hilly and one-way, which are essential for the speed of cars and pedestrians. Similarly, weighted 
Euclidean measures can be defined more realistically. They are shown in the form of a distances 
[42]: 
𝑑(𝑥, 𝑦) = √∑ 𝑤. (𝑥𝑖 − 𝑦𝑖)2
𝑘
𝑖=1
 
Equation 4 Euclidean measure Metric 
More general is the Minkowski distance where: 
𝒅𝒎𝒊𝒏𝒌(𝒙, 𝒚) = 𝒑√∑ 𝒘. (𝒙𝒊 − 𝒚𝒊)𝒑
𝒌
𝒊=𝟏
 
Equation 5 Minkowski Metric 
In this research, we opt for the use of the Euclidian distance as motivated by [71] and [42]. 
Minkowski is the most common mathematical distance on which special relativity is formu-
lated, while Euclidian space and time will often differ due to length contraction and time dila-
tion. According to [42], the Euclidian distance, has slightly produced more accurate results. 
However, diversity metric is used in section 1.1.  , Euclidian and Minkowski are the main types 
of counting similarities. 
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2.3.   Association Rules Algorithms and Association Knowledge  
This section elucidates the Association Rules algorithms i.e. Apriori, Predictive Apriori and 
more general issues associated with CAR that have been used in this research. The attempt was 
to use these algorithms in order to produce the FP-CAR algorithm. The first experiments we 
used predictive Apriori to produce the FP- tree. The second experiments we utilized CAR in 
order to produce an optimum tree which has fulfilled the objectives of this research. 
2.3.1.   Association Rules 
One of the most popular DM approaches is to find frequent item sets from a transaction dataset 
and derive ARs [72]. The major concept of ARs is to discover the correlation of attributes 
within data. It is an implication of the form X ⇒Y, where X and Y are nonintersecting sets of 
items. For example, {milk, eggs}⇒{bread} is an association rule that says that when milk and 
eggs are purchased, bread is likely to be purchased as well. The process of ARM is formally 
stated by [73] as follows.  
 Let I = {i1, i2, . . . , im} be a set of items. 
 Let D is a set of transactions forming n transactions T = {T1, T2, T3, T4, … , Tn}, 
where each transaction T is a set of items such that T ⊆ I.  
The AR of A⇒ B, where {A, B} are subsets of I and A ∩ B = ∅. The transaction should be read 
at any time T include A will also possibly include B. The set A is indicated as the antecedent 
and B as the consequent of association rules. In addition, implication is one direction reserved 
A⇒ B and does not necessarily equal the implication of B⇒ A. The support refers to fre-
quency (supp), the confidence indicates to the accuracy (conf). supp in ARM is recognised 
as the percentage of each record which holds A ∪ B that is concerning the total number 
of records. ARs is considered to be supported or frequent if its support exceeds a user 
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minimum threshold. Conf  is identified as the ratio of A ∪ B  to the support of A. 
𝑪𝒐𝒏𝒇(𝑨 ⇒ 𝑩) =  
𝑺𝒖𝒑𝒑(𝑨∪𝑩)
𝑺𝒖𝒑𝒑(𝑨)
    
Equation 6 Confidence Metric 
If the result of confidence equals 1, we would have a very good AR. ARs value are deemed to 
be valid if the confidence exceeds the user desired confidence value.  ARs are thus basically 
produced by first determining frequent itemsets and then using the standard of support and 
confidence to find important relationships.  Even though the above discussion focuses on the 
support and confidence  of the ARM framework it should be mentioned that this has its critics 
and that different ARM frameworks have been proposed [74], [75]. The support confidence of 
ARs framework nevertheless remains the most popular.  
ARM given above can be basically described as two procedures, ARM and FPM generation. 
ARM and FPM are deemed to be computationally expensive because the process generates a 
large number of possible frequent items. Therefore, much research is done on ARM and FPM, 
as well as a lot of methods have been derived such as Apriori and FP-Growth which will be 
discussed later in this chapter. 
2.3.2.   Apriori Algorithm 
The Apriori algorithm is the basic algorithm for ARM as suggested by [15]. It functions in an 
iterative process as a level-wise search [76]. The  first pass, support of individual items is cal-
culated and frequent items are determined [77]. In each subsequent pass, a seed set of itemsets 
found to be frequent in the previous pass is utilised for generating new probable frequent item-
sets, called candidate itemsets, and their actual support is counted during the pass over the data. 
At the final part of the pass, those satisfying minimum support constraints are collected, that 
is, frequent itemsets are determined, and they become the seed for the next pass. This process 
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is repeated until no new frequent itemsets are found [78]. The final result is a frequent superset 
using the threshold  of support and confidence specified by the end user [79].  
In a CBR context, ARM can be used to find interesting relationships from a given case base. A 
transaction and an item can be considered as a case and an attribute value pair, respectively. 
Apriori [80] is an algorithm used to evaluate the quality and rank a large number of ARs ex-
tracted for useful Interestingness measures. As candidates of the measures, the support and 
confidence standard are frequently used. In other words, it can be used for ranking patterns 
according to their potential interest to the user. In general, the problem of ARM is to produce 
all ARs that have support and confidence not less than a user-specified minimum support (min-
supp) and a user-specified minimum confidence (minconf), sequentially. 
2.3.3.   Predictive Apriori  
Another improved type of the Apriori algorithm is the Predictive Apriori algorithm [81], which 
resolves automatically the problem of balance between two parameters, increasing the proba-
bility of producing an accurate prediction for the dataset. In order to accomplish this, a param-
eter named the exact expected predictive accuracy is explained and calculated using the Bayes-
ian concept, which provides information about the accuracy of the rule found [82]. In this al-
gorithm, confidence & support are combined into one measure named “Accuracy‟. (Confi-
dence, Support) => Accuracy. This, predictive accuracy is utilised to create the association 
rules. In WEKA software [83], this algorithm generates n best association rules where n is 
number of rules determined by the user. A rule is added if the expected prediction of the rule is 
among the n best and subsumed by those rules with at least the same expected prediction of 
accuracy [84]. There is also a confidence based on association rules in ARs ranked are sorted 
according to predictive accuracy. Therefore, the attempt is to increase the prediction of the 
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accuracy of the rules rather than confidence in Aporiori [85]. In this PhD research, this algo-
rithm is used in the first experiments in order to produce a frequent tree such rules may reflect 
a similar pattern of the CBR target problem. 
2.3.4.   Class ARM 
Class association rule mining (CAR) is one of the ARs algorithms, which integrates association 
rule mining (finding all rules existing in the dataset that satisfy some constraints) and classify-
ing rule  i.e. discovering a small set of rules in the database that forms an accurate classifier  by 
focusing on mining a special subset of association rules, called class association rules (CARs) 
[5].  It can be applied not only to linearly separable cases, but also to linearly inseparable cases, 
or where other linear classification approaches are not applicable [86]. One of the CAR’s ad-
vantages algorithms over conventional methods, for example support vector machine, is its 
interpretability. This is because classifiers are generated as a set of simple rules without much 
sacrifice of accuracy [87]. In addition, when applied to a medical dataset for instance, gene 
data, the CARs algorithm , which predicts a class label based on specific sets of differentially 
genes that are actually noticed in training samples, are expected to generate more biologically 
reasonable classifiers, because it is generally not individual genes but sets of those genes that 
collectively define phenotypes such as drug responses[88]. 
 It is noticeable that CARs are a special subset of ARs whose consequents are restricted to a 
single target variable. In a CBR context, a CAR is presented as an AR in which a consequent 
holds the item built as a pair of a solution attribute and its value. This might be called a solution 
item. A CAR therefore has the form X ⇒ y, where X ⊆ I is an itemset and y ∈ I is a solution 
item. It is noticeable that to represent AK, CAR representation can be adopted. AK can be 
encoded to reflect how certain problem features are interestingly associated with specific solu-
tions in a given case base. Considering this, it should be noted that the form of a CAR X⇒ y 
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allows the representation of an association between an itemset X  (i.e., a set of problem features) 
and a solution item y (i.e., the corresponding solution) in a simple way. Also, CAR is considered 
as an extension of the Apriori algorithm. In other words, the goal of this algorithm is to find all 
rules of the items built from the form < cond_set, y > where cond_set is a set of items, and y ∈ 
Y where Y is the set of class labels. The support count for example of the rule item is the number 
of instances in the dataset D that include the condset and are labelled with y. Each rule item 
corresponds to a rule of the form: condset ⇒ y. The Rule item that has support greater than or 
equal to minimum support is called a frequent rule item, whereas the others are called infre-
quent rule items. The rule item with the highest confidence is chosen as the representative of 
those rule items, for all those that have the same cond_set. The confidence of rule items is 
calculated to decide if the rule item meets minimum confidence. The set of rules that is deter-
mined after calculating the support and confidence is called the (CARs) classification associa-
tion rules. 
2.4.   Frequent Pattern Mining 
FPM plays a major role in association rules mining. With reference to the CBRAR strategy, a 
great part of the new algorithm FP-CAR depends on both CAR and FP-Growth algorithms and 
P-tree is utilised when it is necessary. FP-Growth is well known algorithm that was developed 
on a set enumeration tree structure. FP-tree is a part of FP-Growth; it is adopted o mine CARs 
where it holds potential patterns that can match a CBR target problem. FP-Growth is discussed 
further in sub section 2.4.1.  This resulted FP-tree pattern is to be compared with a target prob-
lem of CBR in order to disambiguate unrelated cases. 
2.4.1.   Frequent Pattern Growth Algorithm 
As noted previously frequent pattern mining plays a major role in ARM. On its own FPM is 
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concerned with finding frequent patterns (frequently co-occurring sub-sets of attributes) in 
data. A number of FPM algorithms have been proposed. With respect to tabular data the ma-
jority of these have been integrated with ARM algorithms. Of these the best known, and most 
frequently cited, is the Apriori algorithm [89]. Another established FPM algorithm is FP-
growth which is constructed on a set enumeration tree structure called the FP-tree. It takes a 
totally different approach to discovering frequent itemsets. Unlike Apriori, it does not generate 
and test the paradigm. Instead, FP-growth compacts the dataset structure using FP-tree and 
extracts the frequent pattern directly from this structure [18]. 
An FP-tree is a compressed representation of the input data. It is built by reading the dataset 
transaction and allocating each transaction to a path in the FP-tree. As various transactions can 
have many items in common, their paths might overlap. The more the paths overlap with one 
another, the more can be achieved by using the FP-tree structure. If the size of the FP-tree is 
adequate to fit into the main memory, the extraction of frequent itemsets will be possible di-
rectly from the structure in memory instead of making repeated passes over the stored data. 
Figure 6 [90], displays a dataset that contains five items and ten transactions. The structure of 
the FP-tree is depicted in the diagram after reading the first three transactions. Every node in 
the tree contains a label of an item accompanied by a counter that displays the number of trans-
actions mapped into a specific path. Basically, the FP-tree includes only the root represented 
by the null node. The FP-tree is consequently extended in the following ways [91]: 
 The dataset is scanned once to define the support count of each item. Infrequent items 
are ignored. While the frequent items are classified in decreasing support counts. For 
the dataset presented in Figure 6, a is the most frequent item, followed by b, c, d, and e 
 The algorithm starts a second pass over the data to form the FP-tree. After the first 
transaction is read, (a, b), the nodes labelled as a and b are created. A path is then 
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constructed from null → a → b to encode the transaction. Every node along the path 
has a frequency count of 1. 
  After reading the second transaction, {b, c, d}, a new set of nodes is created for items 
b, c, and d. A path is then built to represent the transaction by joining the nodes null → 
b → c → d. Every node along this path also has a frequency count equal to one. Alt-
hough the first two transactions contain an item in common, which is b, their paths are 
disjointed because the transactions do not share a same prefix. 
 The third transaction {a, c, d, e}, includes a common prefix item (which is a) with first 
transaction. The path for the third transaction, is consequently null → a → c → d → e, 
and overlaps with the path for the first transaction, null → a → b. Because of their 
overlapping path, the frequency count for node a is increased to two, while the fre-
quency counts for the new nodes, c, d, and e, are equal to one. 
 This procedure continues until every transaction has been mapped onto one of the paths 
stated in the FP-tree. The outcome FP-tree after reading all the transactions is sketched 
at the bottom of Figure 6. 
The size of the FP-tree is usually smaller than the size of the uncompressed data because some 
transactions data often share a few items in common. In the best case scenario, where the trans-
actions contain the same set of items, the FP-tree has only one branch of nodes. The worst case 
occurs when each transaction has a unique set of items. As none of the transactions include any 
items in common, the size of the FP-tree is completely the same as the size of the original data. 
However, the storage requirement of the FP-tree is a little higher because it requires extra space 
to store pointers between counters and nodes for each item. 
Also, the size of the FP-tree depends on how the items are sorted. If the ordering scheme in the 
preceding instance is reversed, i.e., from lowest to highest support item, the shape of FP-tree 
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is depicted the Figure 7. In addition, the FP-tree contains a list of pointers connecting between 
nodes that require the same items. These pointers are represented as dashed lines in Figure 6 
and Figure 7  to assist and simplify the rapid access of individual items in the tree. 
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TID Items 
1 {a, b} 
2 {b, c, d} 
 3 {a, c, d, e} 
4 {a, d, e} 
5 {a, b, c} 
 6 {a, b, c, d} 
7 {a} 
8 {a, b, c} 
9 {a, b, d} 
10 {b, c, e} 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Transaction 
Dataset 
b:1 
null 
a:1 
(i) After reading TID=1 
a:1 
b:1 
b:1 
c:1 
d:1 
(ii) After reading TID=2 
c:1 
d:1 
e:1 
a:1 
b:1 
b:1 
c:1 
d:1 
(iii) After reading TID=3 
d:1 
e:1 
d:1 
c:1 
d:1 
e:1 
a:8 
b:5 
b:2 
c:2 
e:1 
c:3 
d:1 
d:1 
Figure 6 Construction of FP-tree [90] 
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2.4.2.   Tree structures for Mining Association rules 
The general problem in deriving association rules is the space complexity and exponential time 
of the task of computing support counts of all 2n subsets of the attribute set I. Therefore, prac-
ticable algorithms attempt to decrease the search space by computing support-counts only for 
those subsets which are recognised as possibly interesting. The best-known algorithm, “Apri-
ori”[92] and [93], does this by repeated passes of the database, continually computing support-
counts for single attributes, pairs and triples. In addition, any set of attributes can be “interest-
ing” only if all its subsets also reach the required support threshold. The candidate set of attrib-
utes is pruned on each pass to remove those that do not satisfy this condition. Other algorithms, 
AIS [94] and SETM [95], have the same general form but differ in the way the candidate sets 
are derived. 
Two aspects of these algorithms in terms of performance are of concern. These are the number 
c:2 
b:2 
a:2 
d:3 
c:2 
b:1 
a:1 
b:2 
a:1 
b:1 
null 
a:1 
a:1 
c:1 
a:1 
c:1 
e:3 
d:2 
b:1 
a:1 
Figure 7 FP-tree representation with different item orders associated with Figure 6 [91] 
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of passes of the database that are demanded, which will generally be one greater than the num-
ber of attributes in the largest set, and the size of the candidate sets which may be produced, in 
particular during the preliminary cycles of the algorithm. The number of passes may be de-
creased to 2 by techniques which begin by examining subsets of the database[96], or by sam-
pling the database to “guess” the likely candidate set [97]. The disadvantage of these methods 
is that the candidate set gained is necessarily a superset of the set of interesting sets. Therefore, 
the search space may become moderately large, particularly with packed database records. 
Large sizes of candidate-sets create a problem both in the calculation required, as each database 
record is examined, and in their storage requirement. The process described of the Apriori al-
gorithm saves the candidate set in a hash-tree, which is sought for each record in turn to detect 
candidates that are subsets of the set of attributes contained in the record being considered. 
Dealing with large datasets has led researchers to look for new approaches which seek to iden-
tifying maximal interesting sets without examining all their subsets.[16] achieved this by di-
viding the search space into clusters that are associated with attributes.  However, these ap-
proaches break down if the database is too dense- for many clusters to be apparent [98]. The 
Max-Miner algorithm also searches for maximal sets, using Rymon’s [99] set enumeration 
framework to organize the search space as a tree. Max-Miner decreases the search domain by 
pruning the tree to remove both subsets of frequent sets and supersets of infrequent sets. In a 
development from Max-Miner, the Dense-Miner algorithm [100] implements additional con-
straints on the rules being required to decrease further the search domain in these cases. Basi-
cally, these algorithms perform better with dense datasets than the other algorithms described, 
but also need multiple database passes. Such databases which can be totally contained in 
memory also make use of a set enumeration structure. In this case the tree is utilised to store 
frequent sets that are produced in depth first order via recursive prediction of the database. 
Nevertheless, because of the combinatorial explosion in the number of candidates which might 
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be in consideration. Also, because of the cost of repeated access to the database, no existing 
algorithm deals successfully with large databases of densely-packed records. 
2.4.3.   Partial Support Trees P-trees 
The most computationally expensive part of association rules and related algorithms for exam-
ple (Apriori and FP-Growth) is identifying the subsets of a record that are members of the 
candidate set being considered, particularly for records that include a large number of attributes 
[34]. This can be  avoided by first counting only sets occurring in the database, without con-
sidering subsets [101]. 
Let i be a subset of the set I (i.e.  I, is the set of n attributes in the database).  Pi is defined as 
the partial support for the set i, to be the number of records in which the contents are identical 
with the set i. Also, Ti, is the total support for the set i. This can be shown as follows: 
    𝑇𝑖 = ∑ 𝑃𝑖 
Equation 7 [34] 
For a database of m records, the partial supports can, be counted easily in a single database 
pass, to produce m’ partial totals, for some m’ ≤ m . Rymon’s set enumeration framework [99] 
can be used to store all counts in a tree; Figure 8 shows this for I = {A, B, C, D}. To avoid the 
possible exponential scale of this, the tree is constructed concurrently as the database is scanned 
in order to include only those nodes that exemplify sets actually present as records in the data-
base, as well as some additional nodes created to preserve the tree structure when necessary. 
The cost of construction this tree and its size are linearly related to m instead of 2n. 
Advantage can be taken of the structural relationships between sets of attributes from the tree 
when the construction phase is used to begin the computation of sum supports. While each set 
is located within the tree during the process of the database pass, it is computationally low-cost 
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to add to interim support-counts, Qi is stored for subsets which precede it in the tree ordering. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Therefore, in Figure 8 the number associated with the nodes are the provisional support counts. 
These can be stored in the tree constructed from the dataset and the records which compose 
exactly one instance of each possible set. Hence, for instance, Q (BC) = 2, is derived from 1 
instance of BC and 1 of BCD as follows: 
T (BC) = Q (BC) + P (ABC) + P(ABCD) = Q (BC) + Q (ABC)  
The method described above is named P-tree (partial support tree) and was developed by [34] 
to indicate this incomplete set- enumeration tree of interim support counts. This algorithm for 
constructing the P-tree is able to count the interim totals because it contains all the relevant 
data stored in the original database. Research has shown that this concept can be applied and 
(1) (1) (4) (2) (1) (2) 
(1) (1) 
(4) (2) (1) 
(1) (2) 
(1) 
(8) 
A C D 
ABD ABC 
ABCD 
AC AD BC BD 
CD 
AB 
BCD ACD 
B 
Figure 8 Tree storage of subset of {A, B, C, D} [34] 
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utilised to almost any created algorithm to complete the summation of total supports [102] 
[103]. The use of the P-tree as an alternative for the original database basically offers two pos-
sible advantages. First, when n is small (2n < m), then traversing the tree to examine every 
node will be notably quicker than scanning the whole dataset. Secondly, even for great amount 
of n, if the database includes a high degree of duplication (m’ < m), utilising the tree will be a 
significantly faster process compared to a full pass of database, particularly if the duplicated 
records are densely-populated with attributes. Ultimately, the computation required in each cy-
cle of the algorithm is significantly decreased because of the partial summation already con-
ducted in constructing the tree. For instance, (considering pairs of attributes) in the second pass 
of Apriori, a record including r attributes might require the counts for each of its r (r - 1) / 2 
subset-pairs to be increased.  It is important to consider only those subsets not already covered 
by a parent node, when examining a node of the P-tree, contrarily, that would be only r – 
1subsets, in the best case scenario. To exemplify this, in Figure 8 consider the node ABCD in 
the tree. The partial total for ABCD has been previously included in the interim total for ABC.  
In addition, this will be added to the final totals for the subsets of ABC when the second node 
is examined. This means, in terms of examining the node ABCD, the need is only to consider 
those subsets not covered by its higher level (parent), namely those including the attribute D. 
The result obtained from this will be larger in addition to the greater the number of attributes 
in the set which is being considered. The structure of P-trees is similar to the FP-tree mentioned 
previously but it has a different form and similar properties. It is noticeable that the FP-tree is 
built in two database passes. Firstly, to eliminate attributes that fail to reach the support thresh-
old, and then to order the others by frequency of occurrence. The FP-tree also stores each node 
in a single attribute Therefore each path in the tree represents and counts one or more records 
in the database. Moreover, it includes more structural information, allowing all the nodes to 
represent any attribute being related into a list. This structure enables the execution of an FP- 
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growth algorithm which can generate successively subtrees from the FP-tree similarly to each 
frequent attribute, to indicate to all sets in which the attribute is associated with its predecessors 
in the ordering of a tree. The combination of two structures, the FP-tree and P-tree, which have 
been developed separately, are utilised in the new algorithm, which is discussed in Chapter 3. 
2.5.   Related Work of CBR and other Types of Knowledge 
In CBR applications, similarity based reasoning strategy has been extensively used for example 
in the detection of retinal abnormalities [104], image diagnosis and therapy [105], model design 
in automotive interior industry [106] and prediction of soil organic matter concentration [107]. 
SBR has been usually applied using KNN retrieval method [2]. This method is performed 
through retrieving the most similar case to the objective problem but a recognised limitation of 
KNN remains in consenting unrelated attributes to affect the similarity computation. The fol-
lowing section will illustrate some related work of integrating SBR with other knowledge.  
2.5.1.   Data Mining and CBR 
The amount data is increasing over the time and the need to transform this data into useful 
information is largely demandable. Knowledge discovery in database (KDD) is an important 
field of the computer science area [108], [109], which uses methods for extracting understand-
able information from the quickly increasing volumes of data. KDD process involves many 
phases i.e. data pre-processing, data integration, data transformation, data mining, pattern 
recognition and knowledge representation. 
Data mining is crucial stage in KDD that implements algorithms to find interesting hidden data 
patterns in the dataset, whereby this data could be saved in databases i.e. information reposito-
ries or data warehouses. It merges techniques from machine learning, Artificial intelligence, 
and statistics to analyse and conclude data into a structured model. The knowledge explored 
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by data mining strategies can be employed in different applications for instance health care, 
information technology and market analysis.  
Over time, techniques of integrating DM and KNN have often been implemented in CBR re-
search to enhance KNN method through three main platforms. Firstly, is to integrate feature 
weighting (FW) and feature selection (FS) into KNN. In this framework, FW is achieved by 
estimating the optimal weights of the original features of cases [110], [111], and FS is employed 
in choosing relevant features of cases [37], [40], or their aggregation is used to leverage their 
usefulness[36]. Secondly, is to merge data clustering with KNN, where the structure of clus-
tered cases is leveraged to lead to more relevant cases [112], [113]. Given a case base, a set of 
clusters is built, where each cluster describes a group of relevant cases. For case retrieval, the 
similarity between a target problem and each case is combined with the relevance of the clus-
tered group containing the case considered [114]. Thirdly, is to apply both DM and SBR tech-
niques together to discover cases related to the target problem. For instance, [115] displays how 
to integrate DM with SBR to improve liver diagnosis. Given a target problem, once a DM 
technique (a back-propagation neural network) is implemented on the case base, some cases 
thought to be essential to the problem are retrieved. These cases are then tested to verify 
whether these are adequately similar to the target problem through SBR. Similar cases are ul-
timately utilized as a retrieval result for the problem. Association knowledge recognises inter-
esting association between solutions and case features in the case base, whereas feature’s 
weighting and selection emphasises on identifying key case features forming the case base.    
Unlike this scheme, our approach is based mainly on the use of AK built via CARs. 
2.5.2.   SBR and Statistical Learning 
SBR has also been integrated with statistical learning. For instance, it is suggested that KNN 
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can be improved by dynamically determining an optimal number of the nearest cases for a 
target problem using the division of distances between possible similar cases to the problem 
[116]. In addition, a genetic algorithm is applied to optimize the number of the nearest neigh-
bours for the objective problem [117]. These methods are based on the consideration that KNN 
usually utilises a fixed number of neighbours, which may minimize the ability to predict a 
desired set of similar neighbours. Nevertheless, a problem with these methods is that the opti-
mal set of the nearest cases are attainable only by using Similarity Knowledge. The candidates 
of relevant cases for the target problem are established, when using a similarity measures, and 
then these are additionally examined through statistical approaches using their similarity 
scores. 
The above approaches are unlike the CBRAR retrieval approach which leverages two different 
forms of knowledge [i.e., AK (statistical information drawn from CARs) and SK] to improve 
the use of SK for retrieval. 
2.5.3.   Machine Learning and Retrieval 
Machine learning ML [118], [119] is involved with computer programs which are able to opti-
mise the performance using training examples and pervious experience. It utilises statistical 
and computational approaches to build mathematical model that discover and develop patterns 
in given examples. 
Generally speaking there are various types of machine learning approaches i.e. deductive,  in-
ductive and analogy learning [120]. Deductive learning approaches are based on converting the 
general principals into logically particular examples by analysing the available knowledge to 
discover the most beneficial information [121]. On the other hand, the inductive methods are 
constructed on transforming the specific examples in some principal into general principal’s 
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description. This basically is achieved by using statistical and computational methods to extract 
patterns and rules from database. Analogy or inference learning is the process of displaying the 
similarity between entities by transferring the information from the source to the target. Induc-
tive and analogy learning methods are often used in the field of machine learning [122]. 
Basically, machine learning strategies involve three types of learning: supervised, unsupervised 
and semi-supervised’ learning. Supervised learning is used to learn a classifier from training 
examples annotated by inferring a function from labelled dataset, whilst unsupervised learning 
method learns from unlabelled training examples as clusters. Semi-supervised learning typi-
cally uses small amount of labelled data and large amount of unlabelled data training to learn 
a classifier.  
The development of machine learning has resulted in retrieval approaches that SBR merge with 
rule-induction (RI) approaches to enhance SBR. RI systems often learn domain-particular 
knowledge and represent it as IF–THEN rules. It is suggested that such rules can be utilized 
for determining the weights of case features in SBR [123]. [50] Shows that decision tree algo-
rithms can be used to discover domain-specific rules from a specific case base. From such rules, 
users select useful rules according to the thresholds set up by experts. The extracted rules are 
then used to point a target problem to its most similar case set and to calculate the weights of 
the case features. Such knowledge is finally used to retrieve the most similar case from the case 
base. A retrieval paradigm in [22] dynamically chooses between SBR or a RI method (using 
decision trees) for the target problem, considering similarities of cases in a case base. 
The CBRAR approach is different from these approaches in that AK is not used to measure the 
weights of case features, but to rectify the cases retrieved by SBR and guide more specific rules 
to the target problem. 
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2.5.4.   Retrieval and ARs 
Basically, retrieval is achieved by employing two methods: AK and SK. The retrieval is nor-
mally achieved utilizing SBR which is a technique based on SK. In SBR, SK is utilized for 
estimating the retrieval of similar cases to the target problem. The similarity measure is used 
between the various cases available and the problem to find those cases that can be selected to 
solve the target. Nevertheless, defining the SK can be considered as a main disadvantage of 
SBR because it is reliant on domain experts and is a time consuming process [21]. The simi-
larity standard defined for one domain differs for numerous domains that are helpful for some 
problems and not for others. Therefore, the performance of SBR varies from problem to prob-
lem even within the same domain [22]. 
ARs can be used to analyse patterns in such dataset to calculate a target probability whereas 
CBR is employed to retrieve similar cases [124]. [50] deployed a case association in order to 
mine the association rules from the implied correlation among cases to retrieve the most similar 
one. The literature also revealed that in CBR, ARs can be employed to determine interesting 
relationships from a given case base. Furthermore, the transaction of the item can be considered 
as a case and an attribute as a value pair, respectively [24]. 
Where CAR is a specific subset of ARs whose consequents are restricted to one target class, it 
can be used in CBR to get the cases which are useful to gain the solution for the given problem. 
In other words, where a result formed as a pair of a solution attributes and its value [51]. In this 
research, CAR is encoded to show how a specific problem’s features are associated with a 
certain solution. 
2.5.5.   CBR Tools 
In the past twenty years, several CBR shells and software frameworks have been created to 
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simplify the development the development of CBR application in different problems fields. 
CBR has also been widely utilised to build number of knowledge based systems such as [125], 
[126] and [127]. Particularly, Many CBR systems have been developed to assist in decision 
making, problem solving and health care [128] and [129]. Generally speaking, the development 
of CBR applications is time consuming and needs technical skills. For example, to build a 
retrieval application, researchers and developers need to be aware of CBR techniques such as 
case representation, understanding retrieval algorithms i.e. KNN and knowledge modelling. 
For those who are new to the retrieval of CBR development, the curve is declined because they 
do not have the enough skills to build a CBR retrieval as an application [130].  
In an attempt to simplify the rapid prototyping of CBR applications and decrease the effort in 
creating CBR applications, CBR shells and software frameworks in the past two decades has 
been built by the CBR community. These CBR shells and software frameworks basically offer 
a set of units and features to assist a developer or user without the required knowledge of CBR 
algorithms to accomplish a CBR application in a quick and easy way. The author will present 
a brief information of existed CBR tools i.e. shells and software frameworks to justify the usage 
of Jcolibri and FreeCBR as an evaluation tools against the proposed CBRAR in this research 
study.  
In fact, the CBR tools are sectioned into two parts: First, CBR shells and second, software 
frameworks. CBR shell is basically an application generates includes a graphical user interface 
[131]. Multiple features and modules can be usually offered by CBR shells to build a CBR 
application for example, case base management or performance monitoring via graphical in-
terface. A non-programmers and users need to learn how to use the shell without having a 
knowledge of the CBR algorithms and techniques but shells tend to be limited function, inflex-
ible formats and may not represent correctly the complexity of cases [132]. In addition, if the 
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end user needs further functions which CBR shell does not support, a programmer will be 
required as a resort solution.   
The CBR software frameworks have been established to support users with an open environ-
ment for CBR application development and to enable non-expert users to construct CBR ap-
plications rapidly, and to expand functions without difficulty [133], [131]. Moreover, a soft-
ware framework typically offers a number of application programming interfaces (APIs), 
mechanisms and classes, and provides many advantages such as modularity, code reusability 
and extensibility. The researcher has used Jcolibri [25] and FreeCBR [20] frameworks for the 
sake of code reusability and extensibility as an advantage features when compared to the CBR 
shells. 
2.5.5.1 CBR shells 
A CBR shell is one of the CBR tools that enables end users with a set of capabilities to create 
CBR applications. CBR shells and their applications are mainly textual-based and inflexible in 
modification. As end user computing becomes widely used, user created content or applications 
must develop more versatile and flexible. Therefore, many CBR shells or tools contain shells 
we review in this section are no longer under development or maintenance due to complexity 
and reusability. Below is a brief review of several early influential CBR shells but not exhaus-
tive. 
 ReMind: is coded in C++ language includes methods like decision trees, nearest neigh-
bour and knowledge-guided retrieval for similarity valuation. In addition, ReMind sup-
ports case adaptation by building adaptation formulas that adjust values based on the 
difference between the retrieved case and the new case [134]. ReMind Version 2.0 is 
under development at the Navy Center for Applied Research in Artificial Intelligence 
in Washington DC [135]. It is not clear when the new version will be released or who 
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may retail it. 
 CASPIAN: is an open source written by university of Salford in C language and runs 
in a command-line mode. CASPIAN uses its own language (CASL) to define cases 
including case attributes, and weights. CASPICAN utilises KNN algorithm as the re-
trieval mechanism and employs rules for case adaptation [136]. This tool does not pro-
vide APIs for further development or extension. 
 CBR Express: is an example of domain-specific CBR shells. CBR Express was mainly 
designed for help desk applications. CBR Express has a simple case structure and uses 
KNN matching to retrieve similar cases. The user interface is built using Asymetrix 
ToolBook, which is consisted as a type of Windows environment. This tool is appropri-
ate for fields where knowledge can be represented by a set of vectors of attribute-value 
pairs [134]. CBR Express is able to handle free-form text which is significant for assist 
in desk applications [137]. This tool is sold by eGain company as a conversational CBR 
application based on demand. 
2.5.5.2 CBR Software Frameworks 
The necessity for the development of CBR tools based on the open framework environment is 
recommended by Abdrabou and Salem [131]. They suggested that CBR software developers 
to emphasis on the development of CBR frameworks rather than shells order to improve soft-
ware reusability and extensibility. Some of the CBR software frameworks such as CAT-CBR 
is no longer in use because of many reasons for instance, deficiency of funding support. Below, 
is a brief review of some influential CBR software frameworks include the tools used in this 
study. 
 Jcolibri: is used in this research as a popular open source CBR software frameworks. 
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The current version solves many problems found in its predecessor JCOLIBRI1 and 
helps most phases of the CBR cycle. Jcolibri is built using the Java language and Java 
Beans to represent the cases which would suit the proposed CBRAR where procedures 
can be invoked in the same programming language easily  [138]. The architecture of 
this tool contains two layers respectively for source codes (supporting programmers) 
and composition tools (supporting designers). Moreover, five different retrieval strate-
gies are offered with seven selection methods, several similarity metrics. Jcolibri in-
cludes various case representation i.e. flat, simple case and more complex knowledge 
intensive structures. It also can be workable to generate complex CBR applications. 
Yet, Jcolibri has been used to build twenty CBR applications including an application 
for helping criminal justice [139] and health case [140]. It is also used in this research 
to test datasets from different fields to show the workability of CBRAR in various do-
mains i.e. Space, health care and psychology. It shows just the top 5 retrieve cases in 
the result panel. 
 FreeCBR: is the second tool used in this research for the evaluation purposes as a free 
open source and java implementation of a CBR engine [20]. FreeCBR offers a graphical 
user interface, a command line interface and a Web interface. It employs a set of func-
tions and features to represent each case but lacks strong support for a sophisticated 
knowledge. The Euclidian distance, Normal Distance algorithm are used to calculate 
the closest match for case retrieval in this research in both tools Jcolibri and FreeCBR. 
FreeCBR produces more retrieved cases in the results panel when compared to Jcolibri 
because the recall is higher. 
 myCBR: is another popular open-source software framework for developing CBR ap-
plications. myCBR is mainly intended for creating CBR applications that focus on the 
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similarity-based retrieval phase of the CBR cycle. It is also built using Java and capable 
of supporting complex knowledge intensive case structures uses a powerful GUI-based 
workbench to define classes and attributes, model and test similarity measures [141]. 
myCBR has been successfully used to develop various applications including Web-
based and mobile CBR applications [142]. However, compared to Jcolibri and 
FreeCBR, myCBR is not suitable for applications with large number of attributes. It is 
more suitable for creating non-complex CBR retrieval systems with a small number of 
cases [143], and that’s why it has not been used in this research. 
 IUCBRF: is an open source framework that can be used in CBR applications. JUCBRF 
is implemented in Java and contains multiple domain independent components and 
tools to support case representation, retrieval phase. It has better support for flat, simple 
case structures than complex knowledge intensive case structures. The IUCBRF frame-
work has been used as a pedagogical tool to teach CBR in graduate-level artificial in-
telligence fields [144]. Nevertheless, the author has not used this tool due to lack of 
new development of this framework in recent years and no further results would be 
produced at the top of the used tools i.e. Jcolibri and Free CBR. 
Table 4 Features of the used and reviewed CBR software frameworks 
CBR Software 
Frameworks 
Jcolibri FreeCBR myCBR IUCBRF 
Features Sup-
port 
Wole CBR 
Cycle 
Wole CBR 
Cycle 
Retrieval 
Phase 
Wole CBR 
Cycle 
Application 
suitability  
Works with 
large number 
of Cases 
Works with 
large number 
of Cases 
Works with 
low number 
of Cases 
Lack of new 
development 
Technology Use object 
oriented 
Use 
Better CUIs 
for medeling 
Used for in-
dependent 
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framework in 
jvav 
weighted Eu-
clidian dis-
tance to re-
trieve cases 
similarity 
knowledge 
domain 
Year released 
and latest ver-
sion 
2005 – 
Jcolibri2 
2006 - 
FreeCBR 
1.1.4 
2007 – my-
CBR 3.0.1 
2005 - 
IUCBRF 
 
2.5.6.   Soft Matching of ARM (SARM)  
A limitation of traditional ARM algorithms for rule X→Y e.g. Apriori [72] is that items X and 
Y are discovered based on the relation of equality. Basically, these algorithms perform poorly 
when dealing with similar items. For instance, Apriori cannot find rules like 70% of the cus-
tomers who buy products similar to yogurt (e.g. milk) and products similar to mayonnaise (e.g. 
egg) also buy baguettes. Soft matching was suggested to address this [145], where the conse-
quents and antecedent of ARs are discovered by similarity valuation. The SARM standard is 
used to find all rules from X→Y, where minimum support and minimum confidence of each 
rule are not less than soft support and soft confidence, respectively. Support and confidence are 
used to generalize the definition of soft support and soft confidence.  
This generalization is performed by allowing elements to match, so long as their similarity 
exceeds minimum similarity (minsim) as specified by the user. The soft-matching criteria can 
be employed to model better relationships among features of cases instead of the equality rela-
tion, by using the concept of similarity. 
2.5.7.   Soft - CAR Algorithm 
This algorithm calculates the soft support and finds the frequency of each item soft matching 
CARs. It also discovers the seed set of rules found in every pass in the corresponding class. 
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For every rule item, the seed set of rules are utilized to generate new rule items known as 
candidate rule items. The soft support is computed through the set of different cases.  
It produces SCARs rules in the last pass after it finds the candidate rule items which are fre-
quent from those frequent items [24]. However, experts are required for calculating and defin-
ing the SK domain, making this a time consuming and difficult process. 
2.5.8.   USIMCAR Algorithm 
This algorithm is an expansion of the retrieval phase to improve the performance of the SBR. 
It encodes the AK in Soft-CARs together with SK to improve the performance of CBR [24]. 
USIMCAR is used to enhance the usefulness of cases, retrieved through the SK [51], with 
regard to a new case Q in addition to including the SCAR, thus meaningfully utilizing the cases 
with their usefulness [51]. In addition, it leverages the AK by searching and finding those 
SCARs whose usefulness is greater than others concerning Q, therefore valuably using them 
with their usefulness. Patel [32] also developed the USIMCAR strategy for hierarchical cases 
which combines the support-count bit from multilevel and soft-matching criteria (SC-BF) al-
gorithm for the SCARs. Patel also applied the unified knowledge of the AK and similarity to 
enhance the performance of the SBR. Both strategies [24] and [32] are a simulation of the 
retrieval phase by providing a percentage value but do not involve providing a CBR system 
with feedback inputs as part of the original cycle. 
In this research, we propose the FP-CAR algorithm to generate an optimum tree using CARs 
and FP-tree. The tree is optimized by utilizing various types of association knowledge i.e. P-
trees and an equivalence table of implications. FP-CAR is also a part of the suggested CBRAR 
technique which is an expansion to the SBR. The novel CBRAR is used to disambiguate the 
wrong retrieved answers as feedback to the CBR. 
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2.5.9.   Domain Knowledge and SBR 
SBR has also been combined with Domain knowledge (DK). The latter has been used to im-
prove on similarity measures in order to retrieve more precise cases for a target problem. DK 
can be encoded in the form of accurate training cases where these are selected from the feed-
back about the benefit of some cases formerly assessed by domain experts [146]. It is also 
proposed that DK can be represented in the form of semantic knowledge capturing semantic 
meanings of cases to enhance the accuracy of SBR [147]. However, there is no explicit form 
of DK, and therefore implicitly available through the support of human domain experts which 
use informal methods when being asked to define such knowledge. So far it is believed that the 
implementation is hard especially if given domains are weak in domain theory. Whereas build-
ing AK is straightforward as it is acquired via an analysis of cases, an essential knowledge 
source in CBR, without the support of domain. 
2.5.10.   Similarity Knowledge and Association Knowledge 
This section provides the background of AK and SK. Basically; it presents a case representation 
scheme prior to presenting our proposed CBRAR approach. To represent cases, the selection 
of the attribute–value pairs representation is used. This approach is widely utilised in many 
CBR systems, due to its simplicity, flexibility, and popularity [24]. Let A1, ...,Am be attributes 
defined in a given domain. An attribute–value pair is a pair (Ai,ai) i∈[1,m], where Ai is an 
attribute (or feature2) and ai is a value of Ai. A case C is the form of C = (X, Y) where X is a 
problem X = {(A1, a1), ..., (Am−1, am−1)}, and Y is the corresponding solution Y = (Am, 
am). The point of Am as a solution attribute, A case base is a set of cases. The combination of 
AK and SK is called SCAR [24] [32]. It finds the relation between problem features (X⇒Y) 
and the target problem (Q) through a special measure. It is likely associated with the solution 
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contained in y, if Q problem features are sufficiently similar to X. Often; a rationale for doing 
so is to define a single optimal interestingness (e.g.  Laplace method [148]). 
2.5.11.   Similarity Knowledge 
In a CBR system, SK is indicated as knowledge encoded via measures computing similarities 
between a target problem Q and cases. Normally in SBR, SK is used to represent a heuristic 
for calculating the usefulness of stored cases with respect to Q. The higher the similarity be-
tween a case C and Q, the more useful C is for Q. A composition of similarity measures suitable 
for cases represented by attribute – value pairs is often based on a widely used principle. This 
is the local–global principle that decomposes a similarity measure by local similarities for spe-
cific attributes of cases and a global similarity aggregating these similarities  [146]. An accurate 
local similarity function depends on attribute types. A global similarity function can be arbi-
trarily complex, but simple functions are usually used such as weighted average aggregation 
[146]. 
2.6.   Summary 
In this chapter, an overview of CBR background including case: parts, representation, bases, 
Methods and Retrieval were given for illustrating their challenges. An explanation of data min-
ing common methods including classification and KNN was presented. The brief survey illus-
trated and described a number of equations that utilise KNN for measuring distance in CBR 
field. A through overview of ARs algorithms was presented. The presented overview for ARs 
also described the AK that has been selected to develop FP-CAR as a part of CBRAR. A survey 
of frequent pattern mining concepts that are used in this research for optimising the FP-CAR 
tree was displayed. An overview of the related work and other types of knowledge was pre-
sented. The overview illustrated various methods of integrating data mining and CBR, and give 
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and examples of SBR and statistical learning has integrated. It also shows different methods 
and techniques that have been used to integrate ARs into CBR to enhance the performance of 
Retrieval. 
 In the next chapter, a new retrieval strategy for integrating CARs into CBR will be proposed. 
A description of the proposed CBRAR is explained in details. Moreover, typical scenario of 
the FP-CAR algorithm and pseudo code that enhance the performance of retrieval phase will 
be given.  
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Chapter 3:  New Retrieval Strategy CBRAR and New Algorithm FP-CAR 
The previous chapters presented the research’s problem, motivations, methodology, and con-
tribution as well as review of CBR, data mining methods and related work. This chapter devel-
ops and describes a new strategy and algorithm to enhance the performance of the CBR re-
trieval phase by using classification based on association. 
The Chapter therefore, contains the following key areas: 
 New retrieval strategy: presents a new retrieval strategy (CBRAR) that is able to dis-
ambiguate the wrongly retrieved answers in order to enhance the performance of SBR.  
 Proposed algorithm FP-CAR: proposes a new algorithm FP-CAR tree that mines all 
CARs and contains potential patterns to be compared with CBR case problem. 
 FP_CAR algorithm: displays FP-CAR algorithm pseudo code that refines the retrieval 
technique to select the correct case not just a similar one. 
 Summary: presents a short summery of chapter 3. 
3.1.   New Retrieval Strategy 
This section presents the proposed new technique CBRAR that attempts to integrate CARs and 
CBR. Basically, there is a known problem in CBR which is retrieving unrelated cases that give 
incorrect solutions. To overcome this problem, CAR is utilized to find the relationship between 
the case library and a target case. Normally, to achieve the retrieval phase, CBR systems exe-
cute SBR. However, SBR tends to depend on similarity knowledge, ignoring other types of 
knowledge that can benefit and improve the retrieval performance. In this research, the chal-
lenge is how to retrieve not just the most similar case in CBR but the correct one. Some studies 
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which apply ARs into CBR, for example [24], are much dependent on the experts domain for 
finding SK. [32] focused on the case representation hierarchically by combining SK and AK 
depending on the Apriori algorithm when a number of passes are needed to generate new can-
didates. Both strategies [24], [32] are a simulation of the retrieval phase by providing a per-
centage value of related cases but do not involve providing a CBR system with feedback, which 
is part of the original cycle. The new approach CBRAR produces a correct case pattern not just 
a similar one. It also enables a correct case to be returned back into the retrieval phase to dis-
ambiguate any wrong answer produced by CBR. 
As shown in Figure 9, we start to remove one case from the case based library of the CBR until 
the system retrieves two different labels with the same similarity. The new method adapts the 
CARs to produce the FP-tree considering a class label, length of subsets and support. This is 
because in mining association rule algorithms, any associated method does not consider class 
clusters and length in the process of producing frequent patterns of a specific class. Thus, in 
experiments to date an attempt has been made to develop a FP-tree to make the frequent rules 
more effective to one class by using a parent root of each class label. As a consequence of that, 
every frequent rule will belong to its class. In the experiments, the first step of the FP-tree 
algorithm is changed to classify subsets according to its frequency before the rules are produced 
in the tree. Hence, considering the new case as a pattern to be compared with the constructed 
FP-tree will provide a correct match based on the new case built from the new tree. In other 
words, if a new case is processed by CBR, SBR may retrieve unrelated cases from the case 
library with the same similarity measures as shown in Figure 9  in the retrieved cases field. 
This ambiguous result can make it difficult for the CBR user to take the right decision. Follow-
ing that, we produce CARs from the same case library in order to gain the FP-CAR tree. The 
new case will then be compared to the formed tree to find a match which may belong to the 
class root. 
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The proposed strategy is compared to existing CBR tools in the following steps: 
 Splitting: the new algorithm splits rules into different classes, where each rule 
represents a subset which belongs to a particular class. 
 Comparing: the new algorithm compares a CBR query as a pattern which actu-
ally represents a new case; it should match exactly a frequent path FP-tree. 
 Voting: the process of voting is performed by considering the longest length of 
the nodes considering values of the modified FP-tree in terms for finding a par-
tial match. 
 P-trees: a P-trees procedure or union are invoked to complete any missing nodes 
Figure 9 CBRAR Model 
Retrieved Cases 
 A,B,C,D,E  c2 
A,B,C,D,F  c2 
A,E,Fc2 
Class no 
Case 
Base 
CARs 
A 
C 
B 
c1 
D 
E 
F 
SBR 
Q=A,B,C,D,E,F 
Solved Case 
New Case 
FP-CAR 
Class yes  
Class yes 
P-Trees 
Union 
c2 c1 
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in the tree if needed to form an equivalent pattern to the CBR query. 
In the new CBRAR strategy, the CAR method is adapted to produce class association rules to 
be mined instead of general association rules. This approach has been used by [15] , where the 
algorithm drew new class rules from old general rules according to class labels which had been 
predefined. CARs differ from general ARs mining by presenting constraints to any attribute 
that is definitely appearing on the generated rules. CARs are a special case of constrained AR 
which can be utilized to construct a model or classifier [149] [9]. The major advantage is faster 
execution and lower memory utilization. CAR is theoretically motivated but it has not been 
used to produce FP-tree. Thus, the new system attempts to use classified rules as an input to 
the new algorithm to build a FP-tree which has not been used before in the area of integrating 
AR into CBR. 
In the final step, the result obtained by our new model is compared with the outcomes of the 
retrieval phase to select a correct answer. We compare the solved case with the result of the 
retrieved cases to remove unrelated answers as shown in Figure 9. It can be seen that two 
different labels i.e. classes (yes and no) are retrieved by CBR in the retrieved cases field. By 
returning the solved case into the retrieved cases phase, the ambiguity of the SBR outcomes 
was removed. 
3.2.   Proposed Algorithm FP-CAR 
In this section the modified FP-Growth (FP-CAR) algorithm which is part of the new retrieval 
strategy is discussed. As explained in the state of the art section, FP-Growth works in a divide 
and conquer manner. It passes through two scans of the database. Firstly, it computes a list of 
frequent items stored in descending order (F-List) during the first scan of the database. In the 
second scan, it compresses the database into the FP-tree. The process of growth then starts to 
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mine each item with support greater than or equal to ξ (lower support) by building its condi-
tional FP-tree recursively. This tree will be modified into classified labels and to be compared 
with CBR patterns to find the correct a solution. 
The new method tries to change the FP-Growth algorithm in order to consider a class while 
producing a frequent pattern tree (FP-tree). This is because in mining association rule algo-
rithms, any associated method does not consider class clusters in the process of producing fre-
quent patterns belonging to a specific class. Thus, in experiments to date an attempt has been 
made to develop a FP-tree to make the frequent rules more effective to one class by using a 
parent root of each class label. As a consequence of that, every frequent rule will belong to its 
class. In the experiments, the first step of the FP-Growth algorithm is changed to classify sub-
sets according to its frequency before the rules are produced. Hence, considering the new case 
as a pattern to be compared with the constructed FP-tree will provide a correct match based on 
the new case and new tree.  
The FP-CAR (frequent pattern class association rules algorithm) is based on two steps. First, it 
generates a FP-tree from a set of CARs [150]. Second, the tree is optimized by utilizing the P-
tree [34] and concepts and equivalence table of implication. These two steps are combined to 
gain an optimum tree that can be compared with a new case Q of the CBR as a super-pattern 
to improve the performance of the SBR. The start of the observation is where the options of 
CARs have been selected as follows (lower support ξ = 0.1 and confidence = 0.9, delta = 0.05, 
number of rules = Maximum). Then the existence of the rule X → c as a subset should make it 
necessary to consider it as an antecedent of a superset X,Y → c. Practically, however, we may 
still find a rule Y → c, say, where Y is another subset of the same class, where both X and Y 
form a Superset-Pattern X,Y → c. In addition, Logical equivalences concepts are utilized to 
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prove the theory behind gaining the equivalence of ((X→c) ∨ (Y→c)) ≡ (X∧Y) → c. In other 
words, if X implies c or Y implies c, it is equivalent to X and Y both implying c. 
The first experiments use the acute inflammation dataset from UCI (Table 5, Table 8, Table 9, 
Table 10, Figure 9 and Figure 10). In this case, as in Coenen [35], we take advantage of the P-
tree to gain a superset. We consider the partial total accumulated at ABCD which makes a con-
tribution for all the subsets of ABCD. In other words, the contribution in respect of the subsets 
of ABC is already included in the interim total for ABCD, therefore, when considering the su-
perset ABCD, we need to examine only those subsets which include the attribute D [96]. 
In this research we suggest an alternative explanatory method: If we can identify a generic rule 
X → c which meets the required support and confidence thresholds, then it is necessary to look 
for other rules whose antecedent is a superset combined with (X^Y) and whose consequent is c 
which distinguishes our algorithm compared to [150]. The objective of the FP-CAR algorithm 
is to continue to look for rules that select other classes in order to reduce the risk of overfitting 
and the number of the considered candidate rules. 
FP-CAR uses the concepts of classification based on association and the Total From Partial 
Classification (TFPC) algorithm [150]. It builds a set-enumeration tree structure of the CARs, 
where the FP-tree contains an incomplete summation of support-counts for relevant sets and 
patterns. Using the FP-tree structure to represent all patterns of the CARs, the T-tree [34] con-
cept is used to build an optimum tree that finally contains all the frequent patterns sets (i.e. 
those that can be compared to the pattern of the CBR query). The FP-CAR is built level by 
level, the first level comprising all the subsets that contain a value of the attribute under con-
sideration. It compresses the subsets into a prefix tree, where the root c holds all frequent items 
according to their frequency. In the second pass, the unnecessary subsets are removed, from 
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the tree. Candidate-subsets then form a superset from the remaining sets considering the pattern 
of the CBR. The process continues, with the voting of a length in each class label, until no more 
candidate sets can be generated. The patterns of subsets will contain a value of each node which 
can be compared with a CBR query Q. 
Figure 10 shows the form of a FP-CAR, for the subsets {{A,B,C,D},{A,E,F},L,c1}}, 
{{A,B,C},L,c2} where L is a length identifier, c1 and c2 are class identifiers, each node of a 
subset holds a value i.e. A={yes ,no}. This tree includes all possible related supersets that are 
not resolved by SBR, except for those including both c1 and c2 which we will assume were 
pruned. The target of FP-CAR is to find a CBR case problem that caused uncertain answers i.e. 
{{A=yes, B=yes, C=yes, D=yes, E=no, F=40, L=6}. FP-CAR nodes include a value of each 
node for a superset Q i.e. A= {yes, no}. Practically, an actual FP-tree would contain all those 
nodes representing the frequent subsets where FP-CAR includes the voting length and values. 
For instance, if the set {A,B,C},L} fails to reach the required support threshold, and length 
identifier e.g. 4 to conform to the case problem pattern, then the class of the subset {A,B,C} 
would be ignored, and the superset would not be created. All the candidates that contain the 
class-identifier c1 with required length can be found in the subtree rooted at c1 starts with A 
node descended by {B,C,D,E,F} frequency as shown in Table 5. Therefore, all the rules that 
classify to c1 can be derived from the root A (and also for c2) whereas those subsets which start 
with other roots will be removed to gain a super-pattern. 
We now build the supersets of all such sets that match the new case Q = {yes, yes, yes, yes, no 
and 40.0}. If the threshold of L of the subsets is greater than or equal to the voted class c1, we 
add the subset to our target set considering the nodes values, and ignore the corresponding 
subset from the tree that occurs in c2. The complement of the superset will then be completed 
from the same cluster of c1 i.e. {X ^ Y} → c1≡ Q → c1 as shown in Figure 10. Connecting the 
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tree in Figure 10 into the results given in Table 8, Table 9, Table 10 and Figure 24 supports 
the theory behind the proposed algorithm [151]. 
Table 5 FP-Tree Hash Table 
 
 
 
 
 
 
 
 
 
 
 
Furthermore, the union set theory to improve the results is used. Union (U), Set X, Set Y, 
XUY={x: x∈ X on x ∈ Y}, it is assumed that X and Y are subsets and the union result is 
XUY={A,B,C,D,E,F}. For example, {ABCDE} is subset1 where X⇒ c2 of L=5 and {ABCDF} 
is subset2 to be united as Y ⇒ c, the superset will be constructed of the said sets that equal the 
new case Q = {1, 3, 1, 1, 1 and 1} i.e. {XUY} ⇒ c as achieved in Ex 8 which are connected to 
Table 12 and Figure 25  [152]. The following sections explain how the result of the proposed 
strategy is evaluated.  
 
 
 
 
 
 
 
Ordered-Subsets Length Class 
A,B,C 3 c1 
A,C 2 c1 
A,B 2 c2 
A,B,C 3 c2 
A 1 c2 
A,B,C,D 4 c1 
Item Frequency Priority 
B 58 2 
A 62 1 
C 50 3 
D 49 4 
E 44 5 
F 26 6 
 
 
 
 
 
 
 
 
 
 
 
 
 
A B D C E 
yes, no 
A=yes A=no 
c1 F 
A=yes A=no 
c2 
B=yes  C=yes 
D=yes E=no 
C=no B=yes   C=no B=yes  C=no 
D=yes 
ACDc2 
 F=40 
F=40 
F=40.4 
D=yes,  E=no 
ABCc1 AEFc1 ABCc2 
ABCDEc2 AFc2 AEFc1 
 
ABCDc1 
Figure 10 FP-CAR Algorithm Tree - Acute Inflammation Dataset 
ACc2 
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3.3.   FP-CAR Algorithm Pseudo Code 
Figure 11 shows the pseudo code for the proposed algorithm. The first step of FP-CAR is to 
generate a sorted hash table of items, and to remove infrequent items. Table 6 shows that 92 
rules are ordered depending on their highest frequency. For example, item I2 always appears 
first in the ordered items table i.e. R92(I2,I1,I3,I4,I5) because of the frequency of I2=62 fol-
lowed in a descending order by items I1=58,I3=50,I4=49,I5=26 according to its class c1. 
In this version we set ξ = 1 to find the maximum routes of FP-CAR patterns. FP-CAR then, 
compresses these rules into a prefix tree, where the root c1 holds all frequent items according 
to this order I2, I1, I3, I4, I6 and I5, where item I2 in Table 6 refers to node A in Figure 10 
followed sequentially by nodes B,C,D,E,F. Each path of the tree also represents a subset of 
rules that share the same prefix where each node corresponds to one item and is linked to the 
next node of the same subset. In addition, the list of items is formed to align all rules that 
possess that item. The FP-tree is a compressed representation of the rules and it also permits 
quick access to all rules that share a specific item. Once the tree has been built, the comparison 
of the new case can be conducted. However, a compact representation does not reflect all po-
tential candidates’ patterns which are the bottleneck of the original FP-Growth algorithm. 
This problem is overcome by using the concepts of P-trees 2.4.3.  in order find a potential 
pattern by combining two frequent subsets to form a superset. The key step in the algorithm is 
to convert the transactions in a database into rules as an input to FP-CAR so that a new FP-tree 
is built from different classes during the recursive conditional constructing process. Also, log-
ical equivalences concepts are utilized to prove that (p→r)∨(q→r)≡(p∧q)→r [153]. Assuming 
that, p = subset1, q = subset2 and r = class c1. According to first order logic if sub1 implies c1 
or sub2 implies c1, its equivalents sub1 and sub2 both imply c1. The implication concept is 
employed to support P-tree in case a potential solution is gained by FP-CAR. 
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Figure 11 Algorithm 1 FP-CAR 
Algorithm 1: FP-CAR(DB, ξ) 
Define and clear F-List : F[]; 
foreach Transaction Ti in DB do 
    foreach Item aj in Ti do 
        F[ai] ++; 
    end 
end 
Load Rules-Strings; 
Genrate Hash Table H from Rules-Strings; 
F[]← Sort (Ti); 
Sort F[]; 
Define and clear the root of FP-tree : r; 
Define parent root of each Class Ci; 
foreach Rule Ri in DB do 
 if Ri ∈ Ci // Splitting 
    Make Ri ordered according to F; 
    Call ConstructTree( r, Ci); 
end 
Define NewCase NC; 
Subset, Ss = Ri; 
MaxLength = new ξ; // Voting 
foreach Subset, Ss in I do 
         if  Ss = NC // Comparing 
  Result R = NC;  
         Else if Call Ptree( Ss, MaxLength , R );Else  Union(Ss1, MaxLength , R), Ss2) 
  Go to Voting; 
end 
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Table 6 Hash Table with Classes 
Algorithm 2 presents the pseudo code of the last step in terms of a partial solution using the 
FP-CAR algorithm. In the experiments, the transaction Ti is considered as Ri to represent all 
possible rules resulting from the constructed tree. Note that for each set i in T, Ti is equal to 0 
to set a new transaction. Also for each node j in the P-tree the procedure begins by subtracting 
j nodes from its parent. Then for each i in the transaction, if i ⊆ j and i ∩ k is not empty the 
procedure adds a new node to Ti. Notably, this algorithm makes use of a concept introduced in 
[96] to ensure that any subset, for example the contribution in respect of the {a, b, c} is already 
included in the interim total for {a, b, c} , so when considering the node {a, b, c, d}, the test 
will be for only those which include the attribute {d}. This technique is explained in detail in 
section 2.4.3.   
Hence, two subsets can be merged to combine into one superset if they belong to the same root. 
For instance, sub1 (i2=yes,i1=yes,i3=yes and i4=yes) and sub2(i2=yes, i6=no and i5=40) can 
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form a superset sub3(i2=yes,i1=yes,i3=yes,i4=yes,i6=no and i5=40) which can be compared 
to a new case if needed. 
 
 
 
 
 
 
As shown in Figure 13, case C73 (sub3) is represented as a tree and compared to the FP-CAR 
tree, where sub1 and sub2 which belong to Class 1 can be merged to form sub3. CBR retrieves 
5 cases, three cases of class c1 (71, 72, 79) and two cases of class c2(76,77). A length voting 
process is performed on c1 and c2, which identifies that c1 contains 4 edges as the longest 
length match compared to the new case. The longest length is (sub1), and (sub2) represents the 
2 missing nodes to complete the full path of a query (sub3). When Sub3 is compared to the 
CBR results it will disambiguate the 5 answers of the retrieval phase. Hence, it removes the 
limitations of SBR when returning wrong cases. Moreover, this new strategy refines the re-
trieval technique to select the correct case not just a similar one. 
3.4.   Summary 
In this chapter, a typical model to enhance the performance of CBR was presented. A new 
strategy CBRAR for disambiguating uncertain answers of CBR retrieval was displayed. 
CBRAR strategy compares the outcome of the solved case with the result of the retrieved cases 
to remove unrelated answers. CBRAR includes a proposed FP-CAR algorithm which mines all 
CARs patterns using FP-Growth concepts with a target case to gain the correct answer. A clear 
example was given using real dataset values to illustrate the objectives of the new model. 
Algorithm 2 (Inputs P − tree P, candidate set T): 
−Returns counts Ti for all sets i in T− 
∀ sets i in T do Ti = 0 
∀ nodes j in P do 
begin k = j − parent (j); 
∀ i in T , i ⊆ j, i ∩ k not empty, do 
begin add Qj to Ti 
  end 
end 
Figure 12 Algorithm 2 P-Tree 
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In the next chapter, extensive experiments will be demonstrated to validate this proposed strat-
egy as well as the evaluation in order to compare the performance of CBRAR with the existing 
CBR tool.  
 
 
  
I6=no:2 
I5=40,4
0.4:2 
c? 
I2=yes 
I1=yes 
I3=yes 
I4=yes 
I6=no 
I5= 40 
Query 
I2=yes:38 
I1=yes:3 
I3=yes:2 
I4=yes:1 
c1 
FP-CAR 
c2 
CBR 
c2(76,77) c1(71,72,79) 
I2=yes:3 
I1=yes:3 
I3=yes:3 
I4=yes:3 
I6=yes:2 
I5=40:2 
I2=no:2 
I1=yes:2 
I3=yes:2 
I4=yes:2 
I6=no:2 
I5=40:2 
I6=no:1 
I5=40.1:1 
Figure 13 Solved Case Compared to CBR Results 
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Chapter 4:  Experiments and Empirical Evaluation 
Chapter 3 describes the new retrieval strategy based on the proposed algorithm for this re-
search, where CAR and FP-trees methods are used to achieve the objectives of integrating 
CARs into CBR. This chapter presents the experiments and evaluations carried out to date and 
is organised as follows. 
 Section 4.1.  describes the experimental process. 
 Section 4.2.  describes the metrics used to evaluate the performance of the proposed 
strategy. 
 Section 4.3.  explains the datasets used in all experiments. 
 Section 4.4.  provides an overview of the analysis process using a case study. 
 Section 4.5.   presents a further analysis and experiments of acute inflammation urinary 
bladder dataset and discussion. 
 Section 4.6.  illustrates the results of the “space shuttle dataset”, experiments, tables, 
charts and discussion. 
 Section 4.7.  describes experiments on the “balloon dataset” and illustrates, tables, 
charts and discussion. 
 Section 4.8.   describes experiments on the “post-operative dataset” and illustrates ta-
bles charts and discussion. 
 Section 4.9.  describes experiments on the “Lenses dataset” and illustrates tables charts 
and discussion.  
 Section 4.10.  gives a summary of this chapter.   
All experiments were conducted using an open source CBR framework i.e. Jcolibri [19] and 
FreeCBR [20]. This software can be used not only for CBR rapid prototyping but also for 
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developing applications using real scenarios. It has the advantage of using a java platform al-
lowing it to be integrated with other applications. The Waikato Environment for machine learn-
ing, WEKA version 3.6, [83] is also used as an open source machine learning environment 
containing a variety of  algorithms. WEKA is becoming a well-used tool in both academia and 
industry. It has been used to generate the rules i.e. CARs and predictive rules. Eclipse IDE for 
Java Developers (Version: Mars Release (4.5.0)) open source has been used for building the 
new FP-CAR algorithm. 
Datasets from the UCI website are used to evaluate the performance of SBR and CBRAR. The 
acute inflammation dataset used and referred to as D1 is used for the initial experiments. The 
FP-CAR is compared to SBR using the D1 dataset. 
4.1.   Experimental process 
To investigate the accuracy of CBRAR, we conducted experiments using datasets taken from 
the UCI Machine Learning Repository. The implementation of CBRAR used the Java platform 
Eclipse (4.5.0), and for comparison purposes we have used the Jcolibri framework [19] and 
FreeCBR [20] as powerful CBR tools. WEKA 3.6 is used as an open source in order to generate 
the CARs.  
In the conducted experiments, one case is left out from the CBR case until the pre-determined 
cases register an ambiguity. This ambiguity can be deceiving the decision maker as all retrieved 
cases have the same percentage of similarity with different labels. Thus, experiments are used 
for both Jcolibri and FreeCBR. 
We used the derived dataset from the UCI repository as the same source to measure the CBR 
and CBRAR accuracy.  
By default, SBR returns the 5 most similar answers when using Jcolibri with a new tested case. 
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Nonetheless, the pre-determined cases of the tested datasets all registered an uncertainty that 
misled the end user, due to the fact that all the retrieved cases had an equal percentage of sim-
ilarity with different labels i.e. ((1, 2) or (yes, no)). Notably, the FreeCBR tool provides further 
prospective cases in addition to those chosen by Jcolibri. With regards to the tables displayed 
in each experiment, the findings show that vertically, the first column refers to the new case Q 
followed by the cases retrieved by the CBR tools. For example, NewCase73 followed by cases 
(71, 72, 76, 77 and 79, for Jcolibri) and cases (71, 72, 77 until 107 for FreeCBR) as shown in 
Table 8.  
The “Attributes” column begins with the first attribute followed by additional attributes.  For 
instance, the attribute A then by 5 supplementary attributes B, C, D, E and F. The class label 
column refers to diagnosis of Inflammation of the urinary bladder with values (yes and no). 
The “Accuracy” columns show the comparison between Jcolibri, FreeCBR and CBRAR. In 
the tables of experiments, we use symbols TP, TN, FP and FN to denote True Positive, True 
Negative, False Positive and False Negative respectively. The assumption is made to indicate 
the four probabilities on the confusion matrix. 
The table for each experiments illustrates that for every novel case tested using CBR, 5 cases 
with the same similarity measure are recovered by Jcolibri Once the New Case is used, Jcolibri 
retrieved more (TP, FP) and (TN, FN) cases with the same similarity ratio of accuracy. Some 
cases were overlooked due to a lower similarity i.e. (0.816) is ignored if Jcolibri retrieved 
(0.912) of accuracy, (42.264) is ignored when FreeCBR registered (59.175) of accuracy. While, 
CBRAR recovered 1 TP case from the novel model. 
With regard to the second experiment, the NewCase11 was applied to the CBR, and Jcolibri 
and FreeCBR retrieved 2 TP and 1 FP with an accuracy of 66%. At the same time, CBRAR 
retrieved 1 TP case from the proposed algorithm. 
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All the resolved cases can be reworked in the figures of the FP-CAR algorithm trees. One of 
the most noteworthy results in this research is the greatly improved accuracy rate obtained in 
CBRAR, when unions of two rules were employed in order to match a target case. With 
CBRAR offering a resolution to the uncertainty of the FP cases minus the confusion. For in-
stance, case 10, 11, 12, and 15 could be recalculated in Figure 25 in order to verify that CBRAR 
determines a correct case using the FP-CAR tree. 
The bar charts of each experiment depict a comparison of the error rate and accuracy of tradi-
tional CBR tools i.e. Jcolibri, FreeCBR with the proposed model in order show the enhanced 
performance of CBRAR in the overall error rates. In other words, to show how the proposed 
CBRAR registers lowest error rates and highest accuracy by correctly resolved cases when 
compared to other CBR tools. 
4.2.   Performance Evaluation Metrics 
As mentioned in the introductory chapter, the work presented in this thesis is experimental in 
nature. Hence, it is important that all experiments are designed and evaluated in a systematic 
and reproducible manner. As is the case in many fields, in data mining and machine learning, 
a key part of any study is how the system is evaluated. This section summarises the methods 
used in this study to evaluate the performance of the developed strategy CBRAR against exist-
ing CBR tools i.e. Jcolibri and FreeCBR. 
The confusion matrix displays the contingency table, with two dimensions (“actual” and “pre-
dicted”) that allows analysing and visualizing the performance of the compared system. It con-
tains  instances for the actual and predicted data [154], [155]. Table 7 illustrates a confusion 
matrix, where ([156] , [157] : 
76 
 
Table 7 Confusion Matrix 
 Predicted 
Actual 
 + - 
+ TP FN 
- FP TN 
 
 TP (true positive) signifies the instances that are correctly predicted and marked as pos-
itive. 
 FP (false positive) refers to instances that are incorrectly classified as positive. 
 TN (true negative) indicates instances that are correctly predicted as negative. 
 FN (false negative) determines instances that are incorrectly classified as negative. 
There are different techniques used to evaluate the performance of systems/classifiers. These 
techniques are described in the following paragraphs. 
The recall and precision rates [156] and [157], which originated from IR, are broadly used in 
the empirical studies of AI to measure experimentally the effectiveness of machine learning 
methods. 
Precision is a statistical method that measures the probability of retrieving relevant instances 
which are divided by the total number of the retrieved instances. Equation 8 denotes the for-
mula of the precision P [121]. 
𝑃 =  
𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 𝑟𝑒𝑡𝑖𝑟𝑒𝑣𝑒𝑑 
𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
=  
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
 
Equation 8 Precision Equation 
Recall rate is a statistical method that measures the probability of retrieving relevant instances 
which are divided by the total number of the existing instances that are expected to be retrieved. 
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Equation 9 displays the formula of the recall R [121]:  
𝑅 =  
𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 𝑟𝑒𝑡𝑖𝑟𝑒𝑣𝑒𝑑 
𝑡𝑜𝑡𝑎𝑙 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 𝑡𝑜 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒
=  
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 
Equation 9 Recall Equation 
The accuracy is the proportion of instances that are correctly classified. Equation 10 shows 
the accuracy ACC formula [121]: 
𝐴𝐶𝐶 =   
(𝑇𝑃 + 𝑇𝑁)
(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 
Equation 10 Accuracy Calculation Equation 
Misclassification rate also known as “error rate” for any classifier is the proportion of instances 
that are incorrectly classified. Equation 11 displays the error rate Er formula. 
𝐸𝑟 = 1 − 𝐴𝐶𝐶 
Equation 11 Error Rate 
4.3.   The Datasets used in the Experiments 
To investigate the accuracy of the CBRAR for a validation purposes, we conducted experiments 
using datasets taken from the UCI machine learning repository. The five derived datasets are 
used as the same source to measure the CBR and CBRAR accuracy. The datasets are chosen 
from different fields to show that the CBRAR is workable in different contexts. For example: 
health case (acute inflammation, post-operative, Lenses) datasets, cognitive psychology (Bal-
loon) dataset and space (space shuttle). The main characteristics of the used dataset will be 
stated so any target case can be reworked in the FP-tree figures as follows.  
Acute inflammation dataset is used in the first experiments, the attributes values that were used 
in the hash table and FP-CAR tree are as follows {I2= A=urine pushing {yes, no}}, 
{I1=B=lumbar pain{yes, no}}, {I3= C=occurrence of nausea{yes, no}}, {I4= D= micturition 
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pain{yes, no}}, {I6=E=burning of urethra{yes, no}},{ I5=F= temperature of patient{ 35C-42C 
}}.  
The space shuttle dataset is used in the second experiments, the attributes’ values and charac-
teristics that were used in the hash table and FP-CAR tree are as follows {A= Magnitude {Low, 
Medium, Strong, Out Of Range}}, {B= Error { xl, lx, mm, ss}}, {C = Sign{pps, nn}}, {D = 
Stability{stab, xtab}}, {E= Wind {head, tail}}, {F= Visibility {yes, no}}. The values of attrib-
utes appear in the FP-CAR tree as a numeric. In addition, the class characteristic {Class 
=c{non-auto=1, auto=2}}. The attributes’ values between the curled parentheses are converted 
to numeric range between {1-4} in order to make it easy to draw the nodes of FP-CAR tree as 
shown in a. 
The balloon dataset used in the third series experiments, the attributes’ values and characteris-
tics that were used in the hash table and FP-CAR tree are as follows {A= act {Stretch, Dip}}, 
{B= age {Adult, Child}}, {C = colour {yellow, purple}}, {D=size {Small, Large}}. The values 
of attributes appear in the FP-CAR tree as a string. In addition, the class characteristic is {Class 
=c{ True=c1, False=c2}}. 
The Post-operative dataset used in the fourth experiments, the attributes’ values and character-
istics that were used in the hash table and FP-CAR tree are as follows {A= stability of patient's 
core temperature{stable, mod-stable, unstable}}, {B= stability of patient's surface tempera-
ture{stable, mod-stable, unstable }}, {C = patient's perceived comfort at discharge as integers 
{0 - 20}}, {D= oxygen saturation in %{excellent, good, fair, poor} , {E= patient's internal 
temperature in Centigrade{high, mid, low} , {F= stability of patient's blood pressure {stable, 
mod-stable, unstable} , G= patient's surface temperature in Centigrade {high, mid, low} , H = 
last measurement of blood pressure { high, mid , low}}, class characteristic is { c1= patient 
sent to general hospital floor, c2= patient prepared to go home , c3= patient sent to Intensive 
79 
 
Care Unit}}. 
The Lenses dataset is used in the fifth set of experiments, the attributes’ values and character-
istics that were used in the hash table are as follows {A= astigmatic {no, yes}}, {B= spectacle 
prescription{ myope, hypermetrope }}, {C = tear production rate{ reduced, normal}}, {D= 
age{ young, pre-presbyopic, presbyopic } }, class characteristics  are { c1= not fitted, c2= soft 
contact lenses , c3= hard contact lenses }}. 
4.4.   An Overview of the Analysis Process using a Case Study 
This section provides an overview of the analysis process using three case studies of acute 
inflammation dataset, which was a heuristic method that led to build the FP-CAR tree includes 
enough number of rules. The notion is to mine all CARs to create an optimum tree which could 
be comparable to target case. In Ex1, Predictive Apriori is used but the number of rules were 
inadequate to produce an optimum tree. In Ex2, Apriori is used, the number of CARs were 
reasonable to gain an optimum tree but a comparison between a target case and the built tree 
was un achievable because the tree does not include a value of nodes. Therefore, In Ex3, Ex2 
is extended to include a value of each node where a target case can be found within the built 
tree of the mined CARs so an optimum tree can be achieved to compare a case with a tree. Ex3 
covered the drawback in Ex1 and Ex where values of nodes are employed and enough number 
of rules are generated gain an optimum tree to fulfil the objective of this research. Ex1, Ex2, 
and Ex3 will be explained in more details in the next sections. 
4.4.1.   Experiment 1: Using Predictive Apriori to Produce a FP-tree 
In the first experiment (Ex1), the dataset of acute inflammation of urinary bladder is used. 
According to the hash table of the FP-tree, six attributes are ordered as follows (I1, I2, I3, I4, 
I5, I6; with two labels (c1, c2)). 
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In this experiment, we will describe the process in a very detailed manner to allow the reader 
to understand the process. However, in subsequent experiments, we will avoid much of the 
detail and will highlight only those aspects that are different from other experiments.  
 In Ex1, the rules are generated using the predictive Apriori algorithm. The results show that 
there are only seven rules with one class on the right hand side. 
 These rules are used to produce a FP-tree where each node will represent an item with its 
frequency, sorted recursively according to the hash table. 
In the first experiment, the dataset items are referred to according to the generated rules of the 
Predictive Apriori algorithm as follows: I1: Lumbar pain=yes, I2: Urine pushing= {yes, no}, 
I3: Occurrence of nausea=no, I4: Micturition pains={yes ,no}, i5: Temperature='(35 - 41.4]',  
i6: Burning of urethra=yes, c1: Inflammation of urinary bladder =yes and c2: Inflammation of 
urinary bladder =no. 
Figure 14 shows that Table T2 lists six items of the generated seven rules shown in Table T1.  
T3 represents a hash table classified according to classes (c1 and c2) where each rule belongs 
to a class. Furthermore, the outcome of T3 is a prior step to building the FP-tree and items are 
ordered in a descending order to produce a compressed tree.  
In Figure 15, R1of T3 builds the first two nodes I2 and I1 with a frequency 1 i.e. (I2:1, I1:1) of 
c1. R2 in T3 of Figure 14 will form the next three nodes I2, I3, I4 in Figure 15 with a frequency 
1 i.e. I2:1, I3:1, I4:1 of c2, the frequency will be increased every time the node is traversed and 
so on until all rules belong to c1 or c2.  
In Figure 15, for example, R6 of T3, starts from the node I2:1 because it is already built by R1, 
the frequency must be increased to I2:2 because of the second traversal. A new path of nodes 
will be built starting from I2:2 i.e. followed by nodes I3, I4 consecutively of frequency of 1 i.e. 
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(I2:2, I3:1, I4:1), until all rules build the FP-tree. 
 
 
 
 
 
 
 
 
 
 
 
 
The main weakness with this tree is that there are not enough produced rules in order to gener-
ate a FP-CAR. In other words, the more rules obtained, the more patterns can be compared to 
the CBR query. In addition, the label appears in some rules accompanied by another item on 
the right side of the implication, namely (item1, item2 → item, label) for instance, (I2, I3 → 
I2, c). Therefore, the compressed tree will not lead to any heuristic method using Predictive 
Apriori where no clear label appears in the rules. The target case of CBR will not match any 
pattern in the frequent pattern tree (FP-tree). 
 
 
Item Frequency1 Frequency2 Priority 
I1 2 40,22 5 
I2 4 40,30,21 1 
I3 3 30,21,20 3 
I4 4 30,20 2 
I5 2 30,21 4 
I6 1 22 6 
    
Rules List of Items Frequency Class Accuracy 
R1 I1,i2 40 c1 0.99494 
R2 I3,I2,I4 30 c2 0.99485 
R3 I2,I4,I5 30 c2 0.99485 
R4 I6,I1 22 c1 0.99465 
R5 I6,I5 21 c1 0.99460 
R6 I3,I2,I4 21 c1 0.99455 
R7 I3,I4 20 c2 0.99455 
Rules Ordered Items Class Accuracy 
R1 i2,I1 c1 0.99494 
R2 I2,I4,I3 c2 0.99485 
R3 I2,I4,I5 c2 0.99485 
R4 I1,I6 c1 0.99465 
R5 I4,I5 c1 0.99460 
R6 I2,I4,I3 c1 0.99455 
R7 I4,I3 c2 0.99455 
T3 
 
T1 
T2 
 
Figure 14 Hash Table of Predictive Apriori 
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4.4.2.   Experiment 2 CAR_Rules without Nodes’ Values 
In the second experiment Ex2, the dataset D1 is considered as mentioned in Ex1 with one label 
c1: Inflammation of urinary bladder (yes and no). In Ex2, 92 rules (CAR rules) are generated 
by class. Ex 2 attempted to generate the maximum number of rules to gain a maximum number 
of patterns classes. These rules were used to construct a FP-tree where each node represented 
the frequency of items sorted in a descending order according to the hash table. The purpose 
of this experiment was to find enough rules to build a comparable tree with the pattern of the 
CBR query. In Figure 16, Table T1 shows that there are 92 rules listed and classified (c1 and 
c2). Table T2 reflects six genuine dataset attribute items of D1. T3 represents all rules classified 
according to their labels to construct a tree. Therefore, the new tree will be formed according 
Null 
c2 c1 
I4:1 
I1:1 
I4:1 
I3:1 
I2:2 I2:2 
I4:1 
I1:1 
I5:1 
I6:1 I5:1 
I4:1 
I4:1 
I3:2 I3:1 
Figure 15 Experiment 1 Tree 
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to T3 where each route generates a compressed tree pattern. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Basically, in T3, the 92 rules are significantly a better representation of the patterns compared 
to the 7 rules in Ex1. Using a similar approach to that used in of Ex1, R1 in Ex2 builds two 
nodes I2 and I1 in the first pass i.e. (I2:1, I1:1).  R92 is a final process which constructs the 
next five nodes with various frequencies as follows I2:8, I1:21, I3:11, I4:4, I5:1of c1 as shown 
in Figure 17. 
This tree does include a reasonable number of patterns which may be suitably comparable to 
the CBR query. In addition, the rules are classified under the one class to which they belong.  
However, finding a mutual pattern between a CBR query and a FP-tree is unachievable because 
the nodes do not contain a value as explained in our proposed algorithm. Ex1 and Ex2 led the 
researcher to a deductive approach to produce a FP-tree containing a value of  
Rules List of 
Items 
Fre-
quency 
Class 
R1 I2, I4 49 c1 
R2 I3, I1 41 c2 
R3  I1, I4, 41 c2 
R4 I3, I1, I4 41 c2 
R5 I2 41 c2 
etc..    
    
    
R92 I5, I3, I1, 
I2, I4  
30 c2 
Item Frequency Priority 
I1 58 2 
I2 62 1 
I3 50 3 
I4 49 4 
I5 26 6 
I6 44 5 
Rules Ordered Items Class 
R1 i2,I4 c1 
R2 I1,I3 c2 
R3 I1, I4 c2 
R4 I1,I3,14 c2 
R5 I2 c2 
etc..   
R92  I2, I1, I3, I4, 
I5 
c1 
T1 
T2 
 
T3 
Figure 16 Hash Table of CAR_Rules 
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Figure 17 Tree of CAR_Rules without values 
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each node based on CAR_Rules so as to be practically comparable. 
4.4.3.   Experiment 3 CAR_Rules Tree with Nodes’ Values 
In the third experiment Ex3 CAR_Rules are generated from the dataset D1. The focus of this 
experiment is to produce a FP-tree which considers the value of each item where each item 
represents a node. These nodes form patterns of rules of a FP-tree to be comparable to another 
pattern. This allowed the comparison between the FP-tree and CBR query to be achieved 
whereas in Ex2 it was not. As shown in Figure 18 and Figure 19, the 92 rules constructed a 
descriptive pattern of a tree where values appear in each node. This tree includes an adequate 
number of patterns which are suitably comparable to another pattern. Furthermore, the rules 
are classified under the one class to which they belong. Therefore, finding a mutual pattern 
between a CBR query and a FP-tree is achievable because the nodes contain a value in the 
proposed algorithm. These values are the key which makes such a tree comparable to the 
“wrong” SBR answer as shown in Figure 13. 
In order to validate our proposition, a pre-determined case was used to check the retrieval phase 
performance on the same dataset D1. CBR retrieved five cases (Case71: yes, Case72: yes, 
Case76: no, Case77: no and Case79: yes) with the same similarity (0.912) when a New Case 
is applied to the SBR phase. This means that the CBR system registered an uncertain answer. 
The ambiguity can mislead the decision maker as all retrieved cases have the same accuracy.  
An expert may be required to resolve this dilemma. FP-CAR acts intelligently to disambiguate 
this issue. It compares a New Case with the FP-CAR tree, if a mutual pattern is found a solution 
will be returned to the CBR system to support the correct case. Where a partial match is found, 
it invokes a P-tree to form a correct pattern using the longest length voting of a specific class.  
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Figure 18 c1_Rules Tree with Values 
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Figure 19 c2_Rules Tree with Values 
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Experiments Ex1, Ex 2 and Ex3 were a heuristic path that led to conducting more experiments 
by integrating CARs into CBR [151].  
4.5.   Further Analysis and Experiments of Acute Inflammation Urinary 
Bladder Dataset 
This section presents the applied cases of the acute inflammation urinary bladder dataset to 
both CBR tools and CBRAR strategy. The section will include the necessary tables, figures and 
charts to illustrate the findings in terms of accuracy and error rates as follows.    
4.5.1.   Experiments 4, 5, 6 and 7: Cases 73, 76, 85 and 88 Using CBRAR 
Strategy 
In Experiments 4, 5, 6 and 7 cases 73, 76, 85 and 85 registered an ambiguity as all retrieved 
cases have the same similarity with different labels i.e. (yes, no). When using FreeCBR, more 
potential cases were identified in addition to those found by Jcolibri.  
The results are shown in Table 8, Table 9, Table 10 and Table 11. Vertically, the first column 
refers to the new case Q followed by the cases retrieved by the CBR tools. For example, New-
Case73 followed by cases (71, 72, 76, 77 and 79, for Jcolibri) and cases (71, 72, 77 until 107 
for FreeCBR). The “Attributes” columns start with a temperature attribute F followed by 5 
additional attributes A,B,C,D and E. The class label column indicates a diagnosis of Inflamma-
tion of the urinary bladder with values (yes and no). The “Accuracy” columns show the com-
parison between Jcolibri, FreeCBR and CBRAR. In addition, we use the symbols TP and FP to 
denote True Positive and False Positive. The assumption is made to indicate the four probabil-
ities on the confusion matrix. Table 8, Table 9, Table 10 and Table 11 show that, for each new 
case applied to CBR, 5 different cases are retrieved by Jcolibri with the same similarity ratio 
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of 0.912. In addition, more cases are retrieved by FreeCBR with the same similarity ratio of 
59.1751% for cases (73, 76), and (55.278, 55.276) ratio for cases (85, 88). 
 In the fourth experiment, the NewCase73 applied to CBR, Jcolibri retrieved 3 TP and 2 FP 
cases with the same similarity ratio, and this achieved 60% accuracy, whereas FreeCBR re-
trieved 9 TP and 2 FP, equal to 81% accuracy.  
In the fifth experiment, when NewCase76 is applied to the CBR, Jcolibri retrieved 4 TN and 1 
FN case with the same similarity ratio, and this is equal to 80% accuracy, whereas FreeCBR 
retrieved 6 TN and 1 FN, and this is equal to 86% accuracy.  
In the sixth experiment, when NewCase85 is applied to the CBR, Jcolibri retrieved 4 TP and 1 
FP case with the same similarity ratio, achieving 80% accuracy, whereas FreeCBR retrieved 7 
TP and 1 FP, achieving 87% accuracy. 
CBRAR retrieved 1 TP case of experiments 4, 5 and 6 from the new model which is the correct 
case hence outperforming the performance of the CBR used tools. This is shown in Figure 20, 
Figure 21 and Figure 22. Our CBRAR strategy demonstrates advantages over both Jcolibri and 
FreeCBR by retrieving the correct case with 100% accuracy and no confusion. Cases (73, 76 
and 85) in Table 8, Table 9 and Table 10 can be reworked in Figure 10 to prove that CBRAR 
identifies the correct case using a frequent classed tree. 
Table 8 Case 73 Acute Inflammation Dataset - CBR Results 
Cases 
Attributes  
Accuracy 
F A B C D E Class 
Jcolibri FreeCBR CBRAR 
NewCase73 40.0 yes yes yes yes no yes 0.912 59.1751 100 
Case71 40.0 yes yes yes yes yes yes TP TP 
TP 
Case72 40.0 yes yes yes yes yes yes TP TP 
Case76 40.0 yes yes no yes no no FP FP 
Case77 40.0 yes yes no yes no no FP FP 
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Case79 40.1 yes yes yes yes no yes TP TP 
Case85 40.4 yes yes yes yes no yes 
 
TP 
Case86 40.4 yes yes yes yes no yes TP 
Case89 40.5 yes yes yes yes no yes TP 
Case94 40.7 yes yes yes yes no yes TP 
Case100 40.9 yes yes yes yes no yes TP 
Case107 41.1 yes yes yes yes no yes TP 
Average 60% 81% 100% 
Table 9 Case 76 Acute Inflammation Dataset - CBR Results 
Cases 
Attributes  
Accuracy 
F A B C D E Class 
Jcolibri FreeCBR CBRAR 
NewCase76 40.0 yes yes no yes no no 0.912 59.1751 100 
Case73 40.0 yes yes yes yes no yes FN FN 
TN 
Case82 40.2 yes yes no yes no no TN TN 
Case88 40.4 yes yes no yes no no TN TN 
Case92 40.6 yes yes no yes no no TN TN 
Case96 40.7 yes yes no yes no no TN TN 
Case104 41.0 yes yes no yes no no  
 
TN 
Case109 41.1 yes yes no yes no no TN 
Average 80% 86% 100% 
Table 10 Case 85 Acute Inflammation Dataset - CBR Results 
Cases 
Attributes  
Accuracy 
F A B C D E Class 
Jcolibri FreeCBR CBRAR 
NewCase85 40.4 yes yes yes yes no yes 0.912 55.278 100 
Case73 40.0 yes yes yes yes no yes TP TP 
TP 
 
 
Case79 40.1 yes yes yes yes no yes TP TP 
Case84 40.4 yes yes yes yes yes yes TP TP 
Case88 40.4 yes yes no yes no no FP FP 
Case89 40.5 yes yes yes yes no yes TP TP 
Case94 40.7 yes yes yes yes no yes 
 
 
TP 
Case100 40.9 yes yes yes yes no yes TP 
Case107 41.1 yes yes yes yes no yes TP 
Average 80% 88% 100% 
The bar charts in Figure 20, Figure 21 and Figure 22 illustrate the error rate and accuracy of 
91 
 
Jcolibri, FreeCBR and CBRAR. From the charts, it is clear that in Cases 73, 76 and 85  CBRAR 
registered 0 error rate, which is the lowest among the rates (40%, 19%), (20%, 14%) and (20%, 
12%)  when compared to Jcolibri and FreeCBR. 
 
Figure 20 Case 73 Error and Accuracy Rate 
 
Figure 21 Case 76 Error and Accuracy Rate 
 
0
20
40
60
80
100
120
Jcolibri FreeCBR CBRAR
Case 73
Error Rate
Accuracy
0
20
40
60
80
100
120
Jcolibri FreeCBR CBRAR
Case 76
Error Rate
Accuracy
0
20
40
60
80
100
120
Jcolibri FreeCBR CBRAR
Case 85
Error Rate
Accuracy
Figure 22 Case 85 Error and Accuracy Rate 
 
92 
 
CBRAR shows a better performance in overall error rate and correctly resolved the target case. 
However, in the seventh experiment, when NewCase88 is applied to the CBR, Jcolibri retrieved 
3 TN and 2 FN case with the same similarity ratio, and this is equal to 60% accuracy, whereas 
FreeCBR retrieved 7 TN and 2 FN, giving 70% accuracy. 
The accuracy of Jcolibri and FreeCBR was better compared to CBRAR. Jcolibri retrieved 2 
FN and also FreeCBR retrieved 2 FN cases which would not be considered as an advantage in 
the total confusion matrix. CBRAR did not retrieve any case from new the model giving 0% 
accuracy because the target case did not match any pattern in the FP-CAR so no soltution are 
produced by CBRAR.   
Table 11 Case 88 Acute Inflammation Dataset - CBR Results 
Cases 
Attributes  
Accuracy 
F A B C D E Class 
Jcolibri FreeCBR CBRAR 
NewCase88 40.4 yes yes no yes no no 0.912 55.276 100 
Case76 40.0 yes yes no yes no no TN TN 
FN 
 
 
Case77 40.0 yes yes no yes no no TN TN 
Case82 40.2 yes yes no yes no no TN TN 
Case85 40.4 yes yes yes yes no yes FN FN 
Case86 40.4 yes yes yes yes no yes FN FN 
Case92 40.6 yes yes yes yes no yes 
 
 
TN 
Case96 40.7 yes yes yes yes no yes TN 
Case104 41.0 yes yes yes yes no yes TN 
Case109 41.1 yes yes yes yes no yes TN 
Average 60% 70% 0% 
The bar chart in Figure 23 illustrates the error rate and accuracy of Jcolibri, FreeCBR and 
CBRAR. From the chart, Case88, CBRAR did not returned any solution and registered 100% 
error rate, which is the highest among the rates (40%, 30%) when compared to Jcolibri and 
FreeCBR.  
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Figure 23 Case 88 Error and Accuracy Rate 
4.5.2.   Discussion of Acute Inflammation Urinary Bladder Dataset Results 
The results show that 14 out of the 20 Jcolibri retrieved cases are classified as TP and TN giving 
70% accuracy. By comparison, 29 of the 35 cases retrieved by FreeCBR are classified as TP 
and TN giving 83% accuracy. However, both Jcolibri and FreeCBR deliver “confusing” results. 
Our CBRAR strategy demonstrates an advantage over both Jcolibri and FreeCBR by resolving 
3 out of 4 cases with 75% accuracy and no confusion. The accuracy of CBRAR was better 
compared to Jcolibri and FreeCBR. CBRAR resolved the ambiguity of the FP and FN cases 
without confusion. Cases 73, 76 and 85 in Table 8, Table 9 and Table 10 can be reworked in 
Figure 10 to prove that CBRAR identifies a correct case using a frequent classed tree. 
The line chart in Figure 24 illustrates the error rate and accuracy of Jcolibri, FreeCBR and 
CBRAR. From the chart, it is clear that in Case73, CBRAR registered 0 error rate, which is the 
lowest among the rates (40, 19) when compared to Jcolibri and FreeCBR. The results also show 
that the error rate of CBRAR is the lowest on Case76 and Case85 thus giving the highest ac-
curacy, when compared to the other CBR tools used. CBRAR also correctly resolved 3 out of 
4 cases. In Case88, it noticeable that the (40, 19) % error rate of Jcolibri and FreeCBR was 
considerably lower than CBRAR.  
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However, whilst CBRAR did not resolve Case88 neither of the other CBR tools offered any 
advantage when compared to the new model. In addition, in case 88 the CBRAR registered the 
lowest accuracy because in the proposed CBRAR, the FP-CAR algorithm did not return any 
target case as a solution. As explained in chapter 3, if a full match is found, CBRAR returns 
cases as a potential solution. If a partial match is found the FP-CAR invokes the P-tree to form 
a full target case within FP-CAR tree or union set procedures is used to return a solution. No 
full or initial match of the target case88 are found in the FP-CAR. Therefore, in conclusion, we 
have shown that the other CBR tools used inherit the same problem of error rates, whereas 
CBRAR has shown a better performance in overall error rate. 
 
Figure 24 Error Rate and Accuracy Results Assembled of Acute Inflammation Dataset 
4.6.   Results of the Space Shuttle Dataset 
This section displays the retrieved cases of the shuttle space dataset CBR tools which registered 
ambiguous answers. The section will also contain tables, figures and charts to investigate the 
findings in terms of accuracy and error rates. 
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4.6.1.   Experiments 8, 9, 10, 11 and 12: Cases 10, 11, 12, 15 and 8 Using 
CBRAR Strategy 
In Experiments 8, 9, 10, 11 and 12, cases 10, 11, 12, 15 and 8 registered as an ambiguous cases 
as all retrieved cases have the same percentage of similarity with different labels i.e. (1, 2). 
When using FreeCBR, more potential cases were identified in addition to those found by 
Jcolibri. The results are shown in Table 12, Table 13, Table 14 ,Table 15 and Table 16, vertically, 
the first column refers to the new case Q followed by the cases retrieved by the CBR tools. For 
example, NewCase10 followed by cases (11, 12, 14, 1 and 2, for Jcolibri) and cases (11, 12, 14 
until 7 for FreeCBR). In Jcolibri, cases 1and 2 have not been counted in the confusion matrix 
because they returned cases but with a lower similarity of 0.816 when compared to cases 11, 
12 and 14 that registered higher similarity of 0.92. A similar approach is used in FreeCBR 
where cases 1 to 7 have returned a lower similarity 42.264 compared to cases 11, 12 and 14 
that registered higher similarity of 59.175. 
The “Attributes” columns start with a Magnitude attribute A followed by 5 additional attributes 
B, C, D and F. The class label column determines the control used for landing non-auto and 
automatic landing (1 and 2). The “Accuracy” columns show the comparison between Jcolibri, 
FreeCBR and CBRAR.  
In the eighth experiment, a NewCase10 applied to the CBR, Jcolibri retrieved 2 TP and 1 FP 
cases with the same similarity ratio, and this achieved 66% accuracy, and FreeCBR retrieved 2 
TP and 1 FP, equal to 66% accuracy.  
In the ninth experiment, when a NewCase11 is applied to the CBR, Jcolibri retrieved 2 TP and 
1 FP cases with the same similarity ratio, giving 66% accuracy, whereas FreeCBR retrieved 2 
TP and 1 FP, giving 66% accuracy. 
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In the tenth experiment, when a NewCase12 applied to the CBR, Jcolibri retrieved 1 TP and 4 
FP cases with the same similarity ratio, registering 20% of accuracy, wheras FreeCBR retrieved 
4 TP and 4 FP, giving to 50% accuracy. 
In the eleventh experiment, the NewCase12 applied to the CBR, Jcolibri and FreeCBR re-
trieved 4 TP and 1 FP cases with the same similarity ratio, and this achieved 80% accuracy. 
CBRAR retrieved 1 TP case of experiments 8, 9, 10 and 11 from the new model which is the 
correct case hence outperforming the performance of the CBR used tools. This is illustrated in 
Figure 26, Figure 27, Figure 28 and Figure 29. Our CBRAR strategy demonstrates advantages 
over both Jcolibri and FreeCBR by retrieving the correct case with 100% accuracy and no 
confusion. Cases 10, 11, 12 and 15 in Table 12, Table 13, Table 14 and Table 15 can be re-
worked in Figure 25 to prove that CBRAR identifies the correct case using a frequent classed 
tree. 
Table 12 Case 10 Space Shuttle Dataset - CBR Results 
 
 
Cases 
Attributes  
Accuracy 
A B C D E F Class 
Jcolibri FreeCBR CBRAR 
NewCase10 1 3 1 1 1 1 2 0.912 59.175 100 
Case11 2 3 1 1 1 1 2 TP TP 
TP 
 
 
Case12 1 3 1 1 2 1 2 TP TP 
Case14 3 3 1 1 1 1 1 FP FP 
Case1 1 3 1 1 2 2 2 0.816 42.264 
Case2 1 3 1 2 1 2 1 0.816 42.264 
Case3 1 2 1 1 1 2 1 
 
 
42.264 
Case4 1 1 1 1 1 2 1 42.264 
Case5 1 3 2 1 1 2 1 42.264 
Case7 1 4 1 1 2 1 2 42.264 
Average 66% 66% 100% 
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Table 13 Case 11 Shuttle Dataset - CBR Results 
 
Table 14 Case 12 Shuttle Dataset - CBR Results 
Cases 
Attributes  
Accuracy 
A B C D E F Class 
Jcolibri FreeCBR CBRAR 
NewCase11 2 3 1 1 1 1 2 0.912 59.175 100 
Case10 1 3 1 1 1 1 2 TP TP 
TP 
 
 
Case13 2 3 1 1 1 2 2 TP TP 
Case14 3 3 1 1 1 1 1 FP FP 
Case8 2 4 1 1 1 2 2 0.816 42.264 
Case12 1 3 1 1 1 2 2 0.816 42.264 
Case15 3 3 1 1 1 2 2  42.264 
Average 66% 66% 100% 
Cases 
Attributes  
Accuracy 
A B C D E F Class 
Jcolibri FreeCBR CBRAR 
NewCase12 1 3 1 1 1 2 2 0.912 59.175 100 
Case1 1 3 1 1 2 2 2 TP TP 
TP 
 
 
Case2 1 3 1 2 1 2 1 FP FP 
Case3 1 2 1 1 1 2 1 FP FP 
Case4 1 1 1 1 1 2 1 FP FP 
Case5 1 3 2 1 1 2 1 FP FP 
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Figure 25 FP-CAR Algorithm Tree – Space Shuttle Dataset 
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Table 15 Case 15- Shuttle Dataset - CBR Results 
 
The bar charts in Figure 26, Figure 27, Figure 28 and Figure 29 illustrate the error rate and 
accuracy of Jcolibri, FreeCBR and CBRAR. From the charts, it is clear that in Cases (10, 11. 
12 and 15) CBRAR registered 0 error rate, which is the lowest among the rates (34%, 34%), 
(34%, 34%), (80%, 50%) and (20%, 20%) when compared to Jcolibri and FreeCBR. 
Case10 1 3 1 1 1 1 2  TP 
Case13 2 3 1 1 1 1 2  TP 
Case15 3 3 1 1 1 2 2  TP 
Average 20% 50% 100% 
Cases 
Attributes  
Accuracy 
A B C D E F Class 
Jcolibri FreeCBR CBRAR 
NewCase15 3 3 1 1 1 2 2 0.912 59.175 100 
Case9 3 4 1 1 1 2 2 TP TP 
TP 
 
 
Case12 1 3 1 1 1 2 2 TP TP 
Case13 2 3 1 1 1 2 2 TP TP 
Case14 3 3 1 1 1 1 1 FP FP 
Case1 1 3 1 1 2 2 2 0.816 42.264 
Case2 1 3 1 2 1 2 1  42.264 
Case3 1 2 1 1 1 2 1  42.264 
Case4 1 1 1 1 1 2 1  42.264 
Average 80% 80% 100% 
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Figure 26 Case 10 Error and Accuracy Rate 
 
Figure 27 Case 11 Error and Accuracy Rate 
 
Figure 28 Case 12 Error and Accuracy Rate 
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Figure 29 Case 15 Error and Accuracy Rate 
CBRAR shows a better performance in overall error rate and also correctly resolved the target 
case. 
However, in the twelfth experiment, a NewCase8 applied to the CBR, Jcolibri and FreeCBR 
retrieved 2 TP and 1 FP cases with the same similarity ratio, giving 66% accuracy, whereas 
CBRAR did not retrieve any case from new model, achieving 0%. The accuracy of Jcolibri and 
FreeCBR was better compared to CBRAR. Jcolibri and FreeCBR retrieved 2 TP and 1 FP with 
same similarity of 0.912, 56.175 which would not be considered as an advantage in the total 
confusion matrix. Cases 3 and 4 have been ignored because they recorded a lower similarity 
ratio of 8.16 for Jcolibri. In FreeCBR, cases 3 to 15 have also been ignored because they rec-
orded a lower similarity ratio of 42.264 compared to those cases which registered 59.175 i.e. 
6, 9 and 13. 
Table 16 Case 8- Shuttle Dataset - CBR Results 
0
20
40
60
80
100
120
Jcolibri FreeCBR CBRAR
Case 15
Error Rate
Accuracy
Cases 
Attributes  
Accuracy 
A B C D E F Class 
Jcolibri FreeCBR CBRAR 
NewCase8 2 4 1 1 1 2 2 0.912 59.175 100 
Case6 4 4 1 1 1 2 1 FP FP FP 
 
 
Case9 3 4 1 1 1 2 2 TP TP 
Case13 2 3 1 1 1 2 2 TP TP 
101 
 
 
 
 
The bar chart in Figure 30 illustrates the error rate and accuracy of Jcolibri, FreeCBR and 
CBRAR. From the chart, Case8, CBRAR registered 100% error rate, which is the highest 
among the rates (34%) when compared to Jcolibri and FreeCBR. In case 8, no potential pattern 
is found in the FP-CAR tree therefore, CBRAR did not retrieve any similar case and no solution 
is produced by the proposed strategy. 
 
Figure 30 Case 8 Error and Accuracy Rate 
4.6.2.   Discussion of Space Shuttle Dataset Results 
The results show that 10 out of the 18 Jcolibri retrieved cases are classified as TP giving 55% 
accuracy. By comparison, 13 of the 21 cases retrieved by FreeCBR are classified as TP giving 
61% accuracy. However, both Jcolibri and FreeCBR deliver “confusing” results. Our CBRAR 
strategy demonstrates an advantage over both Jcolibri and FreeCBR by resolving 4 out of 5 
cases with 80% accuracy and no confusion. The accuracy of CBRAR was better compared to 
Jcolibri and FreeCBR. CBRAR resolved the ambiguity of the FP cases without confusion. One 
0
20
40
60
80
100
120
Jcolibri FreeCBR CBRAR
Case 8 
Error Rate
Accuracy
Case3 1 2 1 1 1 2 1 0.816 42.264 
Case4 1 1 1 1 1 2 1 0.816 42.264 
Case11 2 3 1 1 1 1 2  42.264 
Case12 1 3 1 1 1 2 2  42.264 
Case15 2 3 1 1 1 2 2  42.264 
Average 66% 66% 0% 
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of the most noteworthy results in this research is the greatly improved accuracy rate obtained 
in [151], the union of two rules was not used and the evolution on the acute inflammation 
dataset returned 3 out of 4 cases with 75% accuracy. With the new approach, it was possible to 
improve the old system by using the union of two rules and improved the FP-CAR algorithm 
by returning 4 out of 5 cases of space shuttle dataset instead of 2 out of 5 cases on the space 
dataset (cases 10 and 12) increasing the accuracy from 40% to 80%. Cases 10, 11, 12 and 15 
in Table 12, Table 13, Table 14 and Table 15  can be reworked in Figure 25 to prove that 
CBRAR identifies a correct case using a frequent classed tree. 
The line chart in Figure 31 illustrates the error rate and accuracy of Jcolibri, FreeCBR and 
CBRAR. From the chart, it is clear that in Case10, CBRAR registered 0 error rate, which is the 
lowest among the rates (66) when compared to Jcolibri and FreeCBR. The results also show 
that the error rate of CBRAR is the lowest on Case11, Case12 and Case15 thus giving the 
highest accuracy, when compared to the other CBR tools used. In Case8, it noticeable that the 
(34) % error rate of Jcolibri and FreeCBR was considerably lower than CBRAR.  
However, whilst CBRAR did not resolve Case8 neither of the other CBR tools offered any 
advantage when compared to the new model. In conclusion, we have shown that the other CBR 
tools used inherit the same problem of error rates, whereas CBRAR has shown a better perfor-
mance in overall error rate. The CBRAR did not resolve case 8 because no full or partial match 
of the target case is found in the FP-CAR, i.e. no similar nodes of FP-CAR are matched case 
8. Therefore, invoking the P-tree to find a full target case within FP-CAR tree or using union 
set procedures did not produce a solution. In conclusion, we have shown that the other CBR 
tools used inherit the same problem of error rates, whereas CBRAR has shown a better perfor-
mance in overall error rate. 
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Figure 31 Error Rate and Accuracy Results Assembled of the Space Shuttle Dataset 
4.7.   Results of the Balloon Dataset 
This section displays the retrieved cases of the Balloon dataset CBR tools which recorded am-
biguous answers. The section will also contain tables, figures and charts to investigate the find-
ings in terms of accuracy and error rates. 
4.7.1.   Experiments 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23 and 24: Cases (1, 
2), 3, 4, 6, 8, 9, (11, 12), 13, 14, (16 ,17), 18 and 19 Using 
CBRAR Strategy 
In Experiments 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23 and 24, cases (1, 2), 3, 4, 6, 8, 9, (11, 
12), 13, 14, (16 ,17), 18 and 19 were identified as the ambiguous cases as indicated in the 
results achieved in the tables of each conducted experiments. For example, Table 17 indicates 
the cases that are identified as similar for both Jcolibri and FreeCBR. The “Attributes” columns 
start with A followed by 3 additional attributes B, C and D. In addition, the class label column 
determines the True and False of a balloon inflating (c1 and c2). The “Accuracy” columns show 
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the comparison between Jcolibri, FreeCBR and CBRAR. Table 17   also shows that, for each 
new case applied to CBR, 5 different cases are retrieved by Jcolibri with same similarity ratio 
of 0.866 %, and 6 cases are retrieved by FreeCBR with similarity ratio of 55.0%. 
 In the thirteenth experiment, NewCases1, 2 applied to the CBR, Jcolibri retrieved 2 TP and 3 
FP cases with the same similarity ratio, giving 40% of accuracy, whereas FreeCBR retrieved 2 
TP and 4 FP, giving 33% accuracy. 
In the fourteenth experiment, NewCase3 applied to the CBR, Jcolibri retrieved 2 TN and 3 FN 
cases with the same similarity ratio, giving 40% accuracy, and FreeCBR retrieved 2 TN and 3 
FN, giving 40% accuracy. 
In the fifteenth experiment, NewCase4 applied to the CBR, Jcolibri retrieved 2 TN and 3 FN 
cases with the same similarity ratio, giving 40% accuracy, Similarly FreeCBR retrieved 2 TN 
and 3 FN, giving 40% accuracy. 
In the sixteenth experiment, NewCase6 applied to the CBR, Jcolibri retrieved 3 TP and 2 FP 
cases with the same similarity ratio, giving 60% accuracy, whereas FreeCBR retrieved 4 TP 
and 2 FP, equal to 66% accuracy. 
In the seventeenth experiment, NewCase8 is applied to the CBR. Jcolibri retrieved 3 TN and 2 
FN cases with the same similarity ratio, giving 40% accuracy, and FreeCBR retrieved 3 TN 
and 2 FN, giving 40% accuracy. 
In the eighteenth experiment, NewCase8 is applied to the CBR. Jcolibri retrieved 3 TN and 2 
FN cases with the same similarity ratio, providing 40% accuracy, and FreeCBR retrieved 3 TN 
and 2 FN, providing 40% accuracy. 
In the nineteenth experiment, NewCase11 and 12 are applied to the CBR, Jcolibri retrieved 3 
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TN and 2 FN cases with the same similarity ratio, giving 60% accuracy, whereas FreeCBR 
retrieved 4 TP and 2 FP, giving 66% accuracy. 
In the twentieth experiment, NewCase13 applied to the CBR, Jcolibri and FreeCBR retrieved 
3 TN and 2 FN cases with the same similarity ratio, and this achieved 60% accuracy. 
In the twenty first experiment, NewCase14 applied to the CBR, Jcolibri and FreeCBR retrieved 
3 TN and 2 FN cases with the same similarity ratio, giving 60% accuracy. 
In the twenty second experiment, NewCases16 and 17 applied to the CBR, Jcolibri retrieved 4 
TP and 1 FP cases with the same similarity ratio, giving 80% accuracy, and FreeCBR retrieved 
4 TP and 2 FP, giving 66% accuracy. 
In the twenty third experiment, NewCase18 applied to the CBR, Jcolibri retrieved 3 TN and 2 
FN cases with the same similarity ratio, and this achieved 60% accuracy, and FreeCBR re-
trieved 3 TN and 2 FN, giving 60% accuracy. 
In the twenty fourth experiment, NewCase19 applied to the CBR, Jcolibri retrieved 3 TN and 
2 FN cases with the same similarity ratio, giving 60% accuracy, and FreeCBR retrieved 3 TN 
and 2 FN, giving 60% accuracy. 
CBRAR retrieved 1 TP case of experiments 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23 and 24 
from new strategy which is the correct case hence achieving 100% accuracy and outperforming 
the performance of the CBR tools used. This is illustrated in Figure 33, Figure 35, Figure 36, 
Figure 37, Figure 38, Figure 39, Figure 40, Figure 41, Figure 42, Figure 43, Figure 44 and 
Figure 33. 
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Table 17 Cases 1, 2- Balloon Dataset - CBR Results 
 
 
Table 18 Case 3 - Balloon Dataset - CBR Results 
 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase3 STRETCH CHILD YELLOW SMALL c2 0.866 50.0 100 
Case1 STRETCH ADULT YELLOW SMALL c1 TN TN 
TN 
 
 
Case2 STRETCH ADULT YELLOW SMALL c1 TN TN 
Case5 DIP CHILD YELLOW SMALL c2 FN FN 
Case8 STRETCH CHILD YELLOW LARGE c2 FN FN 
Case13 STRETCH CHILD PURPLE SMALL c2 FN FN 
Average 40% 40% 100% 
 
Table 19 Case 4 - Balloon Dataset - CBR Results 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase1,2 STRETCH ADULT YELLOW SMALL c1 0.866 50.0 100 
Case3 STRETCH CHILD YELLOW SMALL c2 TP TP 
TP 
 
 
Case4 DIP ADULT YELLOW SMALL c2 TP TP 
Case6 STRETCH ADULT YELLOW LARGE c1 FP FP 
Case7 STRETCH ADULT YELLOW LARGE c1 FP FP 
Case11 STRETCH ADULT PURPLE SMALL c1 FP FP 
Case12 STRETCH ADULT PURPLE SMALL c1  FP 
Average 40% 33% 100% 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase4 DIP ADULT YELLOW SMALL c2 0.866 50.0 100 
Case1 STRETCH ADULT YELLOW SMALL c1 TN TN 
TN 
 
 
Case2 STRETCH ADULT YELLOW SMALL c1 TN TN 
Case5 DIP CHILD YELLOW SMALL c2 FN FN 
Case9 DIP ADULT YELLOW LARGE c2 FN FN 
Case14 DIP ADULT PURPLE SMALL c2 FN FN 
Average 40% 40% 100% 
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Table 20 Case 6 - Balloon Dataset - CBR Results 
 
 
 Table 21 Case 8 - Balloon Dataset - CBR Results 
 
 
Table 22 Case 9 - Balloon Dataset - CBR Results 
 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase6 STRETCH ADULT YELLOW LARGE c1 0.866 50.0 100 
Case1 STRETCH ADULT YELLOW SMALL c1 TP TP 
TP 
 
 
Case2 STRETCH ADULT YELLOW SMALL c1 TP TP 
Case8 STRETCH CHILD YELLOW LARGE c2 FP FP 
Case9 DIP ADULT YELLOW LARGE c2 FP FP 
Case16 STRETCH ADULT PURPLE LARGE c1 TP TP 
Case17 STRETCH ADULT PURPLE LARGE c1  TP 
Average 60% 66% 100% 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase8 STRETCH CHILD YELLOW LARGE c2 0.866 50.0 100 
Case3 STRETCH CHILD YELLOW SMALL c2 TN TN 
TN 
 
 
Case6 STRETCH ADULT YELLOW LARGE c1 FN FN 
Case7 STRETCH ADULT YELLOW LARGE c1 FN FN 
Case10 DIP CHILD YELLOW LARGE c2 TN TN 
Case18 STRETCH CHILD PURPLE LARGE c2 TN TN 
Average 60% 60% 100% 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase9 DIP ADULT YELLOW LARGE c2 0.866 50.0 100 
Case4 DIP ADULT YELLOW SMALL c2 TN TN 
TN 
 
 
Case6 STRETCH ADULT YELLOW LARGE c1 FN FN 
Case7 STRETCH ADULT YELLOW LARGE c1 FN FN 
Case10 DIP CHILD YELLOW LARGE c2 TN TN 
Case19 DIP ADULT PURPLE LARGE c2 TN TN 
Average 60% 60% 100% 
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Table 23 Cases 11, 12 - Balloon Dataset - CBR Results 
 
 
Table 24 Case 13 - Balloon Dataset - CBR Results 
 
 
Table 25 Case 14 - Balloon Dataset - CBR Results 
 
 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase11,12 STRETCH ADULT PURPLE SMALL c1 0.866 50.0 100 
Case1 STRETCH ADULT YELLOW SMALL c1 TP TP 
TP 
 
 
Case2 STRETCH ADULT YELLOW SMALL c1 TP TP 
Case13 STRETCH CHILD PURPLE SMALL c2 FP FP 
Case14 DIP ADULT PURPLE SMALL c2 FP FP 
Case16 STRETCH ADULT PURPLE LARGE c1 TP TP 
Case17 STRETCH ADULT PURPLE LARGE c1  TP 
Average 60% 66% 100% 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase13 STRETCH CHILD PURPLE SMALL c2 0.866 50.0 100 
Case3 STRETCH CHILD YELLOW SMALL c2 TN TN 
TN 
 
 
Case11 STRETCH ADULT PURPLE SMALL c1 FN FN 
Case12 STRETCH ADULT PURPLE SMALL c1 FN FN 
Case15 DIP CHILD PURPLE SMALL c2 TN TN 
Case18 STRETCH CHILD PURPLE LARGE c2 TN TN 
Average 60% 60% 100% 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase14 DIP ADULT PURPLE SMALL c2 0.866 50.0 100 
Case4 DIP ADULT YELLOW SMALL c2 TN TN 
TN 
 
 
Case11 STRETCH ADULT PURPLE SMALL c1 FN FN 
Case12 STRETCH ADULT PURPLE SMALL c1 FN FN 
Case15 DIP CHILD PURPLE SMALL c2 TN TN 
Case19 DIP ADULT PURPLE LARGE c2 TN TN 
Average 60% 60% 100% 
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Table 26 Cases 16, 17 - Balloon Dataset - CBR Results 
 
 
Table 27 Case 18 - Balloon Dataset - CBR Results 
 
 
Table 28 Case 19 - Balloon Dataset - CBR Results 
 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase16,17 STRETCH ADULT PURPLE LARGE c1 0.866 50.0 100 
Case6 STRETCH ADULT YELLOW LARGE c1 TP TP 
TP 
 
 
Case7 STRETCH ADULT YELLOW LARGE c1 TP TP 
Case11 STRETCH ADULT PURPLE SMALL c1 TP TP 
Case12 STRETCH ADULT PURPLE SMALL c1 TP TP 
Case18 STRETCH CHILD PURPLE LARGE c2 FP FP 
Case19 DIP ADULT PURPLE LARGE c2  FP 
Average 80% 66% 100% 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase18 STRETCH CHILD PURPLE LARGE c2 0.866 50.0 100 
Case8 STRETCH CHILD YELLOW LARGE c2 TN TN 
TN 
 
 
Case13 STRETCH CHILD PURPLE SMALL c2 TN TN 
Case16 STRETCH ADULT PURPLE LARGE c1 FN FN 
Case17 STRETCH ADULT PURPLE LARGE c1 FN FN 
Case20 DIP CHILD PURPLE LARGE c2 TN TN 
Average 60% 60% 100% 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase19 DIP ADULT PURPLE LARGE c2 0.866 50.0 100 
Case9 DIP ADULT YELLOW LARGE c2 TN TN 
TN 
 
 
Case14 DIP ADULT PURPLE SMALL c2 TN TN 
Case16 STRETCH ADULT PURPLE LARGE c1 FN FN 
Case17 STRETCH ADULT PURPLE LARGE c1 FN FN 
Case20 DIP CHILD PURPLE LARGE c2 TN TN 
Average 60% 60% 100% 
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The bar chart in Figure 33 illustrates the error rate and accuracy of Jcolibri, FreeCBR and  
Cases (1, 2), 6, (11, 12), (16, 17) in experiments 13, 16, 19 and 22 have matched a full pattern 
within FP-CAR algorithm without invoking the P-tree procedure to compensate the missing 
nodes. The novel strategy (CBRAR) is a significant step in machine learning and the data min-
ing field, where a target case Q can be drawn directly from FP-CAR for a further research. In 
addition, cases that matched a full pattern can be reworked in Figure 32 to prove that CBRAR 
identifies the correct case using a frequent classed tree. Cases (3, 4, 8, 9, 13, 14, 18 and 19) are 
resolved by the CBRAR by invoking the P-trees to find a target case match in the FP-CAR 
tree. 
The charts in Figure 33, Figure 35, Figure 36, Figure 37, Figure 38, Figure 39, Figure 40, 
Figure 41, Figure 42, Figure 43, Figure 44 and Figure 33, illustrate the error rate and accuracy 
of Jcolibri, FreeCBR and CBRAR. From the charts, it is clear that in all Cases  CBRAR regis-
tered 0 error rate, which is the lowest among the rates (40-80%),  when compared to Jcolibri 
and FreeCBR. CBRAR shows a better performance in overall error rate and also correctly re-
solved the tar-get case. 
Figure 32 FP-CAR Algorithm Tree - Balloon Dataset – c1 
D=Large 
B=Adult 
A=Stretch 
D=Small 
C=Yellow C=Purple 
D=Large D=Small 
A C B D c1 
c1,c2 
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Figure 33 Cases 1, 2 Error and Accuracy Rate 
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Figure 34 FP-CAR Algorithm Tree - Balloon Dataset – c2 
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Figure 35 Case 3 Error and Accuracy Rate 
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Figure 36 Case 4 Error and Accuracy Rate 
 
Figure 37 Case 6 Error and Accuracy Rate 
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Figure 38 Case 8 Error and Accuracy Rate 
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Figure 39 Case 9 Error and Accuracy Rate 
 
 
Figure 40 Cases 11, 12 Error and Accuracy Rate 
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Figure 41 Case 13 Error and Accuracy Rate 
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Figure 42 Case 14 Error and Accuracy Rate 
 
Figure 43 Cases 16, 17 Error and Accuracy Rate 
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Figure 45 Case 19 Error and Accuracy Rate 
4.7.2.   Discussion of Balloon Dataset Results 
The results show that 34 out of the 60 Jcolibri retrieved cases are classified as TP and TN giving 
56% accuracy. By comparison, 34 of the 64 cases retrieved by FreeCBR are classified as TP 
and TN giving 53% accuracy. However, both Jcolibri and FreeCBR deliver “confusing” results. 
Our CBRAR strategy demonstrates an advantage over both Jcolibri and FreeCBR by resolving 
12 out of 12 cases with 100% accuracy and no confusion. The accuracy of CBRAR was better 
compared to Jcolibri and FreeCBR. CBRAR resolved the ambiguity of the FP cases without 
confusion. Cases (1,2), 3, 4, 6, 8, 9, (11,12), 13, 14, (16,17), 18 and 19 in Table 17, Table 18, 
Table 19, Table 20, Table 21, Table 22, Table 23, Table 24, Table 25, Table 26, Table 27  and 
Table 28 can be reworked in Figure 32 and Figure 34 to prove that CBRAR identifies a correct 
case using a frequent classed tree. 
The line chart in Figure 46 illustrates the error rate and accuracy of Jcolibri, FreeCBR and 
CBRAR. From the chart, it is clear that in the Balloon Dataset’s experiments, CBRAR regis-
tered 0 error rate, which is the lowest among the rates when compared to Jcolibri and FreeCBR. 
CBRAR also correctly resolved 12 out of 12 cases. In Cases 1, 2, 11, 12, 16, 17 it is noticeable 
that a full match pattern compared to FP-CAR algorithm without invoking the P-tree procedure. 
The novel strategy (CBRAR) plays a significant role in the CBR field as a second contribution 
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of this research, where a target case Q can be drawn directly from a classed tree.  
CBRAR offered many advantages by resolving 12 cases when compared to using other CBR 
tools. In conclusion, we have shown that the other CBR tools used inherit the same problem of 
error rates, whereas CBRAR has shown a better performance in overall error rate. 
 
Figure 46 Error Rate and Accuracy Results Assembled of Balloon Dataset 
4.8.   Results of Post-Operative Patient Dataset 
This section illustrates the retrieved cases of the Post-Operative Patient dataset CBR tools 
which identified ambiguous answers. The section includes tables, figures and charts to show 
the outcomes in terms of accuracy and error rates. 
4.8.1.   Experiments 25, 26, 27 and 28: Cases (20, 36, 44), (5, 69, 74) and 14 
Using CBRAR Strategy 
In Experiment 25, 26, 27 and 28 cases (20, 36, 44), (5, 69, 74) and 14 were identified as the 
ambiguous cases as indicated in the results achieved in Table 29, Table 30,  
 
60
67
0
60
60
0
60
60
0
40
34
0
40 40
0
40 40
0
40
34
0
40 40
0
40 40
0
20
40
0
40 40
0
40 40
0
40
33
100
40
40
100
40
40
100
60
66
100
60 60
100
60 60
100
60 60
100
60
60
100
60
60
100
80
66
100
60
60
100
60 60
100
0
20
40
60
80
100
120
Jc
o
lib
ri
Fr
ee
C
B
R
C
B
R
A
R
Jc
o
lib
ri
Fr
ee
C
B
R
C
B
R
A
R
Jc
o
lib
ri
Fr
ee
C
B
R
C
B
R
A
R
Jc
o
lib
ri
Fr
ee
C
B
R
C
B
R
A
R
Jc
o
lib
ri
Fr
ee
C
B
R
C
B
R
A
R
Jc
o
lib
ri
Fr
ee
C
B
R
C
B
R
A
R
Jc
o
lib
ri
Fr
ee
C
B
R
C
B
R
A
R
Jc
o
lib
ri
Fr
ee
C
B
R
C
B
R
A
R
Jc
o
lib
ri
Fr
ee
C
B
R
C
B
R
A
R
Jc
o
lib
ri
Fr
ee
C
B
R
C
B
R
A
R
Jc
o
lib
ri
Fr
ee
C
B
R
C
B
R
A
R
Jc
o
lib
ri
Fr
ee
C
B
R
C
B
R
A
R
Cases 1,2 Case 3 Case 4 Case 6 Case 8 Case 9 Cases
11,12
Case 13 Case 14 Case 16,
17
Case 18 Case 19
Error Rate and Accuracy Results of the Balloon Dataset
Error Rate Accuracy
117 
 
Table 31, Table 32 and Table 33. These tables also indicate the cases that are identified as 
similar for both Jcolibri and FreeCBR. For instance, in Table 29 the “Attributes” columns start 
with A followed by 7 additional attributes B, C, D, E, F, G and H. In addition, the class label 
column includes the patient class (c1, c2 and c3) as explained in the dataset characteristics. The 
“Accuracy” columns show the comparison between Jcolibri, FreeCBR and CBRAR. Table 29 
also illustrates that, for each new case applied to CBR, 5 different cases are retrieved by Jcolibri 
with same similarity ratio of 0.953 %, and 7 cases are retrieved by FreeCBr with similarity 
ratio of 64.64%. 
 In the twenty fifth experiment, NewCases20, 36,44 applied to the CBR, Jcolibri retrieved 4 TP 
and 1 FP cases with the same similarity ratio, giving 80% accuracy, whereas FreeCBR retrieved 
5 TP and 2 FP, giving 71% accuracy. 
In the twenty sixth experiment, when NewCase5, 69, 74 are applied to the CBR, Jcolibri re-
trieved 3 TP and 2 FP case with the same similarity ratio, giving 60% accuracy; whereas 
FreeCBR retrieved 3 TP and 3 FP, giving 50% accuracy. 
In the twenty seventh experiment, when NewCase14 is applied to the CBR, Jcolibri retrieved 
4 TP and 1 FP case with the same similarity ratio, giving 80% accuracy; whereas FreeCBR 
retrieved 5 TP and 1 FP, giving 83% accuracy. 
CBRAR retrieved 1 TP case of all cases (20, 36, 44), (5, 69, 74) and 14, from new strategy 
which is the correct case thus giving 100% accuracy and outperforming the performance of the 
CBR tools used. This is shown in Figure 48, Figure 49 and Figure 51. All resolved cases of 
post-operative dataset Table 29, Table 30 and Table 31 can be reworked in Figure 47 and Figure 
50 to prove that CBRAR identifies the correct case using a frequent classed tree. 
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Table 29 Cases 20, 36 and 44 - Post-Operative Patient - CBR Results 
 
 
Table 30 Cases 5, 69 and 74 - Post-Operative - CBR Results 
 
 
 
Table 31 Case 14 - Post-Operative Patient - CBR Results 
Cases 
Attributes  
Accuracy 
A B C D E F G H Class 
Jcolibri FreeCBR CBRAR 
NewCase20, 36 ,44 sta sta ten good mid sta mid mid c1 0.935 64.64 100 
Case9 sta sta ten good mid sta high mid c2 FP FP 
TP 
 
 
Case11 sta sta fiften good mid sta mid mid c1 TP TP 
Case24 sta unsta ten good mid sta mid mid c1 TP TP 
Case34 sta sta ten good mid sta low mid c1 TP TP 
Case63 sta sta ten good mid unsta mid mid c1 TP TP 
Case66 sta sta ten good mid sta mid high c2  FP 
Case80 sta sta ten good mid sta mid high c1  TP 
Average 80% 66% 100% 
Cases 
Attributes  
Accuracy 
A B C D E F G H Class 
Jcolibri FreeCBR CBRAR 
NewCase5, 69 ,74 sta sta ten exce mid sta mid high c1 0.935 64.64 100 
Case2 sta sta ten exce mid sta high high c2 FP FP 
TP 
 
 
Case62 sta sta ten exce mid sta low high c1 TP TP 
Case66 sta sta ten good mid sta mid high c2 FP FP 
Case70 sta sta ten exce mid sta mid low c1 TP TP 
Case80 sta sta ten good mid sta mid high c1 TP TP 
Case82 sta sta ten exce mid sta mid mid c2  FP 
Average 60% 50% 100% 
Cases 
Attributes  
Accuracy 
A B C D E F G H Class 
Jcolibri FreeCBR CBRAR 
NewCase14 sta unsta ten good mid mod-sta high mid c1 0.935 64.64 100 
Case20 sta sta ten good mid sta mid mid c1 TP TP TP 
 
 
Case26 sta sta ten good high mod-sta high mid c1 TP TP 
Case30 sta unsta ten good mid unsta mid mid c2 FP FP 
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The bar charts in Figure 48, Figure 49 and Figure 51 illustrate the error rate and accuracy of 
Jcolibri, FreeCBR and CBRAR. From the charts, it is clear that in Experiments 25, 26 and 27 
and 44, CBRAR registered 0 error rate, which is the lowest among the rates (20%, 34%), (40%, 
50%) and (20%, 17%), when compared to Jcolibri and FreeCBR. CBRAR shows a better per-
formance in overall error rate and also correctly resolved the target cases. 
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Case31 sta unsta ten good mid sta mid high c1 TP TP 
Case36 sta sta ten good mid sta mid mid c1 TP TP 
Case54 sta unsta ten good mid mod-sta mid mid c1  TP 
Average 80% 83% 100% 
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Figure 47 FP-CAR Algorithm Tree - Post-Operative Dataset - 1 
Figure 48 Cases 20, 26 and 44 Error and Accuracy Rate 
 
120 
 
 
Figure 49 Cases 5, 69 and 74 Error and Accuracy Rate 
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Figure 50 FP-CAR Algorithm Tree - Post-Operative Patient Dataset - 2 
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4.8.2.   Experiment 28: Cases 48, 83 Using CBRAR Strategy 
In experiment 28, cases 48, 83 were identified as the ambiguous cases as shown in the results 
given in Table 32 and Table 33. 
Table 32 show the cases that are identified as similar for both Jcolibri and FreeCBR where 
each new case applied to CBR, 5 different cases are retrieved giving the same similarity ratios 
i.e. 0.935 and 64.64. In other words, Jcolibri and FreeCBR retrieved 2 TP and 3 FP cases, giving 
40% accuracy whereas CBRAR did not retrieve any case from new model, giving 0% accuracy 
as shown in Figure 52.  
Table 32 Case 48 - Post-Operative - CBR Results 
A potential solution of case 48 can be found in the FP-tree of Figure 50, where 4 nodes were 
identified as a partial match of case 48, i.e. (A=sta , B=unsta , C=ten , D=exce), while the 
remaining 4 nodes (E=mid , F=st ,G=mid ,H=mid ) to build case 48 from the FP-CAR can be 
utilised if  the remaining nodes were under the root A rather than node B. Therefore, invoking 
P-tree or Union have not resolved this case. Figure 52 illustrates the error rate and accuracy of 
Jcolibri, FreeCBR and CBRAR. From the chart, Case48, CBRAR registered 100 error rate, 
which is the highest among the rates (60%) when compared to Jcolibri and FreeCBR.  
Cases 
Attributes  
Accuracy 
A B C D E F G H Class 
Jcolibri FreeCBR CBRAR 
NewCase48 sta unsta ten exce mid sta mid mid c1 0.935 64.64 100 
Case24 sta unsta ten good mid sta mid mid c1 TP TP 
FP 
 
 
Case67 sta unsta ten exce mid sta low mid c1 TP TP 
Case79 unsta unsta ten exce mid sta mid mid c2 FP FP 
Case82 sta sta ten exce mid sta mid mid c2 FP FP 
Case87 sta unsta fiften exce mid sta mid mid c2 FP FP 
Average 40% 40% 0% 
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Figure 52 Case 48 Error and Accuracy Rate 
For NewCase83, Table 33  show the cases that are identified as similar for both Jcolibri and 
FreeCBR where for each new case applied to CBR, 3 different cases are retrieved giving the 
same similarity ratios i.e. 0.935 and 64.64. In other words, Jcolibri and FreeCBR retrieved 3 
FN cases, giving 0% accuracy. Similarly, CBRAR did not retrieve any case from new model, 
giving 0% as shown in Figure 53.  
It was found that the proposed system did not resolved case 83, due to the case being under 
class c3 where just a one record appears. In other words, from rare cases all CBR tools and the 
enhanced one were not able to find similar cases to compare with. Therefore, CARs do not 
contain any rules which can belong to c3. Based on that, the FP-CAR algorithm will not pro-
duce either a partial solution as was shown in the Acute Inflammation urinary bladder dataset 
or a full as a full solution which was proved in the Balloon dataset. This dilemma is a special 
classification case problem where the majority of c1 class and the minority c3 class due to 
unequal distribution.  
Table 33  Case 83 - Post-Operative Patient - CBR Results 
0
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120
Jcolibri FreeCBR CBRAR
Case 48
Error Rate
Accuracy
Cases 
Attributes  
Accuracy 
A B C D E F G H Class 
Jcolibri FreeCBR CBRAR 
NewCase83 sta sta ten good mid unsta low mid c3 0.935 64.64 100 
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Figure 53 illustrates the error rate and accuracy of Jcolibri, FreeCBR and CBRAR, in Case83, 
all CBR tools registered 100 error rate when a comparison is performed to show their perfor-
mance.  
 
Figure 53 Case 83 Error and Accuracy Rate 
 
4.8.3.   Discussion on Post-Operative Patient Dataset 
The results show that 13 out of the 20 Jcolibri retrieved cases are classified as TP giving 65% 
accuracy. By comparison, 15 of the 24 cases retrieved by FreeCBR are classified as TP giving 
62.5% accuracy. However, both Jcolibri and FreeCBR deliver “confusing” results. Our 
CBRAR strategy demonstrates an advantage over both Jcolibri and FreeCBR by resolving 3 
out of 4 cases with 75% accuracy; Case83 was not counted because of none of the CBR tools 
has retrieved a correct case. The accuracy of CBRAR was better compared to Jcolibri and 
FreeCBR. CBRAR resolved the ambiguity of the FP cases without confusion. Cases (20,36,44), 
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Case34 sta sta ten good mid sta low mid c1 FN FN 
FN 
 
 
Case63 sta sta ten good mid unsta mid mid c1 FN FN 
Case64 sta sta ten exce mid unsta low mid c2 FN FN 
Case6 sta sta fiften good high unsta low mid c2 0.866 42.264 
Case9 sta sta ten good mid sta high mid c2 08.66 42.264 
Average 0% 0% 0% 
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(5,69,74) and 14 in Table 29, Table 30 and Table 31 can be reworked in Figure 47 and Figure 
50 to prove that CBRAR identifies a correct case using a FP-CAR tree. 
The line chart in Figure 54 illustrates the error rate and accuracy of Jcolibri, FreeCBR and 
CBRAR. From the chart, it is clear that in Cases 20,36 and 36, CBRAR registered 0 error rate, 
which is the lowest among the rates (20, 34) when compared to Jcolibri and FreeCBR. The 
results also show that the error rate of CBRAR is the lowest on Cases (20,36,44) and Case24 
thus giving the highest accuracy, when compared to the other CBR tools used. In Case48, it 
noticeable that the (40) % error rate for Jcolibri and FreeCBR was considerably lower than 
CBRAR. In addition, neither the CBR tools nor CBRAR has retrieved the target case 83 due 
to a special problem of classification when unbalanced data are examined.  
Therefore, whilst CBRAR did not resolve Case83 neither of the other CBR tools offered any 
advantage when compared to the new strategy. To sum up, we have shown that the other CBR 
tools used inherit the same problem of error rates, whereas CBRAR has shown a better perfor-
mance in overall error rate. 
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Figure 54 Error Rate and Accuracy Results Assembled of the Post-Operative Dataset 
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4.9.   Results of Lenses Dataset 
This section shows the retrieved cases from the Lenses dataset where the CBR tools identified 
ambiguous answers. The section includes tables, figures and charts to investigate the outcomes 
of accuracy and error rates. 
4.9.1.   Experiments 29, 30, 31 and 32: Case 11, 21 and 19 Using CBRAR 
Strategy 
In Experiments 29, 30, 31 and 32, cases 11, 21 and 19 were identified as an ambiguous cases 
as indicated in the results illustrated in Table 34, Table 35, Table 36, Table 37,  
Table 38 and Table 39. These tables also indicate the cases that are identified as similar for both 
Jcolibri and FreeCBR. For instance, in Table 34 the “Attributes” columns start with A followed 
by 3 additional attributes B, C and D and the 3 class labels column to determine lenses fitting 
(c1, c2 and c3). The “Accuracy” columns show the comparison between Jcolibri, FreeCBR and 
CBRAR. Table 34 also shows that, for each new case applied to CBR, 5 different cases are 
retrieved by Jcolibri and FreeCBR with the same similarity ratio of 0.866 % and 50.0%. 
 In the twenty-ninth experiment, NewCase11 applied to the CBR, Jcolibri and FreeCBR re-
trieved 4 TP and 1 FP cases with the same similarity ratio, giving 80% accuracy.  
Table 34 Case 11 - Lenses Dataset - CBR Results 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase11 yes myope redc pre-prspic c1 0.866 50.0 100 
Case3 yes myope redc young c1 TP TP 
TP 
 
 
Case9 no myope redc pre-prspic c1 TP TP 
Case12 yes myope norm pre-prspic c3 FP FP 
Case15 yes hyprmtr redc pre-prspic c1 TP TP 
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In the thirtieth experiment, NewCase21 applied to the CBR, Jcolibri retrieved 4 TP and 1 FP 
cases with the same similarity ratio, giving 80% accuracy, Similarlly FreeCBR retrieved 4 TP 
and 1 FP, giving 80% accuracy. 
Table 35 Case 21 - Lenses Dataset - CBR Results 
In the thirty-first experiment, NewCase19 applied to the CBR, Jcolibri and FreeCBR retrieved 
4 TP and 1 FP cases with the same similarity ratio, giving 80% accuracy. 
Table 36 Case 19 - Lenses Dataset - CBR Results 
CBRAR retrieved 1 TP case of experiments 29, 30 and 31from new strategy which is the correct 
Case19 yes myope redc prspic c1 TP TP 
Average 80% 80% 100% 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase21 no hyprmtr redc prspic c1 0.866 50.0 100 
Case5 no hyprmtr redc young c1 TP TP 
TP 
 
 
Case13 no hyprmtr redc pre-prspic c1 TP TP 
Case17 no myope redc prspic c1 TP TP 
Case22 no hyprmtr norm prspic c2 FP FP 
Case23 yes hyprmtr redc prspic c1 TP TP 
Average 80% 80% 100% 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase19 yes myope redc prspic c1 0.866 50.0 100 
Case3 yes myope redc young c1 TP TP 
TP 
 
 
Case11 yes myope redc pre-prspic c1 TP TP 
Case17 no myope redc prspic c1 TP TP 
Case20 yes myope norm prspic c3 FP FP 
Case23 yes hyprmtr redc prspic c1 TP TP 
Average 80% 80% 100% 
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case hence achieving 100% accuracy and outperforming the performance of the CBR tools 
used. This is illustrated in Figure 56. Cases 11, 21 and 19 in Table 34, Table 35 and Table 36 
can be reworked in Figure 55 to prove that CBRAR identifies the correct case using a frequent 
classed tree.  
 
 
 
 
 
 
The bar charts in Figure 56, Figure 57 and Figure 58 illustrate the error rate and accuracy of 
Jcolibri, FreeCBR and CBRAR. From the chart, it is clear that in experiments 29, 30 and 31, 
CBRAR registered 0 error rate, which is the lowest among the rates (20%) of all cases when 
compared to Jcolibri and FreeCBR. 
CBRAR shows a better performance in overall error rate and also correctly resolved the target 
case. 
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Figure 56 Case 11 Error and Accuracy Rate 
 
 
Figure 57 Case 21 Error and Accuracy Rate 
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Figure 58 Case 19 Error and Accuracy Rate 
4.9.2.   Experiment 32: Cases 6, 12 and 14 Using CBRAR Strategy 
In experiment 32, cases 6, 12 and 14 were identified as the ambiguous cases as shown in the 
results given in Table 37, 
Table 38 and Table 39. These tables show the cases that are identified as similar for both Jcolibri 
and FreeCBR where each new case applied to CBR, 5 different cases are retrieved giving the 
same similarity ratios i.e. 0.866 and 50.0. For case 6, Jcolibri and FreeCBR retrieved 3 TN and 
2 FN cases, giving 60% accuracy in Table 37. For case 12, 1 TN and 4 FN cases, giving 25% 
accuracy in  
Table 38. For case 14, 3 TN and 2 FN, giving 60% accuracy in  Table 39.  CBRAR did not 
retrieve any case from the FP-CAR, giving 0% for cases 6, 12 and 14. This is illustrated in 
Figure 60. 
Table 37 Case 6 - Lenses Dataset - CBR Results 
 
 
Table 38 Case 12 - Lenses Dataset - CBR Results 
 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase6 no hyprmtr norm young c2 0.866 50.0 100 
Case2 no myope norm young c2 TN TN 
FN 
 
 
Case5 no hyprmtr redc young c1 FN FN 
Case8 yes hyprmtr norm young c3 FN FN 
Case14 no hyprmtr norm pre-prspic c2 TN TN 
Case22 no hyprmtr norm prspic c2 TN TN 
Average 60% 60% 0% 
Cases 
Attributes  
Accuracy A B C D Class 
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Table 39 Case 14 - Lenses Dataset - CBR Results 
A possible solution of cases 6, 12 and 14 can be found in the FP-tree of Figure 59 , where 3 
nodes were identified as a partial match. Firstly, case 6, i.e. (A=no, B= hyprmtr, C=norm), 
while the remaining node (D= young) to build case 6 from the FP-CAR cannot be found if the 
P-tree is invoked. Secondly, Case 12, is another potential solution which can be found where 
the first three nodes are (A= yes, B= myope, C=norm), while the remaining node (D= pre-
prspic) to build this case from FP-CAR is missing. Thirdly, a possible solution in case 14 can 
be noticed in the first three nodes i.e. (A= no, B= hyprmtr, C=norm), while the remaining node 
(D= pre-prspic) to build this case from FP-CAR is not produced.  
 
 
Jcolibri FreeCBR CBRAR 
NewCase12 yes myope norm pre-prspic c3 0.866 50.0 100 
Case10 no myope norm pre-prspic c2 FN FN 
FN 
 
 
Case11 yes myope redc pre-prspic c1 FN FN 
Case16 yes hyprmtr norm pre-prspic c1 FN FN 
Case20 yes myope norm prspic c3 TP TP 
Case2 no myope norm young c2 0.70 0.43 
Average 25% 25% 0% 
Cases 
Attributes  
Accuracy 
A B C D Class 
Jcolibri FreeCBR CBRAR 
NewCase14 no hyprmtr norm pre-prspic c2 0.866 50.0 100 
Case6 no hyprmtr norm young c2 TN TN 
FN 
 
 
Case10 no myope norm pre-prspic c2 TN TN 
Case13 no hyprmtr redc pre-prspic c1 FN FN 
Case16 yes hyprmtr norm pre-prspic c1 FN FN 
Case22 no hyprmtr norm prspic c2 TN TN 
Average 60% 60% 0% 
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Figure 60 illustrates the error rate and accuracy of Jcolibri, FreeCBR and CBRAR. From the 
chart, Cases (6, 12 and 14), CBRAR registered 100% error rate, which is the highest among 
the rates (40%, 75% and 40%) when compared to Jcolibri and FreeCBR with ambiguous an-
swers. 
 
 
Figure 60 Cases 6, 12 and 14 Error and Accuracy Rate 
4.9.3.   Discussion on Lenses Dataset 
The results show that for 12 out of the 15, Jcolibri and FreeCBR retrieved cases are classified 
as TP giving 80% accuracy. But, both Jcolibri and FreeCBR deliver “confusing” results. Our 
CBRAR strategy demonstrates an advantage over both Jcolibri and FreeCBR by resolving 3 
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out of 6 cases with 50% accuracy. The accuracy of CBRAR was better compared to Jcolibri 
and FreeCBR and resolved the ambiguity of the FP cases without confusion. Cases 11, 21 and 
19 in Table 34, Table 35 and Table 36 can be reworked in Figure 55 to prove that CBRAR 
identifies a correct case using a FP-CAR tree. 
The line chart in Figure 61 illustrates the error rate and accuracy of Jcolibri, FreeCBR and 
CBRAR. From the chart, it is clear that in Case 11, CBRAR registered 0 error rate, which is 
the lowest the rate (20%) when compared to Jcolibri and FreeCBR. The results also show that 
the error rate of CBRAR is the lowest on Case 21 thus giving the highest accuracy 100%, when 
compared to the other CBR tools used. In Case 19, it also noticeable that the 20 % error rate of 
Jcolibri and FreeCBR was considerably higher than CBRAR. In addition, neither CBR tools 
nor CBRAR has retrieved the target cases 6, 12 and 14 whereas a partial solution was found in 
the FP-CAR tree.  
Therefore, whilst CBRAR did not resolve Cases 6 12 and 14, neither of the other CBR tools 
offered any advantage when compared to the new strategy. To conclude, we have shown that 
the other CBR tools used inherit the same problem of error rates, whereas CBRAR has shown 
a better performance in overall error rate. 
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Figure 61 Error Rate and Accuracy Results Assembled of the Lenses Dataset 
4.10.   Summary 
This chapter has presented the results of the experiments and evaluations conducted on various 
datasets. The objective of this chapter was demonstrated the better performance of the new 
strategy i.e. CBRAR to assist the decision maker when choosing a correct case. The main part 
of this corpus was started consecutively with dataset characteristics, experiments and discus-
sions to explain the productivity of this research. In addition, the empirical evaluation was 
carried out by comparing the performance of CBRAR versus two CBR tools i.e. Jcolibri and 
FreeCBR. The overall accuracy obtained was 75%, 80%, 100 75% and 50% by finding and 
disambiguating the wrongly retrieved answers. That comparison has shown the novelty and 
main contribution of the proposed system by emphasizing its efficiency in achieving a highest 
accuracy in the implemented experiments. 
A conclusion will be presented in the next chapter to summarise the objectives and achieve-
ments made in this research containing the results gained through the CBRAR experiments.  
Given some of the limitations of this research, a summary of possible future work will also be 
suggested. 
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Chapter 5:  Conclusion and Future Work 
CBR is an important part of the artificial intelligence field for making significant decisions 
computationally. The solution is usually made through four main phases: retrieve, reuse, revise 
and retain. Among these phases, retrieval is an essential challenge as retrieving a wrong case 
could lead to taking a wrong decision. Thus, the performance of CBR depends on a strategy 
that ignores other types of knowledge and enhancing performance and accuracy by employing 
a powerful technique of association knowledge. 
In the scope of the data mining, association rules mining is a popular research area that focuses 
on finding a correlation between items and their solution. In the state of the art, a number of 
various methods have been addressed in an effort to find out this correlation, for example ap-
proximating the usefulness of ARM with respect to the target problem. Few researchers have 
addressed their attempts towards integrating a data mining method into CBR which can influ-
ence the performance the latter positively.  
This thesis explores the use of data mining approaches i.e. CARs to improve the accuracy of 
CBR retrieval performance by developing a new retrieval strategy. The main aim of the en-
hanced strategy is to retrieve the correct case not just the most similar one by directing the end 
user to disambiguate the results. 
In this chapter, a summary of how the research aim and objectives have been addressed are 
displayed in section 5.1.  with the accomplishments of this research. The limitation of the en-
hanced strategy and recommendations for future work are given in section 5.2.   
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5.1.   A Revisit of the research objectives 
While the aim of the research was to build a new strategy to improve the performance of sim-
ilarity based reasoning, CBRAR has shown a better performance compared to the CBR stand-
ard tools i.e. Jcolibri and FreeCBR. This section displays the research objectives and revises 
the magnitude to which they have been fulfilled. 
1. To carry out an in depth, comprehensive literature review on the existing DM tech-
niques especially ARs, and their application into CBR. A literature review of DM 
methods has been conducted in chapter 2, with classification approach and their usage 
in the data mining area also surveyed with the study field. A general KNN for the clas-
sification and similarity measured distance is addressed in the literature with metrics 
that are related to CBR. Chapter 2 also explores an in-depth survey of the ARs tech-
niques that examine strategies and their impact on items correlation. The literature re-
view has emphasized that there are a number of Potential ARs methods such as frequent 
pattern approaches which can be utilised to obtain a super pattern from the Rules. It 
also contains a study of tree structures such as the partial tree to compensate for missing 
nodes in a given tree. However, none of these methods focus on integrating CARs into 
CBR to gain a better performance. 
 
2. To review literature on existing CBR systems, and identify how CBR and ARM 
can be merged together into this type of study. A survey of the CBR background has 
been carried out, with methods and its component parts also presented. The research 
has included identifying the problem area of integrating ARM in CBR. It has presented 
the background work that has been carried out and a survey of related work. The survey 
showed that although much work has been carried out into integrating DM techniques 
into CBR, very little has been done on integrating ARM into CBR. Given the success 
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of CARs as one of ARs approaches, using them for SBR has demonstrated a promising 
new direction for better performance of CBR systems, and proved that the remaining 
aims of this research can be fulfilled for this research target. 
 
3. To develop a CBRAR based on a strategy that is able to retrieve the most similar 
case by integrating CARs into CBR. Chapter 3 constructs a new model CBRAR with 
the ability to propose the most correct case when irrelevant and/or ambiguous cases are 
retrieved by the CBR. CBRAR has used CARs to overcome this problem by discover-
ing the correlation between a case target and case library. CBRAR was able to disam-
biguate wrongly retrieved answers by improving the SK using AK, whereas some stud-
ies were much reliant on the specialists to discover SK. Some strategies have repro-
duced a retrieval process by giving an estimated percentage of related cases but do not 
contain a feedback to the system. By contrast, CBRAR generates a correct pattern to be 
sent back to the retrieval step to remove uncertain answers.  
Sometimes, CBR system retrieves two different labels with same similarity when one 
case is removed from the case library. In this situation, CBRAR adopts CARs to gen-
erate FP-CAR tree that is able to consider class label and the length of sub-patterns that 
were produced by this tree. The developed FP-tree was able to make the produced rules 
more effective to one class by compressing the rules to its root. The CBRAR strategy 
used FP-CAR in order to classify subsets according to their recurrence before the rules 
are generated. Therefore, the proposed strategy was able to compare a new case as a 
pattern within the built tree patterns in order find a correct match. Furthermore, the new 
strategy has the advantage over the CBR tools by splitting the rules into different clas-
ses. This is achieved by comparing a new case problem with the FP-CAR algorithm 
and considering the value of each node and its longest length to find a partial match and 
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then invoking the partial tree in order to compensate the missing nodes if it is necessary 
to construct an equivalent pattern to the CBR query. In the last stage, the proposed 
model was able to select a correct answer from the outcomes of the wrongly retrieved 
case. In this way, the returned solved case by the CBRAR was able to remove the am-
biguity of SBR outcomes.  
  
4. To develop an FP-CAR algorithm that is able to mine CARs into frequent tree to 
produce a pattern which matches a new CBR case problem. Section 3.2.   displays 
a new and novel powerful algorithm FP-CAR that aims to form an optimum tree that 
can be compared with a target case. The approach is based on FP-Growth concepts to 
obtain enough patterns using CARs for each target case and seeking for combining rules 
as patterns as frequent tree in order to be compared with a new case problem. FP-CAR 
is developed each frequent CAR more active to one class. The determination of match-
ing a target case with built tree of CARs reduces the number of unrelated cases in con-
sidering that each combined rules belong to a specific class.  
The approach adapted in this thesis is a powerful method of classification based on 
association using total from partial trees and the union of two rules to gain a potential 
super-pattern to cover a range of target cases. The proposed algorithm in this thesis is 
novel in that it compresses the CARs into a prefix tree where the root of a class holds 
the frequent rules as well as pruning the unnecessary compressed rules to provide a 
target pattern until no candidate can be generated. It has been proved that all target cases 
can be reworked in FP-CAR in each tested dataset. 
 
5. To implement this strategy on real datasets whilst carrying out an empirical eval-
uation of the system. In the sub-sections of 4.3.  , the first 3 experiments were detected 
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as a heuristic method which led the research into fulfilling this research aim. Acute 
inflammation of urinary bladder was used as a real dataset to generate such rules that 
could lead to potential satisfactory outcomes of the FP-tree.  
In the first attempt Ex1, the number of rules produced by Predictive Apriori was low 
when considering a class label in the implication process. In other words, 7 rules were 
not adequate to produce an optimum tree for traversal purposes. In addition, some 
rules tend to have a class label accompanied by item so that did not lead to any heuris-
tic methodology and no pattern matching was achieved.    
The second attempt of Ex2, the above mentioned dataset using CARs method was used 
to gain a reasonable number of rules which could lead to better results. 92 rules were a 
conventional number in order to build a comparable FP-tree for the target problem 
where each of the compressed rules belongs to a specific class. However, the represen-
tation of the classed rules did not seem to be pattern matching because the nodes do not 
contain a value which could give more accurate results. Therefore, the FP-Tree was 
unaccomplished according to the hash table.  
Ex3 was an extension of Ex2, where advantage was taken from the modification per-
formed on the FP-tree nodes to hold a value. This consideration of the node’s values 
made the comparison possible between the newly built tree and the CBR query i.e. case 
problem. The same 92 rules used in Ex2 become more descriptive patterns when they 
formed a FP-CAR tree that contains classified rules considering nodes values. There-
fore, this heuristic method has addressed the drawback of Ex2 and gaining mutual pat-
terns becomes accomplishable which motivated further experiments.  
6. To conduct an empirical evaluation of the new strategy against existing systems 
such as Jcolibri and FreeCBR and to measure accuracy in terms of retrieving the 
best similar cases.  A system was created in Java to examine the workability of the 
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model and test functionality by evaluating whether correctly retrieved cases can be cho-
sen from the conducted experiments or not, were demonstrated in Chapter 4. The via-
bility of the strategy was explored and demonstrated on various types of datasets i.e. 
health diagnosis, space, cognitive psychology and post- operative, where a dataset con-
tains multi-values of attribute as an advantage when compared with FP-tree as it accepts 
just binary dataset. In section 4.5.  , an empirical evaluation of the proposed system was 
illustrated, where the results acquired are solving 3 out of 4 cases with an overall accu-
racy of 75% and 25% error rate. The evolved strategy has proved experimentally its 
ability and effectiveness in assessing whether the uncertainty of the retrieved cases can 
be removed in the CBR. In section 4.6.  , a second empirical evaluation for the space 
field was carried out and obtained an overall accuracy of 80% and 20% error rate, where 
CBRAR resolved 4 out of 5 cases. Furthermore, the empirical findings in section 4.7.   
make a noteworthy contribution when the CBRAR solved all wrongly retrieved cases 
when a problem case can be derived from the FP-CAR tree without invoking the P-
trees. The findings of section 4.8.   complement those earlier experiments where the 
CBRAR solved 3 out of 4 cases giving 75% of accuracy. Lastly, the results shown in 
section 4.9.   shows an advantage of CBRAR when resolved 3 out of 6 cases giving 
50% of accuracy. Taken together, these results demonstrate clearly the novelty and con-
tribution of the CBRAR developed in this research over existing CBR tools. In partic-
ular, by showing that: (i) CBRAR is able to assist the decision maker to disambiguate 
wrongly retrieved answers computationally without any need to experts. (ii) Selecting 
not just the most similar cases but the correct one from the outcomes. (iii) The proposed 
system significantly outperforms both SBR and a well-known retrieval method of 
adopting the concept of similarity in different applications of CBR tools. 
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5.2.   Limitations and Future work 
The integration of class association rules into case based reasoning for enhancing the perfor-
mance of similarity based retrieval, is one of the first of its kind. Inevitably, some aspects 
could be developed in the future, including the following: 
1- Employing another association rules mining approach 
Although several different ARs algorithms are available in the data mining field, the 
strategy and method recommended in this research has made use of Apriori, which has 
led to an improvement in the CBR performance. The benefit of this approach is to gen-
erate such rules, that could be utilized to construct an optimum FP-tree, to be compared 
with a case problem. However, negative ARs also consider items the same as positive 
rules, but these rules which may represent some items are absent from the implication. 
Therefore, future work could include experiments using different algorithms, encom-
passing [Research on Association Rules Mining Based on Positive and Negative 
Items of FP-tree] and [Positive and Negative Association Rule Mining Using a Cor-
relation Threshold and Dual Confidence Approach], which could resolve the am-
biguous cases produced by the CBRAR.  
2- The Number of Class Association Rules (CARs):  
Although the developed strategy was applied successfully on five datasets, there are 
some limitations. Specifically, there are some datasets in which the proposed strategy 
has not resolved the problem of unrelated cases.  As described in chapter 4, the FP-
CAR algorithm resolved 3 out of 6 cases, which is only 50% accuracy. This is due to 
the small number of CARs, which were inadequate to generate an optimum tree. To 
address this in future work, more research is required on the other types of CARs algo-
rithms to generate more useful rules. For example, CAR-Miner and GARC can be em-
ployed to produce more CARs which can be linked to CBR cases as patterns. 
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3- The Domain of the Datasets:  
The research is implemented on various domains of datasets (such as health diagnosis, 
space and cognitive psychology) because these datasets were available and obtained 
from the public UCI repository website. However, it would be better to include other 
real datasets from the field of law and industry. For example, a lawyer may use case 
based reasoning when deciding or deliberating a case based on legal precedents so this 
information would be extremely useful. Or in the case of industry, an issue could be 
solved by looking at the solutions to past problems.  
4- Implementing the proposed strategy CBRAR: 
The data available on the UCI repository website which was used in this research, is 
not regarded as big data. Examples of industries that use big data, include banking, 
public health and learning services.  Health services for example, use big data to store 
vital information about a patient’s background or medical history and access to this 
information can be used to determine or decide on a treatment. Using big data in future 
work could provide a deeper understanding of past problems whilst offering solutions.  
 
In future work, CBRAR may also be used for cases with multifaceted structures such 
as those that are hierarchical, object-oriented and / or semantic web-based. However, 
for CBRAR to run with these cases, two issues need to be addressed. The first is how 
to define similarity measures for the cases, one such method is described in [158].  Sec-
ondly, is how to formalize AK from the cases by attempting to leverage the algorithms 
proposed in [159], [160], and [161]. Moreover, the adaption of CBRAR for cases with 
more than one solution could be explored. Along with the performance of CBRAR us-
ing different measurements such as computation time and memory used.   
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