Abstract. Let n and t be positive integers with t < n, and let q be a prime power. A partial (t − 1)-spread of PG(n − 1, q) is a set of (t − 1)-dimensional subspaces of PG(n − 1, q) that are pairwise disjoint. Let r = n mod t and 0 ≤ r < t. We prove that if t > (q r − 1)/(q − 1), then the maximum size, i.e., cardinality, of a partial (t − 1)-spread of PG(n − 1, q) is (q n − q t+r )/(q t − 1) + 1. This essentially settles a main open problem in this area. Prior to this result, this maximum size was only known for r ∈ {0, 1} and for r = q = 2.
Introduction
Let n and t be positive integers with t < n, and let q be a prime power. Let PG(n−1, q) denote the (n−1)-dimensional projective space over the finite field F q . A partial (t − 1)-spread S of PG(n − 1, q) is a collection of (t − 1)-dimensional subspaces of PG(n − 1, q) that are pairwise disjoint. If S contains all the points of PG(n − 1, q), then it is called a (t − 1)-spread. It follows from the work of André [1] (also see [4, p. 29] ) that a (t − 1)-spread of PG(n − 1, q) exists if and only if t divides n.
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Given positive integers n and t with t < n, the problem of finding the maximum size, i.e., cardinality, of a partial (t−1)-spread of PG(n−1, q) is rather a natural one. It is directly related to the general problem of classifying the maximal partial (t−1)-spread. A maximal partial (t−1)-spread is a set of pairwise disjoint (t − 1)-dimensional subspaces which cannot be extended to a larger set. This problem has been extensively studied [10, 19, 21, 27] . Besides their traditional relevance to Galois geometry, partial (t−1)-spreads are used to build byte-correcting codes (e.g., see [12, 25] ), 1-perfect mixed error-correcting codes (e.g., see [24, 25] ), orthogonal arrays and (s, k, λ)-nets (e.g., see [8] ). More recently, partial (t − 1)-spreads have also attracted renewed attention since they can be viewed as subspace codes. In Section 4, we shall say more about the connection between our results and subspace codes.
Let µ q (n, t) denote the maximum size of any partial (t − 1)-spread of PG(n − 1, q). The problem of determining µ q (n, t) is a long standing open problem. A general upper bound for µ q (n, t) is given by the following theorem of Drake and Freeman [8] .
Theorem 1. Let r = n mod t and 0 ≤ r < t. Then
where 2ω = 4q t (q t − q r ) + 1 − (2q t − 2q r + 1).
The following result is due to André [1] for r = 0. For r = 1, it is due to Hong and Patel [25] when q = 2, and Beutelspacher [3] when q > 2.
Theorem 2. Let r = n mod t and 0 ≤ r < t. Then
where equality holds if r ∈ {0, 1}.
In light of Theorem 2, it was conjectured (e.g., see [9, 25] ) that the value of µ q (n, t) is given by the lower bound in Theorem 2. However, this conjecture was disproved by El-Zanati et al. [16] who proved the following result. Very recently, Kurz [29] proved the following theorem which upholds the lower bound for µ q (n, t) when q = 2, r = 2, and t > 3.
Theorem 4.
If n > t > 3 and n mod t = 2, then
In this paper, we prove that the conjectured value of µ q (n, t) holds for almost all values of the parameters n, q, and t. The following theorem, which is our main result, generalizes Theorem 2 (set r = 0 or r = 1) and Theorem 4 (set r = 2 and q = 2). In particular, this is the first comprehensive result with the exact value of µ q (n, t) for almost all values of the parameters n, q, and t.
Theorem 5. Let r = n mod t and 0 ≤ r < t. If t > (q r − 1)/(q − 1), then
We can use the language of graph theory to reformulate Theorem 5 as follows. Let H q (n, t) be the hypergraph whose vertices are the points of PG(n−1, q) and whose edges are its (t−1)-subspaces. Then
The general strategy of the proof of Theorem 5 is due to Beutelspacher who used it to prove Theorem 2. This strategy relies on subspace partitions which we shall discuss in Section 2. Beutelspacher's approach was extended by Kurz to prove Theorem 4. In this paper, we developed an averaging argument, which allows us to fully extend Beutelspacher's method and prove our main result (see Theorem 5) in Section 3.
Subspace partitions
A subspace partition P of V , also known as a vector space partition, is a collection of nontrivial subspaces of V such that each vector of V * is in exactly one subspace of P (e.g., see Heden [21] for a survey on subspace partitions). The size of a subspace partition P is the number of subspaces in P.
Suppose that there are s distinct vector space dimensions, Remark 6. A partial (t − 1)-spread of PG(n − 1, q) of size n t is a partial t-spread of V (n, q) of size n t . This is equivalent to a subspace partition of V (n, q) of type [t nt , 1 n 1 ]. We will use this subspace partition formulation in the proof of Lemma 9.
To state the next lemmas, we need the following definitions. For any integer i ≥ 1, let
Then, for i ≥ 1, Θ i is the number of 1-subspaces in an i-subspace of V (n, q). Let P be a subspace partition of
Define the set B of hyperplane types as follows:
For any b ∈ B, let s b denote the number of hyperplanes of V of type b.
We will also use Lemma 7 and Lemma 8 by Heden and Lehmann [22] .
If H is a hyperplane of V (n, q) and b H,d is as defined above, then
Lemma 8. Let P be a subspace partition of V (n, q), and let B and s b be as defined above. Then
and for any d-subspace of P, the following holds:
Proof of Theorem 5
We use the following notation throughout this section. Let
Then the lower bound for µ q (n, t) in Theorem 2 can be written as:
We now prove our main lemma.
Lemma 9. Let q be a prime power. Let n, t, and r be integers such that 0 ≤ r < t < n and r = n mod t. If r ≥ 1 and t > Θ r , then
Proof. Recall that Θ i = (q i − 1)/(q − 1) for any integer i ≥ 1. For convenience, we also set
Since q ≥ 2, we have the following easy facts, which we will use throughout the proof.
(2) 0 < δ i < q i−1 ; δ i mod q i−1 = δ i ; 1 + δ i+1 = qδ i ; and
The proof is by contradiction. So assume that µ q (n, t) > ℓq t + 1. Then PG(n − 1, q) has a (t − 1)-partial spread of size ℓq t + 2. Thus, it follows from Remark 6 that there exists a subspace partition P 0 of V (n, q) of type [t nt , 1 n 1 ], where (3) n t = ℓq t + 2 and
We will prove by induction that for each integer j with 0 ≤ j ≤ Θ r − 1, there exists a subspace partition
where m j,t , . . . , m j,t−j , m j,1 , and c j are nonnegative integers such that
m j,1 = c j q t−j + δ t+1−j , and 0 ≤ c j ≤ Θ r − 1 − j.
The base case, j = 0, holds since P 0 is a subspace partition of H 0 = V (n, q) with type [t nt , 1 n 1 ], and with the properties given in (3), which thus satisfies the conditions specified in (4), (5), and (6).
For the inductive step, suppose that for some j, with 0 ≤ j < Θ r −1, we have constructed a subspace partition P j of H j ∼ = V (n − j, q) of the type given in (4), and with the properties given in (5) and (6) . We then use Lemma 8 to determine the average, b avg,1 , of the values b H,1 over all hyperplanes H of H j .
It follows from (7) that there exists a hyperplane H j+1 of H j with
Next, we apply Lemma 7 and (2) to the partition P j and the hyperplane H j+1 of H j to obtain:
where 0 ≤ c j ≤ Θ r − 1 − j. Simplifying (9) yields (10) b
Then, it follows from (2) and (10) that
By (8) and (11), there exists a nonnegative integer c j+1 such that (12) m j+1,1 = b H j+1 ,1 = c j+1 q t−j−1 + δ t−j , and 0 ≤ c j+1 ≤ Θ r − 2 − j.
Let P j+1 be the subspace partition of H j+1 defined by:
Since t − j > 2 (because j + 1 < Θ r < t) and dim(W ∩ H j+1 ) ∈ {dim W, dim W −1} for each W ∈ P j , it follows that P j+1 is a subspace partition of H j+1 of type
where m j+1,t , m j+1,t−1 , . . . , m j+1,t−j−1 satisfy
The inductive step follows since P j+1 is a subspace partition of H j+1 ∼ = V (n − j − 1, q) of the type given in (13) , which satisfies the conditions in (14) and (12) .
Thus far, we have shown that the desired subspace partition P j of H j exists for any integer j such that 0 ≤ j ≤ Θ r − 1.
For the final part of the proof, we set j = Θ r − 1 and show that the existence of the subspace partition P Θr−1 of H Θr−1 leads to a contradiction. If j = Θ r − 1, then it follows from (6) that c Θr−1 = 0 and m Θr−1,1 = δ t+2−Θr . We use Lemma 8 one last time to determine the average, b avg,1 , of the values b H,1 over all hyperplanes H of H Θr−1 . We obtain,
It follows from (15) that there exists a hyperplane H * of H Θr−1 with
We then use Lemma 7 and (2) on the partition P Θr−1 and the hyperplane H * of H Θr−1 to obtain:
Simplifying (17) yields
Then, (2) and (18) imply that (19) b H * ,1 mod q t−Θr = δ t+1−Θr .
Since t − Θ r ≥ 1, it follows from (18) and (19) that b H * ,1 ≥ δ t+1−Θr , which contradicts (16) . Thus, µ q (n, t) ≤ ℓq t + 1 and the proof is complete.
Proof of Theorem 5. For r = 0, Theorem 5 is just the result of André [1] , and for r = 1, it follows from Theorem 2. For r ≥ 2, Theorem 5 holds since the lower bound for µ q (n, t) given in Theorem 2 and the upper bound given in Lemma 9 are equal.
Concluding Remarks
Applying the same averaging method used in the proof of Lemma 9 substantially improves the upper bound given by Drake and Freeman (see Theorem 1) in some of the remaining cases, i.e., when t ∈ [r+1, Θ r ]. However, we omit those types of results here and will address them elsewhere 1 . For instance, we can prove the following lemma.
Lemma 10. Let n, t, and r be integers such that 0 ≤ r < t < n and r = n mod t. If r ≥ 2 and t = Θ r , then µ q (n, t) ≤ ℓq t + q.
Remark 11. If n, t, and r satisfy the hypothesis of Lemma 10, then (after some simplifications) Theorem 1 yields µ q (n, t) ≤ ℓq t + q r 2
.
As mentioned in the introduction (Section 1), our result (Theorem 5) settles almost all the remaining cases of one of the main unsolved problems related to partial (t − 1)-spreads over PG(n − 1, q). As a corollary, Theorem 5 also settles several open problems in the area of subspace coding that were raised by Etzion [13] , Etzion-Storme [14] , and Heinlein et al. [23] .
A subspace code over PG(n − 1, q) is a collection of subspaces of PG(n − 1, q) (e.g., see [14, Section 4] for a recent survey). In their seminal paper, Köetter and Kschischang [28] showed that subspace codes were well-suited for error-correction in the new model for information transfer called network coding [2] . Partial (t − 1)-spreads form an important class of subspace codes, called Grassmannian codes (e.g., see [28, 15, 18] ). Our result implies that the largest known partial (t − 1)-spread codes are optimal for almost all values of n, t, and q.
Remark 12.
After submitting this paper, we learned from Ameera Chowdhury [6] that Theorem 5 also determines the clique number of the q-Kneser graph.
The Kneser graph, K(n, t), is the graph whose vertices are the telement subsets of an n-set and with any two vertices adjacent if their corresponding subsets are disjoint. The graph K(n, t) is well-studied in the context of extremal combinatorics. For instance, the chromatic number of K(n, t) was determined by Lovász [30] , and the maximum size of an independent set in K(n, t) is given by the celebrated Erdös-Ko-Rado theorem [11] .
The q-analogue of the Kneser graph, K q (n, t), is the graph whose vertices are the t-subspaces of V (n, q) and with any two vertices adjacent if their corresponding t-subspaces have trivial intersection. Somewhat recently, the chromatic number of K q (n, t) has been essentially determined by Blokhuis et al. [5] and Chowdhury et al. [7] . On the other hand, the maximum size of a independent set in K q (n, t) was given much earlier by Hsieh [26] and Frankl-Wilson [17] .
Determining the clique number of the Kneser graph is trivial. However, the clique number of the q-Kneser graph was not known. The main result of this paper (Theorem 5) yields the clique number of K q (n, t) for t large enough.
Corollary 13. Let r = n mod t and 0 ≤ r < t. If t > (q r − 1)/(q − 1), then the clique number of K q (n, t) is µ n (n, t) = q n − q t+r q t − 1 + 1.
