Abstract-The recent extensive availability of "big data" platforms calls for a widespread adoption by the formal verification community. Cloud computing platforms represent a great opportunity to run massively parallel jobs, yet classical formal verification tools/techniques must undergo a deep technological transformation in order to exploit the new available architectures. This has raised an increasing interest in deploying verification techniques on parallel/distributed frameworks. In this paper we introduce a framework to ease the adoption of a distributed approach to verification of Computation Tree Logic (CTL) formulas on very large state spaces. The approach exploits/integrates a recently developed, parametric state-space builder. The whole framework adopts MAPREDUCE as core computational model, and can be tailored to different modelling formalisms. The outcomes of several tests performed on (Petri-nets based) benchmark specifications are presented, thus showing the convenience of the proposed approach.
I. INTRODUCTION
Ensuring the correctness of software and hardware artefacts since early design phases is nowadays recognized as a major issue. This has led to a growing interest in applying formal verification techniques to ensure correctness of designed systems. Model checking concurrent, distributed and realtime systems has been the focus of the last decades of software engineering research. Widely used in both research and industry contexts, it is among the most successful formal techniques. However, the development of model checkers able to cope with the complexity of real world systems is still a challenging task. In fact, the main obstacle model checking has to face is state space explosion [1] : the overall number of states of a concurrent system formed by several processes can be huge. Potentially it is exponential both in the number of processes and in the number of intra-process components. Significant research contributions in this field are symbolic model checking (and model checking modulo theories to verify safety properties of infinite state systems, e.g., [2] ), use of effective/implicit state-space representations [3] , partial order techniques [4] , and bounded model checking [5] .
These breakthrough techniques enable the analysis of systems with a fairly big number of states. Despite their impressive effectiveness, there are still valid reasons to use approaches based on explicit state representations. In fact, it is widely accepted that explicit model checking is better, in some cases needed, for verifying software systems [6] , due to the intrinsic complexity of the state notion. Moreover symbolic approaches do not permit the computation of quantitative properties (e.g., state probabilities in stochastic models [7] ). Yet, symbolic model-checking techniques often build on heuristics which depend on the adopted modelling formalism and modeller's expertise.
In the context of explicit model checking, taking advantage of a distributed computing environment is essential to cope with the complexity of real cases. The idea is simple: increasing the computational power and storage availability, by using a cluster of distributed computers. The use of networks of computers can provide the resources required to verify complex systems, but demands several engineering skills which-while common in the "big data" communityare rather unusual in the "formal methods" one.
Our recent works focused on the connection between formal methods in software engineering and big data approaches [8] , [9] , [10] . Formal verification of complex systems certainly falls in this context, although it has been so far poorly explored by big data scientists [11] . The challenges to be tackled in formal verification might benefit a lot from the recent achievements in big data access and management. But, on one hand an adequate background is required in order to manage specific formalisms and abstraction techniques, both in modelling and analysis interpretation; on the other hand, formal analysis techniques/algorithms should be suitably adapted to run over "big data" platforms processing large amount of data very reliably and efficiently. Recent approaches have shown the convenience of employing distributed/cloud memory and computation to manage generation and exploration of very large state-spaces. Exploiting these frameworks often entails developing complex applications with knotty communication and synchronization issues. In particular, tailoring applications so that they conveniently scale on available cloud computing facilities might be a daunting task without a proper knowledge of the subtleties of data-intensive and distributed computing.
In this paper, we try to further bridge the gap between these different areas of expertise by providing a distributed CTL (Computation Tree Logic) formulas' checker, which exploits/integrates a recently developed, parametric state-space builder. The whole framework, which uses HADOOP MAPREDUCE as computational engine, can be easily specialized to deal with verification of CTL formulas on huge state spaces generated from different formalisms (e.g., Petri Nets, Process Algebras etc.). In fact, we already exploited it successfully to perform analyses on Petri Nets [9] , [10] . The MapReduce programming model, which has become the de facto standard for large scale data-intensive applications, has provided researchers with a powerful tool for tackling big-data problems in different areas [12] , [8] , [13] . Despite new powerful cloud technologies are rapidly emerging, some MapReduce features seem to be tailored to backward/forward explicit state-space exploration. We firmly believe that explicit model checking could benefit from a MapReduce based approach, but this topic has not yet been sufficiently investigated as far as we know.
II. COMPUTATION TREE LOGIC CTL [14] is a branching-time logic which models system evolution as a tree-like structure where each state can evolve in several different possible ways. In CTL each basic temporal operator (X, F , G) must be immediately preceded by a path quantifier (either A or E). If AP is the set of atomic propositions, and p ∈ AP , CTL formulas are inductively defined as follows:
The universal path operator (A) and the existential path operator (E) express that a property is valid for all and for some paths, respectively. The temporal operators next (X) and until (U ) express that a property is valid in the next state, and until another property becomes valid, respectively. The operators finally (F ) expresses that a property will eventually become valid, while globally (G) expresses that a property is valid along the entire subsequent path. The interpretation of a CTL formula is defined over a Kripke structure, a particular labelled state transition system. A Kripke structure is made up by a finite set of states, a set of transitions (i.e., a relation over the states), and a labeling function which assigns each state the set of atomic propositions that are true in that state. The system situation at any instant corresponds to a state; the transition relation describes how the system evolves from a state to another in a single step.
Definition 1 (Kripke structure): A Kripke structure T is a tuple S, S 0 , R, L , where: 1) S is a finite set of states.
2) S 0 ⊆ S is the set of initial states.
AP labels each state with the set of atomic propositions that hold in that state. The condition in the third point imposes the seriality of the transition relation. This means that the system cannot have deadlock states. In case of deadlocks, this condition can be always ensured by adding an "error" livelock state (a state with one outgoing transition directed to the state itself).
A path σ in T from a state s 0 is a infinite sequence of
Definition 2 (Satisfiability): Given a CTL formula φ and a Kripke structure T , T satisfies φ in s ∈ S (written T |= s φ) if and only if:
T |= φ means that T satisfies φ in all the initial states of the system. 
III. FIXED-POINT ALGORITHMS
One of the existing model-checking algorithms is based on a fixed-point characterization of the basic temporal operators of CTL [15] (similar ideas can be used for Linear Temporal Logic model checking). Let T = S, S 0 , R, L be a Kripke structure. The set P(S) of all subsets of S forms a lattice under the ordering by set inclusion. For convenience, each state formula is identified with the set of states in which it is valid. Thus false corresponds to the empty set of states, and true corresponds to S. Each element of P(S) can be viewed in turn as a state formula (predicate). Formally, given a CTL formula φ we define [[φ]] T := {s ∈ S : T |= s φ}. We can associate set operators to boolean connectors:
The set of states identified by the temporal operator EX can be trivially defined if we consider the preimage with respect to the relation R. Given W ∈ P(S):
Thus we can easily verify that
Let τ : P(S) → P(S) be a predicate transformer. Definition 4 (Fixed-Point):
A state formula X is the least fixed-point μ X (or the greatest fixed-point ν X , respectively) of a predicate transformer τ iff (1) X = τ (X), and (2) for all state formulas X , X = τ (X ) ⇒ X ⊆ X (X ⊇ X ).
Definition 5 (Monotonic Predicate Transformer):
A predicate transformer τ is monotonic iff for all
A monotonic predicate transformer on P(S) has always a least fixed-point and a greatest fixed-point (by Tarski's FixedPoint Theorem [16] ). The temporal operators EG and EU can be characterized as the greatest and the least fixed-point of two different monotonic predicate transformers, respectively:
The least fixed-point of a monotonic predicate transformer μ X (τ (X)) can be calculated as follows. Let X 0 = ∅ and
It can be proved that X k is the least fixed-point of τ . To compute the greatest fixed-point we can follow a similar procedure, but for starting from S.
IV. DISTRIBUTED ALGORITHMS
The distributed algorithms presented in this section compute formulas of type EX, EG, and E[φU ψ] since any other CTL formula can be reformulated in terms of these three basic operators. The proofs of correctness of the algorithms are omitted due to space limitations. Before let us briefly recall the MapReduce computational model, which is the core of the multi-formalism verification framework.
A. MapReduce
MapReduce relies on the observation that many processing activities have the same basic design: the same operation is applied over a large number of records (e.g., database records, vertices of a graph) to generate partial results (Map), which are then aggregated (Reduce) to produce the final output. The MapReduce model consists of two functions. The "map" function turns each input element into zero or more key-value pairs. A "key" is not unique, in fact several pairs with a given key might be generated by the Map. The "reduce" function is applied to the list of values associated with the same key: the result is a set of key-value pairs consisting of whatever is produced by the Reduce function applied to the input list. Between these main phases key-value pairs are sorted by key, and values with the same key are brought together. This simple two-step computational structure appears in Figure 1 .
Users create their own applications by just defining the "map" function which specifies per-record computations, and the "reduce" function which specifies the aggregation performed on map outcomes. Both functions operate in parallel on different key-value pairs. A mapper takes input key-value pairs and generates a set of intermediate key-value pairs. Then a reducer is applied to all values associated with the same intermediate key to generate final key-value pairs.
MapReduce works on top of a distributed file system [17] . The execution framework handles transparently all non-functional aspects of computation on big clusters. It is responsible, among other things, for scheduling (moving code to data), handling faults, and the distributed sorting and shuffling between the map and reduce phases. A "partitioner" module is responsible for dividing up the intermediate key space and assigning intermediate key-value pairs to reducers.
B. Distributed State Space Generation
The idea underlying a distributed algorithm for state space exploration is that of using multiple computational units to explore different parts of the whole state space in parallel. This task is typically performed by using Workers-based algorithms [18] : states are partitioned among workers by means of a static hash function; workers explore successor states and assign them to the proper computational units. Communication among different machines is usually implemented through message passing. Since state space partitioning is a known critical issue, load balancing techniques and compact state representations [19] , [20] were set up. Recent studies have also shown the convenience of exploiting big data approaches and cloud computing facilities to accomplish this task. A framework (called MARDIGRAS) [8] was recently developed to ease implementing distributed state space builders for different formalisms. Given a cluster of n machines, a MARDIGRAS-based application generates n files F 1 , F 2 , ..., F n storing a partition of the whole state space. MARDIGRAS supports symbolic state representations, thus a single state can actually represent an aggregate. Let S be the set of reachable states: the set of states emitted by the ith computational unit is S i = {s ∈ S : Hash(f (s)) = i}, where f : S → D S is a user supplied function such that,
I.e., f associates states with specific features (represented by the domain D S ) that must coincide for each pair of states related by inclusion.
What makes developing a distributed model checker on top of MARDIGRAS easy and convenient is its particular implementation of transition relation (R 4) , the Map function associates the identifiers of these states with a particular "empty" value ⊥ (line 4). In addition, each mapper emits its input (line 7). After the shuffle phase, all the values with the same identifier are brought together so that the Reduce function can emit the final output by just checking for the occurrence of the empty value in the input list (lines 10-11). The HADOOP MAPREDUCE framework transparently handles the emitIntermediate function in order to produce all the intermediate key-value pairs forming shuffler's input. The Reduce function instead uses the emit routine to produce the final output in the form of binary files of the HADOOP DISTRIBUTED FILESYSTEM [21] . Each reducer produces its own output file that can be either retrieved by the user or re-processed by the framework in order to evaluate a more complex formula.
EG Formulas: The operator [[EGφ]] T is likewise computed. The evaluation of the final result is just a bit more complex than in the previous case. Our approach is based on the greatest fixed-point characterization of the monotonic predicate transformer (1). Thus an iterative MapReduce algorithm is used, where at each iteration the predicate transformer is computed on the output of the previous iteration, until a fixed-point is reached. Algorithm 2 shows the Map and the Reduce functions employed during job 
E[φU ψ] Formulas: The approach to compute [[E[φU ψ]]]
T is similar to the previous one(s). It is based on the least fixed-point characterization of the monotonic predicate transformer (2) . We assume that the states satisfying φ and ψ have been pre-computed. The iterative fixed-point algorithm uses the MAP and the REDUCE functions presented in Algorithm 3. The input of each iteration is made up by a set of files storing the current evaluation of the formula (X) and another set storing [[ψ]] T . Since at the beginning X = ∅, and the predicate transformer (2) 
V. EXPERIMENTS
The experiments described here were executed using the Amazon Elastic MapReduce [22] [23] . The models are three known Petri nets (more precisely, P/T nets) benchmarks, whose state spaces have been generated by a MARDIGRAS instance.
if s ∈ X then 3:
for e ∈ R − (s) do 4:
emitIntermediate(e, ⊥) 5:
end for 6:
emitIntermediate(k, s) 9:
end if 10: end function 11: function REDUCE(k, list(states)) 12:
if (s =⊥∈ lis) then 13: Dekker: This model represents a variant of Dekker's mutual exclusion algorithm [23] , for N = 20 processes. The model's state space is an order of magnitude bigger than in the previous example: 1.153 × 10 7 reachable states. As shown by Table II and Fig. 2a , the benefits deriving from the distributed approach are evident. In fact, the evaluation of all three formulas gets faster when augmenting the number of computational units. In Fig. 2b (and Fig. 2e for the next model) the function cheat(n) = time(1)/time(n) is plotted, time(n) being the execution time with n compute nodes. As shown in Fig. 2c , the distributed approach efficiency (cheat(n)/n) is quite poor. As for this model, there is a clear evidence that the application scales well when using no more than four compute nodes. Four represents the optimal number of worker nodes, in terms of efficiency.
Simple Load Balancing: The simple load balancing (SLB) model represents 10 clients, 2 servers, and among these, a load balancer process. The associated state-transition graph is huge: 4.060 × 10 8 states and 3.051 × 10 9 arcs, for a total size of 120 GB of data. As shown by Table III and by Figure 2d , the benefits deriving from the distributed approach are more evident than in the previous examples. This points out a clear trend: the higher the model complexity, the better the distributed algorithm's scalability. In fact, both the cheat (Figure 2e ) and the efficiency (Figure 2f ) curves behave significantly better than for the Dekker model. To be noticed, a super-linear speed-up is achieved during the evaluation of EG [ψ] . The comparison of results obtained from the analysis of two last models suggests that the proposed approach performs better when the amount of data to be processed are relevant: e.g., the maximum cheat for the Dekker system is just 5.5, against a peak value of 17.7 for the SLB system. That is confirmed also for efficiency: the experiments show that the usage of a high number of compute units can be exploited when analysing big amounts of data. In fact, with a configuration of 16 machines, the average efficiency of the distributed model checking of the Dekker system is just 0.3, against a 0.8 value obtained for the SLB.
VI. RELATED WORK
Works presented in [24] , [25] , [26] discuss parallel/distributed verification of Linear Temporal Logic (LTL) formulas. They aim at increasing memory availability and reducing the overall computation time by employing distributed search techniques of accepting cycles in Büchi automata. Distributed and parallel approaches to CTL model checking have been proposed in [27] , [7] , [28] . The model state space is splitted into a number of "partial state spaces". Each node involved in the computation owns a partial state space and performs a (partial) model checking on this incomplete structure. This is the main idea that most of existing distributed approaches for both LTL and CTL model checking rely upon. The differences stay in the way the state space is partitioned (through a partition function), which is a crucial issue. In order for a parallel/distributed model checking to be effective, a good load balancing among machines must be achieved. Ideally each computation unit should manage nearly the same number of states. The performances of distributed approaches also depend on the number of cross-border transitions of the partitioned state space (i.e., transitions having the source state stored in a component and the target in another component). This number should be kept as small as possible, since it heavily impacts on the overall number of messages sent over the network during analysis [28] . Some probabilistic partitioning techniques have been proposed for LTL model checking, e.g., [24] , [29] . A different approach based on the structural properties of the formula to verify has been proposed in [30] . Our MapReducebased framework for CTL model checking is quite different from distributed approaches relying on message passing. The only synchronization point among computational units is the shuffle phase, where key-value pairs emitted by mappers are sorted and moved to reducers. The number of cross-border transitions is not actually a critical issue. We know that a small number of cross-border transitions usually means a reduced network traffic due to data exchange. This is partially achieved with the map phase: the shuffling starts up as soon as data become available from single mappers, without waiting for the entire map output. Furthermore, there is an experimental evidence that the time required by shuffling is not dominating w.r.t. the overall computation time. Thus adding a (dynamic) partitioning phase between MapReduce iterations might not really be advantageous, or even hurt performances. We plan to deepen this point in order to better understand how a more sophisticated partitioning could impact on the performances of a MapReduce-based approach. A comparison with tools representing the state-of-the-art of Petri nets' distributed analysis ( [7] , [28] ) highlights the effectiveness of big data approaches in formal verification. In fact, it seems that these tools can efficiently manage state spaces of magnitude up to 10 7 , while there are no experimental evidences about their successfully usage for greater magnitude orders. Concerning the state-of-the-art of sequential Petri nets tools [23] (based on explicit states), such as LoLa [31] , it turns out they perform very well on small/medium size state spaces, or on models exhibiting specific features such as symmetry and/or a high degree of concurrency. But [23] have shown they are, in many cases, unable to verify CTL formulas on the Dekker and the SLB models.. Our main goal and contribution, however, has been to provide users with a model checking framework (rather than a tool), which can be easily deployed in the cloud. In fact, departing from the current literature on distributed CTL model checking, we considered an important, sometimes understated, aspect: we have enabled a "pushbutton" operating mode in the context of distributed formal verification to remove, or dramatically lower, the costs of deploying applications into end-to-end solutions. Think, e.g., of the intrinsic complexity of grids and high-performance computing clusters. We have provided a way to run complex scientific applications on Cloud Computing infrastructures, meeting compute-intensive and data-intensive challenges of formal verification. To our knowledge, a few other techniques and tools have been introduced, with similar aims. E.g, [32] presents a MapReduce approach to check specifications expressed in a metric temporal logic over large execution traces, with aggregation modalities; [33] attempts (in a quite different context, i.e., Swarm Verification) to exploit massively parallel jobs running test randomization techniques to verify the correctness of mission critical software.
VII. CONCLUSION AND FUTURE WORK
Cloud computing is an emerging and evolving paradigm where challenges and opportunities allow for new research directions and applications. Companies such as Amazon, Microsoft, and Google are putting remarkable efforts in delivering services able to offer hundreds, or even thousands, commodity computers available to customers, thus enabling users to run massively parallel jobs. There is enough evidence that this trend will continue. Once reached maturity, it could dramatically change the way software verification tasks are performed. This paper presents a framework for model checking very complex systems, based on iterative MapReduce algorithms that use a fixed-point characterization of temporal operators of CTL. Despite model checking software tools are often called "push-button" technologies, managing the high-performance computing environments required by scientific applications is far from being considered such, especially if one wants to exploit general purpose cloud computing facilities. Our framework has been designed for re-enabling a "push-button" operating mode in the context of distributed formal verification. We have reported some experiments showing the convenience of using the framework to effectively check CTL formulas on huge state spaces. In some particular cases a super-linear speedup has been achieved. We believe that this work could be a further step towards reducing the distance between different, but related communities: the "formal methods" one and the "big data" one. Exposing this issue to scientists with different skills could stimulate the development of new interesting and effective solutions.
