Abstract. Characterizations of global optimality are given for general difference convex (DC) optimization problems involving convex inequality constraints. These results are obtained in terms of E-subdifferentials of the objective and constraint functions and do not require any regularity condition. An extension of Farkas' lemma is obtained for inequality systems involving convex functions and is used to establish necessary and sufficient optimality conditions. As applications, optimality conditions are also given for weakly convex programming problems, convex maximization problems and for fractional programming problems.
Introduction
Consider the following general constrained difference convex (DC) global optimization problem (P) global minimize p(z) -f(x) subject to gi(z) 6 0, i E I, where I is an arbitrary index set and the functions p, f, gi : JR" + IR, i E I, are continuous convex functions. The optimization model problem (P) covers, in particular, the standard convex programming problem and convex maximization problems. The model problem appears in various practical applications (see [ 12, 13, 193) problems with finitely many convex constraints using a generalized Slater regularity condition have been given in Ellala [3] . These dual conditions are expressed utilizing &-subdifferentials. From the theoretical and computational view point, a detailed examination and the development of necessary and sufficient conditions for global optimization problems is of great importance, see [ 1, 19, 2.51. These conditions can also be used as stopping rules in numerical procedures, such as branch and bound methods, for solving global optimization problems.
In this paper, we establish dual conditions characterizing global optimality of the model problem (P) . The conditions are given in terms of s-subdifferentials and they do not require any regularity hypothesis. An extension of Farkas' lemma for inequality systems involving convex functions allows us to obtain the necessary and sufficient dual optimality conditions for the convex inequality constrained problem (P). As applications, we also present optimality conditions for problems with weakly convex ([24] ) objective functions, for convex maximization problems and for a class of fractional programming problems. The technical tools used in our approach are &-subdifferentials and conjugate functions.
The outline of the paper is as follows. In the next section, we develop a version of Farkas' lemma for systems involving convex functions, and in Section 3 we establish necessary and sufficient optimality conditions for a general global difference convex minimization problem with convex constraints. In the appendix, we provide a proof of the extended Farkas' lemma used in Section 3 and related details on solvability of convex inequality systems.
.&ubdifferentials and Farkas' Lemma
We begin this section by presenting definitions of the Fenchel-Moreau conjugate and the &-subdifferential and their relationships. Throughout this paper X shall denote a real Banach space. The continuous dual space to X will be denoted by X' and will be endowed with the weak* topology. For a set D c X we shall denote the closure and convex hull of D by cl D and co D respectively. The cone generated by the set D is denoted cone D := U,>ocrD. The closed convex cone generated by D is denoted by cl (cocone D) .
