We introduce AI rationalization, an approach for generating explanations of autonomous system behavior as if a human had performed the behavior. We describe a rationalization technique that uses neural machine translation to translate internal state-action representations of an autonomous agent into natural language. We evaluate our technique in the Frogger game environment, training an autonomous game playing agent to rationalize its action choices using natural language. A natural language training corpus is collected from human players thinking out loud as they play the game. We motivate the use of rationalization as an approach to explanation generation and show the results of two experiments evaluating the effectiveness of rationalization. Results of these evaluations show that neural machine translation is able to accurately generate rationalizations that describe agent behavior, and that rationalizations are more satisfying to humans than other alternative methods of explanation.
INTRODUCTION
Autonomous systems must make complex sequential decisions in the face of uncertainty. Explainable AI refers to artificial intelligence and machine learning techniques that can provide human understandable justification for their behavior. With the proliferation of AI in everyday use, explainability is important in situations where human operators work alongside autonomous and semiautonomous systems because it can help build rapport, confidence, and understanding between the agent and its operator. For instance, a non-expert human collaborating with a robot for a search and rescue mission requires confidence in the robot's action. In the event of failure-or if the agent performs unexpected behaviors-it is natural for the human operator to want to know why. Explanations help the human operator understand why an agent failed to achieve a goal or the circumstances whereby the behavior of the agent deviated from the expectations of the human operator. They may then take appropriate remedial action: trying again, providing more training to machine learning algorithms controlling the agent, reporting bugs to the manufacturer, etc.
Explanation differs from interpretability, which is a feature of an algorithm or representation that affords inspection for the purposes of understanding behavior or results. While there has been work done recently on the interpretability of neural networks [20, 21] , these studies mainly focus on interpretability for experts on nonsequential problems. Explanation, on the other hand, focuses on sequential problems, is grounded in natural language communication, and is theorized to be more useful for non-AI-experts who need to operate autonomous or semi-autonomous systems.
In this paper we introduce a new approach to explainable AI: AI rationalization. AI rationalization is a process of producing an explanation for agent behavior as if a human had performed the behavior. AI rationalization is based on the observation that there are times when humans may not have full conscious access to reasons for their behavior and consequently may not give explanations that literally reveal how a decision was made. In these situations, it is more likely that humans create plausible explanations on the spot when pressed. However, we accept human-generated rationalizations as providing some lay insight into the mind of the other.
AI rationalization has a number of potential benefits over other explainability techniques: (1) by communicating like humans, rationalizations are naturally accessible and intuitive to humans, especially non-experts (2) humanlike communication between autonomous systems and human operators may afford human factors advantages such as higher degrees of satisfaction, confidence, rapport, and willingness to use autonomous systems; (3) rationalization is fast, sacrificing absolute accuracy for real-time response, appropriate for real-time human-agent collaboration. Should deeper, more accurate explanations or interpretations be necessary, rationalizations may need to be supplemented by other explanation, interpretation, or visualization techniques.
We propose a technique for AI rationalization that treats the generation of explanations as a problem of translation between adhoc representations of states and actions in an autonomous system's environment and natural language. To do this, we first collect a corpus of natural language utterances from people performing the learning task. We then use these utterances along with state information to train an encoder-decoder neural network to translate between state-action information and natural language.
To evaluate this system, we explore how AI rationalization can be applied to an agent that plays the game Frogger. This environment is notable because conventional learning algorithms, such as reinforcement learning, do not learn to play Frogger like human players, and our target audience would not be expected to understand the specific information about how an agent learns to play this game or why it makes certain decisions during execution. We evaluate our approach by measuring how well it can generate rationalizations that accurately describe the current context of the Frogger environment. We also examine how humans view rationalizations by measuring how satisfying rationalizations are compared to other baseline explanation techniques. The contributions of our paper are as follows:
• We introduce the concept of AI rationalization as an approach to explainable AI.
• We describe a technique for generating rationalizations that treats explanation generation as a language translation problem from internal state to natural language.
• We report on an experiment using semi-synthetic data to assess the accuracy of the translation technique.
• We analyze how types of rationalization impact human satisfaction and use these findings to inform design considerations of current and future explainable agents.
BACKGROUND AND RELATED WORK
For a model to be interpretable it must be possible for humans to explain why it generates certain outputs or behaves in a certain way. Inherently, some machine learning techniques produce models that are more interpretable than others. For sequential decision making problems, there is often no clear guidance on what makes a good explanation. For an agent using Q-learning [18] , for example, explanations of decisions could range from "the action had the highest Q value given this state" to "I have explored numerous possible future state-action trajectories from this point and deemed this action to be the most likely to achieve the highest expected reward according to iterative application of the Bellman update equation. " An alternate approach to creating interpretable machine learning models involves creating separate models of explainability that are often built on top of black box techniques such as neural networks. These approaches, sometimes called model-agnostic [14, 20, 21] approaches, allow greater flexibility in model selection since they enable black-box models to become interpretable. Other approaches seek to learn a naturally interpretable model which describes predictions that were made [8] or by intelligently modifying model inputs so that resulting models can describe how outputs are affected [14] .
Explainable AI has been explored in the context of ad-hoc techniques for transforming simulation logs to explanations [17] , intelligent tutoring systems [3] , transforming AI plans into natural language [16] , and translating multiagent communication policies into natural language [1] . Our work differs in that the generated rationalizations do not need to be truly representative of the algorithm's decision-making process. This is a novel way of applying explainable AI techniques to sequential decision-making in stochastic domains.
AI RATIONALIZATION
Rationalization is a form of explanation that attempts to justify or explain an action or behavior based on how a human would explain a similar behavior. Whereas explanation implies an accurate account of the underlying decision-making process, AI rationalization seeks to generate explanations that closely resemble those that a human would most likely give were he or she in full control of an agent or robot. We hypothesize that rationalizations will be more accessible to humans that lack the significant amount of background knowledge necessary to interpret explanations and that the use of rationalizations will result in a greater sense of trust or satisfaction on the part of the user. While Rationalizations generated by an autonomous or semi-autonomous system need not accurately reflect the true decision-making process underlying the agent system, they must still give some amount of insight into what the agent is doing.
Our approach for translating representations of states and actions to natural language consists of two general steps. First, we must create a training corpus of natural language and state-action pairs. Second, we use this corpus to train an encoder-decoder network to translate the state-action information to natural language (workflow in Figure 1 ).
Training Corpus
Our technique requires a training corpus that consists of stateaction pairs annotated with natural language explanations. To create this corpus, we ask people to complete the agent task's in a virtual environment and "think aloud" as they complete the task. We record the visited states and performed actions along with the natural language utterances of critical states and actions. This method of corpus creation ensures that the annotations gathered are associated with specific states and actions. In essence we create parallel corpora, one of which contains state representations and actions, the other containing natural language utterances. The precise representation of states and actions in the autonomous system does not matter as long as they can be converted to strings in a consistent fashion. Our approach emphasizes that it should not matter how the state representation is structured and the human operator should not need to know how to interpret it.
Translation from Internal Representation to Natural Language
We use encoder-decoder networks to translate between complex state and action information and natural language rationalizations. Encoder-decoder networks, which have primarily been used in machine translation and dialogue systems, are a generative architecture comprised of two component networks that learn how to translate an input sequence
The first component network, the encoder, is a recurrent neural network (RNN) that learns to encode the input vector X into a fixed length context vector v. This vector is then used as input into the second component network, the decoder, which is a RNN that learns how to iteratively decode this vector into the target output Y . We specifically use an encoder-decoder network with an added attention mechanism [11] .
EXPERIMENTS
In this work, we test the following two hypotheses:
(1) Encoder-Decoder networks can accurately generate rationalizations that fit the current situational context of the learning environment and (2) Humans will find rationalizations more satisfying than other forms of explainability
To test these hypotheses, we perform two evaluations in an implementation of the popular arcade game, Frogger. We chose Frogger as an experimental domain because computer games have been demonstrated to be good stepping stones toward real-world stochastic environments [9, 12] and because Frogger is fast-paced, has a reasonably rich state space, and yet can be learned optimally without too much trouble.
Rationalization Generation Study Methodology
Evaluating natural language generation is challenging; utterances can be "correct" even if they do not exactly match known utterances from a testing dataset. To facilitate the assessment of rationalizations generated by our technique, we devised a technique whereby semi-synthetic natural language was paired against state-action representations internal to an autonomous system. The semi-synthetic language was produced by observing humans "thinking out loud" while performing a task and then creating grammar that reproduced and generalized the utterances (described below). This enables us to use the grammar to evaluate the accuracy of our system since we can compare the rationalizations produced by our system to the most likely rule that would have generated that utterance in the grammar. Similar approaches involving the use of semi-synthetic corpora have been adopted in scenarios, such as text understanding [19] , where ground truth is necessary to evaluate the system. We conducted the experiments by generating rationalizations for states and actions in a custom implementation of the game Frogger. In this environment, the agent must navigate from the bottom of the map to the top while avoiding obstacles in the environment. The actions available to the agent in this environment are movement actions in the four cardinal directions and action for standing still.
We evaluate our rationalization technique against two baselines. The first baseline, the random baseline, randomly selects any sentence that can be generated by the testing grammar as a rationalization. The second baseline, the majority vote baseline, always selects sentences associated with the rule that is most commonly used to generate rationalizations on a given map.
Below we will discuss the process for creating the grammar, our training/test sets, and the results of this evaluation in more detail.
Grammar Creation.
In order to translate between state information and natural language, we first need ground truth rationalizations that can be associated explicitly with state and action information. To generate this information, we used crowdsourcing to gather a set of gameplay videos of 12 human participants from 3 continents playing Frogger while engaging in a think-aloud protocol, following the work by [4, 5] .
After players completed the game, they uploaded their gameplay video to an online speech transcription service and assigned their own utterances to specific actions. This layer of self-validation in the data collection process facilitates the robustness of the data. This process produced 225 action-rationalization trace pairs of gameplay.
We then used these action-rationalization annotations to construct a grammar for generating synthetic sentences, grounded in natural language. This grammar uses a set of rules based on in-game behavior of the Frogger agent to generate rationalizations that resemble the crowdsourced data gathered previously. Since the grammar contains the rules that govern when certain rationalizations are generated, it allows us to compare automatically generated rationalizations against a ground-truth that one would not normally have if the entire training corpus was crowdsourced.
Training and Test Set Generation.
Since we use a grammar to produce ground truth rationalizations, one can interpret the role of the encoder-decoder network as learning to reproduce the grammar. In order to train the network to do this, we use the grammar to generate rationalizations for each state in the environment. The rules that the grammar uses to generate rationalizations are based on a combination of the world state and the action taken. Specifically, the grammar uses the following triple to determine which rationalizations to generate: (s 1 , a, s 2 ). Here, s 1 is the initial state, a is the action performed in s 1 , and s 2 is the resulting state of the world after action a is executed. States s 1 and s 2 consist of the (x, y) coordinates of the agent and the current layout of grid environment. We use the grammar to generate a rationalization for each possible (s 1 , a, s 2 ) triple in the environment and then group these examples according to their associated grammar rules. For evaluation, we take 20% of the examples in each of these clusters and set them aside for testing. This ensures that the testing set contains a representative sample of the parent population while still containing example triples associated with each rule in the grammar.
To aid in training we duplicate the remaining training examples until the training set contains 1000 examples per grammar rule and then inject noise into these training samples in order to help avoid overfitting. Recall that the input to the encoder-decoder network is a triple of the form (s 1 , a, s 2 ) where s 1 and s 2 are states. To inject noise, we randomly select 30% of the rows in this map representation for both s 1 and s 2 and redact them by replacing them with a dummy value.
To evaluate how our technique for rationalization performs under different environmental conditions, we developed three different maps. The first map was randomly generated by filling 25% of the bottom with car obstacles and filling 25% of the top with log platforms. The second map was 50% cars/logs and the third map was 75% cars/logs (see Figure 2) . For the remainder of the paper, we refer to these maps as the 25% map, the 50% map, and the 75% map respectively. We also ensured that it was possible to complete each of these maps to act as a loose control on map quality.
Training and Testing the Network.
The parallel corpus of stateaction representations and natural language are used to train an encoder-decoder neural translation algorithm based on [11] . We use a 2-layered encoder-decoder network with attention using long short-term memory (LSTM) nodes with a hidden node size of 300. We train the network for 50 epochs and then use it to generate rationalizations for each triple in the testing set.
To evaluate the accuracy of the encoder-decoder network, we need to have a way to associate the sentence generated by our model with a rule that exists in our grammar. The generative nature of encoder-decoder networks makes this difficult as its output may accurately describe the world state, but not completely align with the test example's output. To determine the rule most likely to be associated with the generated output, we use BLEU score [13] to calculate sentence similarity between the sentence generated by our predictive model with each sentence that can be generated by the grammar and record the sentence that achieves the highest score. We then identify which rule in the grammar could generate this sentence and use that to calculate accuracy. If this rule matches the rule that was used to produce the test sentence then we say that it was a match.
Accuracy is defined as the percentage of the predictions that matched their associated test example. We discard any predicted sentence with a BLEU score below 0.7 when compared to the set of all generated sentences. This threshold is put in place to ensure that low quality rationalizations in terms of language syntax do not get erroneously matched to rules in the grammar.
It is possible for a generated sentence to be associated with more than one rule in the grammar if, for example, multiple rules achieve the same, highest BLEU score. If the rule that generated the testing sentence matches at least one of the rules associated with the generated sentence, then we count this as a match.
Rationalization Generation Results.
The results of our experiments validating our first hypothesis can be found in Table ? ?. As can be seen in the table, the encoder-decoder network was able to consistently outperform both the random baseline and majority baseline models. Comparing the maps to each other, the encoderdecoder network produced the highest accuracy when generating rationalizations for the 75% map, followed by the 25% map and the 50% map respectively. To evaluate the significance of the observed differences between these models, we ran a chi-squared test between the models produced by the encoder-decoder network and random predictor as well as between the encoder-decoder network models and the majority classifier. Each difference was deemed to be statistically significant (p < 0.05) across all three maps.
Rationalization Generation
Discussion. The models produced by the encoder-decoder network significantly outperformed the baseline models in terms of accuracy percentage. This means that this network was able to better learn when it was appropriate to generate certain rationalizations when compared to the random and majority baseline models. Given the nature of our test set as well, this gives evidence to the claim that these models can generalize to unseen states as well. While it is not surprising that encoderdecoder networks were able to outperform these baselines, the margin of difference between these models is worth noting. The performances of both the random and majority classifiers are a testament to the complexity of this problem. These results give strong support to our claim that our technique for creating AI rationalizations using neural machine translation can accurately produce rationalizations that are appropriate to a given situation.
Rationalization Satisfaction Study Methodology
The results of our previous study indicate that our technique is effective at producing appropriate rationalizations. This evaluation is meant to validate our second hypothesis that humans would find rationalizations more satisfying than other types of explanation for sequential decision making problems. To do this, we asked people to rank and justify their relative satisfaction with explanations generated by three agents (described below) as each performs the same task in identical ways, only differing in the way they express themselves. The three agents are:
• The rationalizing robot, uses our neural translation approach to generate explanations.
• The action-declaring robot, states its action without any justification. For instance, it states "I will move right".
• The numerical robot, simply outputs utility values with no natural language rationalizations. We will discuss our human subjects protocol and experimental results below.
Participants.
Fifty-three adults (age range = 22 -64 years, M = 34.1, SD = 9.38) were recruited from Amazon Mechanical Turk (AMT) through a management service called TurkPrime [10] . Twenty-one percent of the participants were women, and only three countries were reported when the participants were asked what country they reside in. Of these, 91% of people reported that they live in the United States.
Procedure.
After reading a brief description of our study and consenting to participate, participants were introduced to a hypothetical high-stakes scenario. In this scenario, the participant must remain inside a protective dome and rely on autonomous agents to retrieve food packages necessary for survival. The environment is essentially a "re-skinned" version of Frogger (see figure 3 ) that is contextually appropriate for the high-stakes hypothetical scenario. Figure 4 : Count of 1 st , 2 nd , and 3 rd place ratings given to each robot. The rationalization robot received the most 1 st place, the action-declaring robot received the most 2 nd place, and the numeric robot received the most 3 rd place ratings.
To avoid effects of preconceived notions, we did not use the agents' descriptive names in the study; we introduced the agents as "Robot A" for the rationalizing robot, "Robot B" for the action-declaring robot, and "Robot C" for the numerical robot.
Next, the participants watched a series of six videos in two groups of three: three depicting the agents succeeding and three showing them failing. Participants were quasi-randomly assigned to one of the 12 possible presentation orderings, such that each ordering was designed to have the same number of participants. After watching the videos, participants were asked to rank their satisfaction with the expressions given by each of the three agents and to justify their choices in their own words. Figure 4 shows that the rationalizing robot (Robot A) received the most 1 st place ratings, the action-declaring robot (Robot B) received the most 2 nd place ratings, and the numerical robot (Robot C) received the most 3 rd place ratings. To determine whether any of these differences in satisfaction ratings were significant, we conducted a non-parametric Friedman test of differences among repeated measures. This yielded a Chi-square value of 45.481, which was significant (p < 0.001).
Satisfaction Results and Analysis.
To determine which of the ratings differences were significant, we made pairwise comparisons between the agents, using the Wilcoxon-Nemenyi-McDonald-Thompson test [7] . All three comparisons yielded a significant difference in ratings. The satisfaction ratings for the rationalization robot were significantly higher than those for both the action-declaring robot (p = 0.0059) as well as the numerical robot (p < 0.001). Furthermore, the ratings for the action-declaring robot were significantly higher than those for the numeric robot (p < 0.001).
We also analyzed the justifications that participants provided for their rankings using approaches inspired by thematic analysis [2] and grounded theory [15] . Starting with an open coding scheme, we developed a set of codes that covered various reasonings behind the ranking of the robots. Using the codes as analytic lenses, we clustered them under emergent themes, which shed light into the dimensions of satisfaction. Through an iterative process performed until consensus was reached, we distilled the most relevant themes into insights that can be used to understand the "whys" behind satisfaction of explanations. In our discussion of these responses, we refer to participants using the following abbreviation: P1 is used to refer to participant 1, P2 is used to refer to participant 2, etc.
Findings and Discussion.
As we hypothesized, the rationalizing agent's explanations were rated higher than were those of the other two agents, implying that rationalization enhances satisfaction over action-declaring, natural language description and over numeric expressions.
In addition to the preference for a natural language substrate, four attributes emerged from our thematic analysis that characterize prototypical satisfactory rationalization: explanatory power, relatability, ludic nature, and adequate detail. These same attributes can be used to distinguish the rationalizing robot from the actiondeclaring robot.
In terms of explanatory power, the rationalizing robot's ability to explain its actions was the most cited reasons for its superior placement in the satisfaction rankings. Human rationalizations allow us to form a theory of mind for the other [6] , enabling us to better understand motivations and actions of others. Similarly, the rationalizing robot's ability to show participants ". . . what it's doing and why" (P6) enabled them to ". . . get into [the rationalizing robot's] mind" (P17), boosting satisfaction and confidence. Despite using natural language, the action declaring robot yielded dissatisfaction. As P38 puts it, "[The action-declaring robot] explained almost nothing. . . which was disappointing." The explanatory attribute of the rationalizing robot reduces friction of communication and results in improved satisfaction.
With respect to relatability, the personality expressed through rationalizing robot's explanation allowed participants to relate to it:
[The rationalizing robot] was relatable. He felt like a friend rather than a robot. I had a connection with [it] that would not be possible with the other 2 robots because of his built-in personality. (P21)
Participants also engaged with the rationalizing robot's ludic quality, expressing their appreciation of its perceived playfulness: "[The rationalizing robot] was fun and entertaining. I couldn't wait to see what he would say next!" (P2).
A rationalization yields higher satisfaction if it is adequately detailed. The action-declaring robot, despite its lack of explainability, received some positive comments. People who preferred the action-declaring robot over the rationalizing robot claimed that "[the rationalizing robot] talks too much" (P47), the action-declaring robot is "nice and simple" (P48), and that they "would like to experience a combination of [the action-declaring robot] and [the rationalizing robot]" (P41). Context permitting, there is a need to balance level of detail with information overload.
These findings also align with our proposed benefits of AI Rationalization, especially in terms accessible explanations that are intuitive to the non-expert. We also observed how the humancentered communication style facilitates higher degrees of rapport. The insights not only help evaluate the quality of responses generated by our system, but also sheds light into design considerations that can be used to build the next generation of explainable agents.
FUTURE WORK
Our next step is to build on our current work and investigate hypotheses about how types of rationalizations impact human preferences of AI agents in terms of confidence, perceived intelligence, tolerance to failure, etc. To address these questions, it will be necessary to conduct experiments similar to the one described above. It will be interesting to see how inaccurate rationalizations can be before feelings of confidence and rapport are significantly affected. Our experimental methodology can be adapted to inject increasingly more error into the rationalizations and understand human preferences.
CONCLUSIONS
AI rationalization provides a new lens through which we can explore the realms of Explainable AI. As society and AI integrates further, we envision the increase in human operators who will want to know why an agent does what it does in an intuitive and accessible manner.
We have shown that creating rationalizations using neural machine translation techniques produces rationalizations with accuracies above baselines. We have also shown that rationalizations produced using this technique were more satisfying than other alternative means of explanation.
Rationalization allows autonomous systems to be relatable and human-like in their decision-making when their internal processes can be non-intuitive. We believe that AI rationalization can be an important step towards the democratization of real-world commercial robotic systems in healthcare, accessibility, personal services, and military teamwork.
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