Using a variational formulation, we derive the Kirkwood superposition approximation for systems at equilibrium in the thermodynamic limit. We define the entropy of the triplet correlation function and show that the Kirkwood closure brings the entropy to its maximal value. This approach leads to a different interpretation for the Kirkwood closure relation, usually explained by probabilistic considerations of dependence and independence of particles. The Kirkwood closure is generalized to finite volume systems at equilibrium by computing the pair correlation function in finite domains. Closure relations for high order correlation functions are also found using a variational approach. In particular, maximizing the entropy of quadruplets leads to the high order closure g 1234 ϭg 123 g 124 g 134 g 234 /͓g 12 g 13 g 14 g 23 g 24 g 34 ͔ used in the Born-Green-Yvon 2 equations which are a pair of integral equations for the triplet and pair correlation functions.
I. INTRODUCTION
The pair correlation function is one of the cornerstones in the theory of simple liquids. [1] [2] [3] [4] [5] [6] Many thermodynamic properties of the fluid can be derived from the pair function. There are two main approaches to finding the pair function. The first approach is based on the Ornstein-Zernike integral equation and a closure relation for the direct and indirect correlation functions. Many closure relations fall into this category, such as the Percus-Yevick approximation ͑PY͒, the hypernetted chain approximation ͑HNC͒, and the mean spherical approximation ͑MSA͒. The second approach relies on the Bogoliubov-Born-Green-Kirkwood-Yvon ͑BBGKY͒ hierarchy, which relates the nth correlation function with the (nϩ1)th correlation function, and assumes a closure relation that connects them. The Kirkwood superposition, which approximates the triplet correlation function by the product of the three pair correlation functions (nϭ2) g 3 ͑ x 1 ,x 2 ,x 3 ͒ϭg 2 ͑ x 1 ,x 2 ͒g 2 ͑ x 1 ,x 3 ͒g 2 ͑ x 2 ,x 3 ͒ ͓see also Eq. ͑42͔͒, was the first suggested closure of this kind. 7, 8 Approximating the quadruplet correlation function by the triplet correlation function (nϭ3) using the FisherKopeliovich closure 9 equation ͑43͒ turned out to yield a much better approximation for the pair correlation function than the Kirkwood superposition approximation ͑SA͒, as noted by Ree et al. 10, 11 However, truncating the BBGKY hierarchy at a higher level (nу4) is computationally impractical at the moment.
Both approaches and the underlying closure relations have their own advantages and disadvantages. Their success is often evaluated in comparison with either molecular dynamics ͑MD͒ or Monte Carlo ͑MC͒ simulations. All closures succeed in the limit of ͑very͒ low density. However, when the density is increased they eventually fail, sooner or later. Choosing the ''best'' closure relation is an art in itself. Obviously, each choice of closure relation results in a different approximate solution for the pair function. The BBGKY equation ͑with or without the SA͒ has a great advantage over any other approach. For hard spheres it predicts a point where dp/d ϭ0, and hence it predicts solidification. Neither the PY or HNC theories can do this and so one expects the BBGKY approach to be superior at high densities, which is particularly important in applications to protein and channel biology. 12 Rice et al. 13, 14 improved the Kirkwood SA for systems of hard spheres and Lennard-Jones 6-12 potential. Meeron 15 and Salpeter 16 proposed a formal expression for the triplet correlation function in the form g 3 ͑ x 1 ,x 2 ,x 3 ͒ϭg 2 ͑ x 1 ,x 2 ͒g 2 ͑ x 1 ,x 3 ͒g 2 ͑ x 2 ,x 3 ͒ ϫexp͓͑x 1 ,x 2 ,x 3 , ͔͒, ͑1͒
where (x 1 ,x 2 ,x 3 ,)ϵ ͚ nϭ1 ϱ n ␦ nϩ3 (x 1 ,x 2 ,x 3 ). The coefficients ␦ nϩ3 (x 1 ,x 2 ,x 3 ) consist of simple 123-irreducible diagrams. Rowlinson 17 evaluated analytically the term ␦ 4 for a system of hard spheres. Rice 13, 14 evaluated the term ␦ 5 numerically and showed that the Padé approximation Ϸ ␦ 4 /(1Ϫ␦ 5 ) gives a better fit to the computer simulation of the hard-sphere system than the Kirkwood SA. However, Ree proved that this improvement to the Kirkwood SA is inferior to the high order closure relation of Refs. 10 and 11, because the latter takes into account all the diagrams of Refs. 13 and 14 and more. Hu et al. 18 showed that the integral closure relations ͑PY, HNC, and MSA͒ can be obtained from the Kirkwood SA using another approximation.
In this paper we derive the Kirkwood SA from a variational ͑Euler-Lagrange͒ formulation. We define an entropy functional for the triplet correlation function, and show that it produces the Kirkwood closure in the thermodynamic limit of number of particles and volume taken to infinity, while keeping the number density constant, i.e., N, V→ϱ, N/V ϭ. The triplet entropy functional is different from the physical entropy of the full N-particle system. Maximizing the triplet entropy functional, given the constraint that the pair correlation function is the marginal of the triplet correlation function, yields the SA.
This maximum entropy formulation leads to a different closure for a finite volume system which we write as an integral equation. In the thermodynamic limit, the solution of this integral equation reduces to the Kirkwood SA. We describe an iterative procedure for solving the BBGKY equation with this generalized entropy closure.
Using this entropy closure instead of the Kirkwood SA produces different pair correlation functions. The entropy closure can be used to calculate the pair function in confined geometries. Specifically, we can deduce the resulting pair function near the domain walls ͑boundaries͒, and compare it to MC or MD simulations, and to the results of the original Kirkwood closure.
The present attempt to find the pair correlation function using a variational formulation is not new. Richardson 19 used a maximum entropy ͑minimum Helmholtz free energy͒ argument to obtain an equation for the pair correlation function. That variational approach consists in maximizing the entropy while assuming an approximate relation ͑closure͒ between the pair and triplet function, and resulted in an integral equation which differs from the Born-Green-Yvon ͑BGY͒ equation. On the other hand, the variational approach applied in this paper assumes that the BGY equation is exact, and maximizes the triplet entropy under the constraint that the pair correlation function is the marginal of the triplet function. This approach leads to a closure for the BGY equation. The resulting closure coincides with the Kirkwood SA for the radial function. Mathematically, the approach of Richardson 19 consists in solving a variational problem without imposing constraints, while the current proposed variational formulation includes constraints and is therefore solved by the method of Lagrange multipliers.
The definition of the n-particle entropy (3рnрN) is similar to the definition of the triplet entropy functional. The N-particle entropy coincides with the physical entropy and its maximization yields the Boltzmann distribution, as expected. High order closure relations are obtained by maximizing the n-particle entropy. In particular, maximizing the quadruplets entropy leads to the Fisher-Kopeliovich closure 9 and the corresponding BGY2 equation, 10, 11 that has been shown to give a very good fit to experimental data.
II. MAXIMUM ENTROPY
We consider a finite domain ⍀ʚR 3 . Suppose p 2 (x 1 ,x 2 ) is a known symmetric probability distribution function ͑pdf͒
where p 2 (x 1 ,x 2 ) represents the joint pdf of finding two particles at locations x 1 and x 2 , as usually defined in the statistical mechanics of fluids. This means a relationship between p 2 (x 1 ,x 2 ) and p 3 (x 1 ,x 2 ,x 3 ) can be expressed in the form of the constraints
An approximate closure relation can be found by solving the optimization problem of maximizing the triplet entropy functional
under the constraints ͑3͒. Note that H(p 3 ) differs from the physical entropy of the full N-particle system 
or equivalently
where
Clearly, ␥ i у0 (iϭ1,2,3), and therefore p 3 у0. Moreover, ␥ 1 ϭ␥ 2 ϭ␥ 3 because p 2 is symmetric. Setting ␥ϭ␥ 1 ϭ␥ 2 ϭ␥ 3 we find that
The constraint that p 2 is the marginal of p 3 gives an equation for ␥,
The symmetry of p 2 ͓Eq. ͑2͔͒ implies that of ␥,
If Eq. ͑8͒ has a unique solution, then p 2 determines ␥. However, the pdf p 2 is unknown. We know that p 2 satisfies the BBGKY equation,
where f(x 2 ,x 1 ) is the force exerted on a particle located at x 1 by another particle located at x 2 ; and f ex (x 1 ) is an external force field acting on a particle located at x 1 . Substituting the maximum entropy closure ͑7͒ into the BBGKY equation ͑9͒, together with the integral equation ͑8͒, produces a system of integral equations for p 2 and ␥,
To determine the pair correlation function p 2 , we need to solve the system ͑9͒.
III. TWO EXAMPLES
The system ͑9͒ can be solved or simplified in the case that the particles interact only with the external field and in the thermodynamic limit.
A. Noninteracting particles in an external field
Noninteracting particles in an external field are described by fϵ0 and the system ͑9͒ is reduced to
can be integrated to yield
where f ex (x 1 )ϭϪ" x 1 U ex (x 1 ), and h(x 2 ) is an arbitrary function ͑the integration constant͒. The symmetry condition ͑2͒ gives
where Cϭ͓͐ ⍀ e ϪU ex (x)/k B T dx͔ 2 is a normalization constant. As expected, we find that x 1 ,x 2 are independent random variables, p 2 (x 1 ,x 2 )ϭp 1 (x 1 )p 1 (x 2 ). In this case, the solution to Eq. ͑11͒ is given by
B. The thermodynamic limit
The thermodynamic limit is described by the following limiting process in which the domain is gradually enlarged to be all space, ⍀→R 3 , keeping the ratio between the number of particles, N, and the volume of the domain, Vϭ͉⍀͉, constant. The ratio N/Vϭ is the number density. In this limiting process, all the pdfs tend to zero, because the volume of the domain tends to infinity, and the pdfs are normalized with respect to that volume. It is therefore more convenient to work with number densities, such as , which are normalized with respect to a fixed volume, e.g., 1 cm 3 , and do not vanish in the limiting process.
First, we consider a bounded domain ⍀ʚR 3 . The previous example of noninteracting particles suggests the definition
which transforms Eq. ͑11͒ into
͑16͒
We rewrite Eq. ͑16͒ as
where p 2 (⍀) (x 1 ,x 2 )ϭp 2 (x 1 ,x 2 ), ␦ (⍀) (x 1 ,x 2 )ϭ␦(x 1 ,x 2 ), p 1 (⍀) (x 1 )ϭp 1 (x 1 ), to emphasize their dependency on the specific domain ⍀. We set
For example, if the two particles become independent when they are separated,
Next, we show that under the assumption ͑19͒
Indeed,
Taking the limit ⍀→R 3 , the o(1) term vanishes, and Eq. ͑17͒ gives ␦͑x 1 ,x 2 ͒ϭg 2 ͑ x 1 ,x 2 ͒, ͑21͒ as asserted.
We interpret Eq. ͑21͒ as the Kirkwood SA. Equations ͑7͒ and ͑15͒ imply that the triplet pdf satisfies
Taking the limit ⍀→R 3 and using Eq. ͑21͒, we obtain
which is the Kirkwood closure relation for the triplet correlation function. Usually, the motivation for using the Kirkwood SA is a probabilistic consideration of dependency and independency of particles 7 ͑see also Sec. V͒. Here we find another interpretation for the Kirkwood closure.
The Kirkwood closure is the ͑only͒ closure relation that brings the entropy of triplets of particles to its maximum value. The principle of maximum entropy is a well known principle in statistical mechanics, in testing statistical hypotheses, 21, 22 and beyond. 23, 24 The maximum entropy principle is also applicable to systems out of equilibrium; 25 therefore, Kirkwood's SA can be generalized to systems out of equilibrium. In the following section we give further motivation for its use.
IV. MINIMUM HELMHOLTZ FREE ENERGY
Elementary textbooks in statistical mechanics mention that the Boltzmann distribution,
brings the Helmholtz free energy,
͑25͒
to its minimum under the normalization constraint
For a pairwise additive potential together with an external field force
the potential energy term U(p) of the Helmholtz free energy ͑25͒ takes the simple form
are the marginal densities. If the pdf p 2 (x 1 ,x 2 ) is assumed to be known, as in Sec. II, then the energy term of the Helmholtz free energy U(p) is also known. Therefore, minimizing the Helmholtz free energy, under the assumption that the pdf p 2 (x 1 ,x 2 ) is known, is equivalent to maximizing the entropy, since U(p) is constant during the minimizing process.
V. PROBABILISTIC INTERPRETATION OF THE KIRKWOOD CLOSURE
The Kirkwood SA ͑23͒ was the first closure relation to be suggested 7 and tested 8 in the theory of simple liquids. This fact might be explained by its simplicity and its intuitive origin. In this section we give a probabilistic interpretation of the Kirkwood SA, and find its generalization for closure relations of higher orders of the BBGKY hierarchy. The problem at level n (nу2) is to find an approximation for the (nϩ1)-particle pdf in terms of the n-particle pdf. For example, the Kirkwood SA ͑23͒ closes the hierarchy at level nϭ2. High order closures are much more accurate, fitting better the experimental and simulated ͑MC or MD͒ data. 10, 11 However, the computational complexity increases drastically with n, making the truncation at level nу4 impractical at the moment.
First, consider the case nϭ2. We assume that particles become independent as they are separated ͑19͒, although we are certainly aware that long range forces such as the electric field can produce strong correlations over all of even a very large domain, as already noted by Kirkwood in his original paper. 7 In order to make the exact equality ͑19͒ into an approximation, we assume that there exists a distance dϾ0 such that
for ͉x 1 Ϫx 2 ͉Ͼd. Three interchangeable particles can be in four different configurations with respect to the distance d, depending on the number of intersections ͑see Fig. 1͒ . In all configurations but configuration (d), where all three particles intersect, there are at least two particles that do not intersect. Since the particles are interchangeable we may assume that ͉x 1 Ϫx 3 ͉Ͼd. Applying Bayes' law we have
By the independence assumption ͑28͒ we have
Therefore,
Multiplying by 1ϭp 2 (x 1 ,x 3 )/p 1 (x 1 )p 1 (x 3 ) we obtain
which is the Kirkwood SA. We see that the Kirkwood closure is a good approximation when at least two particles are sufficiently far apart and independent. However, it fails when all three particles are close to each other. Next, we find the n-level Kirkwood closure relation for the (nϩ1)-particle pdf in terms of the n-particle pdf using probabilistic considerations.
Proposition. The n-level Kirkwood closure relation is given by
Proof. We have already seen that the approximation holds for nϭ2,3. Assuming, by induction, that at least two particles are sufficiently far apart and independent, we can assume without loss of generality that particles 1 and n are far apart, and independent, ͉x 1 Ϫx n ͉Ͼd. Using Bayes' law, we find that p n ͑ x 1 ,x 2 ,...,x n ͒ ϭ p nϪ1 ͑ x 1 ,x 2 ,...,x nϪ1 ͒p n ͑ x n ͉x 1 ,x 2 ,...,x nϪ1 ͒.
Because particles 1 and n are sufficiently far apart it follows that p n ͑ x n ͉x 1 ,x 2 ,...,x nϪ1 ͒ϭ p nϪ1 ͑ x n ͉x 2 ,x 3 ,...,
Hence,
It follows from the induction assumption that for every j ϭ2,3,...,nϪ1, with particles 1 and n far apart, we have
.
͑35͒
Multiplying Eqs. ͑34͒ and ͑35͒ ͑for all jϭ2,3,...,nϪ1) ends the proof. 
In the case ⍀ϭR 3 , we define g n ͑ x 1 ,x 2 ,...,x n ͒ϭ lim
where we used the combinatorial identity
Note that the kϭ1 terms in the product of Eq. ͑38͒ cancel out, so the product may begin from kϭ2,
͑40͒
Taking the limit ⍀→R 3 we obtain the n-level Kirkwood closure relation,
͑41͒
Examples are as follows:
͑b͒ nϭ4 ͑Fisher-Kopeliovich 9 ͒ g 4 ͑ x 1 ,x 2 ,x 3 ,x 4 ͒ϭ g 3 ͑ x 1 ,x 2 ,x 3 ͒g 3 ͑ x 1 ,x 2 ,x 4 ͒g 3 ͑ x 1 ,x 3 ,x 4 ͒g 3 ͑ x 2 ,x 3 ,x 4 ͒ g 2 ͑ x 1 ,x 2 ͒g 2 ͑ x 1 ,x 3 ͒g 2 ͑ x 1 ,x 4 ͒g 2 ͑ x 2 ,x 3 ͒g 2 ͑ x 2 ,x 4 ͒g 2 ͑ x 3 ,x 4 ͒ . ͑43͒
VI. HIGH LEVEL ENTROPY CLOSURE
In this section we use the maximum entropy principle to derive the n-level closure relation, and compare the resulting closure relation with the n-level probabilistic Kirkwood closure of Sec. V. The problem at level n (nу2) is to find an approximation for the (nϩ1)-particle pdf in terms of the n-particle pdf. For example, the Kirkwood SA ͑23͒ closes the hierarchy at level nϭ2. We use the principle of maximum entropy to obtain the closure relation. As in the derivations of Sec. II, we assume that the n-particle pdf p n (x 1 ,x 2 ,...,x n ) is known, and we search for the (nϩ1)-particle pdf p nϩ1 (x 1 ,x 2 ,...,x nϩ1 ) that maximizes the entropy
with the nϩ1 constraints that the p n are the marginals of p nϩ1 ,
Since p 2 is the marginal of p n (nу2), it follows that p 2 is also known. Therefore, for a pairwise additive potential, maximizing the Helmholtz free energy of the (nϩ1)-particle system is equivalent to minimizing the entropy of the (n ϩ1)-particle system. Introducing the Lagrange multipliers j (x 1 ,...,x jϪ1 ,x jϩ1 ,...,x nϩ1 ), jϭ1,2,...,nϩ1, the EulerLagrange equation gives
Since the n particles are interchangeable,
͑45͒
Integration with respect to x nϩ1 yields
Solving the nonlinear integral equation ͑46͒ for ␥ and substituting in Eq. ͑45͒ gives the n-level closure relation of the n-level BBGKY hierarchy equation for p n ,
..,x nϩ1 ͒dx nϩ1 . ͑47͒
A. The thermodynamic limit
We have seen in Sec. III that the maximum entropy principle yields the Kirkwood SA (nϭ2) in the thermodynamic limit. In this section we show that in the thermodynamic limit, the maximum entropy principle results in the probabilistic Kirkwood closure ͑33͒ for all levels nу2.
First, we consider a bounded domain ⍀ʚR 3 . We set
we obtain
For min 1рjрn ͉x nϩ1 Ϫx j ͉ӷ1, the (nϩ1)-th particle becomes independent of particles 1,2,...,n, and we have
for all kϭ1,2,...,n and all sets of indices 1рi 1 Ͻi 2 Ͻ¯Ͻi kϪ1 рn. Therefore, to leading order in (min 1рjрn ͉x nϩ1 Ϫx j ͉)
where we have used the combinatorial identity
͑53͒
We conclude that
Substituting Eq. ͑49͒ in Eq. ͑45͒, using the relations ͑48͒ and ͑54͒, and the definition ͑37͒, we find that
͑55͒
We observe that for systems in the entire space, the probabilistic Kirkwood closure ͑41͒ agrees with the maximum entropy closure ͑55͒ for all orders n.
B. Closure at the highest level nÄNÀ1
Although the probabilistic Kirkwood closure and the maximum entropy closure agree in the case of systems in the entire space, they differ in the case of confined systems with a finite number of particles N. It appears that the maximum entropy closure ͑45͒ is exact in a confined system when applied at the highest level nϭNϪ1, whereas the probabilistic Kirkwood closure ͑33͒ is not exact. In other words, the maximum entropy closure relation yields the Boltzmann distribution ͑24͒. What appeared at first to be an approximation turns out to be the exact result. Indeed, setting
we see that clearly,
͑57͒
which is the Boltzmann distribution. The Boltzmann distribution obviously satisfies the BBGKY equation ͑47͒. Therefore, we have found a solution to BBGKY equation which satisfies the closure relation ͑45͒. This solution coincides with the Boltzmann distribution, and so we conclude that it is the exact solution. For the (NϪ1)-particle pdf p NϪ1 we have
which is both the exact and ''approximate'' result. The probabilistic Kirkwood approximation ͑33͒ gives, however, a different result. If it were to be exact, then the resulting (NϪ1)-particle pdf would have been given by Eq. ͑58͒. Therefore, all lower level pdf's p n (nрNϪ1) would be ͑multiple͒ integrals of the Boltzmann distribution. Therefore, by the closure ͑33͒, p N should be a product of integrals of the Boltzmann distribution, which is a contradiction to the known form of the Boltzmann distribution ͑24͒.
Although the maximum entropy closure is exact at the highest order nϭNϪ1, it is not exact at lower orders. The observation that the maximum entropy closure is exact at the highest level, while the probabilistic Kirkwood closure is not, may indicate that the maximum entropy closure may fit the experimental data better than the probabilistic Kirkwood closure does in confined systems, even when used at lower levels (nϭ2,3).
VII. CONFINED SYSTEMS
Systems in bounded domains are particularly important because only bounded domains can include the spatially nonuniform boundary conditions needed to describe devices, with spatially distinct inputs, outputs, and ͑sometimes͒ power supplies. A large fraction of electrochemistry involves such devices as batteries or concentration cells. A large fraction of molecular biology involves such devices as transport proteins that move ions across otherwise impermeable membranes. 26, 27 In the general case, where ⍀ʚR 3 is a bounded domain, there is no known analytic solution to the system ͑9͒. We propose to solve this system by the following iterative scheme:
͑3͒ Solve the nonlinear system for ␥
͑4͒ i←iϩ1. Return to step 2, until convergence is achieved.
The analysis of the preceding section indicates that a good initial guess might be
where g 2 (x 1 ,x 2 ) is the solution to the BBGKY equation with the Kirkwood SA in the entire space R 3 . This solution can be found rather easily using the inherited symmetries of the problem. For example, it is well known that if f ex ϭ0, then g 2 (x 1 ,x 2 )ϭg 2 (͉x 1 Ϫx 2 ͉), and the problem for g 2 becomes one dimensional.
Step The identity " x 1 ϫ" x 1 u(x 1 )ϭ0, for all u, imposes a solvability condition for ␥. Indeed, taking the curl of the last equation, together with the closure ͑7͒ results in the entropy ͑66͒ depends on the particle fraction N ␣ /N, we expect the resulting confined system pair correlation will also depend on the particle fraction.
IX. DISCUSSION AND SUMMARY
We have used the maximum entropy principle to derive a closure relation for the BBGKY hierarchy. It is possible to consider functionals over distributions other than the entropy that can yield different ͑known͒ closures. In fact, a somewhat similar approach is used in density functional theory ͑DFT͒. In the DFT problem setup, a functional of the pair correlation function ͑e.g., the Helmholtz free energy͒ is maximized. The function that brings the given functional to its maximal value is the resulting pair correlation function. Using this method, one can recover some of the Ornstein-Zernike integral closures that relate the direct and indirect correlation functions, such as the PY closure, for instance. Our approach differs from that of the DFT in that we optimize over relations between the probability correlation ͑density͒ functions of successive orders, rather than over relations between the direct and indirect correlation functions.
In this paper we have used the maximum entropy principle to derive a closure relation for the BBGKY hierarchy. This approach to the closure problem appears to be new. We proved that for systems in the entire space, the maximum entropy closure relation coincides with the probabilistic Kirkwood SA for all orders of the hierarchy. In finite systems the maximum entropy closure differs from Kirkwood's SA. In particular, when applied to the highest level of the hierarchy, the maximum entropy closure is exact, whereas the probabilistic Kirkwood approximation is not. Besides the advantage of generality, the maximum entropy closures are expected to perform better than the Kirkwood SA, even in low order approximations. We expect the differences between the pair correlation functions predicted by the two methods to be significant especially near the domain boundaries. The maximum entropy closure may be applicable to nonequilibrium systems, and in particular to systems with spatially inhomogeneous boundary conditions. That implementation of the maximum entropy closure will be the subject of a separate paper.
