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ABSTRACT
This study seeks to advance present modelling capabilities in respect
of soot and thermal radiation emission from fires. Such developments
are crucial to the improved estimate of the hazard potential of
accidental fires.
Radiation calculation requires the prediction of temperature and the
concentrations of all radiatively important species. In hydrocarbon
combustion, the key species are carbon dioxide, water vapour, carbon
monoxide and particulate soot. In large hydrocarbon fires the latter
is usually the dominant radiator. The detailed prediction of the
gaseous species in turbulent combustion has previously been shown to
be successfully achieved using laminar flamelet modelling in the fast
chemistry limit. Soot, however, is governed by relatively slow
formation processes which as yet remain poorly understood.
The present study proposes a model for soot formation in turbulent
non-premixed combustion which aims to address both the slow chemistry
and turbulence interaction. In order to circumvent uncertainties in
soot formation processes the model relies on empiricism, through the
experimental investigation of a sooting laminar diffusion flame.
The soot formation model is used to predict soot levels in a jet
diffusion flame. Subsequent comparison with experimental data suggests
the satisfactory performance of the model, but highlights soot
oxidation to be a more significant problem. This stems from
uncertainties associated both with instantaneous soot oxidation rate
and the highly intermittent nature of this process in turbulent non-
premixed flames.
The soot formation model is also applied to the prediction of soot
levels in a simulated buoyant methane fire, which supplement
temperature and gaseous species predictions using a flamelet approach.
Detailed predictions of spectrally resolved radiative intensity are
then performed and compared with similarly detailed experimental data.
The encouraging agreement with experiment allows the assessment of the
effect of turbulence-radiation interaction. This is shown to be
particularly important in buoyancy-driven fires and is most evident
for the luminous radiation. This arises from the soot which is largely
confined to narrow sheets that typically lie close to peak temperature
zones. A strategy in which more representative soot-temperature
correlations may be realised is also described.
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1CHAPTER 1
Introduction
The detailed prediction of the hazards presented by both open fires
and fire within buildings has attracted increasing attention in recent
years. The concern in open fires is,
heating of neighbouring structures
into the fire and thus contribute to
by and large, restricted to the
which may be subsequently drawn
fire spread. Fires in buildings
raise additional concerns related to emission of combustion products,
in particular smoke which is often the major cause of fatalities. Soot
is formed in large concentrations in hydrocarbon fuelled fires. This
reflects both the highly sooting nature of the complex hydrocarbons
comprising typical fuels, and the favourable conditions offered by the
flame flow field - fires exhibit relatively poor fuel-air mixing and
long residence times, which allows soot to be formed at high
temperatures in fuel rich regions. Subsequent heatloss then freezes
the process of soot combustion and leads to its emission as smoke.
Thermal radiation plays a key role in the development of fire hazards
since, in open fires, it is the only mode of heat transfer to
neighbouring structures. It is also significant in enclosure fires,
where radiative heating of remote bodies may cause them to release
combustible vapours and subsequently ignite. If ignition does not
occur immediately, such vapours are released into the ambient
atmosphere and an explosive flash-over may result.
It is the modelling of radiation from buoyant fires to which the
present work is directed. Such modelling requires the detailed
prediction of the temperature and the concentrations of thermally
radiating species, the most significant of which, in hydrocarbon
2combustion, are CO2, H20, CO and particulate soot. Given the large-
scale fluctuating nature of fires, turbulence-chemistry interaction
must be incorporated in the prediction of the scalar field.
Fires generally fall within the category of non-premixed combustion,
where the fuel and oxidant are initially separate and combustion takes
place at the interface where they mix. These flames exhibit a range of
mixture states ranging from pure fuel to pure air. Non-premixed
combustion also occurs in many practical situations, for example in
gas turbine combustors, diesel engines and furnaces. Some common
elements may therefore be identified between the combustion process in
practical devices and in hazardous fires. The alternative burning mode
is that of premixed combustion, where the fuel and oxidant are
intimately mixed prior to combustion. Such flames are characterised by
a single mixture state given by the reactant equivalence ratio. This
may give rise to hazard in relation to explosive mixtures but falls
outside the scope of this thesis.
Computationally-based models of the combustion process have found
increased application across a wide range of industries, prompting the
investigation of a number of theoretical approaches. Recent years have
seen the development, in particular, of conserved scalar-based
approaches to turbulent non-premixed combustion which allow
turbulence-chemistry interaction to be considered with comparative
ease. Such approaches are typically applicable in the fast chemistry
limit (ie. when chemistry time scales are much shorter than mixing
time scales). This condition is generally met by the processes that
govern the overall heat release and the formation of the major gaseous
products.
One of the most readily applicable conserved scalar methods is the
laminar flamelet approach (cf. Liew (1981». This considers a
turbulent flame to comprise an ensemble of microscopic laminar
flamelets which may be stretched, contorted and transported by the
fluctuating turbulent motion, whilst their structure remains
essentially laminar-like. The method is particularly attractive in
3that it permits the incorporation of detailed chemical kinetics
without major penalty computationally. This is possible because such
calculation is restricted to the 'exact' computation of representative
laminar flames that are free of the statistical uncertainties
introduced in turbulent flows. The laminar flamelet model is used in
the present study.
The formation of soot is governed by complex physical and
heterogeneous chemical processes, which
which the conserved scalar approaches
addition, our current understanding of
are relatively slow and to
do not directly apply. In
soot formation is fairly
limited and accurate prediction even
possible from first principles.
in laminar flames is not
The present study proposes a model for soot formation which is
developed empirically, through srnall-scale laminar flame experiment,
and capitalises on key features of the laminar flamelet approach in
its application to turbulent flows. The empirical basis avoids many of
the issues related to uncertain details of the soot formation
mechanism.
Buoyancy-driven fires are characterised by large scale fluctuations in
scalar properties which, given the non-linear dependence of radiation
on scalar properties, results in substantial turbulence interaction.
Such interaction, if ignored, can lead to significant underestimates
in emitted radiative fluxes. A scheme for the calculation of both
luminous and non-luminous radiation from fires that incorporates
turbulence-radiation interaction is described.
The thesis has the following broad structure.
In chapter 2 we review the literature associated with the modelling of
turbulent combustion, soot and radiation. The chapter also provides an
introduction to the theoretical background to the present study.
4Chapter 3 describes the development of the soot formation model. This
also involves the measurement of soot concentration in a laminar
diffusion flame. The soot formation rate is deduced from these
measurements through detailed numerical simulation of the flame. A
methane-air flame is investigated which reflects the interests of the
sponsoring body (British Gas) which is interested in the scenario,
amongst others, in which a tank of liquefied natural gas (LNG)
ruptures and the resulting spillage ignites. Given the semi-global
nature of the soot modelling approach, the deduced formation rate is
unlikely to be directly applicable to other fuels. The strategy,
however, may be applied to a range of fuels and related work, for
example, is aimed towards the prediction of soot levels in gas turbine
combustors and investigates kerosene flames (cf. Stewart et al (1990).
Chapter 4 demonstrates the application of the soot model in a
turbulent jet diffusion flame, where predicted soot levels are
compared with the data of Kent and Honnery (1987). Kent and Honnery
have investigated ethylene flames, and their data is used for
validation and demonstration in the absence of detailed soot
measurements in turbulent methane flames. The predictions therefore
use the soot formation rate determined by Moss et al (1988) who apply
the presently described strategy to the investigation of laminar
ethylene flames. Though this does not test the formation rate derived
in chapter 3, the overall strategy is assessed.
Chapter 5 presents the prediction of a simulated buoyant methane fire,
where the soot formation rate derived in chapter 3 is used to predict
soot levels. These together with the predicted gaseous field (obtained
using the laminar flamelet approach) provides a full scalar
representation for subsequent radiation calculation. The predicted
temperature and velocity fields are compared with the data of Crauford
(1984).
Chapter 6 utilises the scalar field predicted in chapter 5 to predict
spectrally-resolved luminous and non-luminous radiation intensities.
These are compared with the measurements of Charnley (1986) which
5allows the investigation of the soot prediction and turbulence-
radiation interaction.
Finally chapter 7 presents the overall conclusions and highlights the
important findings. Some recommendations for further development are
also made.
6CHAPTER 2
Turbulent Reacting Flows
2.1 Modelling of turbulent reacting flows
2.1.1 The governing equations
Low Mach number, non-reacting fluid flow may be described by the
conservation principle applied to mass and momentum. The former gives
rise to the continuity equation and the latter to the Navier-Stokes
equations. If the flow is reacting, further equations are required to
describe the conservation of energy and chemical species. It is common
practice to assume that the diffusion of heat and mass are adequately
described by the laws of Fick and Fourier (cf. Reid et al (1977)) in
which case the governing conservation equations take the following
forms (cf. Libby and Williams (1980)) :-
mass continuity
op
-+
at
opu.~--= 0
ax.~
(2.1)
momentum conservation
opu. opu.u.__ ~ + ~ J
at ax.~
- - oP o't ..-+~+ B.~ax. ax.
~ )
(2.2)
7energy conservation
oph opuih
-- + ---
ot ox.~
oP
-+
ot
o [J.l oh
ox. Pr ox.~ ~
+ Qr
(2.3)
species conservation
opY opuiYo. 0 [ J.l ay J__ 0.+ = __ ~ +w
at ox. ox. Sc ox. 0.
~ ~ 0. ~
, 0. = 1 to ns (2.4)
The left-hand-side of all the above equations represents rate of
change with time and convection. The tenms on the right-hand-side of
equation 2.2 represent pressure, viscous and body forces respectively.
~ .. is the viscous stress tensor and is given by~J
(
oUi OU. 2 oUk ]~ .. =J.l -+---.1--5 .. -~J ~Jox. dX. 3 dXkJ ~
(2.5)
where 5 .. is the Kronecker delta (5..=1 for i=j and 5 ..=0~J ~J ~J
The body force, Bi' may refer to gravitational influences.
for i;'j).
Equation 2.3 considers the rate of change of mechanical energy per
unit volume, heat transfer due to molecular processes and radiative
heat transfer (Qr)'
The terms on the right-hand-side of equation 2.4 represent molecular
diffusion and chemical formation respectively. The latter is generally
described by the Arrhenius expression and is a highly non-linear
function of temperature and species concentration (cf. Williams
(1985) ) •
Closure of the above equations requires additional auxiliary
relationships. These take the form of the equation of state, cf.
8p
p = ----- ns
RO T 1: Y fmmex=lex ex
(2.6)
and a thermodynamic relationship between enthalpy and temperature, cf.
T
Ya[ HfO + J CPa(T) dTJ
TO
where HfO is the enthalpy of formation of species ex referenced at
temperature TO' The above equations may be solved provided Qr is
prescribed and there is a model for the reaction scheme from which wex
may be derived. The equation set is, however, difficult to solve owing
ns
h = 1: (2.7)
cx=1
to the strong coupling between species and temperature. Furthermore,
such systems exhibit time scales that range over several orders of
magnitude since typical chemical time scales are much shorter than
those associated with mixing. Mathematical equations exhibiting this
type of behaviour are termed nstiffn (cf. Oran and Boris (1981)).
Examples of suitable algorithms for simultaneous chemical kinetic and
transport problems are CRECK (cf. Pratt (1977)) and that developed by
Warnatz (cf. Warnatz (1981)). A version of the former is used in
chapter 4 to solve for a laminar, adiabatic ethylene-air diffusion
flame.
The system of species conservation equations (cf. eqn 2.4) may be
greatly simplified if the diffusion coefficient of all species is the
same. This allows balance equations of conserved scalars to be
derived. Such scalars may be Shvab-Zeldovitch coupling functions,
atomic species mass fraction and mixture fraction (cf. Williams
(1985)). A conserved scalar is defined as a quantity which is
conserved through chemical reaction and therefore obeys the following
balance equation:
• •• (2.8)
9It is useful to note that if Qr is negligible and the Lewis number is
unity, enthalpy becomes a conserved scalar.
If it is further assumed that the chemistry is fast compared to the
mixing, any chemistry dependent scalars (eg. species concentration and
temperature) can be shown to be algebraically related to conserved
scalars (cf. Bilger (1976a)). This allows great simplification in the
modelling of laminar flames, since only one conserved scalar balance
equation need be considered to describe the entire scalar field.
The above simplification is utilised in chapter 3 where the prediction
of a laminar methane-air diffusion flame is reported. The
simplification, however, has greater impact on the prediction of
turbulent diffusion flames, as will become apparent in section 2.1.3
when conserved scalar approaches to turbulent non-premixed combustion
are described.
It is timely to introduce mixture fraction which is the most widely
used conserved scalar, reflecting the usefulness of a mixing property
which is naturally bounded between zero and unity. Mixture fraction,
~, is defined as the fraction of mass originating from the fuel
stream, in a two-stream mixing system where fuel and oxidant diffuse
into one another. Bearing this in mind mixture fraction may be
expressed in terms of local fuel to air ratio (f/a), cf.
fla
;=---
1 + fla
(2.9)
Mixture fraction may also be defined in terms of any conserved scalar,
" by
.•• (2.10)
where the subscripts 0 and f refer to the oxidant and fuel streams,
respectively.
10
More will be said about mixture fraction in section 2.1.3.
The governing balance equations (eqns. 2.1 to 2.4) are applicable to
both laminar and turbulent flows. Turbulence, however, is
characterised by length and time scales that range from the Kolmogorov
scale to the integral scale (cf. Tennekes and Lumley (1972)). The
ratio between these scales can be several orders of magnitude in flows
of practical interest. Fortunately, however, it is often only the
characteristics of the mean flow that are of interest, the time scales
of which are typically much longer than those associated with the
turbulence. This has led to a statistical view of the governing
equations, where they are averaged over the turbulence scales to yield
mean flow properties. The strategy was proposed by Reynolds (cf.
Tennekes and Lumley (1972)), and entails decomposing the instantaneous
value of a property into a mean and a fluctuation about that mean, cf.
$ = ~ + $' ••• (2.11)
This is termed Reynolds decomposition. $ is defined as a time (or
Reynolds) average, cf.
Lim ~T--Ioo
T+~T
J $ (t) dt~T
T
... (2.12)
1
$ =
The mean flow equations are of a similar form to their instantaneous
counterparts except that turbulent correlations are introduced. These
include the Reynolds stresses and turbulent scalar fluxes (cf.
Tennekes and Lumley (1972)). Both result from non-linearities in
convection tenms and represent transport due to the fluctuating
motion. The evaluation of these correlations is the goal of turbulence
modelling which is described in section 2.1.2.
In turbulent flows that exhibit variable density, additional
correlations involving density fluctuations arise. The resulting mean
equations are then substantially more complex than their constant-
11
density counterparts (cf. Bray (1973)). The equations can, however, be
simplified by introducing the concept of density weighted (or Favre)
averaging (cf. Bilger (1976a)). Here, prior to time averaging the
instantaneous balance equations, variables are decomposed into Favre
(or density weighted) mean and fluctuating components, cf.
4> = $' + 4>" ••. (2.13)
where
1
T+aTf p (t.)
T
cp (t) dt ... (2.14)
The resulting Favre mean balance equations are similar to those for
constant density flow and may attract similar modelling strategies.
In the present work the Favre averaged equations are used and are
shown in appendix A. Closure of the turbulent fluxes is achieved using
the k-£ turbulence model (cf. Jones and Launder (1972)). This amongst
other models is reviewed in the next subsection. Following that, the
issue of the chemical source term closure is discussed in section
2.l.3.
The closure of mean balance equations will always require modelling
assumptions. Although balance equations for third (or higher) order
correlations may be introduced, these will inevitably involve terms of
yet higher order. Statistical approaches that are an alternative are
the probability density function (PDF) methods (cf. Lundgren (1969)
and Pope (1985)). These allow full closure since a PDF, in principle,
can contain all the necessary statistical information. Their use in
non-reacting flows has not been widely adopted, since they introduce
substantial computational complexity. Also, for most practical
situations, mean flow closures have proved adequate. PDF methods will
be discussed further in section 2.1.3 where chemical source term
closure is introduced. Their use in reacting flows is promoted by the
12
inadequacy of mean closure assumptions to the highly non-linear source
term.
Until recently, statistical approaches to turbulent flows have been
the only option. However, advances in computer technology have allowed
the solution of the time-dependent governing equations (cf. eqns.
2.1-2.4) where the turbulence scales are resolved. These methods are
called direct numerical simulation (DNS) and have been recently
reviewed by Givi (1989). DNS is attractive since the equations are
exact, given adequate representation of the molecular transport and
chemistry, and require no closure assumptions. Computational
limitations, however, have restricted such calculations to low
Reynolds numbers, simple geometry and simple reactions which are
unrepresentative of practical problems (cf. Givi (1989)). The
usefulness of DNS is therefore limited to the understanding of the
physics of turbulent reacting flows and to the development and
assessment of modelling assumptions used in the statistical
approaches.
A compromise between DNS and the statistical approaches is large eddy
simulation (LES) (cf. Schumann and Friedrich (1986)). The governing
equations are filtered to remove the small scales and DNS is applied
to the large scales only. The small scales are usually closed by
modelling akin to that required in mean flow closures - this is called
sub-grid scale modelling. LES is presently unsuitable for reacting
flows since the source term closure issue is not resolved.
2.1.2 Turbulence modelling
Early turbulence models relied heavily on intuition and analogy with
molecular motion, rather than on any sound physical basis. The
turbulent flux appears as a redistribution term in the mean balance
equations, in which respect it is similar to the molecular transport
term. By analogy, this turbulent transport was thought to result from
the Brownian motion of macroscopic eddies rather than of molecules.
13
Therefore, just as molecular transport of a property can be shown to
be related to its gradient, it was postulated that turbulent transport
may be related to the gradient of the mean. This leads to the
following representation of the Reynolds stress and turbulent scalar
flux:
-~ 2 ( aUk ) ( au au. ]p u~u~ o .. P k + l.\ - - Pt _l. + -)l. ) l.) 3 oXk oXj ax.l.
-~ Pt a~- p u~cIlft_--
l. at aXi
. .. (2.15)
. .. (2.16)
where at is the turbulent Prandtl/Schmidt number and Pt is the
turbulent (or eddy) viscosity which, unlike its molecular counterpart,
is dependent on local flow properties.
In order to define Pt' analogy is again sought with molecular motion.
Molecular viscosity can be shown to be dependent on the average
molecular velocity and on the average distance a molecule travels
between collisions (cf. Hirschfelder et al (1967)). Turbulent
viscosity was therefore thought to be dependent on a velocity
associated with the turbulent motion and and a length scale, termed
the ftmixinglengthft.
An excellent text describing the development of eddy viscosity models
(and beyond) is given by Launder and Spalding (1972) and is therefore
not provided here. One such model that will be described is the two-
equation k-e model (cf. Jones and Launder (1972)), since it is used in
the present work.
The k-e model is one of the most advanced of the eddy viscosity
models, since both the turbulent velocity and length scale are
obtained through solution of balance equations. The latter allow the
transport, as well· as the generation and dissipation of these
properties, to be considered.
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The turbulent kinetic energy, k, is defined as the kinetic energy of
the fluctuating motion per unit mass, cf.
1
... (2.17)k
2
where U,v and ware the three velocity components.
A turbulent velocity may therefore be defined by k1/2, leading to the
following description of turbulent viscosity :-
... (2.18)
where Cv is a universal constant and le is the length scale.
The distribution of k throughout the domain may be deduced through
solution of its balance equation. The latter is derived by
mathematical manipulation of the momentum equations as described by
Launder and Spalding (1972). The modelled form of the equation is
shown in appendix A and contains terms representing transport,
extraction of energy from the mean flow and viscous dissipation. The
concept of eddy viscosity allows closure of all terms within this
equation except the last. This is modelled in terms of the turbulent
kinetic energy and the mixing length, cf.
II (~ui
~x.
J
aUi)
ax.
J
= P £ ... (2.19)
where £ is the turbulent kinetic energy dissipation rate and Cd is a
universal constant. Though the dissipation term that appears in the
balance equation for k is due to molecular (or small scale)
dissipation (ie. transfer of turbulence energy into heat), it is
modelled in terms of the breakup of macroscopic eddies. The latter,
however, is thought to be the rate limiting step.
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The length scale is determined through solution of a balance equation
for E (cf. appendix A). The turbulent viscosity may then be defined in
terms of k and E, cf.
- 2Pt = p Cp k / E . •. (2.20)
where C is an empirical constant.u
The k-E model was devised in constant density flows; however, its
suitability to reacting flows represented by Favre averaged equations
has been demonstrated by several studies (cf. e.g. Lockwood and Naguib
(1975) and Liew (1983)).
Models that use a scalar eddy viscosity cannot adequately represent
the normal Reynolds stresses. This can lead to errors in the
prediction of the mean flow if these stresses playa direct role. Such
regimes include flow in a non-circular pipe and recirculatory flow
(cf. Speziale (1987)).
In the present study we are interested in the prediction of an axi-
symmetric fire which exhibits non-isotropic behaviour, in that the
vertical fluctuating velocity is greater than the horizontal
components. The fire is represented by a two-dimensional parabolic
formulation and hence the normal Reynolds stresses are thought to have
limited effect on the mean flow. There would, however, be implications
for the fluctuating field. This is of concern since the fluctuating
scalar field influences the radiative emission through turbulent media
(cf. chapter 6). In view of this, it is useful to review some of the
more elaborate turbulence models that are suited to non-isotropic
flow.
Second order closures (cf. Launder et al (1975)) do not rely on the
eddy viscosity concept, in that balance equations are set up for the
Reynolds stresses and turbulent scalar fluxes themselves. Closure of
the equations requires modelling of third order correlations in terms
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of computed second order correlations. This requires a turbulent
length scale and hence a balance equation for e.
Second order closures are expensive to implement since, for three-
dimensional flow, six Reynolds stress equations are required in
addition to those for the scalar fluxes. This has promoted the
development of algebraic stress models (ASM) (cf. Chen and Rodi
(1975)). These are capable of addressing non-isotropic turbulence and
in some applications are computationally more tractable in that the
second order differential equations are approximated comparatively
simply by algebraic expressions. Chen and Rodi (1975) suggested that
the Reynolds stress balance equations could be replaced by algebraic
expressions by simply neglecting the convective and diffusive terms.
The stresses are then expressed simply in terms of k and E. Later,
Rodi (1976) proposed a refinement whereby the transport may be
approximated, by assuming the Reynolds stresses to be proportional to
the turbulent kinetic energy.
The k-e turbulence model which was developed in inert flows has been
successfully implemented in the prediction of high Reynolds number
reacting jets (cf. Lockwood and Naguib (1975) and Liew (1983)). Fire
prediction offers a sterner test to the models since the flow is
substantially influenced by buoyancy and exhibits laminar to
turbulent transition. Both these have implications on the development
of turbulence.
The detailed evaluation of turbulence modelling in fires has not been
performed. The effect of buoyancy on turbulence has however been
studied through the investigation of inert thermal plumes (cf.
Spalding and Afgan (1977)). Both second order closures (cf. Zeman and
Lumley (1977)) and ASM have been applied to plumes (cf. Chen and Chen
(1979) and Ljuboja and Rodi (1981)). In general, the influence of
buoyancy on turbulence structure appears to be small.
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Fires are further complicated by the effects of low Reynolds number
and transitional flow. These features result from the low momentum
that typifies fire sources. Transitional flows have been studied in
relation to the investigation of boundary layer build-up on walls (cf.
Patel et al (1985)). Such low Reynolds number models cannot, however,
be expected to model the transitional flow in buoyant fires, since the
mechanisms responsible for the onset of turbulence differ greatly. In
fires the transition is induced by low frequency instability that is
strongly influenced by minor ambient disturbances and burner geometry
(cf. Weckman and Sobiesiak (1988)). The development of models for such
regimes therefore remains a difficult problem. In view of this, the
computational modelling of a fire, which is presented in chapter 5,
seeks to avoid such issues by by-passing the transitional region and
initiating the calculation at a height where turbulence has been
established.
The computational study of fire hazards often involves the
investigation of fires in enclosures, where the transport of product
gases throughout the domain is of interest (cf. Cox and Kumar (1986)
and Pericleous et al (1988)). Such modelling does not ask much detail
of fire sources and hence the application of second order turbulence
modelling is not justified. Moreover, in the case of fires in large
buildings, the source is typically poorly represented by grid nodes
and any advantage in turbulence model enhancement is offset by
numerical errors. Such studies have therefore not sought to go beyond
k-e modelling.
Modelling of fire sources has also been restricted to k-e modelling,
due to uncertainties related to turbulence transition and the
sensitivity of the calculation to initial boundary conditions (cf.
Gengembre et al (1984) and Crauford et al (1985)). The evaluation of
turbulence models is therefore difficult. Jeng et al (1982), however,
investigated flames within which the effect of buoyancy was
substantial. They assessed the appropriateness of three turbulence
models by numerical simulation and subsequent comparison with
experimental data. The first was the standard high Reynolds number k-e
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model (cf. ego Lockwood and Naguib (1975)) to which laminar exchange
coefficients were added to extend to low Reynolds number. The second
model was based on the algebraic stress model of Chen and Chen (1979),
which includes effects of buoyancy on turbulence properties but does
not consider anisotropy. The third incorporated anisotropy by applying
the full algebraic stress model of Chen and Chen (1979). They
concluded that though the choice of model did influence the
fluctuating properties, the mean flame structure was little affected.
They also stress the sensitivity of the calculation to the initial
boundary conditions. The latter is in concurrence with the present
findings in the investigation of a simulated methane fire. In the
present computation, k-e modelling is applied where the effect of
buoyancy is considered in both the mean and fluctuating properties
(cf. chapter 5).
2.1.3 Chemical source tenD closure
2.1.3.1 Introduction
Closure of the mean chemical source term represents the biggest
challenge in turbulent combustion modelling. The difficulty relates to
its highly non-linear form which is introduced through its dependency
on several species and, more importantly, temperature. The latter
appears in the Arrhenius expression that describes chemical reaction
rates (cf. Williams (1985)). This takes the form
• •• (2.21)
where K is the reaction rate, A and n are constants, Ha is the
activation energy and T is the temperature.
Moment approaches to describing the mean reaction rate range from
those that simply ignore turbulent correlations to those that apply
second order closures (cf. Borghi (1975)). Such approaches are,
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however, unsatisfactory for practical problems since they become good
approximations
in the limit
only in limits far removed from reality; for instance,
of small fluctuation (when higher order correlations
become negligible) or small Ha/RT.
Another limiting system is that where the chemistry is infinitely
fast. The mean reaction rate then is dependent on the mixing alone,
since if the reactants are allowed to mix at the molecular level,
reaction occurs instantaneously. This limit is a reasonable
between calculation
practical situations; for example, Spalding
good qualitative agreement could be attained
and experiment, if the mean reaction rate is
approximation in many
(l97la) showed that
proportional to a local turbulent dissipation rate. Such a dependency
may be derived analytically (cf. Bilger (l976a)). Bilger shows that
in the fast chemistry limit, and given equal species diffusivity and
is given by the localunity Lewis number, the mean reaction rate
scalar dissipation rate, cf.
aSn aSn
X = 2 D --- ---ax. ax.
1 1
where D is the diffusion coefficient.
.•. (2.22)
More importantly, in the above approximation the concentration of any
chemistry dependent scalar can be algebraically related to a conserved
scalar. Fast chemistry models are described in the next sub-section.
The fast chemistry assumption has led to the development of tractable
and accurate methods for the modelling of practical systems, since the
chemistry that relates to the production of the major products and
heat release is relatively fast. However, there is an increasing
interest in the production of minor species which are governed by
relatively slow chemistry. Such species include NOx and soot which
raise environmental issues and hence their limitation becomes a major
concern in combustion system design. The production of slow chemistry
species also plays a major role in the investigation of accidental
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fire; for instance soot poses a major threat to life since it leads to
asphyxiation and, owing to its impact on visibility, hinders escape
from fires in buildings.
2.1.3.2 Fast chemistry models for turbulent non-premixed combustion
Section 2.1.1 introduced the conserved scalar concept where, under the
restriction of fast chemistry and equal diffusivity of species and
heat, any chemistry-dependent scalar may be algebraically expressed in
terms of mixture fraction. It should also be realised that this is
also subject to constant flame stretch and heat loss; more is said
about these issues later in this section. The algebraic functions are
often called state relationships and, in turbulent flow, describe the
instantaneous scalar state.
In this approximation, solution of a turbulent diffusion flame
requires the inclusion of a balance equation only for a conserved
scalar; the chemical source term closure problem is therefore
circumvented. It is a prerequisite, however, that the state
relationships, .(~), are prescribed. Some methods for their derivation
are described below.
The simplest method for the derivation of the state relationships is
the Burke-Schumann flame sheet approximation (cf. Williams (1985)),
where an adiabatic irreversible global reaction of infinite rate is
assumed. The reaction ·zone is then limited to an infinitesimally thin
sheet, which is represented as a delta function in ~ space (cf.
S(~-~st)' where ~st is the stoichiometric mixture fraction).
The above method yields excessive temperatures, since dissociation
reactions are not considered, and is a poor representation of the
detailed scalar field, since no intermediate species are considered.
The chemical equilibrium approach ,adopted by for example Jones and
Priddin (1979), is an alternative that does not suffer from these
inadequacies. The procedure entails the construction of state
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relationships by allowing a mixture of fuel and oxidant, in a
concentration ratio defined by the local mixture fraction, to attain
equilibrium. The use of a suitable algorithm (cf. Gordon and McBride
(1971)) may allow any number of species to be considered. The accuracy
of the approach, however, depends on the applicability of chemical
equilibrium to practical situations. The approximation is reasonably
good at mixture fractions close to stoichiometric, where temperatures
and hence reaction rates are high, but becomes less so at richer
mixtures. In particular chemical equilibrium greatly overestimates CO
levels (cf. Askari-Sardhai (1987)). An additional feature is observed
when the fuel is a C2 or higher hydrocarbon, where most of the fuel is
converted into CH4 even at low temperatures; this is not observed in
reality. In view of the poor rich-side representation, Jeng et al
(1982) assumed chemical equilibrium upto a certain critical mixture
fraction, beyond which inert mixing is prescribed.
A fundamental problem with the chemical equilibrium method is that
each mixture state is considered in isolation from its neighbours. In
diffusion flames this cannot be so, since gradients in temperature and
concentrations will lead to flux across mixture fraction space. An
alternative method that is capable of addressing this is the laminar
flamelet concept (cf. Liewet al (1981) and Peters (1984)). This views
a turbulent flame as comprising microscopic laminar flamelets, which
are allowed to be stretched, contorted and spatially fluctuated by the
turbulent motion. The maintenance of a laminar structure at the small
scale relies on the reaction zone thickness being less than the
smallest scale of the turbulence (the Ko!mogorov scale) (cf. Bilger
(1988)).
The laminar flamelet concept allows the incorporation of chemistry of
any degree of detail, since this is confined to the calculation of a
representative laminar flame. Moreover, in the absence of sufficient
chemical kinetic information, state relationships may be obtained from
laminar flame experiment.
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In chapter 4 the laminar flamelet approach is used in the modelling of
a turbulent C2H4-air jet diffusion flame, where the computation of an
adiabatic laminar diffusion flame is used to define the state
relationships. In chapter 5 the prediction of
reported, where the state relationships were
experiment of Mitchell et al (1980).
a Ch4-air fire is
obtained from the
The importance of flame stretch due to hydrodynamic strain caused by
the turbulent motion may playa major role in certain circumstances,
leading to local extinction. Liew et al (1984) suggest that this may
be addressed by the laminar flamelet approach, by constructing a
library of laminar flamelets each for a different strain rate and then
applying the appropriate flamelet locally within the turbulent
computation. Liew et al (1984) obtained this computationally, but such
a library may also be obtained experimentally by resorting to the
counter-flow geometry (cf. Tsuji and Yamaoka (1969) and Dixon-Lewis
and Missaghi (1988)).
The state relationships ,(;) are non-linear functions and hence the
evaluation of the mean mixture fraction is not sufficient to calculate
~ (ie. ~~(~)); the PDF of mixture fraction is required. cf.
1
;n - f ,n(s) PIs) dS
o
... (2.23)
where n is a positive integer and indicates the moment, e.g. when n is
unity the first moment (the mean) of , is found.
Typically a presumed form of P(;) is prescribed that is defined by a
finite number of moments. Given the present state of turbulence
modelling this is restricted to the first two moments alone. The
variance of mixture fraction required to supplement the mean may be
obtained through solution of its modelled balance equation (cf.
Launder and Spalding (1972)) which is shown in appendix A.
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Two popular forms for P(~) are the clipped Gaussian (cf. Lockwood and
Naguib (1975)) and the beta function (cf. Liew (1983)). The former is
essentially a Gaussian which is truncated to be confined between 0 and
1 which are the physical bounds of mixture fraction. The integrals
between -- to 0 and 1 to +~ are then redistributed as delta functions
at 0 and 1 respectively. In order to define the mean and variance of
the Gaussian, and hence P(~),from the computed mean and variance of
the clipped Gaussian, an iterative procedure is required. The present
study therefore adopts the beta function formulation which is
naturally bound between 0 and 1. Both forms were investigated by Jones
(1980) who found that either were capable of showing good agreement
with experimental data.
The beta function is defined as
(2.24)
(cf. Abramovitz and Stegun (1968)) where the exponents, a and ~, are
expressed in terms of the mean and variance of the beta function, cf .
••• (2.25)
• • •• (2.26)
The total area under a PDF is unity since this represents the
probability that a variable may take any value. This is not a feature
exhibited by the beta function so it is normalised to define the PDF,
cf.
P(~) = ------- • •• (2.27)
o
f ~a-l(l-~)~-l~
1
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Equation 2.27 is used to define the Favre PDF of mixture fraction,
P(~), since the first and second moments are the Favre mean and
variance of mixture fraction computed from their balance equations
(cf. appendix A). The mean scalar quantities calculated from equation
2.23 are then Favre averaged quantities. However, if the density may
also be expressed as a function of mixture fraction alone then the
Reynolds and Favre PDFs are interchangeable (cf. Bilger (1975)). cf.
~f PI~I
o
~=pl
o
... (2.28)
The Reynolds averaged density may then be obtained from
1
1 / p =of P(S)/p(S) dS ••• (2.29)
and any other Reynolds quantity may be found according to
••• (2.30)
The laminar flamelet approach coupled with the presumed two-parameter
PDF has proved very successful in the modelling of non-premixed
combustion (cf. Liew (1983)). Complications arise when the state
relationships become functions of more than one variable, for example
when it is also dependent on flame stretch, heat loss and reaction
progress variable; the latter is introduced if the chemistry is not
fast. The system is then complicated in that a multivariate PDF must
be computed which results in a significant increase in complexity. To
avoid this issue, statistical independence may be assumed so that a
joint PDF is represented as the product of marginal PDFs (cf. Liew et
al (1984) and Janicka and Kollmann (1979)). Such a simplification may
lead to substantial error in the case of the reaction progress
variable since high reaction rate is strongly correlated with
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stoichiometric mixture fraction. Therefore for the case of slow
chemistry the computation of a multivariate PDF seems unavoidable.
PDF methods and other more simplified approximations for slow
chemistry turbulent combustion are reviewed in the next sub-section.
2.1.3.3 Slow chemistry models for turbulent non-premixed combustion
The previous section introduced fast chemistry models, where the
thermochemical field may be represented in terms of a conserved scalar
whose statistics are obtained by presuming the form of its PDF. The
most detailed of these models is the laminar flamelet approach, since
the flamelet relationship is capable of incorporating chemistry of any
degree of complexity, hydrodynamic strain and differential (molecular)
transport of species and heat. Turbulent combustion modelling becomes
less tractable if the flamelet regime is not realised and the reaction
zone is relatively broad compared to the smallest turbulence scales
(cf. Bilger (1988)). Also, the dependence of all scalars on only a
conserved scalar becomes a poor approximation if the chemistry is not
fast. The flamelet concept does not apply to species such as NOx and
soot. These, however, may be easfly appended to a flamelet model if
they can be considered to be a perturbation to the thermochemistry.
Bilger (1976b) describes such a strategy for NOx prediction and later
(cf. Chapter 4) we extend this to incorporate soot.
Of more fundamental concern is CO. This is controlled by relatively
slow processes which is apparent in that typical CO levels in flames
are found in concentrations well below those predicted by equilibrium.
CO cannot be treated as a perturbation to the thermochemistry since it
comprises a notable amount of carbon and oxygen. Liew (1983), however,
has shown that the inclusion of CO into a flamelet scheme produces
results in good agreement with experiment. Bilger (1988) suggests that
this does not necessarily imply the existence of flamelets since lower
than equilibrium CO levels may result even for distributed reaction
zones. In fires, the scales of turbulence are much larger than in jets
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and flamelet theory is less questionable. A flamelet model is used in
the present study.
The need to resort to fast chemistry models is to avoid the chemical
source term closure problem. In this respect PDF methods (cf. Pope
(1985), (1990)) are physically appealing since they incorporate the
effect of finite rate chemistry in an exact manner (ie. modelling is
not required). These methods involve the solution of an evolution
equation for a multidimensional PDF. If the PDF is the joint PDF of
all scalars then the reaction rate is closed. If the PDF is the joint
vector-scalar PDF then the convective terms appear in closed form and
hence there is no need for turbulence modelling. PDF methods therefore
resolve the two most important problems in the prediction of turbulent
reacting flows. Closure assumptions, however, are still required for
the fluctuating pressure, the effect of viscosity and the molecular
diffusion. Models for these processes are discussed by Pope (1985) and
(1990). The models usually rely on a time or length scale of the
turbulence and hence require a modelled balance equation for £ (the
turbulence dissipation rate). Recently, Pope (1990) has proposed the
solution of the evolution equation for the joint vector-scalar-
dissipation PDF which removes the need for a modelled equation for £.
PDF methods are continually improving (cf. Pope (1990)) in terms of
the required closure models, and though Pope (1981) devised a
computationally efficient Monte Carlo technique for the solution of a
multidimensional PDF, it is unfeasible to consider a large number of
independent species. This has led to the
simplify the chemistry so as to reduce
development of schemes that
the number of independent
variables. Such methods include the partial-equilibrium model proposed
by ,Dixon-Lewis et al (1975) who suggested, for an H2-air system, that
the fast chain branching reactions that form radicals may be
considered in partial-equilibrium and only the relatively slow three-
body recombination reactions are allowed to proceed at a finite rate.
Janicka and Kollmann (1979) used this method to describe turbulent H2-
air flames where closure required solution of a two-variable (mixture
fraction and reaction progress variable) PDF. Janicka (1981) extended
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this approach to CH4 flames where a second reaction progress variable
is introduced.
An alternative to the partial-equilibrium scheme, is the more formal
reduced reaction schemes (cf. Paczko et al (1986) and Rogg and
Williams (1988)). These are derived from detailed reaction mechanisms
where the key steps are identified and the redundant steps removed in
order to limit both the number of reactions and the number of species.
For example Paczko et al (1986) reduced a 46 step reaction mechanism
for methane incorporating 23 species to a 4 step mechanism with 7
species. It is important that a reduced reaction scheme should be
developed under conditions close to those within which it is to be
applied, since under different conditions (eg. temperature, pressure
and regime - premixed or diffusion flame) different reactions may
become important.
The reduced reaction scheme has a firmer foundation than the partial-
equilibrium approach and its extension to higher hydrocarbons can be
easily envisaged. It is important to note from a computational point
of view, however, that partial-equilibrium models are preferable since
the degree of ftstiffnessftis reduced as equilibrium is assumed for the
fast reactions.
2.2 Soot in combustion
2.2.1 Soot fODmation and oxidation
The study of soot formation and burnout has received a great deal of
attention in recent years mainly owing to environmental concerns.
Devices that involve non-premixed combustion, for example gas
turbines, diesel engines and furnaces, are capable of producing soot
in the combustion zone due to the presence of local rich regions, even
though the device as a whole may be operating fuel lean. This soot, if
not subsequently oxidized, will be emitted through the exhaust as
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smoke. For all devices the emission of smoke is undesirable, both from
the standpoint of pollution and because smoke represents uncombusted
carbon and hydrogen and therefore reduced combustion efficiency. In
some devices, such as candles and furnaces, the formation of soot is
desirable since hot soot particles are effective radiators; in the
case of the candle the visible radiation is utilised whilst in
furnaces the enhanced thermal radiation provides efficient heat
transfer to the walls. In the gas turbine and diesel engine, however,
the formation of soot is undesirable, the major concerns being
radiative heating of the combustor walls and soot deposition. In
addition to the aforementioned devices where soot emission is
unwanted, the
copious amounts
carbon black industry is concerned with producing
of soot which is subsequently utilised in, for
example, the manufacture of motor car tyres.
As well as soot formation and emission being of concern in devices
designed to combust, it is of major interest in accidental fires.
Large scale fires are known to produce large quantities of soot due to
poor mixing, long residence times and subsequent heat loss which
freezes the soot oxidation chemistry. The understanding of soot
formation and burnout in fires is essential, both in terms of the
radiating properties of hot soot particles in the burning zone and
smoke emitted in the plume. The large radiative flux offered by hot
soot particles contributes strongly to fire spread due to heat
feedback to the fire source and heating of external bodies. Smoke
emission from fire in buildings is of great importance since its
asphyxiating properties and impact on visibility make it a major
contributor to fatalities.
It is the better understanding of fire hazards, where soot can play a
major role, to which the present study is directed. The soot model
presented in chapter 3, however, is more widely applicable to
non-premixed combustion systems in general and related work (Moss et
al (1987), (1988) and Stewart et al (1990)) is aimed towards applying
the model to gas turbine combustors.
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The purpose of this section is to give an overview of the current
understanding of soot and its governing processes, and in view of the
present aims, to review models for soot in turbulent combustion. The
review is not comprehensive and the reader is therefore referred the
following reviews in the literature:- Glassman (1988), Haynes and
Wagner (1981), Calcote (1981), Appleton (1973), Mullins et al (1987).
Before describing the processes that govern soot formation and burnout
it is useful to give some information on soot itself, for example what
it is.
Electron micrographs of soot show basic soot elements to be spherical
of diameters that can reach upto 40 nm (cf. Megaridis and
Dobbins (1989) and Palmer and Cullis (1965)). These spheroids are
formed at first by gas phase reactions that form the condensed phase
(soot nuclei). The smallest particles detected are the order of a
nanometer; this, however, reflects the sensitivity of the diagnostic
technique. The soot nuclei grow to form bigger spheroids through
heterogeneous surface growth reactions and physical coagulation.
Further coagulation results in the formation of chains (straight and
branched) (cf. Haynes and Wagner (1981)) which constitute the smoke
emitted by combustion systems.
At the molecular level soot constitutes approximately 90 % (by mole)
carbon and 10% hydrogen. The particles are made up of graphite type
layers where the inter layer spacing is somewhat greater than for
graphite. There is also evidence of many lattice defects. The density
of soot is -1800kg/m3 (cf. Graham et al (1975) and Mullins et al
(1987)).
characterised in the
condensed phase, (ii)
involved in soot formation and burnout may be
following way :- (i) formation of the first
surface growth, (iii) coagulation and (iv)
The major processes
oxidation. The entire process involves many reaction steps and one
might have identified more processes, for example the formation of the
first ringed molecules from which soot is constituted, however, the
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four groups include all the major processes :- homogeneous gas phase
formation reactions, (i); heterogeneous gas-solid phase formation
reactions, (ii); physical interaction between particles, (iii);
heterogeneous gas-solid phase burnout, (iv).
Several studies of soot formation in premixed flames, diffusion flames
and shock tubes have concluded that the bulk of the soot formed is due
to surface growth rather than nucleation (cf. Glassman (1988)). This
has generally been based on a comparison between the evolution of soot
volume fraction and number density; the former continues to increase
when the latter has gone into decline. Where estimates have been made
of the coagulation rate (eg. Bockhorn et al (1984)) it has been shown
that the decrease in number density due to this process does not upset
this conclusion. In the present study, where soot formation in a
laminar Wolfhard-Parker methane-air diffusion flame is investigated,
the results strongly suggest the dominance of surface growth (chapter
3) •
Tesner (1959) showed that surface growth can occur at lower
temperatures than nucleation, whilst Palmer and Cullis (1965) showed
that surface growth can occur at lower hydrocarbon concentration than
nucleation. These observations are, at least in part, due to the high
reactivity of young soot particles. This was demonstrated by Dugwell
and Foster (1973) who found, during the pyrolysis of methane, that
surface deposition was an order of magnitude greater in the presence
of soot particles than alumina or graphite. Furthermore, several
authors have shown (eg. Bockhorn et al (1984)) that the reactivity, as
deduced by the rate of formation of soot mass, of young soot particles
is greater than older particles. Frenklach et al (1985) explain this
as a reduction in the radical nature of the soot particles.
Frenklach et al (1985) and (1986), through detailed kinetic
computation, have demonstrated the feasibility of radical mechanisms
in the formation of soot; in particular, they draw attention to the H
radical which is effective in promoting the radical nature of soot
particles and their precursors. It is a common view that soot
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fODmation is governed by radical mechanisms (cf. Glassman (1988)). It
should, however, be pointed out that others (cf. Calcote (1981))
believe that soot fODmation is controlled by ionic mechanisms and the
enhanced soot fODmation in reaction zones is attributed to the high
ion concentration known to exist in flames (cf. Gaydon and Wolfhard
(1979)). Calcote (1981) suggests that neutral mechanisms cannot
account for the fast rates observed for soot fODmation. However, more
recently, Weissman and Benson (1989) who investigated the pyrolysis of
methane in the presence of chlorine, suggest that neutral radical
mechanisms are capable of producing soot at the rates observed. They
emphasise the importance of H abstraction from polycyclic aromatic
hydrocarbons and soot by H atoms.
Weissman and Benson (1989) postulated that in the case of methane
pyrolysis, acetylene is a major intermediate. This is substantiated by
Smyth et al (1985) in their experimental investigation of a methane -
air diffusion flame, where acetylene was discovered to be a major
pyrolysis product. Weissman and Benson drew attention to the key role
of the methyl radial (CH3) in the soot formation process. This,
however, was thought to be restricted to methane pyrolysis.
It should be noted that detailed mechanisms describing soot formation
(eg. Frenklach et al (1985) and Weissman and Benson (1989))
necessarily include many radicals and intermediate species for which
accurate thermochemical data is not available; quantitative analysis
is therefore not possible. In view of this and that a unified theory
of soot formation, though proposed (Glassman (1988)), is not yet
proven, practical problems must rely on more empirical global
approaches. In addition, when the application is to turbulent
combusting environments, as is the case here, one is restricted to the
use of global mechanisms to limit closure problems. Global models and
their application to turbulent flame prediction are reported in the
next sub-section.
The major oxidising species found in flame environments are O2, 0 and
OH. In co-flowing laminar diffusion flames, oxidation is evident as
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soot burnout at the tip of the flame, since lower down soot is
confined to rich regions where formation is dominant. Given the
structure of diffusion flames, soot first passes through a region of °
and OH oxidation, since these species are found in and around
stoichiometric, and then into an 02 oxidising region which is
restricted to the lean of stoichiometric. The extent to which a
diffusion flame emits smoke then depends on the oxidation rate and
residence times spent in these regions. The size of the soot particles
is also important since oxidation may be limited by the surface area
available for reaction. The effect of flame heat loss is also
significant since it can extinguish soot oxidation and lead to smoke
emission from flames (cf. Kent and Wagner (1984)).
In addition to the ability of 02 to oxidise soot, many studies (cf.
Haynes and Wagner (1981)) have demonstrated that the presence of small
amounts of 02 may lead to enhanced soot formation. Frenklach et al
(1986) investigated the effect of 02 addition on a detailed reaction
mechanism for soot formation, where enhanced pyrolysis was observed.
The underlying reason was deduced to be the concentration of H which
reached super-equilibrium levels in comparison to H2. This results in
an increased tendency of H abstraction from the surface of soot
particles and precursors, therefore enhancing their radical nature and
speeding up the formation rate.
It is difficult to know which species is the most dominant oxidising
species in diffusion flames. In the present study where soot in
turbulent diffusion flames is studied, the global mechanism of Nagle
and Strickland-Constable (1962) is used, which considers 02 oxidation.
Though the model was developed in conditions far removed from flame
environments - heated 02 jets were directed onto rods of pyrolytic
graphite - Appleton (1973) found that it correlated data obtained from
soot oxidation in shock tubes operating over a wide range of
and Wagner (1984) and Megaridis and
the Nagle and Strickland-Constable
conditions. More recently Kent
Dobbins (1989) found that
expression could describe soot burnout in laminar ethylene-air
diffusion flames.
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2.2.2 Models for soot fo~tion and oxidation
The previous section described the present understanding of soot
formation and burnout which are as yet unsolved problems. Successful
design of devices such as gas turbine combustors and diesel engines,
however, requires a knowledge of these processes in order to limit
soot emission. This has led to the development of empirical approaches
where experimental data are correlated using simple global
expressions. These have recently been reviewed by Mullins et al(1987).
In view of the present interests, the discussion below is restricted
to models that have been applied to turbulent flame prediction.
Khan and Greeves (1974) investigated the formation of soot in diesel
engines and derived the correlation
dm -T ITn aCf Pfu 4> e .•• (2.31)-=dt
where m is the concentration of soot (kg/m3), Cf is the rate
coefficient and is related to the volume ratio of the soot formation
zone to that of the cylinder, ~ is the equivalence ratio and Pfu is
the partial pressure of unburnt fuel. The parameter n and activation
temperature Ta were found to be 3 and 20,OOOK respectively.
The above model, like many such approaches (cf. Mullins et al (1987),
treats soot formation in a single step. In contrast Tesner et al
(1971) described the rate of formation of soot particles in
acetylene/hydrogen-air diffusion flames in two steps - the formation
of gas phase radical nuclei and thence the formation of soot
particles.
The rate of formation of radical nuclei is expressed as
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dn
dt
no + (f-g)n - go N n ••• (2.32)-=
where n is the number of radical -3nuclei (em ), f is the linear
branching coefficient, g is the linear teonination coefficient, go is
the linear teDnination coefficient on soot particles and N is the soot
particle number density (em-3). nO is the spontaneous generation of
-3 -1soot particles (em s ), cf.
n - 1013 [HC] e-87,800/To - ••• (2.33)
where [HC] is the concentration of acetylene (mole/em3). The rate of
generation of soot particles is then expressed as
dN
- = (a - b N) n
dt
.•. (2.34)
where a and b are empirical coefficients. The rate of generation of
soot mass then requires an assumption for the mass of a soot particle.
Tesner et al (1971) found the above model could describe their
observations, most notable of which was the apparent maximisation (and
subsequent decline) of particle formation rate. This was found not to
be a kinetic effect since it was accompanied by little change in
acetylene concentration and temperature. The model describes this by
the destruction of radical nuclei through collision with soot
particles.
Gilyazetdinov (1972) investigated the rate of formation of carbon
black where hydrocarbons of various aromatic content were injected
into the hot exhaust gases of a fuel-lean premixed methane-air flame.
A two-step mechanism was proposed which describes the formation of
soot particle nuclei and their subsequent growth through heterogeneous
reaction. The processes considered are particle nucleation, surface
growth and coagulation. The latter can account for the apparent
decline in particle formation rate observed by Tesner et al (1971).
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Particle nucleation is assumed to result through collision between
hydrocarbon precursors and ambient molecules, and surface growth
through the collision between precursors and the surface of soot
particles. Coagulation is assumed to result from soot particles that
are subject to free molecular collision (cf. Fuchs (1964)) and is
therefore dependent on the square of the particle number density and
the root of the temperature. This model is used in the present work
and is described further in chapter 3.
Abbas and Lockwood (1985) applied the model of Khan and Greeves (1974)
to the prediction of turbulent acetylene jet diffusion flames. The
values of n and the activation temperature (cf. eqn 3.31) were taken
directly from Khan and Greeves (1974) whilst C
2
was found to be
proportional to the Richardson number (Ri=gD/u, where g is the
gravitational acceleration, D the burner diameter and u the initial
jet velocity). Averaging of the formation rate was achieved through
expressing it in terms of mixture fraction and then applying equation
2.30.
To account for oxidation, Abbas and Lockwood (1985) used a hybrid
formulation, where the mean
the expression of Lee et al
as adopted by Magnussen et
rate was related to the averaged form of
(1962) and the turbulent dissipation rate
al (1979). Lee et al (1962) investigated
soot oxidation in propane flames which they related to the partial
pressure of oxygen, P02' cf.
R = 1.085x104 P02 T-
1/2 e-20,OOO/T ... (2.35)
Abbas and Lockwood (1985) assumed the surface area of the soot to be
proportional to its mass concentration.
Magnussen and co-workers (cf. Magnussen and Hjertager (1976) and
Magnussen et al (1979)) applied the model of Tesner et al (1971) to
the prediction of acetylene jet diffusion flames. The model was
grafted onto an eddy break-up description of the gas phase chemistry
(cf. Spalding (1971a)). The soot formation was assumed to occur in
fuel-rich eddies whilst oxidation was assumed to occur in fine
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structures where the gas phase combustion also occurred. The rate of
soot oxidation was controlled by the turbulent dissipation.
In the present study the mechanism of Gilyazetdinov (1972) is used to
describe soot formation, since it is capable of describing soot build-
up in the laminar methane-air diffusion flame in chapter 3. The model
of Tesner et al (1971), which lacks a description of surface growth,
and the single-step mechanisms, which cannot describe particle surface
area, proved inadequate. In the turbulent flame predictions reported
in chapters 4 and 5, soot oxidation is addressed using the correlation
of Nagle and Strickland-Constable (1962). The latter investigated the
oxidation of pyrolytic graphite through the action of heated 02 jets
and derived the following correlation:-
.. (2.36a)
-1where Wc is the molecular mass of carbon (kg kg-mole ), P02 is the
partial pressure of 02 (atm) and
K = 200 exp(-125.5/ROT)
-2 -1 -1 (2.36b)kg-mole m s atma
4.46x10-2 exp(-63.6/RoT) -2 -1 -1 (2.36c)~ = kg-mole m s atm
K = 21.3 exp(-17.2/ROT) atm-
1 (2.36d)z
K = 1.51x106 exp(-405.8/ROT) kg-mole m-
2 -1 (2.36e)t s
Kent and Wagner (1984) and Megaridis and Dobbins (1989) found that the
Nagle and Strickland-Constable (1962) expression could describe soot
oxidation in laminar ethylene-air diffusion flames.
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2.3 The~l radiation in combustion
2.3.1 Introduction
Combustion flows are capable of emission and absorption of thermal
radiation. The latter contributes to local enthalpy sources, and hence
affects temperature and density, and must therefore be modelled to
close the set of governing equations (cf. eqn. 2.1 to 2.4). In
addition to its coupling with the flowfield, radiative emission from a
combustion
furnaces,
radiative
zone to its surroundings is of great importance. In
for example, efficient operation requires effective
heating of its walls. In other devices, such as gas turbine
combustors, radiative emission is also of great concern, though here
the desire is for its limitation; heating of the combustor liner has
an adverse effect on its durability.
Radiation is also important in the study of fires, where its coupling
with the flowfield structure is enhanced given the buoyancy-dominated
nature of such flows. Furthermore radiative emission from large fires
is strongly related to their hazard potential, as this mode of heat
transfer is largely responsible for the heating of external bodies.
The calculation of radiation in combusting environments requires the
solution of the radiative transfer equation (cf. Siegel and Howell
(1972). This describes the passage of a monochromatic beam through an
emitting, absorbing and scattering medium. In the present study
scattering is ignored, since this is negligible for molecules and also
for soot particles, provided they are small compared to the wavelength
of the radiation (cf. Kerker (1969». Negligible scatter is typically
assumed in the study of radiation in combustion systems (cf. Viskanta
and Menguc (1987».
The radiative transfer equation through an absorbing/emitting medium
takes the form (cf. Siegel and Howell (1972»
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-- =- ... (2.37)
ds
where lA is the monochromatic energy emitted at wavelength A in the
direction s per unit time per unit solid angle per unit area normal to
the beam. kA and EA are the monochromatic absorption coefficient and
blackbody emission as described by Planck's function. cf.
(2.38)
where Cl and C2 are Planck's first and second constants (cf. Siegel
and Howell (1972)).
The spectral absorption coefficient is dependent on the partial
pressures of all species capable of absorbing at wavelength A,
temperature and total pressure. In hydrocarbon-air combustion, the
major thermal radiators are CO2, H20, CO and particulate soot. Models
for the optical properties of these are described in the following
subsections.
Radiation is a non-linear function of partial pressures and
temperature, and is therefore influenced by turbulence which causes
fluctuations in gaseous properties. This is a particular issue in the
present study where radiative emission from buoyant fires is of
interest, since such flows exhibit large scale scalar fluctuations.
The influence of turbulence interaction is related to the amplitude of
the scalar fluctuations (cf. Cox (1977) and Grosshandler (1985)). More
is said about turbulence-radiation interaction in chapter 6, where the
Monte Carlo method of Faeth et al (1986) is used to assess its impact
on radiation from a buoyant fire.
In the following subsections, models for the optical properties of
gaseous species and soot are presented and then practicable methods
for the solution of the radiative transfer equation. The latter is
complex since it involves integration over distance, area and solid
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angle. The discussions are brief and draw attention to several
references for greater detail. It is useful at this stage to highlight
the following review articles: Viskanta and Menguc (1987) and Sarofim
(1986) give a detailed discussion of all the major aspects of
radiation in combustion systems; De Ris (1979) focuses on radiation in
fires; Tien and Lee (1982) discuss models for optical properties of
inhomogeneous paths through soot containing combustion gases and Faeth
et al (1986) review turbulence-radiation interaction.
2.3.2 Optical properties of gases
Gaseous absorption and emission are confined to narrow spectral
regions resulting from transitions in molecular vibrational states.
Superimposed on these is a fine structure comprising several lines
which result from rotational transitions. The contribution of these
lines to the absorption coefficient depends on their strength, shape
and width, which are dependent on pressure-path length, temperature
and line-broadening effects - natural broadening, collision broadening
and Doppler broadening - (cf. Hottel and Sarofim (1967)). Also
critical to the optical properties is line overlap, which may result
from sufficient broadening of adjacent lines or the superposition of
rotational lines of different species.
A rigorous treatment of the radiation requires that the rotational
lines are spectrally resolved. For practical calculations, however,
this is computationally unacceptable since these lines are very
numerous. This has led to the development of band models which
consider spectral elements that contain several lines. The most
spectrally resolved model is the narrow band model (cf. Ludwig et al
(1973) and Tien and Lee (1982)), where the spectrum is divided into
elements of width 5 to 2Scm-1 in wave number (w). This is large
compared to the the distance between individual lines and yet
spectrally resolved enough to define much of the structure of
vibrational bands - the widths of the 2.7~ CO2 and H20 band and the
4.3pm CO2 bands are 10S0cm-1 and 260cm-1.
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Narrow band models are unsuitable for coupled radiation-flowfield
calculation since their computation requirements are excessive. In
combusting flows their use has been restricted to post-process
diagnostics (cf. chapter 6 and Gore and Faeth (1986)) or the
development of more computationally tractable models (cf. Grosshandler
(1980)).
The need for computationally tractable models is in conflict with the
nature of gaseous radiation which requires spectral resolution. A
compromise is the wide band models (cf. Edwards (1975) and Tien and
Lee (1982)). These consider each vibrational band as an element, the
optical properties of which are specified in terms of band strength
and width. The latter are functions of pressure-path length and
temperature. The spectral absorption coefficient across the band is
described by some pre-specified function. The most widely adopted
function is exponential as suggested by Edwards and Menard (1964).
For heat transfer calculation it is the spectrally-integrated
radiative fluxes that are of interest. This has led to the development
of models that specify optical properties averaged over the whole
spectrum. The simplest of these is the grey gas model which has been
used in engineering for several decades. The model assumes an
emissivity that is invariant over the whole spectrum, and which may be
calculated from the spectral emissivity by weighting with the Planck
function, cf.
00 00
S EA EA dA SEA EA dA
0 0
E = = (2.39)
(J T4 ...00
S EA dA
0
where (J is the Stefan-Boltzmann constant and EA is the spectral
blackbody radiation given by equation 2.38.
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Hottel constructed charts for the total emissivity for CO2-H20 systems
(cf. Hottel and Sarofim (1967)) based on substantial experimental
data. These were later correlated by mathematical expressions by
Leckner (1972) suitable for use in computer codes. The emissivity is
prescribed as a function of partial pressure path length and
temperature. A correction is required for spectral overlap, since CO2
and H20 bands coincide at 2.7pm, and total pressure.
Grey gas models are expected to work well for homogeneous systems but
not so for paths with variable species concentration and temperature.
Two models that may are the equivalent line model (cf. Edwards and
Balakrishan (1973)) and the total transmittance non-homogeneous model
(cf. Grosshandler (1980)).
2.3.3 Optical properties of soot
Soot is comprised of small particles that, unlike gases, are capable
of radiating at all frequencies. The interaction between small
spherical particles and electromagnetic radiation is described by Mie
theory (cf. Kerker (1969)). This shows that in the limit of small
particles (where the particle radius is much smaller than the
wavelength of the radiation), scatter is negligible and the spectral
absorption coefficient is simply related to the soot volume fraction
fv' cf.
36 n n k fv
k A = 2 2 2 2 2 • •• (2.40)
s (n -k +2) +4n k A
where nand k are the real and imaginary parts of the complex
refractive index (cf. (n-ik)) and kSA is the soot absorption
coefficient.
In flame zones equation 2.40 is expected to be a reasonable estimate
of soot absorption since the particles are both spherical and small
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(cf. Haynes and Wagner (1981)). In post flame regions particles grow
through collision to form fractal-like aggregates that are
substantially non-spherical and can no longer be considered small.
The optical properties of non-spherical soot particles have been
studied by Felske and Tien (1977).
The evaluation of the parameters n and m has been made by Dalzall and
Sarofim (1969), Lee and Tien(1981) and more recently by Mullins and
Williams (1987) amongst others. Typically n and m are insensitive to
fuel type but do vary with wave length. The data compiled by Tien and
Lee (1982) suggest this may lead to a variation of -20% for ks~' over
the wavelength range .5 to 10 pm. In the present study nand k are
assumed constant and taken to be 1.93 and .39, which were the values
measured by Mullins and Williams (1987) at 633nm. These values are
used in chapter 3 where equation 2.40 is used to determine soot volume
fraction from the extinction of light from a helium-neon laser (which
operates at 633nm), and in chapter 6 where soot radiation is
predicted.
2.3.4 Solution of the radiative transfer equation
For problems of engineering interest which typically exhibit multi-
dimension and complex geometries, an exact solution of the radiative
transfer equation is not viable. Approximate methods that have been
widely used in engineering applications are Hottel's zone model (cf.
Hottel and Sarofim (1967V, Monte Carlo methods and flux models. The
latter have been widely used in recent years since they are easily
incorporated into finite difference flowfield solvers and are more
economical than the zone or Monte Carlo methods. Flux models, however,
are restrictive in that radiation is allowed to propagate in only a
few directions (6 for 3 dimensional flow). Also when curvilinear grids
are used, their formulation becomes more cumbersome. This has led to
the development of the discrete transfer method (cf. Lockwood and Shah
(1981)) which is essentially a hybrid of the above three methods.
These methods and others are reviewed by Viskanta and Menguc (1987).
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In the present study, solution of the radiative transfer equation is
very much simplified since only line-of-sight calculation is required
(cf. chapter 6); integration over area and solid angle is therefore
avoided.
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CHAPTER 3
Experimental and numerical investigation of a laminar
sooting diffusion flame
3.1 Introduction
In recent years there has been an increasing interest in the emission
of pollutants from combustion devices, in addition to the more
traditional concerns associated with fuel economy and overall
performance. The study of the latter has allowed major simplification
in the modelling of turbulent combustion since the heat release is
usually governed by reaction in the fast chemistry limit. Here
reaction time scales are much faster than those associated with mixing
and in the limit can be considered infinitely fast, ie. if fuel and
oxidant are allowed to mix, they react instantaneously. The mean
reaction rate is then controlled by the small scale mixing rate, and a
number of conserved scalar-based approaches apply (cf. chapter 2.1).
When attention is turned to the minor species that are a threat to the
environment, however, for example soot and NO, the fast chemistryx
limit does not apply and the tractability of the conserved scalar
approach cannot be realised. This re-kindles interest in the closure
of the chemical source term that appears in the mean balance equation
of a chemistry-dependent scalar a problem circumvented by the
conserved scalar approaches. Such source terms are highly non-linear,
in particular with respect to temperature upon which they are
exponentially dependent. These are not amenable to traditional methods
of averaging non-linear terms, where higher order correlations are
modelled in terms of calculable lower order terms. Such methods lead
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to poor approximations, since in practical situations, higher order
correlations dominate.
The present study involves the modelling of soot in turbulent
combustion, where it is not so much its pollutant characteristics that
are of concern, but rather its radiative properties. Particulate soot
is an effective radiator since, unlike gaseous radiation which is
confined to discrete bands, it is a continuum radiator, ie. it is
capable of radiating at all wavelengths. Here, particular interest is
in buoyant, "accidental" fires whose hazard potential is linked to
emitted thermal radiation. The prediction of soot levels in such flows
is essential since typically it is there produced in large quantities
and may be the dominant radiating species.
In addition to re-opening the chemical source term closure issue, the
study of soot is further complicated by the limited understanding of
its formation processes. This involves both homogeneous and
heterogeneous chemical reactions and complex physical processes
resulting from particle interaction. In an effort to gain better
understanding of these processes, detailed mechanisms of the type
proposed by Frenklach et al (1986) have been developed. Such
mechanisms are not suitable here, where the eventual concern is the
modelling of soot in turbulent flows, since insurmountable closure and
computational problems would arise through dealing with a large amount
of coupled equations. Though the study of detailed reaction mechanisms
may lead to the deduction of reduced reactions schemes (cf. Rogg and
Williams (1988)) which reproduce key features of the gas phase in
laminar flames, in the case of soot such mechanisms require further
development and validation before they can be used for quantitative
prediction. In view of this, the present study chooses an empirical
approach whereby the rate of soot formation is determined through
experiment. Moreover, since the model is for application in non-
premixed combustion regimes, the experiment is performed on a laminar
diffusion flame. This approach is essential in view of the simplified
formation mechanism that must be assumed for later turbulent flow
prediction. Such a mechanism cannot be expected to address the effect
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of environmental conditions on soot formation. For instance, soot
formation in diffusion flames is likely to differ from that in
premixed flames (cf. Glassman (1988)).
The experimental study of a sooting laminar diffusion flame is
described in section 3.3, for which the fuel used is methane. Given
the global formulation of the model, specific numerical values of key
parameters are unlikely to be quantitatively applicable over a range
of fuels. The strategy to be described, however, can be applied to any
fuel, for instance Moss et al (1988) derived the rate of soot
formation in ethylene-air diffusion flames and Stewart et al (1990) in
kerosene-air diffusion flames. The experimental study comprises
extensive measurement of soot volume fraction, temperature and mixture
fraction throughout the flame. The last property is of prime
importance, since it is the dependency of soot formation on mixture
fraction that is exploited to allow significant simplification when
subsequently applying the model to turbulent flame prediction.
In order to deduce the soot formation rate from the (laminar flame)
soot concentration measurements, a detailed characterisation of the
vector and scalar fields is required. The latter is provided by a
detailed numerical simulation of the flame which is described in
section 3.4.
The experimentally derived formation rate, under the present scheme,
is expressed in terms of mixture fraction. However, rather than
assuming some arbitrary functional relationship, as prescribed for
example by Kennedy and Kollmann (1990) who assume a Gaussian form, a
more fundamentally based relationship is used. Intuition suggests that
soot formation will be strongly dependent on temperature and the
concentration of hydrocarbon precursors - here this is chosen simply
to be the parent fuel. If these properties are then solely functions
of mixture fraction, the link between soot formation rate and mixture
fraction is established. Such an approach, in principle, would allow
the extrapolation of the model to regimes beyond those exhibited in
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the experiment, in particular to lower or higher combustion
temperatures.
In the present study, the formation rate is correlated by a model
initially proposed by Gilyazetdinov (1972) which realises a dependency
on temperature and parent fuel concentration through the key processes
of particle nucleation, coagulation and surface growth. The model is
described in the next section.
3.2 The soot fODmation model
Gilyazetdinov (1972) proposed a model for soot formation which
incorporates a description of the major physical and chemical features
in a global manner. This incorporates a two-step mechanism for the
formation of soot mass concentration, m (kg/m3), which is the mass of
soot per unit volume of space and which is simply related to soot
volume fraction according to
m = P fs v (3.1)
where Ps is the density of soot (typically 1800kg/m3 - cf. Mullins et
al (1987). The first step in the formation process is nucleation,
whereby the first solid phase is produced as a result of homogeneous
gas phase reactions, and the second is surface growth, where
heterogeneous reactions between the surface of the soot particles and
the gas phase results in soot build-up.
The surface growth rate is dependent on the total surface area
available for reaction. In order to define this for a cloud of soot
particles, however, it is not sufficient to consider the mass
concentration alone. The model therefore incorporates a second
parameter, the particle number density, n (m-3), which is the number
of soot particles per unit volume of space.
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If soot particles are assumed to be spherical and monodispersed in
size, a representative particle diameter, d, may be deduced, cf.
(3.2)
Given the particle diameter, the total surface area of a cloud of n
soot particles, As (m-I), which is the soot surface area per unit
volume of space, is easily found. This is most usefully defined in
terms of the model parameters, m and n, given equation 3.2
(3.3)
The particle number density is generated by the nucleation process and
is consumed by coagulation. Particles collision and coalescence to
form bigger spheres has an impact on the mean size and hence surface
area. Its inclusion in the model is therefore essential.
The following presents the adopted soot formation model. In keeping
with the assumptions of Gilyazetdinov (1972), soot nucleation results
from the collision between a hydrocarbon precursor and an ambient
molecule, surface growth from collision between the precursor and the
surface of the soot particles, and the collision between soot
particles is described as free molecular collision.
Also in this section, the formation mechanism will be analysed to
reveal the time dependent behaviour of the soot number and volume
fraction. This, it will be seen, gives valuable insight into the
competing processes of nucleation and surface growth in laminar
diffusion flames, when the model is used to interpret the present
laminar flame experiment.
The processes of soot nucleation, coagulation and surface growth are
described as
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[:L= C 2 XHC T1/2 exp[-T IT] (3.4)a.p a.
[:] -- C T1/2 N2 (3.5)~
c
[:] = C p X T1/2 nl/3 m2/3 exp[-T IT] ... (3.6)'Y HC 'Yg
where the subscripts n, c and g refer to nucleation, coagulation and
surface growth, and Ca.' C~ and C are empirical constants. The'Yactivation temperatures, T and T , used in the present work are thosea 'Y
46.lx103K l2.6xlO3Kdeduced by Gilyazetdinov (1972), namely and
respectively. N is the normalised number density defined by niNO and
the soot mass concentration (m) is simply related to the soot volume
fraction by equation 3.1.
In equations 3.4. to 3.6, the coagulation term is dependent on n2 and
on the square root of temperature as is the case for collision between
particles in the free molecular regime (cf. Hirschfelder et al (1967))
and the surface growth rate is dependent on nl/3m2/3. The latter
results from the dependency on soot surface area (cf. eqn. 3.3).
It is tempting to evaluate the constants (C and C ) from the originala 'Y
expressions of Gilyazetdinov (1972), by assuming reasonable values of
collision cross-sections, molecular masses etc. This is not done
however, since the pre-exponential factors evaluated by Gilyazetdinov,
were deduced in a carbon black experiment, which entails injecting the
parent fuel into the hot exhaust gases of a premixed flame. Such an
environment is free of the radicals that may diffuse from the reaction
zone to the soot formation zone in a diffusion flame - soot formation
in flames may be controlled by radical mechanisms which are stimulated
by radicals, for example H, that are found in and around reaction
zones (cf. Glassman (1988)). In flames one may find, therefore, that
soot may be promoted by collision with species that do not exist in
post flame gases. This also has implications on the activation
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energies, but the present study found no conclusive evidence for their
change from the values originally suggested.
An estimate of C~, in the coagulation term, is not considered either,
since the expression does not address the possibility that a certain
percentage of soot particles may be charged. Also, two particles may
collide and not coalesce to form a bigger sphere, but rather simply to
nstickn at their surface which eventually results in large chain
flocculates (cf. Megaridis and Dobbins (1989)). Since it is the
surface area that is of interest here, rather than the number of free
particles, two particles that collide and do not coalesce (in the
limit that their area of contact is negligible), are better considered
as two individual particles.
In the present study, initial nguessesn for the empirical constants
(Ca' C~ and Cr) were obtained from Moss et al (1988), who evaluatedthem in a laminar ethylene-air diffusion flame. Ethylene yields soot
volume fractions that are an order of magnitude greater than those
found in the present methane flame; this is reflected in the values of
the empirical constants deduced here.
Equations 3.4-3.6 show that soot formation may be expressed in terms
of the model parameters themselves (n and m) and the density,
temperature and precursor mole fraction (the latter is assumed to be
the parent fuel). If the gas phase parameters can be assumed to be
dependent solely in terms of mixture fraction, the usual assumption in
the conserved scalar approach, then the rate of formation of soot
number density and mass concentration may be expressed as:-
dN
~(~) N2-= a(~)
dt
nucleation coagulation
dIn
r(~)n1/3 m2/3-= + Cs a(~)
dt
surface growth nucleation
(3.7)
(3.8)
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where a, ~ and r can be deduced directly from equations .3.4-3.6. C~a
represents the rate of formation of soot mass through nucleation. In
the present study, following Raine (1977), a nucleus was assumed to be
composed of 12 carbon atoms. This yields C~=144.
Figure 3.1 shows the mixture fraction dependent parameters in the soot
formation mechanism, a, ~ and r, plotted against mixture fraction. All
three parameters are shown normalised by their maximum value. The
flamelet state relationships p(;), T(;) and XHC(;) from which the
curves are derived will be presented later in section 3.4. In the
present study the precursor, XHC' has been chosen to be the parent
fuel. The merits of this assumption will be discussed later in this
chapter.
Figure 3.1 shows p to continually increase as the mixture fraction
decreases towards stoichiometric, since it
Tl/2. The nucleation and growth curves are
is dependent simply on
both seen to increase as
the mixture fraction reduces towards stoichiometric; this is owing to
the increasing temperature upon which they are both dependent. Both
curves exhibit a maximum slightly to the rich of stoichiometric, since
their dependence on XHC' which is zero at ;=Sst(~O.055 for methane-
air flames), eventually overwhelms the temperature effect. The maximum
of the a curve occurs closer to ;st due to it having a greater
activation temperature, 46.1x103K compared to 12.6x103K for the
surface growth process. The higher activation temperature naturally
requires a higher temperature to be reached before a becomes
significant, and the implied increased dependence on temperature
allows a lower; to be reached before the depletion in XHC dominates.
The activation temperatures quoted above were those originally
suggested by Gilyazetdinov (1972) and used throughout the present
work.
Prior to applying the model to the calculation of soot concentration
in a laminar diffusion flame, it is useful to investigate the
formation rate itself (cf. eqns. 3.7 and 3.8). Their formulation
suggests that approximate solutions can be determined analytically; in
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particular, if plug flow can be assumed for a given soot-containing
volume (ie. the volume is simply convected and dldt = u d/dx where t
is time u velocity and x is the stream-wise direction in the flame)
and it experiences a constant mixture fraction, then the soot
concentration can be obtained directly from the integration of
equations 3.7 and 3.8. The soot number density and volume fraction can
then be deduced, for a given residence time and mixture fraction.
Unfortunately such a simple approach is unsuitable for a quantitative
analysis of sooting laminar flames of the type under investigation,
since there, stream lines and mixture fraction contours are not
parallel. Increasingly soot, being particulate, tends to follow stream
lines and a, ~ and y cannot be treated as constant in equations 3.7
and 3.8. The current work, however, has shown that investigation of
the plug flow case does yield similar trends, in terms of the time
dependent behaviour of the soot number and volume fraction, to the
flame situation, and can be used to explore some of the more important
interactions.
The ability to divorce the source term and the flowfield, at least for
qualitative analysis, is a useful aid to assessing the experimental
data in terms of, for example, the relative effect of nucleation and
surface growth. The source terms for soot number density and mass
concentration are investigated in the next two subsections.
3.2.1 Investiqation of the soot number density fODBation rate
The formation rate of N (eqn. 3.7) can be integrated analytically if a
and ~ are considered constant (ie. for a constant ~) to give
N = J: I tanh(~apl t) (3.9)
The function is shown diagramatically in figure 3.2. The normalised
soot number density, N (-niNO)' can be seen to saturate at v(a/~)
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which therefore indicates its maximum possible value. The saturation
is brought about through the coagulation rate increasing and
eventually becoming equal to the nucleation rate, which is independent
of residence time (see eqn. 3.7) and hence stays constant. The
relationship also shows that the coagulation rate cannot become
greater than the nucleation rate and cause the number density to fall.
This is to be expected in plug flow, since the coagulation rate is
simply dependent on particle number and will only increase if the
particle number increases; when the coagulation rate equals the
nucleation rate, and dN/dt=O, the coagulation rate ceases to change.
This behaviour does not apply to the flame situation where soot
particles may exist beyond the formation zone, in which case
coagulation will cause decline in their number.
Further
dN/dt=a.
decline
scrutiny of
The time
figure
at which
3.2 shows the initial gradient to be
this linear growth section starts to
of p. Small values of p lead to andepends on the value
earlier departure from a linear relationship and a longer time for N
to reach its saturated value. This information together with the
maximum N, given by ~(a/p), allows a and p to be fixed during
parameter optimisation, prior to considering the soot volume fraction.
The current experimental work did not involve soot number density
measurements, these were merely therefore inferred from measurements
available in the literature. Haynes and Wagner (1981) report values,
in similar laminar flames, of approximately 1x1017m-3. The values of a
and p used in the present analysis were therefore chosen to yield
number densities of this order. However, the absolute value of n is
not of major significance in the soot formation model since Cy' by
suitable manipulation, may compensate. Of more significance is the
time required for n to saturate; as the next subsection shows, this
affects the time dependent nature of soot mass concentration.
The absolute value of n and hence the soot particle surface area is
important when the additional process of soot oxidation is concerned.
The latter is appended to the soot formation terms in the turbulent
flame predictions of chapters 4 and 5, where the oxidation and
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formation zones cannot be treated independently as they are in the
laminar flame investigated here. The present experimental
investigation focuses on regions of the flame where newly formed soot
particles are drawn into richer regions by the vector field, and hence
away from the oxidising zone.
3.2.2 Investigation of the soot mass density fonmation rate
In this section the formation rate of soot mass (eqn. 3.8) is
investigated in certain restrictive regimes. This, as will be shown
later, also provides a valuable insight into the nucleation and growth
processes, which influence soot mass concentration in the laminar
diffusion flames experimentally investigated in this study.
Consider equation 3.8 in the regime where the nucleation term is much
larger than the surface growth term. Such a scenario will always exist
close to time t=O, since a is independent of time and the growth rate
is dependent on n and (through the surface area) m, both of which are
zero at t=O. Under such circumstances, there is a linear relationship
between m and t, since equation 3.8 can be integrated to show m-Coat.
In the situation that the growth term dominates, as must happen when
t~ ~, there are two limiting regimes. The first is where the
nucleation term is so small, that at the time when the surface growth
becomes much larger than the nucleation term, eqn. 3.9 is still in its
linear region, ie. n is far from saturated. In this regime eqn. 3.9
yields:-
... (3.10)
Substituting this into eqn. 3.8 and integrating (remembering that the
nucleation term is negligible) results in
3
'Y 4m=-N at43 0 ... (3.11)
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A fourth order dependence of m on t therefore results. The second
regime occurs, when the time is large enough for the soot number
density to have saturated, ie. n is independent of time. Here, eqn.
3.9 shows
n = NO ~a/~I ... (3.12)
Putting this into eqn. 3.8, ignoring nucleation and integrating gives
3 1':':1 3m = 3 r NO ~a/~ t ... (3.13)
A third order dependence on time results.
To summarise, investigation of the source term reveals the dependence
of soot volume fraction on residence time is initially always linear.
The duration of this phase is dependent on the relative magnitude of
the nucleation and growth terms. As t increases, the model shows that
surface growth must ultimately dominate, leading to an eventual third
order dependence on t. There may, however, be an intermediate region
where the dependency may be as high as order four; the appearance of
this depends on the soot number being far from saturated when the
growth term dominates.
As will be shown in the experimental section (cf. section 3.3), the
results of soot volume fraction measurements, made in a laminar
methane-air diffusion flame, are plausibly represented by the model
and its use therefore justified. Associated work investigating soot
formation in ethylene and kerosene flames (Moss et al (1988) and
Stewart et al (1990)), however, seem relatively to be poorly
represented by this model. This is evident from their data implying a
greater than first order dependence on residence time initially, which
eventually becomes linear. That the initial dependence is greater than
linear is not necessarily incompatible with the model, since the
initial linear phase may be negligibly short resulting from early
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dominance of surface growth. The model will not, however, allow a
greater than order one dependence to become order one, as residence
time increases. It may be that the apparent non-linear initial
behaviour is brought about by peculiar effects at the burner exit, for
example quenching and premixing - close to the burner there is a zone
where reactions are quenched by heat loss to the burner which allows a
certain degree of premixing. Though this would also happen in the
methane flame investigated here, soot inception initiates further away
from the burner than for either ethylene or kerosene. The importance
of the near-burner region is therefore less. If the near burner region
does influence the early development of the soot, then the data of
Moss et al and Stewart et al indicate a linear dependence of soot on
residence time. This, however, can only occur if the nucleation term
is dominant, which is unlikely since surface growth is generally
viewed as the major process contributing to the formation of soot mass
(cf. Bockhorn et al (1984)). An alternative possibility considers the
dependence on precursors that diminish in concentration more quickly
than the parent fuel as height is increased. This is investigated by
Stewart et al (1990).
Having now obtained an understanding of the adopted soot formation
model, the next section describes the experimental investigation of a
sooting laminar methane-air diffusion flame. This is an important
stage in the proposed approach to the development of a soot formation
model for turbulent non-premixed combustion. Following that, analysis
of the data is made through a numerical prediction of the flame from
which the soot formation rate is deduced.
3.3 Experimental investigation of a sooting laminar diffusion
flame--
This section briefly describes the experimental rig and procedure for
investigating the sooting behaviour of a laminar methane-air diffusion
flame, where the objective is to measure the distribution of soot
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concentration, temperature and mixture fraction. For more detail the
reader is referred to Stewart (1990).
The experiment is performed with a view to deriving, empirically, a
soot formation rate, which may be subsequently incorporated into a
turbulent calculation. This requires a spatially detailed map of
velocity together with soot particle trajectories, so that the history
of a soot-containing volume can be specified. The vector field must be
supplemented by a detailed map of the scalar field since, in the flame
investigated, a soot-containing volume experiences a changing scalar
environment throughout its history, as streamlines and scalar contours
are not parallel. Such detailed information is necessary to back-out
the soot formation rate from the soot volume fraction measurements.
Rather than achieving this entirely experimentally, it has been
elected to supplement the experimental data with a numerical
prediction of the flame. The latter is reported in section 3.4 where,
due to difficulties in predicting small scale flames (for example, the
specification of boundary conditions is very influential on the
calculation), its validity is ensured by comparison between predicted
temperatures and mixture fraction with experimental data. Such a
validation is essential, especially with regard to temperature, since
the rate of soot formation is highly temperature dependent.
The remainder of section 3.3 describes the experimental set-up, the
diagnostic techniques and the data reduction. The presentation of the
results and their analysis is deferred until section 3.4 where they
are discussed in the light of the numerical prediction.
3.3.1 The burner and probes
Wolfhard and Parker (1949) proposed a burner design (referred to as
the Wolfhard-Parker burner) which comprises two rectangular slots, one
for fuel and the other for oxidant, that are supported within an inert
gas surround. This results in a single planar flame sheet supported in
the mixing region between the fuel and oxidant streams. The burner was
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designed to permit access to line-of-sight optical techniques since
they could be aimed parallel to the flame sheet along lines of
constant scalar properties. This avoids the necessity to resort to
complex reduction algorithms, such as that proposed by Shepp and Logan
(1974), which are required to deduce point properties from line-of-
sight measurements through inhomogeneous paths. It is the attribute of
producing two-dimensional planar flame sheets for which the
Wolfhard-Parker burner lends itself for use in the present study,
since the method for measuring soot volume fraction relies on line-of-
sight laser absorption.
The present study, however, adopts a modification, also adopted by
several others (eg. Smyth et al (1985)), which involves a three slot
system. This is shown in figure 3.3 which shows a schematic of the
burner assembly. Fuel flows from the central slot and air through the
two outer slots. The width of the fuel slot is 6mm and that of each
air slot 9mm. The slots which are 47mm in length, are mounted inside a
rectangular burner, the cross section of which is 90mm x 90mm and has
windowed access for the laser system. The area between the slot
assembly and the burner casing is occupied by a secondary airflow (the
airflow through the slots is referred to as the primary air) which is
used to assist flame stability. In order to obtain a near uniform
velocity profile for each of the four streams (the fuel stream, two
primary air streams and the secondary air stream) they pass through a
labyrinth of glass beads before entering the test section. This burner
design results in two nominally planar flame sheets which lie between
the fuel and each of the primary air streams. Since there is an air
surround, two additional flames are formed (referred to as end flames)
which result from the mixing of the fuel directly with the secondary
air. Such a design suffers from interference of the line-of-sight
measurements from the end flames. In this respect the two slot system
is more appealing since end flames do not occur. However, the latter
yields a more complex mixing process which involves three streams, the
fuel, the air and the inert gas surround. The three slot system, in
contrast, involves only two streams, the fuel and the air. This
permits great simplification in the computational modelling of the
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flame as will be demonstrated in section 3.4, where mixture fraction
is used to describe the scalar field in the fast chemistry limit.
Also, two-stream mixing is more representative of practical
situations.
The laser absorption experiment and the numerical prediction assume
that the flame sheets are planar, though it is recognised that
buoyancy will tend to induce axi-symmetry. In the low Froude number
flames investigated, buoyancy is known to be significant. At the
heights investigated, however, the flames seemed to be adequately
planar. In addition, the flame was arranged to be symmetric about the
centre plane of the fuel slot, by ensuring equal air flow through the
outer slots. This is an advantage to the numerical simulation since
only half the flow need be addressed, with the assumption of a
symmetric boundary condition at the centre plane of the fuel slot.
The entire burner assembly is mounted such that it is capable of
vertical and horizontal movement, which is sensed by two
potentiometers which therefore indicate its position.
The probe system consists of a laser beam and photodiode detector to
measure soot volume fraction, a fine wire thermocouple to measure
temperature, and a quartz sampling probe to extract gas samples which
are analysed by mass spectrometry. All the probes are fixed
independently of the burner and therefore remain stationary when the
burner is traversed. The thermocouple (Pt/Pt-13%Rh), which has a wire
diameter of 50pm and a bead diameter of approximately 80pm, is mounted
adjacent to the quartz probe which has an orifice diameter of
approximately 200pm. The laser and associated optics are arranged such
that the beam is focused half way along the flame and the effective
diameter does not exceed -O.5mm through the flame. The relative
positioning of the three probes is arranged as shown in figure 3.3.
The distance of each probe, relative to a suitable datum position on
the burner, was measured before and after each experimental session.
It was ensured that there was no disparity in the positioning system
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caused by thermal expansion, which required the flame being left on
for approximately one hour prior to measurements being performed.
3.3.2 Data reduction and analysis
A schematic of the data acquisition hardware is shown in figure 3.4.
The figure shows two separate systems. The first is associated with
soot and temperature measurement and the second with gas analysis.
The mass spectrometer has its own dedicated microprocessor and
requires a far greater sampling time compared to the other two
diagnostics; the time constant of the thermocouple is approximately
O.ls and that of the laser system is negligible, whilst the probe
sampling system requires approximately 30 seconds to make one
measurement.
The microcomputer controls the data logging of the signals from the
thermocouple, photodiode and the two potentiometers. The latter
indicate the burner's position and hence the location of the probed
point relative to the burner.
The next three subsections describe the data reduction of the
thermocouple, photodiode and mass spectrometer output.
3.3.2.1 Data reduction of the theDDOCoup1e signal
The voltage generated by the difference in temperature between the hot
and cold junction, the latter at room temperature, was digitised and
input to the microcomputer. There, the voltages were converted to
temperature using a standard calibration (cf. Kaye and Laby (1971)).
The microcomputer also performed the task of compensating the
thermocouple for thermal inertia. Such inertial effects were
introduced through traversing the burner, and hence the flame, past
the thermocouple during measurement. This was to minimise the time the
thermocouple spent in the sooting and maximum temperature regions.
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Prolonged periods in the sooting region resulted in soot build-up on
the thermocouple bead and hence erroneous readings. Also the maximum
corrected (for radiation and thermal inertia) temperature was found to
be approximately 20S0K and the melting point of platinum is 2040K. It
was found that exposure to this temperature quickly resulted in
fracture close to the bead of the thermocouple. By continual traverse
the maximum temperature experienced by the thermocouple was reduced by
-40K. In the methane flame investigated here, probe integrity was a
far more significant concern than soot build-up.
The remainder of this subsection describes the thermal compensation
procedure.
Heat transfer to and from a thermocouple bead may result from
convective exchange with the surrounding gases,
support wires and radiative exchange with the
conduction along the
environment. Applying
conservation of energy (ie. rate of heat flow to the bead is equal to
the rate of heat flow away plus the rate of change of internal energy)
we have
dT dT
c m - = h As (T - T) + K A - + As (J e (T4 - T4)dt g c c dx w
(3.14)
The term on the left represents the change of internal energy and
those on the right represent convection, conduction and radiation
respectively. c is the specific heat of the thermocouple bead, m its
mass, As its surface area, £ its emissivity and T its temperature. Tg
and Tw are the temperature of the gas and the temperature of the
enclosure walls, h is the convective heat transfer coefficient, Ac the
cross sectional area of the support wire and Kc its thermal
conductivity.
If the conduction and radiation teDmS are relatively small the
response of the thermocouple may be simplified to
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dT 1
dt ... (3.15)
where t is the time constant given by
c m
t = --- ... (3.16)
h AS
This simplification was found to be acceptable since the transient
behaviour of the thermocouple could be described by equation 3.15.
When using bigger thermocouples a more complex response was observed.
Equation 3.15 shows that if the time constant is known the gas
temperature, Tg, may be found since the thermocouple's temperature, T,
and its variation with time, T(t), is monitored.
The compensation was applied after performing the experiment, by curve
fitting the measured temporal variation of the thermocouple's
temperature (T(t)) with a least-squares polynomial. This function was
then introduced into equation 3.15 to find the gas temperature. Prior
to this, however, the time constant must be found.
To determine the time constant, rather than relying on equation 3.16
(which would introduce uncertainties mainly through the specification
of the heat transfer coefficient), an experimental technique was used.
This involved positioning the thermocouple in a part of the flame
where there were no problems with soot build-up or probe integrity.
The temperature of the thermocouple was then raised above ambient by
electrical heating (cf. Ballantyne et al (1976)). When the supply was
switched off, the cooling of the thermocouple was monitored.
Integration of equation 3.15 with respect to time, whilst keeping Tg
and t constant, shows that the response of the thermocouple to a
temperature change is given by
... (3.17)
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t is then found by fitting an appropriate least-square function to the
observed thermocouple response. A value t=O.l second was deduced for a
thermocouple with an 80pm diameter bead.
In addition to inertial compensation, the temperatures were also
corrected for radiative loss. Following the procedure described by
Fristrom and Westenberg (1965) a maximum correction of -60K was
deduced.
3.3.2.2 Data reduction of the photodiode signal
The photodiode generates a current related to the intensity of light
impinging on its active surface. The current is converted to a voltage
and fed to the microcomputer via the analogue to digital converter
(ADC). The recorded voltage, being linearly related to the intensity
of the laser beam transmitted through the soot, is a direct indicator
of beam extinction. The soot volume fraction may then be calculated
under the assumption that the soot particles are small compared to the
wavelength of the light, where the following relationship holds (cf.
Kerker (1969)).
A. In(IO/I)
36 n L
... (3.18)
In the above, A. is the wave length of the laser light, which is 633nm
for the He-Ne laser used. lOll is the relative absorption by the soot,
L the path length through the flame and n and m denote the real and
imaginary parts of the complex refractive index of the soot particles,
cf. n-im. The value of the refractive index was taken to be
1.92-0.45i from the experiments of Mullins and Williams (1987). The
small particle limit is assumed valid since the wavelength of the
laser beam, emitted by the helium-neon laser, is 633nm compared to
soot particle sizes of -40nm, measured in similar small scale flames
(cf. Haynes and Wagner (1981)).
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3.3.2.3 Data reduction of the mass spectrometer signal
A mass spectrometer,
relative molar ratios
even after calibration, measures only the
of gases of different molecular masses (cf.
Stewart (1990)). Absolute concentrations are therefore particularly
difficult to obtain and would require analysis of all gases in the
sample, or the determination of the concentration of one species by
another method. In the present experiment, however, our interest is
not in individual detailed concentrations but in mixture fraction. The
latter, which was defined in chapter 2.1, is related to the mass ratio
of fuel-originated to oxidant-originated matter in a two stream (fuel
and oxidant) mixing system. Unfortunately, this generally implies
measuring the absolute mass concentration of all significant species
present in the sample (cf. Mitchell et al (1980) and Smyth et al
(1985)). To avoid this a simplification was introduced in the present
study as described below.
The gas sampled through the probe was mixed with excess oxygen and
then passed over a heated platinum catalyst, where it was ensured that
all the carbon was fully oxidised to CO2, Making the assumption that
all the carbon atoms had originated from the fuel stream, since the
concentration of carbon atoms in air is small, the measured CO2 can be
an indicator for the fuel stream. Using N2 as a similar indicator for
the air stream, allows the relatively simple calculation of mixture
fraction. It is assumed that N2 oxidation is negligible. The procedure
is described in appendix B.
3.3.3 Experimental procedure
Prior to igniting the burner, the probe positions were checked against
a suitable datum. The positioning was also checked immediately after a
run, in order to deteDmine whether thermal expansion had introduced
errors. This was avoided by allowing the burner system to reach a
steady state, the approach to which was monitored by thermocouples
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placed in the fuel and air slots. A period of approximately one hour
was required after light-up, before measurements could be taken.
When a steady state had been reached, the burner was positioned, using
a hand operated jack, such that the probes were the desired height
above the burner. The flame was then continuously traversed past the
probes by activating a stepper motor. During the traverse, the
microcomputer continually took readings from the thermocouple,
photodiode and horizontal potentiometer. Each sample point was
recorded at 20ms intervals and the delay between readings from each
device was lOps.
Having performed a traverse for the temperature and soot
concentration, a second traverse was performed for the gas analysis.
This was necessary since the time required for the mass spectrometer
to give a steady reading, after being positioned at a new location,
was approximately 30 seconds. The gas analysis therefore required
positioning the probe and maintaining at a location until a sensible
reading could be taken. The probe was then moved to a new location.
The procedure was repeated for several heights, one of which was as
close to the burner as practicable. As described in section 3.4, this
was necessary to provide initial boundary conditions for a numerical
simulation of the flame.
Presentation and discussion of the results are given in section 3.4,
after the numerical prediction of the flame is described. The flow
conditions for this case are 9.2xlO-6kg/s of methane at a mass
averaged velocity of 7.4cm/s, and 6.44xlO-5kg/s through each of the
air slots leading to a mass averaged velocity of 19.1cm/s.
The numerical prediction relies on all important scalars being
dependent only on mixture fraction. Figure 3.5 presents the data of
temperature plotted against mixture fraction measured in the present
flame, and shows a unique relationship between temperature and mixture
fraction may be assumed throughout the flame. In contrast figure 3.6
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shows the experimental data of soot volume fraction plotted against
mixture fraction, where there is an obvious dependency on height and
hence residence time. This reflects the relatively slow processes
involved in soot formation.
3.4 Numerical simulation of a sooting laminar diffusion flame
3.4.1 Introduction
Having obtained experimental data of soot volume fraction in a laminar
methane-air diffusion flame, a reduction process must ensue whereby
the soot formation rate may be deduced. As stated earlier this
requires a detailed numerical simulation of the flame, which is
presented below.
The simulation of a laminar diffusion flame requires the solution of
coupled balance equations for the mass, momentum and scalar
properties. The scalar properties include enthalpy and chemical
species concentrations, which in turn may yield temperature and hence
density through auxiliary relationships (cf. chapter 2.1). The latter,
in addition to constitutive relationships for the transport
properties, are required to close the equation set. The enthalpy
equation requires a radiation term since local adiabatic temperatures
are not attained, owing to radiative exchange within the flame and
with the burner. Peak measured temperatures differ from adiabatic
equilibrium values by as much as 230K. Such discrepancies are
unacceptable in the present application, where the simulation
provides a property map on which to analyse the soot model. The high
activation energies associated with soot formation (cf. Gilyazetdinov
(1972)), make it highly temperature dependent, leading to gross errors
for modest temperature uncertainties.
A solution procedure of the type suggested, where the flowfield
calculation must be coupled with a radiation calculation, is an
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awesome task for the degree of accuracy required. In order to
calculate the radiative properties, the concentration of gaseous
radiators and soot is required. This results in a highly coupled
system, since soot is highly dependent on temperature which, in turn,
is highly dependent on soot due to its strong radiative properties.
In view of the difficulty, and more so the expense, of a coupled
flowfield-radiation calculation, use has been made of the fast
chemistry "collapse" of major gaseous species and temperature against
mixture fraction, exhibited in laminar diffusion flames (cf. Mitchell
et al (1980) and Smyth et al (1985)). It is proposed that mixture
fraction be used to describe the scalar field including temperature
and, crucially, the temperature-mixture fraction state relationship be
derived from the current experimental data (cf. figure 3.5). The use
of experimental temperatures allows the radiation to be decoupled from
the flowfield since the adopted temperatures incorporate the radiative
loss. Moreover, if, in addition, the fraction of the total mass
condensed to soot is small, then soot can be treated as a perturbation
to the thermochemistry. Its calculation may then be performed as a
post process, allowing a considerable saving in computational cost.
The present experimental data together with the computed velocities,
show that the amount of carbon in the soot does not exceed -1% of the
total available fuel carbon.
The remainder of this section elaborates on the numerical simulation
procedure and then seeks to determine the soot formation rate.
3.4.2 The mixture fraction approach
Analytical analysis of a laminar diffusion flame in the restriction of
equal species diffusivity, unity Lewis number, zero heat loss and an
infinite reaction rate, shows that any chemistry dependent scalar is
algebraically related to any conserved quantity (eg. Shvab-Zeldovitch
coupling functions and mixture fraction) (cf. Williams (1985)). Such a
·collapsen onto single relationships for temperature and major species
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against a conserved scalar in laminar diffusion flames, has been
demonstrated in more realistic regimes, by for example the experiments
of Mitchell et al (1980) and Smyth et al (1985), and the numerical
simulation of Liew (1983). The present work, though not measuring
individual species concentration, does demonstrate a collapse onto a
single relationship for temperature (cf. figure 3.5). These studies
therefore imply that mixture fraction may be used to describe the
scalar field, and that any other scalar property can be easily
determined, provided its functional dependence on mixture fraction is
known.
The scalars of interest are the temperature, fuel concentration,
density and viscosity. The first two are important in the soot model
and the latter two are required to close the balance equations. The
functional dependency, or flamelet state relationship, of temperature
was deduced from the current experiment. Since species were not
measured, the experimental data of Mitchell et al (1980), who measured
species and temperature in a co-flowing axi-symmetric laminar methane-
air diffusion flame, were used for the composition field.
Figure 3.7 shows the flamelet state relationships for the fuel
concentration, density and viscosity. The density was derived using
the equation of state, and the viscosity using the appropriate Enskog-
Chapman expression (Fristrom and Westenberg (1965)) using the Lennard-
Jones parameters as described by Liew (1983).
Figure 3.8 compares the presently measured temperature state
relationship with that obtained from Mitchell et al (1980) and that
resulting from the adiabatic equilibrium assumption. The latter was
derived using the code of Gordon and McBride (1971). The importance of
using the experimental temperatures is indicated by the differing
trends exhibited by the curves in the sooting zone (0.055<~<O.2).
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3.4.3 The governing equations
Under the present
describe the scalar
assumptions, where
field, balance
mixture fraction is used to
equations for only the mass,
momentum and mixture fraction need be solved. In addition, since it is
recognised that soot cannot be described solely in terms of mixture
fraction, due to substantially different transport properties and slow
chemistry, balance equations for soot are required. These have been
formulated on the basis that soot particles behave as a gas with zero
diffusivity, ie. there is no slip between the particles and the
velocity field. The soot is assumed not to affect the flowfield since,
in these small-scale flames, it represents -1% of the total available
carbon. Also any impact it may have on heat loss, through its
radiative properties, is incorporated explicitly by adopting a
measured temperature state relationship.
In the computation, the flowfield is considered both two-dimensional
and of the boundary layer type. In this approximation, the governing
steady state balance equation for a general variable ~ can be written
as:-
o~ o~
pu-+pv-=oX ay ... (3.19)
where x and yare the stream-wise and cross-stream distance, and u and
v their velocity components. p is the density, S~ is the volumetric
source term, p the viscosity and a~ is the Prandtl/Schmidt number.
Equation 3.19 may represent momentum conservation, when ~ is a
velocity, or the balance of any scalar quantity. In the present case,
the latter group consists of mixture fraction, and the soot parameters
~N and ~m' which are related to soot number density and mass
concentration, cf.
• .. (3.20)
and
... (3.21)
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where p is the gas phase density.
The balance equation for any parameter can therefore be represented by
equation 3.19, which may be tailored by suitable setting of the
Prandtl/Schmidt numbers and the source terms. Their settings for the
dependent variables considered are shown in table 3.1
The values for crfor the soot are set to very large numbers in order
to eliminate the diffusion term; soot being particulate has a
negligible diffusion coefficient compared to gases. The source terms
for the soot equations can be seen to include, in addition to the
modelled formation rate (cf. eqns. 3.7 and 3.B), a term indicated T,
this is the thermophoresis term. The latter is a mechanism whereby
small particles are transported along temperature gradients, as a
result of gas molecules impacting the particle with greater energy on
their hotter side. The thermophoresis term, T, can be expressed as
•.• (3.22)
vt is the thermophoretic velocity, and is given by Fuchs (1964), for
particles smaller than the molecular mean free path of the ambient
gas, to be
-3 u aT
... (3.23)
4 (1 + nIB) T ay
The reason for incorporating the thermophore sis term into the source
term is that general CFD codes, and indeed the one adopted here, allow
typically for only convective, diffusive and source terms within the
general framework. The diffusion term cannot represent thermophoresis
since it is driven by the gradient of ., itself, whilst the latter is
driven by the temperature gradient.
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3.4.4 Solution procedure
The numerical scheme used to solve the balance equations was based on
the GENMIX code (Spalding (1977), which is a ntime-marchingn solver
for two-dimensional parabolic flowfields. The code is suitable for
both planar and axi-symmetric geometries and is used exhaustively
throughout the present study: here to the study of a planar laminar
flame; in chapter 4 to an axi-symmetric jet flame and in chapter 5 to
the prediction of an axi-symmetric buoyant fire. A brief description
of the algorithm is therefore warranted and is given below, though the
reader is referred to Spalding (1977) for more detail.
The general two-dimensional boundary layer equation (cf. eqn. 3.19)
may be cast into the Von-Mises co-ordinate system where the cross-
stream distance is replaced by the stream function, W, which is
defined by
ow = r p u ay ... (3.24)
where r is the radial location and is introduced since GENMIX may be
applied also to axi-symmetric flows; for planar flow r is set to
unity. Equation 3.19 then reduces to
... (3.25)
This transformation allows the grid to follow stream lines. There is
now only one convection term, that in the stream-wise direction, since
by definition there is no convection across stream lines. In GENMIX a
further transformation is made whereby the grid is cast into the
patankar-Spalding co-ordinate system. Here a normalised stream
function is defined, cf.
co.., ... (3.26)
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The subscripts 1 and 2 represent the cross-stream boundaries of the
domain. This grid is particularly economical since it is restricted to
the width of the boundary layer with which it grows. The general
equation when cast into the x-m (or Patankar-Spalding) co-ordinate
system, results in
a, + (a + b m) a, = ~[c a, J. + _1_ S
ax am am am p u '
• .• (3.27)
The terms on the left represent the stream-wise and cross-stream
convection and those on the right represent the cross-stream diffusion
and source term. Cross-stream convection results since lines of
constant m do not follow stream line, unless there is zero entrainment
at both cross-stream domain boundaries. The coefficients a and bare
functions of the entrainment at these boundaries and c is the
diffusive exchange coefficient.
Equation 3.27 is discretized by the finite volume technique where it
is integrated over small control volumes (cf. Patankar (1980)). The
implicit scheme is applied in the stream-wise direction which promotes
numerical stability for large steps in the x direction. The hybrid
differencing scheme is applied in the cross-stream direction to
determine values of properties at cell faces from those that prevail
at the cell centres. This method results in the central differencing
scheme if diffusive processes are overwhelming and in the upwinding
scheme if convection overwhelms.
The resulting algebraic equations, the finite domain equations (FDE),
may be represented by the following recurrence relationship:
D. ,. = A. "+1 + B. ,. 1 + C.~ ~ ~ ~ ~ ~- ~ ... (3.28)
where the subscript i refers to the ith cross-stream cell. The
coefficients A and B address both convective and diffusive interaction
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with neighbouring cells, and the coefficient C incorporates
contribution from the source term and the upstream node.
Solution entails marching in the stream-wise direction, where the
FDEs are solved simultaneously at each stream-wise step, using the
tri-diagonal matrix algorithm (TDMA) (cf. Spalding (1977)). Given the
parabolic formulation, solution requires only one pass through the
domain.
The code was run in its planar mode, with one cross-stream boundary
being a symmetry plane, representing the centre of the fuel stream,
and the other a free boundary, representing the undisturbed air
stream. At the free boundary the values of the , variables were those
associated with the air stream. The only other boundary condition
required, given the parabolic formulation, is at the upstream. Its
specification was found to be very influential to the solution owing
to the small scale of the flame. Also, the experiment indicated some
degree of upstream diffusion since the maximum mixture fraction that
could be measured 2mm above the fuel slot was 0.6. The applicability
of the parabolic assumption is therefore questionable. In order to
circumvent the difficult region, the calculation was initiated at a
height slightly above the slot (2mm) using experimental data to define
the profiles.
The grid consisted of 80 cross-stream nodes and a forward step size of
a maximum of 0.005 times the width of the mixing layer. The grid was
more than adequate to resolve the flowfield, in that using 40 cross-
stream nodes showed no discernible difference. The large number of
nodes were required, however, in order to resolve the sooting zone,
which occupies a relatively narrow region in physical space.
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3.4.5 Numerical predictions
3.4.5.1 Flo.field calculation
The satisfactory simulation of the laminar diffusion flame proved
difficult because of problems in specifying the initial conditions.
The results of computations initiated with uniform flow, assuming a
mixture fraction of unity across the fuel slot, performed poorly. Such
simple initial conditions proved particularly inappropriate for flames
where the first 3cm are of interest, as inadequacies in their
specification affect the computation throughout the domain of
interest. The precise burner exit conditions are highly complex, since
there is undoubtedly a certain degree of both upstream diffusion and
premixing close to the burner face where local quenching restricts
combustion.
Recognising that analysis of the fine detail of these processes was
unnecessary for present purposes, we elected to initiate the
computation at a specific height above the burner, using experimental
data to provide the initial profiles. A similar strategy was also
adopted by Jones and Lindstedt (1988), who discovered problems in
specifying burner exit conditions, whilst modelling the flame of
Mitchell et al (1980). In the present work the calculation was
initiated at 2mm above the burner.
The data required for the initial conditions are profiles for the
mixture fraction and velocity. The latter posed an additional problem
since velocity measurements were not made. The initial velocity
profile was therefore adjusted such that the predicted field agreed
with the available experimental data, subject to an overall constraint
on fuel mass flux.
Figure 3.9 shows the velocity profile specified at the 2mm height
domain boundary together with profiles computed further downstream.
The initial profile was prescribed as a simple function of mixture
fraction such that a maximum results at the stochiometric value. In
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this figure, and all subsequent ones, the zero on the transverse
distance scale is the centre line of the fuel slot.
Figure 3.10, shows the best agreement obtained between the calculated
and experimental mixture fraction fields, where profiles are presented
at heights of 2, 10, 20 and 30mm above the burner. The 2mm height
represents the initial condition. At all subsequent heights a good
agreement is achieved. Not surprisingly, since an experimentally
derived temperature-mixture fraction state
the computation, figure 3.11 shows a
temperature field.
relationship was used in
good agreement for the
The purpose of this section has been the computation of the scalar and
vector fields, upon which a soot calculation may be grafted and the
soot formation rate determined. If the latter is to be deduced with
quantitative accuracy, it is imperative that the computed flowfield is
a good representation of the flame. This has been ensured by comparing
predicted temperatures and mixture fraction with experimental data. As
velocity measurements were not made, the vector field cannot be
directly assessed; however, confidence in its computation is given by
the well represented scalar field.
Having obtained a reasonable representation of the laminar diffusion
flame in terms of mixture fraction, temperature and, it is assumed,
velocity, the soot formation mechanism can be investigated.
3.4.5.2 Scaling of the soot fo~tion rate
In this section the soot formation mechanism embedded in the source
terms for the soot transport equations is evaluated for methane. This
is to be achieved through the adjustable parameters, C, CR, C , Ta .. y a
and Ty of equations 3.4-3.6.
The two
suggested
activation temperatures were
by Gilyazetdinov (1972)
maintained at the values
(namely T =46.1xl03K anda
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3Ty=12.6xlO K), and the reduced parameter set, the frequency constants
(C, CA and C ) were adjusted to produce the relative magnitudes ofa ~ y
the nucleation, coagulation and surface growth rates consistent with
experiment.
The soot source terms deduced in this section will be later applied to
the calculation of soot concentration within a turbulent methane fire
in chapter 5. As will be shown there, local instantaneous temperatures
are lower than those prevalent in the small scale laminar flame
investigated here. This leads to the extrapolation of the source term
in temperature space, on which it is highly dependent as indicated by
the large activation temperatures, T and T. The setting of thea y
latter is then of major importance. In the present experimental
investigation
suitability
(1972), and
there was no conclusive evidence undermining the
of the activation temperatures specified by Gilyazetdinov
hence they were left unaltered.
The present predictions indicate the soot to be confined to relatively
fuel-lean locations in comparison with the experimental data. This, as
will be shown later, results from the nucleation source being confined
to mixture close to stoichiometric. This may be due to Ta being too
high, which causes a rapid decline in nucleation as the temperature is
reduced away from stoichiometric. Equally, however, a spread into
richer regions may result through increasing the dependency of the
nucleation term on fuel concentration. This mimics a dependency on an
intermediate species which is located at somewhat richer mixtures. In
view of this, and that the model is able to depict the major
experimental features, for example the growth of soot with height, the
formulations outlined in equations 3.4-3.6, incorporating the
activation temperatures reported by Gilyazetdinov (1972) are used.
The remainder of this section discusses the soot calculation, where
the empirical parameters
manipulated so as to
experimentally observed.
C, eR and C (cf. eqns. 3.4 to 3.6) are
a ~ r
yield soot levels comparable to those
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The purpose of the present exercise is the prediction of soot volume
fraction for subsequent radiation predictions (cf. chapter 6). This,
however, requires the specification of the soot surface area (in
respect to surface growth) which in the adopted fODmulation requires
solution of a further parameter, n. The latter, whose rate of
fODmation is dependent on a and ~ (and hence Ca and C~), was not
measured here and hence its value was fixed, so as to be in broad
agreement with values specified in the literature (cf. Haynes and
Wagner (1981)). In the computations, soot number densities are fixed
at approximately 1x1017m-3. This provides some control over the
setting of Ca and C~.
Prior to perfoDming the parameter adjustment, it is useful to explore
some of the limiting regimes that may exist, in order to guide this
process. Investigation of the soot number density source (cf. eqn.
3.7) identifies two extremes. The first constitutes a regime which is
linearly dependent on time. This is followed by one which is
independent of time, which accompanies a balance between particle
nucleation and coagulation and hence saturated soot number density
(cf. figure 3.2). Section 3.2.2 showed the effect of these two regimes
on the temporal evolution of soot mass concentration, where they were
seen to cause a 3rd (saturated n) or 4th (unsaturated n) order
dependence.
The above applies when surface growth dominates in the formation of
soot mass concentration. When nucleation dominates, a linear
dependence of soot mass concentration on time is observed. The
experimental data, when analysed by way of the numerical simulation,
indicate a substantially greater than first order dependence of soot
mass concentration on time. The empirical parameters were therefore
chosen to yield a surface growth dominated regime.
In view of the two extremes in the behaviour of n, two corresponding
sets of soot calculation are presented below. Both, it will be shown,
are plausible fits to the data. The optimised values of the empirical
parameters are shown in table 3.2, where those assumed by both
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predictions are presented and are identified as predictions A and B.
The former yields unsaturated values of n and the latter saturated.
The parameters required to effect this transition are Ca and C~, where
the former is simply increased by a factor of 100 to saturate n (cf.
prediction B). In order to keep number densities of the same order in
both cases, C~ is increased to accompany that in Ca' thereby balancing
the enhanced nucleation with increased coagulation. There is no
difference in C between the two cases, since if number density isy
kept constant then so is the surface growth rate (cf. eqn. 3.8 where
nucleation is negligible) .
The flamelet state relationships, a(~), ~(~) and r(~),obtained for
prediction A are shown in figure 3.12. Similar relationships are not
shown for prediction B, since y(~) is the same and a(~) and ~(~) are
simply increased by factors of 100 and 7.15x104 (cf. table 3.2).
The peak saturation value of n may be calculated from equation 3.9 by
inserting suitable values for a and~. This results in a value of
4.6x1018m-3 for prediction A and 1.6x1017m-3 for prediction B. Though
A saturates at much larger values of n, the residence times required
to achieve this are relatively long. This is verified in figure 3.13a
which shows the variation of peak soot number density plotted against
height in the flame. Prediction B is seen to saturate very quickly to
its maximum value of _1.6xl017. Prediction A on the other hand is seen
to vary more or less linearly with height. A review of the literature
does not indicate with any certainty as to which is the more realistic
behaviour since no such measurements in methane-air flames are
available. Kent et al (1981), however, made measurements in a laminar
ethylene-air diffusion flame, and found peak soot number densities to
increase from 3x1017m-3 to 6x1017m-3 over the heights 20mm to 30mm
above the burner. This suggests a gradual increase of soot number
density with height and therefore favours prediction A.
Figure 3.13b shows the variation of peak soot volume fraction with
height, where predictions A and B are compared with the experimental
data. AS observed in the analytical investigation, the dependence of
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soot volume fraction on height, and hence residence time, is greater
for prediction A than for B. Both curves, however, are seen to show
good agreement with the experimental data.
Transverse profiles of soot volume fraction at heights 15, 20, 25 and
30mm above the burner are presented in figure 3.14, where predictions
A and B are compared with experimental profiles. Both predictions are
seen plausibly to reproduce the lean side behaviour of the
experimental data, in addition to achieving approximately the correct
rate of growth with height. An obvious discrepancy between the
predictions and the experimental data is seen on the rich side, where
the model results in soot levels reaching negligible proportions
approximately Imm from the centre line. The experimental data, in
contrast indicates the presence of soot at the centre line at all
heights. The cause of the predicted trend may be seen in figure 3.15
which shows predicted profiles of a and r - the magnitude of a is for
prediction A but the trend is applicable to both predictions. r
indicates that surface growth is capable of occurring at substantial
rates even at the centre line. a, however, is seen to be restricted to
regions close to stoichiometric which reflects its higher activation
temperature. Preventing the build-up of soot at the centre line is
therefore the non-availability of soot nuclei which are required as
kernels for the growth process.
To obtain better agreement between the modelled and experimentally
observed centre-line soot levels, broadening of the nucleation rate
towards richer mixtures is required. This suggests that the activation
energy T should be lowered or that the dependency on fuela
concentration (which is presently of order unity) should be increased.
So far as soot prediction in the present flame is concerned either of
these actions may be performed to obtain better agreement. This
becomes more critical, however, when the model is extrapolated to
flames operating under different conditions. For example, if the model
is applied to flames exhibiting different temperatures (which may
result through a different degree of heat loss or reactant
temperature) then the setting of the activation energy becomes more
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crucial. This is of particular concern here since in chapter 5, the
model is applied to the prediction of soot within a buoyant methane
fire which exhibits greater heat loss than in the confined small scale
flame investigated here.
At this stage it is felt that the model performs sufficiently well to
warrant incorporation into a turbulent flame prediction, since the
above uncertainties cannot be resolved here. This is particularly so
in view of additional uncertainties; for example, it is feasible that
oxidation plays a role in reducing soot levels close to
stoichiometric, since this region is rich in oxidising species. Most
significant of these is OH which is a highly active soot oxidiser (cf.
Neoh et al (1984)) and may diffuse into the soot formation region from
the reaction zone. Under these circumstances, the nucleation term
would need to be enhanced in order to offset soot consumption at its
lean extreme. This enhancement would result in increasing the
magnitude of nucleation at richer locations, and hence the spread of
soot there.
In terms of the location of the peak soot volume fraction, the
experimental data indicate a gradual shift towards the centre-line as
height is increased. This is more clearly seen in figure 3.16 which
shows the locus of the peak soot volume fraction on a plot of height
against transverse distance. This is superimposed on a map showing
computed mixture fraction contours and stream lines. Also shown are
the loci of peak soot volume fraction resulting from both predictions.
Both these are seen to lie close to the experiment and show a movement
towards the centre-line as height is increased. This movement,
however, is not as severe as indicated by the experimental data. In
comparison with the stream lines, the experimental data indicate a
movement across the flow to richer locations; the reverse is indicated
by the predictions. Given the gradient of temperature that prevails on
the rich side of the flame, there is a thermophoretic effect that
would encourage particles to move to richer locations. However, this
has been incorporated in the model (cf. eqns. 3.22 and 3.23) where its
effect, though noticeable, is minimal. Though its magnitude may be
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underestimated, substantial enhancement would be required to promote
the desired degree of shift. As with the rich side anomaly, the most
likely explanation is the confinement of the nucleation term to
relatively lean regions.
3.5 Conclusions
This chapter introduced a strategy for the modelling of soot formation
in non-premixed combustion. Given the present deficiency in the
understanding of the complex processes involved in soot formation
(particularly in and near reaction zones), an empirical approach has
been adopted. This is necessitated by the desire to obtain a
quantitatively accurate model.
The model development entailed the measurement of soot volume fraction
within a laminar diffusion flame from which the soot formation rate
was determined. The latter required a detailed numerical simulation of
the flame, to provide the necessary information about the vector and
scalar fields that were not measured; for example, velocities, soot
particle trajectories and soot precursor concentration. However, given
the importance of quantitative accuracy, it is imperative that the
simulation is an accurate representation of the flame. This was
ensured by comparison between predicted temperature and mixture
fraction with those experimentally measured. Good agreement was
obtained but care was required in specifying initial conditions for
the computation; this is especially so in the small scale flames
investigated here where the first 30mm is of interest.
The rate of soot formation was correlated with a model, proposed by
Gilyazetdinov (1972), which addresses the major physical and chemical
process of particle nucleation, coagulation and surface growth. Here
these expressions are reduced to their dependency on gas phase
density, parent fuel mole fraction and temperature. Crucially, in line
with the laminar flamelet approach (cf. Peters (1984)), the latter are
presumed to be functions of mixture fraction alone. This facilitates
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the computationally-tractable extension of the model to turbulent
flame prediction.
The model is seen to describe the major features exhibited by the
experimental soot volume fraction data, for example the rate of soot
growth with height, but also indicates deficiencies, in particular the
cross-stream spread of the soot zone is underestimated. The cause of
this is identified as the confinement of the soot nucleation zone to a
relatively narrow region close to stoichiometric. Precise reasons for
this behaviour could not be identified, however, the following are
possible: the activation energy associated with the nucleation process
is too high; there should be a greater than order one dependency on
parent fuel concentration; the soot formation process is not isolated
from oxidation due to the diffusion of oxidising species from the
reaction zone. The adopted activation energies and the dependency on
fuel concentration were as specified by Gilyazetdinov (1972).
Further refinement of the model requires more detailed investigation;
however, given that it is able to reproduce major features exhibited
by the experimental data, it is appropriate to extend its application
to a turbulent flame prediction. This forms the focus of chapter 4.
There, however, owing to an absence of detailed soot measurements in
turbulent methane flames, the model is applied to the prediction of a
turbulent ethylene jet diffusion flame. Given the global nature of the
model, it is fuel specific and the model, with its empirical
parameters deduced here for methane, is not quantitatively applicable
to ethylene. Ethylene flames yield soot levels that are an order of
magnitude greater than those observed here for methane (cf. Moss et al
(1988). Fortunately, however, Moss et al (1988) applied the same
strategy in evaluating the rate of soot formation in a laminar
ethylene-air diffusion flame. Their expression is used in the
predictions reported in the next chapter.
The formation rate derived here will be applied to the prediction of
soot concentrations in a turbulent methane fire in chapter 5. There,
however, its performance cannot be easily assessed since there are no
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accompanying soot measurements.
4> (J4> 84>
u 1 -dP/dx - p g
; 0.7 0
4>N 1x101O [:j + T
4>m 1x101O [:j + T
Table 3.1
PREDICTION A PREDICTION B
C (m3kg-2K-1/2s -1) 6.54x104 6.54x106a
C~ (m3K-1/2s-1) 1.31xl07 9.36x1011
Cy (m3kg-2/3K-1/2S-1) 0.1 0.1
Cs (kg) 144.0 144.0
T (K) 46.1xlO3 46.1x103a
Ty (K) 12.6xl03 12.6xl03
Table 3.2
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Schematic of Wolfhard-Parker burner and experimental configuration:
(1) Air slots 9mm x 47mm; (2) Fuel slot 6mm x 47mm; (3) rectangular
duct with windows not shown; (4) quartz microprobe; (5) thermocouple
probe; (6) laser; (7) photodiode; (8) gauze
Figure 3.3
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Soot source term parameters, alpha, beta and gamma,
for prediction A.
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CHAPTER 4
Soot modelling in turbulent non-premixed combustion
4.1 Introduction
Turbulent flows are characterised by length and time scales that range
over several orders of magnitude. These are indicative of the cascade
process which describes the energy transfer from the large scale
eddies that extract energy from the mean flow, to successively smaller
ones, until molecular forces transform the turbulent energy into heat.
The former scale is referred to as the integral scale and the latter
as the Kolmogorov scale (cf. Tennekes and Lumley (1972)). Direct
simulation of such flows by numerical integration of the
time-dependent Navier-Stokes equations must encompass the entire
physical domain, which is of the order of the largest eddy scale, and
resolve down to the smallest. In recent years, given the advances in
computer technology, such calculations have been possible (cf. Givi
(1989)). These, however, have been restricted to simplified,
relatively low Reynolds number (Re) flows, since the ratio between the
integral and Kolmogorov scales is proportional to Re3/4. This results
in the use of Re9/4 computational cells for a three dimensional
calculation (cf. Schumann et al (1980)). Typical engineering type
applications, on the other hand, involve complex geometries and
Reynolds numbers of several thousands.
In order to make computation of practical flows feasible, it has
become traditional to take a statistical view of the governing
processes, where time-dependent properties are averaged over the
turbulence scales. Such methods include the moment approach, where
balance equations for the first few (usually two) moments of a
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property are solved, and the probability density function (PDF)
approach, where the entire flowfield may be represented in teDmS of a
multidimensional PDF which is obtained through solution of its
evolution equation (cf. Pope (1985)). The latter method may
incorporate much of the statistical infoDmation that the moment
approach lacks and which must therefore be supplied by models.
However, the moment approach is well established and is widely used,
since it is the more economical and, given suitable closure models,
has been successfully applied to a large number of practical
scenarios.
In turbulent reacting flows, the addition of chemical source terms
pose further and, due to their highly non-linear fODm (cf. chapter 2),
even greater problems. In the averaged balance equation for a
chemically active species, the appearance of the mean source teDm
presents closure difficulties. Traditionally, higher order
correlations are represented in teDmS of lower orders; however, the
fODmer usually dominate. In this respect the attractions of direct
numerical simulation (ONS) and the PDF approach are apparent, as for
both the source term is represented in closed form. However, the
earlier-mentioned computational limitations of ONS still apply and for
a similar reason, the POF approach has, to date, been applied only to
very simple reaction schemes (cf. Chen et al (1989)).
In recent years, however,the problem of mean source term closure has
been circumvented owing to the applicability of the fast chemistry
assumption. Here reaction time-scales are far shorter than those
associated with the mixing process (ie. large Oamkohler number); the
latter then governs the mean reaction rate (cf. Bilger (1976a)). Under
the further assumptions of equal diffusivity of all species and unity
Lewis number, it can be shown that all chemistry dependent scalars may
be described in terms of any conserved scalar (cf. Williams (1985)),
usually the mixture fraction. This approximation has been shown to be
valid in laminar flames, where, for example, the experiments of
Mitchell et al (1980) demonstrate near-unique relationship of
temperature and the major species to equivalence ratio. The approach
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is thought to be more appropriate to turbulent flow, where turbulent
mixing dominates and the differences in molecular transport of
individual species are less important. The thermochemical state in a
turbulent reacting flow may then be obtained from mixture fraction,
whose mean balance equation is easily solved since it has no source
term. This is providing there is a suitable model for the turbulent
scalar flux.
The relationship between chemistry-dependent scalars (~) and mixture
fraction (~) is non-linear and therefore the mean mixture fraction is
not sufficient (ie.• ~ ~(~)) - a full statistical description is
required. This has been overcome by assuming the general form of the
PDF of mixture fraction, P(~), which is described by its first two~
moments, t and ~n2, both of which may be obtained through mean balance
equation, given current turbulence modelling capabilities. The reader
is referred to chapter 2 for a more detailed discussion.
Fast chemistry has therefore allowed the successful application of the
moment approach to turbulent reacting flows since, through the
conserved scalar approach, the chemistry may be decoupled from the
turbulent flowfield. Of increasing concern, however, are the
relatively minor species which may not have an impact on the overall
thermochemistry, but have environmental implications. Such species, in
particular NOx and soot, may be governed by slow chemistry and the
traditional conserved scalar approach is rendered inapplicable. Bilger
(1976b), however, suggested that though NOx concentration cannot be
represented as a unique function of mixture fraction, its rate of
formation (given by the Zeldovitch mechanism for thermal NOx (cf.
Williams (1985)) may. NOx concentration can then be obtained by way of
its mean balance equation whose source term is closed through
weighting with the PDF of mixture fraction cf.
s - ~S(~) P(~)~ (4.1)
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(cf. chapter 2). Such an approach, where the relatively narrow
reaction zone is of interest, offers a sterner test to the
conventional mixture fraction PDF approach which has previously been
used directly to obtain scalars, e.g. temperature, which exhibit a
greater spread in mixture fraction. The validity of the two parameter
PDF over a narrow region of mixture fraction has not yet been
demonstrated.
With regard to soot concentration,
radiative properties and its impact
capabilities have been hampered both
and the rUdimentary knowledge of
processes.
being important for both its
on the environment, predictive
by the turbulent closure issue
its formation (and consumption)
Soot modelling in turbulent flows has been attempted by Magnussen et
al (1979) who have extended the eddy breakup concept of Spalding
(l971a) to incorporate the slow formation of soot - the latter he
describes using the fODmulation of Tesner et al (1971) (cf. chapter
2). Though Magnussen considers the effect of slow chemistry, the
description of turbulence interaction is lacking, and hence the
generality of the model is questionable. An alternative approach is
that adopted by Gore and Faeth (1986,1988) and Kent and Honnery (1987)
who apply an empirically determined state relationship for soot
concentration, which may then be used to yield mean soot levels from
mixture fraction statistics. The turbulent closure issue is therefore
addressed more satisfactorily but fast chemistry is assumed. The model
is thus restrictive in the range of residence times over which it is
applicable.
In order to develop a more widely applicable model, the present study
attempts to apply the approach adopted by Bilger (1976b) to the
prediction of soot concentration in turbulent non-premixed flames,
thereby addressing both slow formation and turbulent interaction. This
necessitates the prescription of the soot formation rate as a function
of mixture fraction (cf. S(~) in eqn. 4.1). Chapter 3 introduced a
soot formation model which avoids the uncertainties and complexities
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of the detailed mechanisms, by adopting an empirically based approach.
There, the rate of soot formation is described in terms of parameters
which are functions of mixture fraction dependent scalars, namely
temperature, density and fuel concentration (cf. eqns. 3.4 to 3.6).
Mean soot concentration may then be determined by solving mean balance
equations, where the source term is closed using equation 4.1.
However, in addition to being a function of mixture fraction the
source term is a function of soot concentration itself, since particle
coagulation is dependent on the particle number density (cf. eqn. 3.5)
and surface growth is dependent on soot surface area (cf. eqn. 3.6).
The mean source term is then given by
(4.2)
where ~ is soot concentration and P(~,S) is the joint PDF of soot
concentration and mixture fraction. Given the present moment-based
formulation, this is inaccessible; its derivation requires the
solution of its evolution equation and must ideally await
time-resolved measurements of soot concentration and mixture fraction.
Here, simplifying assumptions have been made in treating the
correlations between soot concentration and mixture fraction.
This chapter seeks critically to assess the proposed soot modelling
strategy by applying it to the prediction of a turbulent non-premixed
flame, with subsequent comparison with experimental data. The adopted
simplifications of the two parameter PDF and the above-mentioned
simplifications in soot concentration-mixture fraction correlations
are investigated. Also of concern is soot oxidation which had not been
addressed in the laminar flame of chapter 3 as, given the stream line-
mixture fraction map (cf. figure 3.16), soot was unaffected by
oxidation in the region of interest. Oxidation is the focus of further
study beyond the scope of the present contribution. In turbulent
flames, oxidation will certainly be important at the flame tip, where
mixing will reduce mixture fraction levels until rich pockets become
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scarce; soot will then be forced into leaner regions where it may be
oxidized if temperatures are high enough. This does not present a
problem in assessing the soot formation model, which may be confined
to lower parts of the flame. However, oxidation may interfere with
soot formation if soot instantaneously migrates into leaner regions
while rich pockets still exist. This is further discussed in section
4.3.7
There is an absence of spatially resolved soot concentration data in
turbulent methane diffusion flames, by which the soot model may be
assessed. This is also the case for the fire that forms the focus of
the present study (cf. chapters 5 and 6), for which the experimental
data base consists of temperature, velocity and radiation measurements
(cf. Crauford (1984) and Charnley (1986)). The only data from which
soot levels may be inferred are line of sight visible radiation
measurements (cf. Charnley (1986)) to which soot is the dominant
contributor. The derivation of soot levels from such data is, however,
subject to uncertainty since point information is required from a
single integral measurement and the radiation is subject to a large
degree of turbulence interaction (cf. chapter 6).
A wider review of the literature reveals the only suitable soot
concentration data to be that of Kent and Honnery (1987) who measured
spatially-resolved mean soot volume fraction and temperature. The
latter offers an essential guide to the prediction of the scalar
field, due to its strong effect on soot formation. Ideally, more
information is required since temperatures are affected by radiative
loss and successful prediction of mean temperatures alone will not
ensure the correct mixture fraction or vector fields.
The Kent and Honnery experiment was performed on a jet diffusion flame
of ethylene-air and therefore is incompatible with the soot formation
mechanism, derived for a methane system in chapter 3 and to be applied
to the fire calculation in chapter 5. However, the objective here is
to assess the proposed soot modelling approach which may be achieved
using the Kent and Honnery data given a soot formation rate for
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ethylene. Fortunately, in a related study, Moss et al (1988), by a
method similar to that described in chapter 3, derived a soot
formation rate for ethylene flames. This is used to predict soot
levels in the Kent and Honnery flame (cf. section 4.3.7).
4.2 Mean balance equations for soot in turbulent non-premixed
combustion
The numerical simulation of a sooting laminar diffusion flame was
described in chapter 3. There the soot, which is comprised of
sub-micron particles, is assumed to be transported as a gas of zero
diffusivity and subject to thermophoresis, as is apparent in the case
of small particles (cf. Fuchs (1964)). The same assumptions are
adopted here for the mean balance equations for soot concentration in
turbulent flames whence, for steady state, variable density, high
Reynolds number flow we have
+S~ (4.3)
The left-hand side represents the mean convection, the first term on
the right the turbulent scalar flux and the second term the mean
volumetric source. ~ is a soot concentration parameter which, given
the adopted two-equation soot formation formulation (cf. chapter 3),
may represent 'n or 'm (both of which are defined in the
nomenclature). As is generally the case for mean molecular diffusion
in gaseous transport, the mean thermophoresis is neglected, on the
ground that it is small compared to the turbulent scalar flux. A
typical thermophoretic velocity observed in the laminar flame of
chapter 3 is lern/sand a typical molecular diffusion velocity is
8ern/s.
The dependent variables of the soot concentration balance equations
which are Favre averaged quantities (given the variable density
flowfield) may be directly translated into the Reynolds averaged soot
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number density and mass concentration since, by definition,
(4.4)
This leads to
~n = n / (NO p) (4.5)
and
~m = m / p (4.6)
The
point
cf.
soot volume fraction, the property of interest from an optical
of view, is then easily obtained given the density of soot (ps)
(4.7)
The two terms on the right hand side of equation 4.3 include turbulent
correlations, which must be modelled to provide a closed set of
equations. The turbulent flux is similar to that resulting in the mean
balance equations of gaseous species and may therefore be closed using
a conventional turbulence model. Here, the eddy viscosity concept is
used (cf. Launder and Spalding (1972)) where
---- p u':'clI"~ (4.8)
a~ is the turbulent Schmidt number for soot, taken to be unity, and Pt
is turbulent viscosity, here obtained using the two equation k-£ model
of Jones and Launder (1972), where, in Favre averaged form,
(4.9)
More specific features of the turbulence model are described in
section 4.3.3 where the modelling of the Kent and Honnery flame is
described. The next subsection describes the closure of the mean
source term.
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As will be shown later, in light of the soot predictions of the Kent
and Honnery (1987) flame, oxidation plays a significant role in the
upper reaches of the flame and, more importantly, a possible role at
the extremities of the mixing layer throughout the flame. As the
present work considers only a model for soot formation, the oxidation
mechanism proposed by Nagle and Strickland-Constable (1962) has been
appended to the source terms of the soot concentration balance
equations. The mechanism and its incorporation into the modelling
scheme is detailed in section 4.2.2.
4.2.1 Source tem. closure
The overall strategy to source term closure was outlined in section
4.1, which highlighted the dependence of soot formation rate on
mixture fraction to be a key feature. Since formation is dependent on
both mixture fraction and soot concentration,
joint statistics (cf. eqn. 4.2). At this
closure requires their
stage, however, such
information is not accessible and equation 4.2 has been simplified to
... (4.10)
The correlations between soot concentration and mixture fraction are
therefore neglected. In addition, correlations resulting from
non-linearities involving the soot terms alone (e.g.
dependent on n2 cf. eqn. 3.5) are neglected. This
coagulation is
leads to the
following representations of the source of the soot number density and
mass concentration equations
s;-=
n [:] 2= a - if N ... (4.11)
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and
S<I>
m
= [:] = y _1/3 _2/3n m + ... (4.12)
the «, ~ and yare mixture fraction dependent parameters and defined
in chapter 3.2. Co is a constant of value 144 which implies a soot
nucleus to contain 12 carbon atoms.
Moss et al (1988) represented the surface growth rate by yn rather
than yn1/3m2/3 which is adopted here. The former is a simplification
in that it allows the surface growth rate to increase with particle
number, but does not consider the increase in particle surface area as
a result of growth. The y in the two formulations are similarly
prescribed but the dimension of C (cf. eqn. 3.6) differs - in the yny
formulation, y is proportional to the rate of growth per particle
(kg/s), whilst in the yn1/3m2/3 formulation, y is proportional to the
growth per unit surface area (kg/(s m2)). The simpler approximation
was chosen by Moss et al (1988) since it satisfactorily described
their laminar flame data whilst posing fewer closure difficulties in
turbulent flame application.
The yn formulation was not adopted here since the soot measurements in
the laminar methane flame studied in chapter 3, show a cubic
dependence of soot volume fraction with height (cf. fig. 3.13b). The
numerical predictions in chapter 3 showed that this could be
translated into a cub~c relationship between soot, inferred directly
from the source term, and residence time - this is inherent in the
yn1/3m2/3 formulation. The experimental data of Moss et al (1988), on
the other hand, show a substantially linear relationship between soot
volume fraction and height, which is inherent in the yn formulation.
The non-linear expression is more physically appealing in respect of
surface growth, and Stewart et al (1990) discuss possible explanations
for the observed differences. In the predictions of the Kent and
Honnery flame reported later, the formulation adopted by Moss et al
(1988), coupled with their empirically derived soot formation rate, is
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used. Following the earlier simplification, the source of soot mass
concentration is then represented by
[:] ... (4.13)
4.2.2 The mean oxidation rate
Chapter 2.2 provided a discussion of the various possible oxidation
mechanisms that may be significant in non-premixed flames. The two
most important species are thought to be the hydroxyl radical (OH),
which is a highly active oxidizer, and the relatively more sedate O2.
OH is found in and around the reaction zone and may attain a peak
level of 0.005 mole fraction according to equilibrium for an
ethylene-air system. O2 is restricted to lean regions as it is fully
consumed close to the stoichiometric point. Soot is formed on the rich
side of stoichiometric, peaking at a mixture fraction of approximately
0.1 (cf. fig.3.6 and Moss et al (1988)) and must therefore migrate to
leaner mixtures if it is to be oxidized. Hence it will firstly
encounter OH. The degree to which OH will oxidize the soot will depend
the flame geometry. This controls the residence time spent by the soot
in the formation region, and hence the particle size and the mass of
soot formed, and subsequently the OH oxidizing region. If the soot
survives, and continues to migrate to leaner regions, O2 oxidation
will occur until temperatures become too low. Subsequent emission of
smoke will depend on whether the soot survives this region.
The present study does not seek to address the finer points of soot
oxidation since such is not feasible in turbulent flames given the
additional statistical uncertainties. Here oxidation is presumed to
result from O2 oxidation alone, where the rate is obtained from Nagle
and Strickland-Constable (1962). Kent and Wagner (1984) and Megaridis
and Dobbins (1989) both demonstrated that this mechanism could
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correlate their experimental data of oxidation in laminar ethylene-air
diffusion flames.
The Nagle and Strickland-Constable (1962) oxidation mechanism is shown
in equation 2.36 where the consumption of carbon per unit surface area
(00 kg/sm2) is given in terms of 02 concentration and temperature.
Here, these are treated as mixture fraction dependent parameters and
therefore the oxidation rate may be expressed as oo(~). The following
casts this oxidation rate into suitable forms to describe the rate of
consumption of soot mass concentration and particle number density.
The rate of change of soot mass concentration due to oxidation may be
expressed as
dm
= - 00 x (soot surface area per unit volume)
dt ox
2= -oonnd ( kg/ s m3 ... (4.14)
where d is a mean particle diameter defined as
d -= (6 m )1/3
lJr Ps n)
... (4.15)
where Ps is the soot density. Substituting equation 4.15 in 4.14 leads
to
dm _ e n1/3 m2/3=
dt ox
where
£ - ~::2"r
3
00
... (4.16)
... (4.17)
Equations 4.15 and 4.16 may be used to determine the rate of
consumption of soot number density cf.
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t
p n JT d
3j
dt s 6 ox
... (4.18)
d
this may be approximated to
= - ... (4.19)
Substituting for d yields
dN
= _ N 1/3 £ N4/3 m-1/3o ... (4.20)dt ox
Following the earlier simplifications that lead to equations 4.11-4.13
the mean oxidation rate may be expressed as
dN _ N 1/3 __ 4/3 _-1/3= £ N m
dt 0ox
and
dm __ 1/3 2/3
= - £ n m
... (4.21)
... (4.22)
dt ox
These can then be appended to the mean formation rates (eqns. 4.11 and
4.12 (or 4.13)) to consider simultaneous formation and oxidation.
4.3 Validation of the soot D:>d.elin a turbulent jet diffusion
flame--
4.3.1 Introduction
This section describes the prediction of the sooting ethylene-air jet
diffusion flame experimentally investigated by Kent and Honnery
(1987). Given the present diagnostic nature of the soot modelling
exercise, the soot calculation is performed as a post process, which
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avoids the complex interaction between soot concentration and,
particularly, temperature. The implication that soot is simply a
perturbation to the gas phase seems reasonable, since the
experimental data coupled with the present velocity predictions show
the maximum soot mass flux to be 7% of the total fuel stream (or
mixture fraction) flux. However, in ethylene diffusion flames soot is
a major contributor to thermal radiation (cf. Faeth et al (1986))
which for the present flame is significant. This is indicated by the
later reported adiabatic prediction, where temperatures are
substantially over-estimated. Here in order to obtain more plausible
temperatures, whilst still maintaining a decoupling between the soot
and flowfield calculations, radiative loss is introduced explicitly
through perturbation of the temperature state relationship. The latter
describes the instantaneous temperature state, in the adopted laminar
flamelet combustion model, and is assumed to apply to the entire
flowfield.
This procedure is somewhat questionable, since radiative loss will
more typically vary throughout the flame, as it depends on local soot
levels and flamelet thickness (and hence path length). However, given
the sensitivity of the soot formation rate to temperature (cf. chapter
3 and Moss et al (1988)), it is imperative to infer the locally
applicable temperature flamelet, and hence the instantaneous soot
formation rate, from the mean enthalpy that would result from an
enthalpy balance equation coupled with a radiation model. It is
straightforward to imagine the derivation of such flamelets by, for
example, equating the computed mean enthalpy (incorporating radiative
loss) with that obtained from a state relationship cf.
1
~alance eqn.= J h(~)P(~)di
o
... (4.23)
The function h(~) may be adjusted to produce the equality by
perturbation of the adiabatic T(;) according to some algebraic rule.
More accurately, one may compute a library of flamelets with varying
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degrees of radiative loss which would remove the necessity for a,
somewhat arbitrary, rule for adjusting T(~). This, however, violates
the overriding aim to decouple the soot calculation, since it is a
major contributor to radiation and must be considered in the
derivation of a suitable T(~).
At this stage, it is felt that further uncertainties introduced
through a radiation model, its effect on enthalpy, and thence its
inference of a local temperature state relationship, are best avoided.
The next three subsections describe the numerical scheme and the
turbulence and combustion models, where the latter alludes to the need
for state relationships given the adoption of the laminar flamelet
combustion model. These are derived numerically, as described in
section 4.3.5, using the SNEeKS algorithm (Liew (1983)). Following
that, the flowfield predictions are presented, which form a scalar and
vector map upon which the soot predictions are then grafted.
4.3.2 Governing equations
The jet diffusion flame in a stagnant environment can be described as
a two dimensional, axi-symmetric, parabolic boundary layer since the
strong convection in the
than diffusive processes.
equations take the form
streamwise direction is very much greater
Under these circumstances the governing
a~
p u - +
ax
+ S ••• (4.24)
where u and v are the streamwise (x) and radial (r) velocity
components, ,is a general dependent variable, S is the volumetric
source term and the subscripts 1 and t refer to laminar and turbulent
quantities. Equation 4.24 may represent any vector or scalar balance
equation with suitable settings of the Prandtl/Schmidt number (0) and
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source term. The Reynolds stresses and turbulent fluxes, as implied
are modelled using the eddy viscosity concept, where Pt may be
expressed in terms of k and e (cf. eqn. 4.9).
A suitable solver for this system of equations is the GENMIX algorithm
(Spalding (1977)) described in detail in chapter 3.4.4. This works in
the Patankar-Spalding co-ordinate system, where fulfilment of mass
continuity is ensured and the cross stream velocity is a grid
dependent parameter. The only flowfield
through equation 4.24 are therefore
variables requiring solution
u and the scalar variables
necessary for closure. For the adopted two-equation k-e turbulence
model and the laminar flamelet combustion model, closure may be
...........:
achieved by solving for u, k, e, ~ and ~n2. When soot is to be
considered, equations for ~n and ~m are also to be solved. The
prescription of the appropriate Schmidt numbers and source terms is
given in table 4.1.
4.3.3 Turbulence model
The two-equation k-e model of Jones and Launder (1972) is used in the
present study since it has been widely used in the prediction of jet
diffusion flames and has met with success in terms of mean and
fluctuating temperatures and velocities. Of the alternatives, the
second moment closures (cf. Launder et al (1975) and Dibble et al
(1986)), where balance equations are solved for the Reynolds stresses
and turbulent scalar fluxes, offer the next degree of complexity and
generality. These remove some of the more restrictive turbulence
modelling ,.assumptionsand in particular that of gradient diffusion.
Second order closures, however, still require modelling of higher
order terms and length scale information and hence the solution of a
modelled equation for e.
The balance equation for k and £ in a two dimensional axi-symmetric
boundary layer may be represented by equation 4.24 where the turbulent
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Schmidt numbers are 1.0 and 1.3 respectively. The modelled source
terms are
Sk Pt~J2 - P e
and - n2 1e ouS Ce1 - C - --l·\ - -p ee e2k or k
... (4.25)
... (4.26)
The first term on the right hand side of equation 4.25 represents
generation of turbulent kinetic energy extracted from the mean flow,
and the second represents the energy dissipation. The terms in
equation 4.26 rely heavily on modelling and are not easily
interpreted, since in their exact forms the source and sink of e both
tend to infinity for high Reynolds number flows, though their
difference remains finite. These source terms do not include the
effect of buoyancy on turbulence and its effect is introduced only
through its influence on the vertical momentum component. The values
of the empirical constants Cel and Ce2 have been evaluated in cold
planar jets to be 1.44 and 1.92, respectively. Liew (1983), amongst
others, has demonstrated that constants evaluated in cold flows can be
applied to high Reynolds number reacting flows without modification.
Several authors (cf. Pope (1978» noted that the spreading rate of
round jets was over-estimated by approximately 40%, when using the k-e
model for which the constants were evaluated in planar jets. The jet
spread was found to be most sensitive to eel and ee2; increasing eel
or reducing Ce2 have the desired effect since both accelerate the
decay of turbulence and hence reduce the eddy viscosity that controls
the spreading. Setting Cel to 1.6 produces reasonable results for
round jets (cf. Pope (1978». However, simply changing the constants
reduces the generality of the model and has led some authors to prefer
manipulation of the constants through algebraic expressions
incorporating local conditions. For example, Launder et al (1972)
chose to manipulate ee2 according to an expression incorporating the
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centre line velocity gradient. McGuirk and Rodi (1977) chose such an
expression to manipulate Ce1. In the present work, following Liew
(1983), the amendment introduced by Morse (1977) cf.
- J3du
dx c
... (4.27)
is used. The subscript c refers to centre line conditions.
Though offering modifications that show good agreement with data, the
above approach, and its analogues (cf. McGuirk and Rodi (1977) and
Launder et al (1972)), do not seek to give an explanation of the
planar-round jet anomaly. In addressing this, Pope (1978) argued that
an increase in dissipation rate may result through the stretChing of
vortex tubes. The stretching will cause the size (radius) of the
vortex to diminish, due to conservation of angular momentum, and
therefore accelerate the decay of the energy containing eddies that
control the Reynolds stresses. This stretching may occur due to mean
velocity gradients in the plane of the vorticity vector ie.
perpendicular to the plane of rotation. In two-dimensional flow, no
such stretching may occur since the vorticity vector is perpendicular
to the plane of the flow and hence the mean velocity vector. However,
in axi-symmetric flows, as the jets spread, the circular vortex tubes
are stretched, therefore increasing the decay of turbulence and hence
the spreading rate.
Pope (1978) offers a general approach to the problem which considers a
local vortex stretching parameter. Here, however, given that the
geometry is that of a round jet, the algebraic correction of Morse
(1977) (eqn. 4.27) is used. Liew (1983) demonstrated that the k-e
turbulence model with this modification may be applied to jet flames
with success.
In the light of the earlier argument, such correction has not however
been incorporated in the fire calculation (cf. Chapter 5).
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4.3.4 Combustion model
The present modelling strategy uses the laminar flamelet approach
which assumes that a turbulent flame is comprised of laminar flamelets
which may be stretched and transported by the turbulent motion. This
is valid if the reaction zone thickness is not greater than the
Batchelor length scale (the scalar equivalent of the Kolmogorov length
scale). If it is further assumed that the chemistry is fast (ie. the
system is mixing controlled) and all scalars have the same transport
rate, then, any chemistry dependent scalar may be expressed in terms
of a single conserved scalar. The mixture fraction (~) is used here.
In the fluctuating turbulent field, the PDF of a scalar, and hence its
moments, can therefore be determined from the PDF of mixture fraction,
P (~) •
As is common practice, P(;) is of an assumed form, here the beta
function (previously adopted by Jones and Priddin (1979) and Liew
(1983)) which is fully described by its first two moments (ie. the
mean and variance of mixture fraction). The latter are readily
obtained from their balance equations (cf. appendix A). In equation
4.24, with ~ as subject, there is no source
conserved scalar. The balance equation of ~,
term since it is a
source due to
however, contains a
both turbulent generation and dissipation, the modelled
for 2-D boundary layers may be written asform of which,
~j2 "......,.Sg = Cg1 Pt Cg2 (£ / k) ;n2 ... (4.28)
,.._,_
The subscript g refers to ;n2 (cf. Launder and Spalding (1972).
Spalding (1971b) suggested the values of Cg1 and Cg2 to be 2.8 and 2.0
respectively. The literature, covering both inert and reactive
systems, shows Cg1 to vary little from the above value but Cg2 to vary
from 2.0 (cf. Spalding (1979)) to 1.25 (cf. Gibson and Launder
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(1976)). Liew (1983) found the values Cg1=2.8 and Cg2=2.0 to be
reasonable for jet diffusion flames. Following Faeth et al (1986), the
values used here are Cg1=2.8 and Cg2=1.89. These, however, result in
negligible difference compared to the values adopted by Liew (1983).
In chapter 5, however, which reports the modelling of a buoyancy
driven fire, it seems that a value of Cg2=1.25 may be more
appropriate. This is discussed more fully there.
Having obtained the mean and variance of mixture fraction through
solution of their balance equations the PDF, P(~), may be defined,
given the beta function form, cf.
;Cl-1(1_;)~-1
P (;) = ---,,------
a1"~a-l(l-~)P-l~
... (4.29)
where
...(4.30a)
and
...(4.30b)
(cf. Abramovitz and Stegun (1968)). The beta function in equation 4.29
is normalised by its total area to ensure that the integral of P(;) is
unity, a condition not met by the beta function.
Alternatives to the beta function PDF include the intermittent beta
function (Kent and Bilger (1977)) and the clipped Gaussian (Lockwood
and Naguib (1975)). The former is used in the present study, in order
to gauge the effect of an alternate PDF form on the later reported
soot predictions, and is therefore discussed in detail below.
Derivation of PI;) given an intermittent beta function form, requires,
in addition to ~ and ~2, the intermittency function, I. This is
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defined as the fraction of time that turbulent fluid is experienced as
opposed to non-turbulent. The latter is representative of the free
stream in a turbulent shear layer and, for jet flames, exhibits a zero
mixture fraction. I may be deduced through solution of a balance
equation (cf. Libby (1975)). Kent and Bilger (1977), however,
proposed an empirically derived algebraic expression cf.
K + 1
I = I S 1,.._.
!;n2/ ~2 ) + 1
where K is a constant which they deduced to
the present study.
... (4.31)
be 0.25. This is used in
It is possible to deduce a mean and variance of mixture fraction, ~t
--2and !;tn , which are appropriate to the turbulent fluid alone, cf.
~ = I ~t ... (4.32)
and ,.._,
= I !;n2 + i ~2 _ ~2
t t ... (4.33)
The PDF is then defined as
a -1 P -1
!;t (1-!;)t
... (4.34)+ I
J
where S(!;) is the dirac delta function and is unity at
elsewhere. at and Pt ar~iven by equations 4.30 where ~t
- 2used in place of ~ and ~n .
1;=0and zero
-2and ~t" are
Given P(!;), it is straight forward to deduce the mean and variance of
any mixture fraction dependent variable ,(!;)via equation 2.23. It
should be noted that the deduced P(~) is a Favre quantity, since it is
described by the Favre mean and variance of mixture fraction. However,
if p(;) is a known function then the Reynolds quantity P(;) is readily
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obtainable (cf. eqn 2.28) and Reynolds averaged quantities are
obtained from equation 2.30. ~(~) is stored as a piece-wise linear
function and the integration (cf. ego eqn. 2.30) is performed
numerically using a 10 point Gaussian integration. The latter is
applied several times to cover the range 0~S1, dictated by the number
of piece-wise linear segments of ~(~).
The function ~(~) describes the instantaneous state relationship
between ~ and ~ in a laminar flamelet and may be deduced within the
confines of a representative laminar flame. ~(~) may be valid over the
entire turbulent flowfield under the assumption of zero or constant
heat loss and zero or constant strain rate.
In the present study,
numerical solution of
effectively looking at
SNECKS algorithm (Liew
the state relationships were deduced through
a time dependent reacting-diffusing system
a one dimensional non-premixed flame. The
(1983)) was used for this purpose and is
described in more detail in the next subsection. The calculation was
performed under the constraints of zero heat loss and zero stretch. In
the Kent and Honnery flame, however, radiative loss was found to be
significant. Here this is treated explicitly through perturbing the
temperature state relationship, as will be described later.
Liew et al (1984), in their simulation of methane-air jet diffusion
flames, showed that in such geometries, flame stretch was minimal and
confined to the potential core region. The effect of flame stretch on
the soot formation process is believed to be twofold. Firstly, the
reduced temperatures accompanying increasing stretch will tend to
reduce soot formation rates and secondly, the slower reaction rates
may allow oxygen to diffuse through the flame and into the soot
formation region where soot production may be enhanced (cf. Glassman
(1988)). The relative effects of reducing temperature and increasing
local oxygen levels are not known but since flame stretch is minimal
it has been neglected.
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4.3.5 Numerical derivation of an ethylene-air diffusion flamelet
The simulation of a laminar diffusion flame to be described, is for
zero heat loss and strain rate. Conceptually, the simulation is
spatially one dimensional and considers time dependent chemical
reaction, as two streams (fuel and air) diffuse into one another. The
code used is SNECKS (solver for non-equilibrium chemical kinetics
systems) (cf. Liew (1983)) which is described in detail by Pratt
(1977), Liew (1983) and Askari-Sardhai (1987). Here, therefore, only a
brief overview is provided.
The governing equation solved by SNECKS is
[a, J 1p r - + - S, ay p' . •• (4.35)-=--at p ay
where ,is species mole number
mixture enthalpy. r~ is the
volumetric source term.
(a = mass fraction/molecular mass) or
transport coefficient and S~ is the
The source term for the species equations is expressed as
jj
S = \'
a. L..J
1
a~ . - a~ .) (R. - R .
1) 1) ) -)
•.. (4.36)
j=l
where jj is the total number of reactions, i is the species and Rj and
R. are the forward and reverse rates for the ).threaction. a' and aft
-)
are stoichiometric coefficients cf.
... (4.37)
where K is the rate constant and is later detailed for the adopted
reaction scheme.
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Rj and R_j are given by
R.
J
ns a' k .
n (pak) Jk=1
... (4.38)
and
a.
R . = K . (pe ) J-J -J m
nns a k .
n (pak) Jk=1
(4.39)
where am is the reciprocal of the mixture molecular mass, ns is the
total number of species and a. is zero and unity for two and three
Jbody reactions.
The balance equation for enthalpy, when written in the form of
equation 4.35, has an apparent source term resulting from the
differential diffusion of species and heat cf.
... (4.40)
where h. is the enthalpy of species i and includes both the sensible
l.
and formation heats.
The resulting equations are
correction equation and are
(cf. Pratt (1977)).
written as a set of Newton-Raphson
solved by pivotal Gaussian elimination
A semi-global chemical kinetic mechanism is used here, where the
primary step is an irreversible reaction where fuel and oxygen react
to form carbon monoxide and hydrogen. The reaction rate is obtained
from Edelman et al (1972) who proposed a mechanism for a general
hydrocarbon cf.
K m
n CO + 2' H2 ... (4.41)
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for which the volumetric rate (mole/cm3s) is given by
K = A Tn exp(-Ta/T) [Cfuella [C021b pc ... (4.42)
where A is the
temperature, P is
pre-exponential
the pressure in
factor, Ta
atmospheres
is the activation
and a, band care
constants. These are reported as
A 85.52x10
n Ta
1 12200
a
0.5
b
1.0
c
-.825
The above reaction is supplemented by a further twelve which describe
the detailed oxidation of CO and H2 cf. appendix C.
Figure 4.1 shows the numerically derived state relationships for 02
concentration, C2H4 concentration, and density. Though other species
were considered in the calculation (cf. appendix C), only those of
direct relevance to the flowfield calculation or the soot model are
shown for clarity.
As will be shown in section 4.3.6, the adiabatic assumption greatly
over-estimates mean temperatures, whilst for the radiatively cooled
case substantial agreement is observed with experiment. The latter
does, however, underpredict the temperature at the lower height - this
is in keeping with the assumption that radiative loss is important,
since lower down there are lower levels of soot and smaller flamelet
path lengths, resulting in an increase of radiative loss with height.
4.3.6 Flowfield prediction of the Kent and Bonnery (1987) flame
This section describes the prediction of the flame referred to as
flame A by Kent and Honnery (1987), which results from ethylene
emitted vertically from a 3mm diameter port, at a mass averaged
velocity of 52m/s and temperature of 322K, into a stagnant air
environment. The experimental data consist of axial and radial mean
temperature profiles, measured by thermocouple and corrected for
radiative loss, and radial mean soot volume fraction profiles. The
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latter were measured by laser absorption with subsequent deconvolution
to obtain point values from the integral line of sight measurements.
The axial location for the radial plots are 13.8cm (x/D=46, x/Xm=0.4),
24.2cm (x/D=80.5, x/Xm=0.7), 34.5cm (x/D=115, x/Xm=1.0) and 48.3cm
(x/D=161, x/Xm=1.4) above the burner; x is the height above the
burner, D is the burner diameter and Xm is the height at which the
maximum laser absorption occurred along a diameter.
The adopted parabolic formulation of the governing equations requires
the boundary conditions at the burner exit (initial conditions) and at
the free stream interface. The remaining boundary is along the axis of
the burner and is simply treated as a symmetric boundary ie. zero flux
and zero gradient. The values of all dependent variables (u, k, E, ~,
~2, ~n and ~m) are set to zero in the free stream. The initial
profile for velocity is given by the 1/7th power law, representative
of fully developed pipe flow, which leads to a centre line velocity of
63m/s to achieve the required mass averaged velocity of 52m/s. The
initial values of k are obtained from the local velocity assuming a
constant turbulence intensity cf.
2
it = 0.003 U .. (4.43)
The turbulent dissipation is then obtained by relating the integral
length scale to the burner radius, R, cf.
3/2
£" = k / R .•. (4.44)
Altering the initial turbulence parameters by an order of magnitude
was seen to have effect on only the near burner region.
A uniform initial ~ profiles was specified, of value one, indicating
neat fuel. The initial profiles of ~, 'n and ~m were set to zero.
The computational grid consists of 40 cross stream nodes which were
sufficient to ensure the solution to be grid independent. The forward
step size was limited to a maximum of 1% of the radius of the jet.
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The remainder of this section discusses the flowfield predictions,
where results are presented for both adiabatic and non-adiabatic
conditions. The latter utilises the experimental temperature flamelet
of Moss et al (1988). For comparison, predictions assuming an
intermittent beta function form for P(~) are presented for the
non-adiabatic case. This is used to determine the effect of an
alternative PDF form on the later reported soot volume fraction
predictions.
The radiatively cooled flamelet was obtained from the experiments of
Moss et al (1988). Their data extended over the range O.02<~<O.3 and
the experimental conditions were such that the air stream (~=O) was at
a temperature of 700K. The flamelet adopted here was therefore
extrapolated to ~=l on the rich side and was perturbed on the lean
side to yield 300K at ~=O in keeping with the turbulent flame
experimental conditions. The rich side extrapolation has little
significance, since it is far removed from the reaction zone; that on
the lean side, however, is more sensitive.
Figure 4.2 shows the experimental flamelet and its extrapolation to
322K at ~=1, which is shown as a dashed line. Also shown is the
computed adiabatic flamelet (cf. fig. 4.1) and for comparison the
adiabatic equilibrium obtained using the code of Gordon and McBride
(1971). As mixture fraction reduces from stoichiometric towards zero,
the experimental and adiabatic flamelets tend to converge, and
coalesce at ~.0.05. Subsequently at ~.0.025, the former flamelet
diverts towards 700K at ~=O. The cooled flamelet used in the present
analysis deviates from the Moss et al (1988) data at this point and
follows the calculated adiabatic flamelet down to 300K at ;=0.
The adiabatic equilibrium in comparison with the adiabatic flamelet,
shoWS the expected higher stoichiometric temperature and the
relatively sharp gradient at O.08<~<0.2. These features indicate the
neglect of diffusive effects which tend to reduce the peak temperature
and prevent sharp gradient changes. Comparing the experimental and
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adiabatic flamelets shows a reduction of -180K in peak temperature
and, more importantly, a 600K difference at S=O.l. This facet of the
experimental data is accommodated by a steep temperature gradient
between the stoichiometric mixture fraction (S=O.064) and S=O.l, where
a sharp change brings the slope more in line with the calculated
flamelet. These experimental trends are somewhat questionable
especially in the light of their being obtained by thermocouple
measurements in high soot loading conditions. The only way in which
such results seem plausible is if the radiative loss from the soot is
so strong that it results in a local enthalpy drop that is too
substantial for diffusive processes to redistribute.
Given the large difference between the adiabatic and experimental
flamelets in the sooting region (O.064<S<-O.2), the inferred soot
formation rate for an adiabatic case will be far in excess of that in
the laminar flame experiment of Moss et al (1988). Furthermore, if the
temperature flamelet was simply scaled to bring its maximum value down
to that observed in the experiment, there would still be 400K
difference at S=O.l. This presents a problem in that either the
experimental data is erroneous, and hence so is the calculated
formation rate of Moss et al (1988), or, a simple perturbation of the
adiabatic results, due to high local soot radiation, is not
appropriate. In the non-adiabatic predictions reported later, the
experimental data was used to prescribe the temperature state
relationship in order to avoid this issue.
Figure 4.3 shows the axial variation of Reynolds mean and rms
temperatures, predicted using the adiabatic and non-adiabatic
flamelets, and figure 4.4 shows the corresponding radial profiles at
the earlier mentioned heights. The predictions are compared to
experimental mean temperatures, which are thought to be nearer
Reynolds quantities than Favre quantities. For the non-adiabatic case
two sets of predictions are presented, resulting from a beta function
and intermittent beta function form for P(S).
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The adiabatic predictions show the mean centre line temperatures to be
over-estimated from a fairly early height and lead to a maximum
discrepancy of 400K, when compared with the experiment. The flame
height, given by the maximum centre line mean temperature, however,
shows good agreement with the data. The adiabatic predictions are more
in line with the experimental data at heights below -7crn.This is as
would be expected if radiative loss was the cause of the
overprediction, since at low heights where soot levels are low, losses
would also be low. These are expected to increase with height as soot
levels increase, and subsequently reduce as the soot is oxidized and
mixing reduces temperatures in the upper reaches of the flame. This
would imply that the adiabatic predictions should converge with the
data as the flame tip is reached, which is not evident in figure 4.3.
This is discussed shortly.
Figure 4.4 shows the non-adiabatic predictions to show better
agreement with experiment. Maximum temperatures, however, are
underpredicted at the lowest height, probably owing to too high an
inherent heat loss, and over-predicted at the highest height. This
trend is also evident in the axial plot (cf. fig. 4.3) where, at -40
ern, the predictions start to deviate and show convergence towards the
adiabatic results, as must happen given that the two flamelets
converge (cf. above).
Figures 4.3 and 4.4 show the influence of assuming an intenmittent
beta function P(~) is limited to the extremities of the jet and, up to
70ern, shows no significant difference at the centre line. This is
because the intenmittent beta function deviates from the beta function
only when a singularity occurs at ~=O. The trend of the intenmittent
beta function to produce higher temperatures (cf. fig. 4.4), results
from the way in which it treats the singularity resulting from
intermittency with the air stream. In this fonmulation, the beta
function is forced down to zero as ~~, resulting in a greater
probability of attaining near stoichiometric temperatures. This is
illustrated in the later-reported figure 4.13, which shows a
comparison between the beta function, the intermittent beta function
129
and the clipped Gaussian PDF's for various radial locations at the
13.8 cm height in the Kent and Honnery flame.
The over-prediction of temperatures high up in the flame, as mentioned
earlier, seems anomalous since one would expect radiative loss to
reduce as soot levels reduce, and to expect adiabatic conditions to
become more appropriate. This suggests that mixing as predicted by the
turbulence model may be a problem. A glance at the literature reveals
that of particular concern is the setting of Cg2 in the source of ~
(cf. eqn. 4.28), which is seen to vary between 2.0 (cf. Spalding
(1971b)) and 1.25 (cf. Gibson and Launder (1976)). Implementing these
values in place of the adopted 1.89, shows that setting Cg2=2.0 has no
noticeable effect whilst setting Cg2=1.25, with its implied greater
fluctuation levels, leads to lower peak temperatures and even greater
deviation at higher heights, where the increased spread of P(;)
increases the probability of sampling from hotter mixtures. A
sensitivity study showed the most significant parameter to influence
the mean temperatures to be the lean side temperature flamelet, which
was prescribed in a rather ad hoc manner. Reducing the lean
temperatures also had the effect of reducing the spread of mean
temperature, which is seen to be over-predicted cf. figure 4.4. Also
to be noted, is the rapid reduction of temperatures in the
experimental flamelet as ; increases towards 0.1, since it biases high
temperatures to lower mixtures compared to the adiabatic flamelet.
Of more fundamental concern is the applicability of the turbulence
model to the whole of the jet flame. Flow visualisation of high
Reynolds number jet flames (cf. Roquemore et al (1989)) shows the
flowfield to consist of small eddies resulting from the shearing of
the fuel stream which is surrounded by a flame brush and finally large
scale structures. For the most part of the jet the small scale fuel
jet structures control the mixing process. Higher up, however, these
eddies decay and subsequent entrainment of air is governed by the
large scale structures which are capable of entraining large amounts
of air. It is the latter that, if important, will reveal deficiencies
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in the turbulence model which, by its initial boundary condition, has
been set up to describe the small scale structures.
It is difficult to shed further light on the temperature anomaly in
the absence of mixture fraction measurements. However, problems have
been traced to lean temperatures, while at richer mixtures, where soot
formation occurs, temperatures are reasonably predicted. There are,
however implications for the soot oxidation rate.
The adiabatic and non-adiabatic predictions yield broadly similar rms
temperatures. Figure 4.3 shows there to be two peaks for the adiabatic
case. The first (at x-4cm) results from the intermittency between the
fuel stream and leaner, therefore hotter, mixtures. The second (at
x-62cm) is the major peak and results from the intermittency between
the air stream and richer, near stoichiometric mixtures. The
non-adiabatic predictions show both these peaks, where the former is
approximately half the magnitude of its adiabatic counterpart. In
addition, an intermediate peak is indicated. This results from the
steep gradient between 0.064<~<0.1 in the non-adiabatic temperature
flamelet. unfortunately, there is no experimental rms temperature data
for comparison, which might have indicated whether the facets of the
experimentally derived non-adiabatic flamelet are representative of
sooting flames.
Figures 4.5 to 4.8 complete the flowfield picture, showing axial and
radial variations of mean and rms velocity and mixture fraction. The
non-adiabatic results include those derived from both PDF forms, and
as evident from the centre line temperatures (cf. fig. 4.3), no
discrepancy is observed for either the velocities or mixture
fraction. Figure 4.5 and 4.6 shows the adiabatic velocities to be
higher, which results from the greater volume change signified by the
higher temperatures. Though buoyancy is also greater, its influence is
negligible given the high velocities. Figures 4.7 and 4.8 show higher
mixture fraction values for the adiabatic case for the same reason.
The r.msvelocities (cf. fig. 4.5) show the expected turbulence decay
in the potential core, before shear forces work their way to the
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centre line and cause turbulence levels to increase. The maximum
occurs at a height of -4cm, above which mean velocity gradients
reduce, resulting in a net turbulence decay.
This section presented the flowfield predictions of the Kent and
Honnery (1987) flame which were tested against their mean temperature
measurements. Temperatures are substantially over-estimated by the
adiabatic calculation, but adequate agreement was obtained by adopting
a cooled flamelet which was based on the experiments of Moss et al
(1988). Though there is cause for concern in lean temperatures which
are over-predicted, these uncertainties are restricted to regions
remote from the soot formation zone. Soot oxidation, however, will be
influenced.
4.3.7 Soot prediction in the Kent and Honnery (1987) flame
The essence of the proposed soot modelling approach is the conserved
scalar based closure of the source terms in the soot concentration
balance equations. As described in section 4.2, these may be expressed
in terms of mixture fraction dependent parameters and soot parameters.
The former group is represented by a(~), P(~)and r(~),which appear
in the nucleation, coagulation and surface growth terms, respectively
(cf. eqns 4.11 to 4.13), and are defined in terms of density (p),
temperature (T) and parent fuel concentration (Xc), Section 4.3.5
described the numerical prediction of an adiabatic ethylene - air
diffusion flame from which p(~), T(~) and Xc(~)' and hence a(~), ~(~)
and r(~), are obtained. As described in the previous section,
however, the Kent and Honnery flame is not adiabatic and the
experimentally determined temperature flamelet of Moss et al (1988)
was used to describe the temperature field. The additional flamelet
relationships were then obtained by assuming the heatloss did not
affect the species concentrations, therefore allowing the computed
concentrations (section 4.3.5) to be used.
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Figure 4.9 shows the flamelet relationships a(~) and y(~). Also shown
is £ (~) which appears in the oxidation teDmS (cf. eqns 4.16 and 4.17)
and is a function of 02 concentration and temperature. For clarity
~(~) is not shown since it varies simply as the square root of
temperature. The soot models empirical parameters, Ca' C~, Cy' Ta
and Ty' required to complete the fODmulation of a,~ and y, are
obtained from Moss et al (1988) and are shown in table 4.2. Figure 4.9
shows two sets of flamelets for both the adiabatic and non-adiabatic
conditions. Confining attention to the non-adiabatic flamelets shows a
to be limited to a very narrow region, 0.064(~st)<~<0.1. On the lean
side, as is the case for y, it is forced to zero at stoichiometric due
to the disappearance of Xc' whilst on the rich side, it is rapidly
reduced due to the steep temperature gradient and its high activation
temperature (T =46.1x103K) - the higher the activation temperature thea
stronger the dependence on temperature. y also begins to fall sharply
as mixture fraction increases to 0.1. Above this value y is observed
to increase to a second maximum before it starts to fall. This facet
reflects the sharp change in gradient of T(~) and the competing
effects of temperature and fuel concentration; the fODmer reduces as
mixture fraction increases, whilst the latter increases. In comparison
with a, y is broader given its lower activation temperature (Ty)' The
adiabatic profiles for a and yare significantly broader, resulting
from the relatively shallow gradient of T(~) and illustrates the
importance of obtaining realistic temperatures. Of more importance,
however, are the maximum values - a and yare greater by factors of 24
and 10, respectively, for the adiabatic case. The later reported soot
predictions show the non-adiabatic parameters to produce good
agreement with experimental soot levels, whilst adiabatic soot levels
are significant over-predictions. The latter are therefore not
presented and all results discussed in the remainder of this section
are non-adiabatic predictions.
The oxidation te~, E, is confined to lean mixtures since it is
dependent on 02 concentration. The difference between the adiabatic
and non-adiabatic profiles is negligible. This arises from the
temperatures being identical below ~-O.05 (cf. fig 4.2) whilst above
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this value, oxygen depletion dominates over temperature effects. The
later reported soot predictions show oxidation to be very large. This
is also evident from comparing the oxidation rate with the surface
growth rate; the latter dominates nucleation in the rate of growth of
soot mass. Given the simplified yn formulation of surface growth,
which implies y to be proportional to the surface growth per particle,
this comparison is not straightforward. However, this may be
translated into growth per unit surface area, analogous to the
oxidation term, by assuming an effective particle diameter, d. When
d=10nm surface growth is found to be three orders of magnitude smaller
than oxidation.
Figure 4.10 shows radial profiles of predicted and experimental soot
volume fraction. Three sets of predictions are presented which give an
indication of the uncertainty arising from soot source term closure.
The solid line, identified as prediction 1 (cf. fig. 4.10) assumes the
closure indicated in equations 4.11 and 4.13, where the mixture
fraction and the soot parameters, n and m ,are presumed uncorrelated.
However, if mixture fraction and 'n and 'm are assumed uncorrelated
and, as before, higher order terms involving fluctuating soot
concentration are ignored, the mean source terms are given by
S = an ... (4.45)
and
... (4.46)
Soot volume fraction predictions using equations 4.45 and 4.46 to
represent the mean source terms are shown as prediction 2 in figure
4.10.
Prediction 3 (cf. fig. 4.10) results from a simplification which
allows full closure of the source of soot mass concentration. If the
soot number density formation rate is integrated, assuming plug flow,
then the number density may be expressed in terms of a, ~ and
residence time (cf. eqn. 3.9). This rapidly saturates (ie. the rate of
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particle nucleation is in balance with coagulation) to its maximum
value, where
... (4.47)
The mean rate of soot mass concentration formation may then be
expressed solely in terms of mixture fraction dependent parameters,
cf.
... (4.48)
where the right hand side can be closed exactly using equation 4.1.
Figure 4.10 shows there to be little difference between the above
closure assumptions, with all three predictions showing approximately
the same rate of growth with height and major features. Predictions 1
and 2 (cf. fig. 4.10) show little difference. Prediction 3, however,
differs in that it over-predicts in lean mixtures and under-predicts
in rich regions. This stems from the soot number density implied in
the source of soot mass concentration. In predictions 1 and 2, the
source of soot number density becomes negative in lean mixtures, where
the nucleation term is very small but the coagulation term remains
high. In prediction 3, the source term cannot become negative given
the plug flow assumption and is zero throughout.
The predictions of soot volume fraction, when compared with the
experimental data, show fairly good agreement in centre line and
maximum values at the first three heights (cf. fig. 4.10). The rate of
growth with height is, however, underestimated, in that peak levels
are over-predicted at the lowest height, approximately right at the
second height and slightly underpredicted at the third height. This
may be due to the evaluation of the source term itself, since Moss et
al (1988) also observed this trend in their laminar flame. Despite the
relatively good agreement in the rich regions of the flame, the leaner
soot volume fractions seem to be substantially overestimated. This is
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depicted as an over-prediction in spread, and at the uppermost height
soot levels are overestimated at all radial locations.
The over-prediction in the spread of the soot profiles may be due to
either soot source term closure approximations, inadequate prediction
of the flowfield, incorrect specification of the source term in
mixture fraction space (it may be located at too lean a mixture) or
soot oxidation. The former does not seem plausible given that the
three predicted curves, for which different closure assumptions are
made, do not alter significantly in spread (cf. fig. 10). The
temperature field (cf. figure 4.4) is indeed over-predicted; however,
a comparison between predicted soot profiles (cf. fig 4.10) and
predicted temperature profiles show there to be little difference in
spread. The experimental data, on the other hand, do show the soot
profiles to be narrower than the temperature data.
The source term in mixture fraction space is of concern, because the
rapid reduction in temperature on the rich side of stoichiometric
(indicated by the data of Moss et al (1988)) confines the source term
to leaner values than the computed adiabatic temperature flamelet (cf.
fig. 4.9). Adiabatic soot predictions, however, still suggest an
exaggeration in spread.
Soot oxidation, if soot transport is highly correlated with that of
mixture fraction, will not occur, since soot will always
instantaneously appear at the rich mixtures where it is formed. Under
these circumstances, oxidation may only take place in the extremities
of the flame, where mixing has dissipated rich regions. Elsewhere,
soot oxidation must rely on differential transport which allows soot
to migrate to leaner regions. Oxidation is the subject of further
discussion later in this section.
The remainder of the discussion of the soot predictions focuses on
only those resulting from the closure assumptions indicated in
equations 4.11, 4.13 4.21 and 4.22.
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The P(~) necessary to close the mixture fraction dependent parts of
the soot source terms is of an assumed form, which is described by its
first two moments. Such two parameter PDF's have been widely used to
describe mixture fraction statistics, since they are substantially
more economical than computing the evolution of P(~) and have met with
success in predicting mean temperatures and the major gaseous species
(cf. Liew (1983)). Their performance over relatively narrow regions of
mixture fraction, which is of interest here (cf. fig. 4.9), however,
has not been demonstrated. In order to gain some appreciation of the
uncertainties in mean soot formation rate, resulting from the
prescription
intermittent
of P(~), calculations have been performed assuming an
beta function form for P(~), in addition to the adopted
beta function.
Figures 4.11 and 4.12 show radial profiles of the soot source term
parameters, a and r, obtained through the beta function and
intermittent beta function formulations. In general, a is located in
leaner regions compared to r, as is expected, given their state
relationships (cf. fig. 4.9). The most significant eff~ct of the
alternative PDF is seen at the lowest height at a radial distance of
approximately 2cm, where a and, to a lesser extent r, are increased.
This trend can be deduced from figure 4.13 which shows P(~), assuming
the beta function, the intermittent beta function and, for comparison,
the clipped Gaussian forms, at different radial locations at the
13.8cm height. There is seen to be no difference between the beta
function and intermittent beta function P(~) within a radius of -2cm.
Beyond this, the beta function exhibits a singularity at ~-O,
depicting intermittent behaviour with the oxidant stream. The
intermittent beta function, on the other hand, is forced down to zero
at ~=O and intermittency is described by a delta function at ~=O. This
allows a greater probability of attaining mixtures at which a and y
are prevalent, in the intermittent beta function formulation (cf. fig.
4.13), which results in the larger values of a and r, evident in
figures 4.11 and 4.12. The effect on a is more pronounced since the
two PDF forms differ most at lean values and where r is most
significant (cf. fig. 4.9), the PDF's are substantially similar (cf.
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fig. 4.13). This suggests that soot oxidation, which is limited to
O.02<~<O.064, will be most sensitive to the PDF form. Figure 4.14
shows radial profiles of £ where this is confirmed. The maximum
deviation, which occurs at the 13.8cm height, however, is limited to a
factor of 1.3 which is insignificant, as will be shown later.
Figure 4.13 also shows PDF's that assume a clipped Gaussian
formulation, which is presented since it is widely used (cf. Lockwood
and Naguib (1975)). At rich mixture there is seen to be limited
deviation from the beta function forms, whilst at leaner values, since
it is not forced down to zero at ~=O (cf. intermittent beta function)
its deviation from the beta function, in the region of interest
(O.02<~<.35), is not as great as the intermittent beta function. The
latter form is therefore thought to represent the most extreme
deviation from the beta function.
The effect of the PDF form on the soot volume fraction, via the soot
source term parameters (cf. figs. 4.11 and 4.12), is shown in figure
4.15. The largest deviation is observed at the lowest height, where
the peak value is overestimated by 27%. Thereafter, the two
formulations converge until there is no discernible difference at the
uppermost height. The reason for the intermittent beta function soot
volume fractions reducing, relative to the beta function values, at
heights above 13.8cm, results from the rich side behaviour of the two
PDF's, where the latter leads to greater probabilities of attaining
mixtures beyond the intermittent beta function dominating region. This
is evident in figure 4.'11,4.12 and 4.14 where all parameters show the
beta function to yield greater values when the mean mixture fraction
approaches zero, having passed the intermittent beta function
dominating regime.
The discussion to date has centred on predictions where only soot
formation is considered; however, this represents an incomplete
description of soot and the experimental data indicate the importance
of soot burnout. Figure 4.16 shows profiles of mean soot volume
fraction where three predictions, of which one neglects oxidation and
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two consider it (by including equation 4.21 and 4.22 in the soot
source terms) are compared with experimental data. The instantaneous
oxidation rate is described by the parameter, E, which is defined in
equation 4.17 and the mean profiles of which are shown in figure 4.14.
When this oxidation rate is applied, indicated as oxidation % 1 (cf.
fig. 4.16), soot concentrations are seen to fall at too great a rate.
The implied excessive oxidation may result from (i) the Nagle and
Strickland-Constable (1962) oxidation rate (cf. eqn. 2.36) being too
great, (ii) the soot surface area available for oxidation being too
high, (iii) incorrect effective oxidation rate resulting from errors
in the temperature flamelet and (iv) the significance of oxidation
term correlations which have been neglected. The former must, at this
stage, remain an unresolved issue, since the adopted oxidation
mechanism has not been suitably validated. For example, it has not
been demonstrated that 02 is the most significant oxidizer in most
diffusion flames or that the Nagle and Strickland-Constable (1962)
rate, which was derived in experiments involving diminution of carbon
rods through 02 attack, is representative of combustion zones. A
detailed study of soot oxidation is beyond the scope of the present
contribution and is the focus of continuing work at Cranfield.
The second possibility arises since the particle number density which
is required to infer the soot surface area, has not been measured and
has been treated as a free parameter whose value is broadly fixed
according to experimental evidence (cf. Haynes and Wagner (1981)). Any
errors in n do not affect soot surface growth given its empirical
derivation. An order of magnitude change in soot number density
results in a factor of 3 change in soot surface area.
There is some uncertainty in lean temperatures of the adopted
flamelet. The experimental conditions of Moss et al (1988) yielded an
air stream temperature of 700K, which was therefore perturbed to
extrapolate down to 300K at ~=O (cf. fig. 4.2). This was the condition
in the Kent and Honnery (1987) experiment.
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The neglect of soot-mixture fraction correlation in terms of soot
burnout is potentially a serious deficiency given that this may be a
highly intermittent process. If soot particles are very small they are
likely to have similar turbulent transport properties as gaseous
mixture fraction, in which case they will tend to remain
instantaneously at the rich mixtures where they are formed. In this
circumstance soot oxidation, which is confined to leaner mixtures,
will not occur. However, oxidation must occur at some stage since
eventually, small scale mixing will dissipate any rich pockets,
forcing the soot into leaner regions.
It is likely that all of the above four suggestions contribute to the
excessive oxidation rate. However, more may be learnt from the
qualitative effect of the oxidation rate. Figure 4.16 also shows a
prediction legend as oxidation x 0.015. This simply results from
scaling the effective oxidation rate by a factor (here 0.015) which
addresses the scenario that there is a systematic error, which (i)
(ii) and (iii) above imply. The value of this factor has been set such
that the centre line soot volume fraction at the uppermost height, is
close to the experimental value. The radial profile of soot volume
fraction at this height shows good agreement with the experimental
data. At the lower heights, the spread of soot volume fraction is
reduced to levels more in line with the data, however, oxidation is
seen to reduce centreline values which is not apparent in the
experimental results.
This latter facet of the predictions may be due to the neglect of soot
mixture fraction correlations. Such information is not, however,
accessible in the present formulation where only the PDF of mixture
fraction is available. Here, in order to ascertain how such
correlations may effect the eventual mean soot concentrations, a
simple model has been devised. It is assumed that soot will,
instantaneously, always remain in rich regions, where the particles
are formed, unless such regions become scarce. Oxidation may then
occur as the particles are forced into leaner regions. This condition
has been based on P(~) where the local probability of attaining rich
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mixtures controls the oxidation. It is assumed that if the probability
of attaining a mixture fraction greater than a critical value is below
a set limit, oxidation may occur according to equations 4.21 and 4.22.
Otherwise zero oxidation is enforced.
Figure 4.17 shows profiles of mean soot volume fraction where a
prediction, resulting from such a conditioned oxidation mechanism, is
compared with the experimental data and the non-oxidation prediction.
The critical mixture fraction has been set to the stoichiometric
value, S=0.064, and the probability cut-off, somewhat arbitrarily, has
been set to 10%. The oxidation rate is quantitatively that given by
Nagle and Strickland-Constable (1962) and has not been factored. The
qualitative trend of the conditioned oxidation is consistent with the
experimental data, in that the spread of the soot is reduced whilst
the centreline values remain relatively unaffected. At the 48.3cm
height, however, this condition persists, whilst the experimental data
indicates that oxidation prevails across the whole width of the flame.
It is useful at this point to look at the axial variation of the mean
soot volume fraction. This is shown in figure 4.18 where predictions
resulting from the non-oxidation run, the two unconditional oxidation
runs (with oxidation rate factors of 1 and 0.015) and the conditioned
oxidation run, are compared with the experimental data. The
experimental point at 34.Scm is at the location of the maximum
centreline laser absorption and is therefore thought to represent the
maximum value. In comparison with the unconditioned oxidation, the
conditional predictions show a rapid decline in soot volume fraction
when oxidation is allowed. This is also apparent in figure 4.17 where
the radial profiles are very steep. This reflects the large oxidation
rate which, when activated, rapidly reduces soot levels.
It is possible to obtain a better comparison by manipulating the
oxidation rate factor and the.oxidation conditioning. This, however,
is not worthwhile since there are uncertainties in the oxidation
mechanism and the proposed conditioning is very crude. Also in this
case, given that there are no further experimental data, in particular
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that of mixture fraction, it is not known whether the flame length is
over-predicted. Figures 4.17 and 4.18, however, do suggest the
importance of soot-mixture fraction correlations in soot oxidation
though their importance in soot formation is limited.
4.4 Conclusions
The last two chapters have proposed, and sought to validate, a soot
model for turbulent non-premixed combustion. It aims to address both
the finite rate chemistry and turbulence interaction, by capitalizing
on the dependence of key soot formation parameters on mixture
fraction. The model therefore represents an extension to the
conventional conserved scalar approach, in that balance equations are
solved for soot concentration, the source terms of which are closed
through the conserved scalar PDF approach.
These source terms, however, offer complications since they are not
functions of mixture fraction alone but also of soot concentration.
The correlations required to fully close such terms are inaccessible
in the present formulation, and necessitate the joint PDF of soot
concentration and mixture fraction. Here all source term correlations,
other than those fully described by mixture fraction, have been
neglected. This has been shown to be an acceptable simplification for
soot formation, since little deviation results when adopting different
source term closures, one of which is solely mixture fraction
dependent and hence may be fully closed. Of greater concern are the
mixture fraction dependent parameters and their dependence on,
particularly, temperature.
The model, with the above simplifications, has been applied to a
turbulent ethylene-air jet diffusion flame, where predictions of mean
soot volume fraction show good agreement with experimentally observed
magnitudes and rate of growth.
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The neglect of soot oxidation, the detailed study of which is beyond
the scope of the present work, has been seen to be a deficiency in the
strategy. To counter this the oxidation mechanism of Nagle and
Strickland-Constable (1962) has been included in the overall scheme.
The issue of soot concentration-mixture fraction correlations has been
shown to be of great importance here, owing to the typically strong
negative correlation between soot particles and the, instantaneously
leaner-located, oxidation region. At this stage it is not possible to
address this process further since ideally more turbulent flame data
are required. This should include information that adequately tests
the flowfield prediction, for instance, mean and fluctuating
velocities, temperature and mixture fraction in addition to soot
concentration. Also required is information about the joint statistics
of soot concentration and mixture fraction. The latter may validate
the prediction of their joint PDF which is required properly to
address soot oxidation.
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Table 4.1
C (m3kg-2K-1/2s -1) 1.7x108a
C~
(m3K-1/2s -1) 1.0x109
Cy
(m3K-1/2s -1) 4.2x10-17
Cs (kg) 144.0
T (K) 46.1xlO3a
Ty (K) 12.6xlO
3
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144
~ ,.......
!:
0.~
~
(Ij~
::l
go c,
13
0
()
()~~
(Ij
,.c
(Ij~
1l1dS "C(Ij,_,---------31V)S ,...~
(Ij
I
<IJ
!:
<IJ
...-l~ >.
Z ,.Q~
0 <IJ
~ ,..
u 0« I.j..j
Cl:: C/l
LL c,~
,.Q
UJ C/la:: !:0N => ~x ~ ~
X (Ij...-l
~
<IJ,..
<IJ~
(Ij
1l1dS ~C/l----- ~31V)S <IJ
...-l
<IJ
13
(Ij
...-l~
.......
N
x ' NOIIJ\f~:J 310W
(EW I 5)f) a' )"11SN30
145
~
I
~
/
/ c;.>
/ r:--
/
/ 'f>
~ALL / LI"I
SPLIT -7--
I.,_ ILLJ
_...J - / ...:tLLJ
~~ I« '"_...J _...J~
u,
~ ~_...J
:::> z«
0::
LLJ"_ ~
~LLJrn
O::Vl
LLJVl Z0.0 Q
Xl: .,_
LLJ_
N U«
0::
u,
LLJ
0::
SCALE ~ :::>-- .,_
SPLIT X
l:
CD
0
0::
«
I
LLJ
Z
LLJ
_...J
?c.,_
LLJ oo
...:t
N
No
o
146
lBOO
[!]
1600
[!]
I!l
_1400 I!l
~.._.
Cl) [!]J.c 1200
I!l=«$
J.c8. 1000
e
Cl)
E-t BOO
0.0 0.2 0.3 0.4 0.5
Axial distance (m)
0.1 0.6 0.7
I!J IXPERIla:NT______ ADlABAnC (B)
1__ NON-ADlABAnc (B)
_._._ NON-ADlABAnC (18)
Axial variation of temperature
Predictions: (B) indicates beta function p(E) and (IB)
indicates intermittent beta function p(E). Comparisonwith
experimental data of Kent and Honnery {19B7).
Figure 4.3
147
2500 -r------------,
2000 2000 MEAN- -::.:: ::.::- -I) 1500 I) 1500... 8=... ...
II II... ...
G) I)e 1000 e 1000
I) I)
f-o f-o
500 500 RMS
0 0
0 1 2 3 4 0 1 2 3 4 5 6
Radial distance (cm) Radial distance (cm)
Height : 13.8 cm Height : 24.2 cm
2500 2500
MEAN MEAN2000 2000
2 -::.::- -I) 1500 I) 1500
8 a... ...e e
I) I)e 1000 e 1000
I) I)
f-o f-o
500 500
2 4 6 B
Radial distance (cm)
Height : 4B.3 cm
I!I EXPERIWENT (YEAN)______ ADlABA.TIC (B)
1__ NON-ADIABATIC (B)
_._._ NON-ADIABATIC (IB)
246
Radial distance (cm)
Height : 34.5 cm
B o 10o
Radial profiles of Reynolds mean and rms
temperature. Predictions: (B) and (IB) indicate beta and
intermittent beta function form for P(~) respectively.
Comparison with data of Kent and Honnery (1987).
Figure 4.4
148
65
60
55
50
45~
In
<,
e 40'-'
~
.,._)....
c 35
0-~- 30=
~ 25
20
15
10
5
0.0
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
\,,,
\
\
\
\ RMS x 10\
\\\\
" " ,............ ..................._ ------ ..__ --------------
MEAN
0.1 0.2 0.3 0.4 0.5
Axial distance (m)
0.6 0.7
------ ADIABATIC (8)___ NON-ADIABATIC (8)
_._._ NON-ADIABATIC (m)
Axial variation of Favre mean and rms axial velocity.
Prediction of Kent and Honne~ (1987) flame. (B) indicates
beta function P(~) and (IB) indicates intermittent
beta function P(~).
Figure 4.5
149
20 ~----------------------~
Radial profiles of Favre mean and rms
axial velocity. Prediction of Kent and Honnery (1987)
flame. (B) indicates beta function p(E) and (IB) indicates
intermittent beta function P(~).
Figure 4.6
""\
\
\
\,,
" MEAN,,
\
\
\,
\,,,,
\,
\,
~~~
_15
III
<,
8....,
o 1 2 3
Radial distance (cm)
Height : 13.8 cm
10 -,------------------- ......
8
......,\
\
\
\ MEAN
\,
\,,,
\,,
~
2
o 246
Radial distance (cm)
Height : 34.5 cm
14 ~------------------------.
12 ......
-,
\
\
\ MEAN
\
\,
",\\\
\,
\
\
\~
-;;-10e-
'-"
!;- 8-().s
~ 6
~ 4
o 1 2 3 4 5
Radial distance (cm)
Height : 24.2 cm
8 __-----------__,
7
MEAN
1
8 o 2 4 6 B
Radial distance (cm)
Height : 48.3 cm
______ ADlAB.A.TlC (B)
___ NON-4DI4BATlC (B)
_._.- NON-ADIABATIC (JB)
6
10
150
0.7
=C 0.6.....
~
0
cD
J.c
Ito4 0.5
Q)
~
l< 0.4.....
::i1
0.3
1.0 ~~--------------------------------------------~
0.9
O.B
MEAN
0.2
0.1 RMS X 4
0.0 0.1 0.2 0.3 0.4 0.5
Axial distance (m)
0.6 0.7
______ ADIABATIC (B)
___ NON-ADWlATlC (B)
_._._ NON-ADWlATlC (m)
Axial variation of Favre mean and rms mixture fraction.
Prediction of Kent and Honnery {1987}flame. (B) indicates
beta function p(E) and (IE) indicates intermittent
beta function p(E).
Figure 4.7
151
Radial profiles of Favre mean and rms
mixture fraction. Prediction of Kent and Honnery (198'7)
flame. (B) indicates beta function p(€) and (18) indicates
intermittent beta function P~).
Figure 4.8
80 ~r---------------------~""",,,
\\ MEAN\
\
\
\
\
\
\,
\,
\
\,
"\
\
\
\~
25
oo
H20
c
~
~ 15...-
5
o 2 8
Radial distanoe (om)
Height: 13.8 cm
12-r----------------------~
10
MEAN
2
o 2 " 6
Radial distance (cm)
Height : 34.5 cm
18 ~----------------------~
16
"""," \
\
" MEAN,,
\
\,
\
\
\
"\
\
\
\~
14oo
H 12
c
~ 10e....8
Cl)...
:s 6
~
Si
4
2
o 1 2 345
Radial distanoe (cm)
Height : 24.2 cm
7~----------------------~
6
MEAN
1
8 o 2 " 6 e
Radial distance (cm)
Height: 48.3 cm
______ ADIABATIC (8)
1 NON-~'J'tC (B)
_._._ NON-ADlABA'J'tC (18)
6
10
152
;
0 i;
M i~, 0,
Ii,, CD,< , N, 0::ill , I::ill , I bOo, I< , CD .S .;, It:I , , N,
I 0 fill,
~
,, , =Q)I ,I
~
, • 't:S=I NI ,
0 Q)Q)I ,I , ~~, I, , CIS..cI, N, , .e~I , NI I 0 ClSCI), ,
~ ..., II , Q)O, I 0, ,
N ........, 0, Q)fIlI r=I ~~I
I CD 0 Q)Q)
" ... ;l ~G)"I' 0 o
" CIS ~~ 0\, CD ... .
" ... ..... Q.c;: "'",,' 0 Cl)
"
Q)
~~
...
" ~ ::2" • tao\ ", ...i Q)CIS ...., " 0 ~,o ~,.,' 8:8" " N"" ...", 0 ~CIS" 01'...'... 0 fIl=...... ... u ~o..... 0...... - 0=..... ~........ 0't:SCD CC N ~ - fIl=--..._ 0 :s 0 0 N........ 0
~
I I I ttfClS-..._-------- IZl IZl IZl G.>()
CD I 0 C") 0 N ....
C! Z ~ CC ~ :=...,----------- 0 0 ~ ~ ~ CIS CIS
Z N r- ~ S~
C!: 8=9N N 00 u 0 0 NZ 5 I I I ZClS9 N IZl IZl IZl0
Ul~
.-4 U') .-4- 0 co ~ 0)Ul
~ l': ~Po. ~~IZl N - ~0
~
0
0
~ ~ CD "II' N 0... 0 0 0 0 0 ::si z.I9l9tII'Q.r9d90mos lOOS ::> 9 ~ <::si ::s- -
~
Ul
~
::si
Po. <
IZl ~
153
4 10
m
~ 3 r-
a
+
I&! I&!... ...w W
r:I r:I 6
0 0... -.. ..~ 2 (Jas I!I... ....... ....- m - 40 0 DJl>- I>-.. mm .. mg 1 m 00 mI'I.l mm I'I.l 2m m
0 0
0 1 2 3 0 1 2 3 4 5 6
Radial distance (cm) Radial distance (cm)
Height: 13.8 cm Height : 24.2 cm
20 25
r- 15+
~....
W
r:I
0-..(J 10e....-e..
0 50rIl
o 246
Radial distance (cm)
Height : 34.5 cm
r- 20
+
Iii!...
lie
c:1 15
~
i
- 102..
~ 5
8 246 B
Radial distance (cm)
Height : 4B.3 cm
I!l EXPERIlO:NT___ PREDICTlON 1
______ PREDICTlON 2
_._._ PREDICTlON :5
o
Radial profiles of mean soot volume fraction.
Predictions for different soot source term closure
assumptions compared with data of Kent and Honnery (1987)
Figure 4.10
10
154
1.6 1.6
.", "1.4 1.4 \I \i , \
~ 1.2 "'" \\ + 1.2r.:: r.:: \- \ -.!t 1.0 \ .!t 1.0 \In ID \t':l t':l8 \ 8 \~O.B \ 'O.B... \... \ :aII
~O.B \ ~O.B
II II
od od
Q. g.
~ 0.4- ~ 0.4-
0.2 0.2
0.0 0.0
0 1 2 3 0 1 2 3 4- 5 6
Radial distanoe (cm) Radial distance (cm)
Height: 13.B cm Height : 24.2 cm
2.0 2.0
1.8
"'"
"'" 1.6
+ 1.5 +
II'! II'! 1.4-... -H H- i 1.2II)
t':l
8 8
~ 1.0 ~ 1.0
:a
Cl. Cl. 0.8- -II II
od i.. O.B
~0.5
~ 0.'
0.2
0.0 0.0
0 2 " 8 8 0 2 " 6 B 10Radial distanoe (cm) Radial distance (cm)
Height : 34.5 cm Height : 4B.3 cm
_._._ INTEIUaT BETA P(t)
BETA FUN pm
Radial profiles of mean soot source parameter ALPHA
in Kent and Honnery (1987) flame. Predictions assuming
intermittent and standard beta function forms of p(E).
Figure 4.11
155
3.0
N 2.5 ...N
+ +
""! ""!S... ...
~ 2.0 ~
1.5 2- -~ ~:: ::
-1.0 -II .,e ~ 1e
~ 0.5 ISt!J
0.0 0
0 1 2 3 4- 0 1 2 3 4- 5 6
Radial distance (cm) Radial distance (cm)
Height: 13.8 cm Height : 24.2 cm
3.5 1.4-
... 3.0 ... 1.2
N N
+ +
r:.1 r:.1
~ 2.5 ~ 1.0
2.0 0.8
- -~ 1.5 ~0.6:: s- -i1.0 10.4-
IS
e 0.5 e 0.2
0.0 0.0
0 2 4- 8 B 0 2 4- 8 B 10
Radial distance (cm) Radial distance (cm)
Height : 34.5 cm Height : 48.3 cm
_._._ IN'l'!IUm' BETA pet)
BETA JI'UN P(l)
Radial profiles of mean soot source parameter GAMMA
in Kent and Honnery (1987) flame. Predictions assuming
intermittent and standard beta function forms of p(E).
Figure 4.12
e
u
C!m
II
0::
Ln
C!
156
Cl)
~
0~ orf
III ~
III~ u
e 0 0orf ......u ~ ~
U"! u .......c
N III III 00
II ~orforf~'t:l Q)
0::
00 1Il..cQ) ~~ S
:::3 ~ u~ ~oo
>< Q)..... ~ C""l
E S Q) ....
u ~
C! ~ ~ Q)
N 0 orf ..c
u -e ~
0:: ~
Ln ~ ~ ~
N P-o III III
e
u
Ln
",'
.-
..... C!.....-. .............. -',
Ln.- <:).-
eu
C!....
.....
z
0
~uz
::::>
LL
-e
I-- Z
~ <
Z VI
9 I-- VI::::>
I-- Z -eu w
Z ~ CJ::::> ~ cLL W
-e 0:: Q..w Q..l- I--
~ Z
_,J
U
Ln..... Q....
....
LI'I... Q....
(~ ) d •~ad
C""l....
e
u
0..
c::
LI'I
0
~ AA
c::i
z
2
t'I"I I-
0 u<I:
c::
LL
N I.L.I
0 c::
::::>
I--
X
.-; %:0
0
0
157
7 7
".. \
6 '\ 6
I .
i \~ I . ~ \+ . , +
~ 6 ' . ~6 \. \... , . ... \~ \ ~- -III \ III \84 84 ,
<,
, <, \
~ \ ::-3 \ -3 ,= =0 , 0:: \ ::~ 2 ~2
la 'w
0 0
1 1
0 0
0 1 2 3 0 1 2 3 4 5 6
Radial distance (cm) Radial distance (cm)
Height : 13.8 cm Height: 24.2 cm
7 8
6 7 r--,,
~ ~ "+ ~6~5 \... ... \M W- ';'5 \III84 e \
<, " \11 11-3 -
= g S0::I ::I
.:12
II
la ~2
0 0
1 1
0 0
0 2 , 8 B 0 2 "- 8 B 10
Radial distance (cm) Radial distance (cm)
Height : 34.5 cm Height : 48.3 cm
_._._ IM'l'ElWlT BETA P('f)
BETA PUN Pes)
Radial profiles of mean soot oxidation rate
in Kent and Honnery (1987) flame. Predictions assuming
intermittent and standard beta function forms of p(E}.
Figure 4.14
158
5 ~--------------------~ 10.~----------------------~
~4 ~ B
+ +
fa::! fa::!... ...w w
Cl 3 Cl 6
0 0... -... ...t) t)
Cl Cl !... '".... ....
- 2 I!I - "0 ~> I!l[!] m... m ... I!I0 0
0 [!JI!l [!J [!J [!] [!J 0 I!lm 1 [!J [!J[!J m 2 I!l
[!J
[!J
0 0
0 1 2 3 0 1 2 3 " 5 6Radial distance (cm) Radial distance (cm)
Height: 13.8 cm Height: 24.2 cm
20 25
Radial profiles of mean soot
volume fraction. Predictions assumjng intermittent and
standard beta function forms of p(E). Comparison with data
of Kent and Honnery (19B7).
Figure 4.15
!; 15
fa::!...
w
Clo::
] 10
i...
l 5
o 2 " 8
Radial distance (m)
Height : 34.5 cm
~ 20
+
I'&!...
w
Cl 15
~
]
i 10
...
! 5
B o 2 " 6 B
Radial distance (cm)
Height : 48.3 cm
I!I EXPDDO:NT_____ BlTA FUJlCT. PCI)
______ DI'l'ERMlT. BETA Pc,)
10
159
10
I!I
~3
r- e
+r.q r.q.... ....~ ~
c: ~ ..... c: 6
0
[li. '.
0... -.. ..~ 2 rp" L'!l\. Cl.,... ..... ..- ,. [!J [!J [!J '. - 4-0 0~ ., \. ~..
[!J [!J [!] [!] m L'!l\, ..g 1 0mm \, 0m m 2m \,
\
[!J
.,
"
0 ". 0
0 1 2 3 4- 0 1 2 3 4- 5 6
Radial distance (cm) Radial distance (cm)
Height: 13.8 cm Height : 24.2 cm
20 25
~ 15
r.q....~
c:o
:::I()10
]
i..o
~ 5
o 24-6
Radial distance (cm)
Height : 34.5 cm
t- 20
+
la!...w
Cl 15
~
~
i 10..oo
rn 5
8 o 24-6 8
Radial distance (cm)
Height : 48.3 cm
I!I DPDDIENTI NO OXIDATION
_._._ OXIDATION z 0.015______ OXIDATION z 1.0
Radial profiles of mean soot volume fraction.
Predictions show the effect of oxidation.
Comparison with data of Kent and Honnery (1987).
Figure 4.16
10
160
4- 10
!!I
!;:3 e-
a
+
r.:l ,-... I&!.... , " ....~ I \ ~I \
Cl I \ Cl 8I \0 I'I:!I \
0- -... ...g 2 I I!l \ c1m \ Cl... \ ...... I 1!l[!J \ ...- , I!l , - 4-0 " , 0;. , ;.... !!I[!J , ...0 I!l' 00 1 I!l I!l \ 0Cl) Cl) 2
I!l\ ,
[!\,
0
,
0
0 1 2 3 0 1 2 3 4- 5 6
Radial distance (cm) Radial distance (cm)
Height: 13.B cm Height : 24.2 cm
20 25
o 24-6 B
Radial distance (cm)
Height : 4B.3 cm
I!J EXPEJma:NT___ NO OXIDATION
______ OXIDATION
10
!;: 15
l"- 20
+
~ ~.... ....
~ ~
Cl Cl 15
0 0- -... ...
(j 10 (je Cl...- ...- i 10~... ...
0 0
0 5 0Cl) Cl) 5
o 2 4- 8
Radial distance (cm)
Height : 34.5 cm
a
Radial profiles of mean soot volume fraction.
Predictions show the effect of conditioned oxidation.
Comparison with data of Kent and Honnery (1987)
Figure 4.17
161
o~----~~----------------------------,-~
N 0 CD CC ... N 0- ...
162
Buoyant fire prediction
S.l Introduction
The detailed computational modelling of fires has to date received
relatively little attention compared with their high momentum
counterpart, the jet diffusion flame. The study of the latter has been
inspired by the desire to understand better the mechanisms underlying
turbulent non-premixed combustion, and thereby the development of
detailed models (cf. Bilger (1976a)). Such flows moreover are a
natural extension of inert jets, the study of which has led to
advances in the understanding of turbulence and its modelling. In
contrast, the study of fires has been motivated by the more practical
need to predict hazard potential; the lack of detailed knowledge of
the controlling physical processes necessitates the heavy reliance on
empirical approaches. For example, Thomas (1963) offered scaling laws
by which the flame size of fires may be deduced from small scale
experiment.
At a more detailed predictive level, zone models have been widely
used. These offer greater flexibility in terms of range of
application, and better spatial detail in that the domain is
constructed of a number of zones. Emmons (1979) describes a general
computer code for the prediction of fire in buildings. Zone models,
however, must still rely on empiricism to obtain, for example, air
entrainment into the fire, wall heat transfer and zone emissivity for
radiation purposes.
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The application of detailed computational modelling techniques to
fires has so far been used to extend the applicability of predictive
techniques to complex geometries (cf. Pericleous et al (1988) and Cox
and Kumar (1987)). These studies, however, have been used to reveal
global features, for example the evolution of combustion products
through the domain, and the fire source has been treated in a rather
simplistic manner. Therefore, an empirical input is essential when,
for example, heat loss has an impact on the flowfield pattern.
Radiation is dependent on local temperature and species concentration,
including soot, and therefore requires a detailed view of the
chemistry.
The present work is aimed at furthering the modelling capability of
buoyant fires with a view to making a more accurate assessment of
their potential hazard, by the use of computational fluid dynamic
(CFD) techniques. This entails the detailed modelling of the turbulent
flowfield, chemistry, radiative heat transfer and their interaction.
The particular area of concern here is radiative emission, since it
has a key role in the sustaining and spread of combustion. Radiative
heat feedback to the fire source (which is usually solid or liquid)
allows the release of vapours which continually fuel the fire. Also
radiative heating of external bodies may cause them to ignite.
A critical component that determines the radiative emission is
particulate soot, since it is produced in substantial quantity in
large fires given the typically long residence times and poor mixing.
Also the emitted radiation is significantly influenced by turbulence
interaction. The latter has been shown to be very important in fires
which are characterised by large scale fluctuations in scalar
properties (cf. Grosshandler (1985) and Cox (1977)).
The two previous chapters introduced a soot model suitable for
non-premixed combustion, which is representative of the regime in
fires. This chapter and the following focus on the prediction of a
fire where the turbulent combusting flowfield and emitted radiation
are predicted and subsequently compared with experimental data.
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Strictly speaking the radiation is coupled to the flowfield via the
mean density and their calculation must therefore be coupled. Here
however, where greater importance is given to the soot modelling and
turbulence-radiation interaction, these calculations have been
decoupled for computational simplicity. The influence of radiative
heat loss on local temperatures, which has been found to be important,
has therefore been included explicitly by perturbing local
instantaneous temperatures as described later. The present chapter is
concerned with the flowfield and thermochemistry modelling, and the
subsequent radiation prediction is described in chapter 6.
The fire considered to be most suitable for investigation is that
previously experimentally investigated by Crauford (1984) and Charnley
(1986). This is owing to the wealth of available data which may be
used to assess the predictions. Crauford measured spatially and
temporally resolved velocity, using laser Doppler anemometry (LOA),
and temperature, using a fine wire thermocouple. Charnley measured
spectrally resolved (in the visible and infrared) line-of-sight time-
averaged radiation and temporally resolved integrated line-of-sight
radiation.
The experimental configuration is comprised of a methane fire
supported on a 25cm diameter porous refractory burner, which allows
the gaseous fuel to flow evenly over the entire surface. The mass flow
rate of fuel was 5.42x10-4Kg/S leading to a theoretical heat release
of 28kW. The burner was mounted within a wire mesh enclosure which
protected it from extraneous disturbances and allowed a steady inflow
of air. Exhaust gases were directed into a duct positioned above the
fire. The burner was mounted on a mechanism capable of vertical and
horizontal translation, that allowed movement relative to a fixed
probing point (or line). The movement was restricted in such a way
that the burner face was never allowed to be less than 25cm above the
floor in order to isolate the flame against floor effects. Such a
controlled environment, though being well defined and allowing
experimental repeatability, leads to turbulence modelling difficulties
which will be described later.
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In a wider context, the modelling of fires is difficult, since they
are buoyancy-controlled rather than momentum-driven and hence the
applicability of turbulence models developed in high momentum jets is
questionable. Also, the frequencies of the fluctuations differ
markedly from those prevalent in high momentum jets (cornbustingor
otherwise). Fires are characterised by low frequency buoyancy-induced
instability which is exhibited as a continual pulsation of large scale
structures. Crauford (1984) found this characteristic frequency, in
the presently studied fire, to be 3Hz, whilst maximum frequencies are
of the order of 200Hz (cf. Weckrnanand Sobiesiak (1988». Jet flames,
on the other hand, exhibit frequencies of up to 5kHz (cf. Lockwood and
Moneib (1981».
A further difficulty is that the eddy viscosity turbulence models are
strictly applicable to flows which exhibit local isotropy. This may
not be so for fires where turbulent Reynolds numbers are relatively
low. Buoyancy may enhance (or suppress) certain Reynolds stress
components which suggests the necessity of resorting to second order
closures (cf. Launder et al (1975». These, however, introduce more
modelling assumptions and have not been validated in fires. Many
authors (cf. Vachon and Champion (1986) and Gengernbreet al (1984»
have therefore elected to use the two-equation k-E model and some (cf.
Jeng et al (1982» have offered modifications to address the effects
of relatively low Reynolds number and buoyancy.
In the present study, the k-E model is used and is modified only to
include the effect of buoyancy on the source of k and E. Non-isotropy
is considered only at an elementary level by defining k=~ where u is
the vertical velocity component. This model is utilised here since,
despite the earlier reservations, it performs reasonably well when
compared with the available experimental data.
The following sections describe the modelling of the fire in more
detail, focusing on the turbulence and combustion modelling. The
former includes a brief review of turbulence modelling applied to
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fires, a more substantial one having been provided in chapter 2.
Following the model description, the predictions are reported and the
problem of modelling the laminar-turbulence transition in the initial
region of the fire is introduced.
5.2 Turbulencemodels for buoyant flows
Buoyancy is introduced into the equations that govern fluid flow via
the momentum equations. The averaged streamwise momentum equation for
a two-dimensional, axi-symmetric turbulent boundary layer, where
gravity acts in the negative x direction, is
p g (5.1)
dx
where x and r are the streamwise and radial directions, u and v their
velocity components, g is the acceleration due to gravity (9.81m/s2),
and the subscripts 1 and t refer to laminar and turbulent quantities.
The effect of buoyancy also features in the balance equation for
turbulent kinetic energy, since it is derived from the momentum
equations as described by Launder and Spalding (1972). In summary, the
derivation
(three for
entails subtracting each of the mean momentum equations
3-D flow) from their instantaneous counterparts,
multiplying the resulting equation for ui by ujn,
multiplying by the Kronecker delta, 5ij, (5ij=1
i~j). Considering only the buoyancy term we have
averaging and then
for i-j and 0 for
... (5.2a)
Only one term results if only one velocity component is influenced by
gravity. The fluctuating velocity is un rather than u', since it is
the equation for the Favre averaged turbulent kinetic energy that is
appropriate here.
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Mathematical manipulation of equation 5.2a shows that the effect of
buoyancy in the k equation may also be expressed in the following ways
(5.2b)
Gbk = g ( p u - p u ) (5.2c)
= - (5.2d)
-Gbk = g P u - u ... (5.2e)
Following the arguments which led to the modelling of the production
term in the equation for turbulence dissipation as eel elk Kp' where
Rp is the production of turbulence kinetic energy due to the mean
velocity gradient, the effect of buoyancy in the £ equation may be
modelled as
(5.3)
Gbk in the form of equation 5.2d shows that the gradient viscosity
hypothesis may be used for closure in the absence of any joint vector-
scalar statistical information cf.
Gbk ..- g p'u' - g (1 / j)) (5.4)
In the region of the flame investigated (above 14cm) ap/ax is mostly
positive leading to a positive value for Gbk. This seems reasonable
since in the buoyancy dominated flow, p'u' will tend to be negative.
It should be noted that Pt' given the present density weighted
formulation for the governing balance equations, is deduced from Favre
averaged k and e, yet the averaged quantities in equation 5.4 demand
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that it be calculated from Reynolds averaged k and e. However,
gradients, such as op/dX, in the streamwise direction of boundary
layer type flows are relatively small, hence making the contribution
of Gbk, in the source of k, small. The impact of the anomaly in Pt is
therefore limited.
The formulation, equations 5.4 and 5.3, has also been adopted by, for
example, Markatos et al (1982), though they express Gbk as
(5.5)
where ~ is the thermal expansion coefficient (= liT). Equation 5.5
results from equation 5.4 under the assumption oplp=-dT/T.
In the present case Gbk and Gbe (eqns. 5.4 and 5.3) are appended to
the sources of k and e .
Others proposed additional modifications, for example, Chen and Chen
(1979) suggested modifications to cp and Ce2. This approach, as well
as others, was evaluated by Jeng et al (1982) in the modelling of
buoyant flames. Their findings suggest the choice of model to have
little influence on the mean flame structure, and more important was
the specification of the fuel source boundary conditions. Therefore in
order to minimise the uncertainties due to further modelling
assumptions, they are not adopted here, since the standard
formulations were seen to perform adequately.
The previous chapter introduced a modification to Ce1 in the source of
e (cf. table 4.1), proposed by Morse (1977) to account for the reduced
spreading rate of axisymmetric jets compared to their planar
counterparts. Pope (1978) suggested that the fundamental reason
underlying this disparity was due to the circumferential stretching of
vortex rings as the round jet spreads, leading to a smaller eddy size
due to angular momentum conservation (cf. chapter 4.3.3). The decay of
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turbulence, which is rate limited by the decay of large eddies, is
thereby accelerated. Though the fire is axi-symmetric, the spreading
does not alter significantly, remaining as it does more or less the
same width as the burner diameter. In the fire calculations reported
here, therefore, no such modification is made to eel as was made in
the earlier reported jet flame prediction. When such a modification is
made, the spreading rate is indeed found to be significantly
underpredicted.
The region where a change
the flow initially necks in
instability. This region,
in width is evident is near the burner where
and then quickly spreads due to buoyant
since there the flow is
however, raises more important concerns,
not fully developed. Also the parabolic
formulation, used in the present modelling, may not be applicable very
close to the burner where the neglected streamwise diffusion can be
significant.
5.3 CaDbustion model
The laminar flamelet approach described in chapter 2.1 and implemented
in the jet flame prediction of chapter 4 is used here. This requires
suitable state relationships linking chemistry dependent scalars to
the conserved mixture fraction. As described in chapter 2, the state
relationships may be deduced by detailed kinetic computation (as
adopted in chapter 4) or by experiment. Here, the experiments of
Mitchell et al (198~) are used to provide these relationships.
Mitchell et al experimentally investigated a confined, co-flowing
laminar methane-air diffusion flame, where they measured the major
species and temperature at various heights in the flame. They then
presented their data against local equivalence ratio. Figure 5.1 shows
the data plotted against mixture fraction, where density has been
deduced from the measurements and the equation of state.
As mentioned earlier, state relationships may be perturbed due to
hydrodynamic strain; however, the co-flowing geometry of Mitchell et
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al and the buoyant fire to be modelled here are thought to exhibit
limited strain and therefore its influence has been neglected.
In addition to flame stretch, the local flamelet structure may be
significantly modified due to radiative heat loss. Careful analysis of
the available experimental data in the buoyant fire reveals that the
local flamelets exhibit a greater heat loss than that inherent in the
experimental configuration of Mitchell et al. Figure 5.2 shows the
temperature state relationship of Mitchell et al compared with an
adiabatic numerically derived flamelet using the SNECKS algorithm
(Askari-Sardhai (1987)). The peak temperatures from both curves are
comparable, indicating the minimal heat loss in the experiment of
Mitchell et al. Also shown in figure 5.2 is a radiatively cooled state
relationship found to be more representative of the instantaneous
structure in the fire - its derivation is discussed in more detail in
section 5.4.2.
5.4 Initial conditions
Current modelling of fluid flows is restricted to either (i) laminar
flows, where the system may be described exactly, given accurate
information about the fundamental processes (eg. molecular transport,
chemistry and radiation) or (ii) fully developed turbulent flow, where
the additional statistical uncertainties may be addressed by
turbulence models. Predictions spanning the transition between laminar
and turbulent flow still remain difficult, though it has been the
focus of several studies related to wall boundary layers (cf. Patel et
al (1985)), and low Reynolds number effects have been investigated in
the study of thermal plumes (cf. chapter 2). The modelling of fires,
therefore, is problematic since initial Reynolds numbers are low,
owing to the low source momentum which is typically governed by the
evaporation of fuel fragments. To reflect this the simulated fire
studied here exhibits a fuel source velocity of 1.7cm/s which leads to
a burner Reynolds number of - 140. Turbulence develops slowly in
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fires from the more ordered low frequency buoyant instability
described earlier.
In practical fire situations,
fuel source geometry and
factors like floor effects, irregular
ambient disturbances rapidly induce
instability (cf. Weckman and Sobieskiak (1988). In the present case,
however, the experimental conditions were strictly controlled which,
coupled with the circular burner geometry, leads to a significant
transitional region before more representative turbulent flow
develops.
Previous works investigating the computational modelling of the fire
source (eg. Gengembre et al (1984)) have chosen to initiate their
calculations at the burner exit. Here, artificially high turbulence
levels must be assigned in order that realistic spreading rates be
observed higher up. This is somewhat unsatisfactory since the
calculation is sensitive to the initial profiles, the generality of
which is not justified. For example Vachon and Champion (1986) chose
to use the expressions
... (5.6a)
£0 = a k3/2 I R£ 0 • •• (5 •• 6b)
where R is the radius of the burner, 00 the mass averaged source
velocity and both ak and a£ were taken to be unity. Jeng et al (1982)-4 -4 3used ak-4x10 and ae-1.2x10 00 IR.
Crauford et al (1985), modelling the same fire studied here, chose to
initiate a laminar calculation at the burner face and effected
numerical transition to turbulence at a prespecified height - 20m. The
initial turbulence levels were based on computed local velocities and
their gradient. This had the effect of mimicking the severe necking in
due to large buoyant acceleration. This is not evident in the former
approach where the high initial turbulence levels lead to high mixing
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and relatively low mean densities (due to the more intermittent
appearance of flame fronts) and therefore lower acceleration.
Both of the above approaches may, by suitable manipulation of the
initial turbulence conditions, produce respectable agreement with the
experimental data down-stream, where the flow is fully turbulent.
However, given the unsatisfactory nature of the above approaches, in
that they cannot be expected to yield initial profiles suitable for
fires in general, an alternative method, also investigated by Crauford
et al (1985), is adopted here.
Rather than prescribe unrealistic turbulence levels, we have elected
to bypass the region of difficulty and initiate the calculation where
full turbulence has been established. Also, in order to further limit
uncertainty, experimental profiles were used to provide initial
conditions.
The current modelling approach, which adopts the two equation k-e
turbulence model and the laminar flamelet combustion model, requires
solution of Favre averaged balance equations (of the form eqn.4.24),~
and hence initial conditions for the scalars k, e, ~ and ;"2. In
addition the two components of momentum (cf. two-dimensional
treatment) and the continuity equation are to be solved. As for the
previously described simulations (chapters 3 and 4), the boundary
layer approximation is applied and the simplified parabolic equations
are solved using a modified version of GENMIX (Spalding (1977)) (cf.
Chapter 3.4.4).
The following subsection describes the prescription of the initial
profiles for each variable.
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5.4.1 Initial profiles for u, t and E
The initial profile of streamwise velocity is assumed to be that of
the axial component of mean velocity, measured by Crauford (1984)
using laser Doppler anemometry (LDA). The LDA results which rely on
the transport of seed particles in the flow are not influenced by
density fluctuations; the deduced velocities are consequently Reynolds
averaged. The parameter required, however, is the Favre averaged U.
Given that there is no available unconditional correlation linking the
vector and scalar fields, the Favre averaged velocity cannot be
determined unambiguously from the Reynolds averaged data. The initial
Favre averaged profiles have therefore been set equal to the Reynolds
averaged data. This is likely to be an overestimate since, by
definition,
ii = u + p' u' Ip (5.7)
The correlation prll7 is likely to be negative since, for the buoyancy
driven flow, a negative density migration will induce a positive
velocity.
An additional problem with the experimental results is that the
seeding relied on naturally occurring aerosols, including soot. This
resulted in two sets of data, that due to large soot particles (the
upper bound velocities) and that due to small particles (lower bound
velocities). Given the nature of sooting diffusion flames, the small
particles will be highly correlated with the flame front, whilst the
larger particles would represent regions away from the flame front. A
further criticism of the use of soot as seeding particles is that
there is a velocity bias in regions where no soot particles exist.
Such regions will be near the air boundary lower down in the flame
where entrainment rates are high. At these heights the spread of the
flow is likely to be underestimated.
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Later the predicted velocity profiles will be compared with both the
upper and lower bound experimental data, where the predictions look
plausible in that they fall between the upper and lower bounds. For
the initial u profile the upper bound u data is used, essentially
because that is the only data available at the 14cm height. Slight
variations in u were found not to alter the results significantly if
it was always ensured that the flux of fuel originated material
remained constant - mixture fraction was altered to accommodate this.
The turbulent kinetic energy is defined as the energy of the
fluctuating motion per unit mass cf.
1 (- - -]- 222k = 2 u' + v' + w' (5.8)
For isotropic flow, the velocity variance in all three directions is
equal, leading to K=3(~)/2. Fires, however, exhibit non-isotropic
behaviour, for example, Crauford (1984) found that the radial velocity
fluctuation was approximately half the axial. Though the eddy
viscosity concept is used to close the turbulent correlations, which
implies isotropic turbulence, here non-isotropy is reflected in a
rather rudimentary manner by defining
- -2
k c u' (5.9)
As with velocity, the initial K profile is set equal to the initial k
profile.
A suitable initial profile for £ is not straightforward. The local
values, following Crauford et al (1985), were determined from the
algebraic relationship
... (5.10)
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where R is the radius
dimensionally consistent
thought to influence it.
of the mixing layer.
and expresses e in
This expression is
terms of parameters
5.4.2
,.._"
Initial profiles of ~ and ~.2
The only available experimental scalar data are the mean and rms
temperatures measured by a compensated fine wire thermocouple. For
infinitesimally small thermocouples, Reynolds averaged quantities are
measured, whilst for a finite sized thermocouple there is some degree
of density weighting, but values may still lie close to Reynolds
quantities (cf. Jones and Whitelaw (1981)).
If temperature is assumed to be a unique function of mixture fraction
then the following relationships hold
T -a1"T(~) P(~) ~
T,2 =a1"(T(~)-T)2P(~) ~
... (5.lla)
... (5.llb)
where, given the Reynolds temperatures, P(;) is a Reynolds PDF. ~ and
~,2 may then be deduced by inverting these expressions, provided that
T(~) is a known function and P(~) is dependent on only two parameters.
The former is obtained from the data of Mitchell et al (1980) and,
given its beta function form (cf. eqns. 4.29-4.30), P(~) is defined by
only its first two moments. A suitable algorithm to perform the
inversion, and the one used here, is that developed by Powell (1970)
for solving systems of non-linear equations. This algorithm is
available through the NAG library (NAG FLIB:1946/0:mk9:24th February
1982) .
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There is, however, some ambiguity since T(~) is a double valued
function and, therefore, there are two possible sets of ~ and ~
capable of producing a given T and T,2, reflecting lean and rich
conditions. Therefore, some discretion is required when deriving
mixture fraction profiles from temperature profiles. There are,
however, some useful constraints in that (i) the mean mixture fraction
profile must be monotonic and have a zero gradient at the centre line
(its maximum) and a zero gradient at the outer air interface, (ii) the
profiles should be continuous and (iii) the flux of fuel stream
originated material should be consistent with that emitted at the
burner ie.
R
mfu ~ 2 n f r p u ~ dr
o
... (5.12)
where mfu is the mass flow rate of fuel through the burner and R is
the radius of the mixing layer. The integral (consistent with the
GENMIX formulation) considers one radian and hence the 2n multiplier.
No problems with turbulent correlations arise
boundary layer approximation, the effect
redistribute radially.
since in the parabolic
of turbulence is to
The above procedure yields ~ and ~,2; however, it is ~ and ~ that
are required. A further step will allow the calculation of the latter
if a suitable p(~) is defined, which it may be, given the data of
Mitchell et al (1980) (cf. figure 5.1).
Having obtained the Reynolds PDF, the Reynolds mean density may be
obtained through an equation similar to eqn. 5.lla. It is then simple
enough to obtain the Favre PDF and hence its first and second moments..........
(~ and ~w2) by inversion of
...(5.l3a)
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...(5.13b)
Figure 5.3 shows the results of the above reduction process to obtain
~ and ~(;,2) profiles at the initial (140m) height. Two sets of curves
are presented, those corresponding to fuel rich and fuel lean
conditions. Overall estimates of fuel stream flux, using plausible
velocities, indicate that the centre line mixture fraction must be
greater than stoichiometric. This is also indicated by figure 5.3,
where the upper ~ curve has a minimum and the lower curve a maximum; a
transition from one curve to the other is therefore necessary to
achieve a monotonic profile. The nature of the two curves, however,
shows that such a transition will yield a physically implausible
discontinuity. A discontinuity
rich and lean ~(~) curves.
is also apparent between the
The reason for the apparent discontinuity is revealed in figure 5.4
which presents T plotted against ~(T,2). The experimental data are
shown together with contours (derived using equations 5.11) generated
for a constant mean mixture fraction of 0.055 (which is stoichiometric
2for methane) and varying ;" . Curve 1 is derived using Mitchell et
al's data and the other curves represent a perturbation to their data
to simulate heat loss. The previously observed discontinuity is
immediately apparent in that, if at some point ~~st' then the
experimental data in figure 5.4 should be tangential to curve 1.
Further analysis of figure 5.4 shows there to be two possible causes
for this anomaly. The first is that the function T(;) obtained from
Mitchell et al's experiment exhibits temperatures that are too high to
describe the instantaneous temperature field in the fire. The second
casts doubt on the temperature fluctuation measurements themselves.
Both arguments are plausible - the former since the fire is in a large
enclosure, unlike the small confined flame that Mitchell et al
investigated. Also, the fire exhibits greater residence times allowing
flamelets to broaden and hence their optical path lengths to increase.
Both the above imply a greater degree of radiative loss for the fire.
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The reduction of fluctuating temperatures using thermocouple is at
best difficult due to the necessity to compensate for thermal inertia
(cf. Ballantyne et al (1976)) where the time constant itself is a
fluctuating quantity, based as it is on local fluid properties.
Traditionally a local average time constant is assigned, a method for
the derivation of which can be found in Ballantyne et al (1976). Such
compensation has been successfully applied in jet flame environments.
Fires, however, provide a far sterner test in that they are highly
intermittent with large scalar and vector fluctuations and the
temporal variation of the time constant is likely to be large. Also
Crauford (1984) found that, due to the low frequency large scale
fluctuations, the time constant could not easily be determined.
Crauford, therefore, deduced a time constant which resulted in
plausible maximum and minimum instantaneous temperatures. Again,
however, the time constant was assumed not to fluctuate.
Curves 2 to 4 (fig. 5.4) show further contours of constant mean
mixture fraction (~~st)' The curves show the effect of heat loss
where the heat loss factor, r, is given by the expression
... (5.14)
where TO is the ambient temperature (300K). The value of r used in the
predictions reported in the next section is taken to be 0.1 which
gives a maximum flamelet temperature of 1875K. This flamelet is shown
in figure 5.2.
5.5 Flowfield simulation
The chapter to date has established the framework for the fire
simulation which is to be described in this section. It is useful at
this point to summarise.
The governing equations are expressed in two-dimensional parabolic
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form and therefore, apart from the free
initial profile needs to be prescribed.
stream boundary, only the
This is taken from the
experimental data at 14cm above the burner which therefore circumvents
the problematic laminar-turbulent transitional region. The equations
are solved using a modified version of GENMIX (Spalding (1977)) which
was introduced in chapter 3. Here, the domain is expressed in the
Patankar-Spalding co-ordinate system and therefore the only flowfield
variable to be solved is the streamwise velocity. Mass continuity is
automatically obeyed by the choice of co-ordinate system and the 00
(normalised stream function) velocity component is grid dependent.
The k-E turbulence model is used in conjunction with the laminar
flamelet combustion model, which entails the solution of four further
equations cf. k, E, ~ and ~2. Radiative loss is treated explicitly by
perturbing the temperature flamelet and hence there is no need to
solve a balance equation for enthalpy.
The parameters used in the balance equations for each of the variables
are listed in table 5.1. There the source terms are seen to be similar
to those used in the jet flame predictions of chapter 4 (cf. table
4.1) except that the sources of k and e include the influence of
buoyancy and the Ce1 term is unmodified from that derived in planar
jets. In addition, the predictions to be presented shortly compare the
effects of varying Cg2 in the source of mixture fraction variance,
since a review of the literature suggests a suitable value for this
parameter may be as low as 1.25 for buoyant flows (cf. Gibson and
Launder (1976)). This compares with 2.0 (cf. Liew (1983)) and 1.87
(cf. Faeth et al (1986)) applied to jet flames and weakly-buoyant
flames respectively.
Figures 5.5 and 5.6 show the development of the mixture fraction
field, where the former presents the axial variation and the latter
radial profiles at heights 14, 30, 45 and 77cm above the burner. These
heights coincide with the radial data of Crauford (1984) and the line-
of-sight radiation measurements of Charnley (1986).
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Mean mixture fraction values are affected to only a small degree by
the setting of Cg2 whose influence is exerted by way of the mean
density. The Cg2 setting does, however, have a large effect on the rms
mixture fraction where it has a direct influence through the source
term. Here, the lower decay rate indicated by the lower Cg2 value
allows high fluctuation levels to persist further downstream.
Figure 5.5 shows the rms mixture fraction to fall, above the
initiation height, reaching a minimum at approximately 20cm before
subsequently increasing. This feature is also apparent in the
temperature and velocity fluctuations presented later and is probably
due to the initial levels of turbulence dissipation rate being too
high. The extent of this region is, however, insubstantial.
It is useful at this point to focus attention on the temperature and
velocity since these can be compared with experimental data.
Figures 5.7 - 5.10 present the predictions of mean and rms temperature
and velocity where comparison is made with the experimental data of
Crauford (1984). Both axial and radial profiles are shown where the
latter are presented at heights 14, 30, 45 and 77cm above the burner.
Figure 5.7 and 5.8 show the radial and axial variation of mean and rms
temperature. As stated above, two sets of predictions are presented,
where Cg2 is set to 1.89 and 1.25. The radial profile at 14cm (cf.
fig.5.7) represents the initial condition, where the mean temperatures
were used to obtain the profiles of the mean and variance of mixture
fraction. As stated earlier limited reliance was put on the
experimental rms temperatures which explains the deviation in the
computed and experimental values. The profiles are somewhat
discontinuous; however, any smoothing was seen to be purely cosmetic,
since mixing rapidly brings about this effect as the calculation
proceeds. The downstream profiles were seen to be most dependent on
the initial turbulence levels and the overall fuel flux.
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At the upper heights (30, 45 and 77em above the burner cf.fig.5.7) the
predicted mean temperatures show good agreement with the experimental
data for both Cg2=1.89 and 1.25. The former tends to overpredict both
the experimental data and the Cg2=1.25 calculation in fuel rich
regions, as indicated at the central regions of the 30 and 45em
heights. In leaner regions the Cg2=1.25 calculation yields the greater
mean temperatures of the two predictions (cf. outer region at 45em and
entire width at 77em). Both these facets reflect the influence of the
greater spread in P{;) offered by the lower Cg2 values. When the mean
mixture fraction is around stoichiometric, a greater spread in P{~)
results in lower mean temperatures as the probability of sampling
lower temperatures is increased. However, for leaner mean mixture
fractions the greater spread allows the sampling of richer, near
stoichiometric, mixtures. This is illustrated in figure 5.11 where the
centre-line P(~), at the 77em height, is shown for both predictions.
The lower Cg2 value is seen to allow greater sampling from rich
mixtures.
The physical interpretation of the effect of reducing Cg2 is to
increase the durability of fuel-rich structures before molecular
effects dissipate them. Referring to figure 5.11, the lower Cg2 value
is seen to result in the persistence of fuel-rich pockets and hence
reaction zones.
Both sets of rms temperature predictions exceed the experimental data.
The validity of the latter, however, is questionable as suggested in
section 5.4.2. The biggest discrepancy between the two predicted rms
temperatures is at the 77 em height where the maximum deviation is
approximately lOOK. The higher rms values result from the greater
spread of P(~) offered by the lower Cg2 setting. These trends are also
apparent in figure S.S where the axial temperatures are presented.
Both predictions show reasonable agreement with the experimental data
for the location of the peak mean temperature (cf. fig.5.S). The lower
Cg2 value results in better comparison with data until approximately
60em, and then deviates as it takes on a shallower slope than the
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temperature decay observed in the data. The higher Cg2 value, on
other hand, performs less well at lower heights where temperatures
too high, but manages the correct slope higher up.
the
are
To assess which of the two predictions is the more appropriate to the
fire is not straightforward since temperatures are also affected by
heat loss. This has been treated at a rather simplistic level by the
use of a single temperature flamelet, which was evaluated using the
data at 140m and then applied throughout the fire. However, it is
expected that flamelets will more typically lose greater heat through
radiative emission as height increases. This would occur since, as
residence time increases, the flamelets broaden (due to molecular
mixing) which results in a greater optical depth. Also soot levels
increase, and so therefore does soot radiation, until burnout becomes
significant. In the present fire, however, soot levels are low and
gaseous emission dominates (cf. chapter 6). Eventually as the height
increases still further and reaction zones no longer occur, the system
will be controlled by the mixing of products and ambient air. Here,
the lower temperatures will reduce radiative emission and an adiabatic
flamelet becomes more appropriate.
It may be suggested that the reason for the Cg2m1.89 calculation to
overpredict at heights below 60cm, is due to the adopted flamelet
exhibiting insufficient heat loss for reasons suggested above. The
subsequent agreement between the prediction and experimental data may
then be due to the decreasing influence of heat loss as product-air
mixing dominates.
The earlier arguments, however, could also be used to favour the
Cg2=1.2S prediction. Here, the flamelet radiative loss is presumed to
increase less rapidly with height and the divergence from the
experimental data to occur further downstream. Figure 5.8 shows this
to occur at approximately 55cm. The argument about the subsequent
convergence between the data and adiabatic conditions implies that the
prediction must eventually converge with the data. In this case it is
presumed that this occurs further downstream (ie. above 77cm). As
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figure 5.11 indicates, reaction zones are still apparent at 77cm for
this prediction.
Neither of the two predictions violates the trends of Charnley's
(1986) radiation measurements, where radiative emission is seen to
fall drastically by 77cm. In the Cg2=1.89 case, lower emission results
from the lower temperatures of the mixing dominated regime, whilst in
the case of Cg2=1.2S, the infrequent appearance of reaction zones
leads to lower mean temperatures. At this stage, the problem cannot be
resolved and the subsequent soot calculation (cf. section 5.6) and
radiation predictions (cf. chapter 6) use the Cg2=1.25 results, since
this produces better agreement with experimental temperatures at
mid-heights, where radiative emission is highest.
Turning attention to the velocity field, figures 5.9 and 5.10 show the
radial and axial plots. The predicted mean velocities seem plausible
since they lie between the upper and lower bound data. Both the
experimental data and the predictions indicate that high acceleration
occurs within the first 20cm, above which the velocities start to
level off. The experimental rms velocities indicate a near constant
value over the heights 14 to 77cm. This is also apparent in the
calculation though they are slight underpredictions.
To complete the flowfield picture, figure 5.12 and 5.13 show the axial
and radial variation of the Favre mean species mole fractions. There
are, however, no experimental data with which to verify these
predictions. These profiles are used to determine local absorption
coefficients in the radiation modelling of chapter 6.
This section has led to the prediction of the vector and scalar fields
in the fire to be studied for radiation purposes in the next chapter.
However, soot has so far been excluded and its calculation forms the
focus of the next section.
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5.6 Soot modelling
The model to be used to calculate
fire was introduced in chapter 3.
of the soot formation rate, as a
soot concentrations in the present
There the semi-empirical derivation
function of mixture fraction, was
derived from the experimental investigation of a laminar methane-air
diffusion flame. Chapter 4 then described the incorporation of such a
model in a turbulent computation. This entails setting up two
additional balance equations (given the two-equation formulation (cf.
chapter 3)), one for the soot number concentration and the other for
the soot mass fraction.
Here, as in chapter 4, the soot balance equations are represented by
eqn 4.24 for which the dependent variables are ~ and i . Closure ofn m
the turbulence flux, as for the other balance equations, is achieved
using the k-e turbulence model. This leaves the source terms which
take the following forms
... (5.15)
and
... (5.16)
The a, ~ and r are mixture fraction dependent parameters and were
quantitatively derived in chapter 3 where the parameter set prediction
A (cf. table 3.2) is used. Here their values differ from those in
chapter 3 owing to the difference in flamelet temperature. Figure 5.14
shows the functions where the peak values of a, ~ and r are~%,95% and
sotof the values obtained in the laminar flame.
The source terms (cf. eqns. 5.15-5.16) remain unclosed, given the
present modelling strategy where soot-mixture fraction correlations
are not available. However, chapter 4 showed that such correlations
are relatively unimportant in comparison to those inherent in the
mixture fraction dependent parameters. It was shown that adequate
185
closure could be achieved by neglecting terms involving fluctuation in
soot properties. This leads to the following simplifications
... (5.17)
and
1/3 _2/3
Sm = :; n m + C~ a. ... (5.18)
These are more usefully expressed in terms of ~n and ~m which are the
dependent variables of the balance equations cf.
. .. (5.19)
and
... (5.20)
These sources now appear in closed form since ~n and ~m are the
dependent variables of balance equations and the mixture fraction
dependent parameters are straightforwardly averaged given P(~) (cf.
eqns 2.30) .
Having set up the soot balance equations, boundary conditions are
needed for their solution. The free stream is simply defined as having
zero soot levels and the axis of symmetry is prescribed as a zero flux
and zero gradient boundary. The initial boundary, however, is more
problematic since the present calculation is initiated abOve the
burner, where there is a non-zero soot profile. Furthermore there are
no experimental soot measurements from which an initial profile can be
defined. The following subsection describes how the available
experimental information has been used to infer such boundary
conditions.
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5.6.1 Initial profiles
Though there are no soot measurements from which initial boundary
conditions may be assigned, the spectral radiation measurements of
Charnley (1986) may be used. These include line-of-sight mean spectral
radiation over the range O.5-0.9~, where soot is the only significant
radiator since the major gaseous peaks lie in the infrared. To infer
local soot levels from such data, however, is not straightforward
since, (i) point information is required from a single integral
measurement, and (ii) the perceived mean radiation is subject to a
substantial degree of turbulence interaction. This results from, for
example, the link between soot concentration and temperature. For
instance, Charnley (1986) estimated the minimum soot temperatures to
be -1600K, by fitting the Planck curve to the experimental data. This
compares with a maximum mean temperature of about 1200K, indicating
that even if the soot was radiating as a black body at the maximum
mean temperature, the emitted radiation would be substantially
underestimated. Turbulence-radiation interaction is addressed in the
next chapter, where its modelling is described in detail. Below,
therefore, only a brief description is provided for the purposes of
giving sufficient information to allow the reader to follow the
strategy to obtain an initial soot profile. It should be appreciated,
however, that turbulence-radiation interaction must be considered and
that more uncertainties are introduced since radiation is a path
integral phenomenon and therefore includes multi-point statistics. The
latter are not available from the simple moment approach used in the
present modelling scheme, and as described in chapter 6, such
correlations have been necessarily neglected.
The method used to address turbulence-radiation interaction used in
chapter 6 is based on the Monte-Carlo approach of Faeth et al (1986).
This requires the joint statistics of all radiatively-important
scalars, which can then be randomly sampled to give instantaneous
local properties along a path length, from which an instantaneous
realisation of radiation may be obtained. Several such realisations
may then be ensembled to yield mean radiation levels.
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In the conserved scalar approach where all scalars are related to
mixture fraction, its PDF, P(;), holds all the relevant local
statistical information. Random sampling of P(;) will then yield
instantaneous mixture fraction values from which instantaneous values
of any scalar, " may be obtained from the state relationship ,(;).
The instantaneous values sampled in this way will yield the
appropriate ensembled statistics.
The incorporation of soot introduces complications since it is
governed by relatively slow formation processes and cannot therefore
be described in terms of mixture fraction alone; it is also a function
of residence time ie. fv=fv(;,t). Its statistics are therefore
described by the joint PDF, P(;,t). Such a two-parameter PDF is,
however, not forthcoming, given the present modelling scheme and its
evaluation should ideally await temporally resolved measurements of
soot concentration and mixture fraction. A simplification has
therefore been introduced whereby the appropriate residence time, at
any location, has been assumed to be invariant. Here one may write
fv=fv(;;t) ie. for a particular characteristic residence time soot is
purely a function of mixture fraction. If it is further assumed that
soot always remains at the same mixture fraction (ie. plug flow), then
the soot formation rate given by equation 3.8 becomes an ordinary
differential equation, for any given constant mixture fraction, and
may be integrated to yield fv at any residence time. If such a
calculation is repeated for all mixture fractions at which the source
term is active, relationships fv(~;tp)' where tp is plug flow
residence time, may be constructed for a range of residence times.
Figure 5.15 shows these relationships for soot formation residence
times ranging between 0.03 and O.08seconds.
Under the above assumptions therefore, a unique function fv(~) may be
prescribed, allowing soot to be treated as any other mixture fraction
dependent scalar in the radiation model. The precise function,
however, requires a suitable plug flow residence time. To define the
initial profile, the appropriate residence time was found in an
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iterative manner by matching calculated soot radiation with the
experimental data. The procedure can be described as follows:-
(i) Guess tp (assume it to be constant for all points at the 14cm
height)
(ii) calculate fv(;;tp) through plug flow integration of formation
rate
(iii)calculate mean visible radiation
(iv) compare with experiment and go to (i) if unsatisfactory.
Figure 5.16 shows the mean line-of-sight radiation intensity at 0.9~
plotted against plug flow residence time. Also shown is the
experimentally observed intensity which indicates a suitable plug flow
residence time to be -0.06 s. This compares with an estimated bulk
convection time of 0.2s, which was deduced from the experimental
centreline velocities. The convective time, however, is expected to be
longer since the plug flow time represents a limit where the soot
always exists at a favourable mixture fraction. However, low down in
the fire, where the flow is quasi-laminar, soot and mixture fraction
transport will differ and such a limiting condition will not be
realised. It should also be noted, as will be pointed out in chapter
6, that the radiation model tends to overpredict emitted fluxes. This
would result in too modest a calculated plug flow residence time.
Figure 5.17 shows the mean spectral radiation over O.5-0.9~, where
the instantaneous soot profile is evaluated at a residence time of
0.058s. This is compared to the data of Charnley (1986).
Having defined an appropriate plug flow residence time for the 140m
height, the soot number density and soot volume fraction may be
expressed solely in terms of mixture fraction cf. n=n(;;tp) and
fv=fv(;;tp)' Local mean values, fi and rn, can then be derived from
local P(;). It is, however, profiles of.n and im that are required
since they are the dependent variables of the soot balance equations.
These are readily found from
189
~n = n / ( NO P ) ... (5.21)
and
... (5.22)
Having obtained initial boundary conditions and having earlier
prescribed the source te~s of the soot balance equations, the latter
can be solved. The soot predictions are reported in the next
subsection.
5.6.2 Soot predictions
Figure S.18a shows radial profiles of fv at heights 14, 30, 45 and
77em where the fo~er represents the initial profile which was
specified as described above. Figure 5.19 shows the corresponding
axial prediction. The soot source terms were closed as shown in
equations 5.17 and S.18 where the empirically determined constants in
the mixture fraction dependent parameters are taken from chapter 3
(cf. prediction A table 3.2). The parameters themselves are shown in
figure 5.14. Also shown in figure 5.19 and in figure 5.18b are the
results of a prediction where some measure of oxidation is included.
Discussion of the latter is deferred until later.
The figures show soot volume fraction to increase with height at a
rate somewhat greater than linear (-1.45 maximum) upto a height of
approximately SOem. Subsequently the slope decreases; this results
from the decay of the soot source te~s as the availability of
hydrocarbon soot precursors diminish. Unfortunately there is no
experimental data with which the predicted trends may be verified.
However, the soot radiation data of Charnley (1986), when coupled with
the later reported radiation calculations (cf. chapter 6), indicates
soot volume fraction levels to be more or less comparable at the 14,
30 and 4Scm heights. At the 77cm height lower levels are indicated.
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It seems, therefore that either the soot formation rate is
overestimated or soot oxidation, which has not been incorporated in
the soot source terms, plays a role at heights as low as 300m. As
discussed in chapter 4, soot oxidation is possible if soot
instantaneously migrates from the rich formation zones to leaner
regions, where OH and 02 oxidation may occur.
It should also be stressed that errors may result from the
simplifications made
simplifying equations
in closing the soot source terms ie. in
5.15 and 5.16 to 5.17 and 5.18. Chapter 4,
however, estimated these to be of relatively minor significance in
comparison to the specification of the instantaneous source term
itself; in particular, its dependence on mixture fraction.
It is interesting to look at the soot volume fraction results in terms
of time scales. Figure 5.20 shows the plug flow residence time of the
soot volume fraction derived by equating
... (5.23)
where the suffix b.e. indicates the mean soot volume fraction as
obtained through solution of its balance equation. The 14cm profile of
tp is set to a constant value as specified. At subsequent heights, it
is interesting to note that, for the most part, the profiles are
reasonably flat. At the extremities of the jet at height 77om,
however, the residence time increases. This indicates that much of the
soot in these locations is due to transport rather than formation. If
the latter was more dominant, then the residence time, obtained in the
manner specified, should fall as the free stream boundary is
approached, since the continual entrainment of air into the fire would
ensure that lower residence times pertain. Such is observed at the
lower heights cf. 14, 30 and 45cm. The soot levels in the outer
regions at 770m would therefore be affected by oxidation. This
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analysis, however, does not rule-out the possibility of oxidation at
the lesser heights.
The soot model constants specified as prediction B (cf. table 3.2)
yield lower soot levels than the one adopted above, since the growth
rate is lower (cf. chapter 3). Though both sets of constants produce
plausible fits to the laminar flame data (cf. fig. 3.13b), there is a
substantial extrapolation in residence time between the flame studied
in chapter 3 and the present fire. However, though the situation may
be improved by adopting the alternative model constants, the
importance of oxidation is still apparent.
Oxidation terms, as represented by equations 4.21 and 4.22, were
therefore appended to the source terms of the soot number density and
mass concentration equations. These were derived from the correlation
of Nagle and Strickland-Constable (1962) which considers soot
oxidation by molecular oxygen (cf. equation 2.36). The simplifications
made in averaging the oxidation terms are similar to those adopted for
the mean formation rate discussed earlier.
As observed in chapter 4, when the Nagle and Strickland-Constable
expression
observed.
is applied without modification, excessive oxidation is
This leads to negligible soot levels at the 30cm height.
Possible causes of this feature were discussed in chapter 4, where the
most likely was identified as being the typically strong negative
correlations occurring in the mean oxidation rate, which have been
neglected. These result from the necessary instantaneous coexistence
of soot particles and an oxidizing environment in order for oxidation
to occur. If soot particles always remain in rich formation regions,
oxidation cannot take place.
There are also other uncertainties over, for example, the
specification of the instantaneous oxidation rate itself, such as how
applicable is the Nagle and Strickland-Constable expression to flame
zones? Also, OH and 0 oxidation will undoubtedly occur in addition to
O2 oxidation.
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The satisfactory incorporation of soot oxidation cannot be achieved in
view of the above uncertainties and further progress would ideally
require laminar flame soot oxidation measurements and, perhaps more
importantly, a better representation of the intermittency between the
sooting sheets and oxidizing mixtures. Here, in order to specify a
reasonable oxidation rate, use has been made of the experimental
luminous radiation data at the 30cm height. The instantaneous
oxidation rate was multiplied by a factor which was fixed in such a
way that the calculated radiation at 30cm was consistent with the
data. The factor was deduced to be 0.056.
Figure 5.18b shows the profiles of soot volume fraction incorporating
the scaled oxidation rate, and figure 5.19 shows the axial variation
where it is compared with the non-oxidation prediction. As arranged,
the levels of soot at the 30cm height are similar to those at 14cm,
dictated by the radiation data of Charnley (1986) and its subsequent
interpretation by the radiation model, described in chapter 6. It is
interesting to note that the level at 45cm is similar to that at 14cm
and 30cm and that levels are reduced at 77cm. Both these features are
indicated by the radiation measurements of Charnley (1986).
Further discussion of the soot predictions is left until chapter 6,
where the radiation predictions are reported. It should be mentioned,
however, that though the predictions are unsatisfactory in respect of
the soot oxidation, the study of which is to be highlighted as future
work, radiation in the present fire is dominated by gaseous emission.
Uncertainties in soot levels are therefore of only minor importance in
the investigation of the radiative emission and do not influence the
conclusions drawn in aspects of turbulence-radiation interaction. The
latter is a major concern in chapter 6.
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5.7 Conclusions
This chapter has described the modelling of a laboratory-scale
simulated methane fire, which included the calculation of temperature,
gaseous species concentration and soot. This fire was also
experimentally investigated by Crauford (1984), whose study provided
detailed velocity and temperature data with which to compare the
predictions. Good agreement is evident between prediction and
experiment.
Closure of the Reynolds stresses and scalar fluxes was achieved
through use of the two-equation k-E model, where the effect of
buoyancy on turbulence was included only through its influence in the
source te~s of k and E.
The scalar field is addressed using the laminar flamelet model, where
the PDF of mixture fraction is specified as a beta function. The
flamelet relationships that describe the instantaneous scalar state
are obtained from the experimental data of Mitchell et al (1980).
Their temperature flamelet, however, was perturbed in order to
incorporate the effect of increased radiative heat loss.
The modelling of soot introduces difficulties, since it is governed by
relatively slow fo~tion processes and the conserved scalar approach
does not apply. It is treated here using the model described in
chapter 3, where both the slow chemistry and turbulence interaction
may be considered by defining the fo~tion rate in te~s of mixture
fraction. In the present application there are additional difficulties
related to initial conditions and the soot predictions must therefore
be considered tentative. No soot data is available for direct
comparison.
The flamelet view of the scalar state, where statistical scalar
info~tion is available in the computed mixture fraction PDF, offers
the detail necessary to evaluate the influence of turbulence-radiation
interaction. The latter is studied in chapter 6.
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CHAPTER 6
Radiation fram a buoyant fire
6.1 Introduction
Radiation plays a principal role in the development of fire hazards
since such flows may emit -30% of their theoretical heat release as
thermal radiation (cf. De Ris (1979)). This results from their
typically large size which leads to large optical depths. Also, fires
exhibit poor mixing and long residence times which, for hydrocarbon
fuels, produce substantial quantities of soot; the latter is an
efficient radiative emitter. Radiative heat feedback from the
combustion zone to the fire source is largely responsible for
sustaining combustion, by releasing combustible vapours which
subsequently fuel the fire. Radiative emission may also heat external
bodies causing them to ignite, if temperatures are high enough, or
release further combustible vapours. These vapours, if not ignited at
their source, are drawn into the ambient atmosphere and may result in
an explosion or flash-over, if the ambient mixture approaches
flammability. A model which attempts to predict the development of
even an isolated fire, must therefore address radiative heat transfer
since it affects the fuel flow rate and reduces local flame zone
temperatures. The for.mercontrols the heat release rate and the latter
feeds-back to radiative emission. The details of the flowfield
structure are also affected through the effect of local temperature on
density.
The modelling of radiation requires a knowledge of local scalar
properties, namely the concentration of thermally radiating/absorbing
species and temperature. This allows the calculation of local
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absorption coefficients and blackbody emission. Within a predictive
tool, such information may be fed into a radiation model, which solves
a representative radiative transport equation. Solution of the latter
results in local enthalpy loss (or gain) which may be incorporated
into the source of an enthalpy balance equation. Auxiliary
thermodynamic relationships may then result in the derivation of local
temperatures (cf. chapter 2.1). Such procedures are fairly well
established (cf. Viskanta and Menguc (1987)).
In turbulent media, where fluctuations in properties arise, additional
complications result from the appearance of turbulent correlations.
For example consider the radiative emission from a grey body, the
emissivity and temperature of which fluctuate. The mean emission is
given by
(6.1)
where a is the Stefan-Boltzmann constant, and e and T the emissivity
and temperature of the body. Equation 6.1 indicates that non-zero
correlations may result from joint fluctuations in the emissivity and
temperature. Correlations also arise from the non-linear dependence of
blackbody radiation on temperature. In a more detailed analysis which
considers radiation resulting from an inhomogeneous turbulent medium,
additional multi-point correlations result (cf. section 6.3). These
arise because radiation is a path integral phenomenon.
In many practical combustion systems, for example furnaces and other
confined combustion chambers in which there is strong radiative
exchange throughout the enclosure, turbulence/radiation interaction
may be ignored resulting in little error. In fires, however, such
simplifications may lead to substantial error due to the typically
large amplitude scalar fluctuations that characterise fires.
Grosshandler (1985) and Cox (1977), amongst others, demonstrated the
increasing
amplitude
importance of turbulence interaction with increasing
of fluctuation. The present work both confirms the
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importance of turbulence/radiation interaction through the study of
the simulated methane fire which forms the focus of this chapter, and
describes a strategy to accommodate the effects. Not surprisingly, the
non-linear dependence of blackbody radiation on temperature is found
to be of major importance. The most notable influence of large scale
fluctuations was consequently the reduction in mean flame zone
temperatures.
In order to model radiation from fires therefore, it is essential to
be able to predict all radiatively important scalars and address
turbulence/radiation interaction. Chapter 5 described the numerical
derivation of a scalar map of a fire which was predicted using the
laminar flamelet approach to model turbulence/chemistry interaction.
Since soot plays a major role in most practical fire scenarios, a
conserved scalar based model for its formation in turbulent non-
premixed combustion was proposed in chapter 3. The model considers, in
an approximate manner, the influence of turbulence on the formation
(and burnout processes - cf. chapter 4) and addresses the relatively
slow formation mechanisms which preclude soot from direct
incorporation into the conserved scalar scheme. In chapter 5, this
model was used to derive soot concentrations (to supplement those of
the major gaseous species) in the simulated methane fire, which will
later be investigated for its radiative properties. This entails the
comparison of predicted radiative intensities with the data of
Charnley (1986), who measured line-of-sight radiative emission through
the fire.
As reported in chapter 5, the flowfield calculation explicitly
accOunted for radiative heat loss by perturbation of the temperature
flamelet state relationship. The radiation calculations reported in
this chapter are therefore performed as a post-process. This allows
the use of a computationally-expensive, but diagnostically
instructive, narrow band radiation model. The code used for this
purpOse is RADCAL (cf. Grosshandler (1979)).
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Turbulence/radiation interaction is addressed using the stochastic
approach, proposed by Faeth et al (1986), which utilises the link
between any scalar and mixture fraction to provide their joint
statistics. This is detailed in section 6.4 where the incorporation of
soot radiation into the scheme is also described.
Having introduced the models to be used, the predictions of
spectrally-resolved line-of-sight radiation are discussed in the
light of similarly spectrally-resolved measurements. The latter were
obtained by Charnley (1986) (cf. section 6.5.1).
6.2 Program RADCAL
RADCAL (cf. Grosshandler(1979)) is a code for determining the
evolution of thermal radiation intensity along a path through an
inhomogeneous absorbing/emitting medium. In order to treat the
typically banded nature of gaseous absorption, the frequency
resolution offered by RADCAL is Sem-1 in wave number (00), where the
latter is related to wavelength according to
1
00 (em-I) = --- x 104 (6.2)
). (pm)
near-infrared, where the major gaseous bands are located, a
resolution is used. This may be compared with 1050em-1 and
which are the widths of the 2.7pm (combined H20 and CO2) band
and 4.3pm (C02) band, respectively.
In the
25cm-l
260cm-l
The code is based on the single line group (SLG) model suggested by
Ludwig et al (1973). Here, the many lines within a narrow band, which
result from rotational transitions, are represented by global
parameters. This, however, does not reflect the ability of very high
temperature lines to resist absorption by low temperature lines - a
scenario that may result from radiation along a non-isothermal path.
To address this matter better, Ludwig et al (1973) also suggested a
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multi line group (MLG) model. However, Grosshandler (1979)
demonstrated the acceptability of the SLG model applied to
non-isothermal paths exhibiting typical flame temperatures.
The SLG model incorporates the Goody statistical model (cf. Goody
(1964)), to describe the distribution and strength of rotational lines
within a narrow band, and the Curtis-Godson approximation (cf. Hottel
and Sarofim (1967)), to address inhomogeneous paths. The model is
described in the next sub-section, but the reader is also referred to
Ludwig et al (1973) and Grosshandler (1979) for greater detail.
6.2.1 Theoretical basis
The monochromatic radiative intensity along a line-of-sight through an
inhomogeneous absorbing/emitting medium in local thermal equilibrium
may be obtained by integration of equation 2.37, cf.
-00
exp [-JK(w,s') dS'] ds' (6.3)sIw(w,s) ~ .r Bw(m,s') K(m,s')
In equation 6.3, I and B are the spectral intensity and blackbody
Cl) Cl)
intensity (w/[m2em-1ster)), Cl) is the wave number (em-1) and s is the
distance (m).
Now the spectral transmissivity between s' and s is given by
Differentiating equation 6.4 with respect to s and substituting into
equation 6.3 results in
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I (co, s)co
s
= J Bco (co, s') d
dS'
(6.5)
-00
It is equation 6.5 that is solved by RADCAL, where the integro-
differential equation is represented in the approximate form
m=M
lco =E
mel
B (T ) ('t - 't )co m co,m co,m-l (6.6)
The summation is over M cells, each assumed to be homogeneous. 't m isco,
the spectral, or rather the narrow band average, transmissivity over
the cell m and Tm its temperature.
The cell transmissivity for a mixture is found from
't = exp ( 1: X . )co . co, l.
1.
(6.7)
Where X . is the band average optical depth for species i.co, 1.
Solution of equation 6.6 may result in the total spectrally-integrated
radiative intensity by summing the contribution from all narrow bands.
However, prior to this, the optical depth, X 1." is required; its0),
derivation is described next.
To determine the sum effect of the numerous rotational lines that may
occupy a narrow band, it is important to consider their interaction.
For instance, if the strengths of all the individual lines were known,
their net contribution to the band absorptivity would only equal their
sum if they did not overlap. However, such overlaps invariably occur.
To address this, RADCAL adopts the Goody statistical model (cf. Goody
(1964)), where the band is assumed to comprise a number of randomly
located lines of exponentially varying strengths and equal width.
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Alternative models are described by Viskanta and Menguc (1987) and
Sarofim (1986).
Broadening of the absorption lines must also be considered since their
individual strength is given by the integral under the absorption
coefficient-wave number curve cf.
s - J K (m) elm (6.8)
where S is the line strength and K the absorption coefficient.
Ideally, since transition between energy levels is quantised, the
individual lines should exhibit a unique frequency. However, line
broadening may result due to (i) natural broadening because of
uncertainty in molecular energy levels (Heisenberg's uncertainty
principle), (ii) collision broadening due to energy exchange between
colliding molecules and (iii) Doppler broadening resulting from the
relative velocity between a molecule and an observer. Of these, the
first is usually ignored since the others lead to far greater line
broadening. At atmospheric pressure and at
(-2000K), collision broadening is the
normal flame temperatures
more dominant. Doppler
broadening becomes the greater at low pressures and very high
temperatures such as may exist in plasmas.
For an array of collision broadened lines, having a Lorentz profile
(cf. chapter 2) and arranged as in the Goody statistical model, an
algebraic relationship results for transmissivity, ~, in terms of the
mean line strength, Se' and the mean line spacing, de' cf.
( • - Ln (e) ) ... (6.9)
x is the optical depth, Yc is the collision half-width and u is the a
standardised distance parameter which is used in RADCAL since the
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necessary optical data are supplied at stp conditions, ie. at a
temperature of 273K and a pressure of 1 atmosphere. u is thus defined
as
(6.10)
where the temperature, T, is in Kelvin and pressure, P, in
atmospheres.
RADCAL addresses combined collision and Doppler broadening by adopting
the approximation suggested by Ludwig et al (1973), cf.
X - ~ 1 - y-1/2 X* ••. (6.11)
Y is the combined collision and Doppler broadening optical depth, cf.
y = [ 1 - ~;rr~[1 - ~~rr .•. (6.12)
*X is the optical depth in the weak line limit, defined by
. .. (6.13)
Xc and Xd are the optical depths in the pure collision and Doppler
broadening regimes and are defined
*X - Xc [
X* J-1/2
1 ---
4 ac
... (6.14)
and
.. , (6.15)
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ac and ad are termed the collision and Doppler fine structure
parameters and are defined as
... (6.16)
and
Yd Ke u
a =---d d X*
e
... (6.17)
Yc and Yd are the collision and Doppler half-widths.
Equations 6.9 to 6.17 refer to a homogeneous path. To consider
inhomogeneous paths, that are more characteristic of flames, the
Curtis-Godson approximation is adopted (cf. Hottel and sarofim (1967)},
where the following re-definitions are made to account for variable
path properties:
u
* - f KeX du
0
u
1 reac -- -K du* d eX o e
u
1 rdad - -* - K duX d eo e
... (6.18)
... (6.19)
••• (6.20)
Equations 6.6 to 6.20 require, for their solution, Yc' Yd' Se and de.
The prescription of the half-widths is described below, and that for
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the mean line strength and spacing forms the focus of the following
subsections for each of the gaseous species considered.
Following Ludwig et al (1973), the collision half-width for species i,
within a mixture, is given by
Y c,i = 1: ( (y. .) t p. (273/T)'Ili,j ] +
j J.,) s P )
'Il..
(y i,i)stp Pi (273/T) J., J.
... (6.21)
The summation is over all species including i. The second term arises
to account for the possibility of resonant collision which may occur
when two molecules of the same species collide, whilst being in
neighbouring energy states. The collision half-widths at stp
conditions and the indices ('Il)are tabulated in appendix D.
The Doppler half-width may be determined from equilibrium statistical
mechanics (cf. Ludwig et al (1973)) resulting in
Cl)
Yd . - 5.94x10-6 ~~
,J. m~/2
J.
... (6.22)
where mi is the molecular mass of species i.
The gaseous species considered in the radiation calculation are CO,
CO2, H20 and CH4. Some of these, in particular H20, have many
vibrational-rotational (and pure rotational) bands located in the
thermal part of the electromagnetic spectrum. Those particular bands
addressed in the present study are shown in table 6.1, and the method
for obtaining their mean line strength and spacing (which for a
particular species are dependent on temperature and wave number) is
described in the following subsection~ In addition to gaseous
emission, particulate soot is also considered. The latter is described
in section 6.2.7.
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6.2.2 ~ and de for carbon monoxide
For the relatively simple CO molecule, it is possible to describe the
vibrational and rotational nature from fundamental theory. For the 5~
band, Se and de were taken from the study of Malkmus and Thomson
(1961) who calculated these values based on modelling the molecule as
a diatomic anhar.monic non-rigid rotator.
6.2.3 ~ and de for carbon dioxide
The 2.7~ and 4.3~ bands of CO2 are treated in a similar manner to
the 5~ CO band. Though CO2 is not a diatomic molecule, Malkmus
(1963a) and Malkmus (1963b) extended the approximation of Malkmus and
Thomson (1961) to describe the 2.7 and 4.3~ bands of CO2,
The 2 and 10~ bands of CO2 are represented by a wide band model, for
which the parameters were obtained from Leckner (1972).
The 15~ band of CO2 utilises the tabulated data compiled by Ludwig et
al (1973) from several studies. Here Seide is supplied as a function
of wave number and temperature.
6.2.4 !e and de for vater
The triatomic H20 molecule, unlike the CO2 molecule, is non-linear and
is consequently capable of vibrating and rotating in a more complex
manner. This makes a theoretical treatment very difficult and hence
the data tabulated by Ludwig et al (1973), which is compiled from
several experimental studies, is used. Though both S Id and daree e e
tabulated, the following suggested correlation (cf. Ludwig et al
(1973)) is used to obtain de:
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l/de = exp[ 0.7941 sin(3.6x10-3m - 8.043) ]
- 2.294 + 0.3004x10-2T - 0.366x10-6T2 ... (6.23)
The data considers all H20 bands between 1.075 and 200~ (cf. table
6.1) .
6.2.5 ~ and de for methane
The two strongest bands of CH4 lie at 3.3~ and 7.7~. Here these are
prescribed using wide band parameters calculated by Edwards and Menard
(1964).
The 2.4pm band utilises the expressions developed by Gray and Penner
(1965).
6.2.6 Soot radiation
Unlike the gaseous species, soot absorbs/emits at all wavelengths. The
optical characteristics of a cloud of particles may be obtained from
Mie theory (cf. Kerker (1969)). For soot particles in the Rayleigh
limit (where the particles are significantly smaller than the wave
length of the radiation) the following expression for the absorption
coefficient is obtained:
36 n n m
K,. • ---:'--:----=---~(n2 _ m2'+ 2)2 + 4n2m2
... (6.24)
fv is the soot volume fraction, A is the wavelength in pm and n and m
are the real and imaginary parts of the complex refractive index
(which is defined as n-im). n and m are set to the constant values of
1.92 and 0.45 which were taken from Mullins and Williams (1987).
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6.3 Turbulence-radiationinteraction
Radiation emitted from turbulent media may be significantly influenced
by turbulence interaction. This results from the non-linear dependence
of radiation on its controlling properties; for instance, blackbody
radiation is dependent on T4. To illustrate this, consider the
radiative transfer equation through a number of homogeneous boxes, as
given by the recurrence relationship deduced by Lockwood and Shah
(1981)
I. = r , 1I. 1 + (1-'t.) B.~ ~- ~- ~ ~ ... (6.25)
where I is the radiative intensity, 't the transmissivity, B the
blackbody intensity and the subscript i refers to the ith homogeneous
cell of a group of n such cells that make up an inhomogeneous path.
For the n cells equation 6.25 may be expanded to yield
... (6.26)
The mean radiative intensity emergent from a turbulent inhomogeneous
path may then be determined through time averaging equation 6.26, cf .
... (6.27)
It then becomes obvious that turbulence interaction is apparent
through single point correlations cf.
(1-t .) B.~ ~
and multi-point correlations cf.
tn tn-1 •..• ti+1 (l-ti) Bi
The former results from the joint statistics of temperature (which
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figures in the blackbody radiation, B, and the transmissivity, t, (cf.
sections 6.2)) and all radiatively important species. The appearance
of multi-point statistics results from radiation being a path integral
phenomenon. The consequent additional correlations involve the
transmissivities at all points along the path.
Given the simple moment approach used in the present flowfield
modelling, the multi-point correlations are inaccessible. Their
evaluation requires solution of a multi-point PDF evolution equation
(cf. Pope (1985)), the solution of which is impractical given both
current modelling and computational limitations. Such correlations are
therefore necessarily ignored, resulting in
(6.28)
It is difficult to assess the quantitative effect of this
simplification. It is, however, expected that the neglected terms will
reduce in importance with reducing optical depth, since in the limit
of an optically thin path, the transmissivity, of the medium between
the observer and the radiating element, may be neglected (cf. Hottel
and Sarofim (1967)). In the presently studied fire, as will become
apparent in the discussion of the results, most of the spectrum
reveals relatively thin optical depths. This is not the case, however,
for the 4.3pm CO2 band where the spectral transmissivity falls below
0.05. Radiative emission at these frequencies will therefore be
subject to reabsorption by the medium between the emitting element and
the observer.
In the optically thin limit, therefore, it
radiation through a turbulent medium, by
nature of each individual eddy in total
is possible to consider
considering the fluctuating
isolation from all others.
However, it is then apparent that the prescription of the path length
through each eddy is critical since this affects its emissivity. The
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latter, it is felt, is not sufficiently well described by the adopted
stochastic model (cf. section 6.4), where total path lengths through
high temperature reaction zones are probably overestimated. This
results in the overpredicting nature of this approach, observed in the
present study (cf. section 6.5) and that of Faeth et al (1986).
In so far as the single-point statistics are concerned, the conserved
scalar based laminar flamelet approach offers the necessary joint
statistics, since all scalars can be related to mixture fraction. The
PDF of the latter is readily obtainable, given current modelling
practices (cf. chapters 4 and 5). The method adopted in the present
study to address single-point correlations is that proposed by Faeth
et al (1986) which utilises this link between radiatively important
scalars and mixture fraction to define their joint statistics. This
approach, referred to as the stochastic approach, is described in the
next section.
Soot is controlled by relatively slow formation processes and
consequently cannot be expressed solely in terms of mixture fraction.
It cannot therefore be readily linked statistically to other scalars.
Such links, however, most significantly that with temperature, are
very important since recently formed soot is strongly correlated with
high temperature zones. This is evident from the luminosity resulting
from soot particles in flames. The extension of the stochastic
approach to include soot radiation forms the subject of section 6.4.1.
6.4 The stochastic approach
Faeth et al (1986) proposed a Monte Carlo approach for determining
radiative emission from a turbulent inhomogeneous medium. The approach
entails specifying instantaneous properties along a line-of-sight
followed by a radiation calculation, to obtain an instantaneous
realisation of radiative intensity. When a sufficient number of
realisations are made, statistical analysis may yield a PDF and its
moments. It is, however, important that the instantaneous path
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properties, when ensembled, yield the correct mean values. This may be
achieved through randomly sampling the PDF of mixture fraction, as
will be described shortly.
Faeth et al (1986) divided the path length into a number of
statistically-independent
eddies, the length of
(1981), was specified as
homogeneous elements, called characteristic
which (Le)' following Gosman and Ioannides
the local turbulent dissipation length cf.
(6.29)
The use of such a length scale is somewhat arbitrary in a sooting
diffusion flame: however, Jeng et al (1984) showed that Le' though
having a significant impact on the rms intensity, has little effect on
the mean. In later publications (cf. Kounalakis et al (1988)), Faeth
and co-workers chose to represent the elemental length by
• •• (6.30)
where the value of Ce is an empirically derived parameter. Kounalakis
et al (1988) found, in weakly-buoyant flames, a suitable value of Ce
to be 6.6 by matching predicted and experimental fluctuating
intensities. This results in a characteristic length close to the
integral length scale of the turbulence.
Figure 6.1 shows the mean and rms spectral intensity, at 4.3pm,
plotted against Ce, for a horizontal path through the axis of the
presently studied fire at a height of 30cm above the burner. The
trends confirm the findings of Faeth et al in that the mean remains
more or less invariant and the rms rises as Ce increases. The
increasing rms intensity results from the fewer path eddies causing
greater coherence and deviation of the instantaneous intensity from
the mean. For large values of C (>6), the mean starts to deviate ande
the rms levels off; this, however, results from the
representation of the inhomogeneous path by relatively
poor
large
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homogeneous elements. With Ce set to 6, there are only four eddies
representing the whole path through the fire.
The following focuses on the details of the specification of the
instantaneous properties for the path elements. The procedure views
all thermally important scalars to be solely functions of mixture
fraction; then random sampling of the mixture fraction PDF, to obtain
instantaneous properties, ensures multi-scalar correlations are
addressed. This lies at the heart of the procedure to be described.
The random sampling of each homogeneous element firstly involves
constructing P(s). This is straightforward, given the local mean and
variance of mixture fraction that result from the flowfield simulation
(cf. chapter 5), and the assumption of a two-parameter PDF. Such a PDF
is shown in figure 6.2a, for which the first and second moments are
~=O.l and ~=O.OOl. In keeping with the flowfield calculation of
chapter 5, a beta function fODm is assumed.
The PDF, P(S), may be integrated to yield the cumulative distribution
function, F(;), cf.
;
F(~) ~ J P(~) ~
o
... (6.31)
The cumulative distribution function, corresponding to the P(~) of
figure 6.2a, is shown in figure 6.2b.
Random sampling of F(;) may then yield instantaneous values of mixture
fraction which, when ensembled, result in the appropriate first and
second moments, since the instantaneous values are weighted by the
P(~). In the present study instantaneous values of F(~) were obtained
using NAG library routines G05CAF (NAGFLIB:2027/l809:MK11:JAN84) and
G05CCF (NAGFLIB:144/0:MK6:DEC78). Their use results in (pseudo)random
numbers between 0 and 1, for which there is an equal probability of
attaining any value.
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A random number is generated for each element along the path,
resulting in an array of instantaneous values of~. Instantaneous
values of any scalar, $, may then be obtained from the state
relationship $(~), cf.
~. = ~(~.) ... (6.32)~ ~
where the subscript i refers to instantaneous value.
The instantaneous properties along the line-of-sight are thus
specified and a radiation calculation may then be performed to obtain
a single realisation. The entire procedure is repeated several times
to obtain a statistically meaningful sample set. In the present case
200 realisations were made. It was found that soot radiation required
more realisations than gaseous emission. This is illustrated in figure
6.3 where the mean spectral radiation at 0.9~ and 4.3~ is plotted
against number of realisations - the path is for the 140m height. Soot
is the only contributor at 0.9~ whilst CO2 is the only contributor at
4.3~. The reason for the relative trend is that soot occupies
relatively narrow sheets compared to the gaseous species, as may be
seen by comparing the soot flamelets of figure 5.15 with the gaseous
species flamelets of figure 5.1. This results in a more intermittent
appearance of soot along the path length and hence a greater influence
of turbulence interaction. Figure 6.3 also shows that after 200
realisations, the mean CO2 radiation is within 5% of that resulting
from 800 realisations. Though greater than 200 realisations are
required to get the same degree of accuracy for soot radiation, its
contribution to overall emission is small in the methane fire studied.
When using the stochastic radiation model to define the initial
profile for the soot balance equations, however, (cf. chapter 5), 800
realisations were used.
The procedure described so far requires that all relevant scalars are
linked to mixture fraction and therefore to each other to account for
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multi-scalar statistics. Soot, however, was highlighted earlier as a
species which cannot be treated in such a simple way since it is not
solely a function of mixture fraction. The next sub-section describes
how this problem was tackled in the present study.
6.4.1 Extension to incorporate soot radiation
Earlier, the importance of linking all radiatively-important species
to mixture fraction was emphasised, since the single-point
multi-scalar statistics are then fully closed. Soot, however, does not
readily fall into this scheme since its formation mechanisms are not
fast and hence its concentration is not controlled solely by mixing.
Moreover, the soot model, described in chapters 3 and 4, yields only
mean values of soot volume fraction and hence there is no indication
of its fluctuating properties. Though it may be feasible to envisage a
balance equation for the second moment of soot concentration, which
may be used to construct a PDF (by assuming, say, a Gaussian profile),
the link between soot and mixture fraction will not be revealed.
Therefore the strong link between soot and high temperature, which is
apparent in much of the flame (as indicated by the observed soot
luminosity), will not be attained. In view of this, it is essential to
specify instantaneous soot concentration in terms of mixture fraction.
However, since a unique relationship between soot and mixture fraction
for the whole of the domain is inappropriate, locally applicable ones
are specified as described below.
If soot volume fraction may be expressed as a function of mixture
fraction and a characteristic residence time cf. fv=fv(~,t), its
statistics would be described by the two-dimensional PDF P(~,t). Such
a PDF is not available given the present modelling scheme and hence it
is replaced by the conditional PDF, P(~;t). Local mean soot volume
fractions may then be found from
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I = pv
1
Jo
fv(~;t)
P (~)
... (6.33)
The mean soot volume fraction, (cf. left-hand-side of equation 6.33)
is obtained through the solution of its mean balance equation, the
results of which are shown in figure S.18b for the present fire. In
order to define a suitable state relationship, fv(~;t), it has been
assumed that, in the turbulent environment, a soot containing volume
always remains, instantaneously, at the same mixture fraction. In this
plug flow-like assumption, the soot source term, equations 3.7 and 3.8
may be integrated with respect to residence time . This results in
flamelet relationships that may be constructed for a range of
residence times as shown in figure 5.15. A locally applicable fv(~)
may then be identified from this flamelet library by equating equation
6.33, where the left-hand-side is the local mean soot volume fraction
as found through solution of its balance equation and the P(~) is
determined from the local mixture fraction parameters.
This procedure is likely to be a good enough approximation in fires
that do not emit smoke, since otherwise soot breaks through to lean
cooler regions where it becomes more significant as an absorber of
radiation rather than an emitter. This, however, is not observed in
the fire studied where, though soot must move towards leaner regions,
as the maximum instantaneous mixture fractions are reduced by small
scale mixing, it tends to be oxidised.
Section 6.4 has described the presently adopted stochastic radiation
approach to address, to some extent, turbulence-radiation interaction
which can be significant in buoyant fires. The procedure capitalises
on key features of the laminar flamelet approach where all scalars may
be expressed in terms of mixture fraction, the statistics of which
are readily obtained. The incorporation of soot into this scheme has
also been described. The next section applies the model to the
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prediction of radiative emission along paths through a buoyant fire
and comparison is made with experimental data.
6.5 Prediction of line-of-sight radiation through a buoyant fire
Chapter 5 presented the prediction of the scalars, necessary to
calculate thermal properties and hence radiative transfer, within a
buoyant fire. The accuracy of the numerically-derived map was
demonstrated through comparison with the experimental velocity and
temperature data of Crauford (1984). The previous sections in this
chapter described a method for determining spectrally-resolved
radiative emission which addresses turbulence/radiation interaction.
The strategy, given its Monte Carlo nature and narrow-band resolution,
is only practicable for post-processing due to its excessive
computational demands. Such a method, however, is in keeping with the
overall aims, which are to propose and validate a soot model and to
assess the effect of turbulence interaction on radiative emission from
fires, utilising a bank of detailed experimental data for comparison.
A predictive technique for determining radiative emission from fires
is therefore not our princip~ objective but rather a diagnostic
study.
Of the scalar properties derived in chapter 5, soot was identified as
a problem due to uncertainties in assigning boundary conditions to its
balance equations and soot oxidation. In the presently studied fire,
however, soot is produced in small quantities and does not influence
the major infrared gaseous bands at 2.7pm and 4.3pm. Uncertainties in
soot levels do not therefore hamper analysis of the radiation model
and turbulence-radiation interaction. This is illustrated in figure
6.4 which shows predicted spectra of radiation along a horizontal
line-of-sight through the axis of the fire, 30cm above the burner. Two
predictions are shown which illustrate the effect of including soot
radiation. The influence of soot is seen to be restricted to low
wavelengths since it is present in low concentration. Also, there is
an inverse relationship between soot absorption and wave length (cf.
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equation 6.24). In ter.msof spectrally integrated radiation there is a
reduction of 9%, over the range 2.4-4.9pm, through neglecting soot.
The radiation predictions are presented and discussed in section
6.5.4. There the importance of considering turbulence-radiation
interaction is emphasised by adopting two approaches: the first,
ter.med the base line approach ignores turbulence interaction and the
second is the stochastic approach which has already been described.
The implementation of these methods is detailed in section 6.5.2 and
6.5.3.
Prior to presenting the predictions, it is useful to introduce the
experimental data which will be used later for comparison. This is
particularly necessary in view of assumptions made in their
interpretation.
6.5.1 The experimental data of Charnley (1986)
Charnley (1986) made line-of-sight radiation measurements along
horizontal diameters through the fire (described in chapter 5) at
heights 14, 30, 45 and 77cm above the burner. These measurements
supplement the velocity and temperature measurements made by Crauford
(1984).
The radiation measurements were made utilising three instruments: a
relatively slow-response spectral device operating over the range 2.5
to 4.9pm (near infrared), a similarly slow spectral device operating
between 0.5 and O.9~ (visible) and a quick-response total radiation
device. The former two yielded time averaged spectral intensities
obtained from several scans, whilst the latter was capable of
sufficient temporal resolution to allow the construction of PDFs of
spectrally-integrated radiation.
A problem, however, lies in the interpretation of the infrared
spectral data, since the data reduction involved noise rectification
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which resulted in the introduction of an unknown offset. Figure 6.5
shows the experimental data taken at 30cm above the burner (cf.
uncorrected data in fig 6.5) - the trend, however, is representative
of all heights. These data indicate the presence of continuum
radiation between the major gaseous peaks at 2.7 and 4.3~. This is
most obvious at -3.8~ where there are no important gaseous bands. The
apparent continuum may result from soot radiation or the
earlier-mentioned offset. The influence of soot radiation, however,
has been shown to be negligible above -3~, cf. figure 6.4. Though
there are uncertainties in the soot levels, the calculated soot
radiation between 0.5 and 0.9pm does coincide with the measurements of
the visible radiometer. It was therefore decided to offset the data
such that their minimum indicated spectral intensity was zero. This
results in the corrected curve shown in figure 6.5. A similar offset
is applied to the infrared data at all the heights prior to comparison
with the predicted spectra.
6.5.2 Base line radiation calculation
The base method ignores any turbulence interaction, by performing the
radiation calculation using only mean properties along the path. The
mean path-properties are generated directly from the flowfield results
cf. figure 5.7 and 5.13. The flowfield calculation considered only
half the flame since it was run in axi-symmetric mode. The data was
therefore mirror-imaged prior to conducting the radiation calculation.
The latter entailed applying the radiation method for inhomogeneous
paths described in section 6.2, for which the homogeneous elements
were taken to be the finite difference cells used in the flowfield
calculation. These numbered 76 for the whole path, since 40 cross-
stream nodes were used in the flowfield computation which leads to 38
cells (cf. Spalding (1977)).
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6.5.3 Stochastic radiation calculation
The theoretical basis of the approach was described in section 6.4.
Here the application of the approach is detailed.
As mentioned earlier, the approach entails splitting the line-of-sight
into homogeneous eddies, the lengths of which are given by equation
6.29 using local turbulence parameters. This procedure was implemented
by starting at the flame axis and determining the length of the first
eddy from the centre-line k and E. The length of each subsequent eddy
was then based on the values of k and E pertaining at the first finite
difference cell appearing within the element. The elements are shown
in figure 6.6 for the 14, 30, 45 and 77cm heights, where typical
realisations of instantaneous path temperatures are shown against the
predictions of mean temperature. This procedure specifies half the
flame. Its mirror image about the axis yields the full path.
Having defined the elements, a representative P(~) must be assigned to
each. The values of ~ and ~ used (to define the two parameters beta
function PDF), as with k and E, were taken from the first finite
difference cell appearing within an element.
Instantaneous values for mixture fraction are then obtained for each
element, by randomly sampling the appropriate P(~) as described in
section 6.4. This is done for only half the width. The instantaneous
mixture fraction values for the other side of the flame were
prescribed assuming symmetry at the axis of the flame. This implies
axi-symmetry for the instantaneous field as well as the mean field.
Fast luminosity photographs of the fire (cf. Crauford (1984)) suggest
this to be reasonable. Uncertainties associated with this, however,
are limited, as shown in figure 6.7 which compares the mean spectral
intensity obtained by the above method, with those obtained through
treating both sides of the flame as statistically independent. The rms
intensity is reduced in the latter case owing to lesser coherence
along the path.
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It should be noted that the PDF of mixture fraction, supplied by the
flowfield calculation, is the Favre PDF since it is deduced from the
Favre mean and variance of mixture fraction. Random sampling of this
PDF will therefore yield values of mixture fraction dependent scalars
which on average yield Favre statistics. In order to obtain
instantaneous values which ensemble to yield Reynolds statistics, it
is necessary to sample the Reynolds P(~). The latter is attainable
given the availability of a state relationship for density, p(~),
since the Reynolds and Favre PDFs are simply related (cf. Bilger
(1976a)) according to
f P(~) d~ = p f _1_ P (~) d~p (~) ... (6.34)
In fires, due to large scalar fluctuations, there is a significant
difference between the Reynolds and Favre PDFs. This is illustrated in
figure 6.8 which shows both PDFs at the axial location 14, 30, 45 and
77cm above the burner. This translates into a difference of upto
-300K as shown in figure 6.9 which shows radial profiles of Reynolds
and Favre mean temperatures. The Favre mean values of temperature are
always less than their Reynolds averaged counterpart. The reason for
this becomes apparent when the definition of a Favre averaged variable
is considered cf.
if - T + (p'T')Ip ... (6.35)
The state relationships, p(;) and T(;) (cf. figure 5.2) indicate the
correlation p'T' to be always negative.
The impact of sampling from a Favre PDF can be seen in figure 6.10,
which compares the results of the stochastic radiation model adopting
both a Reynolds and Favre PDF. The experimental data of Charnley
(1986) is also presented for comparison. The figure shows the use of
Favre averaged statistics to result in lower intensities, owing to the
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implied lower mean temperature and CO2 and H20 concentration. This
prediction shows better comparison with experimental data. However,
this is thought to be a facet of the overpredicting nature of the
stochastic approach, rather than the suitability of Favre statistics.
In the predictions reported later, instantaneous values were obtained
using Reynolds statistics. For the blackbody emission this is
reasonable as there is no inherent density weighting since BA is
dependent only on temperature. The emissivity, however, involves
pressure-path lengths which are linked to density. In the present fire
though, radiative intensities were found to be most sensitive to the
blackbody radiation.
6.5.4 The predictions and discussion
The predictions of spectral radiation (between 0.5 and 4.9pm) along
diameters through the fire at the heights of 14, 30, 45 and 77cm are
presented in figure 6.11-6.14. Two sets of predictions are shown,
resulting from the base and stochastic radiation calculations. These
are compared with the visible (0.5 to 0.9~) and infrared (2.4 to
4.9pm) experimental data. The latter are shown in their corrected form
(cf. section 6.5.1). The integrated radiation is shown in table 6.2.
Examination of the base model predictions show that ignoring
turbulence-radiation interaction can lead to severe underestimates of
radiative emission. The worst case is at 77cm where high intermittency
is exhibited. This leads to relatively low mean temperatures whilst
still allowing the instantaneous appearance of high temperature zones.
Here the integrated emission between 2.5 and 4.9~ is underpredicted
by 82%.
The base prediction at all heights indicates a greater degree of
underprediction at low wavelengths; the reasons for this are twofold.
Firstly the Planck function is more temperature dependent at lower
wavelengths as illustrated in figure 6.15, which shows its variation
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with temperature. Turbulence interaction, introduced through the
non-linear dependence of blackbody radiation on temperature, is
therefore more substantial there. The second reason relates to soot
radiation, which is more significant at the lower wavelengths. Soot,
whose diffusion is small, lies in narrow sheets mostly located in high
temperature regions. This cannot be addressed by the base model.
Of the above two concerns, the effect of temperature dominates. This
is illustrated in figure 6.16 which shows radiation predictions at the
30cm height. Here non-luminous radiation alone is considered since
only trends are of interest. Four predictions are shown: a using the
stochastic approach, b where the stochastic approach is applied to
temperature but the mean species are used, c where mean temperatures
are used but the stochastic approach is applied to the species and d
resulting from the base model. The experimental data are also
presented. The integrated spectra are shown in table 6.3. The full
stochastic approach, a, yields the highest levels since all single-
point non-linearities are addressed. In particular the dependence of
blackbody radiation on temperature. Also, the high temperature zones
are linked to high concentrations of CO2, H20 and soot. Prediction b
results in the next highest intensities, where blackbody radiation
non-linearities are incorporated but high temperature zones are no
longer associated with high concentrations of radiatively important
species - this reduces local emissivities. Prediction c exhibits lower
intensities than b, implying a greater importance of fluctuations in
temperature than those in the species concentrations, and hence
emissivity. It is worth noting that in the 4.3pm CO2 peak, prediction
d, which completely neglects turbulence interaction, indicates larger
intensities than c. This results from the possibility that
instantaneously, cool CO2 may appear and absorb the radiation emitted
by hotter regions. This does not occur at other wavelengths, since
there the optically thin limit applies and reabsorption is negligible.
Prediction b is seen to lie closest to the experimental data. This
does not justify the assumptions made in deriving it but rather
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reflects the overpredicting nature of the stochastic approach; this is
described in more detail later.
It should be noted when examining the soot radiation, that it was the
stochastic approach that led to the prescription of the soot balance
equation boundary conditions. It is therefore unwise to draw any
conclusion by comparing the soot predictions with the experimental
data. Analysis of the soot radiation should be restricted to
comparison between the predictions.
Turning attention to the stochastic approach reveals that radiation
levels are consistently overpredicted (cf. figs. 6.11 to 6.14 and
table 6.2). Such a tendency was also observed by Faeth et al (1986).
This overpredicting nature may result from the prescription of the
length scale assigned to characteristic eddies and the neglected
multi-point correlations the elements are assumed to be
statistically independent. The latter, as has already been shown, is
only important in the 4.3pm CO2 band, where the optically thick limit
is approached. However, overprediction is also apparent at the 2.7pm
band where the path is optically thin. Perhaps more important
therefore, is the overestimate of path lengths through instantaneous
burning zones. The burning zone within a laminar flamelet,
characterised by mixture fractions close to stoichiometric, will
typically be only millimetres wide. The computed dissipation length
scale associated with the turbulence, however, is approximately 1.Scm
in the present case. Too great a path length would therefore be
assigned to burning zones. This would not be adequately counteracted
by realisations where the mixture fraction is far from stoichiometric,
since if eddies are viewed as fuel rich (or oxidant rich) pockets
surrounded by narrow burning zones, the assigned path length is more
realistic.
The effect of length scale over-prescription may be more marked for
soot radiation, since it is known to occur in narrow sheets due to
negliqible particle diffusion. This would have implications for the
soot concentration predictions since the initial conditions were based
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on the stochastic radiation results. If the stochastic radiation
predictions are too high, then the soot levels would also be higher
than those suggested.
Figures 6.11 to 6.14, as well as showing the spectral intensities,
show the line-of-sight transmissivity. Though there is significant
difference between the intensities predicted by the stochastic and
base models, the transmissivities show relatively little difference.
This suggests that for the fire investigated here, the major impact of
turbulence interaction is introduced through the non-linear
dependence of blackbody radiation on temperature. Furthermore since it
is the transmissivity through which multi-point correlations are
introduced, the current predictions suggest these may be negligible.
6.6 Conclusions
This chapter described the prediction of radiation levels emitted
along lines-of-sight through a buoyancy-driven simulated methane fire.
These supplement the flowfield predictions already made in chapter 5
where comparison with the temperature and velocity data of Crauford
(1984) showed reasonable agreement. This allows a degree of confidence
in the predicted scalar field, and hence permits evaluation of the
radiation predictions free from any associated uncertainties. Analysis
of the radiation predictions has been made possible through comparison
with the spectrally-resolved measurements of Charnley (1986).
The importance of turbulence/radiation interaction has been
emphasised, particularly with regard to the non-linear dependence of
blackbody radiation on temperature. Also of importance is the link
between species and temperature. The major ,aseous radiators (H20 and
CO2), given a flamelet description of the turbulent combustion, are
instantaneously evaluated at the maximum temperature. If this link is
not realised, emitted radiation will be underestimated due to both
lower emission and absorption by relatively high concentration of
cooled gases. The method used to address the multi-scalar statistics
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is that proposed by Faeth et al (1986), where the statistical
information is provided by the laminar flamelet approach.
Turbulence interaction is most apparent at lower wave lengths. This
results from a greater dependence of blackbody radiation on
temperature (cf. fig 6.15). Also, the lower wave lengths are where
soot radiation dominates, for which turbulence interaction is of great
importance since soot is largely confined in narrow sheets. Moreover,
soot is typically limited to zones that are instantaneously located
close to peak temperature regions. The link between soot and
temperature then becomes paramount. Such a link, however, is not
readily forthcoming, since soot formation is relatively slow and it
cannot therefore be described as a function of mixture fraction alone.
In order to overcome this, a method has been proposed whereby locally
applicable soot flamelets are obtained. Soot can then be readily
incorporated into the stochastic radiation model and hence all single-
point correlations closed.
Radiation is a path integral phenomenon and hence multi-point
correlations arise. These, however, are indeterminate given the usual
moment based approaches to flowfield modelling; solution of a multi-
point PDF is required. This at present is unfeasible given both
modelling and computational limitations. However, such multi-point
correlations result from path transmissivity which is relatively
unimportant in optically thin media. In the present fire, most of the
spectrum is optically thin, except the 4.3~ CO2 band where
multi-point correlations are expected to be most significant. The
stochastic approach, adopted in the present study to address
turbulence interaction, tends to overpredict at all wavelengths, even
in optically thin regions. This is thought to result from the
overestimate of path lengths through high temperature burning zones,
resulting in an overestimate of their emission.
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Species Spectral range
pm em-1
Band centre
um
1.75-2.20
2.63-3.28
4.05-5.06
9.09-11.36
11.36-20.00
5725-4550
3800-3050
2474-1975
1100- 880
880- 500
2
2.7
4.3
10
15
co 4.17-6.25 2400-1600 5
All bands between1.075 and 200pm, the prominant
ones are centred at:
1.38, 1.87, 2.7, 6.3 and 71 pm
2.00-2.86
2.86-4.00
6.25-10.31
5000-3500
3500-2500
1600- 300
2.4
3.3
Soot All wavelengths
Table 6.1
Height total non-luminous experimental
base line stochast base line stochast.
em w/em2ster
14 .1342 .1361 .1289 .3090 .20130 .1220 .4866 .1171 .4740 .23945 .0798 .4364 .0764 .4205 .22177 .0194 .2525 .0189 .2576 .104
Table 6.2a - Integrated intensity 2.5-4.9pm
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Height total non-luminous experimental
base line stochast base line stochast.
em w/em2ster
14 .0106 .0990 .0067 .0205
30 .0106 .1307 .0052 .0373
45 .0054 .1242 .0026 .0340
77 .0004 .0691 .0002 .0189
Table 6.2b - Integrated intensity O.9-2.5pm
Height total non-luminous experimental
base line stochast base line stochast.
em w/em2ster
14 .00002 .0052 0 0 .005
30 .00003 .0057 0 0 .005
45 .00001 .0064 0 0 .006
77 .00000 .0040 0 0 .001
Table 6.2c - Integrated intensity O.5-0.9pm
-1/2
I
(w/em2-ster)
(I,2)
Curve A 0.4638 0.1546
Curve B 0.2017 0.0810
Curve C 0.1323 0.0332
Curve D .1171
Experiment .201
Table 6.3
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CHAPTER 7
Conclusions and recommendations for future work
This final chapter provides firstly a summary of the important
features of all previous chapters, and then draws some overall
conclusions. Subsequently a few key areas for further research are
proposed.
Chapter 3 described a two-step two-parameter model for soot formation
which incorporates, in an approximate manner, the processes of soot
particle nucleation, coagulation and surface growth. The model is seen
to reproduce the major features observed in a laminar flame
experiment, in particular, the dependence of surface growth rate on
particle surface area - a link that cannot be explicitly realised by
single-step models. The soot formation rate is deduced from the
experimental soot concentration data by detailed numerical simulation
of the flame which allows the isolation of the source term appearing
in conservation equations for the soot
concentration. A key feature of the model
number density and mass
is that the soot formation
rate is related explicitly to mixture fraction, in such a form that
the model may be extended to turbulent flame prediction.
Chapter 4 grafts the soot formation model onto the flowfield
prediction of a turbulent jet diffusion flame, where closure is
achieved using the laminar flamelet approach and the two-equation k-e
turbulence model. Soot modelling entails the addition of mean balance
equations for the soot number density and mass concentration, the
source terms of which are related to mixture fraction. Their turbulent
closure is then readily accomplished since the PDF of mixture fraction
is a computed parameter. Soot particle coagulation is dependent on
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particle number density whilst surface growth is dependent on the
total soot surface area. This introduces correlations between these
properties and mixture fraction within the soot source terms. Given
the present modelling, however, such correlations are inaccessible and
have therefore been neglected. The consequences of this simplification
are shown to be of little significance and more important is the
specification of the more highly non-linear terms which are dependent
solely on mixture fraction. Soot concentration-mixture fraction
correlations are, however, a major concern in soot oxidation, which is
believed to result from the highly intermittent nature of this
process. The accurate prediction of soot burnout rates would therefore
require the computation of the joint PDF of soot concentration and
mixture fraction.
Chapter 5 describes the prediction of a simulated buoyant fire for
which Crauford (1984) has provided detailed velocity and temperature
measurements that allow assessment of the predictions. As in chapter
4, turbulent closure is achieved using the laminar flarneletapproach
and the two equation k-e turbulence model. Comparison with
experimental data suggests that the gas phase is reasonably well
predicted. There are, however, no direct soot measurements with which
predicted values may be compared.
Chapter 6 uses the scalar field predicted in chapter 5 to calculate
line-of-sight spectrally-resolved radiative intensities, which are
subsequently compared with the data of Charnley (1986). The
incorporation of turbulence interaction in the radiation calculation
is shown to be essential. Some measure of its effect is achieved using
the stochastic approach of Faeth et al (1986), which capitalises on
the link between all scalars and mixture fraction to describe joint
scalar statistics. Soot does not readily fall into this scheme since
it cannot be unambiguously related to mixture fraction. A method is
described by which locally-applicable soot state relationships may be
derived. Such a treatment is essential since soot is generally
strongly correlated with peak temperature zones. Radiation is a path-
integral phenomenon and results in the appearance of multi-point
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statistics which cannot be addressed by the moment closures presently
used in turbulent flowfield modelling. The importance of multi-point
statistics is believed to increase with optical depth. The presently
used stochastic approach tends to overpredict radiative intensities
which is thought to result from the overestimate of path lengths
through instantaneous burning zones.
More generally, the present study has sought to propose and validate a
soot formation model for the comprehensive prediction of soot and
thermal radiation in turbulent buoyant fires. The strategy described
is tractable in that it represents a relatively simple extension to
the traditional laminar flamelet approach - only two further balance
equations are required. Soot burnout remains a difficult area owing to
the highly intermittent nature of this process and arguably requires a
detailed description of the joint statistics of soot concentration and
mixture fraction.
An estimate of turbulence-radiation interaction in the thermal
emission from buoyancy-driven fires is essential. In the present case
this results mainly from the non-linear dependence of blackbody
radiation on temperature. Also important is the link between highly
absorbing species and temperature. Turbulence interaction is most
significant for luminous soot radiation since soot is contained in
relatively thin sheets that are, typically, strongly related to high
temperature zones. Moreover, soot radiation is most significant at
shorter wavelengths where the temperature sensitivity of blackbody
radiation is greatest.'
Further development of the present work would require more specific
investigation of soot oxidation in turbulent combustion. This entails
the definition of a suitable instantaneous oxidation rate - at present
it is not entirely clear which are the important oxidising species. In
addition the intermittent nature of soot oxidation in turbulent non-
premixed flames should be investigated. This might require the
computation of the joint PDF of mixture fraction and soot
266
concentration, which should ideally be accompanied by detailed
measurements of such correlations.
The better estimate of turbulence-radiation interaction will require
the investigation of suitable length scales for burning zones.
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Appendix A
FAVRE AVERAGED GOVERNING EQUATIONS - HIGH REIKOLDS NUMBER FORM
Mass continuity
at
a
- (p u) = 0
ax.
~
• •. (A.l)- +
MaDentumconservation
a a ap a ___
(p u':'u'!)ax. ~ J
J
• •• (A.2)(p u;) + - (p u. u .) = pg.at ... ax. ~ J ~
J
ax.
~
Conservation of a scalar property
at
• •• (A.3)
Where S, is the volumetric source teDn.
Use of the two-equation k-t turbulence model results in the following
representation of the Reynolds stresses and turbulent scalar fluxes:
• •• (A.4)
• •• (A.5)= ---
where the eddy viscosity is given by
- 2Pt = Cp P k It
where C - 0.09.p
• •• (A.6)
k equation
at
a
(p k) + - (p U. k)~ax.~
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___ aU
i
- p u'.'u~
~ J ax.
J
-2 ap ap
(llt / P ) - - - P E
ax.ax.~ ~
e equation
at
a
(p E) + - (p U.E)~ax.~
E [ __ au.
e - P u'.'u~ ~
El k ~ J :IQXj
a ~}.\ aE ]= ---
ax. e ax.
~ E ~
-2 ap ap] E2
(llt / P ) - - - e p-ax.ax. E2 k
~ ~
Balance equation for the fluctuation of a conserved scalar
a ,,_ a _ _ ""2 a ~llt a~2]
(p~n2) + _ (p u.~n) =
~at oXi aXi eft aXi
• •• (A.7)
• •• (A. 8)
••• (A.9)
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Appendix B
CALCULATION OF MIXTURE FRACTION
This appendix describes the calculation of mixture fraction from the
mass spectrometer data which consists of the molar ratio of CO2 to N2.
The former is obtained through complete oxidation of the fuel (CH4)
and the latter is assumed to be inert.
Mixture fraction may be expressed in terms of fuel to air mass ratio,
cf.
• •• (B .1)
The fuel to air ratio may be expressed in terms of the CO2 to N2 mass
ratio, noting that air contains 77% N2 by mass and that complete
combustion of 1kg of CH4 produces (44/16)kg of CO2, cf.
·.. (B.2)
The ratio of mass fractions may be converted into the ratio of mole
fraction, by dividing by the ratio of the molecular mass. Eqn. B.2
then becomes
(Yf/Ya) - (XC02/XN2)x(16/44)x(.77)x(44/28)
- 0.44 (XC02/XN2)
where (XC02/XN2) is measured by the mass spectrometer.
• •• (B. 3)
The mixture fraction is then found through substitution of equation
B.3 into B.1
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Appendix C
KINETIC SCBEHE FOR CO-02-52 SYSTEK
C.l REACTION MECHANISK
1. 1.0 0 + 1.0 H2O • 1.0 OH + 1.0 OH
2. H + 1.0 H + 1.0 5 • 1.0 H2 + Ii
3. H + 1.0 0 + 1.0 0 • 1.0 O2 + Ii
4. H + 1.0 H + 1.0 OH • 1.0 H2O + Ii
5. 1.0 H + 1.0 O2 • 1.0 OB + 1.0 0
6. 1.0 0 + 1.0 H2 • 1.0 OH + 1.0 H
,7. H + 1.0 02 + 1.0 H • 1.0 H02 + Ii
S. 1.0 B + 1.0 H02 • 1.0 OH + 1.0 OH
9. 1.0 CO + 1.0 OH • 1.0 CO2 + 1.0 H
10. 1.0 H2 + 1.0 OH • 1.0 H2O + 1.0 H
11. K + 1.0 CO + 1.0 0 '. 1.0 CO2 + H
12. H + 1.0 H + 1.0 0 • 1.0 OH + Ii
C.2 ltinetic Constants Values
Rate Coefficient(k) • A*T**B*EXP(-TACT/T) (m**3/kg-mole.s)
BACKYARD RATE
A B
1.550E+09 O.OOOE+OO
7.150E+04 -8.200E-Ol
5.S30E+10 -1.000E+00
2.200E+13 O.OOOE+OO
1.650E+09 2.700E-01
1.940E+10 -3.000E-02
2.l00E+12 O.OOOE+OO
1.260E+10 O.OOOE+OO
1.500E+10 O.OOOE+OO
5.550E+10 -1.OOOE-02
1.310E+10 -5.S00E-Ol
6.960E+10 2.100E-Ol
FORYARD RATE
A B
1. 1.760E+10 -2.000E-02
2. : 1.000E+12 -1.000E+OO
3. . 6:OOOE+02 O.OOOE+OO
4. 2.000E+17 -2.000E+00
5. 2.000E+11 O.OOOE+OO
6. 6.000E+IO O.OOOE+OO
7. 1.500E+09 O.OOOE+OO
8. 1..590E+11 O.OOOE+OO
9. 'l.500E+08 O.OOOE+OO
10. 1.500E+10 O.OOOE+OO
11. 6.000E+07 O.OOOE+OO
12. 3.000E+OS O.OOOE+OO
TACT
S.420E+03
O.OOOE+OO
O.OOOE+OO
O.OOOE+OO
8.379E+03
5.032E+03
5.000E+02
5.430E+02
5.030E+02
2.516E+03
O.OOOE+OO
O.OOOE+OO
TACT
O.OOOE+OO
S.19SE+04
6.02SE+04
5.290E+04
O.OOOE+OO
4.052E+03
2.31SE+04
2.00SE+04
1.183E+04
9.956E+03
6.327E+04
S.097E+04
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Appendix D
LINE BROADENING PARAMETERS
Collision half widths, Tstp
radiating species
colliding species CO2 H2O CH4 CO
CO2 .09 .12 .0 .07
H2O .07 .09 .0 .06
CH4 .0 .0 .16 .0
CO .06 .10 .0 .06
°2 .055 .04 .0 .05
N2 .07 .09 .0 .06
self resonant .01 .44 .0 .0
"
The indices~ .. are all 0.5 and~ .. are 1.0.
1,) 1,1
The above values are taken from Ludwig et al (1973).
