Over the past decade, the rate of care unit (CU) use in the United States has been increasing. With an aging population and ever-growing demand for medical care, effective management of patients' transitions among different care facilities will prove indispensible for shortening the length of hospital stays, improving patient outcomes, allocating critical care resources, and reducing preventable re-admissions. In this paper, we focus on an important problem of predicting the so-called "patient flow" from longitudinal electronic health records (EHRs), which has not been explored via existing machine learning techniques. By treating a sequence of transition events as a point process, we develop a novel framework for modeling patient flow through various CUs and jointly predicting patients' destination CUs and duration days. Instead of learning a generative point process model via maximum likelihood estimation, we propose a novel discriminative learning algorithm aiming at improving the prediction of transition events in the case of sparse data. By parameterizing the proposed model as a mutually-correcting process, we formulate the estimation problem via generalized linear models, which lends itself to efficient learning based on alternating direction method of multipliers (ADMM). Furthermore, we achieve simultaneous feature selection and learning by adding a group-lasso regularizer to the ADMM algorithm. Additionally, for suppressing the negative influence of data imbalance on the learning of model, we synthesize auxiliary training data for the classes with extremely few samples, and improve the robustness of our learning method accordingly. Testing on real-world data, we show that our method obtains superior performance in terms of accuracy of predicting the destination CU transition and duration of each CU occupancy.
Ç 1 INTRODUCTION R ECENT reports have highlighted an increasing demand for care units in the United States due to an improved life expectancy and a larger aging population [1] . Patient management and reducing waiting time, particularly in the Emergency Department (ED) [2] , [3] and intensive care unit (ICU) [4] , [5] , is crucially important to improving quality of care, outcomes, and the overall patient satisfaction. The socalled practice of "patient boarding" refers to temporarily keeping critically-ill patients in their existing hospital location, such as the emergency department or the post anesthesia unit, while awaiting available CU bed [4] , which may result in suboptimal care, and increase both length of stay (LOS) and hospital mortality [6] , [7] . System-level management of medical resources becomes even more critical for large numbers of critically-ill patients in the case of disasters and pandemics [8] .
Such an urgent requirement gives rise to an important problem of predicting the transition processes of patients, known as the "patient flow" (see Fig. 1a ), which has not been explored via existing machine learning techniques. The patient flow includes patients' duration time within each care unit and transition probability among different units, and is determined by a number of factors including patient's underlying condition and clinical state, disease progression, and availability of care team and care resources. With the advent of comprehensive electronic health records (EHRs) and real-time streaming analytics [9] , much of these factors can be captured and utilized to jointly model flow of patients within many care units. Therefore, the problem we aim to address in this work involves predicting patients' destination CUs and durations simultaneously based on their medical records and continuously-documented clinical status. Solving this problem may enable early planning and optimization of hospital resources.
However, predicting patient flow is a difficult task due to a number of factors, e.g., the collection and the storage of a huge amount of data, the lack of a systematic approach to resource management, etc. Additionally, from the viewpoint of machine learning, the main challenges include:
Time-Sensitivity. The prediction of patient flow is a timesensitive learning task, which requires us to both predict the destination care unit of a patient (i.e., the transition) and the dwell time within that care unit (i.e., the duration).
Feature Selection. The patient flow can be viewed as a time-varying transition process in continuous time, which is influenced by many medical factors, e.g., patients' health profiles, diagnoses, medications, nursing, etc. However, the relationships between these factors and the transition process are not fully explored and their importance for predicting patient flow is unknown. Although modern EHRs may include complete or partial information pertaining to most of these factors, taking advantage of EHRs involves feature selection and fusion, all of which are highly dependent on the model used to describe the patient flow process.
Data Sparsity and Case Imbalance. Because most patients more often stay in general wards than transfer to other CUs (or moved around within the same CU), models and learning algorithms may suffer from sparse and imbalanced datathe general ward appears in most of transition processes while a certain CU may only appear in very few of them.
Considering the challenges above, we need a predictive model that jointly captures the transitions and durations in patient flow. Moreover, the model should consider all influential factors and be robust to data sparsity and imbalance. To the best of our knowledge, no existing work has been proposed to deal with such a challenging situation. For achieving this aim, in this paper we propose a novel and efficient method that utilizes both time-invariant and timevarying features from patients' EHRs, to predict the patient flow, as depicted in Fig. 1b .
Based on the unique characteristics of patient flow, we consider the transitions among the care units and the dwell time within each care unit as two separate events, which are jointly modeled via a novel parametric point process model called mutually-correcting process. Applying our mutuallycorrecting process model with the EHR-based features, the instantaneous rate of patient being transferred to a given patient care unit and that of staying certain days in the unit are captured via two parameterized conditional intensity functions. Compared with traditional models, such as discrete Markov chain [10] , vector auto-regressive model [11] and hidden Markov model [12] , which can only deal with time-invariant transition process formulated as discrete time series, our point process model is able to describe time-varying transition processes in continuous time. Compared with other continuous model, such as the continuoustime Markov chain [13] , our model captures the mutuallycorrecting patterns among states over time using all historical data, which does not need to set the order of model in advance. In other words, our model is more robust to sparse data and model misspecification.
Besides proposing a mutually-correcting process to model the patient flow, another technical contribution of our work is the development of a methodology for learning a parametric point process model in a discriminative way. Specifically, traditional generative point processes model the joint distribution of events in continuous time and parameters are learned via the maximum likelihood estimation. In this work, however, we focus on learning the conditional distribution of transition and that of duration given historical events. We analyze the relationship between the conditional distribution and the conditional intensity function, showing that by using the proposed mutually-correcting process, we can formulate the learning problem as learning a multinomial logistic regression model that greatly simplifies the learning task. Thousands of factors, i.e., diagnoses, treatments and medications, are generated and accompany the patient flow, while only few of them are highly influential. Moreover, these key factors generally have influences on both patients' destination CUs and duration at the same time. Therefore, feature selection is introduced into the framework of our learning algorithm. Specifically, we formulate these factors as high-dimensional features, which are shared via the logistic regressor for predicting destination CUs and that for predicting duration. The parameters of these two models are associated with these features and learned jointly. We treat each dimension of feature (i.e., a factor influencing patient flow) as a "group" and regularize the parameters via l 1;2 -norm. It guarantees the group sparsity of parameters so that only the parameters corresponding to the features of important dimensions are nonzero and shared via both models. Leveraging the alternating direction method of multipliers (ADMM) [14] with grouplasso [15] , we propose an efficient algorithm to learn the model.
For overcoming the data imbalance problem, we investigate several robust learning methods for imbalanced data and make comparisons for them. We focus on applying a pre-processing on our imbalanced patient flow data, which shows its superiority in our experiments: for the classes with extremely few samples, we synthesize some auxiliary The transition process of an old male patient having coronary heart disease may include the Coronary Care Unit for preoperative tests, the Anesthesia Services for cardiac surgery, the Cardiac Surgery Recovery unit, and finally the Medical ICU and general ward for nursing. During this period, the transition process of a pregnant woman having a premature baby may include the Anesthesia Services for a Caesarean section surgery, the Medical Care Unit for the mother, and the Neonatal Care Unit for the baby. There is a partial overlap between the need of the elderly patient and that of the pregnant woman for anesthesia services and within the Medical ICU, which may cause scheduling conflicts and may require advanced planning and scheduling to reduce waiting times. (b) The transition process of a patient is represented via two event sequences of destination CUs and duration days, respectively. Along the time line, the color dots indicate various CUs and the color lines with various length indicate the durations (in units of days). Applying our mutually-correcting process model, the conditional intensity functions for CUs and durations are proposed to capture the positive and negative influences among unit types and durations, respectively. samples from original ones to increase the number of training samples. Taking original samples and auxiliary ones as training samples, we can improve the robustness of our learning method greatly and obtain better performance in the testing phase.
In summary, the contributions of our method include: 1) We propose a flexible mutually-correcting process model to capture the properties of patient flow. 2) We propose a discriminative algorithm to learn point processes. In certain cases, e.g., the proposed mutually-correcting processes, the algorithm can be implemented via logistic regression.
3) Combining group-lasso with ADMM, we achieve feature selection and learning model jointly in the training phase. 4) The influence of data imbalance is considered, and a preprocessing step is applied to synthesize auxiliary data for training. The preprocessing helps us to improve the robustness of learning algorithm.
Our method can be viewed as a point process-based interpretation of multinomial logistic regression model for continuous-time transition processes. We test our method on realworld patient flow data set and compare it with several alternative methods on the prediction accuracy and robustness to imbalanced data. Additionally, we analyze the functions of various parameters and investigate their impacts on our learning algorithm. We demonstrate the robustness of our method to those parameters. Multiple metrics are applied to evaluate the performance of various methods, including the prediction accuracy of the destination CUs and duration days, and the relative simulation error of the patient flow. Experimental results demonstrate that our method significantly outperforms its competitors, especially in predicting those unique transitions and usages of CUs.
BACKGROUND AND DATA ANALYSIS

Notations and Problem Statement
Suppose that we have U patients in a hospital having C CU departments. For each patient u, u ¼ 1; . . . ; U, her transition process among CUs is represented via an event sequence in continuous time, denoted as s u ¼ fðc u i ; d u i ; t u i Þg N u i¼1 . Here, t u i 2 ð0; T u is the time when a transition event happened, T u is the length of observation time window, c u i 2 C, C ¼ f1; . . . ; Cg, is the destination CU of the transition, d u i 2 D, D ¼ f1; . . . ; Dg, is the dwell time (measured by the number of duration days) of the patient in the previous CU (i.e., the c u iÀ1 th CU) before the transition, and N u is the number of transitions. 1 The set of historical transitions before time t is denoted as H u t ¼ fðc u i ; d u i ; t u i Þjt u i < tg. Each event ðc; d; tÞ, which means that a patient stays in a CU for d days before transferred to the cth CU, is always accompanied by a series of medical services. According to the EHRs of patients, we classify various medical services into three categories: treatment, medication and nursing. The treatment contains M treat items, including various medical tests, surgeries and therapies. The medication contains M med items, including various medicines and their various usage methods. The nursing contains M nurse items, including various nursing programs and records of patients' liquid inputs and outputs. We can extract binary feature vectors for patient u from her EHRs, denoted as f f u i 2 f0; 1g M treat þM med þMnurse , i ¼ 1; . . . ; N u . Here f f u i is a binary vector corresponding to the EHR of patient u when staying in the c u i th CU, in which the elements corresponding to received services are 1's. It is the concatenation of three binary vectors corresponding to the three categories above. Besides the time-varying features mentioned above, a patient's EHR also contains M p time-invariant features, including personal health profile like gender, age, chronic diseases, and diagnoses. 2 Similarly, we can extract a binary feature vector for the patient, denoted as f f u 0 2 f0; 1g Mp . The event sequence of patient can be modeled using point process methodology [16] . Specifically, we capture the temporal dynamics of event sequences via the conditional intensity function defined as follows:
where NðtÞ is the number of events occurred in time range ðÀ1; t, H t contains historical events before time t, and EðdNðtÞjH t Þ is the expectation of the number of events happening in the interval ðt; t þ dt given historical observations H t . The conditional intensity function in Eq. (1) represents the expected instantaneous rate of future events at time t. Based on conditional intensity function, the conditional probability that an event happens at time t given historical record is computed as
Here t I is the time stamp of the last event before time t. . . . ; f f u iÀ1 g, we aim to predict the destination CU of the next transition (i.e., c u i ) and the duration before the transition (i.e., d u i ).
Data and Basic Statistics
We focus on the real-world data from MIMIC II database [17] The data is representative, which reflects the following natures of patient flow. For each department, the number of patients ever staying in it and the number of transitions directing to it are shown in Table 1 . We can find that the data for various departments is imbalanced. On the one hand, most of the patients and transitions concentrate on certain CUs, e.g., GW, CCU, and CSRU, etc. On the other hand, few patients and transitions involve ACU and TSICU. 1 . When i ¼ 1, we do not consider the duration and set d u i ¼ NULL.
2. In our data set, the diagnose is time-invariant because the patient flow for each patient is collected after a single diagnose.
The average duration days for each department is also listed. Except for NICU, the average dwell time of other department is within one week. To simplify our treatment, we categorize the duration times into D ¼ 8 time intervals, include 1 day, 2 days, . . . :, 7 days and more than 1 week.
Interestingly we also observed that the transitions and the durations are weakly correlated with each other. The correlation coefficient between the transition and the duration is about 0.2. Fig. 2 further gives the normalized histograms of various CUs w.r.t. the categories of duration days. We can find that in each category of duration, the frequency of occurrence for various CUs generally do not have large variance. It should be noted that the nature of the weak correlation between the transition and the duration is important for us to simplify our model, which will be shown in the following section. Table 2 gives the proportions of nonzero elements in different feature domains w.r.t various CUs. Specifically, we count the number of nonzero elements in different feature domains for each CU and normalize the counts. The proportions reflect the importance of feature domains. We can find that patient's profile, treatment, and nursing are relatively important for all CUs, which contain most of nonzero features. On the contrary, the proportion of nonzero features from medication is relatively low. For TSICU and GW, most of nonzero features concentrate in the domain of treatment.
PROPOSED METHOD
In this section, we take advantage of the properties of patient flow and propose a mutually-correcting point process to describe the transitions among CUs and the durations in them respectively. The proposed model can be viewed as a specialization of a generalized parametric point process model. It has higher capability and can represent more complicated temporal dynamics of event sequences than existing popular point processes, e.g., modulated
Poisson process [10] , Hawkes process [18] and self-correcting process [19] . A discriminative learning algorithm for the point process model is proposed, which combines the alternating direction method of multipliers and the group-lasso. Both the feature selection problem and the imbalance of data are considered in our learning algorithm. Finally, a pre-processing method for training samples is proposed to handle the data imbalance problem.
Mutually-Correcting Process Model
As aforementioned, patient flow is a time-varying transition process in continuous time. It generally has two important properties. Again, take the patient flow in Fig. 1a as an example:
High Correlation Between EHRs and Patient Flow. A typical EHR consists of a patient's profile (i.e., gender, age), her diagnose of certain diseases (i.e., ICD code), and her treatment process, e.g., medications, nursing information, the transitions and durations in various care units. It reflects the patient's status and contains very useful information for predicting patient flow. Recall the previous cases shown in Fig. 1a . For a man having coronary heart disease, the probability staying in the Coronary care unit is relatively high, while the probability staying in the Neonatal ICU is zero. On the contrary, for a premature baby, the probability staying in the Neonatal ICU is high while the probability staying in the Coronary care unit is very low. In more general cases, most of patients whose treatments involve surgeries are likely to have transitions among the Anesthesia care unit, the surgery recovery unit, and the general ward. Similarly, the duration of a patient in a CU is also dependent on her health record. The patients having chronic diseases may spend a lot of time at the general ward. The patients after surgeries may stay at the surgery recovery units for varying time according to their feedback of treatments and recovery. In summary, the patient flow is highly correlated with their EHRs. The patients' EHR can help us to predict what types of CUs they need and how long will they stay at different CUs.
Mutually-Correcting Across CUs. Staying in the Coronary care unit is likely to increase the probability transferring to the Cardiac surgery recovery unit while suppress the probability transferring to the Neonatal ICU. It reflects that the duration of previous CU has a positive or negative influence on the transitions to following CUs, which is called mutually-correcting in our work.
Therefore, both the transitions among CUs and the durations in different CUs contain mutually-correcting patterns, which are highly dependent on EHR-based features. Additionally, taking the weak correlation between the transition and the duration (Fig. 2 ) into consideration, we propose a new point process model called mutually-correcting process to model the transitions and the durations respectively. Specifically, given the event sequence
of patient u, we decouple the event ðc; dÞ into two independent events c and d, which correspond to two counting processes fN u c ðtÞg C c¼1 and fN u d ðtÞg D d¼1 . Here N u c ðtÞ is the number of events that transferring patient u to the cth CU after time t, while N u d ðtÞ is the number of events that staying in a CU d days after time t. We propose a generalized parametric model for the conditional intensity functions of these two counting processes as follows, 3 Here fðÁÞ, gðÁÞ and hðÁ; ÁÞ are predefined time functions, which describes the increase or the decay of influences over time.
Eq. (3) provides a unified framework for many useful point processes, e.g., modulated Poisson processes [20] , Hawkes processes [21] , [22] , as Table 3 shows. In our mutually-correcting process model, we set fðÁÞ ¼ expðÁÞ,
where t u I is the time stamp of the last event before time t for patient u. Our model extends traditional self-correcting process model [23] to multivariate case and further considers the temporal decay of influence from historical record. Compared with existing models, our model is more flexible. First, different from self-correcting process, whose historical influence is time-invariant, i.e., hðÁ; ÁÞ 1, our model considers the timevarying historical influence as Hawkes process does. Second, for guaranteeing models to be physically-meaningful and stable, the self-correcting process requires all parameters a a ¼ ½a a 1 ; . . . ; a a C , b b ¼ ½b b 1 ; . . . ; b b C to be nonnegative while the modulated Poisson and Hawkes process require a a ! 0 and b b 0. Our model, however, does not have such constraints. Such a relaxation increases the flexibility of our model and enhances the description power of conditional intensity function. Fig. 3 shows that the dynamics of conditional intensity function for various point processes in one-dimensional case. We can find that the conditional intensity function of modulated Poisson process is piecewise constant. A jump happens when a new event comes. However, the change of event's happening rate between adjacent events cannot be captured. Hawkes process and self-correcing process can only describe the change of event's happening rate via fixed pattern-the conditional intensity always decreases for Hawkes process and increases for self-correcting process till new event comes. Our mutuallycorrecting process, however, is more flexible, which can capture both the increase and decrease of intensity function between adjacent events.
Obviously, the conditional intensity function of our mutually-correcting process model can be rewritten as
Such a simple representation inspires us to propose the following discriminative learning method for our model with the help of multinomial logistic regression.
Discriminative Learning of Model
Traditional learning methods for point processes are generative, which aim to estimate the joint probability of all events via a maximum likelihood estimator, i.e.,
Þð1 À P ðT u ÞÞ, where pðc; d; tjH u t Þ is the conditional probability of event ðc; dÞ given historical record H u t , and P ðT u Þ is the cumulative probability transferring before T u . The parameters of the model is represented as a matrix Q Q ¼ fu u c ; u u d g c2C;d2D 2 R MÂðCþDÞ . However, the generative learning methods may lack discrimination power because it naturally cares more about the happening of the whole event sequence, than the classification or the prediction of individual events given historical record. The information of labels, e.g., the transition destination and the duration, is not fully used in the model. Additionally, the sparse and imbalanced data, e.g., the patient flow data we deal with, is insufficient for estimating the joint probability, so that the generative learning methods will be at high risk of over-fitting.
According to the analysis above, we propose a discriminative learning method for our model. Recall the problem we have: given current time t u iÀ1 and historical record H u t iÀ1 , we aim to maximize the probability that the patient x 1 e ÀwðtÀt 0 Þ b b 0 0 a a Self-correcting process e x t 1 a a; b b ! 0 0 Mutually-correcting process e x t À t I e À ðtÀt 0 Þ 2 s 2 -"-" means no constraints. 3. It should be noted that Eq. (3) can be further generalized by replacing a agðtÞ, b bhðt; t u i Þ with functional a aðtÞ, b bðtÞ. Then, the model becomes nonparametric, which is out-of-range in this paper. u stay in a CU d u i days before being transferred to the c u i th CU, i.e., pðc u i ; d u i jt u iÀ1 ; H u t iÀ1 Þ. Therefore, instead of estimating pðc; d; tjH u t Þ directly, we focus on the conditional probability pðc; djt; H u t Þ, which is the probability of event ðc; dÞ given current time t and historical record. As shown in Eq. (3), we decouple the event ðc; dÞ into two independent events c and d, so we can specialize Eq. (2) as
where pðtjH u t Þ is the conditional probability that there is an event happening at time t given historical record, and u c;d ðtÞ measures the instantaneous happening rate of the event that the patient u stay in a CU d days before being transferred to the cth CU. Focusing on the first two terms in the last row, we can find that the formulas of pðcjt; H u t Þ and pðcjt; H u t Þ in Eq. (5) are actually the normalized intensity functions.
Based on Eq. (5), we propose the following crossentropy-based loss function for our learning task
Here 1fstatementg is an indicator of returning to 1 if the statement is truth, otherwise to 0. Additionally, for exploring the relationship between the EHR-based feature and the patient flow, we consider the group sparsity of the parameter matrix of proposed model, denoted as kQ
Here each dimension of feature is treated as a group. Introducing this term as a regularizer into the loss function, we achieve feature selection simultaneously when learning model-the rows corresponding to insignificant and noisy features will be suppressed to all zeros. Because the parameters of the model for predicting destination CUs and those for predicting durations are concatenated in Q Q, the regularizer ensures that the useful features are shared via the two models. Such a feature selection strategy is also be used in [24] , [25] . In summary, we learn our discriminative point process model via solving the following optimization problem:
where g ! 0 is the weight controlling the significance of regularizer. Recalling the formula of conditional intensity function in Eq. (4), we can easily find that Eq. (7) corresponds to a problem like multinomial logistic regression with grouplasso regularization [15] . From the viewpoint of Bayesian inference, the loss function LðQ QÞ corresponds to the negative log-likelihood function of Q Q given a series of samples, and the group-lasso regularizer imposes a structural prior distribution on Q Q [26] , [27] such that the prior probability pðQ QÞ / expðÀg P M m¼1 kQ Q m k 2 Þ. We apply the idea of alternating direction method of multipliers [14] to convert the optimization problem to several sub-problems that are easier to solve. Specifically, by introducing an auxiliary variable X X and a dual variable Y Y , we obtain the augmented Lagrangian of Eq. (7) as follows:
where r > 0 is the penalty parameter. It mainly controls the convergence of ADMM algorithm [28] . trðÁÞ computes the trace of matrix. We solve it via optimizing the following sub-problems iteratively: Update Q Q: In the kth iteration, we optimize the following problem:
Applying gradient descent algorithm, we update Q Q as
where parameter b > 0 is the learning rate for updating parameters. rLj Q Q ðkÞ is the gradient of loss function LðQ Q ðkÞ Þ given current parameters Q Q ðkÞ , which is computed as
Here u;ðkÞ c ðtÞ and u;ðkÞ d ðtÞ are estimates of conditional intensity functions given current parameters.
Update X X: The optimization problem is a simple linear model with group-lasso penalty [15] , [29] , [30] :
Denote X X m as the mth row of X X. Its subgradient equations are
where s s ¼ X X m kX X ðkÞ m k 2
if X X ðkÞ m 6 ¼ 0 0 and s s is a vector with ks sk 2 < 1 otherwise. The solution of Eq. (9) iŝ
and then, X X ðkþ1Þ m is updated via
Repeating the steps above until convergence, we learn the parameter matrix of the model, and obtain pðcjt; H u t Þ and pðdjt; H u t Þ jointly. In summary, we give the scheme of our learning algorithm in Algorithm 1. Initialize Q Q ð0Þ randomly, On the other hand, although we relax the weak correlation between the transition and the duration to an independence assumption, we do not really learn pðcjt; H u t Þ and pðdjt; H u t Þ independently. With the help of the group-lasso in Eq. (7), their correlation is preserved to some degree-the group sparsity of parameters is shared via pðcjt; H u t Þ and pðdjt; H u t Þ and the parameters are updated simultaneously. It should be noted that our discriminative algorithm is not only suitable for mutually-correcting processes. Actually, we can use conditional intensity functions from arbitrary point processes to compute the conditional probabilities in Eq. (5) and the loss function in Eq. (6).
Enhancing Robustness to Imbalanced Data
As aforementioned, the imbalance of the data has a remarkable impact on the overall performance of patient work flow prediction, leading to the poor performance of duration and transition prediction of classes with minority samples (i.e., in the following experiments, the prediction accuracy of destination CUs with only a few patients transferring to CUs like ACU, FICU, TSICU, is relatively lower than other CUs with more patients like CCU, SCRU, MICU, NICU). As the 2-D case in Fig. 4a shows, the classifier trained on imbalanced data will focus more on the classification accuracy of the class having sufficient samples while ignore the errors of the class having extremely few samples.
For suppressing the negative influence of data imbalance problem, several potential solutions are proposed and analyzed in depth.
Weighted Data. A reason of the low prediction accuracy of the classes with few samples is that these classes are insignificant compared to the the classes with sufficient samples when we optimize the likelihood or loss function of the classifier. A possible way to increase the significance of the classes with few samples is adding the weights of the samples in the training phase [31] , [32] , [33] , [34] . Specifically, we can rewrite the likelihood function in Eq. Hierarchical Data. Instead of learning one multi-class classifier directly with imbalanced data, we can rank classes according to the number of training samples and learn binary classifiers hierarchically [35] , [36] . Specifically, in each step, we take the class with the largest number of training samples as "MAJORITY", and the rest samples as a single class called "MINORITY". Then, a binary classifier is trained on them and the samples of "MAJORITY" is removed from the training set. Repeating the steps above, we obtain a series of binary classifier from hierarchical data. The principle of this method is re-balancing data via merging minor classes. However, in practice, the merging step may lead the classes to be linear-inseparable, which increase the difficulty of training phase. In this case, as Fig. 4c shows, nonlinear binary classifier is required in each step, which relies on more complicated learning algorithm, e.g., kernelbased methods. When training linear classifier insistently, the classification accuracy may not be improved.
Synthetic Data. For overcoming the weaknesses of the two methods above, we propose a new method to solve the data imbalance problem. Recalling the classifier trained from weighted data, we can view the weighted data as sampling minor class repeatedly and generating identical samples. Different from directly sampling identical samples, we propose a data synthesis method: for the samples (feature vectors) in a minor class, we synthesize auxiliary samples for the class by sampling each element according to the distribution of corresponding elements of existing samples. Therefore, the auxiliary samples are similar but not identical to original ones. Supplementing these auxiliary samples to the minor classes as training samples 4 , as shown in Fig. 4d , we can enhance the robustness of the learning method to imbalanced data.
Our data synthesis method is actually based on an assumption that the dimensions of feature are independent with each other. As long as the assumption is held by original data, our method can guarantee that the auxiliary samples yields to the distribution of original data. On the contrary, the two competitors mentioned above change the distribution of data: the weighted data implicitly increases the probability of those samples in minor classes; the hierarchical data also changes the distribution of minor classes in each step. As a result, the models learned based on the data generated via these two methods have higher risk of model misspecification. In the following experiments, we will show that applying our data synthesis method as a pre-processing in the training phase, we can enhance the robustness of learning method and obtain superior testing results to its competitors.
Patient Flow Prediction
Given learned model Q Q, we can predict patient flow for each patient u simply. Specifically, given historical record H t iÀ1 , we compute pðcjt u iÀ1 ; H u t iÀ1 Þ and pðdjt u iÀ1 ; H u t iÀ1 Þ for c 2 C and d 2 D, respectively. The predicts of c u i and d u i are given aŝ
EXPERIMENTS
Baselines and Evaluations
Although there is no existing method proposed to predict patient flow based on a large amount of EHRs, we consider several alternatives that can be potentially adapted to solve our problem. These potential methods are designed for modeling transition processes in discrete or continuous time. Taking these methods as baselines, we compare our method (DMCP) with them and demonstrate its superiority. Markov Chain (MC). Taking C CUs and D duration days as states, the simplest method is treating the event sequences as two independent Markov chains for the transition and the duration, respectively. Two one-order MCs are trained, whose transition matrices are calculated via counting the transitions among various states. In the prediction phase, given initial state (i.e., current CU and previous duration time), we use the transition matrices to predict next states (i.e., current duration time and next CU).
Vector Auto-Regressive Model (VAR). Similar to the MC model, the VAR model used in this paper also captures the transitions among CUs and the durations in CUs as two independent transition processes, whose transition matrices are learned via the method in [11] . Different from the MC model, the transition matrix of the VAR model does not have probabilistic interpretation but is more flexible.
Continuous-Time Markov Chain (CTMC). The CTMC [13] , as a special type of semi-Markov model [37] , also models the transition among CUs as a markov process. In this application, the transition process among CUs is modeled as a Markov chain in continuous time, whose transition probability is time-varying. In the prediction phase, the destination CU is predicted according to previous CU and current transition matrix, and the duration in current CU is predicted via the interval between adjacent transitions.
Logistic Regression (LR). Using the feature extracted from EHRs, we can treat the prediction of CU patient flow as a classification problem. Specifically, two multi-class classifiers are trained independently via multinomial logistic regression (or called softmax regression) for destination CUs and duration days, respectively. In the training set, for each label c u i (or d u i ), the feature is ½f f u> 0 ; f f u> i > . Hawkes Processes (HP). Taking the transitions among CUs as event sequences, the parametric Hawkes process model [21] is implemented, where the conditional intensity function is shown in Table 3 . Different from our method, the Hawkes process is learned in a generative way-the likelihood of the whole event sequence is maximized via the maximum likelihood estimator (MLE), i.e., max Q Q Q u Q i pðc u i ; d u i jH u t Þð1 À P ðT u ÞÞ. In the prediction phase, given historical record H u t , we compute the intensity of CUs, u c ðtÞ, is computed in the time interval ½t; t þ D, the predictions of next event ðc; dÞ are obtained via max ðc;dÞ2CÂD R tþd tþdÀ1 u c ðsÞds. Modulated Poisson Processes (MPP). The MPP method replaces our mutually-correcting process with the modulated Poisson process shown in Table 3 . In the learning phase, the multinomial logistic regression is applied as we did while the group-lasso is not considered. From the viewpoint of methodology, this method can be viewed as a point process-based interpretation of the generalized logit model of Markov chain in [10] .
Self-Correcting Process (SCP). Similar to the MPP method, the SCP method replaces our mutually-correcting process with the self-correcting process shown in Table 3 . In the learning phase, the multinomial logistic regression is applied as we did while the group-lasso is not considered.
The baselines above can be categorized into three classes: the MC, VAR, and CTMC methods are feature-independent, which merely rely on temporal information; the LR is history-independent, which merely relies on the EHR-based feature generated at current time while ignores historical record; the HP, MPP, SCP, including our DMCP are point process-based methods. Specifically, the MPP, SCP, and our DMCP can be viewed as extensions of the LR method, which merge current features with historical ones via various point process models. Additionally, our method is the only one introducing group-lasso into learning algorithm.
For evaluating the significance and the performance of pre-processing of imbalanced data, we consider our DMCP method with various pre-processing methods, including the weighted data+DMCP (WDMCP), the hierarchical data+DMCP (HDMCP), and the proposed synthetic data+DMCP (SDMCP). The SCP with synthetic data SSCP is also tested to prove the universality of our preprocessing method.
Using the proposed data representation method, we can extract a large amount of feature-label pairs from event sequences, e.g., ðf u t iÀ1 ; c u i ; d u i Þ, where f u t iÀ1 is the feature of patient u containing her historical information before time t iÀ1 , c u i is her destination CU after t iÀ1 , and d u i is the duration time in c u i accordingly. Given all these pairs, we train and test all the methods via 10-fold cross validation. Specifically, we use 90% of the data for training and the remaining 10 percent for testing randomly. The training data is further divided into 10 folds. For each method, its model is trained via 10 trials. In each trial, the nine-fold data is used to train the model while the rest is for validation. The final model is the average of 10 training results.
For evaluating various methods comprehensively, we apply the following measurements:
Prediction Accuracy: The prediction accuracy AC c for each CU c and the overall accuracy AC C are calculated as
#ftransitions to cg #ftotal transitionsg AC c :
The prediction accuracy AC d for each duration category d and the overall accuracy AC D are calculated in the same way.
Relative Simulation Error: Given trained model, we can simulate patient flow following existing data. Specifically, given historical patient data, we simulate the daily number of patients in each CU within the following week. The relative simulation error of patient flow Err c for each CU c and the overall relative error Err C are calculated as
where N c;d (N d ) is the real number of patient in each CU (all CUs) in the dth day, andN c;d (N d ) is the simulation result. It should be noted that we also try to learn joint probability pðc; djt; H u t Þ directly. As we analyzed in the end of Section 3.3, such a method will lead to serious over-fitting problem-even on the pre-processed data, the prediction accuracy for each ðc; dÞ pair is no more than 0.31, and the simulation error is larger than 0.45. Compared with the result of our method shown below, the performance is too bad to be applicable.
The Robustness of Algorithm to Parameters: The influences of parameters on our learning algorithm are investigated. Specifically, we give a strategy for selecting learning rate b and analyze the function of the bandwidth of Gaussian kernel s in our mutually-correcting process model. The weight of regularizer g and the weight of augmented Lagrangian r are also analyzed.
Comparison Results
We compare our DMCP method with other competitors on predicting destination CUs and duration days in current CUs, and simulating the dynamics of patient flow. The prediction results are shown in Fig. 5 , and the relative simulation errors are shown in Fig. 6 . The numerical results of overall prediction accuracy and simulation error are shown in Tables 4, 5, and 6. Experimental results of these three tasks show that our DMCP method obtains superior results in most situations and outperforms other methods. Furthermore, adding proposed data synthesis method as the preprocessing of training data, our SDMCP method further improves the testing results. Specifically, we can find that:
1) According to Figs. 5 and 6, and Tables 4 and 5, we can find that our DMCP methods obtain the highest overall prediction accuracy and the lowest simulation error. Compared with the second best methods, i.e., the HP for predicting destination CUs and the MPP for predicting duration days, our DMCP achieves improvements over 4 and 11 percent respectively. The encouraging results demonstrate that our mutually-correcting process model is suitable for describing patient flow.
2) The feature-independent methods (MC, VAR and CTMC) perform poorly in all three tasks. Because of the imbalance of data, there are insufficient transition processes involving those rarely-used CUs. For these CUs, the transition probabilities learned via MC and CTMC and the transition coefficients learned via VAR are unreliable. For example, in Fig. 5a , we can find that these methods only obtain high accuracy for general ward because it is contained via most patients' transition processes. For other CUs, however, the prediction accuracy is almost zero in most situations. Similar phenomenon can also be observed in the prediction results of duration days-only the one-day situation is predicted with high accuracy while the rest situations cannot be predicted.
3) Compared with feature-independent methods, the LR method improves the testing results greatly, which demonstrates the importance of EHR-based features for predicting patient flow. Applying EHR-based features suppresses the negative influence caused by imbalanced data and improves the prediction results of the classes having insufficient samples. Specifically, in Fig. 5 we can find that LR outperforms MC, VAR, and CTMC in most situations, whose overall accuracy is improved over 20 percent in both prediction tasks. 4) The point process-based methods (HP, MPP, SCP, and our DMCP) further improve the prediction accuracy for both two learning tasks because of considering the temporal influences of historical features on current predictions. Specifically, the HP method trains a Hawkes process model in a generative way, and the joint probability pðc; d; tjH u t Þ is estimated. However, as aforementioned, such a generative learning method is sensitive to the insufficiency and imbalance of data. As a result, the predictive model does not work when it comes to predict the classes having few samples, i.e., ACU, FICU, and TSICU in Fig. 5a , and the duration with seven-day in Fig. 5b . On the contrary, the discriminative learning methods (MPP, SCP and our DMCP) are more robust, which improves prediction results in most situations, especially the classes having few samples. 5) Adding suitable pre-processing in the training phase indeed enhances the robustness of our DMCP method to imbalanced data and improves the testing results. In Tables 4, 5 , and 6, we can find that because of the weaknesses analyzed in Section 3.3, WDMCP and HDMCP are slightly inferior to original DMCP method. Fig. 5 illustrates the reason obviously: while the prediction accuracy for those minor classes, i.e., the ACU, FICU in Fig. 5a and the 4-day in Fig. 5b , is improved, the performance on major classes degrades more, i.e., the CSRU, NICU in Fig. 5a and the 2-and 3-day in Fig. 5b . For WDMCP, increasing the weight of some training samples, especially for some minority sample classes with only a few samples, may lead to over-fitting of the classifier, so the performance is bad when it comes to the testing set that may only have a slight difference from the training set. For HDMCP, the performance is degraded because the linear-inseparable property of MINORITY class in each step increases the difficulty of training. The proposed SDCMP, on the contrary, improves the result of minor classes and avoids the degradation of the result of major classes jointly, which obtains even better results than original DMCP-both the AC C and AC D increase over 3 percent and the Err C is reduced to 0.183.
Additionally, all the methods above are stable with the change of training data. In the case of Using 10-fold cross validation, the fluctuations of their testing results are all within AE0:01.
Feature Selection Result
As aforementioned, our method achieves feature selection via group lasso. Treating each dimension of feature as a group, we measure the importance of each group via the amplitude of the coefficient associated with the group, denoted as jQ Q m j. The large amplitude means that the change of feature corresponding to the coefficient has a large influence on the prediction result. Specifically, when the coefficient is zero, it means that the corresponding feature does not change the conditional intensity function, and therefore, has no influence on the transition to the destination CU and the duration time. When the coefficient is positive, it means that the corresponding feature will increase the conditional intensity function. Such a feature (profile, treatment, nursing operation, or medication) increases the probability that transiting patients to certain CUs and staying certain days. On the contrary, when the coefficient is negative, the corresponding feature decreases the probability of certain transition events.
Figs. 7a and 7b visualize the coefficients in different feature domains w.r.t. various learning tasks. We can find that most of the time-varying features related to treatments are selected via at least one learning task while the time-invariant features (personal profile) and the time-varying features related to nursing programs and medications focused on certain parts. Another interesting observation is that many features have negative coefficients. It means that these features suppress the transitions among CUs and lengthen the duration in current CU. We think these phenomena are reasonable based on the following reasons. 1) The treatments are the most influential factors for the patient flow, whose progresses and feedbacks impact on the transitions between CUs and the durations in them greatly. Therefore, it is natural that most of features in this domain are with large parameters. 2) The features across different dimensions in the personal profile domain are likely to be correlated with each other, i.e., a certain disease's diagnose is correlated with patient's age and gender. Therefore, only a part of features in this domain are selected. 3) Similarly, nursing programs and medications are highly correlated with the treatments. When most of features related to treatments are selected, only a part of them are useful. 4) Some diseases and corresponding treatments require patients to stay at certain CUs for a long time. When the treatments, nursing operations, or medications happen, the patients are unlikely to transit to other CUs in few days.
Impacts of Parameters
The parameters in our method are the learning rate of gradient descent b, the bandwidth of Gaussian kernel s in our mutually-correcting process model, the weight of grouplasso g, and the weight of augmented Lagrangian r. The learning rate b controls the step length of gradient descent. Too large b will lead our algorithm to be unstable while too small b will lead our algorithm to converge too slowly. Following the work in [38] , we set the learning rate b decays with rate Oðk À1 Þ, where k is the number of iteration. Its initial value for our work is set as 10 À4 .
The parameter s controls the importance of historical EHR-based features. When s is large, the kernel expðÀ ðtÀt 0 Þ 2 s 2 Þ decays slowly, which means the temporal influence of historical events will exist for a long time. In an extreme case that s ! 1, the kernel will tend to be 1, and our mutually-correcting process model will ignore the temporal difference among historical events and degrade to a self-correcting process. On the contrary, when s is small, the kernel decays rapidly and the influence of historical events will be short. In the case that s ! 0, our model will only consider the feature at current time and our learning algorithm will be similar to the LR method mentioned above. For achieving a trade-off, we set s as the mean of duration days in our work.
We also investigate the robustness of our method to the changes of g and r. The parameter g controls the importance of group-lasso. In the case that the features of data indeed yield to the assumption of group sparsity, a suitable g will regularize model well and improve the result of feature selection, while too large or too small r will cause the misspecification of model. Fig. 8a gives the overall AC of our method w.r.t. the change of g. We can find that the learning result is relatively stable in a wide range of g and the result corresponding to g ¼ 1 is slightly better than others.
The parameter r reflects the importance of augmented Lagrangian. It mainly controls the convergence rate of ADMM algorithm [28] . Fig. 8b gives the overall AC of our method w.r.t. the change of r. We can find that the learning result is very stable in a wide range of r. A slightly degradation happens when we set a large r. In such a situation, the step length in Eq. (8) will be too large and cause the oscillatory updating around the optimal point.
In summary, our SDMCP method is robust to these two parameters. According to Fig. 8 , we set g ¼ 1 and r ¼ 1 empirically.
RELATED WORK
EHR and Feature Representation
A typical electronic health record consists of a patient's profile (i.e., gender, age), her diagnose of certain diseases (i.e., ICD code), and her treatment process, e.g., medications, nursing information, the transitions and durations in various care units. An important application driven via EHRs is extracting characteristic features of physiology in clinical data, or called phenotyping [39] . In [40] , the temporal phenotyping from EHRs is achieved by a graph-based model, where a temporal graph of patients' events (i.e., diagnoses and treatments of diseases) is constructed and phenotypes are extracted via decomposing the adjacent matrix of the graph. In [41] , a binary tensor indicating patients' diagnose and the medications they used is given and phenotypes are extracted via non-negative factorization of the tensor with sparse constraints. In [42] , the deep computational (a) When we investigate the robustness of our method to g, we set r ¼ 1. (b) When we investigate the robustness of our method to g, we set g ¼ 1. phenotyping is achieved via stacked autoencoder. All these works can be viewed as feature extraction methods for EHRs. The feature obtained via these works can be further applied to other problems like constructing disease network [43] and modeling patient flow [44] that we care in this paper.
Patient Flow and Traditional Models
Many patient flow models based on EHRs have been proposed for recent years. The early work in [45] models patient flows from a viewpoint of treatment processes and proves that the treatment clustering information helps to model patient flow in emergency departments indeed. Following this strategy, the information of patients' treatment types is used to estimate the crowdedness of emergency departments in [46] . For example, the workflow of emergency departments is modeled based on the features extracted from patients' EHRs in [47] and the work is further specialized for pediatric asthma patients in [44] . Additionally, the visualization and analysis of patient flow are achieved jointly in [48] , [49] based on patients' EHRs. Most of methods above are based on EHRs formulated as time series. Many traditional models, such as Markov chain (MC) model [10] , vector autoregressive (VAR) model [11] , [50] , [51] and hidden Markov model (HMM) [12] , [52] , [53] , can be used to model patients' transition processes among different states. However, the works above mainly focus on modeling the flow of patients having a certain kind of diseases from discrete time series or aggregate data. None of them attempt to model general patient flow in continuous time.
Continuous-Time Models
Recently, many efforts have been made to extend the models above from discrete time domain to continuous one. The continuous-time Markov chain (CTMC) is proposed in [54] to model the Markov chain in continuous time domain, which can be viewed as a special case of semi-Markov models [37] . Similarly, a hidden Markov model in continuous time domain is proposed in [55] . Focusing on e-health related applications, these continuous-time models have been widely used to analyze EHRs. For example, in [43] , [56] , Hawkes process-based models are proposed to capture the temporal triggering patterns between diseases. A continuous-time HMM is proposed in [55] to model the progression of diseases.
Point processes are a kind of classic tools for modeling continuous-time event sequences [16] . Many different point processes have been proposed for various applications, e.g., the Hawkes processes for social network modeling [21] , [57] , [58] and information system analysis [18] , [22] , and the self-correcting processes for earthquake prediction [23] , [59] and vision perception model [19] . An advantage of these point process models is considering the influence of all historical events on current one, which make these models outperform traditional low-order Markovian models. Recently, some works start to apply point process-based model to analyze EHRs for health information systems [56] , [60] .
As aforementioned, it is surprising that very few works make attempts to model and predict patient flow via a continuous-time model. Additionally, from the viewpoint of methodology, all the methods above are generative. The joint distribution of all transitions in the continuous domain are learned via the maximum likelihood estimator. However, because of the following two reasons, sometimes it is necessary for us to propose a discriminative model. One reason is in some learning tasks, e.g., predicting future transitions, we care more about the conditional probability of current transition given historical transitions rather than the joint probability of all transition events. The other is facing sparse or imbalanced data, learning a generative model may suffer to serious over-fitting problem. Unfortunately, the discriminative learning methods for continuous-time models like point processes are not explored in depth.
Imbalanced Data Processing
Many methods have been proposed to learn models from imbalanced data. Generally, these methods can be categorized into two classes. One kind of the methods is merging minor classes together and learning binary classifiers stepby-step [35] , [36] . Another is weighting training samples to re-balance data [31] , [32] , [34] , where the samples in the minor classes have large weights while those in the major ones have small weights. This kind of methods are extended recently in [33] . The weights are added to unlabeled samples when training logistic regression, which can be viewed as the prior knowledge of model. More recently, the imbalanced data processing methods based on auxiliary samples are proposed. In [61] , a classifier based on semi-supervised dictionary learning is proposed for the classes with extremely few samples. Unlabeled samples are used as auxiliary samples in the training phase and added to minor classes adaptively. Focusing on the problem of data synthesis, auxiliary data is generated based on the manifold learning in [62] , [63] . However, they do not consider the data imbalance problem in the classification task.
CONCLUSION
Focusing on predicting patient flow, we propose a novel mutually-correcting process model and its discriminative learning algorithm in this paper. Our mutually-correcting process model improves the flexibility of existing parametric point process models, which reflects the properties of patient flow. The proposed discriminative learning algorithm combines multinomial logistic regression with grouplasso, and achieves feature selection during learning model. We also consider the data imbalance problem in the realworld dataset and propose a novel pre-processing method for training samples, which greatly improves the learning result. Compared with the state-of-art methods, our method obtains superior prediction results on real-world data set, which has potential to predict overcrowdedness or conflicted usage of CUs in practical situations. Our method is applicable to modeling a patient's need for various "care teams" within the CU (critical care nurses, a pharmacist, a nutritionist, respiratory therapists, consultants, social workers and case managers, clergy, etc), which will further improve care management and coordination for patients with multiple chronic conditions.
It should be noted that the proposed work is a first step towards our goal that predicting and managing patient flow. Many problems are not completely solved, which will be our future work. For example, although our method is superior to other competitors in most situations, we can find that for the transitions and the duration days happening with low frequency, the prediction results obtained by our method are still unsatisfying. It means that the robustness problem to imbalanced data is still not completely solved, which is one direction of our future research work. Another problem is the prediction accuracy of duration time. Currently, we can merely predict the duration time accurate to "day", which is too coarse for practical situations. In the future, we will make efforts to extend our methodology and further improve the prediction accuracy of duration time. Additionally, we also plan to extend our mutually-correcting process to a nonparametric model. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
