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1 Abstract
In this paper, we generalized the known Laplace-transform final-value theorem.
From our conclusion, one can deduce the existing results in [1, 3, 12]. By using
final value theorem, we give a new proof that Caputo fractional differential
equations have no nonconstant periodic solution.
2 Introduction
The final value theorem is an extremely useful result in Laplace transform the-
ory. The final value theorem provides an explicit technique for determining the
asymptotic value of a signal without having to first invert the Laplace trans-
form to determine the time signal[1].The theorem have been applied in control
systems,queuing theory,ergodic physical[6].
The standard assumptions for the final value theorem[2] require that the
Laplace transform result have all of its poles either in the open left half plane
or at the origin,with at most a single pole. In this condition, the time function
has a finite limit, then one can have
lim
s→0
sF (s) = lim
t→∞
f(t), (1)
where F (s) = L{f}(s)(see definition 3.1) and s approach zero through the right
half plane.
In the standard final value theorem ,we need both side limit in (1) should
exist. In [1], the authors publicize and prove the ”infinite-limit” version of the
final value theorem which can be applied to irrational functions well. In [3],the
authors consider a function f(t) which is periodic or asymptotically equal to a
sum of periodic functions, then
lim
s→0
sF (s) = 〈f〉 = lim
t→∞
∫ t
0 f(u)du
t
. (2)
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Clearly,(2) is a generalization of (1). But for some function like f(t) = t2 sin(t)(see
example 4.3), (1) and (2) both can’t work.
In this paper,we general the results in [3] to the general case which can be
used to more functions. The existence of periodic solution is a desired property
in fractional dynamical systems. By using the final value theorem of periodic
function, we can prove that Caputo fractional differential equations have no
nonconstant periodic solution.
3 Preliminaries
In this section,we introduce some definitions and results which will be useful
throughout the paper. One can see [4, 5, 13] for more details. In this paper, we
always assume that s ∈ C and s → 0 means s approach zero through the right
half plane.
Definition 3.1 If f is piecewise continuous on [0,∞) and of exponential or-
der c > 0,then Laplace transform L{f}(s) exists for ℜ(s) > c and converges
absolutely.
F (s) = L{f}(s) =
∫ ∞
0
e−stf(t)dt. (3)
Definition 3.2 Let α > 0, [a, b] ⊂ R and x : [a, b]→ R be a measurable function
and such that
∫ b
a
|x(τ)|dτ < ∞.The Riemman − Liuville fractional integral
operator of order α
(aI
α
t x)(t) =
1
Γ(α)
∫ t
a
(t− τ)α−1x(τ)dτ. (4)
in which Γ(·) is Gamma function. Set aI
0
t x(t) = x(t). From the definition,one
can have
aI
α
t · aI
β
t f(t) = aI
α+β
t f(t). (5)
Definition 3.3 The α-order Caputo’s-fractional derivative is defined by
(caD
α
t x)(t) = aI
m−α
t
dmx(t)
dtm
, (6)
where m = ⌈α⌉,m ∈ N+. x(t) ∈ L1([a, t]). When α = m,m ∈ N, define Dmt =
dm
dtm
.
Lemma 3.4 ([5, p.61]) Let f(t) is continuous and exponential bounded in [0,∞),
F (s) = L{f}(s) and s0 is a point in the region of convergence of F (s), l is a
positive number,and if
F (s0 + nl) =
∫ ∞
0
e−(s0+nl)tf(t)dt = 0, (n = 0, 1, 2, · · · ), (9)
then
f(t) ≡ 0.
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4 Main Result
In this part,we will prove the generalized Laplace final value theorem. We give
an example to illustrate our results.
Theorem 4.1 Let f(t) ∈ L1loc(R
+) and F (s) = L{f}(s). If F (s) doesn’t have
poles in the open right half plane and lim
s→0
sF (s) exists, then ∀α ≥ 0
lim
s→0
sF (s)
α+ 1
= lim
s→0
sL{
Γ(α+ 1)0I
α+1
t f(t)
tα+1
}(s), (10)
and if ∃α0 ≥ 0, s.t. lim
t→∞
Γ(α0+1)0I
α0+1
t f(t)
tα0+1
exists,then
lim
s→0
sF (s)
α0 + 1
= lim
t→∞
Γ(α0 + 1)0I
α0+1
t f(t)
tα0+1
. (11)
Proof. (I) In fact, we have
L{
Γ(α+ 1)0I
α+1
t f(t)
tα+1
}(s) =
∫ ∞
1
F (su)
u
(1−
1
u
)αdu,
then we only need to prove
lim
s→0
s
∫ ∞
1
F (su)
u
(1−
1
u
)αdu = lim
s→0
sF (s)
α+ 1
.
(i) If lim
s→0
F (s) = ∞,and lim
s→0
sF (s) exists,we can know that s = 0 is the
simple pole of F (s), for ∀γ ≥ 0
lim
s→0
∫ ∞
1
F (su)
uγ+1
du =∞, lim
s→0
∫ ∞
1
|sF (su)|
u
du <∞. (12)
(a) when α is non-negative integer number,
∫ ∞
1
F (su)
u
(1−
1
u
)αdu =
α∑
j=0
Cjα(−1)
j
∫ ∞
1
F (su)
uj+1
du
hence
lim
s→0
s
∫ ∞
1
F (su)
u
(1−
1
u
)αdu =
α∑
j=0
Cjα
(−1)j
j + 1
lim
s→0
sF (s) = lim
s→0
sF (s)
α+ 1
,
in which lim
s→0
s
∫∞
1
F (su)
uj+1
du = lim
s→0
sj+1
∫∞
s
F (v)
vj+1
dv = lim
s→0
sF (s)
j+1 is used.
(b) when α is a positive fraction,
∫ ∞
1
F (su)
u
(1−
1
u
)αdu =
∫ ∞
1
F (su)
u
[1 +
∞∑
n=1
(−α)n
n!
1
un
]du,
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where (−α)n =
n−1∏
j=0
(j − α) = Γ(n−α)Γ(−α) . Since
|Γ(z + a)/Γ(z + b)| ∼ |z|a−b, |z| → ∞, | arg(z)| < pi − ε, ε > 0. (13)
([7, p.33]) and u > 1, one can find K > 0, so that
∞∑
n=1
|
(−α)n
n!
1
un
| ≤
∞∑
n=1
K
nα+1
.
Since
∞∑
n=1
K
nα+1
exists and with (12), we can exchange the order of calculus and
limit, then
lim
s→0
s
∫ ∞
1
F (su)
u
(1−
1
u
)αdu = lim
s→0
sF (s)
∞∑
n=0
(−α)n
n!
1
n+ 1
= lim
s→0
sF (s)
α+ 1
.
(ii) If lim
s→0
|F (s)| < ∞, then lim
s→0
sF (s) = 0. According with lim
ℜs→∞
F (s) =
0,we have
lim
s→0
∫ ∞
1
F (su)
u
du =∞, lim
s→0
∫ ∞
1
|F (su)|
uγ
du <∞, γ > 1.
By using the same method with (i),we can acquire (10).
(II) When lim
t→∞
Γ(α0+1)0I
α0+1
t f(t)
tα0+1
exists, then by using (1),we have
lim
s→0
sF (s)
α0 + 1
= lim
t→∞
Γ(α0 + 1)0I
α0+1
t f(t)
tα0+1
.
Remark 4.2 In many applications, it may be hard to find the α0.But if f(t)
is a bounded, periodic function and of period T > 0, we can choose α0 = 0
as the smallest number which can make (11) success. In fact,we denote g(t) =
f(t) − 1
T
∫ T
0
f(τ)dτ ,one can easily check that
∫ a+T
a
g(τ)dτ = 0, ∀a ≥ 0. When
t ∈ ((n− 1)T, nT ], n = N+,
|
∫ t
0 g(τ)dτ
t
| = |
∫ t
(n−1)T
g(τ)dτ
t
| ≤
∫ T
0 |g(τ)|dτ
t
→ 0, t→∞.
which means
lim
t→∞
∫ t
0
f(τ)dτ
t
=
∫ T
0
f(τ)dτ
T
.
Hence
lim
s→0
sF (s) =
∫ T
0 f(τ)dτ
T
. (14)
If f(t) is also differentiable over a period,then
lim
s→0
L{f ′(t)}(s) =
∫ T
0
f(t)dt
T
− f(0+). (15)
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Example 4.3 Let f(t) = tq sin(ωt), q ≥ 0, ω > 0, F (s) = L{f}(s), then for
∀α ≥ q, we have
lim
s→0
sF (s)
α+ 1
= lim
t→∞
Γ(α+ 1)0I
α+1
t f(t)
tα+1
= 0.
Proof. Let f(t) = tq sin(ωt), then by (3),one can have
F (s) =
Γ(q + 1)[(s+ iω)q+1 − (s− iω)q+1]
2i(s2 + ω2)q+1
.
F (s) doesn’t have poles in the open right half plane and lim
s→0
sF (s) = 0. By using
theorem 4.3, there exists α ≥ 0, so that
lim
t→∞
Γ(α+ 1)
tα+1
0I
α+1
t t
q sin(ωt) = 0.
In fact,we choose α ≥ q. By using the formula 3.385 in [9, p.349],one can have
Γ(α+ 1)
tα+1
0I
α+1
t t
q sin(ωt) =
∫ 1
0
(1− u)α(tu)q sin(ωtu)du
= B(α+ 1, q + 2)ωtq+1
∞∑
n=0
( q2 + 1)n(
q+3
2 )n
(32 )n(
q+α+3
2 )n(
q+α
2 + 2)n
(−ω
2t2
4 )
n
n!
,
in which B(·, ·) is beta function[7]. According with (13),
( q2 + 1)n(
q+3
2 )n
(32 )n(
q+α+3
2 )n(
q+α
2 + 2)n
≤
1
nα+1
≤ 1, n→∞.
so one can find proper M > 0, so that
∞∑
n=0
( q2 + 1)n(
q+3
2 )n
(32 )n(
q+α+3
2 )n(
q+α
2 + 2)n
(−ω
2t2
4 )
n
n!
≤Me−
ω2t2
4 ,
hence
lim
t→∞
|
Γ(α+ 1)
tα+1
0I
α+1
t t
q sin(ωt)| ≤ lim
t→∞
MB(α+ 1, q + 2)ωtq+1
e
ω2t2
4
= 0.
5 Nonexistence of nonconstant periodic solutions
in fractional-order dynamical systems
The existence of periodic solutions is a desired property in fractional dynamical
systems. Some results have been investigated in [10, 11]. In this paper, we give
a new method to study the period solutions of the following scalar fractional
system {
c
0D
α
t x(t) = f(x(t)), t ≥ 0, α ∈ (0, 1).
x(0) = x0.
(16)
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Theorem 5.1 Fractional system (16) has no nonconstant periodic solution.
Proof. If x(t) is a nonconstant periodic solution of (16) and of period T >
0,which means c0D
α
t x(t) will be periodic function with same period, then
L{c0D
α
t x(t)}(s) =
1
s1−α
L{x′(t)}(s).
By using (14) and (15),
⇒ 0 = lim
s→0
sαL{x′(t)}(s) = lim
s→0
sL{c0D
α
t x(t)}(s) =
∫ T
0
c
0D
α
t x(t)dt
T
which means ∫ T
0
(T − τ)1−αx′(τ)dτ = 0.
let τ = T (1− e−
(n+1)u
1−α ), n = 0, 1, 2, · · · , then∫ ∞
0
e−(n+1)
2−α
1−αux′(T (1− e−
(n+1)u
1−α ))du = 0.
If we denote s0 = l =
2−α
1−α , by using lemma 3.4,one can know that x
′(T (1 −
e−
(n+1)t
1−α )) ≡ 0,which means x(t) ≡ constant. That would be a contradiction
with x(t) is a nonconstant periodic solution. So fractional system (16) has no
nonconstant periodic solution.
Remark 5.2 From the definition of Caputo derivative, one can easily check that
when n − 1 < α < n, n ∈ Z+, the theorem 5.1 can also be true. By using this
method, the conclusion is also true for the multidimensional fractional systems.
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