The uniform electron gas at finite temperature is of high current interest for warm dense matter research. The complicated interplay of quantum degeneracy and Coulomb coupling effects is fully contained in the pair distribution function or, equivalently, the static strucutre factor. By combining exact quantum Monte Carlo results for large wave vectors with the long-range behavior from the Singwi-Tosi-Land-Sjölander approximation, we are able to obtain highly accurate data for the static structure factor over the entire k-range. This allows us to gauge the accuracy of previous approximations and discuss their respective shortcomings. Further, our new data will serve as valuable input for the computation of other quantities.
Introduction
Over recent years, there has emerged a growing interest in warm dense matter (WDM) -an exotic state where strong electronic excitations are realized at solid state densities [1] . In addition to astrophysical applications such as planet interiors [2, 3] and white dwarf atmospheres, such extreme conditions are now routinely created in the lab, e.g., in experiments with laser excited solids [4] or inertial confinement fusion [5, 6, 7] . Despite this remarkable experimental progress, a rigorous theoretical description remains notoriously difficult due to the simultaneous presence of three physical effects: (1) strong electronic excitations, (2) Coulomb coupling effects, and (3) fermionic exchange. This is typically expressed by two parameters being of the order of unity: the degeneracy temperature θ = k B T /E F (with E F = k 2 F /2 and k F = (9π/4) 1/3 /r s being the Fermi energy and wave vector, respectively) and the Brueckner (coupling) parameter r s = r/a B with r and a B being the mean interparticle distance and Bohr radius, respectively.
Of particular importance is the calculation of the thermodynamic properties of the uniform electron gas (UEG), which is comprised of Coulomb interacting electrons in a homogeneous neutralizing background. However, this has turned out to be surprisingly difficult. The extension of Quantum Monte Carlo (QMC) methods, which have been employed to obtain very accurate data in the ground state already three decades ago [8, 9] , to finite temperature is severely limited by the fermion sign problem [10, 11] . It was only recently that the combination of two novel methods (configuration path integral Monte Carlo [CPIMC] [12, 13] and permutation blocking path integral Monte Carlo [PB-PIMC] [14, 15] ) that are available at complementary parameter ranges allowed to conduct the first unbiased simulation of the UEG. At first, these efforts were limited to a finite number of electrons N in a finite simulation cell of volume V , see Refs. [16, 17] . In practice, however, one is interested in the thermodynamic limit, which is given by the limit of an infinite number of particles at fixed density (or, equivalently, fixed r s ). This was realized by combining QMC data, which exactly incorporates all short-range exchange-correlation effects, but cannot capture the long-range effects due to the finite simulation cell, with the linear response theory, which is exact precisely in this limit [18, 19, 20, 21] . The resulting accurate data for the UEG in the thermodynamic limit have subsequently been used to construct a complete parametrization of the exchange-correlation free energy with respect to temperature, density and spin-polarization over the entire warm dense matter regime [22, 23] .
In this work, we further explore this strategy to investigate the static structure factor (SSF), S(k), of the UEG at warm dense matter conditions. In particular, we construct cubic basis splines to combine the SSF from the Singwi-Tosi-Land-Sjölander theory (STLS) [24, 25, 26] , which is exact in the limit of small wave vectors (k → 0) [27] , with the exact QMC data elsewhere. These new extensive data for S(k) are subsequently compared both to the random phase approximation (RPA) [28] and the full STLS results themselves over two orders of magnitude of the coupling parameter r s and for three different temperatures. This allows us to gauge the performance of the dielectric approximations and to show when they break down.
Theory

The Uniform Electron Gas
The uniform electron gas is defined as an infinite system of Coulomb interacting electrons in a uniform positive background ensuring charge neutrality. Since QMC simulations are only posslibe in a finite simulation cell with box length L and volume V = L 3 , we employ periodic boundary conditions and the standard Ewald summation to take into account the interactions of the electrons with the infinite array of periodic images. Since PB-PIMC and CPIMC are formulated in coordinate space and momentum space, respectively, both representations of the UEG Hamiltionian are given. We assume Hartree atomic units throughout this work.
Coordinate representation of the Hamiltonian
Following Refs. [29, 15] , we express the Hamiltonian for N = N ↑ + N ↓ unpolarized (N ↑ = N ↓ ) electrons in coordinate space aŝ
with the Madelung constant ξ M and the periodic Ewald pair interaction
Here R = n 1 L and G = n 2 /L denote the real and reciprocal space lattice vectors, respectively, with n 1 and n 2 three-component vectors of integers, and κ denotes the (freely adjustable) Ewald parameter.
Hamiltonian in second quantization
In second quantization with respect to spin-orbitals of plane waves,
and σ i ∈ {↑, ↓}, the Hamiltonian, Eq. (1), is expressed aŝ
Here, the antisymmetrized two-electron integrals are defined as w − ijkl = w ijkl − w ijlk , with
and the Kronecker deltas ensure both momentum and spin conservation. The first (second) term in the Hamiltonian, Eq. (4), describes the kinetic (interaction) energy. As usual, the operatorâ † i (â i ) creates (annihilates) a particle in the (spin-) orbital |k i σ i .
Quantum Monte Carlo Simulations
The task at hand to be solved using QMC methods is the calculation of canonic expectation values (temperature T , volume V , and particle number N are fixed), that follow from the canonic partition function
withρ = e −βĤ being the canonic density operator and the inverse temperature β = 1/k B T . In particular, the thermodynamic expectation value of an arbitrary observableÂ can be written as
The underlying idea of both the CPIMC and the PB-PIMC method is to find a representation of the partition function Eq. (6) of the form
i.e., as a sum or integral over some, in general, high-dimensional variable C, which is denoted as a configuration. The function W (C) is the corresponding "configuration weight", which must be of a form that can be readily evaluated. The latter specification is not trivial as, for interacting electrons, the matrix elements of the density operator are not known when quantum effects are not negligible. Once a representation of the form of Eq. (8) is found, the thermodynamic expectation value, Eq. (7), becomes
with A(C) being the so-called Monte Carlo estimator. In practice, we use the Metropolis algorithm [30] to generate a set of N MC random configurations {C 1 , . . . , C NMC } that are distributed according to the probability P (C) = W (C)/Z, which is possible without explicit knowledge of the normalization Z. The Monte Carlo estimate for the thermodynamic expectation value from Eq. (9) is then given by
which, in the limit of infinitely many random samples, N MC → ∞, becomes exact
where the Monte Carlo error for any finite number of samples is given by
Since the Monte Carlo estimates are exact within this statistical uncertainty, which is known accurately as well and can be made arbitrarily small by generating more random configurations, QMC simulations are often denoted as "quasi-exact". Unfortunately, quantum Monte Carlo simulations of electrons are not so straightforward as we shall briefly illustrate in the following. Due to the antisymmetry of the many-fermion wave function under exchange, the weight function W in Eq. (8) can be both positive or negative. This, in turn, means that P (C) = W (C)/Z cannot be interpreted as a probability, which must be strictly positive. In order to still be able to use the Metropolis algorithm, we switch to a modified configuration space (indicated by the "prime" symbols) where the configurations are sampled according to the modulus weights
and the definition of the modified expectation value
The unbiased fermionic expectation value (9) is then given by
where S(C) = W (C)/|W (C)| is the so-called sign and, thus, S = Ŝ the "average sign" of the corresponding Monte Carlo simulation. It is important to note that the statistical uncertainty of the Monte Carlo estimation according to Eq. (15) is (in leading order) inversely proportional to S,
while the average sign itself exponentially decreases both with inverse temperature and system size,
where f denotes the free energy per particle. Inserting Eq. (17) into (16) leads to
Evidently, the statistical uncertainty exponentially increases both with system size and inverse temperature, which can only be compensated by increasing the number of Monte Carlo samples, thereby decreasing ∆A with the inverse square root of N MC . This is the notorious fermion sign problem [10, 11, 21] , which has, for a long time, prevented ab initio path integral Monte Carlo (PIMC, see Ref. [31] for a review) simulations of electrons in the warm dense matter regime. The FSP has been shown to be N P -hard [11] , and a complete solution is not in sight. However, to nevertheless obtain accurate QMC results at WDM conditions, we have introduced two novel QMC methods that are efficient at complementary parameter regimes. The configuration PIMC (CPIMC) method [12, 13] is formulated in antisymmetric Fock-space and can be interpreted as a Monte Carlo simulation of the exact, infinite perturbation expansion around the ideal (non-interacting) system. Therefore, it excels at strong degeneracy and high density, but becomes inefficient towards strong coupling. In contrast, the permutation blocking PIMC (PB-PIMC) approach [14, 15] significantly extends standard PIMC towards lower temperature and higher density, while strong coupling does not pose an obstacle. Thus, the combination of both methods allows for accurate results over a broad parameter range.
A detailed comparison of the different ranges of applicability of fermionic QMC methods at WDM conditions can be found in Ref. [21] .
Dielectric approximations
The main advantage of quantum Monte Carlo methods is the exact treatment of the short-range exchangecorrelation effects, which are not described accurately by any approximation. On the other hand, the main disadvantage (despite the relatively large computational effort and non-universal range of applicability due to the sign problem) is that QMC simulations are limited to the finite simulation box. For this reason, QMC methods cannot be used to describe long-range correlations (corresponding to the limit of small wave vectors, k → 0). On the other hand, it has long been known that the random phase approximation (RPA) becomes exact in the limit of small k for arbitrary coupling strength or temperature [27] .
Furthermore, the accuracy of RPA can be significantly increased by including a so-called (static) local field correction G(q), which is defined by the equation [32] with χ(q, ω) and χ 0 (q, ω) denoting the density response function of the interacting and ideal system [33] , respectively. Furthermore, it is often convenient to compute the dielectric function
where the RPA limit is recovered by setting G(q) = 0 in Eqs. (19) and (20) . Unfortunately, the local field correction is not known in practice and one has to introduce an approximation. For the UEG, the most successful approach was introduced by Singwi et al. [24] and extended to finite temperature by Tanaka and Ichimaru [25] . The idea is to express G(q) as a funcional of the static structure factor
which, in turn, is used again to compute the SSF via the fluctuation dissipation theorem
where the Matsubara frequencies are given by z l = 2πil/β . In practice, to obtain the SSF in STLS approximation we start with 1) computing S(k) in RPA, 2) use it to compute G STLS (q) according to Eq. (21) and 3) subsequently obtain a new SSF from Eq. (22) . Steps 2) and 3) are then repeated until the structure factor and local field correction are consistent, which is the case when convergence is achieved. For completeness, we mention that first QMC results for the (static) density response function χ(k) of the warm dense electron gas have been presented in Refs. [34, 35] .
Construction of static structure factors
The construction of our new results for the static structure factor over the entire k-range is illustrated in Fig. 1for the unpolarized UEG at θ = 2 and r s = 0.5. The blue vertical bars in panel (a) correspond to the discrete kvalues (due to momentum quantization in a finite simulation cell) of a QMC simulation with N = 100 electrons. Evidently, QMC results are not available below k min = 2π/L and the k-grid becomes denser for increasing k.
The vertical green and yellow line corresponds to the minimum k-value for N = 66 and N = 38, respectively.
Furthermore, the horizontal bars illustrate the ranges of validity of an RPA expansion around k = 0 (light blue) given by [27] 
the full RPA results (grey) and the full STLS data (red). For the present example, only the STLS data exhibits an overlap with the QMC results. In panel (b), we show results for S(k) itself. The crosses correspond to the QMC results for the three different particle numbers shown in panel (a). The main difference between these data sets is the different k-grid, while the functional form of the SSF is remarkably well converged with system size, see the inset. The light blue curve depicts the parabolic RPA expansion from Eq. (23), which is of interest for finite-size corrections of the interaction energy [20, 21, 36 ], but does not provide a sufficient description of the long-range correlations beyond the QMC data. The grey and red curves correspond to the full RPA and STLS results (see Sec. 2.5), respectively, and are in perfect agreement with each other and Eq. (23) for small k, as expected [27] . Further, the STLS curve exhibits an overlap with the QMC point at k min , whereas the RPA data already exhibits a minor deviation. However, for larger k, both STLS and RPA exhibit systematic errors, although the inclusion of the local field correction leads to a significant increase in the accuracy, see the inset. Finally, the black line depicts a cubic basis spline (obtained using the GNU scientific library (GSL), see Ref.
[37]) combining the red curve (for k < k min /2) with the blue crosses (elsewhere). In this way, we have obtained an accurate, smooth description of the static structure factor (in the thermodynamic limit) over the entire k-range. All the new results presented in Sec. 3 are obtained analogously.
Results for the Static Structure Factor
Let us start our investigation with a discussion of the r s -dependence of the static structure factor at θ = 1, which is depicted in Fig. 2 (see also table 1 in the appendix). Shown are results for the SSF from full RPA (dashed green) and STLS (solid red) calculations, quantum Monte Carlo simulations (blue crosses) and the splines connecting STLS with QMC (dash-dotted blue). For high density (r s = 0.1 and r s = 0.3), the system is only weakly non-ideal and both RPA and STLS provide an accurate description over the entire k-range, as it is expected. With increasing r s , coupling effects become more important and especially the RPA results become substantially less accurate. In particular, the green curves are always systematically too low at intermediate k, which is most pronounced at r s = 10 and r s = 20, where the bias is of the order of ∆S/S ∼ 20%. This is due to a significant overestimation of short-range correlations, resulting in a (substantially) negative pair correlation function [38] at short distances. In stark contrast, the static local field correction due to Singwi et al. [24] significantly improves the accuracy even for large r s . Still, with increasing coupling strength there occur systematic deviations to the ab initio QMC data. In particular, the STLS results for smaller k (but not for k → 0, where it becomes exact) are too large, whereas they are too low in the region where S(k) approaches unity. This is most evident at r s = 20, where the STLS approximation does not capture the maximum around k = 0.2. Here, too, the PCF from STLS becomes negative for small r [24] . Another fortunate feature of the STLS scheme is an error cancellation in the interaction energy per particle v, which can be obtained from the SSF by the relation
where, for the second equality, we made use of the fact that the SSF only depends on the modulus of the wave vector k for homogeneous systems. Therefore, the too large and too small STLS results for S(k) for small and large k cancel to some degree under the integral in Eq. (24), leading to STLS interaction energies that are more accurate than the SSF, see, e.g., Ref. [21] . In Figs. 3 and 4 , we show the same information as in Fig. 2 , but for higher temperatures, θ = 2 and θ = 8. For θ = 2, the behavior of the SSF is quite similar to θ = 1, although the maxima at r s = 20 and even more so at r s = 10 are substantially less pronounced. At θ = 8, which corresponds to a relatively high temperature where both quantum effects and Coulomb coupling are significantly less important, the situation is quite different. In particular, the correlation-induced maximum in S(k) has vanished and the STLS approximation provides an accurate description over the entire k-range, even for large r s . The largest deviations occur at r s = 20, but even here ∆S/S does not exceed 1%. While the random phase approximation, too, becomes more accurate, there remain significant systematic errors from intermediate to large r s . Therefore, we conclude that, despite the high temperature, a mean field ansatz (RPA) for the density response function, Eq. (19), is still not sufficient at the present parameters.
Summary and Conclusion
In summary, we have combined the exact description of the short-range exchange-correlation effects from ab initio quantum Monte Carlo simulations with results from the Singwi-Tosi-Land-Sjölander (STLS) approximation, which becomes exact in the long-range limit, k → 0. In this way, we have been able to obtain accurate data for the static structure factor (in the thermodynamic limit) over the entire relevant k-range. This has allowed us to compare our new results both to the random phase approximation (RPA) and STLS over two orders of magnitude in the coupling parameter r s and for three relevant temperatures θ. In agreement with findings in the ground state, we confirm that the RPA, due to the mean field ansatz for the density response function χ(q, ω), is only accurate for weak non-ideality, but rapidly breaks down with increasing r s . Even at the largest investigated temperature θ = 8, RPA exhibits substantial errors at intermediate r s . In stark contrast, the inclusion of the static local field correction proposed by Singwi et al. [24] significantly increases the accuracy everywhere. Only at strong coupling, r s = 20 and r s = 10, the STLS fails to accurately describe the maxima around k = 0.2 und k = 0.5, respectively. Furthermore, we note that due to the too large SSF for small k and too small SSF for larger k, there occurs an error cancellation in the calculation of the interaction energy v, which means that STLS results for this quantity are more accurate than for S(k). We expect our new accurate static structure factors (available at Ref.
[39]) of the warm dense electron gas to be of broad interest for various applications related to modern warm dense matter research. In particular, they can be used to benchmark other dielectric approximations such as quantum STLS (qSTLS) [40, 41] or the recent local field correction based on the hypernetted chain approximation by Tanaka [42] . Furthermore, accurate data for S(k) can be used to approximate the local field correction itself [43] or as input for the calculation of dynamic quantities using the method of frequency moments [44] . Table 1 Static structure factor S(k) for the unpolarized electron gas at θ = 1 (see Fig. 2 ) -all data have been obtained by combining STLS data for small k with QMC data elsewhere. Extensive data for θ = 1, 2, 4, 8 and multiple rs values are availabe at Ref. [39] .
