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ABSTRACT
In this paper we develop a new Bayesian inference method for
low rank matrix reconstruction. We call the new method the
Relevance Singular Vector Machine (RSVM) where appropri-
ate priors are defined on the singular vectors of the underly-
ing matrix to promote low rank. To accelerate computations,
a numerically efficient approximation is developed. The pro-
posed algorithms are applied to matrix completion and matrix
reconstruction problems and their performance is studied nu-
merically.
Index Terms— Low rank matrix reconstruction, sparse
Bayesian learning, Relevance Vector Machine.
1. INTRODUCTION
Low-rank matrix reconstruction (LRMR) from under-sampled
measurements has attracted considerable interest in recent
times [1–4]. An example of LRMR is matrix comple-
tion [1, 2]. LRMR can be viewed as a further generalization
of the thriving topic called compressed sensing [5]. Typi-
cally reconstruction algorithms are of two main types, convex
and greedy methods. Convex methods try to minimize the
nuclear norm of the underlying matrix [1, 2]. Under some
conditions, the convex relaxation algorithms are optimal. On
the other hand greedy search techniques also have been de-
veloped based on heuristics, providing reasonable practical
performance.
In estimation theory, the Bayesian framework has a
strong role. While attempts have been made to develop
non-Bayesian tools for LRMR – such as convex and itera-
tive greedy techniques – not much effort has been made to
develop a fully Bayesian framework. A recent attempt in
this direction is [4]. In [4] an indirect approach is based on
reparameterization of the original low-rank matrix by two
component matrix factorization and then inducing low-rank
structures on the two matrices through standard Variational
Bayesian tools. Hence, the approach of [4] does not use a
low-rank prior for the matrix itself. The method of [4] pro-
vides good performance when the matrix is nearly square, but
This work was partially supported by the Swedish Research Council un-
der contract 621-2011-5847.
suffers in performance for skewed dimensional matrices.
In this paper we attempt to use a low-rank prior directly
for the matrix itself. The low-rank prior is constituted via the
property that the number of relevant singular vectors (singu-
lar vectors spanning the range space of the matrix) are limited
for low-rank matrices. We describe the singular vectors by in-
troducing precisions (inverse variances) for the left and right
singular vectors. Since our method naturally generalizes the
Relevance Vector Machine (RVM) for sparse vectors [6, 7]
to low-rank matrices we refer to it as the Relevance Singu-
lar Vector Machine (RSVM). The development of the RSVM
comes with a non-trivial prior formulation followed by the
MAP rule for parameter estimation. Through several exper-
iments we compare the efficiency of the RSVM to the Vari-
ational Bayesian based technique of [4] and the standard nu-
clear norm minimization technique.
2. PROBLEM FORMULATION
In our model a low rank matrix X ∈ Rp×q is observed
through noisy linear measurements
y = Avec(X) + n (1)
where y ∈ Rm and A ∈ Rm×pq . The rank of the matrix is
low, rank(X) = r  min(p, q), and unknown. The noise is
zero-mean white Gaussian, E[nn>] = σ2nIm, with unknown
variance σ2n. In the matrix completion scenario [2], the linear
operator A chooses a set of elements from X. The goal is to
reconstruct the matrix X from the measurements y.
2.1. Prior work
The problem of reconstructing X from (1) has been studied
using several approaches [1–4, 8]. One convex approach is
the relaxed nuclear norm heuristic [2], which sets
Xˆ = arg min
X
||X||∗, such that ||y −Avec(X)||2 ≤ δ (2)
where δ ≥ 0 is a regularization parameter and ||X||∗ is the
nuclear norm [1]. The estimate (2) depends on the parameter
δ, which needs to be set in advance. Greedy methods for (1)
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have also been developed [8,9]. However, most greedy meth-
ods require either the rank or noise variance to be known a
priori.
LRMR can be viewed as a further generalization of com-
pressed sensing. In Bayesian Compressed Sensing (BCS)
[10], the Relevance Vector Machine (RVM) [6] is used to esti-
mate a sparse vector from an underdetermined set of measure-
ments. The RVM uses hyperpriors (or hierarchical priors) to
promote sparsity. That is, the distributions of the hyperpriors
promote sparsity in the estimate. The RVM does not require
the sparsity or noise variance to be known a priori.
One analogue of BCS for matrix completion and robust
PCA was developed by Babacan et. al. [4]. In [4], the matrix
X was factorized as
X = LR> (3)
where L ∈ Rp×s, R ∈ Rq×s and s is a user defined param-
eter. The authors used the variational Bayesian framework
to iteratively estimate the column vectors of L and R. In
this model, low-rank is promoted by reparameterization the
problem and using sparsity inducing priors, rather than using
low-rank inducing priors for the matrix itself.
3. RELEVANCE SINGULAR VECTORMACHINE
To generalize BCS to low-rank matrix reconstruction, we con-
struct matrix precisions that induce low-rank. The precisions
give information about the low-rank structure of the matrix,
i.e., the left and right singular vectors of the matrix. To intro-
duce precisions that give information about the singular vec-
tors, we make the ansatz
p(X|αL,αR)
=
|αL|q/2|αR|p/2
(2pi)pq/2
exp
(
−1
2
tr
(
αLXαRX
>)) , (4)
where αL ∈ Rp×p and αR ∈ Rq×q are left and right preci-
sion matrices that are positive definite. We use two separate
precisions since the left and right singular vectors of a matrix
are not equal in general. The ansatz (4) is equivalent to setting
vec(X) ∼ N (0,α−1R ⊗α−1L ).
To make the precisions promote low-rank, we use Wishart
distributions [7] as priors for the precisions, i.e.
p(αL) ∝ |SL|νL/2|αL|(νL−p−1)/2e− 12 tr(SLαL), (5)
p(αR) ∝ |SR|νR/2|αR|(νR−q−1)/2e− 12 tr(SRαR), (6)
where SL,SR are symmetric and positive definite, νL >
p − 1, νR > q − 1 and | · | denotes the determinant. The
Wishart distributions reduce to gamma distributions if we re-
strict the precision matrices to be diagonal. Since the Wishart
distribution can be seen as a generalization of the gamma-
distribution, this choice of priors naturally generalizes the
standard RVM. By marginalizing over αL we get that
p(X|αR) ∝ 1|XαRX> + SL|νL/2
The MAP estimate of X and the precisions can thus be inter-
preted as a weighted log-det heuristic.
We model the noise as
p(n|β) = N (0, β−1Im),
p(β) ∝ βce−dβ , (7)
i.e., the noise is modeled as white Gaussian with a gamma
distributed precision [7]. We refer to the RVM with the priors
(5), (6) and (7) as the Relevance Singular Vector Machine
(RSVM).
The RSVM iteratively updates the estimate Xˆ and the pre-
cisions. For fixed precisions, the MAP estimate of X becomes
vec(Xˆ) = βΣA>y,
Σ = ((αR ⊗αL) + βA>A)−1. (8)
The precisions are updated by maximizing the marginal
distribution p(y,αL,αR, β). This gives us the update equa-
tions
αnewL = ν
′
L
(
ΣR + XˆαRXˆ
> + SL
)−1
(9)
αnewR = ν
′
R
(
ΣL + Xˆ
>αLXˆ + SR
)−1
(10)
βnew =
m+ 2c
||y −Axˆ||22 + tr(AΣA>) + 2d
(11)
where ν′L = νL + q − p − 1, ν′R = νR + p − q − 1 and
ΣR ∈ Rp×p and ΣL ∈ Rq×q are matrices with components
[ΣR]kl = tr(Σ(αR ⊗E(L)kl ))
[ΣL]kl = tr(Σ(E
(R)
kl ⊗αL))
where E(L)kl ∈ Rp×p (E(R)kl ∈ Rq×q) is a matrix with 1 in
position (k, l) and zeros otherwise.
We note that the MAP estimate (8) resembles the iterative
reweighted least squares approach [11], but that the weights
are chosen using the Bayesian framework.
One problem with using two precisions is that they can
become unbalanced, i.e. one precision can become large and
the other small. To balance the precisions, we rescale them as
αL → αL · g · h, αR → αR · g · h−1,
in each iteration, where
g =
√
tr(α−1L )tr(α
−1
R )
||Xˆ||F
, h =
√
||αR||F /||αL||F .
The balancing of the precisions removes the dependence
on ν′L and ν
′
R. To make the prior non-informative we take the
limits
SL → 0,SR → 0.
In computations, however, the parameters are given small but
non-zero values to avoid numerical instabilities.
3.1. Symmetric X
When X ∈ Rp×p is symmetric, the left and right singular
vectors are equal (up to sign changes). The left and right pre-
cisions can therefore be chosen to be equal. The prior of X
then becomes
p(X|α) = |α|
p
(2pi)p2/2
exp
(
−1
2
tr (αXαX)
)
, (12)
where α ∈ Rp×p has the prior distribution
p(α) ∝ |S|ν/2|α|(ν−p−1)/2e− 12 tr(Sα)
and S ∈ Rp×p is positive definite. Let
Σ =
s∑
k=1
(ΣL,k ⊗ΣR,k),
be the Kronecker product decomposition of
Σ =
(
(α⊗α) + βA>A)−1 ,
where ΣL,k,ΣR,k ∈ Rp×p. The update equation for the pre-
cision then becomes
αnew = (ν − p− 1)
(
2XˆαXˆ + ΣR + ΣL + S
)−1
,
where
ΣL =
s∑
k=1
tr(ΣL,kα)ΣR,k, ΣR =
s∑
k=1
tr(ΣR,kα)ΣL,k.
4. ACCELERATED RSVM
We note that the computational complexity of the RSVM is
dominated by the computation of Xˆ and Σ which requires the
inversion of a pq× pq matrix. The computational complexity
is thusO((pq)3). Using the Woodbury matrix identity [12] to
rewrite the inverse reduces the complexity to O(m3), which
can still be large. Here we further reduce the complexity by
using the variational Bayesian framework.
Let Ω ⊂ [p] × [q] be a set of indices with corresponding
parameters xΩ we want to estimate and let Ωc be the comple-
ment of Ω. We decompose the problem as
Avec(X) = AΩxΩ + AΩcxΩc
tr(αLXαRX
>) =(
xΩ
xΩc
)>(
αΩ,Ω αΩ,Ωc
αΩc,Ω αΩc,Ωc
)(
xΩ
xΩc
)
.
The variational Bayesian framework gives us that
log p(xΩ,y|αL,αR) = ExΩc [log p(xΩ,xΩc ,y|αL,αR)]
= constant− β
2
||y −AΩc(E[xΩc ])−AΩ(xΩ)||22
− 1
2
x>ΩαΩ,ΩxΩ − x>ΩαΩ,ΩcE[xΩc ]
where the constant contains terms which do not depend on
xΩ. By assuming that xΩc is a random variable with mean
xˆΩc and that it is independent from xΩ, we find that the MAP
estimate of xΩ becomes
xˆΩ = βΣΩA
>
Ω (y −AΩc xˆΩc)−ΣΩαΩ,Ωc xˆΩc , (13)
ΣΩ =
(
αΩ,Ω + βA
>
ΩAΩ
)−1
.
We see that the variational Bayesian approach becomes the
block descent method, i.e. the method of minimizing the ob-
jective (the negative log likelihood) over different blocks of
variables iteratively. Since the objective is convex, the itera-
tive method converges to the minimum of the objective (the
full MAP estimate) [13].
To accelerate the computation of ΣR and ΣL, we make
the approximation that the parameter estimates are unbiased
and uncorrelated, i.e.
E[(xΩi − xˆΩi)(xΩj − xˆΩj )>] =
{
0 if i 6= j
ΣΩi if i = j
,
for different blocks Ωi and Ωj such that Ωi ∩ Ωj = ∅. This
reduces the complexity of calculating Σ from O((pq)3) to
O(maxi |Ωi|3). Since the matrix Σ becomes sparse, the com-
putation of ΣR and ΣL can be performed efficiently. The
precisions are then updated using (9), (10) and (11).
If we split X ∈ Rp×q into s · t blocks of size ps × qt
and the estimator (13) is iterated over the blocks K times, the
number of floating point operations in each iteration reduce
from O((pq)3) to
O
(
max
{
K
(pq)3
(st)2
, p3, q3
})
.
However, the reduction in computational complexity comes
at the cost of possible loss of accuracy.
5. EXPERIMENTAL RESULTS
To numerically compare the performance of the different al-
gorithms we generated low-rank matrices X = LR> where
L ∈ Rp×r, R ∈ Rq×r have N (0, 1) components (so
rank(X) = r with probability 1).
We measure the performance of the algorithms in terms
of the Normalized Mean Square Error
NMSE =
E[||X− Xˆ||2F ]
E[||X||2F ]
,
Fig. 1. Matrix completion. NMSE vs. m/pq for p = 15,
q = 30 and r = 3.
which was evaluated through numerical simulations. The
Signal-to-Noise Ratio (SNR)
SNR =
E[||Avec(X)||22]
E[||n||22
=
{
r/σ2n (completion)
pqr/mσ2n (reconstruction)
was set to 20 dB. For each scenario we generated 10 low-
rank matrices and 10 measurements of every matrix for each
parameter value.
We set the precisions of the RSVM to identity matrices in
the first iteration. For the variational Bayes procedure (VB)
we set s = min(p, q) and for the accelerated RSVM, we par-
titioned the column vectors of X into 4 blocks. For the nu-
clear norm heuristic (2) we assumed the noise variance σ2n to
be known and used δ = σn
√
m+
√
8m as proposed in [2],
where m is the number of measurements. We used the cvx
toolbox [14] for the nuclear norm minimization.
5.1. Matrix completion
To test the algorithms for the matrix completion problem [1,2,
9, 15], m components was chosen uniformly at random from
a matrix and the matrix was reconstructed using RSVM, the
accelerated RSVM, the variational Bayes procedure (VB) [4]
and the nuclear norm (2). In the experiments we set p =
15, q = 30, r = 3 and varied the number of measurements
m.We found that RSVM had 4.7−11.2 dB lower NMSE than
VB and 3.6− 6.3 dB lower NMSE than the nuclear norm for
m/pq ≥ 0.4 (see figure 1).
We found that the performance of the variational Bayesian
technique in [4] was dependent on ratio of the matrix dimen-
sions. To compare how the performance of the algorithms
depend on the ratio we set p = 15, r = 3, m/pq = 0.7 and
Fig. 2. Matrix completion. NMSE vs. q for p = 15, r = 3,
m/pq = 0.7.
varied q. We found that VB works better than the other meth-
ods when p = q, but its performance degrades when p 6= q
(see figure 2). The performance of the nuclear norm, RSVM
and the accelerated RSVM is less sensitive to the ratio of the
matrix dimensions.
5.2. Matrix reconstruction
In matrix reconstruction, the sensing matrix A in (1) takes
linear combinations of the elements in X. To examine the
performance of the algorithms for this scenario we generated
A ∈ Rm×pq by drawing its elements from aN (0, 1) distribu-
tion and normalizing the column vectors to unit length. In the
simulation we choose p = q = 15 and r = 2. To estimate X
we used RSVM, the accelerated RSVM and the nuclear norm.
We found that RSVM had 5 dB lower NMSE than the nuclear
norm for 0.3 ≤ m/pq ≤ 0.6 while the accelerated RSVM
had higher NMSE than the nuclear norm for m/pq ≤ 0.4 and
smaller NMSE than the nuclear norm for m/pq > 0.4 (see
figure 3).
In a second experiment we set p = q = 15, m/pq = 0.7
and varied the rank of X. We found that the RSVM and the
accelerated RSVM had 3−5 dB lower NMSE than the nuclear
norm when rank(X) ≥ 3 (see figure 4).
6. CONCLUSION
In the gamut of Bayesian sparse kernel machines, we show
that it is possible to use priors on singular vectors to promote
low rank. The priors were used to construct a Relevance Vec-
tor Machine for low-rank matrix reconstruction. We call the
algorithm the Relevance Singular Vector Machine (RSVM).
We show that iterative algorithms can be designed to achieve
Fig. 3. Matrix reconstruction. NMSE vs. ρ for p = q = 15
and r = 2.
the maximum-a-priori (MAP) solution. Even computational
complexity can be further reduced by appropriate approxima-
tions leading to accelerated algorithms.
Through simulations, it was shown that the RSVM out-
performed the variational Bayesian method for matrix com-
pletion when the matrix is skewed. The RSVM also outper-
formed the relaxed nuclear norm heuristic in the matrix re-
construction scenario.
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