Abstract-Insulation degradation is the primary reason for aging and eventual failure of electrical equipment. Any measurement that forewarns an impending breakdown of the equipment can be a boon to asset managers. Partial discharge (PD) is one such phenomenon that can be monitored for assessing the quality of insulation. However, the phenomenon of PD is quite intricate and requires an understanding of various concurrent processes. In this paper, some of the methods used to simulate this complex event have been reviewed. At the fundamental level, PD is a localized breakdown that occurs without complete bridging of the insulation. These are feeble and extremely fast, nanosecond discharges. They can be thought of as motion of charges under the influence of an external electric field, which has exceeded the breakdown strength in a small region of the insulation. When such discharges occur in voids in solid insulation, they generate signals in the electrical, chemical and acoustic domains. Also, PD causes physical damage due to bombardment of these charged particles on the walls of the void. The charges are generated by ionization of the gas filled in the void. Once ionized, the motion of these particles is governed not only by the external field, but also by the space charge so created. There are various methods that can be used to simulate the motion of these charges. Of these, particle-in-cell (PIC) method can be applied in a Lagrangian frame of reference, where the particles retain their identity, and their trajectories are monitored by calculating the force on them. This force is determined by the field at their location. This method is fairly intuitive. The other class, Eulerian, treats the charges as a density distribution and then determines its motion. In this, the flux-corrected transport (FCT) scheme basically considers the motion as governed by the charge continuity equations coupled with the Poisson's equation. The continuity equations also account for the generation of the charges, due to ionization, and their possible subsequent recombination or attachment. However, these events, as recorded, are also statistical in nature, and the effect of previous discharges on the subsequent ones can hardly be ignored. The method of including these in the simulation has also been reviewed.
I. INTRODUCTION
Insulation is usually the limiting factor in the longevity of any electrical power equipment. Failure of electrical insulation is the natural end-of-life for most of these machines. There are many factors that can be used to monitor the health of insulation. For example, moisture content or dissolved gas content can be studied in case of liquid dielectrics such as transformer oil. Alternatively, partial discharges (PD) occurring in the insulation can be observed to gain some insight about its health. Among these, the process of PD is unique in its complexity. The field of PD analysis has evolved to be, predominantly, experimental in nature. Hence, the phenomenon has been studied by extracting information from measured data using statistical and/or other mathematical means. PD manifests itself in various forms such as acoustic, chemical and electrical signals. Accordingly, there are various approaches for the numerical simulation of this phenomenon. There are equivalent electrical circuits used for modeling the electrical measurements, algorithms for simulating the actual physical process and finite-difference time-domain (FDTD) and other such techniques for replicating the electromagnetic and acoustic pulse travel. One of the relatively new methods of capturing PD pulses is by using an ultra-high frequency (UHF) antenna. These discharges can be understood as electromagnetic events which are extremely fast, transient pulses. The disturbance, being of the order of nanoseconds, causes a pulsed radiation, having measurable energy levels in the gigahertz range. The interest in UHF detection of PD is due to various reasons. The greatest being the possibility of online monitoring. Secondly, at the UHF range, signal interference is lower. Apart from detection of PD, estimating the location of the PD site is also essential. The acoustic method can be used for this purpose. However, when the PD site is buried deep within solid insulation, the signal, if obtained, is extremely feeble, and may even be undetectable. In this regard, the UHF method is better. The numerical simulation of PD is usually carried out with one of the two objectives in mind. If done from first principles, usually it is for better understanding of the phenomenon itself. Alternatively, numerical simulation can lead to the development of localization algorithms. At the fundamental level, PD and corona are of similar nature. They are both local breakdown phenomena that do not completely compromise the dielectric. Under the influence of an electric field exceeding the breakdown strength in a certain portion of a dielectric, ionization occurs and the charges so created move along the lines of force. The movement of these charges is rapid and causes the UHF disturbance. Two methods have been used primarily for simulation of the motion of charges. One is the flux-corrected transport (FCT) algorithm and the other, particle-in-cell (PIC) approach.
II. FLUX CORRECTED TRANSPORT ALGORITHM
In the FCT algorithm, charged particles are treated as densities and then their movement is simulated. Hence, the motion is described by the solution of the continuity equation [1] :
Here, N e is the electron number density, W e is the velocity of the charged particles, and D is the diffusion coefficient. The finite difference (FD) method is used to solve this continuity equation. The initial attempts of integrating this continuity equation were carried out by Davies et al. in the 1960s using the first-order method-of-characteristics (MOC) [2] . To address its drawback of limited resolution, Davies developed a second-order accurate method of characteristics [3] . Actual numerical integration of the continuity equations was carried out by Morrow and Lowke [1] . They used the two-step LaxWendroff scheme to solve the equations. However, higher order schemes used for addressing the continuity equation are prone to having ripples in the densities, especially near steep gradients. And lower order schemes, while avoiding such fluctuations, suffer from numerical diffusion. The FCT algorithm, developed and improved upon by Boris and Book [4] [5] [6] , takes care of both these issues simultaneously. A transported and diffused solution is first calculated using some lower order scheme. To this initial estimate, "anti-diffusive" fluxes are added to reduce numerical diffusion. Care is taken in the calculation of these fluxes, such that, while limiting the overall diffusion to a minimum, they do not create any nonexistent and spurious, maxima or minima. The addition of these corrective fluxes renders the algorithm its name. The advantage of flux correction method of Zalesak [7] is that the clipping of the peak of the density profile is avoided. Furthermore, the algorithm can also be extended to higher dimensions. Morrow et al. applied the FCT algorithm extensively to the analysis of high-density plasmas [1, 8, 9] , and to special cases such as non-uniform meshes [10] . The velocity of electrons depends on the electric field. The electric field used for its determination needs to account for the externally applied field as well as self-field due to the charges. This field has to be calculated considering the threedimensional finite charge distribution, although the continuity equation is in one-dimension. The method described in [2] takes the charge distribution to be cylindrical, and then calculates the field by considering the charges themselves and image charges beyond the electrodes. Five levels of these image charges are used. The method requires consideration of the entire cylindrical distribution in terms of discs of smaller thickness, and then calculating the effective field along its axis by integration. However, most of the work till and including that of Morrow et al. was 1.5 dimensional. This means that the continuity equations were solved in 1-D whereas the electric field computation was performed in 2-D to account for the limited cross-sectional area of the streamer. Dhali and Williams introduced a complete 2-D solution of the streamer propagation in Nitrogen [11] . For calculation of the electric field, they used the fast-Fourier transform (FFT) for axial solution and cubic spline expansion for the radial field, as described for the cylindrically symmetric geometry by Kunhardt [12] . Kunhardt further refined the FCT algorithm for N 2 as well as SF 6 [13] .
However, all the schemes described so far were explicit. Their limitation is that step size has to be extremely small to satisfy the Courant-Friedrichs-Lewy condition [1] . This drawback was overcome by Steinle and Morrow [14] in their implicit algorithm. Perhaps due to ease of implementing the explicit algorithm, the implicit version did not become very popular for the analysis of discharges. However, the efficiency obtained due to an allowable increase in step-size without compromising on the accuracy and stability of the scheme was possibly neglected. On the other hand, with improved computational resources the factor of ease outweighed the decision in favor of the explicit algorithm.
Other approaches have also been developed for the calculation of the electric field due to the space charge and solution of the continuity equation. One among the recently developed ones, presented by Georghiou et al. [15] , proposes the use of 2-D finite element method (FEM) for calculation of the field, and 1-D FEM for solving the continuity equations. The solution for fluid motion using FEM-FCT algorithm used by Georghiou was originally developed by Lohner [16] . Around the same time, Novak and Bartnikas [17] developed a 2-D solution for Poisson's equation and the charge conservation equation using FEM. Use of unstructured grids in all these cases helps keep the number of unknowns small without unduly compromising on the accuracy. Further, the mesh needs to be fine only in regions of high gradients. Similarly, finite volume methods (FVM) have also been developed for solution of the fluid equations. Bhangaonkar and Kulkarni have simulated the motion of Gaussian distribution of electrons under the influence of electric field using FD-FCT algorithm, and determined the electromagnetic radiation due to the accelerated motion of this charge density [18] . The effect of the space charge has been included using the method described by Davies [2] .
III. PARTICLE-IN-CELL APPROACH
Particle-in-cell method involves calculation of forces on individual particle entities. However, the number of particles, even for the smallest plasma, exceeds that which can be handled easily by the usually available computational resources in laboratories. Hence, a fictitious entity called super-particle is created, and assigned a charge and mass equivalent to thousands of actual charged particles. This helps to keep the number of particles to be handled under check. However, the number of super-particles has to be sufficiently high so that the simulated plasma does not appear grainy [19] . A mathematical grid is created within the domain of interest, and the particles are assigned to its nodes as charge and current densities. These densities are then used as sources in Maxwell's equations to obtain the field values at the grid points. Then, weighted field values are used to obtain the forces on the particles. Consequently, the motion of these super-particles and hence, their position at the end of the time step is determined. Interactions between particles can be determined because the field value calculated takes into account all the super-particles. The weighting procedure can render the particle to have a finite size. Consequently, there could be a loss of resolution of forces at short range, as the finite sized particles cross each other. That is, when two particles reach the same cell, the force between them as calculated by the algorithm drops to zero, rather than blowing up to infinity, and then changes directions as the particles separate. To include such effects at the short range too, particle-particle methods have to be employed within the cell. When the collisions are taken into account, probabilistic calculations are made to determine which particles suffer collisions and what their post-impact velocities would be. The overall development of PIC method has been reviewed most comprehensively by Birdsall, who did pioneering work in this field [19] .
Soria et al. [20] have used the PIC approach to solve the continuity equations, and FFT method of Kunhardt [12] to determine the field values. The use of PIC methods for electrical gas discharges was extended further by Soria et al. [21] . PIC methods suffer least diffusion as compared to other numerical methods however, the computational time requirement is higher. In the PIC method, the particle mover, which is that part of the code that calculates the effective force experienced by each of the super-particles and the resultant motion they undergo and determines their new positions, presents the maximum computational burden. Soria et al. [21] have applied the PIC method for the simulation of Trichel pulses, the results of which compare favorably to those of FCT method. Soria-Hoyo et al. [22] have further modified the PIC method to simulate a train of Trichel pulses, by making an assumption that the time needed for the electric field to change due to charge density variations is much more than characteristic times of electrons and ions. Hence the electric field is assumed to be constant for a large number of time steps of electron/ion motion.
IV. PD RELATED STATISTICAL CHARACTERISTICS
The two methods described so far are deterministic in nature. The only variation that can occur in the final results is because of different boundary or initial conditions. However, once these are specified, the outcome of the algorithm remains the same. Also, PD occurs in the form of a train of pulses. And the characteristics of these pulses (the magnitude mainly) depend on the magnitude of the previous pulse and the time-gap between the two pulses. If this gap is long enough for the original conditions to be restored, then there is no interdependence. However, usually, the time duration between successive pulses is not sufficient to satisfy the independence requirement. Consequently, the present pulse characteristics depend on the previous pulses and hence, there is a memory effect in the development of the phenomenon [23] . The statistical nature of PD phenomenon is not inherently incorporated in these two methods. Additionally, the behavior is complex due to variable surface conductivity of voids, changing geometry and chemical nature of the voids, ionization, attachment and recombination processes, all of which depend on varied factors, and in turn affect the pulse nature. Van Brunt [23] has clearly brought out the importance of statistical behavior of PD pulses and performed statistical calculations that match well with the measured PD pulses. The pulse time separation and release of initiatory electrons have been found to be responsible for the non-stationary behavior of PD. Also, the change in surface conductivity and changing composition of gas within the void can lead to such behavior. Modeling of chemical changes occurring due to PD in its environment and consequently its effect on PD itself is very challenging. The inclusion of statistical behavior of PD in the short, as well as long term, using FCT and PIC methods requires more detailed understanding of the processes and also that of the algorithms themselves.
V. CONCLUSION
PD is a complex phenomenon to understand, accurately measure and interpret the data. Simulation of this phenomenon helps in understanding the physics underlying the process. However, the algorithms themselves need to be tested for physical fidelity using some benchmarks. Secondly, the need for online PD measurement certainly favors newer methods such as acoustic and UHF measurements. This requires further understanding of not only the basic processes of the PD mechanism, but also the phenomenon of radiation occurring due to it. This requires an additional understanding of highfrequency electromagnetics. Methods such as FCT and PIC have their own advantages and demerits, yet they provide a much needed simulation tool to predict the transient electromagnetic radiation that may occur during PD. Further, inclusion of statistical parameters of PD may take us a few steps closer to understanding the actual process.
