Abstract. In this article, a Hybrid Fuzzy Regression Model with Asymmetric Triangular Fuzzy Coefficients and optimized h−value in Generalized Linear Models (GLM) framework have been developed. The weighted functions of Fuzzy Numbers rather than the Expected value of Fuzzy Number is used as a defuzzification procedure. We perform the new model on a numerical data (Taylor and Ashe, 1983) to predict incremental payments in loss reserving. We prove that the new Hybrid Model with the optimized h−value produce better results than the classical GLM according to the Reserve Prediction Error and Reserve Standard Deviation.
Introduction
An important role of a non-life actuary is the calculation of provisions, mainly IBNR reserve. Then, finding the fair value of loss reserve is a relevant topic for non-life actuaries. Indeed, insurance companies must simultaneously have enough reserves to meet their commitment to policyholders and have enough funds for their investments. Therefore several methods have been proposed in actuarial science literature to capture this fair value.
In one hand, we distinguish deterministic methods (Bornhuetter and Ferguson, 1972; Taylor, 1986; Linnemann, 1984) . They provide crisp predictions for reserves. In the other hand, Taylor et al. (2003) ; Wüthrich and Merz (2008) ; Mack (1991) ; England and Verrall (2002) present stochastic methods. Those methods don't give only a crisp value of the reserves but provide also their variability. But even stochastic methods have weakness.
In Straub and Swiss (1988) , there are some experiences where stochastic methods can give unrealistic estimates. For example, when the claims are related to body injures, the future losses for the company will depend on the growth of the wage index that help to determine the amount of indemnity, and depends also on changes in court practices and public awareness of liability matters. Then the information is vague. Therefore the use of Fuzzy Set Theory becomes very attractive when the information is vague as in this case.
de Andrés Sánchez (2006); de Andrés-Sánchez (2007 , 2012 ; de Andrés Sánchez (2014) present the interest of fuzzy regression models (FRM) in the calculus of loss reserves in insurance using the concept of expected value of a Fuzzy Number (FN) (de Campos Ibáñez and Muñoz, 1989) . Asai (1982) is the first to develop a FRM where the coefficient are fuzzy numbers (Dubois and Prade, 1988) . In the case of loss reserving, FN are easy to handle arithmetically unlike in the case of classical regression where the coefficients are random variables and are not easy to handle arithmetically. Another difference between fuzzy regression and classical regression is in dealing with errors as fuzzy variables in fuzzy regression modelling while errors are considered as random residuals in classical regression. But to integrate both fuzziness and randomness into a regression model, one should think about hybrid regression models. Apaydin and Baser (2010) ; Baser and Apaydin (2010) proposed a hybrid fuzzy least-squares regression (HFLSR) (Chang, 2001; Apaydin and Baser, 2010; Baser and Apaydin, 2010) analysis in claim reserving framework using a weighted function of fuzzy number (Yager and Filev, 1999) .
However, the FRM developed in de Andrés Sánchez (2006); de Andrés-Sánchez (2007 , 2012 ; de Andrés Sánchez (2014) and the HFLSR (Chang, 2001; Apaydin and Baser, 2010; Baser and Apaydin, 2010) as well don't select a proper value of h and is of the greatest importance. The criteria for selecting an h value are ad hoc (Moskowitz and Kim, 1993) .
In this paper, we propose a hybrid model with asymmetric triangular fuzzy coefficients (ATFC) based on a GLM (log-Poisson regression) and optimized h value in loss reserving framework using a weighted function of FN.
The structure of the paper is as follows. We present in the first section the preliminaries on fuzzy sets and their properties. In the second section, we shall do a review of some models and results on fuzzy regression. In the third section, the framework of estimation of loss reserve with log-Poisson regression will be introduce. We shall propose a new hybrid regression for loss reserving in the fourth section. Then we conclude the article.
Preliminaries on Fuzzy Sets and their Properties
In this section, we review some concepts related to our research. That is the concept of fuzzy set, membership function, fuzzy number, fuzzy regression and weighted function of FN.
Review on some Definitions and Properties of Fuzzy Sets
Definition 1. (Zadeh, 1965) Let Ω be a non empty set and ω ∈ Ω. In classical set theory, a subset A of Ω can be defined by its characteristic function χ A as a mapping from the elements of Ω to the elements of the set {0, 1} ,
This mapping may be represented as a set of ordered pairs, with exactly one ordered pair present for each element of Ω. The first element of the ordered pair is an element of the set Ω, and the second element is an element of the set{0, 1} . The value zero is used to represent non-membership, and the value one is used to represent membership. The truth or falsity of the statement "ω is in A" is determined by the ordered pair (ω, χ A (ω)). The statement is true if the second element of the ordered pair is 1, and the statement is false if it is 0. Similarly, a fuzzy subset (also called fuzzy set)Ã of a set Ω can be defined as a set of ordered pairs, each with the first element from Ω, and the second element from the interval [0, 1], with exactly one ordered pair present for each element of Ω. This defines a mapping called membership function.
Definition 2. (Zadeh, 1965) The membership function of a fuzzy setÃ, denoted by µÃ is defined by
where µÃ is typically interpreted as the membership degree of element ω in the fuzzy setÃ. The degree to which the statement " ω is inÃ" is true is determined by finding the ordered pair (ω, µÃ(ω)). The degree of truth of the statement is the second element of the ordered pair. A fuzzy set (Zadeh, 1965 )Ã on Ω can also be defined as a set of tuples:
and could be represented by a graphic.
Definition 3. (Dubois and Prade, 1978) Let Ω be the set of objects andÃ ⊂ Ω. The α−cutÃ α ofÃ is the set defined bỹ
Definition 4. (Dubois and Prade, 1988) 1. A fuzzy numberÃ is a fuzzy set of a universe Ω (the real line R) such that : a. all its α−cut are convex which is equivalent toÃ is convex, that is ∀ω 1 , ω 2 ∈ R and λ ∈ [0, 1], µÃ(λω 1 + (1 − λ)ω 2 ) min(µÃ(ω 1 ), µÃ(ω 2 )); b.Ã is normalized, that is ∃ω 0 ∈ Ω such that µÃ(ω 0 ) = 1. 
and µÃ(α c ) = 1 with α c the centre ofγ, β L its left spread and β R its right spread (Lai and Hwang, 1992) . A TFNγ could be defined with its membership degree function µγ or, with its h−level (α− cut (h ∈ [0, 1]) γ h (see Dubois and Prade (1988) ), i.e Figure 1) .
2.1.0.1 Notes and Comments. It is well know that ifÃ is a fuzzy number, thenÃ h , the h level (α−cut) ofÃ is a compact set of R, for all h ∈ [0, 1].
. . , k are triangular fuzzy numbers (TFN).
If f (Γ ) is obtained from a linear combination of the TFNγ
where
From the extension principle Zadeh (975b, c, d) , we can obtain the h− level of
and
2. If f (Γ ) is evaluated by non-linear functions with TFN, i.e f (·) is increasing with respect to the first n variables, where n k, and decreasing with respect to k − n variables, the result will not be a TFN. But (Dubois and Prade, 1988) has shown that f (Γ ) can be approximate with a TFN
R ∈ R be an asymmetric normal triangular FN and g be a regular or nonregular function ofγ (Kauffman and Gupta, 1991) . The weighted function of FN associated with the valuation method of Yager and Filev (1999) is defined as :
Review of some Models and Results on Fuzzy Regression
In this section we review the FRM proposed by Asai (1982) and the one proposed by Ishibuchi and Nii (2001) and we present their properties. Those models will allow us to develop the new model in loss reserving.
Ishibuchi's FRM with asymmetric triangular fuzzy coefficients
Let us define the fuzzy linear regression (FLR) model proposed by Asai (1982) . Let (Y N ×1 , X N ×(m+1) ) the given crisp data and let
be a FLR model with symmetric triangular fuzzy coefficients (STFC), whereỸ is a fuzzy output from
T is the fuzzy parameter of the model.
. . , m are fuzzy coefficients such that α c j are centres ofγ j , and β j are its spread. The disturbance term is not introduced as a random addend in the linear relation, but incorporated into the coefficientsγ j , j = 0, . . . , m.
When the coefficients are symmetric triangular fuzzy number (STFN), the outputỸ is also a STFN.
Let us denote
From (23),
To determine the parametersγ j = (α c j , β j ) of the FRM (16), Asai (1982) propose to solve a linear programming problem with an objective function of minimizing the total spread of the fuzzy Ishibuchi and Nii (2001) have shown that the fuzzy regression (FR) method developed by Asai (1982) , when applied to different data sets can provide the same linear fuzzy model by solving the linear programming problem in (25) for h = 0.5. Then they proposed the FRM with ATFC in order to remedy this limitation.
Let us assume now thatγ
be ATFC in the fuzzy model (16), where β L j is its left spread, α c j its centre and β R j its right spread (see Figure 1 ). When ∀j = 0, 1, . . . , m,γ j are ATFC in model (16), then f (X N ×(m+1) ) is also calculated as an ATFC (Ishibuchi and Nii, 2001 ). Hence, we denote
. . .
From Kaufmann and Gupta (1991) , f
and the h−level of f (X i ) is as following
The steps to determine the fuzzy coefficients in (26) are as following (Ishibuchi and Nii, 2001 ) :
. . , N by solving the linear programming problem :
Optimizing the h value for FLR with ATFC
Let us present in this sub section the optimising h value for ATFC developed by Chen et al. (2016) that we shall use later.
Preliminaries and some Definitions
Let us consider the model (16), but by considering
That is a FLR with ATFC. The system fuzziness in this case (model (16) with (34)) is defined by
Then the area where Y i is predicted is exactly the fuzziness ∇Ỹ i . That why the objective function in (32) is to minimize the total fuzziness.
Definition 6. (Chen et al., 2016) The credibility ofỸ i in representing Y i denoted by Cr i is defined as
and the system credibility in model (16)-(34), denoted by Cr is calculated as follow :
The higher the Cr i (resp. Cr) is the better the performance ofỸ i (resp. FLR) will be.
Definition 7. (Chen et al., 2016) 1. define S
2. Define Cr
3. Define p
3.2.2 Optimizing the h value Theorem 1. Consider h 1 = 0 and h 2 = h. Then, the optimal value of h is given by
Proof. (see Chen et al. (2016) ).
Estimation of Loss Reserve with Log-Poisson Regression
In this section, we are interested in the estimation of loss reserve using a Generalized Linear Model (GLM), especially the log-Poisson regression. We consider a non-life insurance company which sells policies in a period of time (year). This year is referred to as underwriting year. The claims regarding an underwriting year will not necessarily all be paid within this year. Due to legal issues, general consideration of the claim, the delay from the claim's occurrence time to the reporting time, . . . , some claims are reported and paid in the following years. At some point in time there will however be no more payments regarding underwriting year one; the year one is said to has run off. We use then the historical data of claims presented as a run-off triangle (1), where Y ij is the total loss regarding the underwriting period i which have been paid with j periods delay. The loss amounts Y ij with i + j = k have been paid in calendar year k ∈ N. At period s ∈ R, we have observed the payments
where 
Here we assume that Y ij follow a Poisson distribution with the underwriting period i which is Table 1 . Triangle of observed incremental payments reported with j period delay. Assume that Y ij , (i, j) ∈ T k ∪ Q k are mutually independent (Renshaw and Verrall, 1998) and
ψ is the dispersion parameter, τ means that we assume the portfolio to grow, or shrink, by a fixed percentage each year, α i means that the proportion settled decreases by a fixed fraction with each origin year and β j means that the proportion settled decreases by a fixed fraction with each development year. The parameter vector is given by
The estimator of Y ij can be given using the following relationship
whereτ ,α i ,β j are the Maximum Likelihood Estimators (MLE) of τ, α i , β j respectively and could be derive from a recursive algorithm (see (Mack, 1991) ). Let us consider the numerical example in Table 2 (Taylor and Ashe , 1983 Table 2 . Numerical example from Taylor and Ashe (1983) of the parameters of the model and their confidence interval in Table 3 . With a threshold of 1%, we conclude that all the coefficients of the regression are significant. As an 
A Hybrid Log-Poisson Regression for Loss Reserving
In this section, we present a new model, which is the extension of the classical log-Poisson Regression developed by Mack (1991) in loss reserving. Mack (1991) assumes that incremental payments Y ij are Poisson distributed, i.e,
Denote
So the model becomes ln(
In the model, we consider a hybrid log-Poisson regression with minimum fuzziness and Maximum Likelihood (ML) criterion.
We assume that uncertainty about incremental payments in the run-off triangle is due both to fuzziness and randomness. Then the estimateλ ij of λ ij will be obtain by the use of weighted function of the FNλ Est ij ; whereλ Est ij denote the estimate of the FNλ ij . We suppose thatỸ ij is a fuzzy Poisson random variable (Buckley, 2006) 
According to (Buckley, 2006) , the fuzzy expected value ofỸ ij is defined by its h−level, i.e,
where E F (·) is the fuzzy mean operator. So the fuzzy mean is just the fuzzification of the crisp mean.
. Denote ln(λ ij ) =ν ij . Then our hybrid model built from the log-Poisson regression can be defined as follows
Modeling Methodology Setup
The steps for implementing the new model can be carried out as follows 1. Modeling of the centres of fuzzy parameters. We apply the log-Poisson Regression to the incremental payments Y ij of Table 1 , i.e the Ordinary Least Squared (OLS) regression on ν ij and the model is
where ǫ ij are zero mean errors terms and are assumed to be uncorrelated. 2. Estimation and optimization of fuzzy parameters of the model. We consider the parameters of the model (58) 
To estimate the parameters τ (60), we present the problem as a linear programming problem. This linear programming problem can be written as following :
where h * is the optimized value of h according to Chen et al. (2016) and α
3. Defuzzification of fuzzy parameters and Prediction of incremental payments. At this step, we predict the incremental claims payments of the non fill part of the run-off triangle 1 using model (60) estimated at the step 2. DenoteỸ
Est ij
that predicted claim payment. Then we haveỸ Est ij = eν ij for i = 1, . . . , k and j k − i + 1. The h−level ofν ij is defined as following :
We use now the concept of of weighted function (Definition 2.1.0.1) applied onỸ 
Hence (73) 4. Estimation of the outstanding reserve. The loss reserve corresponding to the i th accident year is
and the outstanding reserve is
Implementation of the Method on Data
We apply our model (60) on the run-off triangle from Taylor and Ashe (1983) (see 2). We first fit the log-Poisson regression on this data to estimate the centres (τ c , α c i , β c j ) of the fuzzy parameters (τ ,α i ,β j ). The results is presented in Table 3 . Now we use the linear programming problem in (5.1) to estimate the left and right (50)) is the most affected by the fuzziness. Some other parameters remains crisp, i.e after estimation of fuzzy parameters, those parameters are not affected by fuzziness. In that case, the centre, left and right spreads are equal. (see table 9 ), our hybrid model produce good results than the classical log-Poisson Regression since we get a Reserve Prediction Error and a Reserve Standard Deviation smaller that those computed from the logPoisson Regression. But the Reserves Mean Squared error in our model is greater than the the one in the classical log-Poisson Regression. That means, the estimator of Reserve in the Hybrid Model is more biased that the one from the classical model.
Conclusion
This paper has considered the relevance of Hybrid Models in loss reserving framework, mainly when we are in presence of vague information like in medical insurance (Straub and Swiss, 1988) . Those models could give best result compared to stochastic models. In this article, the Hybrid Model that has been suggested is in GLM framework (eg Log-Poisson Regression). The optimize h− value (Chen et al., 2016) has been taken into account in the linear programming problem. Bootstrap procedure has been used to compute the Reserve Prediction Error, the Reserve Standard Deviation and the Mean Square Error. From a numerical application, it has been shown that the model produce good results of reserve than the classical log-Poisson regression according to Reserve Prediction Error and Standard Deviation.
In brief, the Hybrid Model developed in this paper produce best results than the classical log-Poisson regression according to Error prediction and Standard Deviation criteria but the mean square error criterion is not satisfied. This is a weakness of our model. The hard computation aspect of our hybrid model constitute another weakness compare to the simplest computation of a classical log-Poisson regression.
