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Abstract
This dissertation reports on new information in the β − [beta minus] decay of the neutronrich nucleus

81

Zn, which populates states in its daughter nucleus

γ[gamma]-ray transitions in the daughter nucleus,

81

81

Ga. This includes new

Ga, as well as a β[beta]-delayed neutron

branching ratio. This isotope was produced at the Holifield Radioactive Ion Beam Facility
of Oak Ridge National Laboratory through the Isotope Separation Online technique. They
are fission fragments from proton-induced fission on a uranium carbide target. These fission
fragments are ionized and both mass and isotopically separated before arriving at the Low
Energy Radioactive Ion Beam Spectroscopy Station (LeRIBSS). The γ[gamma]-ray and
β[beta] electron emissions from the decays are measured and analyzed in this work.
A new β[beta]-delayed neutron branching ratio is reported for this decay, which is in agreement with recent theoretical values. The core excited states in the daughter nucleus,

81

Ga,

populated through allowed Gamow-Teller decays are analyzed. A trend in core excited
states with other N=50 isotones indicates an increasing gap between a deeply bound neutron hole and the valence neutron above the N=50 gap upon moving towards doubly magic
78

Ni.

This dissertation also reports on additions to the decay schemes of

79

Zn and

80

Zn decays.

Their decay level schemes have been expanded upon and an improved picture of the total
allowed Gamow-Teller decay strength is known from

79

Zn to

81

Zn. This work presents

an improved, albeit still incomplete, picture of the energy of states populated through
Gamow-Teller decays from below to above the N=50 shell gap in zinc isotopes.
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1

Introduction

The atomic nucleus is a system of nucleons, protons with positive electrical charge and neutrons
which are neutral, bound together by the strong nuclear force. Nuclear physics is the study of
the structure and physical behaviors of atomic nuclei. Among more than 3000 known nuclei
most nuclei are radioactive, among them 168 are stable and form the so-called valley of stability
between atomic numbers Z=1 and Z=83.
For nuclei with relatively few protons and neutrons the strong force favors the formation of
stable nuclei with an approximately equal number of protons and neutrons. However, for most
nuclei, those with atomic number Z ≥ 20, the stable nuclei are those with more neutrons than
protons. This is because more neutrons are required to balance the Coulomb repulsion of the
protons. Nuclei which are not stable will decay to nuclei closer to stability until eventually a
stable nucleus is reached. The known decay modes of the nuclear ground states include atomic
electron capture, β decay, α particle and cluster emission, β-delayed neutron(s) or proton(s)
emission and two proton emission. Through observation of these decays it is possible to study
nuclear structure in the resultant, or so-called daughter, nucleus.

One of the major goals in nuclear physics is to understand what determines the structure of
atomic nuclei and how and why this structure changes with varying number of protons and neutrons. An alternative to nuclear structure studies through experimental decay are the methods
using reactions between nuclei. This can also provide insight into how the nucleons are interacting with each other using, for example, transfer or fusion reactions. The advantage of reaction
studies is that there is a possibility of determining what nucleus is to be studied and which of its
properties will be studied through an appropriate choice of the nuclear reaction. However, this is
at the cost of increased experimental complexities compared to decay spectroscopy experiments.

Another essential part of nuclear physics research is nuclear theory, which is concerned with
generating models of the atomic nucleus with better predictive power of the experimental observables. These models are usually based on fundamental principles. One of the current trends
is the development of nuclear models that are able to derive properties of the nuclei from the
free nucleon-nucleon interactions, for example when nucleons scatter with each other outside of
the nuclear medium.

In this work we present the results of the experimental studies of nuclei near doubly magic
78

Ni by using decay spectroscopy methods. We will relate these results to those obtained with
1

the use of nuclear reaction experiments. Finally, we provide interpretation of the data using
theoretical calculations based on a contemporary nuclear model.

The nucleus

78

Ni is a neutron-rich nucleus with traditional “magic” numbers of nucleons. It

consists of 50 neutrons and 28 protons. Nuclei with magic proton/neutron numbers have higher
proton/neutron separation energies than their neighboring nuclei. The magic numbers are the
result of the emergence of the shell structure of nuclei, as will be explained in the following
section. Because one needs to understand how and if the shell structure changes away from stability, and hence if the magic numbers change, there is a strong motivation for studying nuclei
which are both away from stability and contain traditional magic numbers of nucleons. Studies
of nuclei with only one proton or one neutron outside of a doubly magic nucleus are particularly
interesting because they may reveal the simplest excitation modes of a single “valence” nucleon
in the mean potential, which is generated by the doubly magic nucleus. This is analogous to
electron orbitals in alkali atoms. These data can provide important information on the persistence of nuclear magicity away from stability.

The nucleus

81

Zn and its decay product

81

Ga, which are the main subjects of this work, are

both examples of such systems. The nucleus 81 Zn has 51 neutrons and 30 protons. In this study
we provide the experimental data [1] which will determine the spin of its ground state. This
was controversial and used previously [2] to make claims on the effects of shell evolution.

The nucleus

81

Ga has 50 neutrons and 31 protons. The excited states populated in this

nucleus reveal the information on various modes of excitations involving the valence protons
and excitations of the doubly magic core. These experimental data were combined with the
experimental systematics of other N=50 and N=51 nuclei.

Finally, the decays of N=49

79

Zn and N=50

80

Zn are also discussed in this work. The decay

level schemes for the daughter gallium isotopes are expanded to higher energies in comparison
to previous literature. These expansions provide an improved, although still incomplete, picture
of the energetics of decays of deeply bound neutrons from below to above the N=50 shell gap.

2

2

Theoretical Background

2.1

Shell model of the atomic nucleus

In the quest for scientific understanding, a model is necessary for describing the behaviors of
a particular system. A model is a good description of the system if it consistently predicts
behaviors and quantities which are verified to be true in experiments. In this case the quantum
mechanical system of an atomic nucleus is the system to be probed. In nuclear physics the
shell model is an elementary model in which many predictions are verified with experimental
evidence. The following are derivations and observations from experiments which explain and
support this model.
2.1.1

Central potential

Combined effects of nucleon-nucleon interactions generate a mean field which form a potential
well [3]. The protons and neutrons reside in this potential. Approximate methods are used
when solving for the energies and configurations of states in which an atomic nucleus exists.
One example of a nuclear potential is the Woods-Saxon potential, shown in figure 1. The
equation for this potential, as a function of radial distance r, is the following:
−Vo
(1)
1 + exp( r−R
a )
Where Vo is the maximum depth of the potential well, r is the radial distance, R is the
V (r) =

nuclear radius, and a is the value for the surface diffuseness. The nuclear radius R = ro A1/3 ,
where A is the number of nucleons (mass number) in the nucleus. For short distances nucleons
exist in a deep, attractive well.

The nuclear shell model provides a framework in which one analyzes nuclear structure and the
population of various states in atomic nuclei. The presence of this central potential well gave rise
to formulation of the nuclear shell model, analogous to the atomic shell model. The emergence
of nuclear shells and therefore magic numbers can be illustrated by the simple example of the
radial potential with V=0 at r less than Ro and V = ∞ at r greater than Ro , analogous to
the one-dimensional infinite square well potential. This means that the nucleons cannot exist
beyond this radius R. It also means that the wave function for the nucleus must be zero at this
boundary where r = R. Using such a potential yields the following Schrödinger equation:

(

d2
2m
h̄2 `(` + 1)
+
))un` (r) = 0
(E
−
n`
dr2
2mr2
h̄2
3

(2)

Figure 1: Woods-Saxon potential.

Where the solutions, un` , are spherical Bessel functions. Thus un` = (kn` r), and
r
kn` =

2mEn`
h̄2

(3)

The n is the principal quantum number and the ` is the orbital angular momentum number.
The n number can take on values of 1, 2, 3, etc. and ` can be 0,1,2,3,etc. The boundary condition that the wave function un` must be zero at r=R leads to quantization of energy levels.
As each level is filled with protons or neutrons, this leads to the following magic numbers, or
numbers of nucleons filling each closed shell:

2, 8, 18, 32, 50, etc.

The degeneracy of a level originates from the Pauli principle, where no two nucleons can
have the same set of quantum numbers.

Here some of the empirical nuclear magic numbers such as 2, 8, and 50 are produced but not
the numbers 20, 28, and 126. But another central potential may be attempted, that of the three
dimensional harmonic oscillator potential. Here the potential which the nucleons experience is:
1
mω 2 r2
2

V (r) =

(4)

Where m is the mass of the particle, ω is the frequency of oscillation, and r is radial distance.
This yields the following Schrödinger equation:

4

(

2m
1
d2
h̄2 `(` + 1)
2 2
+
(E
−
))un` (r) = 0
mω
r
−
n`
dr2
2
2mr2
h̄2

(5)

The solution of this differential Schrödinger equation depends upon Laguerre polynomials L:

un` ∝ exp

−mωr 2
2h̄

r

`+1

L

`+1
2
n+`−1
2

r
mω
(
r)
h̄

(6)

The energy of each level with this harmonic oscillator potential is:
1
En` = h̄ω(2n + ` − )
2

(7)

The degeneracy in each level from using this potential is:

nΛ = (Λ + 1)(Λ + 2)

(8)

Where the number Λ relates to the principle and orbital angular momentum quantum numbers as:

Λ = 2n + ` − 2

(9)

The “magic numbers” produced from using this potential are: 2, 8, 20, 40, 70, etc. Again,
some of the real nuclear magic numbers are reproduced for the filled shells using this central
potential, but not all of them.

2.1.2

Spin-orbit splitting

In the 1940’s Maria Goeppert Mayer, Hans Jensen, and others realized that a central potential
alone was not reproducing the experimental magic numbers of nucleons in filled shells [4]. They
realized they must use a spin-orbit interaction as well, just as is done in atomic physics with
the potential experienced by electrons. The total potential felt by the nucleons would take the
following general form:
~ ·S
~
V = V (r) − f (r)L

(10)

Where V is the total potential, V(r) is the central potential part, f(r) is an arbitrary function
~ is the orbital angular momentum vector, and S
~ is the intrinsic
based upon the radial distance, L
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spin angular momentum vector. The total angular momentum operator J~ is given as the addition
of the orbital and intrinsic spin operators:
~ +S
~
J~ = L

(11)

~ ·S
~ term is as follows:
Therefore the derivation of the L
~2 + S
~ 2 + 2L
~ ·S
~
J~2 = L

(12)

~ ·S
~ = 1 (J~2 − L
~2 − S
~ 2)
L
2

(13)

Therefore:

Because the orbital angular momentum and intrinsic spin angular momentum operators
commute, the order of the multiplication above is of no importance. The expectation value of
this spin-orbit multiplication is then:
~2 − S
~ 2) >
~ ·S
~ >=< 1 (J~2 − L
<L
2

=

h̄2
[( + 1) − `(` + 1) − s(s + 1)]
2

=
Because s =

1
2

h̄2
3
[( + 1) − `(` + 1) − ]
2
4

for each nucleon. For  = ` +

=
and for  = ` −

1
2

h̄2
`
2

1
2

=

−h̄2
(` + 1)
2

Thus the orbitals labeled with quantum numbers n and ` have split degeneracy with the
introduction of the spin-orbit term into the potential. The new orbitals are labeled with the
quantum numbers n, `, and , where n is the principle quantum number, ` is the orbital angular
momentum, and  is the total angular momentum taking into account both ` and s, which is
always

1
2

for nucleons. This splitting of degeneracy and the orbitals in this nuclear shell model

with the inclusion of the spin-orbit potential are shown in figure 2.
The energies of the new, split levels with respect to the degenerate levels are as follows:

6

Figure 2: Shell model of the atomic nucleus. The splitting of degeneracy upon introduction of
a spin-orbit term in the potential is shown. The final orbitals on the right are denoted in an n`
notation, standing for principal quantum number n, orbital angular momentum ` in traditional
spectroscopic letters s,p,d,f,g,etc. and the total angular momentum  of the orbital. The amount
of nucleons, protons or neutrons, which can reside in each state is given by 2 + 1.
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1
h̄2 `
En` ( = ` + ) = −
2
2

Z

d3 r|Ψn` (~r)|2 f (r)

(14)

And
1
h̄2 (` + 1)
En` ( = ` − ) =
2
2

Z

d3 r|Ψn` (~r)|2 f (r)

(15)

Thus the difference in energy between these two levels which split the degeneracy is:
1
∆ = h̄ (` + )
2
2

Z

d3 r|Ψn` (~r)|2 f (r)

(16)

The main point from this equation is that the larger the orbital angular momentum `, the
larger the spin-orbit splitting. Thus the energy difference between the two g levels, with `=4,
is larger than the splitting between two p levels, with `=1. This can be seen in figure 2, where
the energy difference between 1p1 /2 and 1p3 /2 is smaller than the splitting between 1g7 /2 and
1g9 /2 [5].

2.2

Experimental evidence of shell gaps and magic numbers

This spin-orbit splitting supplied a theoretical explanation for the previously observed magic
numbers in nuclei. Those nuclei with specific numbers of protons and/or neutrons exhibited
properties of enhanced stability. For example, the neutron separation energies in nuclei reach a
local maximum at a magic number of neutrons and drop significantly with the addition of one
more neutron.

Other examples which show shell structure in nuclei and contain observations of these magic
numbers are charge distributions, deformations, and the energy of 2+ states in even-even nuclei.
This is shown in figure 3. A maximum in these energies indicates that a shell gap needs to be
crossed in order to promote nucleons to the first excited states at these numbers of neutrons.
Thus there are many examples experimental verifications of the existence of shell structure and
magic numbers in nuclei.

2.3

Microscopic description of β decay

A nucleus may undergo one of three different known types of β decay. It may emit a positron
and a neutrino after a proton turns into a neutron. This is known as β + decay. It may undergo
electron capture, wherein an inner atomic shell electron is absorbed by a proton, thus the proton
8

Figure 3: The first 2+ state energies in even-even nuclei are at local maxima at “magic” numbers
of neutrons. This means that at those nuclei more energy is required to excite nucleons to
this first excited state than for the immediate neighboring even-even nuclei. This indicates an
increased energy gap for nuclei with these particular neutron numbers.

changes to a neutron and a neutrino is also emitted. This is called electron capture (EC). A
third possibility is that an electron and antineutrino are emitted and a neutron in the nucleus
changes into a proton. This last example is known as β − decay.

When a nucleus undergoes β decay this involves the weak interaction and a change of a quark
flavor inside one of the nucleons. For example, in β − decay a neutron will change into a proton
and this involves a down quark decaying to an up quark. This is because a neutron consists of
two down quarks and one up quark, but it transitions into a proton, which has two up quarks
and one down quark. The change of flavor of the down quark to an up quark is mediated by a
gauge boson for weak interactions. In β − decay a W− boson is emitted to carry negative charge
for formation of the electron. This is depicted in the Feynman diagram in figure 4. This shows
that a down quark in the neutron changes into an up quark and emits a W− boson, which in
turn changes into an electron and an anti-neutrino. The final result is a proton with the electron and anti-neutrino carrying away energy and momentum. Charge is conserved in the process.

The following equation simply restates the full changes that take place during β − decay. A
neutron changes into a proton and an electron and anti-neutrino are emitted.
n = p + e− + ν
9

(17)

Figure 4: Feynman diagram of β  decay, with time progressing upward on the vertical axis.

The quantity referred to as lepton number is also conserved in all β decays. The left hand
side, consisting of just the neutron, has no lepton. The right hand side has an electron, with
lepton number as positive one, and an anti-neutrino, with lepton number as negative one, thus
conserving a net lepton number of zero on both sides.

The helicity of the leptons involved is another point important for nuclear β decay. Helicity
is defined as the scalar product of spin angular momentum with linear momentum, divided by
the scalar of linear momentum of the particle. Thus the helicity is as follows:

h=

~σ · p~
p

(18)

A lepton is labeled left-handed if its linear momentum and spin angular momentum are
antiparallel. The helicity would be negative. A lepton is right-handed if the linear momentum
and spin angular momentum are parallel and the helicity would be positive. In β decay all leptons
are left-handed and all anti-leptons are right-handed. Experimentally the electron neutrino has
a measured helicity of about -1, the electron anti-neutrino has a helicity of about +1. They
would equal +1 or -1 exactly if the neutrino, or whichever particle is in question, were massless
because the eigenvalue for helicity is actually vc , the speed of the particle over the speed of light.
The observation in β  decay is that whether or not the total change in angular momentum
is by one unit h̄ or zero units h̄, the linear momentum and the spin angular momentum of
the neutrino must be parallel. This is due to conservation of linear and angular momentum
for all particles involved [6]. Thus in β  decay the neutrino must always be right-handed, with
10

positive helicity, and by lepton number conservation it must be an anti-neutrino. The opposite is
observed in β + decay, where the neutrino emitted must be a regular neutrino by lepton number
conservation but the linear and spin angular momentum vectors must always be anti-parallel by
conservation of linear and angular momentum of all particles involved. Therefore, in β + decay
the particle emitted is a neutrino which is also left-handed with negative helicity. One can
rewrite the reactions for β − and β + decay as the following equations, specifying right-handed
anti-neutrinos and left-handed neutrinos.
n → p + e− + ν R

(19)

p → n + e+ + νL

(20)

In order to describe what the quarks experience as they undergo the necessary changes,
one must note that in strong interactions the flavors of the quark are conserved. Thus the
strong-interaction quark eigenstates are simply consisting of up, down, charm, strange, top, and
bottom quarks. But in decays mediated by the weak interaction the flavor of the quark changes,
as is discussed here with β − decay changing a down quark into an up quark. Furthermore, in
observed weak decays the quark flavor changes to a definite flavor, i.e. only one flavor is observed
in the final product. But the real relationship between the initial and final quark states can be
described in one way with the following example:
u → d0 = d ∗ cosθc + s ∗ sinθc

(21)

Where the final quark states is some mix of a down quark, d, and a strange quark, s, in
this case. This mixing angle θc is called the Cabibbo angle. For β decay here we only concern
ourselves with the transition between the up and down quarks. This alone is governed by:

Gv = GF cosθc

(22)

The relationship between the Gv and GF quantities from the quark flavor changing argument
can be analyzed further with knowledge of helicity in nuclear β decay. Operators acted upon
by a parity transformation, or reflection across the axes, for example from x to -x in cartesian
coordinates, may or may not conserve the helicity. Specifically, the operators which are scalars,
pseudoscalars, and tensors produce leptons with both helicities when this parity transformation
is applied. Only vector and axial vector operators (axial vector operators are those which do not
change sign upon reflection across the axes, such as angular momentum) obey what is observed
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in nature. That is, they produce leptons of the correct helicity observed in β decay experiments.
Because the vector and axial vector operators give different parities, they must be used together
in a linear combination when treating β decay. This is part of the so-called V-A theory for β
decay. That is, nuclear β decay is based upon the use of both a vector operator and an axial
vector operator. The relation between the coupling constants for the vector and axial vector
operators may be introduced as:

gA =

GA
fπ gπn
=
GV
MN c2

(23)

This is referred to as the Goldberger-Treiman relation. The fπ is the pion decay constant
and the gπn is the coupling constant between the pion and a nucleon. The pion is a meson
consisting of some up and down quark linear combination, which mediates the residual strong
force between neighboring nucleons, thus binding them together in the atomic nucleus. Also,
MN is the mass of the nucleon in question and c is the speed of light. This number gA is
experimentally measured to be [8]:

gA = −1.259

2.4

(24)

Fermi and Gamow-Teller operators

In nuclear β decay there are various quantum mechanical rules governing the probability of a
transition between a state in a parent nucleus to one in a daughter nucleus. There are two
general types of allowed β decays, Fermi and Gamow-Teller. The operators for both of these
transitions act on nuclear wave functions to change neutron to proton or vice-versa. An isospin
lowering operator for example will change a neutron to a proton and an isospin raising operator
will change a proton to a neutron. An isospin lowering operator acting on a proton will yield a
null wave function, essentially it annihilates the proton state. An isospin raising operator acting
on a neutron does the same. Given these purely mathematical constructs of isospin raising
and lowering operators, the Fermi and Gamow-Teller operators are as follows. First the Fermi
operator:
X

τ − (i) = T −

(25)

σ̂(i)τ − (i) = Y −

(26)

i

And the Gamow-Teller operator:
X
i
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The Gamow-Teller operator also includes a Pauli spin matrix operator, σ̂(ı), for change in
spin. It is a vector operator which will change the spin of the old neutron to a new spin for the
new proton. Because in Gamow-Teller decay the resultant electron and anti-neutrino couple to
spin one, the possible spin projections for two particles coupled to spin one are one, zero, or
negative one. It is a triplet state. This vector operator has three components because of this
triplet nature:

σ̂ = (σ1 , σ2 , σ3 )

(27)

Where the σ1 , σ2 , and σ3 are standard Pauli spin matrices in three dimensions. The minus
sign in the Fermi and Gamow-Teller operators mean the isospin operators are lowering operators
because this is for β − decay, in which a neutron changes to proton. If it were β + decay then
the - sign would be replaced by a + sign for isospin raising operators. The i index is present for
adding over all of the decaying nucleons.

The transition probability for a nuclear β decay to occur comes from the calculation of a
matrix element. That is, an expectation value of an appropriate quantum mechanical operator
between the initial and final nuclear states in question. In Dirac notation:

b i>
Mif =< Ψf |O|Ψ

(28)

Specifically here, the Fermi and Gamow-Teller reduced transition probabilities, which are
scalars, are given by placing the Fermi and Gamow-Teller vector operators, respectively, as
acting between the initial and final nuclear states in the decay. For Fermi transitions:
τ ± (ı)|Ψı > |2
2Jı + 1

(29)

σ(ı)τ ± (ı)||Ψı > |2
2Jı + 1

(30)

| < Ψf |

P

c2A | < Ψf ||

P

BF± =

ı

And for Gamow-Teller transitions:
±
BGT
=

ı

Where Ji is the total angular momentum of the initial state and cA is a constant pertaining
to a renormalization in the Gamow-Teller decay [7].

In general, if a bound neutron in an atomic nucleus undergoes Fermi β − from a spin projection (mj ) of + 21 , it will change into a proton with spin projection of + 12 and the electron
and anti-neutrino will couple to spin 0. However, in a Gamow-Teller decay that same neutron
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would change into a proton of spin projection - 12 and the electron and anti-neutrino will couple
to spin 1. Thus a pure Gamow-Teller decay is a “spin-flip” decay because of the change in spin
between the old and new nucleon.

To acquire the operators for forbidden transitions, one must simply derive them from a
sequence of allowed transition operators. For example, an operator for a second forbidden
transition between a state with Jπ = 0+ to Jπ = 2+ would first involve an allowed transition
operator changing the 0+ state to a virtual 1+ state, and another allowed transition operator
to transform the 1+ state to a 2+ state. First forbidden decays, and all others which require a
change in parity, would also require the operator to change the orbital angular momentum by
an odd amount of 1,3, or 5 etc. units to change the parity [8].

2.5

Decay lifetimes, energetics, and selection rules

A rule known as Fermi’s golden rule states that the decay rate from one state to another is given
by the final density of states multiplied by this matrix element squared. Using Fermi’s golden
rule of transition rates between initial and final states, one can calculate the decay rate. The
decay rate per final electron energy interval is given by this expression:
dW
dρ
= G2β
[BF + BGT ]
dtdEe
dEe

(31)

The ρ factor here is the final density of states. The Gβ is a coupling constant for the weak
interaction, which is the force involved in mediating β decay at the quark level. This expression
states that the rate at which a β decay occurs from initial state in the parent nucleus to a
final state in the daughter nucleus depends upon the derivative of the density of states with the
energy of each possible final state, multiplied by the addition of the Fermi and Gamow-Teller
reduced transition probabilities.

To obtain the total decay rate for all decays from ground state of the parent nucleus to
all possible states in the daughter nucleus, one must integrate the following new expression for
decay rate per unit of final energy interval:
G2β
dW
=
[F (E, Z)pe Ee (∆f − Ee )2 ][BF + BGT ]
dtdEe
2π 3

(32)

Here the pe is final electron momentum at infinity, Ee is the final electron energy at infinity,
∆f is the decay energy Einitial - Ef inal and F(Z,E) is the Fermi function. In general it is calcu-
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lated as this ratio:

F (E, Z) = |

Ψ(0)with 2
|
Ψ(0)without

(33)

That is, the ratio of the electron wave function at the nucleus with the coulomb interaction
versus without the coulomb interaction all squared. For non-relativistic electrons and a pointlike nucleus, the following is the Fermi function, given as:

FN R (E, Z) =
Where η =

±Ze2
ve ,

2πη
1 − e−2πη

(34)

Z is atomic number of the parent, e is the electron charge, and ve is the

velocity of the emitted electron (or positron) at infinity. This effects the shape of the final electron energy distribution. The β − curve will have more counts at lower energy whereas the β +
decay will have fewer counts at lower energy because of the coulomb interaction either attracting
or repelling this lepton (electron or positron) to or from the nucleus. The endpoint of such a
spectrum is the Q value, the energy difference between ground state of parent and ground state
of daughter.

Finally, integrating over all possible final electron energies leads to the total decay rate from
parent ground state to all daughter states.
G2β m5e
dW
=
f [BF + BGT ]
dt
2π 3

(35)

Where f is the Fermi integral:

f=

1
m5e

Z

∆f

F (Z, E)pe Ee (∆f − Ee )2 dEe

(36)

me

This integral is over the energy range from the rest mass of the electron up to the total decay
energy available. Table 1 summarizes allowed β transition properties.

The log ft value is used to factor out this Fermi integral factor. The f is from the Fermi
integral discussed above. It includes the information on the overlap of the initial and final wave
functions and the energy difference. The t1/2 is for the partial half-life, or half-life of that particular transition from initial state to a specific final state.
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Figure 5: Empirical log ft values for allowed β decays [9].

Figure 6: Empirical log ft values for forbidden decays [9].
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Table 1: Table describing allowed β transition properties
Transition

Spin

orb. ang. mom.

parity change

isospin

Fermi

∆J=0

∆L=0

no

∆T=0

Gamow-Teller

∆J=0,1 not 0 to 0

∆L=0

no

k∆T k=0,1

t1/2 = [dW/dt]−1 ln 2

(37)

The full quantity ft 1 /2 is thus given by:

f t1/2 =

2π 3 ln 2
1
4πD
=
2
5
Gβ me BF + BGT
BF + BGT

(38)

Here D is a constant in units of time. This ft1/2 is the value for a transition to a particular
state with an energy labeled Ef . But summing over all possible final states with Ef energy
yields the full half life for the β decaying state to all of the possible final states.

−1
T1/2
=

X

ff

BF (Ef ) + BGT (Ef )
4πD

(39)

As stated before, it is more common to take the log of the quantity ft and thus it becomes
log ft. The larger this number the weaker the transition because it means the reduced transition
probabilities are smaller, and thus the smaller this number the stronger the transition because
those same reduced transition probabilities are larger.
Table 1 displays the total angular momentum change, or change in total spin J, which occurs
with each type of allowed β decay transition. However, a transition where the ∆J= 0, 1, or 2
with a change in parity is called a first forbidden transition.

Other transition types include allowed transitions that are 0+ to 0+ and isospin does not
change. These are superallowed decays and their log ft values range from 3 to 4. Also, there are
so-called isospin forbidden decays, which are the same as allowed decays but isospin changes.
Their log ft values range from 6.4 to 10.3.

The allowed transitions do not carry away orbital angular momentum, but forbidden transitions do. A transition with a ∆J= 2 and parity change is called first forbidden unique. There
are second, third, and fourth forbidden transitions as well. Each successive forbidden decay
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Table 2: Table showing properties of forbidden β decays.
Transition

Spin

parity change

typical log ft

First forbidden

∆J=0,1,2

yes

5.5-9

Second forbidden

∆J=2,3

no

11-13

Third forbidden

∆J=3,4

yes
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allows one more unit of angular momentum change and whether the parity changes depends on
this relationship:

∆π = (−1)n

(40)

where n is the order of the forbidden transition. For example, first forbidden is n=1, second
forbidden is n=2, etc.

2.6

β decay branching ratios

When a parent nucleus undergoes β decay to its daughter, a certain percentage of all β decays
will go to the ground state, each excited state available through selection rules, and to neutron
unbound states. There are two general concepts which determine the β decay branching ratios
distribution. This distribution is influenced first by energetics of the decay. Decay to the ground
states and low energy states in the daughter are highly preferred. The second is that of nuclear
structure. The wave function overlaps, between the parent state and each state in the daughter,
determine the so-called reduced transition matrix elements for each transition.

The Fermi phase space function shown above determines how the population of states in
the daughter nucleus is weighted just by the energy difference between the ground state of the
parent and the state being populated in the daughter. As can be seen by the shape of the
function in figure 7, there is a large preference for decay directly to the ground state, but this
preference rapidly decreases with smaller decay energy higher up in the Qβ window.

The nuclear structure Sβ function depends upon the overlap of initial and final wave functions populated in the decay. Thus it contains the nuclear structure influence on the decay as
opposed to the energetics. It is both of these functions that are folded together to produce
the final β decay intensity distribution, labeled Iβ in figure 7. This Sβ function also contains
resonance features such as the Gamow-Teller resonance, usually centered around 15 MeV in or
18

Figure 7: The Sβ function and the Fermi statistical factor, both of which contribute to the β
decay intensity distribution, Iβ . The one neutron and two neutron separation energies are also
shown, along with the full Qβ decay window value.

above the decay window, and a Pygmy resonance. The GT resonance in the daughter nucleus
is a group of excited state such that all of the protons are in a group oscillating with respect to
a group formed by all the neutrons. The Pygmy resonance is likened to the same oscillations
but since it is at a lower energy in the decay window it is more similar to just surface protons
oscillating with surface neutrons. However, they are still resonances in which the daughter nucleus may be populated after decay. Thus the Sβ function has peaks at these resonances, which
in turn enhances the final Iβ values at those energy ranges.

The decay half-life can be written in terms of this Sβ function and Fermi statistical factor
folded together. It is:
1
∗
S
f
βı
ı (Z, E )
ı

T1/2 = P

(41)

Here the Z is proton number of the parent nucleus and E* is the energy of an excited state
populated in the daughter. Therefore, this last equation relates the half-life of decay to both
the nuclear structure factor on β decay, Sβ , and the energetics influence in the Fermi statistical
factor, f(Z,E*).
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3

Experimental studies of the neutron-rich isotopes of Zn

3.1

Introduction

One major field of nuclear structure physics involves the observation of radioactive nuclear decay. Here we take advantage of the β − decay to populate excited states in the daughter nucleus.
When a nucleus undergoes β − decay from the ground state, or possibly an isomeric excited
state, it may decay directly to the ground state of the daughter, to an excited state, or to a
neutron unbound state and thus emit a neutron as well. The decay radiation provides the experimenter with a probe into the structure of each populated nucleus. A detected γ-ray represents
a transition between nuclear states because it was emitted when that nucleus transitioned from
one state to another. Furthermore, different γ-ray transitions emitted in sequence represent
a cascade of transitions in that nucleus. Time properties of a γ-ray emission also reveal the
nucleus from which it decayed through half-life identification. It may also reveal whether an
isomeric state is present because the half-life would be different outside of error bars and other
evidence would have to show it as not originating from another nuclear decay. In general this
is how decay spectroscopy is conducted, through analysis of decay radiation to discover new
information about both nuclear structure and its influence on decay properties.

The success of decay spectroscopy experiments depends largely on the ability to produce
nuclei of interest with large enough statistics above a background of radiation, which is always
detected regardless of the experimental environment. The success of the experiment also requires little or no significant contaminants from unwanted isotopes arriving at the experimental
setup. The main point is to separate measured decays of the desired ions of interest from background radiation. Also, since the implanted ions are far from stability and even the daughters
are long-lived decaying nuclei, it is necessary to move the long-lived daughter activity away from
the detectors to a location behind lead shielding.

Two methods for decay spectroscopy studies of neutron-rich nuclei at the HRIBF (Holifield
Radioactive Ion Beam Facility) include studies at the Low Energy Radioactive Ion Beam Spectroscopy Station (LeRIBSS) and the Ranging-Out technique [10]. The Ranging-Out technique
makes use of isobaric separation of ions but also post-accelerates those ions to 3 MeV/nucleon
to then pass through an ionization chamber. The ionization chamber is used for further isobaric
separation. Ions with a higher proton number Z are stopped in the gas whereas lower Z isobars
are not. Energy loss through a gas is proportional to the atomic number of the ion squared,
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Z2 , according to the Bethe formula. Therefore, the more neutron-rich isobars pass through the
ionization chamber. Isobaric purity is improved upon in this manner because only the low Z,
more neutron-rich ions will pass to implantation site within view of the detectors.

Studies at LeRIBSS do not involve ions which are post-accelerated in the tandem. They
are passed through the high resolution magnetic isobaric separator, but are implanted upon a
moving tape collector or silicon detector at 200 keV energy. The general purpose of LeRIBSS
is to study the decays of fission fragments after they are implanted on a tape. No reaction is
required of the fission fragments once they arrive at LeRIBSS, nor are they required to pass
through either an ionization chamber filled with a gas nor through any foils of significant thickness. The γ and β decay photons and particles from these fission fragments are measured and
after some short time the long-lived activity can be transported away from view of the detectors.

In the particular case of zinc ions, it is advantageous to study their decays at LeRIBSS
because zinc cannot make a negative ion. Hence it cannot be post-accelerated since the HRIBF
tandem accelerator needs negative ions to be injected into it. The study of zinc, or any ion
which cannot be made negative, at other experimental stations which require post-acceleration
is simply not possible because of this reason.

3.2
3.2.1

Experimental details
ISOL technique at the HRIBF

The Isotope Separation Online Technique is utilized [11] [12] at the HRIBF to produce neutronrich, unstable nuclei. The process starts with the acceleration of protons from the Oak Ridge
Isochronous Cyclotron (ORIC) to an energy of 54 MeV and with a beam current of 10-15µA.
The protons impinge upon a high-temperature target of uranium carbide, located on a high
voltage platform. This creates fission fragments from the

238

U nuclei. The fission products

cover a wide mass distribution and are transported, as a vapor, to a coupled ion source. The
ion source is an electron beam plasma ion source. Fission products are extracted as positive
ions off of the ion source, which is at 160 kV. The source is on a 40 kV potential platform with
respect to the whole platform. The positive ions pass through the first stage dipole resolving
magnet, located on the high voltage platform, to select a specific mass of ions. These positive
ions are accelerated off of the platform to a total energy of 200 keV. They are then transported
to the second-stage, high resolution magnet for isobaric mass separation.
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The first challenge with producing neutron-rich nuclei through this ISOL technique is the
small cross section for producing such nuclei through fission of Uranium (It should be noted
that our cross sections of production are typically higher than at many fragmentation facilities).
Often times the cross section for producing nuclei along an isotonic chain will drop by at least
one order of magnitude with the addition of each neutron along the chain away from stability.
Another problem exists because of the challenge of isobaric separation. If isobaric mass separation is not of sufficient strength and since the amount of neighboring isobars may be orders of
magnitude greater in beam intensity than the desired ion, the experimenter may never be able
to separate the large amount of unwanted isobars from the tiny amount of desired isobars in
the beam. In the particular case of

81

Ga versus

81

Zn, the gallium arrives at 106 pps (with open

slits, explained below) whereas the zinc arrives at LeRIBSS at 30 pps.

A second challenge with producing and obtaining neutron-rich nuclei from an ISOL source
is that of high temperature chemistry. Some ions are retained on the walls of the source chamber because of chemical properties of this element with its surroundings. Even if this element
eventually releases from the source, it may be after one or more half-lives have passed, thus
too many of the ions will have decayed before reaching the experimental end station. Nickel
is one such example, it is difficult to produce from ISOL sources because of this chemistry reason.

3.2.2

Charge exchange cell

There is a cell containing cesium vapor which may be used before the high resolution isobaric
separator to change positive ions into negative ions. This is needed for ions which will be postaccelerated because the ions come out of the source as positive but must be negative before
injection into the tandem accelerator. As the ions pass through the vapor they collide with
the gas molecules and some will exchange charge. The cesium atoms will give up an electron
to the ion passing through because they have an electron affinity favoring the release of an
electron. Cesium has an electron affinity of +46 kJ/mole [13]. It is an alkali metal which gains
energy by loosing its one valence electron. Two collisions are required, one to go from positive
to neutral and another to go from neutral to negative. For some elements it is not possible to
gain a negative charge state due to an opposite sign on their electron affinities, such as with
zinc and cadmium [13]. These elements cannot form negative ions. Therefore, in some cases it
may be advantageous because one can study an isotope whose isobaric neighbor does not form a
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negative ion. Sending those ions through the tandem means the final beam will have the desired
ion without the isobaric neighbor present. For example, copper isotopes have been studied with
negative ions after post-acceleration through the tandem because the isobaric neighbor zinc is
not present in the beam.

However, one major problem with using this charge exchange cell is that it reduces beam
intensity because many of the ions will loose too much energy and not pass through the cell. It
reduces the beam to about 5-10% of its original intensity, although this varies some depending
upon the element and its electron affinity. Thus it is advantageous to study the decay of
positive ions at the LeRIBSS when possible because such a beam will be of higher intensity
than a negative ion beam.
3.2.3

High resolution isobar magnets

Magnets are often used to perform mass separation of ions. The Lorentz force experienced by a
charged particle in motion inside of a magnetic field is utilized and is given by:
~
F~ = q~v × B

(42)

~ is the
Where q is the charge of the particle, ~v is the velocity vector of the particle, and B
magnetic field vector. The force vector F~ is thus equal to this vector product between velocity
and magnetic field. This magnetic Lorentz force provides a centripetal force on the charged
particle, thus moving it along a circular path with some radius, ρ.
2
~ = mv ρ̂
F~ = q~v × B
ρ

(43)

It is common to rewrite this equation such that a quantity called the magnetic rigidity, the
field times the radius, has a magnitude of:

Bρ =

mv
q

(44)

Thus a specific magnetic rigidity can be set in a magnet, a given field for a given radius is
~ field.
determined from the mass, charge, and velocity of the ion moving through the B

The High Resolution Isobar Magnet setup consists of a pair of large-radius, double focusing
dipole magnets with a theoretical mass-resolving power of
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m
∆m

= 10000 utilized to separate

Figure 8: The vertical focusing of ions moving through the high resolution isobar magnet.
Vertical focusing is an effect of the fringe magnetic fields at the edges of the magnet. Thus it is
advantageous to have two magnets and four edges instead of one magnet with two edges. This
helps to focus the beam vertically and improves resolution [14].

isobars from each other. Here m is the mass number of the isobars and ∆m is the mass difference between the two neighboring isobars which need to be separated. In an experiment the
mass-resolving power is limited by at least three factors: Beam emittance from the ion source,
energy spread of the ions, and charge state of the ions. For example, a large beam emittance
will create a large beam spot at the object position and thus the image beam spot will be too
large to resolve the masses. A large spread in energy of the ions will create the same effect.
Ions arriving at different energies into the magnet will bend at different radii, thus decreasing
or destroying the mass resolution. Different charge states can also disrupt mass resolution, as
explained in the next section.

Figure 8 shows how ions move through this high resolution isobar magnet in the plane
perpendicular to the plane of the ground. One advantage of having two magnets with a space
in between is that there is extra vertical space for transmission. It is also advantageous to have
two magnets and four edges instead of one magnet with two edges because vertical focusing is
only affected by the fringe fields at the edges. Thus better resolution is obtained with four edges
and two magnets. Figure 9 shows how the ions move in the plane parallel to the plane of the
ground. A longer bend radius also improves resolution and focusing through the magnets [14].
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Figure 9: The horizontal focusing of ions moving through the high resolution isobar magnet.
Another advantage of having two magnets instead of one is that a longer bend radius improves
resolution [14].
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3.2.4

Charge state contaminants

Most ions which are converted to a negative charge through the cesium charge exchange cell
exit with a charge of -1. It is very rare for ions to acquire a charge of -2 or more. However,
positive ions emerge from the ion source and have a +1 charge but may possess a +2 charge
state instead. This is more likely than the creation of a -2 charge state in the charge exchange
cell. The important point is that since the mass separators actually work on separating ions
with the same mass over charge ratio, A/Q, it is possible for a heavier ion with charge +2 to
come through if it has the same A/Q as the desired ion. For example, it is possible for 81 Zn with
a charge state of +1 to come through the mass separator at the same time as say
charge state of +2. Thus the spectrum would contain decays from the

162

162

Eu with a

Eu as well. This is not

a problem if the intensity of europium ions is not obscuring the observation of the zinc decays
(as was the case here, we did not observe such decays with an

81

Zn beam, but this description

is included as a possible example of charge state contaminants). However, if there is too much
intensity in the beam from the charge state contaminant then a solution must be found. A
molecule containing 81 Zn would have a different mass and so this would be a solution, if it could
be made and extracted from the ion source. It is guaranteed to have a different A/Q ratio if
the charge state is still +1. In general, using molecular beams to obtain a specific isotope may
be beneficial because of both this charge state contaminant issue and also because neighboring
isobars may be too close in mass. Therefore creating a beam of molecules may eliminate this
issue of resolving close masses, depending upon which element and isotope is desired.

3.3

LeRIBSS

After the ions leave the High Resolution Isobar Magnets they arrive at LeRIBSS, the Low
Energy Radioactive Ion Beam Spectroscopy Station. They avoid the tandem, thus no postacceleration occurs, and the ions arrive with an energy of 200 keV. The ions implant upon a
tape, which is part of the Moving Tape Collector (MTC), designed to collect short lived activity
in view of the detectors and move long lived activity away from the detectors behind a hanging
wall of lead. The purpose of the lead wall is to shield the long lived activity from the γ-ray
and β electron detectors. The ions may arrive as positive or negative since the tandem is not
used, which requires negative ions for acceleration. For many isotopes it is beneficial to keep
the ions positive because the cesium vapor charge exchange cell decreases the beam intensity
and lowers emittance quality. Use of the tandem reduces the intensity of the beam by a fac-
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Figure 10: The LeRIBSS experimental setup. The beam comes in from right to left, first through
the high resolution isobar separator, past an electrostatic deflector, and it bypasses the tandem
because post-acceleration is not needed. The ions arrive at 200 keV energy and implant on
a moving tape collector (MTC). The site of implantation is surrounded by four high purity
germanium detectors to measure γ decays and two plastic scintillators for β electron detection.

tor of 10 and the charge exchange cell usage further reduces the beam intensity by a factor of 20.

The ions implant upon the tape at a site which is surrounded by two plastic scintillators for
detection of β decay electrons and four high purity germanium clovers (HPGe) to measure the
γ radiation, see figures 10 and 12. All of these detectors input their measurements into digital
data acquisition boards for digitization and basic analysis of the signals into a raw data file.
3.3.1

Electrostatic deflector and tape system

As the ions approach the LeRIBSS end station they pass by an electrostatic deflector, which
is designed to deflect the beam completely off of the implantation site such that only decays
may be observed with no further implantation from a beam. There is a waveform generator
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Figure 11: Schematic of cycles for both electrostatic deflector and the MTC. The deflector allows
beam particles to collect for one full second (or whatever desired time), then it deflects away
the beam for another full second, and finally the tape moves over a period of about 220 ms. At
the end of the tape move the deflector goes off and the whole cycle starts over.
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connected to the voltage supply for this electrostatic deflector, which controls the cycling of
this deflector. It also controls the MTC movements. Thus a series of grow in and decay cycles
may be observed from the activity of the implanted ions on the tape. Figure 11 contains an
example schematic of the tape movement cycle overlaid with the electrostatic deflector cycle.
The beam gathers for one second, for example, followed by deflection of the beam and so only
decays are observed during the next second. Finally, the tape moves the activity away from the
implantation site, which takes 217 ms or longer if desired, and the whole cycle begins again.
It is possible to allow continuous beam implantation or a long free decay time over many halflives. This helps to determine an upper and lower baseline in the counts versus time profile to
improve upon the half-life determination. The time for continuous implantation, free decays,
and the time taken for moving the tape are all variables which can be altered. It is possible
to move the tape different distances as well. Thus the experimenter may put the tape under
more stress by making it move further away in a shorter amount of time. Also, the deflector polarity is positive and the voltage pulse rises from 0 to +1900V. This is preferred to a
negative voltage pulse because such a pulse would pull the positive ion beam the other direction during deflection, potentially contaminating the tape with isobaric contaminants each cycle.

Another point on the deflector is that it is an electrostatic deflector as opposed to a magnetic
separator. This is because it avoids causing some form of hysteresis effect on the isobaric
separator. Such constantly changing magnetic fields would alter the field strength from the
isobaric high resolution separator, which is a danger that is unnecessary to introduce. All that
is required is to move the ions away from implanting at LeRIBSS and an electrostatic deflector
is sufficient.
3.3.2

Detector system

At the LeRIBSS setup there is the CARDS, the Clover Array for Radioactive Decay Studies. It
contains the four clover detectors, each clover consisting of four high purity germanium crystals
packed together in a tight geometry. Figure 12 shows a closeup of the clovers and two plastic
scintillators around the site of implantation in the beam pipe. Each clover has four crystals,
thus there are sixteen crystal detectors total in CARDS.

The site of implantation on the tape is surrounded, outside of the beam pipe, by the high
purity germanium clover detectors. When ionizing radiation interacts with the electrons in the
germanium atoms, the photoelectric effect occurs such that energy from the γ-ray photons is
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Figure 12: The four high purity germanium clovers and two plastic scintillators (covered in black
tape) surrounding the site of implantation, which is inside the beam pipe.

deposited and the charges are liberated as electrons and subsequent holes. The amount of electrons and holes liberated is directly proportional to the energy of the initial γ-ray photon which
induced the photoelectric effect.

The collection of charges liberated from ionizing radiation requires that none of those charges
recombine with the surrounding atoms. It is also important that the collection time be sufficiently fast enough. For an operating temperature of 77 Kelvin, the electric field must be a
minimum of 105 volts/meter [15]. Setting an extra large voltage will ensure that the electrons
and holes will reach the readout locations at the ends of the crystals and not recombine with
nearby atoms. The signal goes through the preamplifier, which increases the amplitude of the
signal to a voltage appropriate for reception into the digital data acquisition boards. These
boards must accept a signal in the one to five volt range.

Another source of radiation which the germanium detectors will always measure is that of
background γ radiation. In the environment there are many sources of background radiation,
including concrete blocks, lead blocks, radon gas, etc. It is also possible to see γ-rays from neutron induced reactions in the germanium from any neutrons coming from the uranium carbide
fissioning ion source, although ideally such neutrons should not move past appropriate shielding
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around the source.

3.3.3

HPGe energy and efficiency calibrations

There are two types of calibrations which must be made with the germanium detectors. The first
is an energy calibration. When a germanium detector measures a single γ-ray photon, it places
this count in a channel. For the same energy photon this count will be in a different channel in
different germanium detectors. Each germanium crystal detector has a different response to the
same energy. Therefore calibration sources, which emit a decay pattern with known γ-ray peaks
at known energies, are measured in the detectors so that one can match the channel numbers
in each detector with the correct energies. The experimenter must plot the channel number at
which each peak occurs vs. the known energy of said peak from the calibration source. This
plot is then fitted with a polynomial, either linear or quadratic, which is then used when the
raw data is scanned into a histogram. Thus the channel number in each germanium crystal
detector is transformed into a correct energy number in keV. One must also create a residual
plot showing the difference between real and calculated energy vs. the real energy. Such a plot
should be a random scatter, otherwise it would suggest a bias in the fit between channel number
and energy, which should not exist in a good fit.

The second type of calibration is for efficiency of detecting γ-ray photons at different energies.The detectors do not cover a total 4π solid angle, thus not all γ-ray photons can be intercepted from the activity on tape. But even if they were covering total solid angle, not all γ-ray
photons will deposit their energy in the germanium. Some may pass through without interaction
or Compton scatter all or part of their energy. There is a relationship between the energy of the
photons and the efficiency with which the germanium detectors measure them. From zero keV
up to approximately 80 keV, the efficiency of detection generally rises with increasing energy.
This is because with higher energy photons they are less likely to be absorbed by materials which
are housing the germanium crystals. Above this point the efficiency generally decreases, but the
rate of decrease depends on the energy range. To determine this curve of efficiency vs. photon
energy, γ-ray sources are utilized and a source whose date of creation and absolute activity at
the time of creation must be measured. Thus the absolute rate of γ-rays per second at the
time of measurement is calculated from knowing the half-life for each energy emitted from said
source. Measuring how many decays per second occur in the detectors vs. the absolute decays
per second yields an efficiency of detection at each of these energies. A plot of these efficiencies is
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fitted with a polynomial to know the efficiency at any given energy in the available energy range.

An SRM source, or standard reference material source, is used because the absolute amount
of γ decays per second are known for the time in which the source was created. In this particular
experiment the experimenters were made aware of the existence of the SRM source after other
sources were used at LeRIBSS. Therefore the SRM source was measured in front of a small
germanium crystal detector which was previously energy calibrated. The other sources, which
were utilized at LeRIBSS, were also remeasured in front of this small detector at the exact same
position, with less than a millimeter error in position, along with the SRM source such that the
counts in each of the peaks could be rescaled to match the SRM source intensity. An efficiency
curve was fit to the points measured from this SRM source. The measured counts from all of
the other sources are each divided by the efficiency at that energy derived from this fit to the
SRM source. Therefore, from this the experimenter calculates the absolute γ-rays emitted per
second in all of the sources. This is possible because all sources were used at the same position
in front of the same germanium crystal for the same amount of time, exactly one hour. With
knowledge of the absolute rate of γ-rays emitted per second at each energy from each source, the
experimenter then returns to the measured source data at LeRIBSS to calculate the efficiency
of detection at each energy emitted from the sources. Table 3 shows sample γ energies from
each source used in this efficiency calibration.

With any γ-ray efficiency measurements there are at minimum two particular problems. The
first is the measurement of summation peaks and thus photo-peak efficiency is lost. That is,
some of the γ-ray photons will be measured at the same time in the germanium and this charge
collection will occur at the same time, leading to a summation peak in the spectra. For example,
in the

60

Co source there are two γ-ray energies emitted, one at 1173 keV and the other at 1333

keV. These two photons can sum together in the detectors and result in a measured peak at
2506 keV.

The other problem pertains to dead time in the data acquisition system. If a source of γ
radiation is active enough, this can lead to times in which the data acquisition is overwhelmed
and cannot record measured decays while it is busy processing previously measured decays. The
end result is that fewer counts are recorded than what is really measured in the detectors. This
is referred to as dead time. In the efficiency source measurements there is an observable effect
from dead time on the measured efficiency of the
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226

Ra source. Its activity was higher than the

Table 3: Table of information on the efficiency calibration sources used at LeRIBSS.
Source

Eγ (keV)

absolute rate (s−1 )

counts (s−1 )

efficiency at LeRIBSS (percent)

133

Ba

302.4

441.6

80.15(170)

18.15

137

Cs

661.1

14934.5

1396.37(40)

9.35

60

Co

1172.8

12211.3

768.09(60)

6.29

60

Co

1332.0

12094.1

702.67(60)

5.81

186.1

1432.6

315.89(245)

22.05

226

Ra

others used because it emits significantly more γ-rays per nucleus per unit time compared to, for
example,

60

Co or 133 Ba. The 226 Ra source emits 12 γ-rays in conjunction with a higher activity

than the other sources. Also, it is difficult to determine how much each of the γ transitions
will form summation peaks. This can lead to higher counts in the high energy peaks but a loss
in counts in the lower energy peaks. Dead time from high activity and summation of multiple
γ peaks leads to a lower efficiency curve for
applied to the efficiencies of the

226

226

Ra. Therefore a simple readjustment factor is

Ra points such that they match the efficiency curves for the

other sources.

The total number of known γ energies vs. their efficiencies from the sources is 28. Therefore,
an efficiency curve of energy in keV vs. efficiency in percent is fitted to these points in the energy
range of 50 keV to 2204 keV. Any energies measured in the decay experiments at LeRIBSS will
have efficiencies given as a function of energy by this fit.

This efficiency curve only extends to an energy of 2204 keV. In the decay spectroscopy data
measured for the zinc isotopes, including

81

Zn, there are γ-ray energies at 4.2 and 4.8 MeV.

Thus a calculation or fit to find the efficiency of detecting such high energies is needed. Data
from the decay of

79

Zn was utilized. There is a peak at 3.9 MeV and the relative intensity is

known in literature [16]. Knowing the relative intensity between this 3.9 MeV transition and
transitions at energies with known absolute intensity, such as 865 keV, allows one to calculate
the absolute intensity of the 3.9 MeV transition. Once the absolute intensity of such a transition
is known, comparing to the measured intensity leads to a calculated efficiency from the simple
ratio of measured intensity to absolute intensity per unit time.

An efficiency curve is measured for both γ singles, i.e. a spectrum of all γ-rays measured
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Figure 13: Efficiency curve for the clover array of 16 high purity germanium crystals for detecting
γ radiation at LeRIBSS.
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with no gates or conditions, figure 13, as well as an addback spectrum. The addback spectrum
is constructed by adding together all γ-rays measured in the same event window (2.5µs) in the
same clover. This is meant to “sum back” the Compton scattered, high energy photons. For
higher energies there should be an enhancement in their efficiency of detection by performing an
addback algorithm and this efficiency is measured with the same calibration technique described
above.

The efficiency of detection in a single crystal is approximately 1/16 the value at any energy
for the whole array. However, two of the four clovers are closer to the site of implantation
by about one centimeter, thus they have enhanced efficiencies, especially at lower energies, in
comparison to the other two clovers.
3.3.4

Plastic scintillators for β decay detection

The two plastic scintillators at LeRIBSS surround the beam pipe around the site of implantation
where they measure the electrons emitted from the implanted ions on the tape. The implanted
nuclei on tape will β decay and emit electrons with energies between a few keV up to about 11
MeV, depending on decay energies of the ions. Most of those electrons have enough energy to
pass though the 0.5 mm aluminum pipe and pass into the plastic scintillators. Some will have
enough energy to pass through both of these undetected. Electrons at 1 MeV for example will
travel on the order of a few centimeters in air, but in this plastic it will travel about 1-3 mm
before inducing scintillation. The plastic has a model number of BC-404 (the basic chemical
is called polyvinyltoluene), made by the company BICRON, and is designed to be transparent
to the type of light it emits from the scintillation caused by incoming radiation. The range of
wavelengths of scintillation light produced is from about 380 to 500 nm, with a peak at 410
nm. The detectors are about 15 cm in length and surround a beam pipe which is 0.5 mm thick
and 5.12 centimeters in diameter. Thus they are about 2.5 centimeters away from the site of
implantation at the perpendicular distance of closest approach. Each scintillator covers almost
2π solid angle around the site of implantation. Together the calculation of solid angle coverage
is about 97% of the total 4π solid angle given these geometrical parameters.

The basic process of detection in plastic scintillators involves ionizing radiation entering the
plastic and causing an excitation in the plastic molecules. This excitation will decay and release its energy via light emission. These photons of light travel through the plastic and enter
photomultiplier tubes cemented onto the ends of the plastic. These photons then induce the
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photoelectric effect in the phosphorescent glass entrance window in the attached photomultiplier
tubes. The resultant photoelectrons travel along a series of dynodes, each at appropriate voltages such that electron multiplication is occurring with each subsequent dynode. This electron
multiplication is the process by which a large enough signal is read from the photomultiplier tube.

An ideal scintillator will have a linear relationship between the energy of the particle detected
and the amount of photons released after the deposition of the particle’s energy. There should
be a high ratio of amount of photons released to each unit of energy deposited in the material
of the detector. Also, the emission of the photons should be prompt and have a quick decay
time. Fluorescence is the ideal interaction in the material. Phosphorescence is another type of
light emission but has a longer decay time and longer wavelength. Delayed fluorescence is just
like fluorescence but with a longer decay time for the light emission. Therefore, these latter
two processes actually contribute to background counts in the scintillator measurements due to
their long decay times and only the prompt fluorescence is useful for signals [15]. An attempt to
measure those longer decay time scintillation events may be ill advised because this would lead
to increasing the event window time and thus record correlations between events which should
are not truly in coincidence with each other.

The efficiency of detecting an electron in the plastic scintillators is very close to 100%. Sometimes an electron may scatter and only deposit part of its initial energy. However, the purpose
of the scintillators at LeRIBSS is to detect the presence of an electron, not to measure its energy.
The electrons can also backscatter after having left the plastic detector, possibly reentering the
scintillator to deposit energy more than once and misleading the experimenter to believe they
have measured more than one electron. However, backscattering increases quickly with atomic
number, Z, of the scintillator material. Because organic scintillators, such as plastic, have a very
low Z this is not a problem in these experiments. For this specifically sized detector, organic
scintillators are suitable for detecting β decay electrons with energy of about 10 MeV or lower
because of this reason.

3.3.5

Microchannel plate detector

The microchannel plate (MCP) detector setup is used for analyzing radioactive beams. It is
inserted directly into the path of a radioactive ion beam without significantly disturbing the
beam particles while they are in transit to the experimental station. The detector is shown in
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Figure 14: This is the illustration of the MCP setup. The beam comes in from left to right.
The beam continues mostly undisturbed but electrons are liberated from the carbon in both
directions. The electrons moving to the right are deflected down to the microchannel plate for
multiplication and detection.

figure 14. The MCP detector, which will be used in future LeRIBSS experiments, consists of
a triangular apparatus with very thin gold wire grids on two of the sides. The beam moves in
from the left through a thin carbon foil of 5 µg/cm2 . This small thickness is required because
of the low energy of beam particles involved. Greater thicknesses would slow or stop the beam
particles in this foil. The Bethe formula gives the linear stopping power, or differential energy
loss per unit length through the material. This differential energy loss per unit length is defined
as:
4πe4 z 2 N B
−dE
=
dx
mo v 2

(45)

Where e is the electron charge, z is atomic number of the beam particle, mo is the rest mass
of an electron, and v is the velocity of the beam particle. The B expression is given as follows:

B = Z[ln

2mvo2
v2
v2
− ln (1 − 2 ) − 2 ]
I
c
c

(46)

I is the mean excitation potential for the specific material, natural carbon in graphite form
in this setup. The Bloch approximation says that this I is 10eV*Z, where eV is the energy unit
electron-volts and Z is the atomic number of the target. In this case Z=6, so I = 60 eV by this
37

approximation. For smaller velocities, i.e. non-relativistic, it is reasonable to neglect the last
two terms in the B equation, so only the first logarithmic term remains[15]. The important point
is that the stopping power is inversely proportional to the particle’s kinetic energy and particles
with greater charge will have a greater stopping power because of the z in the numerator outside
of the logarithmic term.

It is important to note that the above Bethe formula concerns electronic stopping power.
This pertains to inelastic collisions between the ions and bound atomic electrons in the material.
At lower energies and with heavy beam particles it becomes important to take into account nuclear stopping power. This comes from the elastic collisions between the ions and atomic nuclei
in the material. This type of stopping power can be derived from the interatomic Coulomb
repulsion between the atoms. Typically the nuclear stopping power peaks at an energy of 1
keV/nucleon. In this work the beams are around mass A=81 and the energy is 200 keV. Thus
the energy is higher than 1 keV/nucleon (200 keV is higher than 81 keV) and so more of the
total stopping power originates from the electronic type rather than the nuclear type.

When the beam particles pass through the foil electrons are liberated because kinetic energy
from the beam is sufficient for ionization in the carbon atoms. The liberated electrons are repulsed from the carbon foil in both directions because it has -1000 volts of potential on it. This
foil is surrounded on both sides by thin gold wire grids both at zero, or ground, potential to keep
the thin foil from bending. The electrons move away from the foil towards wire grids on the
hypotenuse of the triangular setup, which act as an electrostatic mirror and bend the electrons
into the microchannel plate. This plate consists of three layers: an anode, a back, and a front.
It has voltages across the anode and back while the front is kept at ground potential. It is
made of a ceramic material but coated on one side with conducting metal. The surface contains
periodically spaced holes of diameter about 4µm and depth 100µm. Because an electrostatic
potential exists across its depth and as the electrons come in to hit the inside walls of the holes,
the amount of electrons is multiplied. All these electrons gather at the opposite side and a large
enough signal is then sent to the data acquisition.

The MCP can be used to supply a timing signal for the arrival of a beam particle before
it implants on tape. This timing signal can be used as a start signal for subsequent decays
measured in the detectors. In this work the tape movement signals were used as a start signal
for the grow and decay of activities.
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3.3.6

Digital data acquisition

The information read out from HPGe detectors, plastic β decay scintillators, the electrostatic
deflector, the tape movement, MCP, etc. are all sent into a number of Pixie16 digital data acquisition boards. Each board can take in up to sixteen different signals. Each signal has to pass
through the analog conditioning part, which consists of an offset adjustment unit and analog
Nyquist filtering [17]. This analog signal then goes through an Analog to Digital Converter,
or ADC. This involves sampling the analog pulse once every 10 nanoseconds to measure its
voltage. Thus the analog signal turns into a digital signal with a single voltage value every 10
nanoseconds. Thus the ADC has a sampling rate of 100 million samples per second.

After digitization, the signal passes through a digital filter for measuring time and energy
with various parameters in this filter. Every four signals are grouped together and managed by
an FPGA, or Field Programmable Gate Array. It is this array which manages those parameters
for running filters over the digitized signals. A diagram showing the full layout of a pixie16
board is shown in figure 15.

A so-called trapezoidal filter is used to determine the energy of the digitized pulse, see figure
16. There are two regions over the time scale where summing of counts occurs. At each point in
time the number of counts in each red summation region in the figure is recorded. Then these
two summation regions are moved to the right in time to the next 10 ns bin and a record of
counts in each red region is taken again. At each of these points in time the number of counts in
the left region is subtracted from the number of counts from the right region. These differences
are then plotted at each point in time, which results in the pulse seen in the middle row of the
figure. This is how the “trapezoidal” pulse is formed from this trapezoidal filter. The lowest
row in the figure shows another trapezoidal pulse from a trapezoidal filtering, but with a shorter
time length in the two red summation regions, the integration times. Thus a digitized pulse
is transformed into a pulse of trapezoidal shape, the amplitude of which is proportional to the
energy of the signal. Thus the energy is extracted from the vertical position of the plateau in
this resultant, trapezoidal pulse shape.

An example of experimentation performed in this research with Pixie16 trapezoidal filters
is shown in figure 16. A parameter called the TRIGGER THRESHOLD controls when a pixie
channel will trigger on the incoming signals or ignore it as noise. Shown in figure 17 is the
recorded efficiency for detecting a known pulser signal versus the trigger threshold parameter
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Figure 15: A block schematic of the Pixie16 board. The 16 inputs from various detectors are
shown on the right at A0 through A15. Digital offsets, FPGAs, and the ADC for each input
channel are displayed.
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Figure 16: Trapezoidal filter for determining the energy from a digitized pulse in a Pixie16
channel. The top panel shows the digitized signal, which originally came as an analog signal from
a preamplifier connected to a germanium crystal, with the two regions marked for summation.
At each point in time the summations are subtracted one from another, left summation region
subtracted from the right one, and this value from the subtraction is graphed at each 10ns bin
in time. This results in the trapezoidal shaped signal shown in the center row. The bottom
panel is also a resultant shape from the trapezoidal filtering but from shorter integration times,
i.e. shorter times in those red summation regions.
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Figure 17: Trigger threshold vs. efficiency of detecting a pulser signal in a channel in Pixie16.

Figure 18: Integration time vs. minimum trigger threshold for obtaining 100% detection efficiency of a pulser signal.
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Figure 19: A 133 Ba source of γ-rays measured in the HPGe detectors. Increasing the integration
time parameter in the trapezoidal filter increases sensitivity for low amplitude, low energy
signals. Thus the 31 keV peak is more efficiently detected with longer integration times in the
filter because the number of counts detected increases with increasing integration times in the
filter.
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on the horizontal axis, in arbitrary units. There is a range of trigger threshold values for which
the pulser signal is recorded with 100% efficiency. A minimum threshold for detecting 100% of
the signal is also indicated. Low trigger thresholds are important when measuring, for example,
low intensity beams with low energy signals and the experimenter wishes to acquire all of these
signals efficiently against an equal or nearly equal background of electrical noise. Given a signal
from a pulser with a specific amplitude, one can measure the range of trigger thresholds needed
to measure this signal with 100% efficiency, see figure 17. This is of course only valid when
keeping all other parameters in the FPGA constant throughout the measurement [18].

Another important parameter includes the integration time in the trapezoidal filter. This
refers to the amount of time each summation region covers in the filter, seen in figure 16. The
relationship we measured between this integration time and ability to detect a pulser signal
is shown in figure 18. The conclusion from this measurement is that with longer integration
time the efficiency of detecting the pulser signal improves. It improves from 100 to 600 ns but
from 600 to 900 there is little improvement. Thus it appears that summing over a larger time
range improves detection efficiency, but this improvement is limited to some maximum amount
of time, about 600 ns.

Another example of this can be seen when measuring a source of γ radiation in front of the
HPGe detectors, see figure 19. As integration time in the trapezoidal filter is increased, the
γ-ray transition of 31 keV in a

133

Ba source is measured more efficiently. An increase in the

measured counts in this peak is seen in figure 19 as integration time is increased from the top
panel to the bottom.

The conclusion here is that a longer integration time was helpful in improving the acquisition of a small signal out of a nearly equal sized electrical noise background. This results in
improved ability to detect low γ-ray energies amongst electrical background noise. One final
note on integration times in the trapezoidal filter: Integration times for the different detectors
(HPGe, scintillators, etc.) are determined mainly by their different rise times. The shorter the
rise time, for example with scintillators on the order of 1.8 ns, a smaller integration time will
be needed compared to the other detectors.
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4

Experimental Analysis and Results:

4.1

81

Zn

Data reduction methods

A raw data file, which contains all the energies, time stamps, etc. for each measurement in the
detectors must be scanned using computer code to produce useful spectra for analysis. The first
example is that of a singles γ-ray spectrum. This is a one-dimensional spectrum which contains
all counts of γ-rays measured in the HPGe crystals. Before moving on to other spectra which
need a “gate”, or a requirement of more than one measurement in coincidence, one must define
what is referred to as the temporal width of an event window. This is the amount of time in
which all measurements taken are considered to be part of the same “event.” The time length
of an event is determined from a histogram which shows the time differences between all measurements. This histogram has a two large peaks, one at time zero to 10 ns and another around
1.33 µs. This means that most events (physics processes such as a β decay followed promptly
by γ-ray emission) are within either 10 ns of each other, the smallest time interval which can
be measured in pixie16 digital acquisition boards used here. The other peak indicates a spike of
events with time difference 1.33 µs between them. However, there are many other events with
time differences of 20ns all the way up to 2.5 µs. The goal here is to choose a time length to
define an event which is not too small such that many valuable measurements are excluded, but
not too long such that certain measurements are correlated unduly. This would lead to false
coincidences in the analysis. Thus in this experiment the event length was chosen to be 2.5µs
because it includes all of the appropriate peaks in this spectrum.

The next important γ-ray spectrum is the β-gated γ spectrum. A measurement of a γ-ray
in the HPGe cannot be placed into this spectrum unless a β decay electron is also measured in
the same event window time (2.5µs) along with it. The point is that all of the γ-rays in this
spectrum must be in coincidence with a β decay that they followed, thus only β-delayed γ-ray
transitions are placed in this spectrum. The γ-rays seen here should only originate from a β
decaying nucleus from the implanted beam ion and not from background sources.

Another important spectrum is a two dimensional one of time vs. energy of γ-rays, see figure
20. The vertical axis contains the time at which counts of a γ-ray are collected for all the γ-ray
energies. This time is in reference to a specific movement of the moving tape collector (MTC).
The cycle begins with the signal which stops the tape movement. It ends after the tape movement ceases and that same signal is given again. The horizontal axis is contains the energies of
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Figure 20: The two-dimensional spectrum where a “cut” can be made on a specific γ-ray energy
on the horizontal axis to create a one dimensional spectrum showing a grow-in and/or decay
out of activity for that one specific γ-ray energy.

those γ-rays. A “cut” in this two dimensional spectrum on a specific energy peak will produce
a one-dimensional spectrum showing counts versus time for that particular γ-ray energy. Thus
it is likened to making a slice in the vertical direction but only at a specific energy on the horizontal axis. The resultant one dimensional plot will contain a grow-in and/or decay curve. The
experimenter can then fit a function to this curve and obtain a half-life for the specific γ-ray
transition in question. The half-life obtained will only be altered by the amount of statistics
that can be gathered in said time window. The more statistics the smaller an error bar which
can be obtained on the half-life measurement. However, if a long decay out time is recorded then
the full γ-ray spectrum will contain decays from the other isobars’ decays (long lived activity
from daughter, granddaughter, etc.), quickly reducing the ability to observe weaker transitions
from the parent decay in the spectrum.

Furthermore, another series of important two dimensional spectra pertain to coincidences
between different γ-ray emissions occurring in cascade with each other. A γ-γ matrix must be
created to obtain this information. The basic idea is that a count is placed in the spectrum
if a certain γ-ray is measured within the same event window as another γ-ray. The count will
be placed at a position such that its x-coordinate is the energy of the first γ-ray detected and
the y-coordinate is the energy of the other γ-ray measured in the same event. This is further explained in the section on β-γ-γ coincidences below. Thus a count is placed where two
different γ-rays were emitted in cascade of each other from within the same nucleus after β decay.

46

Finally, one more useful spectrum is that which shows the energy of each γ-ray vs. the time
delay between detection of the β decay electron and its subsequent γ-ray emission. Every measured event has a time stamp on it, recorded in the digital electronics. Thus such correlations
are possible through the digital data acquisition system. This spectrum is able to reveal isomers
in the daughter nucleus because of this time delay. The typical range of isomers detectable
with this setup ranges from about 100 ns to a few microseconds. In this particular data set the
event window length was set at 2.5µs. Therefore, 2.5 µs is the maximum amount of time for
an observable isomer in this manner. Isomers with longer decay time should be detectable by
measuring a specific γ-ray emission from the isomeric state’s decay and observing a significantly
different half-life than from the parent or daughter ground state decays.

4.2

Construction of the decay level scheme

The β decay of
state in

81

states in

81

Zn populates either the ground state, an excited state, or a neutron unbound

Ga. Populating a neutron unbound state leads to neutron emission and population of

80

Ga. A decay scheme of

81

Zn is constructed based upon measurements of β and γ ra-

diation taken at LeRIBSS. When a nucleus undergoes β decay to a daughter nucleus, a number
of processes can occur. A one step process takes place where the parent nucleus decays directly
to the ground state of the daughter and no γ transitions are emitted until this daughter nucleus
itself eventually decays. Also possible is a two step process wherein the parent nucleus decays
to an excited state of the daughter and the daughter subsequently decays to either another,
lower excited state or its own ground state via γ-ray emission. The energy of this γ-ray photon
is equal to the energy difference between the excited state from which it decayed and the lower
energy state it decays to in the daughter. The nucleus may also decay to a higher excited state
and γ decay multiple times to reach the ground state of the daughter nucleus. Another process
that is possible is where the parent nucleus undergoes β − decay to a state above the neutron
separation energy. That is, it decays to a neutron unbound state and thus the daughter nucleus
strongly prefers emitting a neutron as opposed to a γ-ray. The emission of a neutron leads to
population of an excited state (or ground state) of a nucleus with one more proton but two less
neutrons.

We use three concepts as guidelines to construct a decay level scheme showing these different
processes: Intensities of the γ transitions, β − γ − γ coincidence data, and half-lives of each γ-ray
transition.
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Figure 21: The γ-ray spectra showing peaks from 81 Zn decay, its daughters and granddaughters,
and background peaks. The numbered peaks are from
sitions from

81

81

Zn decay, black triangles are for tran-

Ga decay, open triangles are for transitions from

80

Ga decay, and stars indicate

transitions found from background radiation. The single and double escape peaks from the 4880
keV transition are also indicated. That single escape peak contains some amount of intensity
that may originate from a transition in

81

Zn decay itself, up to 1.3% branching ratio if true.

However, because of the uncertainty it was not included in the decay scheme.
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4.2.1

Intensity balance

The intensity is defined as the measured counts in a peak divided by the efficiency of detecting
the γ-ray at that particular energy. The counts come from a gaussian fit to the peak, here
done with the DAMM spectroscopy computer program [19]. This gaussian peak fit includes a
fitting of the background in the γ-ray spectrum. The definition of intensity may need to include
the efficiency of any other detector used to detect those counts. For example, the efficiency of
detecting β decay electrons in the scintillators would be required while using counts in a β-gated
γ spectrum.

There is a summing rule of intensities needed while building a decay scheme. The intensity of
all γ transitions feeding a nuclear state must be less than or equal to the total amount of intensity
from γ-ray transitions decaying from that nuclear state. Extra intensity which is decaying from
the nuclear state and which cannot be accounted for from the γ-ray transitions feeding it from
higher energy states must originate from β decay intensity directly to said state. A schematic
of this rule for intensity balance is shown in figure 22. The intensity of the γ transitions labeled
B and C must add together to be either greater than or equal to the intensities of γ transitions
D and E. The net difference is labeled F, the intensity that must directly feed level A through β
decay of the parent nucleus to the daughter. Thus the intensity of the β decay directly feeding
level A can be either positive or zero, within error bars. This is a rule which cannot be violated
simply because an extra intensity feeding a state from above cannot simply disappear, it must
appear as some other form of decay away from that state to lower energy states. This rule is
then used as guidance in constructing the decay level scheme with γ-ray transitions and their
known intensities.
4.2.2

The β − γ − γ coincidences

Two or more γ-ray transitions that are emitted from the decay in coincidence with each other,
i.e. in the same event window of 2.5µs, must be transitions in cascade within the decay level
scheme. A two-dimensional histogram is created for acquiring these coincidences after scanning
the raw data file. A count is placed at the appropriate coordinates to show which two γ-ray
transitions were emitted in coincidence with each other. For example, in figure 22 if γ-rays C
and D are measured in coincidence then a count is placed at the coordinates for the energy of
γ-ray C on the horizontal axis and at the energy of γ-ray D on the vertical axis. Also, a count is
placed at the energy for γ-ray D on the horizontal axis and one at the energy for γ-ray C on the
vertical axis. Thus a “cut” can be made in the two-dimensional spectrum around the desired
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Figure 22: The intensity decaying into level A is less than or equal to that of the intensity
decaying out. The intensity of direct decay, or side feeding, to that state is given by the amount
decaying out minus the amount decaying into it from higher energy states in the decay window.

energy peak such that a one-dimensional spectrum of counts vs. energy is created. Therefore
it will show all the γ-rays in coincidence with said γ energy peak. Here a“cut” on the energy
for γ-ray C should produce a one-dimensional spectrum with a peak at the energy for γ-ray D,
thus showing their coincidence relationship. A cut in the two-dimensional spectrum on γ-ray
D will produce a similar one-dimensional spectrum, but with a peak at the energy of γ-ray C.
These two γ-ray transitions must be placed in a direct cascade with each other. The order is
then determined by the intensity balance and any other γ-ray transitions seen in coincidence
with C and D.
4.2.3

Half-life measurements

It is important to identify the origin of a γ-ray transition by measuring its decay half-life. This
will match it with the correct decaying nucleus, for example the desired parent decay versus the
daughter or granddaughter decay.

The two-dimensional spectrum for energy of counts on the horizontal axis and time of measurement for each count on the vertical axis has the purpose of providing grow-in and/or decay
curves for γ-ray measurements. Thus a“cut” in this spectrum at a desired energy for a specific
γ-ray will yield a time profile for the transition. Therefore, an appropriate grow-in of activity
and/or decay out activity curve may be fit to it. This allows for the determination of a half-life
for that specific transition. The grow-in and decay equations are shown with the half-life kept as
the free parameter along with an amplitude A to the fit. Here t is the independent variable time,
T is the time at which the grow-in part ends and the decay out part begins, the decay constant λ
is defined with the half-life in it, and A is the amplitude of the curve. All transitions de-exciting
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states in the daughter nucleus should have a half-life matching the decay half-life of the parent.
These half-life measurements help to identify γ-rays as transitions belonging to either the parent
decay, daughter decay, β-delayed neutron emission, or as a γ-ray from background. Thus these
three measurements of β − γ − γ coincidences, intensity balance, and half-life all provide means
by which to identify and properly place γ-rays in the decay scheme or elsewhere.

The following equations are simple Bateman equations for the free decay of activity, where
the different variables are explained above and shown below. The first equation applies to the
grow-in of activity. The second one applies to the decay out of activity, where the amplitude is
given by the same expression for the grow-in half but at the time T in which the free decay part
begins. Thus it is the amplitude of the free decay part. The third equation below is the decay
constant λ, depending upon both half-life and using the constant ln(2).
f (t) = A ∗ (1 − exp−λt )

(47)

f (t) = A ∗ (1 − exp−λT ) ∗ exp−λ(t−T )

(48)

where

λ=
4.2.4

ln(2)
T1/2

(49)

β efficiency calculation

Many of the γ-ray transitions seen in this 81 Zn decay experiment are only observable with a gate
on a β decay as well. Therefore, not only is the efficiency of γ-ray detection needed, as explained
before, but efficiency for detection of the β decay electron is also needed. When a neutron-rich
parent nucleus undergoes β − decay, it releases an electron and an anti-neutrino. The energy of
both of those particles must equal the energy difference between the decaying state in the parent
and the populated state in the daughter nucleus. Thus the possible energies of the outgoing
electron resulting from the population of a certain state in the daughter form a non-symmetric
gaussian like distribution of energies. The amount of electrons at any given energy available
to it after decay to the daughter state and release of the anti-neutrino forms this distribution.
Furthermore, any specific level in the daughter which decays via a γ-ray can be populated either
through direct β decay from the parent or through a γ decay from a higher energy state in
the daughter. Thus the experimenter must take into account both direct population through
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β decay as well as β decay to higher energy states in the daughter with subsequent γ decays
populating the state of interest. It is the energy of these β decay electrons which determine the
efficiency by which they are detected in the scintillators. A calculation of a so-called Q effective
value, Qef f , is needed for each γ-ray transition observed in the β-gated γ spectrum. It is mostly
this spectrum which is used for building the level scheme since most of the transitions are only
observable in the β-gated γ spectrum.

This value should take into account both the actual Q value down to said state in the
daughter as well as the Q value for direct β decays to states above the state of interest, which
feed it via γ decays. For example, in figure 22 a Qef f value is needed for the γ transition A. If
the level A is only populated through direct β decay and no γ decays from higher energy levels,
then the Qef f is equal to the Q value, or energy difference between the ground state of the
parent and that particular state in the daughter. However, if there are β decays to states above
level A and thus subsequent γ decays down to level A, then the Qef f value will be a lower value
than just the Q value, taking into account lower energy electrons detected in the scintillators in
coincidence with the γ-ray transition A. The two equations below show how the Qef f value is
calculated as the difference between the Q value to that state minus an E’ value, which takes
into account feeding from γ-ray transitions above and total decay out of the level in question.
[20]
Qef f = Q − E 0

E0 =

0
[ΣIγout − ΣIγin ]Elevel + ΣIγ Elevel
ΣIout

(50)

(51)

Here the E prime is calculated with two terms in the numerator and one in the denominator.
The first term in the numerator is the total γ intensity de-exciting the nuclear level minus the
total γ intensity feeding the level from energy levels above. Then this difference is multiplied
by the energy of the level. The second term in the numerator sums all of the γ intensities
feeding the level from above, each multiplied by the energy of the level from which it decays.
The term in the denominator refers to the total γ intensity de-exciting the level. Thus this E
prime value is the amount by which the normal Q value down to a state should be modified by
the β decay to states above this level in question. All γ transitions de-exciting this level will
have the same efficiency of β electron detection in the scintillators because they have the same
weighting of the Q value, i.e. the same Qef f . Once a Qef f value is obtained for a given γ-ray
transition de-exciting the level, there is a relationship between the Qef f value and the efficiency
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Figure 23: The experimental values for β detection efficiencies vs. the Qef f values on the
horizontal axis. A linear fit is also shown here for a shorter range of Qef f values in the work
by J.A. Winger and S. Ilyushkin [20]. However, to accommodate a wider range of Qef f values
needed in the 81 Zn decay, the non-linear equation discussed in their work and this text is utilized
instead.

of detecting the β decay electron emitted from the decays to that level. This relationship was
determined experimentally for the setup at LeRIBSS [20] from γ-rays that could be measured in
both a singles γ spectrum as well as the β-gated γ spectrum. The efficiency for those transitions
which can be observed in both types of spectra is simply the ratio of counts in the β-gated
spectrum over the counts observed in the singles spectrum. Then a fit is made to these data
points such that the β detection efficiency of transitions which can only be measured in the
β-gated γ spectrum can be determined. The experimental points for the Qef f values and the β
detection efficiencies for various γ-ray transitions are shown in figure 23.
The equation used to fit these points is the following:
βef f = 100 ∗ (1 − 0.8315Qef f −1.993 )

(52)

Where the β efficiency is in percent and the Qef f is in MeV. The constants originate from
the fit performed to known β detection efficiencies by S. Ilyushkin et al . [20]. Table 4 shows
the γ-ray transitions in

81

Zn decay with their calculated efficiency of detection of the β decay
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Table 4: Table showing the actual Qβ value down to each level in 81 Ga as well as the calculated
Qef f values. The efficiencies of detecting β decay electrons emitted after population of each
state are shown. The intensities for the 4294 and 4880 keV transitions were extracted from the
singles addback spectrum and thus their β electron detection efficiencies are not needed.
Level (keV)

Q value (MeV)

Qef f (MeV)

β eff. (%)

351

11.077

10.784

80.3(9)

802

10.626

10.626

79.7(10)

1267

10.161

10.161

77.8(40)

1458

9.970

9.970

77.1(40)

1936

9.492

7.486

63.7(190)

4294

7.134

7.134

–

4880

6.548

6.548

–

electrons. Also, the total Qβ and Qef f values down to the levels which depopulated via those
γ-rays are shown.
4.2.5

Determination of isobaric contamination

It is important to determine the amount of isobaric impurity present in the beam of particles
implanting on tape. This is because the amount of intensity in the daughter decays is needed
to calculate a ground state to ground state branching ratio. If there are two sources of the
daughter to granddaughter decay radiation, then this ground state to ground state branching
ratio will be inflated from the real value. This is because decays of isobaric contaminants will
be indistinguishable from the parent to daughter to granddaughter decay radiation. This is the
main motivation for determining the amount of isobaric contamination. It must be calculated
in order to readjust for the ground state to ground state branching ratio.

To determine the percent of beam particles which are the neighboring isobar, in this case
the undesired

81

Ga versus the desired

81

Zn, one must fit the grow-in curves of γ-ray transitions

from both the parent and the daughter decays. The following differential Bateman equations
are used for the parent and daughter decay activities, which include the implantation rates for
the parent zinc and the daughter gallium.
dA1
= I1 − λ1 A1 (t)
dt
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(53)

Figure 24: The fit of the Bateman equation solution (A1 ) to the parent decay activity for the
grow-in portion of its time profile. A simple exponential decay is also fitted to the second half
of the time profile. The second half is simply a free decay out because the beam was deflected
away from the site of implantation.

dA2
= I2 − λ2 A2 (t) + λ1 A1 (t)
dt

(54)

The solutions to the Bateman equations are the following:

A1 (t) = C1 (

A2 (t) = C2 (

I1
I1 exp−λ1 t
−
)
λ1
λ1

(55)

1
)(−I2 λ2 + I2 λ1 − I1 λ2 + I1 λ1 + I1 λ2 exp−λ1 t
λ2 (λ1 − λ2 )
+I2 λ2 exp−λ2 t −I2 λ1 exp−λ2 t −I1 λ1 exp−λ2 t )

Where A1 is the number of parent decays per unit time as a function of time, A2 is the
number of daughter decays per unit time as a function of time, and λ1 and λ2 are the decay
constants for parent and daughter, respectively. The t is time and I1 and I2 are the implantation rates for parent and daughter, respectively. The solutions also come from initial conditions
such that at time t=0 the functions N1 and N2 are also zero. The constants C1 and C2 are
the multiplication of the three following quantities: Efficiency of γ detection, the efficiency of β
electron detection for the particular γ-ray utilized, and the percent of the total β decay intensity
that this particular γ-ray carries away in the decay.

These two solutions to the above differential Bateman equations are fitted to the grow-in
profiles of the strongest γ-rays observed from the decay of the parent (the equation for N1 ) and
the daughter (the equation for N2 ). The decay constants (λ1 and λ2 ) contain half-lives, which
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Figure 25: The fit of the Bateman equation solution (A2 ) to the daughter decay activity for the
grow-in portion of its time profile. A simple exponential decay is fitted to the second half of
this time profile. The second half here is also a free decay out because of deflection of the beam
away from the site of implantation.

are placed in as constant numbers and not as parameters varying with the fit. The only varying
parameters are the implantation rates, I1 and I2 .

The rates obtained are as follows: In the fit shown in figure 24 the rate of zinc implantation
was 22.91(75) ions per second. The rate of zinc implantation obtained from the daughter curve
is 23.12(19) ions per second. The fit to the daughter activity grow-in is shown in figure 25.
From this fit to the daughter activity the I2 , or rate of implantation for the daughter gallium,
is 0.00219(2) ions per second, essentially zero within error bars. Thus this initial result shows
that the rates of zinc implantation obtained from both the parent and daughter activities agree
with each other. Furthermore, the rate at which gallium is directly implanting on tape is zero,
within errors.

More specifically, a closer inspection of this fit reveals an upper limit on the isobaric contamination rate. At three standard deviations in the fit, the I2 is 5% that of the I1 . This means
that at most the isobaric impurity is 5%. That is, for every 100 zinc ions implanting on the tape
there are at most 5 ions of gallium implanting on tape. Thus this is the conclusion reached, that
the isobaric impurity is 5%. As a result, in this experiment it can be stated that a nearly pure
beam of

81

Zn was obtained with little

81

Ga contaminants. This information will be utilized to

adjust the ground state to ground state branching ratio obtained when the decay level scheme
and β decay branching ratios are calculated.
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Table 5: The γ-ray transition details for

81

Zn . Each energy and relative intensity is shown.

Lifetime column states whether fits match the lifetime of 81 Zn decay. A column for coincidences
is shown along with previous literature energies and intensities.

4.3

Eγ keV

Iγ

lifetime

coincidence (keV)

literature Eγ

lit. Iγ

350.9(3)

100(4)

yes

451, 916, 1107, 1585, 2358

351.1

100 [2]

451.6(4)

19(3)

yes

351

451.7

20 [2]

802.2(7)

6(3)

yes

—

no

–

916.2(8)

5(3)

no

351

no

–

1107.6(9)

4(3)

yes

351

no

–

1458.3(12)

4(2)

yes

—

no

–

1585.4(13)

9(5)

yes

351

no

–

1936.3(17)

10(6)

yes

—

no

–

2358.4(20)

17(7)

yes

351, 1585

no

–

4294.0(40)

13(4)

no

—

no

–

4880.0(42)

19(5)

no

—

no

–

Level scheme for

81

Zn decay

The information on γ-ray transitions placed in

81

Zn decay is shown in table 5. The transitions

at 350.9 keV and 451.6 keV were also previously measured [2]. The nine other transitions are all
new ones measured in this experiment. They were first identified in the β-gated γ-ray spectra
followed by β − γ − γ coincidence data to verify their placements in the level scheme, along with
the intensity balance. Finally, half-lives were measured for these transitions to further verify
whether or not they belong to the decay of

81

Zn. Because of low statistics many of these tran-

sitions were difficult to fit for half-life determination. However, the important point is whether
or not they are significantly closer to the half-life of

81

Zn, 304(13) ms, instead of the

81

Ga

daughter decay, 1.217(5) seconds [21]. These are the only two possible nuclei each transition
can decay from, once the possibility of a transition belonging to background has been eliminated.

The 351 keV transition can only be analyzed with its peak in the β-gated γ spectrum because
there is an omni-present background peak at 351.9 keV from radium decay to

214

Pb. Such

background lines will not appear in the β-gated γ spectrum because the majority of β decay
electrons from γ-rays in the background will not be detected in the plastic scintillators. The 451
keV is also observed along with its coincidence with the 351 keV transition, just as in the previous
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publication [2]. However, here a crossover transition of 802 keV is also observed. First one has to
verify that this peak at 802 keV is more than just the sum of a 351 keV γ-ray and a 451 keV γray. This involves using the efficiency of detection for each γ-ray and multiplying them together
to calculate the efficiency of detecting both γ-rays summed together. Then from this efficiency
and the measured intensity of each individual transition added together, one can calculate the
expected number of counts in this crossover transition. Here the expected number of counts is
11.5 above background. However, we measure 57.5 counts above background. Therefore, we
conclude that the 802 keV peak represents a real transition and more than just the summation
of the 351 and 451 keV γ-ray transitions.
4.3.1

The 802 keV transition and M1 hindrance

The transition from the second excited state to the ground state (this 802 keV transition) is
postulated to be an M1 transition. This assignment is based upon shell model calculations.
According to these calculations the second excited state in

81

Ga should have Jπ = 3/2− . The

first excited state also has a Jπ = 3/2− , although the wave function there may be more mixed,
as discussed below. The ground state is predicted to have Jπ =5/2− and the spin was measured
to be 5/2 in an experiment at ISOLDE-CERN [23]. Thus a transition from the second excited
state to the ground state and another from the first excited state to the ground state should
involve the same change in spin J. However, one involves more energy than the other. The 802
keV M1 transition is greater in energy than the 351 keV M1 transition. But a mathematical relation for the decay constant for transitions between nuclear states is needed in order to discuss
any of these transitions. It is given by equations pertaining to Weisskopf estimates [24].

According to Weisskopf estimates higher energy difference between the states leads to a
shorter lifetime and this 802 keV transition should be more intense than the 351 keV transition
based upon these arguments. However, the direct β decay intensity to the first excited state
is higher than the second excited state. Thus a better comparison would be between the 451
and the 802 keV transitions. They both de-excite the same state and thus see the same side
feeding. The 802 keV transition should be more intense than the 451 keV transition simply
because of the greater energy difference, but this is not what is observed. This is explained
by so-called M1 hindrance. The idea is that this 802 keV transition must be forbidden by its
∆`, or change in orbital angular momentum, it experiences. Transitions between nuclear states
are forbidden if the ∆` is greater than or equal to two. This suggests that the Jπ = 3/2−
second excited state may be a pure πp3 /2 state whereas the first excited state would not be

58

Figure 26: The β − γ − γ coincidences are shown from gating on the 351, 451, and 2358 keV
transitions.

a pure πp3 /2 state. Therefore, the first and second excited states may have wave functions
with larger πp3/2 components, with `=1, thus the 451 keV transition is not hindered by this
∆`-forbidden concept because its a transition between states which both have `=1. However,
the transition from the second excited state to the ground state may involve a transition from
a more pure πp3/2 state, with `=1, to a more pure πf5/2 state, with `=3. Thus this is a possible explanation as to why the 802 keV transition is more hindered than the 451 keV transition.

4.3.2

Coincidences and crossover transitions

To continue with the discussion of adding transitions to the decay level scheme, the 916 keV
transition is placed in coincidence with the 351 keV transition, directly feeding the 351 keV level
from a level at 1267 keV. The 1108 keV transition was also seen in coincidence with 351 keV
and so it is placed as feeding that level from de-excitation of a level at 1458 keV. A crossover
transition was observed at 1458 keV and was verified to be a transition which does not result
from 351 and 1108 keV summation in the germanium detectors. This determination was accomplished with the same method as with the 802 keV transition.

The 1585 keV transition is seen in coincidence with both the 351 and the 2358 keV transitions. They are placed in a cascade with 1585 keV feeding the 351 keV level and the 2358 keV
transition feeding the 1936 keV level. It then de-excites through the 1585 keV transition. The
order is determined through the intensity balance. In addition, there is a transition observed at
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1936 keV, thus further support is given to the establishment of a level at 1936 keV. The 2358
keV transition decays from a level at 4294 keV, where this crossover transition is also observed
and decays from this level directly to the ground state. Finally, a transition of 4880 keV is
observed and is placed as decaying from a level at 4880 keV to the ground state.

4.3.3

β decay branching ratios

As stated before, the percent of total β decay from the ground state of the parent nucleus to each
observed state in the daughter nucleus is determined from the γ-ray intensity decaying from the
state, then subtracted from the total γ-ray intensity feeding said state. The β decay branching
ratio is defined as the amount of intensity feeding said state directly from the parent decay divided by the total amount of intensity observed feeding all daughter states from the parent. Here
the β decay branching ratios are shown in figure 27 along with the completed decay level scheme.

The resulting β decay branching ratios also provide the ability to calculate a log ft value
to each level in the daughter nucleus. This calculation is based upon the Q value down to
each state, the proton number of the daughter, and the half-life of the parent decay. There are
empirically established ranges for log ft values belonging to each type of β decay, whether it
is a Fermi allowed decay, Gamow-Teller allowed, first forbidden, first forbidden unique, second
forbidden, etc. Figure 6 shows the ranges of empirical log ft values assigned to different types
of β decays [9], including first forbidden and first forbidden unique transitions.
4.3.4

Neutron emission branching ratio

The parent nucleus decays to a number of excited states in its daughter, including direct population of the ground state. But in the daughter nucleus there are energies high enough such
that a single neutron will become unbound. All states above this so-called neutron separation
energy are referred to as neutron unbound states. Thus direct β decays to these states will
result in β-delayed neutron emission more often than γ emission. A neutron is emitted and
thus populates a state in a nucleus with one more proton but two less neutrons. The reaction
is represented in this equation:
P arent(A, Z, N ) → e− + ν̄ + Daughter(A − 1, Z + 1, N − 2) + n

(56)

The parent emits an electron and an antineutrino, as typical in β − decay, but it also emits
a neutron, n. The daughter in this case has a mass number one less than the parent and one
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Figure 27: The complete decay level scheme for

81

Zn decay to

81

Ga. The 351 and 451 keV

transitions, along with the first two excited states, were observed in a previous publication on
81

Zn decay [2]. The nine new transitions and five new levels are also shown. The population

of the lowest states up to 1.936 MeV are through first forbidden decays of the parent and the
population of the two observed states above 4 MeV are through allowed Gamow-Teller decays.
Those two states above 4 MeV are identified as core excited states.
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Figure 28: Derivation of the β-delayed neutron branching ratio from

81

Zn decay. The γ-ray

transitions inside 80 Ge are from [25]. The neutron branching ratio is extracted from the 1083 keV
transition because this state is less likely to be populated through β-delayed neutron emission
from

81

Ga.

neutron is changed to a proton. However, the second neutron is emitted from the nucleus because it is in its neutron unbound states. The identification of β-delayed neutron emission must
involve identifying a γ-ray emitted from either an excited state of this nucleus with (A-1, Z+1,
N-2) or from this nucleus’ subsequent β decay to its own daughter with (A-1, Z+2, N-3). Since
it is β-delayed neutron emission from
state in either

80

81

Zn this involves observing the population of an excited

Ga or a γ-ray transition from the decay of

80

transition was only observed from the latter, the β decay of

The population of a state in

80

Ga to

80

80

Ga to

Ge. In this experiment a

80

Ge.

Ge decaying via γ-ray emission can occur via two different

paths. These are shown in the figure 28. The 659 and 1083 keV transitions in

80

Ga to

80

Ge

decay are possible transitions to utilize for calculating this branching ratio. However, one must
calculate which of these two strongest transitions in
β-delayed neutron emission of

81

80

Zn and subsequently

Ga decay is only populated through the
80

Ga β decay. The undesired problem

is that one or more of these transitions are populated through the other path, the β-delayed
neutron emission of
81

81

Ga. When the neutron is emitted from the neutron unbound states of

Ga it must obey the following angular momentum change rule.

|Jf − Ji | ≤ ` + s

(57)

The total angular momentum the neutron carries away between the initial and final states
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must go into both the orbital angular momentum ` and the intrinsic angular momentum of the
neutron s, which is 1/2 h̄.

The orbital angular momentum, `, and the intrinsic angular momentum, s, of the neutron
can couple to a number of values. These values are integer or half integer values between |Jf −Ji |
and Jf + Ji . For example, if the initial Ji = 3/2 and the final Jf = 1, then the orbital plus
intrinsic angular momenta can both couple to J=1/2 or J=3/2 or J=5/2. Since the intrinsic
angular momentum of a neutron is always 1/2, this means that the ` value is `=0 for J=1/2,
` = 1 for J=3/2, or finally `=2 for J=5/2. However, parity conservation also plays a role in
determining the ` value which the neutron carries away. In cases where the parity does not
change, the ` is an even number. When parity does change, the ` value is odd.

The amount of orbital angular momentum ` the neutron carries away will affect the potential
barrier it must pass through. The potential, as a function of radial distance from the parent
nucleus, is given by:
h̄2 `(` + 1)
2m r2

(58)

Here m is the mass of the neutron and r is the radial distance. Since a neutron has no
charge it does not experience a Coulomb barrier, such as what a proton or alpha particle would
experience. One must decide which orbital angular momentum values, `, the neutron will carry
away to determine the strength of this barrier. Thus there are a number of possible angular
momentum barriers a neutron will experience as it is emitted from the neutron unbound states
of

81

Ga to populate one of two states in

80

Ge. It can populate the lowest 2+ state and subse-

quently γ decay through the 659 keV transition. To transition from the 5/2− state in
+

a2

in

80

81

Ga to

Ge, the ` + s quantity (total J) must equal 1/2, 3/2, 5/2, 7/2, or 9/2. This requires

` = 0,1,2,3, or 4. However, because parity changes between these states the ` value can only be
odd. Thus it is either 1 or 3. In the case of a decay to a 4+ state in

80

Ge the possible ` + s

= total J values are 3/2, 5/2, 7/2, 9/2, 11/2, or 13/2. These correspond to `=1,2,3,4,5, or 6.
However, a change in parity means the possible ` values can only be 1, 3, or 5.

Relying on the proposed spin values of the states in

80

Ge allows the experimenter to decide

that population of the 1083 keV transition will be less “polluted” by this undesired path shown
in figure 28 than the 659 keV transition. The possible angular momentum barriers are the same
for both transitions except that the population of the 4+ state (decaying through the 1083 keV)
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has an extra value of ` which is higher than the ones available for populating the 2+ state
(decaying through the 659 keV). Thus on average there will be a smaller angular momentum
barrier to populate the 2+ state than the 4+ state.

Thus the 1083 keV transition will be less contaminated with this β-delayed neutron branching
from 81 Ga and so it is more trustworthy for obtaining the neutron branching ratio for 81 Zn decay.

The calculation of the neutron branching ratio utilizes the intensity of the 1083 keV peak,
counts divided by its efficiency of detection in the γ spectra. Then the appropriate integrated
Bateman factor is used to adjust for the half-life difference between 81 Zn decay and 80 Ga decay.
Finally, the percent of total β decay strength which the 1083 keV transition carries away from
80

Ga is from literature. This yields an intensity, which upon dividing by the total intensity

seen decaying to all available channels (to the
emission), the percent of all

81

81

Ga ground state, excited states, and neutron

Zn β decay through β-delayed neutron emission is 12(4)%. Thus

this analysis on the neutron branching ratio relies on data from previous literature on
80

80

Ga to

Ge decay [25].

4.3.5

Neutron branching ratio: Compare to theoretical predictions and prior values from literature

One set of calculations for the neutron emission branching ratios for neutron-rich zinc isotopes
is included in figure 29. Our experimental value is within errors of the value calculated by
I.N. Borzov in 2005 [26]. There he calculates 10(4)% for the neutron branching ratio of

81

Zn.

Our value is slightly higher than the value reported by Verney et al . [2] of 7(3)%. Another
recent value reported for the probability of neutron emission from

81

Zn is given by Hosmer et

al . as 30(13)% [27]. This value was obtained from a β-ion-neutron correlation experiment at
the National Superconducting Cyclotron Laboratory. Such differences are not uncommon when
two different experimental techniques are utilized for measuring the same quantity. It should
be noted that the value obtained in the work of this thesis is from a γ-β coincidence with the
condition that the time between those events is no more than 2.5 µsecs. However, in the Hosmer
et al . paper the correlation time between a β decay in the silicon detectors and a subsequent
neutron detection in the NERO array is 200 µsecs. Thus the time window in the work in this
thesis is much shorter and includes a γ-ray which can be uniquely identified with the nucleus
from which it decayed. However, in a 200 µsec. window in the Hosmer paper it is possible to
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Figure 29: Predictions for the neutron branching ratios in neutron-rich zinc isotopes [26].

measure neutrons from other sources such as background and daughter decays in addition to
the parent decay. This issue is addressed in their paper, however the difference in time window
length is an important point providing more support for the number in this work. It is also noted
that their neutron detection efficiencies may not be understood well enough. This is another
contentious point which we avoid by detecting γ-rays as opposed to detecting neutrons directly.

4.4

Pandemonium effect and ground state branching ratio

For nuclei with a large Qβ or any large Q value for its decay, there is another difficulty present
for calculating the ground state to ground state decay branching ratio. The calculation of the
branching ratio to any state involves, as stated before, the total γ-ray intensity decaying out
of the level of interest minus the total γ-ray intensity feeding into said level from above. The
branching ratio to the ground state is calculated using the same principle, but the intensity decaying out of this level is taken from a γ-ray transition emitted from the decay of the daughter
to the granddaughter nucleus. The only extra information needed is the percent of total β decay
intensity carried away by whichever γ-ray transition is utilized, usually the strongest one in that
decay. In this work the 216 keV transition from
[21] of the total β decay intensity of

81

81

Ga to

81

Ge is used and it carries away 37%

Ga.

The problem with this transition exiting from the decay of the 81 Ga ground state is accounted
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Figure 30: Generic description of the problem of pandemonium in β decaying nuclei. The solid,
black arrows are the observed γ-ray transitions and the dashed, red arrows are the unobserved
ones. The horizontal, dotted line near the top indicates a neutron separation energy and a solid
black line above it indicates the top of the Qβ decay window.

for in the calculation of isobaric impurities in the beam. Now the problem pertains to all of the
transitions feeding into this ground state from above in the 81 Ga decay scheme. Specifically, the
transitions which are not observed are the origin of the problem. Because of low efficiency for
detecting high energy γ-rays and because many of those transitions decaying from higher in the
decay window may be of weaker intensity, it is not possible to observe all of the γ-ray intensity
feeding the ground state. Therefore, the calculated ground state to ground state branching
ratio may be artificially inflated because of that unobserved intensity feeding into it from higher
states in the decay window.
4.4.1

Pandemonium: Basic information

This is the concept of so-called Pandemonium, which was addressed with a simulation by J.C.
Hardy and others [28]. Pandemonium is addressed in later papers as well [29] [30]. In the first
paper the authors put forward a fictional nucleus with the same proton and neutron numbers
as

145

Gd, and so it would decay to

145

Eu. This is a fictional nucleus because a number of its

characteristics are simulated with numerical methods. For example, the distribution of spin
and parity values (Jπ values) are simulated with a Monte-Carlo simulation. Next, the energy
spacings between states are distribution with a Wigner semicircle distribution. This ensures a
reasonably random distribution of energy gaps between all of the simulated excited states in this
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nucleus. They note that this tends to overlook specific energy spacings which will be inherent to
the unique nuclear structure of any particular nucleus, but this may be overlooked for the sake
of a generic simulation, meant to illustrate the general problem of pandemonium. Finally, the
distribution of allowed Gamow-Teller β decay strength to each of the available states is given
by another random number distribution in this paper. Using this nucleus with its randomly
distributed characteristics, the authors then calculate the full γ-ray intensities that would be
emitted from such a nucleus. Energies below 1.7 MeV were ignored because the problem of the
pandemonium effect deals with missing intensity from weak, high energy γ-ray transitions, not
low energy ones. They then calculated a likely observable β-delayed γ-ray spectrum, if such a
decay were to be measured with Ge(Li) detectors. An energy dependent efficiency is taken into
account as well as 3 keV Gaussian FWHM resolution and double escape peaks. Also, a number
of different decay intensities are used, such as 0.1 times the original amount and 10 times the
original amount in order to measure the photo-peak intensities in the simulated γ-ray spectra.
But even with these various intensities used, only 10% of all 1000 γ-ray transitions are observed
and approximately 14% of the total γ-ray intensity above 1.7 MeV was completely undetected in
each scenario. This illustrates how a nucleus with a high enough level density and a large enough
Qβ decay window may have a significant amount of high energy but weak γ-ray transitions that
are not observed, at least with high-resolution HPGe detectors. Upon comparison to the level
scheme of

145

Gd decay at that time, the amount of counts observed makes the comparison to

the 1 or 0.1 times simulated intensity data sets. Here they conclude that approximately 20%
of the real decay of

145

Gd is completely unobserved in the real experiments. Thus they cannot

be placed in the level scheme. The conclusion of this paper is simply to call into question the
standard analysis of complex β decay level schemes because of this large amount of unobserved
intensity from high energy states.
4.4.2

Estimation of missing β decay intensity

Because there is most likely unobserved β decay intensity in the experiment here, the experimenter must make some form of an approximation to take into account the γ-ray transitions
and their intensities which are not observed decaying from high energy states. One possibility
is to compare this decay to the closest nucleus with a decay which has very similar physics. The
decay of the N=51
than

81

Zn and

81

83

Ge to N=50

83

As involves nuclei which only contain two extra protons

Ga, respectively. The physics is similar because that decay must involve first

forbidden decays to low energy states in the daughter and allowed Gamow-Teller decays to high
energy states above about 3 MeV. This is because in the shell model picture for
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83

Ge there is

only one valence neutron above the N=50 gap, in an s or d orbital with positive parity, but
83

As contains 5 protons (instead of 3 as in 81 Ga) in negative parity f and p orbitals. An allowed

Gamow-Teller decay may only occur through the decay of a deeply bound neutron in the νf
and νp orbitals, but this will only populate high energy, core excited states in the daughter.

The decay of

83

Ge to

83

As has been measured by J.A. Winger et al . [31]. There are 13

states above 3 MeV inside the

83

As level scheme, seven of which are said to be populated in

allowed Gamow-Teller β decays from the parent because their log ft values are in the range of
5.5 to 6.0. The population of these states is compared to the allowed Gamow-Teller decays in
136

I decaying to N=82

136

Xe, which is also singly-magic just like

83

As and

81

Ga. J.A. Winger

also notes another experiment which showed there to be states with neutron particle-neutron
hole configurations around 4.5 MeV in

136

Xe, populated through the reaction

136

Xe(p,p’) [32].

The similar physics is the main reason an approximation is made through this comparison. In
the decay of

81

Zn to

81

Ga there are only two states observed above 3 MeV, namely those seen

at 4.294 and 4.880 MeV. In this comparison the assumption is made that the two states most
strongly populated through Gamow-Teller decay are comparable to the two high energy states
seen in

81

Zn decay. Therefore, there should be a minimum of 11 other states in this energy

range of 3 to 5 MeV populated with similar decay strengths. The decay scheme for

81

Zn is

simply amended by adding β decay strength to 11 fictitious states in this energy range, where
the decay strength to these states is taken from those 11 states in
all 13 states populated through decays of

83

83

Ge decay. Table 6 shows

Ge, each with Qβ values, log ft values, and β decay

branching ratios shown.

Thus 11 fictitious states are added to the 81 Zn decay scheme with branching ratios equivalent
to all of the above states, except the two at 4130.1 and 4191.4 keV, since those two have the
strongest branching ratios and are compared to the two 81 Ga states observed above 4 MeV. It is
assumed that these 11 “new” states will γ decay to the ground state and account for a minimum
amount of the unobserved γ decay intensity to the ground state. When this new intensity is
added, the ground state to ground state branching ratio in

81

Zn β decay changes from 52(7)%

to 40(6)%. Tables 7 and 8 show how this missing intensity was accounted for in the tabulation
of total β decay strength. First the intensities are shown to each state, including the ground
state and β-neutron emission branch. Then there are 11 new states added with each having
intensity equivalent to 2% of the total β decay strength. This 2% is approximately the average
branching ratio to each of these 11 states in 83 As. This approximation slightly overestimates the
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Table 6: The core excited states populated through allowed Gamow-Teller decay in
to

82

As. The γ-ray intensities from these states are added to the

81

83

Ge decay

Ga level scheme as fictitious

states which should exist there but are not observed in the current work. This added intensity is
a partial approximation for missing intensity not observed because of the pandemonium effect.
Level energy (keV)

Qβ (keV)

log ft

Branching ratio (%)

3522.5

5437.5

6.3

1.45

3733.4

5226.6

6.0

2.45

3956.4

5003.6

6.1

1.58

3999.6

4960.4

6.3

0.97

4030.5

4929.5

6.7

0.37

4130.1

4829.9

5.5

5.4

4191.4

4768.6

5.7

3.2

4221.2

4738.8

6.0

1.55

4228.3

4731.7

5.9

1.95

4364.3

4595.7

5.7

2.7

4405.6

4554.4

5.9

1.65

4434.1

4525.9

5.5

4.0

4841.6

4118.4

5.6

2.1
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Table 7: The branching ratios in

81

Zn decay to

81

Ga before the adjustments for the small

amount of isobaric contamination and the approximation for the pandemonium effect.
Level (keV)

Branching ratio (%)

log ft

0

52(7)

5.5

351

14(2)

6.0

802

6.0(10)

6.3

1267

1.1(6)

6.8

1458

1.9(9)

6.6

1936

0.5(20)

7.1

4294

7.0(20)

5.4

4880

4.0(10)

5.4

β-neutron

12(4)

—

total decay strength to these high energy states, thus it is a worst case scenario approximation
and is safer. Table 8 shows the new branching ratios after taking into account the intensities
for these 11 fictitious states.
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Table 8: The branching ratios in

81

Zn decay to

81

Ga after the adjustments for isobaric contam-

ination and the the pandemonium effect.

5

Level (keV)

Branching ratio (%)

log ft

0

40(6)

5.6

351

10(1)

6.1

802

4.3(7)

6.4

1267

0.8(5)

7.0

1458

1.5(7)

6.8

1936

0.4(20)

7.2

4294

5.2(10)

5.5

4880

3.3(1)

5.5

11 “new” states

2.0 each

—

β-neutron

11(2)

—

Interpretations and Calculations for

5.1

81

Zn Decay

Theoretical shell model calculations

There are various theoretical tools which can be utilized to predict energy levels, Jπ values,
and B(GT) values in the β decay of atomic nuclei. These calculations involve using the shell
model for atomic nuclei. Calculating the energy spectrum for an atomic nucleus is essentially a
problem of solving the Schrödinger equation for the nuclear many-body problem.

ĤΨ = EΨ

(59)

The wave function Ψ of the nuclear state is characterized by the quantum numbers in the
shell model picture, described in the theoretical background chapter. The Ĥ is the Hamiltonian
energy operator and E is the energy eigenvalue. Solving such an eigenvalue problem entails the
diagonalizing of the matrix Ĥ. However, the creation of that matrix with appropriate matrix
elements is not trivial. It requires a detailed understanding of the specific nucleon-nucleon interactions involved within the particular nucleus in question.

The ideal theoretical calculation would involve calculating nuclear properties from each
nucleon-nucleon interaction in the nucleus until all nucleon-nucleon pairings are taken into account. This would require an immense amount of computing power and an amount of time
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which may be completely unavailable impractical, depending upon both the calculations and
the computing system available. Thus there are a number of approaches to approximate the
calculations. The shell model calculations use an inert core and the remaining nucleons outside
of this core are treated as valence nucleons, which interact with only other valence nucleons
through a residual interaction. This interaction is meant to approximate whatever real, but
computationally insurmountable, interactions exist in said nucleus. For example, for calculations on

81

Zn and other N=51 nuclei, a

78

Ni inert core is utilized. The

78

Ni is a doubly magic

nucleus according to traditional magic numbers and so it should be a good, inert core. That
is, there are no interactions between nucleons inside the core with valence nucleons outside of
the core. This only applies to energy levels low enough in the nuclei of interest such that core
excited states are not populated. If such states are populated in the experiment, they will not
be shown in the theory calculations because such states reside outside of the assumed model
space.

The residual interaction between the valence nucleons is based upon some form of derived
nucleon-nucleon interactions. A more modern handling of nucleon-nucleon interactions are based
upon experimental data from scattering between two nucleons. However, renormalization for
these interactions inside of the nuclear medium in the nucleus are needed. Experiments measuring phase shifts from scattered nucleons ultimately leads to mathematical formation of interactions such as CD-Bonn, Nijmegen, Argonne V18 , etc. [33].

5.2

N=51 systematics

Information on the changes in energy of states throughout an isotopic or isotonic chain often
reveals information on how nucleon-nucleon interactions are driving the physics of those nuclei.
For example, moving along an isotonic chain from lower to higher Z simply involves an addition
of a proton with each new nucleus while the number of neutrons remains constant. As protons
fill one orbital the behavior of the ground states or excited states may follow one trend, but upon
filling the next available proton orbital this behavior may change. This would suggest a different
proton-neutron interaction is controlling that change in behavior from one orbital to the next.
Often times this description may be an oversimplification of what is really occurring because
of the large amount of valence nucleons involved. However, near a doubly magic nucleus this
description may be more valid as there are fewer valence nucleons interacting with each other.

The systematics of the ground states and first excited states in N=51 isotones, which includes

72

81

Zn, is the relevant example in this work. The other odd mass N=51 isotones which have been

measured through decay and/or particle spectroscopy are
5.2.1

83

Ge,

85

Se,

87

Kr,

89

Sr,

91

Zr, etc.

Previous experiments on N=51 systematics

The nucleus
2

83

Ge is the latest addition to this isotonic chain. It was studied through the re-

82

action H( Ge, p)83 Ge [34]. It is an inverse kinematics reaction, meaning that the beam is
the heavier particle,

82

Ge, and the target is the lighter particle, a deuteron from the deuterated

plastic target. The ejectile is a proton and the resultant nucleus is

83

Ge in some excited state

or its ground state. This is a so-called (d,p) reaction because it is essentially the introduction
of a deuteron into the system but a proton is ejected. The outgoing protons carry information
about both the energy and Jπ of the populated state in the 83 Ge resultant nucleus. The energies
and angular distributions of this outgoing proton are measured in the ORRUBA (Oak Ridge
Rutgers University Barrel Array) silicon detectors.

Because the protons are emitted after populating states with different Jπ values, they will
come away from the reaction with different orbital angular momenta and thus arrive on the
silicon detectors with different angular distributions. From these different angular distributions
that experiment showed the first excited state in

83

Ge to have a Jπ of 1/2+ and the ground

state has a Jπ = 5/2+ .

An experiment on decay spectroscopy at the HRIBF, using the so-called ranging-out technique and β-ion-neutron tagging, verified the energy of this first excited state inside of
The decay of

84

Ga, studied by J. A. Winger et al . [35], populates the first excited state of

83

Ge.

83

Ge

through β-delayed neutron emission. The energy in the γ-ray spectra is shown to be 247.3(5)
keV from the

84

Ga β-neutron emission and 247.05(17) keV from the

83

Ga β decay. Thus this

first excited state is at 247 keV. These two experiments serve as examples of how the experimental information on the systematics is amended. In this experiment we plan on using the
observed β decay strength distribution along with β decay selection rules to add the Jπ of the
ground state of

5.2.2

81

81

Zn to the systematics.

Zn ground state Jπ

These N=51 isotones all possess one neutron above the N=50 shell gap. The nucleus

81

Zn has

two protons above the 78 Ni core, 83 Ge has four, 85 Se has six, etc. With the addition of each pair
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of protons there is a change in energy of the first excited state as well as changes in spin-parities
for those states. With few valence nucleons outside of this

78

Ni core it is possible to investigate

the data with the physics being driven by proton occupation number. All of these N=51 isotones
mentioned have a 1/2+ first excited state and a 5/2+ ground state. The next isotone in the
sequence, from higher to lower Z, is
lower in energy from

89

Sr down to

81
83

Zn. The 1/2+ first excited state is continuously moving

Ge. If this trend continues to

excited state may stay a first excited with lower energy than in

83

81

Zn then this 1/2+ first

Ge, or it may invert with

the 5/2+ state to become the ground state itself instead. An opposite possibility is that it may
reverse trend and move up in energy upon approaching 78 Ni. In the experiment discussed in this
work, there is no direct measurement of the spin-parity of the ground state of

81

Zn. However,

the measured β decay strength distributions in combination with β decay selection rules may
allow for a determination of this ground state spin-parity. According to the systematics, the
value can only be either 5/2+ or 1/2+ . In order to use β decay selection rules, one has to look at
a decay to a state in the daughter nucleus where the spin-parity is known with certainty. This
way the choice is only between two options: A 5/2+ state decaying to a state in the daughter
of known spin-parity, or a 1/2+ state decaying to that same final state. The only state in the
daughter

81

Ga with known spin-parity is that of the ground state. The spin was measured to

be 5/2 through a magnetic moment measurement at ISOLDE-CERN [23]. The parity must
be negative because gallium only possesses three protons above the Z=28 shell gap in f and p
orbitals. Therefore, the ground state should have negative parity. The ground state Jπ of

81

Ga

is 5/2− .

Therefore, the two options are either a 5/2+ to 5/2− decay or a 1/2+ to 5/2− decay. The
Gamow-Teller allowed decay is not possible because both options involve a change in parity,
which is simply not allowed by Gamow-Teller selection rules. The first viable option is the 1/2+
decay to the 5/2− . By the selection rules explained in the theoretical background chapter, this
is classified as a first forbidden unique transition because the change in angular momentum is
by two units of h̄ and the parity changes. Each type of β decay has a corresponding range of
empirical log ft values, which are directly related by a simple equation to the decay branching
ratio. The lowest log ft for a first forbidden unique is 7.5, see figure 6. That is, the ground state
to ground state branching ratio would have to be less than 0.1%. However, here a branching
ratio for the ground state to ground state decay is large enough such that the empirical log ft is
about 5.6. This is after taking into account the small amount of isobaric contamination present
and an approximation for unobserved β decay intensity to high lying states.
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It is unlikely that even after these two approximations that the measured feeding intensity
to the ground state to ground state decay is two orders of magnitude off from the real value.
Therefore, a 1/2+ ground state decaying to a 5/2− ground state in the daughter is not possible.
The only option available is that it is a 5/2+ ground state decaying to a 5/2− ground state.
This is classified as a first forbidden transition because the ∆`=0 and the parity changes. The
empirical log ft values for first forbidden decays include 5.6 in their range, see figure 6. Therefore,
when presented with a choice between first forbidden and first forbidden unique along with this
large size of the β branching ratio, the 5/2+ to 5/2− scenario is the only viable option. Therefore,
it is concluded that the ground state Jπ of

81

Zn is 5/2+ . The first excited state is inferred to

be 1/2+ based upon the systematics of the N=51 isotones.
5.2.3

Calculations on N=51 isotones

The energy of the first excited state in each of these isotones is shown in figure 31. The experimental values for these energies are known for zirconium to germanium isotones, but not
yet for zinc. The points at the bottom are the 5/2+ ground states, whereas all of the first
excited states have a Jπ of 1/2+ . The values in black are the theoretical energies of the first
excited states from a shell model calculation. This calculation is based upon a

78

Ni core and a

model space containing proton orbitals f 5/2 , p 3/2 , p 1/2 , and g 9/2 whereas the neutron orbitals
are d 5/2 , s 1/2 , d 3/2 , and g 7/2 [36], where the nucleon-nucleon interactions are based upon the
N3LO approach [37]. Thus the valence protons and one valence neutron in these N=51 nuclei
can reside in these orbitals in any type of excited or ground state configuration. The main point
of these calculations is to analyze the systematics of the ground states and first excited states
in N=51 nuclei. Both energies and Jπ values of the first excited states and ground states are of
interest. The first calculation was performed with the canonical single particle states, meaning
that the order and energy of the single particle states are not modified. It is possible to rerun
the calculations but with modified energies. It is also possible to change each matrix element,
which quantifies the strength of each nucleon-nucleon interaction. For example, the interaction
between protons in the f 5/2 and neutrons in the d 5/2 single particle states can be strengthened
or weakened or made to be zero, at least naively within this shell model calculation. Performing
these changes leads to knowledge about how particular nucleon-nucleon interactions are affecting the systematics of these states.

The first investigation involves an interaction between the protons in the πf 5/2 and πp 3/2
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Table 9: Shell model calculation information. These effective single particle state energies are
in relation to the Z=28 shell gap for protons and N=50 gap for neutrons. Thus the πf5/2 state
is the lowest proton state and νd5/2 state is the lowest neutron state.
Effective single particle state

Energy

0πf5 /2

0.000

1πp3 /2

1.100

1πp1 /2

2.500

0πg9 /2

4.500

1νd5 /2

0.00

2νs1 /2

1.30

0νg7 /2

1.80

0νd3 /2

2.40

0νh11 /2

3.00

orbitals with neutrons in the νs 1/2 orbital. In the theoretical predictions for the energies of the
1/2+ first excited states there is an obvious change in trend for nuclei below the Z=34 selenium
to atomic numbers above it. From

79

Ni to

85

Se the energy is moving down from 1.27 MeV to

0.4 MeV. As atomic number Z increases, this energy reverses trend above Z=34 selenium and
moves up in energy towards stability at
filled from

79

Ni until

85

91

Zr. In the shell model picture the πf 5/2 orbital is

Se is reached. From

85

Se to

89

Sr the new protons are filling the πp 3/2

orbital. This change in which proton orbitals are being filled exactly overlaps where the change
in trend occurs for the energies of these 1/2+ first excited states. It is believed that a protonneutron interaction may be responsible for this change. The proton-neutron interaction between
protons in the πf 5/2 orbital with neutrons in the νs 1/2 orbital must be of opposite sign than the
interaction between protons in the πp 3/2 orbital and neutrons in the νs 1/2 orbital. Thus the
first scenario, for nuclei with Z below 34, is an attractive interaction since the first excited state
is pulled towards zero. However, the second scenario has a proton-neutron interaction which is
repulsive for nuclei with Z above 34.

To further investigate this explanation for the change in trend, a modified shell model calculation was performed. Here the matrix elements controlling the interaction between πf 5/2
and νs 1/2 are set to zero and the calculation is rerun. The calculation is repeated but the
matrix elements controlling interactions between πf 5/2 and νd 5/2 are set to zero. The later
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Figure 31: The systematics of states in N=51 isotones with the shell model calculation included.

interaction produces little to no change in the theoretical systematics of this first excited state’s
energy. However, the first interaction turned off (πf 5/2 with νs 1/2 ) does produce a noticeable
result. It nearly “flattens” the trend in energies from

79

Ni to

85

Se. This strongly suggests that

the proton-neutron interactions involving the νs 1/2 are more important than ones involving the
νd 5/2 orbital. This is a vital question since all shell model calculations show that the ground
state and first excited states in N=51 isotones have wave functions almost evenly mixed between νd 5/2 and νs 1/2 orbitals. These states are not single particle states, according to these
calculations. The important proton-neutron interactions only involve the νs 1/2 orbital and not
the νd 5/2 orbital, at least for those nuclei from

79

Ni to

85

Se which have fewer valence nucleons

than the other N=51 isotones.

Finally, another calculation is performed where the matrix elements controlling the interaction between the πp 3/2 and νs 1/2 orbitals are set to zero. This results in little change in the
systematics. This is expected because there are more valence nucleons for nuclei above Z=34,
thus the nucleon-nucleon interactions in that region are more complicated. Therefore, this is
why it is understandable that a change occurs for first excited states in nuclei below Z=34 but
not much change occurs above Z=34. These extra calculations are shown in figure 32.
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Figure 32: An example of changes to the shell model calculations. The original calculations are
shown in black. The red points show the predicted energies of the first excited states when the
πf5/2 with the νs1/2 interaction is set to zero.
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5.3

Core excitations of

78

Ni

There are many configurations of nucleons in an atomic nucleus which will lead to the various
excited states it can possess. States which have a low energy will usually only consist of the
valence nucleons residing and coupling together in single particle states above the shell gaps.
This ignores the cases where an intruder single particle state may exist in a major shell where it
usually is not present. However, states which are high enough in energy may consist of nucleon
holes residing in single particle states below these shell gaps. These are generally referred to
as core excited states. In fact they are in the model space of the core nucleus. For example,
obvious nuclei in which to look for such states is with the first excited state of a doubly magic
nucleus. This is because the only way to achieve an excited state with such nuclei is to excite
the nucleons beyond the shell gap. Since shells are filled for both protons and neutrons, the only
states available for populating an excited state are for nucleons to reside beyond the shell gaps.
The isotope

16

O is doubly magic and its first excited state is at 6.05 MeV. This is a relatively

high first excite state energy, even compared to other doubly magic nuclei such as
excited state at 3.74 MeV) and

5.3.1
In

81

208

40

Ca (first

Pb (first excited state at 2.61 MeV) [38].

Core excited states in N=50 isotones

Zn there is only one neutron outside of the core. In the shell model picture this neutron

resides in a d or s orbital. The only energetically available proton single particle states for it
to decay to are of opposite parity. This means that only first forbidden decays are possible
via the decay of this valence neutron in

81

Zn because first-forbidden decays require a change

in parity. Decay to states which are higher in energy in the daughter nucleus, that is decays
forming a deeply bound hole in neutron orbitals below the N=50 gap, are damped heavily by
the lower Fermi statistical factor (see theoretical background chapter). Decays to such states
are not energetically favored. However, if allowed Gamow-Teller decays can occur through the
decay of one of those neutrons, then the reduced transition matrix element would be about two
orders of magnitude stronger and would provide a counterbalance to the lack of decay energy
available. Therefore, population of core excited states in N=50

81

Ga must involve the decay

of a deeply bound neutron in the f and p orbitals, which in turn will decay to a proton in its
appropriate spin-orbit partner in the proton f and p orbitals, see figure 33. The core excited
states in

81

Ga must have Jπ values of 3/2+ , 5/2+ , or 7/2+ . These are the only states which

can be populated through the Gamow-Teller decay of the 5/2+ ground state of
selection rules.
79

81

Zn because of

Figure 33: In the decay of

81

Zn and nearby N=51 isotones with one or a few neutron above the

N=50 gap, only FF decays are possible from this valence neutron to decay to a proton in the
low lying proton f and p orbitals in N=50 nuclei. The only energetically available allowed GT
decays must occur via the decay of a deeply bound neutron in the neutron f and p orbitals to
their spin-orbit partners in the proton f and p orbitals.

One way to investigate the behavior of core excited states across the N=50 isotonic chain is
to calculate the average energy of the core excited states in these isotones. This is done through
the use of the reduced transition matrix element for allowed Gamow-Teller decays, the B(GT)
values. The B(GT) weighted energy calculated for each state populated in each of these isotones
is needed. The following formula calculates this value:

Ē =

N
1 X
Eı Bı (GT )
N ı=1

(60)

The average comes from this weighted summation. The energy of each state populated in
the decays to each N=50 daughter nucleus is multiplied by its B(GT) value. Thus it is a B(GT)
weighted average of energies of the states. The Ē is the average energy of all states populated
through only Gamow-Teller decay. Because the core excited states in 81 Ga and the nearby N=50
isotones are only populated through Gamow-Teller decay, the Ē is also an average energy for
all of the core excited states. A graph of this Ē value in each of the N=50 isotones of interest
shows an upward trend in the core excitations upon moving towards
80

78

Ni. In the data in this

Figure 34: Core excited states in N=50 isotones. The black circles show the average energy
of states populated through only Gamow-Teller decays in these isotones. They are the average
energy for core excited states. The two states with strongest population in GT decay are shown
in each of the three odd Z isotones. The green points show the energy of 6+ yrast states in even
Z, N=50 isotones [39]. The red point is the extrapolated energy for core excitations in

79

Cu,

only one proton outside of the 78 Ni core. Those core excited states should reside around 5 MeV.

work the increase in the B(GT) weighted, core excited state energy for odd Z, N=50 isotones
suggests an increase in the gap between the νf and νp orbitals and the νd5 /2 orbital above the
N=50 gap. That is, the energy between the deeply bound neutron hole and the valence neutron
above N=50 is increasing upon moving towards

78

Ni. This trend of the average energy for core

excited states in N=50 isotones is shown in figure 34.
5.3.2

Possible N=50 and N=40 shell gap changes

Also shown in figure 34 is the systematics of yrast states in even Z, N=50 isotones [39]. The yrast
states are defined as states which have the lowest energy for a given total angular momentum.
The specific states shown here are from an experiment in which prompt γ-ray transitions are
observed from the spontaneous fission of
+

248

Cm to populate states in

82

Ge [39]. Here there are

+

5 and 6 yrast states which are interpreted as having the following configuration: A hole in the
νg9/2 single particle state and a valence particle above the N=50 gap in the νd5/2 single particle
81

state. This particle-hole pair then couples to the valence protons to form the yrast state. The
main point made here is that the energy of these 5+ and 6+ yrast states are moving down with
lower Z upon moving towards

78

Ni. If the interpretation of the configuration of these states is

correct, it would suggest that the gap between the νg9/2 and the νd5/2 state is decreasing. That
is, the N=50 shell gap may be decreasing towards 78 Ni. It was recently suggested by Porquet [40]
as well, that

78

Ni is not a good doubly magic nucleus. Porquet states that the N=50 shell gap

is decreasing by about 700 keV along the N=50 isotones from Z=38 (88 Sr) down to Z=34 (84 Se).

However, the interpretation of the drop in energy for these yrast states may not be correct.
They may not originate from the coupling of a hole in νg9/2 with a neutron in νd5/2 and paired
protons. The systematics of these yrast states may simply be an effect of configuration mixings
or from particular proton-neutron interactions which are not yet fully understood. Also, even if
these yrast states allow for direct probing of the N=50 shell gap, it is not yet known where these
states reside for nuclei with Z less than 32. They may go back up in energy, thus indicating a
strengthening of the N=50 shell gap. Therefore, although Porquet and Rzaca-Urban and others
may suggest that the N=50 shell gap is decreasing because of the yrast behaviors in even Z,
N=50 isotones, this is yet unconfirmed experimentally.

However, if this interpretation is correct and the trend in core excited states observed in this
work is taken into account, it may indicate a decrease in the N=50 shell gap strength but an
increase of a gap at N=40. If the N=50 gap is decreasing and the neutron particle-neutron hole
gap just described is increasing, then this automatically signifies that the N=40 subshell gap
between νg9/2 and νf , νp orbitals must be decreasing. Again, this is unconfirmed because the
magnitude of the N=50 gap change is itself unknown. Such confirmations can only come with
the probing of the single particle nature of states in nuclei which have a single nucleon outside
of the doubly magic core.

5.4

Predictions for

The atomic nucleus

79

isotone. The nucleus

79

Ni and

79

Cu

Ni contains only one neutron outside of the

79

Cu contains only one proton outside of

78

78

Ni core and it is an N=51

Ni and it is an N=50 isotone.

Based upon previous discussions for both N=50 and N=51 isotones, various predictions may
be made concerning these nuclei. The nucleus

79

Ni should have a 5/2+ ground state and a

1/2+ first excited state, according to the same shell model calculations shown in figure 31. The

82

ground state should be a pure νd5/2 state and the first excited state should be a pure νs1/2
state, located at 1.3 MeV according to the energy of this single particle state in the calculations.
They should be single particle states because there is only this 51st neutron present with no
coupling to the other nucleons, which reside beyond shell gaps.

The daughter in the β − decay of

79

Ni, which is

79

Cu, should possess low lying states which

would be single particle states for the single proton it has sitting outside of the

78

Ni core. Thus

the ground state should be a 5/2− because it is a πf5/2 state. The first excited state would have
Jπ = 3/2− because of its πp3/2 single particle nature. This state should be at 1.5 MeV according
to the calculations. Finally, the second excited state would contain Jπ = 1/2− because it would
be a πp1/2 single particle state, located at 2.9 MeV. There would also be a 9/2+ state for the
πg9/2 single particle state, located at 6 MeV. It may or may not be neutron unbound depending
on where the neutron separation energy is located. According to mass extrapolations it is at
5.65(64) MeV [41].

As stated before, the extrapolation for the average energy of core excited states to
puts them at around 5 MeV for this nucleus which is only

78

79

Cu

Ni plus one proton. Also, the first

excited state in 79 Ni may or may not be neutron bound as well. This may affect neutron capture
rates of the nucleosynthesis r-process. If a neutron captures onto this nucleus and populates
that state, this would lead to a specific direction for the next step in the r-process. However, if
that state is unbound then this will lead to a different direction for the r-process path. Whether
or not this state is bound could affect the population of proposed r-process waiting point nuclei
79

Cu and

80

Zn [42] [43]. See figure 35 for a description of these predictions for

83

79

Ni and

79

Cu.

Figure 35: Predictions for the decay of
with figure 31. The N=51
with

81

Zn,

83

79

79

Ni to

79

Cu, derived from the calculations discussed

Ni is predicted to also have a 5/2+ ground state, just as the case

Ge, etc., and a 1/2+ first excited state. The N=50

states with its single proton outside of
5 MeV. The first excited state in

79

78

79

Cu will have single particle

Ni and the core excited states should be centered at

Ni may or may not be bound, depending upon where the

neutron separation energy truly resides. The Sn value shown here for
from [44].

84

79

Ni is a predicted value

6

The Decay Scheme of

The atomic nucleus

79

79

Zn

Zn contains 30 protons and 49 neutrons. From the shell model point of

view it has two protons and one neutron hole with respect to the78 Ni core. It undergoes β − decay
to populate states in the Z=31, N=48 nucleus 79 Ga. This decay has been previously studied [16].

In this work the

79

Zn ions were produced through the same method as the

81

Zn with the

ISOL technique, where protons induce fission in the uranium carbide target. The fission fragments released from the ion source were first mass separated and then isobarically separated
from other mass 79 isobars. They are then implanted on tape at the LeRIBSS setup. The γ
decays were measured with the four HPGe clovers and β decay electrons are detected in the
plastic scintillator detectors. Most of the measurements of the

79

Zn decay were performed with

a two second grow-in of activity. Another data set was collected with one second grow-in and
one second decay. Total beam time for measuring 79 Zn was about 4 hours, although more beam
time was taken in an attempt to see more neutron-rich A=79 isobars such as copper. The beam
intensity for

79

Zn is about 900 ions per second. This is approximately the same order of mag-

nitude as the previous publication, but it is improved upon because of the detection of multiple
new transitions in this decay.

This previously established level scheme has been verified with the data analysis in this
study. The γ-γ coincidence data along with intensity balance and half-life measurements of
most of the transitions support the same placement of γ transitions as is shown in previous
literature [16]. The only exception is the ordering of two of the transitions. The order of the
1100 keV and 1212 keV transitions are switched because their intensities are observed to be
different outside of error bars, whereas the previous literature did not observe this difference. It
was only observed that these two transitions are in coincidence with each other. In this work the
decay scheme has been expanded upon by the addition of nine new transitions and six new levels.

6.1

Verification of original

79

Zn decay scheme

The placement of each transition is supported at minimum by β-γ-γ coincidence data and intensity balance, but often times a half-life measurement also verifies its origin as being from the
decay of the parent

79

Zn.

85

Figure 36: A sample of the β-gated γ-ray spectrum for

86

79

Zn to

79

Ga decay.

The first excited state was previously reported at 5.1 keV. This level is verified by the
same transitions both feeding into it and those which are bypassing it to populate the ground
state. The transitions of 273.8, 702, 797.1, 865.9, and 956.9 keV decay into this level at 5.1
keV. However, the transitions 278, 707.1, 802, and 962 keV all decay directly to the ground
state. Thus the overlaps of these transitions reveal that a level must exist at 5.1 keV. Most
of these transitions have other β-γ-γ coincidences and intensity summing which support their
placements lower in the decay scheme as opposed to somewhere higher in energy. For example,
the 278 and 273.8 keV transitions are observed in coincidence with 684 and 1778 keV transitions.

The second excited state is kept at 278.9 keV because of the transition of 278.9 keV decaying
from it to the ground state, as previously discussed. The third excited state is at 707.1 keV because of the transition of 707.1 keV decaying from this level to the ground state. This transition
is observed to be in coincidence with the transitions 874, 979, 1130, 1100, and 1212 keV. It is at
the bottom of this cascade because of intensity balance. The fourth excited state at 802 keV is
depopulated by a transition of 802 keV directly to the ground state. This transition is observed
in coincidence with 263 and 813 keV, both of which are weaker in intensity and so they decay
into the 802 keV level instead of out of it.

Table 10 lists all of the levels in the updated level scheme for

79

Ga along with the observed

γ-ray transitions both decaying into and out of each level. The relevant γ − γ coincidences are
included.

6.2

Placement of new transitions in the

79

There are new γ-ray transitions verified to be part of the
decay of

79

Zn decay scheme

79

Ga decay scheme, populated in the

Zn. These transitions are 730, 1802, 2156, 2419, 1575, 1723, 3205, 3933, and 3114 keV.

A transition of 1802 keV is placed as decaying from the new level established at 1807 keV
down to the 5.1 keV level. This provides further support to the placement of this level in the
level scheme. Furthermore, this transition is observed in coincidence with the 1212 keV transition and vice-versa. The 1212 keV transition is in coincidence with this 1802 keV γ-ray.

The 730 keV transition was found to be in coincidence with 358, 874, 979, and 702 keV
transitions. Therefore, it is placed on top of this cascade of γ-ray transitions and it decays from
a new level at 3649 keV.
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Table 10: The decay of
Level (keV)

5.1

Transitions

into

79

Zn to

79

Ga information.

Transitions out of

Relevant coincidences (keV)

level (keV)

level (keV)

273.8, 702, 797.1,

—

278.9,273.8 with 684,1778

278.9, 273.8

684 with 278.9, 273.8

707.1, 702

707.1 with 874,979,1130,1100,1212

956.9, 1802, 3933
278.9

684, 3205

707.1

874,

1130,

1100,

1941, 2034
802

813, 236

802, 797.1

802 with 263, 813

871

710, 1343

865.9

865.9 with 710, 1343

962

653,

956.9, 962, 684

684, 956.9 with 653, 1778

1778,

2156,

2419
1066

3114

263

263 with 802, 3114

1581

979

874, 710

710 with 856.9. 979 with 874

1615

–

653, 813

813 with 802,797.
653 with 956,962

1807

1212, 1575

1100, 1802

1212 with 1100. 1575 with 1100

1837.1

–

1130

1130 with 702, 707.1

2214

1723

1343

1723 with 1343

2561

773, 416, 358

979

979 with 773, 416, 358

2648.1

–

1941

1941 with 702

2741.1

236

2034, 1778

236 with 2034, 1778

2919

730

358

730 with 358

2977

–

416, 236

416 with 979 and 236 with 1778

3020

–

1212

1212 with 1100

3118

–

2156

2156 with 956.9

3335

–

773

773 with 979

3381

–

1575, 2419

1575 with 1100. 2419 with 956.9

3483

–

3205

3205 with 278

3649

–

730

730 with 358, 979, 874

3937

–

3933, 1723

1723 with 1343

4180

–

3114

3114 with 263

88

Figure 37: The level scheme for 79 Zn to 79 Ga decay. The log ft values for the β decays populating
each state are shown. The newest transitions are marked in red arrows.
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The transition of 2156 keV is seen in coincidence with 956.9, 962, and 684 keV. As a result,
it is placed above these transitions and thus the nineteenth level at 3118 keV is a new state.
The transitions 2419 and 1575 keV both decay from a new level at 3381 keV. The 2419 keV
transition decays to the level at 962 keV and it is seen in coincidence with 956.9 and 962 keV.
The 1575 keV transition decays to the level at 1807 keV and it is in coincidence with 1100 and
702 keV.

The 3483 keV level decays through a γ-ray transition of 3205 keV to the level at 278.9 keV.
It is seen in coincidence with this 279 keV transition and the 278 keV transition is in coincidence
with 3205 keV.

The 3937 keV level decays through the 3932.9 keV transition down to the level at 5.1 keV.
The placement of this transition is given further support from the new transition 1723 keV and
its placement. It decays from this level at 3937 keV down to the level at 2214 keV because it is
seen in coincidence with the cascade of 1343 keV followed by 865.9 keV.

The 4180 keV level decays via the transition of 3114 keV, which goes to the level at 1066
keV. This 3114 keV transition is in coincidence with the 263 keV transition and the opposite
coincidence of 263 keV with 3114 keV is also observed.

Thus this updated level scheme contains six new levels and nine new γ-ray transitions. The
old level at 1919 keV has been replaced with the new 1807 keV level because the order of the
1100 and 1212 keV transitions was switched with respect to previous literature [16].

6.3

79

Zn decay scheme discussion

The first excited state in the daughter,

79

Ga, is at 5.1 keV. A 5.1 keV γ-ray cannot be detected

with HPGe γ-ray detectors as it is too low in energy and the efficiency is too low. Also, there
is a significant amount of electrical noise in this energy range. As stated before, the existence
of this level is known because of all the other γ-ray transitions either decaying to it directly or
bypassing it to the ground state. Because the 5.1 keV transition is not observed directly, it is
not possible to calculate a direct feeding to that level through β decay from the parent nucleus.
As a result, the same problem exists with measuring direct feeding to the ground state. The
experimenter here cannot distinguish between decay strength feeding the ground state from the

90

5.1 keV transition and direct feeding from β decay. Therefore the β decay branching ratios are
shown to each individual excited state and to the neutron unbound states. However, feeding
directly to the ground state will have to include feeding to the 5.1 keV first excited state as well.

Because this first excited state is so low in energy, it is possibly a β decaying isomer which
decays to the granddaughter nucleus

79

Ge. The determination of its isomeric decay lifetime de-

pends on both the energy of the state and the difference in intrinsic angular momentum between
itself and the ground state of the

79

Ga. The ground state of

79

Ga has been measured to be 3/2

[23]. The parity is likely to be negative because this nucleus contains three protons in the πf and
πp orbitals with two neutron holes in the νg9 /2 orbital. In the shell model picture this means
that all the particles and holes pair off until the net parity is negative. Thus the ground state
of

79

Ga has Jπ = 3/2− . The first excited state may have Jπ = 5/2− because other theoretical

calculations show the ground state and first excited states to be either Jπ = 3/2− or 5/2− .
Furthermore, the systematics of less neutron-rich odd mass gallium isotopes all have either Jπ
= 3/2− , 5/2− , or 1/2− for the ground states. Here the ground state Jπ is shown to be 3/2− but
the first excited state is tentatively labeled 5/2− because it has not been directly measured. It
is only inferred from systematics and theory predictions. The systematics for low-lying states in
odd mass gallium isotopes are shown in figure 38. This is cited from the previously mentioned
work where the ground state Jπ

79

Ga and other nuclei were measured [23]. Given the facts that

the ground state has Jπ = 3/2− and the first excited state is most likely Jπ = 5/2− with an
energy of 5.1 keV, the possible multipolarity and lifetime of its γ decay can be calculated. The
5.1 keV transition is likely to decay via an M1 transition with a lifetime on the order of one to
ten nanoseconds.

Furthermore, the ground state to ground state branching ratio must be zero. The first reason
for this is from the shell model picture. Because the ground state of

79

Zn is 9/2+ and it decays

to a 3/2− ground state in the daughter, this is considered a third forbidden transition and as
such there would be an unobservable and very small amount of decay strength directly feeding
the ground state of the daughter. Also, there appears to be a significant amount of isobaric
contamination in this beam according to both the intensity seen in the daughter γ decays and
from attempts to fit the isobaric purity equations (see analysis chapter) to the grow-in of activity
of

79

Zn and

79

Ga γ-ray transitions. These are the three reasons why it is concluded that there

is essentially zero direct feeding of β decay strength to the ground state of
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79

Ga.

Finally, the neutron branching ratio is calculated from a γ-ray transition emitted in the decay
of 78 Ga to 78 Ge. The counts in its γ-ray peak are taken from the β-gated γ-ray spectrum because
a small peak at this same energy appears in the background measurement. The calculated βdelayed neutron branching ratio for 79 Zn decay is 2.86(6) %. This is close to two previous values
from literature: Hosmer et al . measured 2.2(1.4) % [27] and Pfeiffer et al . measured 1.3(4) % [45].

6.4

Isomers in N=49 nuclei

The nucleus

79

Zn is an N=49 isotone. There are certain isomers that appear in various parts

of the chart of nuclei because of single particle states in the shell model picture, including for
N=49 nuclei. The isomers of concern here are called spin-gap isomers. They normally form
when two low energy states are significantly close to each other in energy and they possess a
large difference in spin. The N=49 nuclei near

78

Ni contain neutrons in the νg9/2 orbital. The

possibility of isomers forming here exists because of the close proximity in energy of the νg9/2 to
the neutron orbitals p1/2 , p3/2 , and f5/2 . Various nucleon pairing scenarios may lead to states
such as a 9/2+ close to either a 1/2− , 3/2− , or a 5/2− state. Given the same energy difference
between states, a 9/2+ state below or above a 1/2+ state with no others in between would lead
to the longest lived, β decaying isomers. The equations noted in the theory section relate energy
and spin difference for a γ-ray transition to its lifetime for decay.

The isomers in N=49 nuclei exist in the odd masses where an unpaired neutron creates a
9/2+ state next to a 1/2− state. Thus the transition from the isomer to the ground state is
simplistically viewed as a transition from a single hole in νp1/2 to a single hole in νg9/2 . Table
11 lists these isomers.

In this work the only way to observe an isomer in
γ-ray transitions in its decay into

79

79

Zn is to measure the half-lives for the

Ga and to note a significant difference in the half-lives.

Some γ-ray transitions should be emitted from states populated in the decay of the ground
state of the parent, with one half-life, and other transitions would decay from the isomer with a
different half-life. However, in this work no such second half-life has been observed. This does
not invalidate the existence of an isomer in

79

Zn, but it simply does not confirm the existence

either because of the lack of evidence in this particular measurement. It is also possible that the
half-life for this isomer is close enough to the half-life of the ground state decay such that the
difference cannot be discerned in this experiment. They could be within error bars of each other.
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Figure 38: The systematics information on odd mass gallium isotopes [23]. The spin and parity
for low lying states are shown with theory calculations using two different interactions, JUN45
[46] and jj44b [47]. The experimental values are also shown. The ground state Jπ of
experiment, is shown to be 3/2 and not 5/2 .

93

79

Ga, from

Table 11: Isomers in N=49 isotones. Most of the odd A, N=49 isotones have a 9/2+ ground
state and a 1/2− first excited state, which is an isomer. The energies and lifetimes of these
states are shown. The origin of most of these isomers, in a simplistic view, comes from a state
with a hole (or particle) in νp1/2 residing close in energy to a state with a particle (or hole,
respectively) in νg9/2 . The nucleus 81 Ge is the exception with a 1/2+ state lower than the 1/2−
state, which has a half-life of about 0.5 ns.
Nucleus
81

Ground state Jπ

Isomer energy (keV)

T1/2 g.s.

T1/2 isomer

(9/2 )

+

(1/2 )

679.1

7.6s

—

Se

9/2+

1/2−

228.5

22.3m

70.1s

Kr

+

−

305

10.7y

4.48h

+

Ge

83
85

Isomer Jπ

9/2

1/2

87

Sr

9/2+

1/2−

388.5

stable

2.8h

89

Zr

9/2+

1/2−

587.8

78.4h

4.16m

Mo

+

−

653

15.49m

64.6s

734.4

59.7s

10.8s
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9/2

(9/2+ )

Ru

A measurement of

79

Cu decay to

1/2

(1/2− )

79

Zn may be the best option, or perhaps some reaction which

populates the states in 79 Zn. In that latter case particle spectroscopy could be used to determine
the Jπ values of such states, which would in turn help to determine if a spin-gap isomer is present.

Table 12 shows some of the half-lives and their errors measured for various γ-ray transitions
in

79

Zn decay into

6.5

79

Ga.

Measured Sβ and calculated B(GT) values in

The investigation of allowed β decay strength distribution in
it may reveal where groups of states with Jπ in
the parent,

79

79

79

79

Zn decay

Zn decay is important because

Ga which are close to the ground state Jπ in

Zn, may reside. Some of those states may result from excitations of the

78

Ni core.

Where in the Qβ window these states reside can contribute to the ability to discern where single
particle states in the shell model picture reside for such neutron-rich zinc and gallium isotopes
near

78

Ni.

A theoretical calculation was performed with a

56

Ni core and the model state has all tra-

ditional single particle states for the neutrons and protons between

56

Ni and

78

Ni. First this

calculation was performed to determine the energies and Jπ values of states in the daughter,
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Table 12: Measured half-lives for transitions from the decay of 79 Zn to 79 Ga. The first three are
previously measured transitions. The last two shown are examples of new transitions observed
in this decay.
Transition (keV)

half-life (ms)

error(ms)

707.1

863

23

702.0

891

12

865.0

884

16

3933.0

810

74

1575.0

907

81

Figure 39: The experimental Sβ values in
ground state of

79

79

Ga, populated in the decay of the proposed 9/2+

Zn.
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Figure 40: The theoretical B(GT) values in
the proposed 9/2+ ground state of

79

79

79

Ga to predicted states populated in the decay of

Zn.

Ga. Then using the calculated wave functions for both these states in the daughter as well

as that of the ground state in the parent nucleus, the reduced transition matrix elements for
allowed Gamow-Teller transitions between these states are calculated. This calculation involves
the overlap of the initial and final wave functions, as described in the equation for the B(GT)
value in the theoretical background section. In the case of

79

Zn decay the ground state Jπ is

proposed to be 9/2+ because it has only one hole in the νg9 /2 orbital with two paired protons.
Therefore the allowed Gamow-Teller decays from this state will only populate states in

79

Ga

with Jπ of 7/2+ , 9/2+ , and 11/2+ .

The experimental B(GT) values here can only be called experimental Sβ values because it
is not known which observed states are truly populated in allowed Gamow-Teller decay vs. first
forbidden decays. Some of the observed states will be populated through first forbidden decays
as well. Thus these values for the population of states in 79 Ga are referred to as the experimental
β decay strength distribution values, or experimental Sβ values, and are shown in figure 39. The
theoretical B(GT) values are shown adjacent to them in figure 40. A rudimentary comparison
between the experimental and theoretical values shows that there may be some peaks in the
theory values which align with the peaks in the experimental values.
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Thus the evolution of the Gamow-Teller strength distribution from below to above the N=50
shell gap will be discussed in the next chapter once similar B(GT) values are displayed for

80

Zn

decay.

6.6

79

Zn decay conclusions

In conclusion, the

79

Zn to

79

Ga decay scheme has been expanded from 3.3 MeV to 4.18 MeV,

in comparison to previous literature [16]. Nine new transitions and six new levels have been
added to the decay scheme. One of those levels replaced a previous one because the order of
the 1212 and 1100 keV transitions were also switched with respect to the previous literature.
The observed β decay branching ratios allow for the calculation of experimental log ft values
and Sβ values to each observed level. Also, a theoretical shell model calculation was utilized to
predict the B(GT) values to theoretical levels in

79

Ga as well. Finally, the evolution of ground

state spin-parities in odd mass gallium isotopes is discussed along with possible isomerism in
the parent,

79

Zn, as well as other N=49 isotones.
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7

The Decay Scheme of

The decay of

80

80

Zn

Zn was also studied at the LeRIBSS setup. The same production method and

experimental setup used for the

79

Zn and

81

Zn decays was also utilized here for

80

Zn decay

measurements at LeRIBSS. Three files with two second grow-in of activity were taken and one
file with four seconds of grow-in followed by four seconds of decay out was also measured. Approximately eight hours of beam time was taken. This decay has been studied by Ekström and
Fogelberg [16] and J.A. Winger [48] and Nuclear data sheets [25] show the latest information
on the decay scheme. The latest measurements on the β-delayed neutron emission branching
ratio are included in the work by Hosmer et al . [27]. Compared to the latest measurement by
J.A. Winger [48] there are about 3 to 4 times the statistics of 80 Zn decay in this work compared
to previous work. This is based upon a comparison of the 712 and 716 keV peaks in their γ
singles spectrum versus the one in this work. Finally, the half-life of

80

Zn decay is measured to

be 540(20) ms based on the strongest transition at 712 keV, which is within error bars the same
as the value from J.A. Winger [48] of 550(20) ms.

The nucleus

80

Zn is an N=50 nucleus and has 30 protons. Thus it has one magic number

of nucleons. It undergoes β − decay to populate states in the nucleus
states in

79

80

Ga as well as some

Ga through β-delayed neutron emission. The latest decay level scheme [25] has been

improved upon in this work. The following information verifies the original decay scheme. A
sample spectrum taken during the measurement of

7.1

Verification of original

80

80

Zn decay is shown in figure 41.

Zn decay scheme

The first excited state was previously reported at 311.9 keV, with a γ-ray transition decaying
from that level to the ground state. It is seen in coincidence with the 74 keV transition, and
this transition is also seen in coincidence with the 311.9 keV. Therefore, the 74 keV transition
is placed as feeding the 311.9 keV level and decaying from a level at 386.8 keV. The transition
1117 keV decays from a level at 1503.9 keV down to this level at 386.8 keV. This transition is
seen in coincidence with 74 keV and 74 keV is itself in coincidence with 1117 keV.

The 174 keV transition was tentatively placed as decaying from a level at 485.9 keV because
the same coincidence of 174 keV with 311.9 keV and 404 keV transitions are observed here,
as is the case in the previous literature [48]. A transition of 486 keV is tentatively added as
decaying from the level at 485.9 keV. This level and the two transition decaying from it are all
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Figure 41: A sample from the β-gated γ-ray spectrum for the

99

80

Zn decay measurement.

Table 13: The decay information for
Level (keV)

Transitions
into

80

Zn to

80

Ga decay.

Transitions out of level (keV)

Relevant coincidences (keV)

level

(keV)
311.9

74, 174

311.9

74 with 311.9

386.8

1117

74

74 with 1117

485.9 (tent.)

404

174, 485.9

174 with 311.9 and 404 with 174

685.6

742

685.6

685.6 with 742

712.6

716, 177, 791

712.6

712.6 with 716, 791

889.3

282, 614

889.3, 404, 177

889.3 with 614 and 282 with 177

929

2378

929

929 with 2378, 190

965

462

965

965 with 462

1171

332

1171, 282

1171 with 332

1334.1

94, 736, 169

1334.1

1334.1 with 94, 169, 736

1428

642, 1226

94, 462, 716, 742

642 with 94, 462, 716, 742

1503.9

567, 1152

169, 332, 614, 791, 1117, 1503.9

567 with 74, 311.9, 614, 791, 1117, 1503.9

2070.2

—

567, 642, 736

736 with 1334.1 and 567 with 614

2655

—

1226, 1152

1226 with 462, 716 and 1152 with 614, 791

3307

190

2378

190 with 2378, 929

3497

—

190

190 with 2378, 929

tentative here because the amount of intensity observed as decaying directly to the 485.9 keV
level is slightly negative and is not quite zero within error bars. It is thus possible that an extra
amount of very weak γ-ray intensity decaying from this level down to say the 386.8 keV level is
present but not observed here. This would adjust the decay branching ratio to the 485.9 keV
level to zero within error bars.

7.2

Placement of new transitions in the

80

Zn decay scheme

The first two transitions which are added to the decay scheme are 929 keV and 2378 keV. They
are in coincidence with each other. The 929 and 2378 keV transition are also in coincidence
with a 190 keV transition. Therefore, because of the coincidences and because of the intensities
100

of these three transitions, they are placed in cascade with 190 keV feeding into the 2378 keV,
in turn feeding the 929 keV transition. The 929 keV decays into the ground state. This also
establishes new levels at 929 keV, 3307 keV, and 3497 keV.

Another transition of 1226 keV is discovered and is placed into the scheme in figure 42. It
decays from the level at 2655 keV into the level at 1428 keV. This transition is seen in coincidence with the 462, 712.6, and 716 keV transitions. In conjunction with this the 712.6 and 716
keV transitions are both observed in coincidence with the 1226 keV transition.

7.3

Isomeric state in

80

Ga

According to Cheal et al . a long-lived, low energy isomer exists in the nucleus

80

Ga [49]. The

main conclusion reached in that work is that there is an isomeric state present from the hyperfine structure (hfs) observed in the atomic transitions because there is more than one set of hfs
peaks, corresponding to more than one state with more than one nuclear spin. However, the
energy and lifetime of this isomeric state is undetermined. It is also not possible for them to
determine whether it is the 3− state that is the ground state and the 6− state is the isomer, or
reversed. Previous publications put the ground state Jπ of

80

Ga as 3− [21] [48].

In the data presented in this work, no evidence for this isomeric state is present. It is possible that this state decays mostly by β decay to

80

Ge instead of γ decay to the ground state.

This would explain why no transition in this energy range is observed in the γ-ray spectra. A
β decaying isomer from
80

80

Ga could have a half-life different enough from the half-life of the

Ga ground state such that the experimenter could measure it outside of error bars. However,

there are no such γ-ray transitions in the decay of 80 Ga to 80 Ge which have half-lives that differ
outside of error bars.

Another reason why this isomer is not observed in this work is because it probably was not
populated. In this experiment 80 Zn is produced and it decays from a 0+ ground state. According
to Cheal and others, the isomeric state is either 3− or 6− , both of which are extremely difficult
to populate from a 0+ state because of β decay selection rules and a huge change in spin and
parity. Thus it is highly likely that this isomeric state was simply not populated in the β decay
observed here, whereas in the experiment by Cheal it is the gallium itself which is directly
extracted from the ion source and studied with a laser to probe the atomic spectroscopy. Thus
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Figure 42: The decay scheme for
102

80

Zn to

80

Ga.

the isomeric state was populated in that experiment but probably not in the work presented
here.

7.4

Discussion on ground state branching ratio

The ground state of

80

Ga is most likely either a 3− or a 6− state according to the isomeric

state publication discussed above [49], as well as [21] and [48]. In the calculation of all β decay
branching ratios to each excited state and the ground state in

80

Ga, this fact plays an impor-

tant role in determining at least the ground state to ground state branching ratio. The parent
nucleus 80 Zn is an even-even nucleus and therefore the spin and parity of the ground state must
be 0+ . The ground state of

80

Ga is either a 3− state or a 6− state, depending on which one

is the isomeric state. A transition from a 0+ to 3− state is a third forbidden transition by
selection rule definitions. The lowest log ft value on record for such a transition is 17.5 [9]. This
is approximately 11 or more orders of magnitude weaker in transition strength than allowed β
decay transitions.

The beam intensity for

80

Zn was about 100 ions/second. In order to see any of this di-

rect feeding appear in the γ spectra the beam intensity would have to be increase to about
1013 ions/second, the amount of change needed to move from observing only allowed decays
to observing third forbidden decays. An increase that large is currently not possible at any
radioactive ion beam facility.

A 0+ to 6− transition is almost impossible. There is not a forbidden category labeled for it.
If it existed it would be on the order of a fifth forbidden transition and a transition strength
about 20 or more orders of magnitude weaker than allowed β decay transitions. It is safe to
conclude that such a transition will not occur. Even if it ever did, it would not occur with high
enough frequency that any experiment performed today or in the near future would be able to
produce enough beam intensity to see this direct feeding.

7.5

Measured Sβ and calculated B(GT) values in

The experimental Sβ values for the population of states in

80

80

Zn decay

Zn are shown in figure 43. The

theoretical B(GT) values for predicted levels in 80 Ga are shown adjacent, in the next figure down
44. A rough comparison between the experimental and theoretical values shows an agreement
that there is an enhancement of Gamow-Teller decay strength to a level at about 1.4 MeV. At
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80

Figure 43: The experimental Sβ values for levels populated in

Ga.

higher energies the experimental Sβ values seem to have a plateau effect from 1.4 MeV to about
3.3 MeV. There are four predicted states in this energy range which show a similar behavior.
Thus although there is not complete agreement between experimental and theoretical values,
there are comparisons to be made between relative sizes and locations of enhanced B(GT) values
in this decay.

As stated before, the allowed Gamow-Teller decay in

81

Zn to

81

Ga decay populates core

excited states in the daughter because of the creation of a neutron hole in the f and p orbitals
below the N=50 gap. The same Gamow-Teller decay can occur in
80

79

Zn to

79

Ga and

80

Zn to

Ga via the decay of a neutron in f and p orbitals, but in these nuclei the hole is not paired

with any neutron above the N=50 gap. Thus they are not core excited states as in the case
of

81

Zn decay. However, this comparison shows that the average energy of states populated

through the decay of a neutron in f and p orbitals rises in energy from
is an increase from about 3 MeV in

79

Zn decay to about 4.4 MeV in

should be noted that many predicted states above 3.3 MeV in
Therefore this is an incomplete picture, especially for

80

80

81

79

Ga to

81

Ga. There

Zn decay. However, it

Zn decay to

80

Ga are not seen.

Ga. This must be because of a drop

in our sensitivity limits above this value. Given our efficiencies for detecting γ-ray transitions
higher than 3.3 MeV means that the branching ratios to states above that energy are too small
to detect given the current clover array setup and beam intensity.
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Figure 44: The theoretical B(GT) values for predicted levels populated in

7.6

80

80

Ga.

Zn decay conclusions

The decay level scheme for

80

Zn to

80

Ga has been expanded from about 2.6 MeV to above 3.3

MeV. It was produced and studied at LeRIBSS through the ISOL technique, the same as with
79

Zn and

81

Zn decays. There is essentially no neutron branching ratio observed because no

γ-ray transitions are observed which would be populated from such decay, whereas the previous
literatures report 1% or less [48] [25]. An upper limit of 0.8% is stated in this work because
this is a typical error on measuring such branching ratios in this analysis. The ground state to
ground state branching ratio is approximately zero because of the large change in spin which
would be needed for such a decay. Finally, the experimental Sβ and theoretical B(GT) values
for the populations of levels in 80 Ga are shown and discussed in comparison with 79 Zn and 81 Zn.
This comparison shows a rise in the energy of states populated through the decay of neutrons
in f and p orbitals from

79

Zn to

81

Zn.
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Conclusions and Summary

The study of nuclear structure away from stability is accomplished through a number of different types of experimental techniques. Decay spectroscopy is the general method used in the
experiments discussed in this work. Here the decay spectroscopy of

79,80,81

Zn nuclei is carried

out and additions to the decay schemes are shown and discussed.

All three of these zinc ions are produced at the Holifield Radioactive Ion Beam Facility
at Oak Ridge National Laboratory. They are produced through the Isotope Separation Online Technique, starting with the acceleration of protons to induce fission in a uranium carbide
target.The fission fragments are first mass analyzed to produce a beam of particles with the
same mass number. Next they are sent through a high resolution isobaric separator to separate
neighboring isobars from the desired ion. An isotopically pure or nearly pure beam is sent to
the LeRIBSS, the low energy radioactive ion beam spectroscopy station. The ions of interest
implant upon a tape, part of a moving tape collector. The site of implantation is surrounded
by four high purity germanium clovers to measure γ decays and two plastic scintillators for
detecting the β decay electrons.

There are nine new γ-ray transitions and five new levels added to the 81 Ga level scheme compared to previous literature [2]. The β decay branching ratios are also reported to each level. It
is concluded that the lowest energy states observed up to 1936 keV are populated through first
forbidden decays from the ground state of the parent,

81

Zn. However, the two states above 4

MeV placed in the level scheme are populated through allowed Gamow-Teller decays. This is
because the branching ratios to those two states above 4 MeV are higher than most of the other
branching ratios in the decay scheme and the log ft values are lower than the values for all of
the other states. A neutron branching ratio of 12(4) % is measured here and it is in agreement
with the value predicted by Borzov [26] of 10(3) %. It is however in disagreement with the value
reported by Hosmer et al [27]. This is a disagreement which will have to be settled in future
experimentation. However, our data comes from the condition of “gating” on a specific γ-ray
transition in a shorter time window, as opposed to “gating” on a neutron event in a longer time
window where said neutron may or may not come from daughter decays or is a background
neutron. This lends more support to our measurement, as explained before.

The ground state to ground state branching ratio in

81

Zn decay involves calculating any

isobaric impurity that may be present. In an attempt to determine the isobaric purity of the
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beam, appropriate equations are fitted to the grow-in of activity from the strongest γ-rays of
the parent and daughter decays. These fits reveal a 5 % impurity in the beam. Thus the outgoing intensity from the

81

Ga ground state decay is adjusted for this amount of extra intensity

observed in the decay spectra.

The other contribution to the ground state to ground state branching ratio is from the pandemonium effect. The decay of an atomic nucleus with a large Qβ decay window to its daughter
can lead to the emission of high energy, weak γ-ray transitions. The germanium detectors have
a low efficiency of detecting high energy γ-rays. The problem increases if the decay strength
is fragmented amongst a high density of states, leading to weaker transitions. Thus it is possible that the array of germanium detectors is not measuring many transitions feeding into the
ground state of the daughter, thus leading to a ground state branching ratio which is larger
than the real value. To approximate for this missing intensity from this pandemonium effect,
a comparison is made to the decay of N=51

83

Ge to N=50

83

As. The physics of this decay is

similar because according to J.A. Winger [31] the population of low energy states is through first
forbidden decays and the population of high energy states centered around 4 MeV are through
allowed Gamow-Teller decays. The assumption is made that at minimum the 81 Ga level scheme
will contain as many states in this 3 - 5 MeV range which are seen in

83

As. Only two levels are

currently seen in this range in 81 Ga, thus the remaining 11 states are added as “fictitious” states
to this level scheme, with branching ratios to match those seen in 83 Ge to 83 As decay. Therefore,
after adjusting for this new intensity feeding into the gallium ground state, a lower limit of 34%
is set on the ground state to ground state branching ratio from

81

Zn decay. Thus the ground

state to ground state branching ratio is artificially inflated by at most 18%, according to this
estimation.

This modified branching ratio along with N=51 systematics, β decay selection rules, and the
known ground state Jπ of

81

Ga allow for the determination of the

81

Zn ground state Jπ . There

are only two options for this Jπ value, according to N=51 systematics. It is either a 1/2+ state
or a 5/2+ state. The ground state of

81

Ga is known to have Jπ = 5/2− because the spin was

directly measured by Cheal et al . [23] and the parity must be negative because gallium contains
three protons in the f and p orbitals above Z=28 shell gap. If

81

Zn decays from a 1/2+ state

to a 5/2− state in the gallium, this would be a first forbidden unique decay. However, for this
decay to be first forbidden unique the ground state to ground state branching ratio would have
to be less than 0.1% and its log ft value would be 7.5 or higher. However this branching ratio
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is at least 34% or higher and the log ft is about 5.6 instead. This is a two orders of magnitude
difference. Therefore, the only option left is that the decay of

81

Zn involves a 5/2+ state decay-

ing to a 5/2− state, which is a first forbidden decay. Such decays are within the range of the
log ft value of 5.6 [9], and so this is the conclusion reached: The ground state Jπ of 81 Zn is 5/2+ .

This information is added to the N=51 systematics knowledge. Theoretical shell model calculations are used with N3LO effective interactions and a 78 Ni core. A calculation for the ground
states and first excited states in N=51 isotones shows that the

81

Zn is expected to have a 1/2+

first excited state and a 5/2+ ground state, in agreement with the experimental conclusion in
this work.

These shell model calculations show a change in trend in the energies of the first excited
states from below to above Z=34. It is believed that this change in trend is driven by proton
occupation number. As protons fill the πf5/2 orbital from
are moving down in energy. However, from

85

Se to

89

79

Ni to

85

Se, the first excited states

Sr this first excited state is moving up in

energy while the protons are filling the πp3/2 orbital. Thus different proton-neutron interactions
are taking place below and above Z=34, exactly where the change in trend of first excited state
energies occurs. It is believed that the main proton-neutron interaction driving the behavior
of these states below Z=34 is the πf5/2 with the νs1/2 . Above Z=34 the main proton-neutron
interaction driving the first excited states’ energies is believe to be the πp3/2 with the νs1/2 ,
which has a change in sign from the previous proton-neutron interaction, thus explaining the
change in trend of those states.

The behavior of core excited states in N=50 isotones is also shown and discussed. For the
decays which populate the N=50

85

Br,

83

As, and

81

Ga isotones, a B(GT) weighted energy is

calculated from experimental information. This is the average energy of core excited states,
states which are only populated in allowed Gamow-Teller β decays. The trend in these core
excited state energies indicates an increasing gap between the deeply bound neutron hole and
the valence neutron above N=50 gap upon moving towards
for

79

78

Ni. An extrapolation was shown

Cu, which only contains one proton outside of the doubly magic

78

Ni, and is expected to

have core excited states centered around 5 MeV.

Using information on 5+ and 6+ yrast states in even Z, N=50 isotones allows for a discussion
of possible shell gap changes around N=40 and N=50. According to Rzaca-Urban et al . [39], a
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lowering in energy of these states upon moving towards 78 Ni indicates a weakening of the N=50
shell gap. In conjunction with the conclusion reached in this work about the neutron f and
p orbitals moving away from the neutron d5 /2 orbital above N=50 gap, this must mean that
the N=40 subshell gap is increasing upon moving towards

78

Ni. However, these are not definite

conclusions because the interpretation from the yrast states may not be correct. Even if they
are correct, these states may move up again in energy at isotones with Z lower than 34. In that
case an increase in the N=50 gap would be indicated.

The decays of

79

Zn and

80

Zn have been previously studied but measured again at LeRIBSS.

In this work the decay scheme of

79

Zn was expanded from about 3.3 MeV to above 4.1 MeV.

It now has nine new transitions and six new levels. The possibility of isomerism in

79

Zn is

discussed, along with a comparison to isomers in other N=49 isotones. Also, the evolution of Jπ
values for the ground and low lying states in odd mass gallium isotopes is shown from previous
work, which includes both the empirical values and two sets of theoretical values. The important
point is that the ground state was previously measured to be of Jπ = 3/2− , whereas the low
lying first excited state at 5.1 keV must be 5/2− , inferred from systematics. Thus very little
ground state to ground state branching is expected here because it would be a third forbidden
transition, 9/2+ to 3/2− decay. Also, this beam was not isotopically pure or nearly pure, thus
it is not possible to extract a reliable ground state branching ratio.

The decay scheme for

80

Zn was expanded from about 2.6 MeV to above 3.4 MeV. There

are four new transitions and three new levels in this decay scheme. The experimental Sβ and
theoretical B(GT) values for population of states in

9

80

Ga are also shown.

My Contributions

My main, personal contribution to this work is the analysis of the data sets for the decays of
these three nuclei. I managed the data analysis code needed to produce appropriate spectra
for extracting the necessary spectroscopic information. Based upon analysis of these spectra I
was able to build the level schemes for these decays. Ultimately this is what led to obtaining
neutron branching ratios, the Jπ value of the
etc. This led to the publication on

81

81

Zn ground state, core excited state systematics,

Zn decay: S. Padgett et al ., Phys. Rev. C 82, 064314

(2010).
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I learned how to use shell model calculation programs from both M. Hjorth-Jensen and A.
Brown. I used them to investigate the behavior of N=51 systematics in light of our new experimental information on

81

Zn. Using the Nushellx package from A. Brown and others allowed me

to calculate both energy spectra of nuclei around

78

Ni and B(GT) values in the decays of those

nuclei. I also made use of Nushellx to calculate the energy spectra of neutron unbound states in
nickel decays for VANDLE (Versatile Array for Neutron Detection at Low Energy) proposals.

I contributed heavily to the construction of the miniaturized MCP detector setup, now used
at the LeRIBSS setup. I of course also participated in multiple experiments at the LeRIBSS
setup and also at the RMS (Recoil Mass Separator) as well as experiments in the National
Superconducting Cyclotron Laboratory.
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