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Abstract-In a recent paper, Sukhanov derived a new method for transforming a nonlinear 
two-point boundary value problem into an initial-value problem. Sukhanov’s equations involve 
only the solution of ordinary differential equations and not partial differential equations. The 
method is revolutionary and could have far reaching implications in control theory. Numerical 
results are given. 
INTRODUCTION 
Consider the two-point boundary value problem consisting of the system of nonlinear 
ordinary differential equations and known boundary conditions 
ti = F(u, u); a0 = u, (1) 
ti = G(u, u); u(T) = c. (2) 
The value of the dependent variable u(t) for a particular value of the independent variable 
t also depends on the interval length T and the boundary condition c. Let the unknown 
boundary conditions be represented by 
t(T) = u(T) (3) 
r(T) = u(0). (4) 
The two-point boundary value problem could be transformed into an initial-value problem 
if the initial value, 7(T), were known. The equations for deriving this unknown initial 
condition is the subject of this paper. 
In a recent paper[l], Sukhanov derived the initial-value equations for the nonlinear 
two-point boundary value problem given by equations (1) and (2). Sukhanov’s equations 
are unique in that they involve only the solution of ordinary differential equations and not 
partial differential equations as in other initial-value methods for nonlinear two-point 
boundary value problems [2, 31. 
In the next paragraphs, our interpretation of the initial-value quations derived in Sukhanov’s 
original paper[l] is given. This is followed by an example and some numerical results. 
328 H. KAGIWADA et al. 
SUKHANOV’S INITIAL-VALUE EQUATIONS 
Sukhanov’s initial-value equations are given by 
ri = F( U, V): U(a, 0) = ug (5) 
ti= G(U, V): V(a, 0) = a (6) 
ri, = F”U, + FvV,; UJC!, 0) = 0 (7) 
i/, = G,, U,, + G,. V,, ; V,,(a, O)= 1 (8) 
where U and V are the solutions of equations (5) and (6), cx is the unknown initial 
condition, and 
F 
aF 
lJ=z: I/ = E! etc B ac(; * 
The dot represents differentiation of U, V, U, and V, with respect to t. Equations (7) and 
(8) are obtained by simply differentiating equations (5) and (6) with respect to a. 
The terminal boundary conditions obtained by integrating equations (5)-(8) from I = 0 
to t = T are 
crl sm. T] = r(T) (10) 
V[r (T), T] = c. (11) 
Differentiating equations (10) and (11) with respect to T yields 
U,(T, TIT,+ UTtr, T> = rr (12) 
V,(r, T)7,+ V,(r, T) = 0. 
Substituting from equations (5) and (6) into equations (12) and (13) yields 
(13) 
UJ7, T)r, + F(r, c) = rT. 
V,(r, T)7, + G(r, c) = 0. 
(14) 
(15) 
To obtain the solution, use Euler’s method to predict the unknown boundary condition 
at I = 0 such that equation (I I) is satisfied at the terminal length T + AT 
where from equation (I 5) 
a, = 7(T) + 7,AT (16) 
G(r, C) 
71= -- 
VJ7. T). 
The initial estimates of r(T) and r(T) at T=O are 
r(O) = c; r(O) = u,,. 
(17) 
(IS) 
A better estimate of u can hc obtained by using the Newton-Raphson method 
Vta,, T+AT,-c 
cl2=ci, - 
VJu,. T+AT) 
t 1’11 
The numerkxl solution is then obtained as follows. Let the termin;ll length T = 0 and 
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AT equal say 0.1. Obtain (Y, from equation (16) and integrate quations (5)-(8) from t=O 
to t= T-t AT using a fourth-order Runge-Kutta method with grid interval At equal say 
0.01. Obtain a better estimate for a using equation (19) and again integrate quations (5)-(8) 
from t=O to t= T=O.l. Now increment T by AT again and predict oI from equation 
(16) for T=O.l and AT=O.l. Integrate equations (5)-(g) from r=O to t=T+AT=O.%, 
obtain a better estimate of a using equation (19) and integrate equations (5)-(s) from t = 0 
to t = T = 0.2. Then repeat the process for T + AT = 0.3, etc. until the desired terminal 
length is reached. 
Sukhanov’s method estimates the unknown boundary condition, V(0) = a, over 
successively larger length intervals, i.e. by finding the boundary condition for T and then 
incrementing by AT, instead of estimating a over the entire length interval. The effort 
required to compute the derivatives in equations (7) and (8) could be simplified by 
computing then automatically as described in Refs. (4, 51. 
NUMERICAL RESULTS 
As an example, consider the two-point boundary value problem 
ti=v; 
c = e”; 
Equations (S)-(S) then become 
ri= v: 
v=e”; 
ir,=v,; 
r’, = eW,; 
At T = 0, the initial a is 
u(0) = 0 
v(O.5) = 0 = c. 
U(0) = 0 
V(0) = a 
U,(O) = 0 
V,(O) = 1. 
(20) 
(21) 
(22) 
(23) 
(24) 
(25) 
a, = z(T) - - W, c> AT @9 
V&G T) 
= --AT=(- 1)AT. 
V=(O) 
The numerical results are given in Table 1. Equation (16) is used to predict a for T = 0 
and AT = 0.1. Equations (22)-(25) are integrated from t = 0 to t = T + AT = 0.1 using 
the Runge-Kutta method with grid intervals, At = 0.01. Equation (19) is used to obtain 
a better estimate of a, and equations (22)-(25) are integrated again from 2 = 0 to 
t + T = 0.2. The length interval is then incremented by AT = 0.1 again and the above 
process is repeated until the desired terminal length, T = 0.5 is reached. 
The analytical solution for the above two-point boundary value problem is[l] 
u(t) = In Cl2 
1 + cos[Ct(t - C,)] 
where 
C,z = 1.785044819891043 
c, = 0.5. 
At t = 0.5, this gives 
u(O.5) = -0.11370365646. 
Table 1 shows that the numerical results at t = 0.5 are accurate to at least 7 decimal places. 
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Table 1. Numerical Results 
Integration 
length in- 
terval. See 
note below. 
(1) 
(2) 
(1) 
(21 
. 
. 
. 
(1) 
(2) 
T 
- 
O.( 
0.1 
0.1 
0.2 
0.4 
0.5 
AT e 
0.1 
0.c 
0.1 
0.c 
0.1 
0.0 
-0.1 
.0.9966865B-I 
-0.1986786 
-0.1973955 
9.4667035 
.0.4636324 
t 
2: 
::: 
2: 
0.2 
Z 
0.2 
0.0 
0":; 
0. 
2 
::5 
i*(: 
0:2 
3 
0.5 
0.0 I -0.99668653-I -0.49792966-2 -0.34924603-Y 
-0.1986786 
-:::48967ou -0.9950169~-1 
-0.19933083-i -O.l308357E-2 
-0.1973955 
-o0:!476alam -0,9821230E-1 
-0.19674783-I 0.31432146-8 
-%74322&1 -0.4667035 3 88418
-o.7380651E-1 -0.2745294 
-0,9673425~-3 -0da2774a 
-0.1104969 -0.92604571-1 
-0.1152989 -0.34266973-2 
-:3:1435613-1 
-0.73268353-I 
-0.4636324 3 57557
-0.2713998 
-0,9579980E-I -0.1795741 
-0.1092377 
0.1137036 
-0,a93a5066-1 
o,lylY6aYE-6 
Note: (1) Integration from t=O to T+AT. Initial condition, V(O)=s= I 
1 
. 
(2) Integration from t=O to T. Initial condition, V(0) -a= 0 
2’ 
Numerical results were also obtained using T = 0 and AT = 0.5 for the initial 
integration interval. Equation (19) was then used to obtain a better estimate of a and 
equations (22~(25) were integrated from t = 0 to t = T = 0.5. The Newton-Raphson 
method was then repeated, i.e. equation (19) was utilized again and equations (22)-(25) 
were again integrated from t = 0 to t = T = 0.5. The terminal value of u(t) this time was 
40.5) = -0. I 137037, again accurate to approximately 7 decimal places. 
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