Several strategies have been proposed to assign substitution models in phylogenomic datasets, or partitioning. The accuracy of these methods, and most importantly, their impact on phylogenetic estimation has not been thoroughly assessed using computer simulations. We simulated multiple partitioning scenarios to benchmark two a priori partitioning schemes (one model for the whole alignment, one model for each data block), and two statistical approaches (hierarchical clustering and greedy) implemented in PartitionFinder and in our new program, PartitionTest. Most methods were able to identify optimal partitioning schemes closely related to the true one. Greedy algorithms identified the true partitioning scheme more frequently than the clustering algorithms, but selected slightly less accurate partitioning schemes and tended to underestimate the number of partitions. PartitionTest was several times faster than PartitionFinder, with equal or better accuracy. Importantly, maximum likelihood phylogenetic inference was very robust to the partitioning scheme. Best-fit partitioning schemes resulted in optimal phylogenetic performance, without appreciable differences compared to the use of the true partitioning scheme. However, accurate trees were also obtained by a "simple" strategy consisting of assigning independent GTR+G models to each data block. On the contrary, leaving the data unpartitioned always diminished the quality of the trees inferred, to a greater or lesser extent depending on the simulated scenario. The analysis of empirical data confirmed these trends, although suggesting a stronger influence of the partitioning scheme. Overall, our results suggests that statistical partitioning, but also the a priori assignment of independent GTR+G models, maximize phylogenomic performance.
Introduction
Statistical inference of phylogenetic trees from sequence alignments requires the use of probabilistic models of molecular evolution (Felsenstein, 2004) . It is well established that the choice of a particular model of molecular evolution can change the results of the phylogenetic analysis, and not surprisingly, one of the most active areas of research in phylogenetics in recent years has been the development of more c The Author(s) 2015. All rights reserved. For Permissions, please email: dposada@uvigo.es Molecular Biology and Evolution -In Review realistic models of nucleotide, codon and amino acid substitution/replacement, together with the implementation of statistical methods for the selection of best-fit models for the data at hand (Joyce and Sullivan, 2005; Posada, 2012) .
A key aspect in the development of these models has been the consideration of the heterogeneity of the substitution process among sites. Several mixture models have been proposed that assign each site within a locus a probability of evolving under a given rate (Yang, 1994) , substitution pattern (Lartillot and Philippe, 2004; Pagel and Meade, 2004) , or both (Wu et al., 2013) . In particular, a discrete gamma distribution to consider rate variation among sites (Yang, 1996) is used nowadays in practically any phylogenetic analysis. A different approach to account for the heterogeneity of the substitution process consists of defining a priori groups of sites (so called partitions) that evolve under the same substitution model, like for example the set of 1st, 2nd or 3rd codon positions in protein-coding sequence alignments (Shapiro et al., 2006) or distinct protein domains (Zoller et al., 2015) .
At the genomic scale the heterogeneity of the substitution process becomes even more apparent that at the single-gene scale, as different genes or genomic regions can have very different functions and evolve under very different constraints (Arbiza et al., 2011) . Multilocus substitution models that consider distinct models for different partitions of the data assumed to evolve in an homogeneous fashion have been proposed under the likelihood (Ren et al., 2009; Yang, 1996) and Bayesian (Nylander et al., 2004; Suchard et al., 2003) frameworks. In this case, different loci (or loci by codon position) are typically considered as distinct partitions by default, without further justification. However, a number of empirical studies have demonstrated that different partitioning schemes can affect multilocus phylogenetic inference, including tree topology, branch lengths and nodal support (Brandley et al., 2005; Kainer and Lanfear, 2015; Leavitt et al., 2013; Powell et al., 2013; Ward et al., 2010) , with maximal differences occurring when whole datasets are treated as single partitions (i.e., unpartitioned). Using computer simulations, Brown and Lemmon (2007) showed that both over and particularly under-partitioning can lead to inaccurate phylogenetic estimates.
If the partitioning scheme can affect phylogenetic analysis, we should try to identify the best-fit partitioning scheme for the data at hand. In principle, predefined partitioning schemes might not be included within the optimal ones, and some statistical model selection procedure needs to be implemented to justify the choice of a particular partitioning scheme, just as it happens when finding the best-fit model of evolution for a single locus (Posada and Crandall, [19/8/2015 ] Page: 3 1-23 Molecular Biology and Evolution -In Review Preprint the whole alignment to assigning a different model to each site/region/gene, and until very recently in practice model selection in phylogenomics was restricted to the comparison of a fixed number of alternative partitions in relatively modest data sets, often using Bayes factors (Bao et al., 2007; Brandley et al., 2005; Brown and Lemmon, 2007; Castoe and Parkinson, 2006; Fan et al., 2011; McGuire et al., 2007; Nylander et al., 2004; Pupko et al., 2002) ;but see Li et al. (2008) . Opportunely, the release of PartitionFinder (Lanfear et al., 2012 (Lanfear et al., , 2014 made a big difference in this regard, facilitating the automatic statistical selection of partitioning schemes for relatively large multilocus data sets.
For this task, PartitionFinder uses combinatorial optimization heuristics like clustering and greedy algorithms, building up on previous ideas raised by Li et al. (2008) . Also, Wu et al. (2013) recently described a sophisticated Bayesian approach for the identification of optimal partitioning scheme, but its heavy computational requirements seem to have prevented its general use. While automated statistical model choice procedures have been shown to result in partitioning schemes with a better fit in real data, often resulting in distinct tree topologies when compared to unpartitioned schemes (Kainer and Lanfear, 2015; Wu et al., 2013) , the accuracy of these inferences has not been thoroughly assessed. In order to fill this gap we present here a computer simulation study designed to evaluate (i) the precision of the best-fit multilocus partitioning schemes identified by PartitionFinder and by a new tool for multilocus model selection developed by us, called PartitionTest, and (ii) the accuracy of the phylogenetic trees derived from bestfit and a priori partitioning schemes. In this article we evaluate the accuracy of PartitionTest and PartitionFinder under different conditions representing biologically realistic scenarios, including rate variation among loci and lineages, non-homogenous data blocks, and large data sets. In addition, we also analyze some of the real datasets previously used in the evaluation of PartitionFinder. Our results suggest that best-fit partitioning schemes can lead to accurate trees, but also that the a priori assignment of independent GTR+G models to each locus performs equally well.
Results

Simulation 1: multi-gene phylogenetics
The greedy strategy implemented in PartitionTest (PT-G) recovered most often the true partitioning scheme (P P R = 0.305), followed by the greedy strategy implemented in PartitionFinder (PF-G) (P P R = 0.255) and the hierarchical clustering implemented in PartitionTest (PT-C) (P P R = 0.200) (table 1). The hierarchical clustering implemented in PartitionFinder (PF-C) did much worse (P P R = 0.013). PT-C, PT-G, PF-G recovered accurate partitioning schemes, with RI (Rand, 1971 ) values above 0.93. PF-C performed [19/8/2015 ] Page: 4 1-23
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In general, the hierarchical clustering algorithms overestimated the number of partitions while the greedy algorithms underestimated it. The hierarchical clustering algorithms were several times faster than the greedy algorithms. Overall, PartitionTest was on average 2.6 and 1.5 times faster finding the optimal partition than PartitionFinder, for the greedy and hierarchical clustering algorithms, respectively.
Most strategies performed also well recovering the exact true topology (P T R, average perfect topology recovery = 0.820−0.890), in particular when using FT-C. The largest differences were observed when a single partition was assumed to underlie the data (K=1), which resulted in an P T R of 0.787. The average RF distances to the true topologies were very small (RF = 0.007− 0.013) except when K=1, which performed worse (RF = 0.018) (table 1). The average number of distinct topologies per replicate across methods was 1.31. Regarding the branch lengths, PT-C, PT-G, PF-G performed as well as using the true partitioning scheme (K=T), while PF-G, K=N, and especially K=1, did worse.
Simulation 2: mosaic data blocks
In this case, where sites inside the simulated data blocks evolved under two different models, there is not a true partitioning scheme so only the accuracy of the trees inferred from the selected partitioning scheme was evaluated.
The different strategies did well recovering the exact true topology (P T R ≥ 0.827), although K=1 did slightly worse (P T R = 0.787) (table 2). The average RF distances were larger than in the previous simulation but still reasonably small (RF = 0.012−0.014), with K=1 doing slightly worse again (RF=0.018). The average number of distinct topologies per replicate across methods was 1.02. Branch lengths estimate were quite accurate (BS = 0.014−0.020), with the greedy algorithms performing best. In this simulation PartitionTest was on average 2.1 and 2.0 times faster finding the optimal partition than PartitionFinder, for the greedy and hierarchical clustering algorithms, respectively.
Simulation 3: large-scale phylogenomic study
For large data sets (500,000-1,500,00 bp) the greedy algorithms can take very long, and only the hierarchical clustering algorithms were evaluated.
In fact, even in this case PartitionFinder was not able to evaluate 20 out of the 200 replicates due to execution errors, while only 1 replicate failed for PartitionTest. All the comparisons in NOTE.-Different partitioning strategies were evaluated: a single partition (K=1), the "true" partitioning scheme (K=T), each data block as a GTR+G partition (K=N), PartitionTest using the Hierarchical Clustering (PT-C) and Greedy (PT-G) algorithms, and PartitionFinder using the Hierarchical Clustering (PF-C) and Greedy (PF-G) algorithms (all of them assuming independent branch lengths). The Greedy algorithms were used only for simulation replicates with up to 20 partitions (¿1,000 replicates). The accuracy of the selected partitions was evaluated by the number of times the exact true partitioning scheme was identified (PPR = Perfect Partitioning Recovery), the Rand index (RI) and the adjusted Rand index (ARI). The accuracy of the RAxML trees inferred from the selected partitions was evaluated with the average Robinson-Foulds distance (RF) (scaled per branch), a measurement of the number of times the exact true topology was estimated (PTR = Perfect Topology Recovery), and the average Branch Score difference (BS) (scaled per branch). The average time required to identify the optimal partitioning scheme (Average Run time) was measured in hours, minutes and seconds. 
Simulation 4: rate variation
In the presence of rate variation among lineages and partitions the true partitioning scheme was never found (P P R = 0), although the RI scores were still high (RI = 0.932−0.953) ( Simulation 5: the effect of the likelihood optimization threshold
Changing the ML optimization threshold did not have a noticeable impact on the final inferences but dramatically influenced the running times.
Higher epsilon thresholds (i.e., less thorough optimization) did not seem to influence much the 
Analysis of real data
The optimal partitioning schemes identified in the real datasets were often different depending on the exact implementation (program and method) used, and in most cases without particularly obvious trends. With some exceptions, the assumption of proportional branch lengths across partitions resulted in more partitions in the optimal partitioning scheme (table S1). The number of model parameters in the optimal partitioning schemes was very variable. The greedy algorithms resulted in more or less partitions in the optimal partitioning scheme than the clustering algorithms depending on the data set. To make a legit comparison of the optimal BIC (Schwarz, 1978) Table 4 . Partitioning and phylogenetic accuracy for Simulation 4 (rate variation).
Partitioning accuracy found by the different algorithms we recomputed all the BIC scores in RAxML (Stamatakis, 2006) assuming proportional branch lengths (BIC * ). No significant or consistent differences were observed. Regarding running times, the hierarchical clustering algorithms were clearly faster than the greedy algorithms, while assuming proportional branch lengths further reduced the computation time. On average, PartitionTest was 2.5 times faster than PartitionFinder. The optimal partitioning schemes found by the different algorithms were often quite distinct (table S2) , being most similar in general when the same algorithm but a different program was used (e.g., PartitionTest greedy vs. PartitionFinder greedy).
The assumption of proportional/independent branch lengths across partitions often resulted in quite different partitioning schemes, with a slightly bigger influence than the program or algorithm used (table S3 ).
The ML trees estimated under the bestfit partitioning schemes found by the different methods were more or less distinct depending on the specific data set, with RF values ranging from 0 to 0.37. For data sets like Endicott or Li, the topological differences were highest, in particular regarding the assumption of proportional/independent branch lengths across partitions, which had the most noticeable effect across all data sets. For data sets like Fong all trees estimates were very similar, independently of the partitioning selection strategy. The branch scores were very low in practically every case, suggesting in principle that branch length estimates were not affected by the partitioning strategy, although we should note that in some cases the tree length was very small -like for
Endicott-preventing large BS scores.
In addition, we also compared the ML trees found under the optimal partitioning schemes or under a priori partitioning scheme with a single partition (K=1), against the ML trees inferred using the K=N strategy (each partition assumed to evolve under an independent GTR+G model) ( set, where all but one of the strategies resulted in the same topology.
Discussion
Identifying optimal partitioning schemes Identifying the optimal partitioning scheme is not an easy task, but the different selection strategies studied here seem to perform quite well. 
Effect of partitioning on phylogenetic accuracy
In the simulations the different partitioning methods resulted in the inference of the same ML tree topology, with the only exception of the single partition strategy, which led to a different topology in some cases. Phylogenetic accuracy was quite high overall, even under rate variation among lineages and/or among partitions, or when there was obligate model misspecification (i.e., with mosaic data blocks).
Although the greedy and hierarchical clustering strategies did not return the true partitioning scheme in most occasions, they still resulted in practically the same trees as those obtained under the true partitioning scheme. Only when a single partition was assumed a priori (i.e., the data was left unpartitioned), phylogenetic accuracy dropped down to some extent, up to 10% when the number of data blocks was not very large.
This is in concordance with a previous simulation study that suggested that underpartitioning could negatively affect phylogenetic estimates under a Bayesian framework (Brown and Lemmon, 2007 
PartitionTest vs. PartitionFinder
In the majority of the conditions explored in the simulations PartitionTest was slightly more accurate than PartitionFinder both regarding the identification of optimal partitioning schemes and tree estimation. Although these differences were small, they were consistent. Importantly, PartitionTest is much faster than PartitionFinder, between 1.5 and 7 times faster, in particular with large data sets. PartitionFinder is implemented in Python and delegates the phylogenetic calculations on external third party software, like
PhyML (Guindon and Gascuel, 2003) or RAxML.
On the other hand, PartitionTest is implemented in C++ and keeps a finer control over the phylogenetic calculations through the use use of the PLL (Flouri et al., 2015) .
Conclusions
Several strategies for the selection of best- 
Materials and methods
Partitions and partitioning schemes
Let us consider set of aligned nucleotide or amino acid sequences of any length (the "data"). The partitioning problem consists of, given a predefined set of data blocks, finding the optimal partitioning scheme for a given alignment. In our case, we want to optimize the partitions with regard to the assignment of substitution models.
Note that a "model" here will be a particular model of nucleotide substitution or amino acid replacement together with parameter values. That is, K80 (ti/tv = 2) would be a different model than K80+G or JC, but also than K80 (ti/tv = 8).
For example, if we have a multilocus alignment with, say 100 concatenated genes, our aim is to find out whether we should use 100 different substitution models, just one (all genes evolving under exactly the same model), or something in between, in which case we would need to assign 2-99 models to the 100 genes. Note that there are two related questions here, which are: (i) how many different models should we use (i.e., the number of partitions), and (ii) which partitions evolve under which model (i.e., the partitioning scheme). In general, given n initial data blocks, the number of possible partitioning schemes, B(n), is given by the Bell numbers, which are the sum from 1 to n of the Stirling numbers of the second kind, S(n,k), where k is the number of partitions: there are already 5.8×10 12 . Clearly, finding the optimal partitioning scheme and assigned models is a very intensive task, and rapidly becomes computationally unfeasible.
Selecting optimal partitioning schemes
In order to select optimal partitioning schemes at the phylogenomic level, we have implemented de novo (in the program PartitionTest, see below) a set of heuristic algorithms that are very similar to those already available in the software PartitionFinder. The main steps in these algorithms are:
1. Estimate an initial tree.
Define a set of candidate partitioning
schemes.
3. Select the best-fit substitution/replacement model for each partition.
4. Compute the score of each partitioning scheme and select the best one accordingly.
5. Return to step 2 until there is no score improvement or until the current partitioning scheme includes a single partition.
Step 1. Initial tree estimate . The starting tree topology can be user-defined or estimated using a particular phylogenetic method.
Step 2 
where R = {r ac ,r ag ,r at ,r cg ,r ct ,r gt } are the substitution rates, F = {f a ,f c ,f g ,f t } are the base frequencies, and α is the alpha shape for the gamma rate variation among sites (+G). Because the substitution rates are usually estimated relative to each other, we first scale them such that their euclidean distance is minimized:
Deriving this function we obtain:
whose minimum is located at:
We include different weights (ω r , ω f , ω a and ω p ) for each part of the distance formula, that the user can specify. By default these values are set to those that maximized accuracy (finding the true partitioning scheme) in pilot simulations. Note that the hierarchical clustering algorithm implemented PartitionFinder specifies a slightly different formulae than PartitionTest for the distance calculation. The computational complexity of the hierarchical clustering algorithm is O(rn), so the required computational time should be affordable even for very large data sets (e.g., with > 1,000 initial partitions).
Step 3. Select a substitution model for each partition . For each partition, likelihood scores are calculated given a tree and a model of substitution/replacement. Best-fit substitution/replacement models with associated parameter values are then identified using the Akaike Information Criterion (AIC, Akaike, 1973) , corrected AIC (AICc, Sugiura, 1978) , Bayesian Information Criterion (BIC, Schwarz, 1978) or Decision Theory (DT, Minin et al., 2003) .
Alternatively, a fixed substitution/replacement model can be assigned for every partition, with
unlinked parameter values that are independently optimized. For the likelihood calculations the tree topology can be fixed (i.e., the starting tree topology is used for every calculation) or reoptimized using maximum likelihood for each partition. Branch lengths across partitions can be assumed to be independent for each partition (unlinked) or proportional among partitions (linked). In the independent model the branch lengths are reoptimized for every new partition.
In the proportional model a set of global branch lengths is estimated at the beginning for the whole data set, with a scaling parameter being optimized for every new partition.
Step 4. Compute the score of each partitioning scheme . The score of a partitioning scheme will be calculated in two different ways depending on the occurrence of linked/unlinked branch lengths.
If branch lengths are unlinked across partitions, model parameters and branch lengths are optimized independently for each partition. [19/8/2015 ] Page: 16 1-23
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where p i is the number of parameters, s i is the sample size, and LK i is the likelihood score of partition i.
However, if branch lengths are linked proportionally across partitions, the score of the partitioning scheme with linked parameters is computed as follows:
where p i is the number of parameters of partition i, p * is the number of parameters globally optimized for the partitioning scheme, and s is the sample size of the entire partitioning scheme.
PartitionTest software
We have implemented the algorithms described Strategies 6-7 and 10-11 were only evaluated in Simulation 4 (see below). All the analyses were carried out in a computer with 2 hexa-core Intel Xeon X5675 @ 3.07GHz processors (12 cores) and
50GB of memory, with Hyper-threading disabled.
We used a single core per run to facilitate running time comparisons.
Computer simulations
The first four experiments consisted of a series of computer simulations aiming to recreate different biological scenarios, while the last one was designed to assess the sensitivity of the results to the level of parameter optimization (table 6) .
In our simulations, parameter values were not fixed along a grid but sampled from predefined statistical distributions, allowing us to explore a large parameter space and to carry out ad hoc analyses of the results.
• Simulation 1: with a limited number of data blocks, typical of a multi-gene phylogenetic study.
• Simulation 2: with pairs of data blocks merged at random before the analysis. Our intention was to represent an scenario where sites inside data blocks did not evolve in an homogeneous fashion, as assumed by definition. Instead, in this simulation data blocks are mosaics of two distinct evolutionary processes.
• 
Analysis of real data
We also reanalyzed some of the real datasets previously used in the evaluation of PartitionFinder (table 7) . As in the simulations, optimal partitioning schemes were selected under the different partitioning strategies evaluated, and used to infer ML trees with RAxML.
Evaluation of partitioning and phylogenetic accuracy
Partitioning accuracy In order to compare the selected partitioning schemes obtained under the different partitioning strategies with the true partitions (simulation), or among themselves (real data), we computed different statistics.
We counted how many times the exact true partitioning scheme was identified (PPR = Perfect Partitioning Recovery). We also calculated the Rand Index (Rand, 1971 ) (RI), a measure of the similarity between two clusterings that is constructed as follows. Given a set of n data blocks S = {o 1 ,...,o n } and two partitioning schemes of S named X and Y with r and s partitions, respectively, X = {X 1 ,...,X r } and Y = {Y 1 ,...,Y s }, define the following:
• a, the number of pairs of data blocks in S that are in the same partition in X and in the same partition in Y .
• b, the number of pairs of data blocks in S that are in different partition in X and in different partition in Y .
• c, the number of pairs of data blocks in S that are in the same partition in X and in different partition in Y .
• d, the number of pairs of data blocks in S that are in different partition in X and in the same partition in Y .
Intuitively, a+b can be considered as the number of agreements between X and Y and c+d [19/8/2015 ] Page: 20 1-23
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With these counts in place, the RI is computed as follows:
The RI is a value between 0 and 1, with 0 indicating that the two partitioning schemes are completely different and 1 that they are identical.
In addition, we calculated the adjusted Rand index (Hubert and Arabie, 1985) (ARI), which measures the probability that a given RI was achieved by chance. The ARI can yield negative values if the observed RI is smaller than the expected RI. In this case the overlap between two partitioning schemes X and Y can be summarized in a contingency table where each entry n ij denotes the number of data blocks in common between partition X i and Y j , like this: 
where a i and b j are values from the contingency table.
We also computed two statistics that reflect if the number of partitions is under or overestimated (Kdiff = average number of true partitionsnumber of partitions in the optimal partitioning scheme), and the mean square error of this deviation (Kmse).
Phylogenetic accuracy . 
Preprint
In order to compare the inferred ML trees obtained under the different partitioning strategies with the true, generating trees (in the case of computer simulations), or among themselves (in the case of real data), we calculated: (i) how many times the exact true tree topology was identified (PTR = Perfect Topology Recovery), (ii) the Robinson-Foulds metric (RF) (Robinson and Foulds, 1981) , that only considers the topology, and (iii) the branch score difference (BS) (Kuhner and Felsenstein, 1994) , which takes also into account the branch lengths. In order to compare measurements from trees with different sizes, we scaled both the RF and BS so they were expressed per branch. We consider as outliers those simulation replicates that resulted in any BS difference (per-branch) higher than three. Even if the tree topologies were completely different, such a large BS distance could only be caused by a extremely long average branch length in one of the trees, suggesting an optimization error. This threshold resulted in only less than 1% of the replicates being treated as outliers.
Supplementary Material
Supplementary tables S1-S3 are available at Molecular Biology and Evolution online (http://www.mbe.oxfordjournals.org/). [19/8/2015 ] Page: 26 1-23
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