Abstract-This paper proposes, analyzes, and illustrates several best basis search algorithms for dictionaries consisting of lapped orthogonal bases. It improves upon the best local cosine basis selection based on a dyadic tree [10], [11] by considering larger dictionaries of bases. It is shown that this can result in sparser representations and approximate shift invariance. An algorithm that is strictly shift invariant is also provided. The experiments in this paper suggest that the new dictionaries can be advantageous for time-frequency analysis, compression, and noise removal. Accelerated versions of the basic algorithm are provided that explore various tradeoffs between computational efficiency and adaptability. It is shown that the proposed algorithms are in fact applicable to any finite dictionary comprised of lapped orthogonal bases. One such novel dictionary is proposed that constructs the best local cosine representation in the frequency domain, and it is shown that the new dictionary is better suited for representing certain types of signals.
I. INTRODUCTION
T HE contributions of our paper are in the area of best basis search algorithms where the aim is to adaptively select, from a dictionary of orthonormal bases, the basis that minimizes a cost for a given signal [3] , [10] , [11] . Such methods have been demonstrated to be effective for compression [27] , [28] , [46] , [52] , estimation [13] - [15] , [25] , [26] , [30] , [38] , [43] , [53] , and time-frequency (or space-frequency) analysis [12] , [18] , [19] , [50] , [51] , [54] .
The original work on best basis search [10] , [11] exploited the fact that a dictionary consisting of local cosine bases [9] , [32] , [33] , [47] on dyadic intervals can be represented as a single dyadic tree. This made it possible to find the best basis, for an additive cost function, via an efficient tree pruning algorithm. On the other hand, it has been noticed that, for an additive cost function, the optimal segmentation of a one-dimensional (1-D) signal can be efficiently found using dynamic programming. This has been exploited in many contexts such as piecewise polynomial approximation [2] , [41] , [44] , best basis Manuscript received June 10, 2004 ; revised March 29, 2005 . This work was supported in part by a National Science Foundation (NSF) CAREER award CCR-0093105, an NSF Grant IIS-0329156, a Purdue Research Foundation grant, and an NSF CAREER award CCR-0237633. All experiments were generated with the help of Wavelab 802 [16] . Preliminary results were reported in [20] and [21] . The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Anuj Srivastava.
Y. Huang search in time-varying wavelet packet [54] and Modified Discrete Cosine Transform (MDCT) [40] dictionaries, estimation of abrupt changes in a linear predictive model [45] , and optimal selection of cosine-modulated filter banks [39] . In this paper, we exploit a similar idea to remove the restriction of [10] , [11] that the supports of local cosine basis functions be dyadic and use a dynamic programming algorithm to find the best basis in a much larger collection of local cosine bases. Through examples, we illustrate the advantages of our approach in three application areas: time-frequency analysis, compression, and noise removal. Specifically, these examples show that our algorithms result in the following:
• sparser and more accurate time-frequency descriptions;
• lower entropy, even when the side information is taken into account; • improved noise removal performance, as measured by the signal-to-noise ratio (SNR). In addition, we extend our basic algorithm in several ways. We argue that our algorithm is approximately shift invariant and, moreover, show that it can be made strictly shift invariant by using a procedure similar to the one developed in [12] . We furthermore propose two accelerated versions of the algorithm which explore various tradeoffs between computational efficiency and adaptability, and which are based on the idea of two-stage processing of the data: first, small pieces of a signal are processed using dynamic programming within each piece, and then the results are combined using another dynamic programming sweep.
The use of our algorithms is not restricted to local cosine dictionaries. For example, lapped bases in the frequency domain were used in [24] , [30] , [37] . We propose a novel construction that represents the discrete cosine transform (DCT) of a signal in a local cosine dictionary and therefore corresponds to representing the signal in a dictionary whose elements are the inverse DCTs of the local cosine functions. We give examples where noise removal using this new dictionary yields a higher SNR than the best local cosine representation. While we develop and illustrate our algorithms using two dictionaries-the local cosines in the time domain and in the DCT domain-we show in Section IV that our algorithms are applicable to any finite dictionary comprised of lapped orthogonal bases.
II. LOCAL COSINE DECOMPOSITIONS

A. Best Basis Search Problem
The general best basis search problem is formulated, for example, in [10] , [11] , and [30] . We consider a dictionary that is a set of orthonormal bases for , where each basis consists of vectors, . The cost of representing a signal in is typically defined as follows [10] , [11] , [30] :
where is application dependent. Any basis that achieves the minimum of the cost over all the bases in the dictionary is called the best basis.
B. A Local Cosine Dictionary
We identify each vector in with a signal defined for . A local cosine basis [9] , [30] , [32] , [33] , [47] for is defined using cosine functions multiplied by overlapping smooth windows. For each discrete interval , we define a window function [see Fig. 1 where is a discrete time parameter and is a discrete frequency parameter. One signal from such a family is depicted in Fig. 1(b) . It can be shown [30] that this set of signals is orthonormal if . For a signal of length , we search for the best basis in the local cosine dictionary (2) which consists of the following local cosine bases:
where is a set of partition points of the domain of . If the partition points are such that only adjacent windows overlap (i.e., if for all ) then is an orthonormal basis for [30] . In order to achieve this, we impose that the finest cell size be some fixed integer , i.e., we require the partition points to be integer multiples of (4) is divisible by where is a fixed integer
We will refer to the resulting as a MOD-M dictionary. We note that a MOD-M dictionary is larger than the local cosine tree dictionary of [10] , [11] . In fact, if we choose such that , where is the maximum depth of the local cosine tree of [10] , [11] , it can be easily shown that the local cosine tree dictionary of [10] , [11] will be a subset of the MOD-M dictionary.
C. Best Basis Algorithm
We now describe an efficient best basis search algorithm for our MOD-M dictionary. It is a dynamic programming algorithm whose variants have been widely used in literature since [2] to find the best segmentation of a 1-D signal. Our exposition closely follows [54] where it was used to find the best block wavelet packet basis. Let , and let the best basis associated with the window be denoted by . For we have (6) , shown at the bottom of the next page, where (Note that, since the cost function is additive, the cost of is .) The initial condition is that for Then the best basis for signal can be calculated via dynamic programming, by repeatedly applying (6) . The C pseudocode for this algorithm is shown in Fig. 2 . In Fig. 2 , as well as the computation of the inner product of with each basis function in , which requires operations using a fast local cosine transform algorithm [30] , [33] . In the process of calculating , we need the values for with , where and . It is easy to show that this results in the overall time complexity 1 of .
D. Shift Invariance: A Qualitative Discussion
We call a best basis search algorithm -shift-invariant if circularly shifting any signal by an arbitrary integer multiple of leads to shifting its best basis by the same multiple of . When -i.e., when the algorithm is invariant to any integer shift-we simply call it shift invariant. The MOD-M method described in Section II-C is, strictly speaking, not -shift-invariant, since we always require the leftmost basis function to start at the leftmost point of the signal. It is, however, -shift-invariant, modulo these boundary effects: i.e., it is invariant to shifts by integer multiples of for signals whose support is well within the interval . The dyadic best local cosine basis algorithm of [10] , [11] is fundamentally not shift invariant since it uses a dyadic tree. Its variant introduced in [12] is formally shift invariant; however, Fig. 3 shows that the MOD-M method offers certain advantages.
For each best basis experiment in Fig. 3 , the smallest cell size is chosen to be 16. (For the methods in [10] - [12] , this means that the maximal tree depth is set to .) We follow [10] and [11] and use the entropy cost function
The 256-point signal depicted in Fig. 3(a) consists of two local cosine basis functions with , one with and (i.e., supported on [24, 71] ), and another one with and (i.e., supported on [120, 167]). Since both these functions are in the dyadic dictionary, all three methods produce the same best basis, as illustrated by the time-frequency if otherwise.
(6) tilings 2 of Fig. 3 (b)-(d), which respectively correspond to the dyadic search of [10] , [11] , the shift-invariant local cosine decomposition (SI-LCD) proposed in [12] which essentially considers shifted versions of the dyadic dictionary, and our MOD-M method. Shifting each of the two width-32 local cosine basis functions 3 to the right by 16 samples-as shown in Fig. 3 (e)-takes them both out of the dyadic dictionary and forces the dyadic algorithm to represent each of them by a number of width-16 local cosine basis functions, six of which are clearly visible in Fig 
E. Strictly Shift-Invariant Algorithm
The qualitative discussion of Section II-D shows that the MOD-M algorithm possesses the desired shift-invariant properties, even though it is not, strictly speaking, shift invariant. We now show, in addition, that we can make it strictly invariant to any integer shift, using a method similar to [12] .
For a discrete signal of length , we extend both the signal and the basis functions periodically with period so that all shifts of all signals will effectively be circular shifts. We expand the dictionary of Section II-B by adding in the shifts of the basis signals. We define to be the same as the dictionary of (2), (3), and let be shifted by to the left, as follows:
where
The new dictionary is defined to be the union of the shifted subdictionaries Now the best basis search involves finding the subdictionary that contains the best basis and searching for the best basis in . Using an argument similar to the one in Section II-C, it can be shown that the optimal solution is achieved in time. In addition, we present in the Appendix a suboptimal solution based on the method in [12] , to result in the time complexity similar to that of Section II-C.
F. Examples With the Entropy Cost
To further illustrate our methods, we use two examples that compare our proposed MOD-M local cosine decomposition with the dyadic best local cosine basis selection [10] , [11] . We again use the entropy cost function. We set . 2 To depict a coefficient corresponding to a local cosine basis function with frequency and window , we use a rectangle that extends horizontally from u to v and vertically from =(v 0 u) to ( + 1)=(v 0 u). The intensity of the rectangle is proportional to the magnitude of the coefficient. 3 We use the term width to mean the number of samples in the interval Figs. 4(a), 4(c), and 4(d) show a speech signal of length and the time-frequency pictures for the best bases selected by the two methods. The minimal cell size for these experiments was set at for both methods. The resulting costs are 4.11 for the dyadic dictionary and 3.51 for ours. In addition, note the sparser time-frequency representation in Fig. 4(d) resulting from our method. For comparison, we provide the result for a fixed local cosine decomposition with -i.e., the local cosine decomposition where each segment has width 16. The cost of this basis is 5.57. The difference of the costs , while smaller than , is substantial, showing that the improvement achieved by our algorithm is significant. In Fig. 4 (e), we zoom into the samples 1001 through 1512 of the signal in Fig. 4(a) . For this 512-point segment, we compute the best basis with the two methods, again setting , and again comparing to the fixed basis. This results in the following costs: 3.36 for the fixed basis, 2.44 for the dyadic dictionary, and 2.02 for ours. Again, the representation resulting from our method corresponds to a sparser time-frequency tiling. Moreover, the transition between two phonemes (in the neighborhood of the sample 1150) is missed by the best dyadic basis but is accurately captured by the best MOD-M basis.
To demonstrate the potential of our method for compression applications, we estimate the total entropy, in bits per sample, for both the dyadic and MOD-M best bases, for different values of the minimal cell size . The number of bits required to encode the coefficients is estimated by constructing a histogram of the coefficients and computing the entropy for the histogram. The number of overhead bits in the MOD-M case-i.e., the bits required to encode the partition points -is estimated by constructing a histogram of the distances between adjacent partition points and computing the entropy for this histogram. The number of overhead bits in the dyadic case is assumed to be equal to the number of nodes in the dyadic tree, since at each node of the tree one binary decision needs to be encoded: whether or not the node has children. The total estimates of the numbers of bits necessary to encode both the coefficients and the side information are shown, for several examples, in Fig. 5 . Fig. 5(a) shows the results for the 4096-point "grea" signal, for six values of the minimal cell size : 512, 256, 128, 64, 32, and 16, corresponding to the tree depths of the dyadic decomposition 3, 4, 5, 6, 7, and 8. In each of these experiments, the contribution of the overhead, for both dictionaries, does not exceed 0.5% of the overall entropy. The fact that the overhead is negligible is not surprising since both best bases have relatively few partition points. For very large cell sizes, the dyadic and MOD-M best bases are similar and result in similar entropies; as the cell size gets smaller, however, the MOD-M best basis can achieve a significantly lower entropy. A similar experiment for the 512-point segment of this signal is shown in Fig. 5(b) . Fig. 6 summarizes an experiment where we compared the dyadic tree algorithm and the MOD-M algorithm with the suboptimal shift-invariant versions of the two algorithms: the SI-LCD [12] and our suboptimal shift-invariant MOD-M algorithm described in the Appendix. The resulting costs 4 for the four algorithms are plotted as a function of . Note that in both cases, the whole curve for the MOD-M algorithm is below each of the outcomes for the algorithms in [11] , [12] . This is to be expected since we perform the search over a much larger dictionary. The price to pay is the time complexity of the algorithm, which, as indicated above, is higher than the time complexity for the dyadic best basis search algorithm. Note, however, that for small signal lengths the running time of the two algorithms is similar. For example, in our experiment with the 512-point signal, the running times 5 for 128, 64, 32, 16 are 0.01, 0.02, 0.02, and 0.03 s, respectively, for the dyadic algorithm and 0.01, 0.01, 0.05, and 0.19, respectively, for the MOD-M algorithm. This suggests that the most practical way of using this algorithm is on blocks whose length is a small multiple of . Sections III-B and III-C investigate this idea.
G. Frequency-Domain Local Cosines
Frequency-domain lapped bases have been suggested in, e.g., [24] , [30] , and [37] . For example, it was shown in [24] that decomposing a signal in a Meyer wavelet basis [37] is equivalent to decomposing its spectrum in a lapped trigonometric basis. We propose a new dictionary of lapped bases in the frequency domain, which we call the MOD-M FDLC dictionary. This dictionary is obtained by taking the inverse DCT of each basis vector of the MOD-M local cosine dictionary defined in (2)-(5). (A dyadic FDLC dictionary can similarly be obtained by taking the inverse DCT of each basis vector of the dyadic local cosine dictionary.) Two FDLC basis vectors are depicted in the bottom row of Fig. 7 ; their DCTs are members of the local cosine dictionary and are shown in the top row of Fig. 7 . To find the best basis of a signal in this dictionary, we calculate the DCT of , and then find the best local cosine basis for using the MOD-M method described above. Since DCT is an orthogonal transform, and , and therefore the costs (1) computed in the DCT domain are identical to the costs in the time domain.
The FDLC dictionary offers alternative ways of tiling the time-frequency plane and is better suited than the local cosine dictionary to the analysis of some types of nonstationary signals, for example, those whose energy is mostly concentrated in several frequency bands. This is illustrated in Fig. 8 , where the noisy "grea" speech signal, , and its DCT are shown in (a) and (b), respectively. The noise-free signal, , and its DCT, are shown in Figs. 8(c) and (d) , respectively. Fig. 8(e) shows the basis vector from the best MOD-M local cosine basis for whose inner product with is the largest, and Fig. 8(f) shows the DCT of this basis vector. Fig. 8(g) shows the basis vector from the best MOD-M FDLC basis whose inner product with is the largest, and Fig. 8(h) shows the DCT of this basis vector. It is evident from Figs. 8(f) and (h) that is more sharply concentrated around the strongest resonant frequency of than whose spectrum is more spread out. As we show in Section II.H and Table I , the noise removal performance in the problem of recovering from this observation is better for the best FDLC basis than for the best local cosine basis.
H. Noise Removal Examples
Following [13] , we adopt the following procedure for estimating a signal from its noisy measurement : we find the best basis for from a dictionary , decompose in the best basis, threshold the coefficients, and reconstruct an estimate of from the remaining coefficients. We use hard thresholding, i.e., we keep every coefficient whose absolute value is above a threshold , and replace all other coefficients with zeros. As suggested in [26] , [30] , we use the following cost function for a basis :
with if if
In our experiments, we follow [16] and fix . In Table I and Figs. 9 and 10, we present the noise removal results for the dyadic and MOD-M versions of both the time-domain and frequency-domain local cosine (FDLC) dictionaries. To perform noise removal with a FDLC dictionary, a signal is transformed using DCT-IV. Both the best basis extraction and thresholding are then done in the DCT domain. Finally, the resulting DCT coefficients are transformed back using the inverse DCT-IV.
For both time-domain and FDLC dictionaries, the MOD-M dictionary leads to a lower cost, higher SNR, and lower RMS error than the dyadic dictionary. The FDLC dictionaries quite dramatically outperform their respective time-domain counterparts, achieving higher SNRs, lower root-mean-square (rms) errors, lower costs, and significantly sparser time-frequency tilings shown in the last row of Fig. 9 . In addition, the last row of Fig. 9 shows that the FDLC dictionaries resolve the resonant frequencies [i.e., frequencies corresponding to the peaks in the DCT plots of Fig. 9(b) and (d) ] much better than the local cosine dictionaries. Fig. 10 illustrates Monte Carlo experiments performed on three speech signals of length . For each signal, 30 noisy versions were generated by adding 30 realizations of white Gaussian noise to the signal: ten realizations resulting in SNR 10 dB, ten resulting in SNR 15 dB, and ten resulting in SNR 20 dB. The ten SNRs achieved by each of the four best bases (MOD-M FDLC, dyadic FDLC, MOD-M local cosines, and dyadic local cosines) are plotted in Fig. 10(a) for one of the signals and the input SNR level 10 dB. Note that the FDLC dictionaries outperform the time-domain local cosine dictionaries and that the MOD-M dictionaries typically outperform their dyadic counterparts. We have compared these four algorithms to the results of thresholding the coefficients of a fixed Meyer wavelet basis [37] , for several different threshold values. The dotted line in Fig. 10(a) shows the best among these, which corresponds to the threshold value , and achieves significantly lower SNRs than the four best basis algorithms.
The full results of the Monte Carlo simulations are shown in Figs. 10(b)-(d) . Each curve is the plot of the average SNRs achieved by the corresponding algorithm, and the error bars are set at two standard deviations. For example, the leftmost points of the curves in Fig. 10(b) are the average values of the corresponding curves in Fig. 10(a) . Again, the FDLC dictionaries perform better then their time-domain counterparts and than the Meyer wavelet basis; the MOD-M dictionaries perform better than their dyadic counterparts.
III. FURTHER EXTENSIONS OF THE BASIC ALGORITHM
A. Extension 1, MIN-M: Allowing Arbitrary Positions for Windows
The MOD-M algorithm restricted the length of the local cosine windows to be integer multiples of the finest interval size . We now allow arbitrary window length with a lower bound . This results in a larger dictionary than the dictionary of Section II-B. The dictionary and the local cosine bases in it are defined in the same way as in (2) and (3), while the constraints (4) and (5) on the partition points are changed to the following: (7) for where is a fixed integer (8) This new dictionary will be referred to as a MIN-M dictionary. The recursion formula for the best basis search is the same as (6); however, the search for is now done over a different set. The initial condition is that for This method reduces the cost more significantly, but the price to pay is more computation. The time complexity of this method is , which is prohibitive for large signals. However, both this method and the MOD-M algorithm of Section II-C can be used on small blocks of a signal, and the results can be combined via a postprocessing step. By varying the size of each block, we can achieve various tradeoffs between the cost and the time complexity. The next two subsections describe two procedures for blockwise application of our algorithms.
B. Extension 2: BLOCKS Algorithm
We divide a signal of length into blocks of equal size . Let be the total number of blocks. For each block , the best basis can be calculated using either the MOD-M or the MIN-M algorithm. Concatenating the partition points of the best bases calculated for all blocks, we get a partition for the signal where is the total number of segments. Since we imposed partition points at the block boundaries, we need a postprocessing step to remove the artifacts and further optimize the cost by considering the whole signal. The postprocessing will select a set of partition points among the ones we obtained for the blocks. Let if otherwise. be the best basis for after postprocessing. Then the postprocessing can be done using the following recursive formula: when , see (9) , shown at the bottom of the page, where (10) When (11) We now calculate the time complexity of the BLOCKS algorithm where the MOD-M algorithm of Section II-C is applied to each block. As mentioned in Section II-C, the calculation of the best basis via the MOD-M algorithm is for each block of size , where . For blocks, the total time complexity before postprocessing is therefore . The time complexity of the postprocessing step is calculated similarly to that of the MOD-M algorithm of Section II-C and is , where is the number of segments before postprocessing. Since in the worst case, can be equal to the number of cells , the worst-case time complexity of the postprocessing step alone is , which is the same as the complexity of the MOD-M algorithm applied to the whole signal. In practice, however, if appropriate values are used, it is typical for to be significantly smaller than , leading to considerable computational savings. The overall time complexity of the two stages of the BLOCKS algorithm is . It can be similarly shown that if the BLOCKS algorithm is used in conjunction with the MIN-M algorithm of Section III-A, the overall time complexity will be . We illustrate the BLOCKS algorithm on the signal "Grea" whose length is . We use the MOD-M algorithm within each block. We fix the cell size and , and vary the block size . The results are shown in Table III (a). The results of dyadic and MOD-M methods with the same and are shown in Table II for comparison. By using different values of , we are able to obtain various tradeoffs between optimizing the cost and minimizing the running time. When is very large, there is essentially no difference between using BLOCKS and applying MOD-M to the whole signal. In fact, if , then the two algorithms produce identical results except the BLOCKS algorithm makes some unnecessary computations. This is illustrated by comparing the last line of Table III(a) and the last line of Table II. When is very small, the first stage of the BLOCKS algorithm tends to produce many partition points, and the bulk of the computation is done during the postprocessing stage. The algorithm is the fastest for the medium values of . The fact that partition points are imposed at the block boundaries contributes to the poor performance of the first stage of the BLOCKS algorithm for small block sizes . This problem can be ameliorated by using overlapping blocks, as described in the next subsection and illustrated in Table III(b).
C. Extension 3: Overlapping-Blocks Algorithm
We process an -point signal using overlapping blocks that do not necessarily have the same length. We set . We denote the index of the leftmost and the rightmost points of the th block by and , respectively (i.e., the block itself is denoted by ). We fix and . The point and the basis for are recursively found by applying either the MOD-M algorithm or the MIN-M algorithm to subject to the constraint that the first partition point of the best basis is to the right of . Denoting the optimal partition points of by , we therefore have If , we set ; otherwise, we set . We let if We can again use the postprocessing procedure described in Section III-B, (9)- (11); however, it may not be needed since the Overlapping-Blocks algorithm does not typically result in blocking artifacts.
We illustrate the Overlapping-Blocks algorithm on the signal "grea" whose length is . We use the MOD-M algorithm within each block. We fix the cell size and and vary the block size . The results are shown in Table III Table II for comparison. While the worst-case time complexity of the Overlapping-Blocks algorithm can be shown to be the same as that of the MOD-M algorithm, we have observed that, in practice, the Overlapping-Blocks algorithm can be significantly faster for appropriate values of . The intuition described above for the Blocks algorithm holds here, as well, as illustrated in Table III(b): when is very large, the first stage takes a long time and when is very small, the postprocessing takes a long time; the algorithm is the fastest for the medium values of . Note that overlapping-blocks is usually faster than blocks, without much difference in the achieved cost. The reason is that it is able to eliminate more partition points during stage 1, and therefore its postprocessing stage typically takes less time. Also note that, for medium and large values of , the Overlapping-Blocks algorithm does not, in fact, need the postprocessing stage, since postprocessing does not reduce the cost. Dispensing with the postprocessing stage further reduces the running time. In addition, this makes it possible to process the data in a sequential manner: once is determined, the data for can be discarded.
IV. BEST BASIS SEARCH IN LAPPED DICTIONARIES
General lapped orthogonal bases [6] , [7] , [30] , [33] are not required to use cosine functions; they may use a more general family of orthogonal functions which satisfies certain symmetry conditions. Moreover, nonsymmmetric windows can be used.
Specifically, a window for a discrete interval may be defined as follows:
where is a profile function just as in Section II-B, but is not necessarily equal to .
As in Section II-B, we suppose that is a set of partition points, but we now assume that each partition point comes with its own profile parameter . Then, provided that the functions satisfy the appropriate symmetry and orthogonality properties, and that the partition points are such that only adjacent windows overlap (i.e., for all ), it can be shown that is an orthonormal family, and is an orthonormal basis for [30] . A finite dictionary of such bases may be specified by allowing the same set of valid partitions as in (4) and (5) and restricting all valid profile parameters to a finite set . By adding the search over the set , the MOD-M algorithm of Fig. 2 is modified to search for the best basis in this dictionary. The resulting modified algorithm is shown in Fig. 11 . In this figure, denotes the best basis associated the window , and denotes the corresponding cost. This modified algorithm is very generic and can be used to perform a best basis search for any MOD-M dictionary consisting of a finite number of lapped orthogonal bases. The extensions of the basic algorithm discussed above also apply to the generic algorithm. The complexity of the generic algorithm will depend on the size of the set and, more generally, on the complexity of calculating the costs . 
V. REMARKS ON PARAMETER SELECTION
Our algorithms use a number of parameters. The issue of parameter selection is an open research issue and is beyond the scope of our paper. Fortunately, these parameters are also used in existing best basis methods as well as other adaptive approximation algorithms, and therefore there exists substantial literature on parameter selection. In our examples, we have used parameter settings taken from the literature on dyadic best bases, demonstrating that our algorithms can produce significant improvements even without any optimization of the parameters. We now briefly sample the existing literature on parameter selection.
A. Shape of the Profile Function and Window Taper Parameters and
These parameters can be optimized with respect to various criteria, such as approximation of polynomials [5] , [35] and good frequency localization [34] . A comprehensive evaluation of the choice of these parameters in the context of compression is provided in [36] .
B. Minimum Cell Size and Block Size
Our examples demonstrate the improved performance of our algorithms, compared to the dyadic best basis search, for a variety of values of and . Note that is akin to the tree depth for dyadic local cosines, or, more generally, for any multiscale transforms such as wavelet or wavelet packet transforms. Selecting is similar to selecting the block size for a block transform. The selection of such parameters is addressed in any application which uses multiscale or block transforms, such as, for example, the compression of audio signals [23] , images [42] , [48] , [49] , or video [23] .
C. Cost Function
The original best basis papers [10] , [11] proposed using an entropy cost. Since then, a number of different criteria have been proposed for different applications. For example, some cost functions stem from optimal estimation frameworks [13] , [25] , [26] , [26] , [30] , [38] , [43] , or optimal bit allocation in compression applications [18] , [19] , [46] , [54] . Our methods can be used with any of these cost functions.
D. Threshold
Based on an estimation-theoretic analysis of the best basis thresholding, the threshold value of was proposed in [13] , where is the number of distinct signals in the dictionary. Many alternative thresholding strategies have been proposed since. Overviews and comparative evaluations of a large number of these methods are found in [1] , [4] .
VI. CONCLUSION
A large body of literature exists on methods for adaptively selecting vectors [17] , [22] , [31] , bases [8] , or subspaces [29] from dictionaries, based on various criteria such as the norm of the approximation error [31] , the norm of the coefficients [8] , and optimal recognition or classification performance [29] .
In this paper, we have focused on best basis search algorithms to adaptively compute local cosine decompositions. Simple examples indicate that our algorithms can be applied in time-frequency analysis, compression, and noise removal. In applications where the speed is important, it is possible to use accelerated versions of our algorithms by first applying them to small blocks and then combining the results via a postprocessing step.
We have moreover introduced a new dictionary of FDLCs and showed that it can result in improved representations. We provided a generic version of our algorithms which can be used to find the best basis in any finite dictionary of lapped orthogonal bases.
APPENDIX A SUBOPTIMAL STRICTLY SHIFT-INVARIANT ALGORITHM
Recall that is the size of the finest cell we are considering, and is the total number of such cells. We let where is the cell where appears, , and is the position of within the cell, . Instead of finding , i.e., optimizing over and jointly, we first optimize over and then optimize over . We optimize over using the method described in [12] . For each shift , define the following basis
We calculate the cost of approximating with the basis Then is found by minimizing the cost over
Using this value of , we now choose . Let be the best basis for the signal in the subdictionary , for . The best basis for each is calculated in the same way as in Section II-C. Then we choose the best , as follows:
The corresponding (suboptimal) shift-invariant best basis for the signal is . Finding requires calculating for . Each is the sum of costs, and calculating each cost requires operations. So the calculation of requires operations. To determine , we do basis searches for signals of length using the method of Section II-C. We know that the recursion formula (6) takes operations for one search, so searches require operations. The major part of the computational burden, however, is still the calculation of the costs in (6) . Fortunately, many of the costs used in the searches are repeated. We only need to compute the values for with , where and . It can be shown that this computation has time complexity , the same as in Section II-C. The two steps taken together, therefore, result in the overall complexity of , which is similar to the complexity of the basic MOD-M algorithm. For comparison, the algorithm of [12] is . As remarked above, the "best" basis found by this method, is suboptimal for the enlarged dictionary. However, in this way, we achieved strict shift-invariance essentially without increasing the time complexity of the algorithm.
We now show how to find the optimal basis which is strictly -shift-invariant. We define the following dictionary:
where the subdictionaries are defined as previously. We can then adapt the algorithm we just described to find the best basis in the dictionary . Specifically, we omit the step of finding and set . The resulting best basis will be optimal for the dictionary , and it will be -shift-invariant. The computational complexity for this procedure is , the same as that of the MOD-M algorithm.
TIME COMPLEXITY OF VARIOUS ALGORITHMS
In Table IV , we summarize the time complexity of the various algorithms introduced in this paper, as well as the SI-LCD algorithm of [12] and the dyadic tree search of [10] , [11] . Here, is the size of the signal, is the finest cell size, is the number of blocks, , and .
