Abstract. We study a class of ergodic quantum Markov semigroups on finitedimensional unital C * -algebras. These semigroups have a unique stationary state σ, and we are concerned with those that satisfy a quantum detailed balance condition with respect to σ. We show that the evolution on the set of states that is given by such a quantum Markov semigroup is gradient flow for the relative entropy with respect to σ in a particular Riemannian metric on the set of states. This metric is a non-commutative analog of the 2-Wasserstein metric, and in several interesting cases we are able to show, in analogy with work of Otto on gradient flows with respect to the classical 2-Wasserstein metric, that the relative entropy is strictly and uniformly convex with respect to the Riemannian metric introduced here. As a consequence, we obtain a number of new inequalities for the decay of relative entropy for ergodic quantum Markov semigroups with detailed balance.
introduction
Let A be a finite-dimensional C * -algebra with unit 1. We may identify A with a C * -subalgebra of M n (C), the C * -algebra of n × n matrices, for some n. In finite dimension, there is no difference between weak and norm closure, and so A is also a von Neumann algebra. A Quantum Markov Semigroup (QMS) is a continuous one-parameter semigroup of linear transformations (P t ) t≥0 on A such that for each t ≥ 0, P t is completely positive and P t 1 = 1. Associated to any QMS P t = e tL , is the dual semigroup P † t acting on S + (A), the set of faithful states of A. (When there is no ambiguity, we simply write S + .) The QMS P t is ergodic in case 1 spans the eigenspace of P t for the eigenvalue 1. In that case, there is a unique invariant state σ. While σ need not be faithful, a natural projection operation allows us to assume, effectively without loss of generality, that σ ∈ S + (A). Characterizations of the generators of quantum Markov semigroups on the C * -algebra M n (C) of all n × n matrices were given at the same time by Gorini, Kossakowski and Sudershan [30] , and by Lindblad [45] in a more general setting (but still assuming norm continuity of the semigroup). Such semigroups are often called Lindblad semigroups.
The notion of detailed balance in the theory of classical Markov processes has several different quantum counterparts, as discussed below. One of these is singled out here, with a full discussion of how it relates to other variants and why it is physically natural. Suffice it to say here that, as we shall see, the class of ergodic QMS that satisfy the detailed balance condition includes a wide variety of examples arising in physics.
The set of faithful states S + (A) may be identified with the set of invertible density matrices σ on C n that belong to A, as is recalled below. For ρ, σ ∈ S + (A), the relative 1 entropy of ρ with respect to σ is the functional D(ρ σ) = Tr[ρ(log ρ − log σ)] .
(1.1)
We show in Theorem 7.6 that associated to any QMS P t = e tL satisfying detailed balance, there is a Riemannian metric g L on S + such that the flow on S + induced by the dual semigroup P † t is gradient flow for the metric g L of the relative entropy D(· σ) with respect to the invariant state σ ∈ S + . In several cases, we shall show that the relative entropy functional is geodesically convex for g L , and as a consequence, we shall deduce a number of functional inequalities that are useful for studying the evolution governed by P t . In particular, we shall deduce several sharp relative entropy dissipation inequalities. Some of these are new; see e.g. Theorem 8.5 and Theorem 8. 6 .
The Riemannian distance corresponding to g L will be seen to be a very natural analog of the 2-Wasserstein distance on the space of probability densities on R n [72, Chapter 6 ]. Otto showed [54] that a large number of classical evolution equations could be viewed as gradient flow in the 2-Wasserstein metric for certain functionals, and that when the functionals were geodesically uniformly convex for this geometry, a host of useful functional inequalities were consequently valid. This is for instance the case when the functional driving the flow is classical relative entropy with respect to a Gaussian reference measure. In this case, the flow is given by the classical Ornstein-Uhlenbeck semigroup, described by the Fokker-Planck equation with linear drift. One of the inequalities that is a consequence of the uniform geodesic convexity of the relative entropy is the sharp bound on entropy dissipation for solutions of the Fokker-Planck equation.
The present paper also greatly extends our previous paper [11] in which we obtained a gradient flow structure for the Fermi Ornstein-Uhlenbeck semigroup. In particular, we prove a sharp geodesic convexity result for the von Neumann entropy in this setting, thereby solving a problem that was left open in [11] . Thus, our results can be viewed as a non-commutative extension of Otto's investigation of classical gradient flows.
Mielke [49, 50] investigated related variational formulations for dissipative quantum systems based onÖttinger's so-called GENERIC framework [52, 53] . However, the gradient flow structure considered in Mielke's papers is in general different from the one introduced in the present paper, as the approach in [49, 50] gives rise to nonlinear evolution equations that are different from the linear Lindblad equations that we obtain here. Also, Junge and Zeng [38] have recently developed an approach to some non-commutative functional inequalities involving a non-commutative analog of the 1-Wasserstein metric.
We restrict our attention to the case that A is a finite-dimensional C * -algebra because this setting already includes many examples of physical interest, and we wish to explain our methods in a way that does not encumber them with the host of technical and topological difficulties that would follow in an infinite-dimensional setting. For example, in an infinitedimensional setting, it would matter that A is a von Neumann algebra and not only a C * -algebra with a unit, so that A would have a pre-dual, and then what we call S + (A) here would be the set of normal states; i.e., states that are continuous with respect to the weak- * topology on A, and we would require that P t be normal for each t; i.e., continuous with respect to the weak- * topology on A. The innocent formula P t = e tL would require closer scrutiny, and so forth. Many of the issues involved in extending our results to a more general infinite-dimensional setting are standard but not all of them. This will be done elsewhere. We also refer to a forthcoming paper for a treatment of more general transport metrics, general entropy functionals, and their geodesic convexity properties [12] .
Here instead, we present a development of our methods that will be readily understood by people who are interested in the many physically interesting finite-dimensional examples. We shall also show that our methods may be applied in the infinite-dimensional setting to particular examples without first generalizing the whole theory. We illustrate this with the family of Bose Ornstein-Uhlenbeck semigroups, which are always infinitedimensional since all non-trivial representations of the Canonical Commutation Relations are infinite-dimensional. We use our methods to prove a new sharp relative entropy dissipation inequality for this family that had recently been conjectured in [37] ; see Theorem 8.5. We also prove some other sharp inequalities of this type; e.g., Theorem 8.6 .
While this introduction has, in the interest of brevity, used a considerable amount of terminology without explanation, the rest of the paper is elementary and quite selfcontained. We do assume a basic familiarity with C * -algebras, von Neumann algebras and completely positive maps. Many readers will have this familiarity, but for background on C * and von Neumann algebras, we refer to Sakai [63] , and for completely positive maps to Paulsen [58] . Terminology and facts that are used here without explanation can be found in these references.
We close the introduction with some preliminary definitions and by establishing some notation that will be in use throughout the paper.
Preliminary definitions and notation.
A will always denote a finite-dimensional C * -algebra with unit 1, regarded as subalgebra of some matrix algebra M n (C). The center of A is generated by a single self-adjoint element Z ∈ A, and its spectral projections yield a decomposition of A into a finite direct sum of factors: Let {λ 1 , . . . , λ p } for some 1 ≤ p ≤ n be the distinct eigenvalues of Z, and let H j be the eigenspace with eigenvalue λ j . Then each H j is invariant under A, and letting A j denote the restriction of A to H j , A j has a trivial center; that is, A j is a factor.
The structure of finite-dimensional factors is well-known: H j is unitarily equivalent to C ℓ j ⊗ C r j , and there is a unitary equivalence in which each A ∈ A j takes the form I ℓ j ⊗ A where A ∈ M r j (C). That is, each factor may be identified in a natural way with a full matrix algebra. However, not all finite-dimensional C * -algebras arising in mathematical physics are factors. For example, a Clifford algebra with an odd number k of generators, arising in the description of a system of k Fermi degrees of freedom, is not a factor. This example will be discussed in detail later on.
Let τ denote the normalized trace on A given by τ (A) = Tr[A]/Tr [1] for all A ∈ A. Then τ is a faithful state on A. Let H A denote the Hilbert space formed by equipping A with the GNS inner product determined by τ . That is, for all A, B ∈ A,
We could use this inner product to identify H A with the space of linear functionals on A, but to keep contact with the physics literature, we do something slightly different: We use the un-normalized trace to write the general linear functional ϕ on A in the form ϕ(B) = Tr [AB] for some A ∈ A. It is easy to see that ϕ is a positive linear functional (in the sense that ϕ(B) ≥ 0 whenever B ≥ 0) if and only if A ≥ 0 in A. It follows that the set of faithful states on A may be identified with the set of strictly positive elements A of A such that Tr[A] = 1. Since A ∈ A is strictly positive in A if and only if it is strictly positive in M n (C), we may identify the set of faithful states on A with the set of invertible density matrices ρ on M n (C) that belong to the subalgebra A. In the following, we always write S + to denote this set, whether we think of it as a set of faithful states or as a set of density matrices.
DEFINITION (Modular operator and modular group)
. Let σ ∈ S + . Define a linear operator ∆ σ on H A , or, what is the same thing, on A, by
for all A ∈ A. ∆ σ is called the modular operator. The modular generator is the self-adjoint element h ∈ A given by h = − log σ .
The modular automorphism group α t on A is the group defined by
The modular operator and the modular automorphism group are central to the characterization of an important class of quantum Markov semigroups.
First, Davies [20] identified a class of quantum Markov semigroups that he rigorously showed to arise from coupling a finite quantum system with internal Hamiltonian h to an infinite fermion heat bath and then taking a weak coupling limit. The whole class of quantum Markov semigroups he found has the property that the semigroup commutes with the modular automorphism group α t given by (1.2) where h is the internal Hamiltonian, and then σ = e −h /Tr[e −h ]. (Note that adding a scalar constant to h has no effect on (1.2).) Of course an operator on H A commutes with the modular group if and only if it commutes with the modular operator.
Second, Alicki [4] showed that commutativity with respect to the modular operator is central to one natural extension of the notion of detailed balance from classical Markov chains to the quantum setting. Before explaining this fact, which is important for our work here, we first introduce some more terminology and notation.
A linear operator K on A is positivity preserving in case K A ≥ 0 whenever A ≥ 0. A linear operator K on A is self-adjointness preserving in case (K A) * = K A * , or, equivalently, in case K A is self-adjoint whenever A is self-adjoint. Evidently, any positivity preserving operator is self-adjointness preserving. When P t = e tL is a selfadjointness preserving semigroup, then its generator L = lim t→0 t −1 (P t − I) is selfadjointness preserving as well.
Let σ ∈ S + and note that (∆ σ A)
so that ∆ σ is a positive operator on H A . A dagger † will be used to denote the adjoint with respect to the inner product in H A , or, what is the same, with respect to the HilbertSchmidt inner product. We will encounter many other inner products on A, but the GNS inner product associated to τ has a special role. We may then rewrite one of the conclusions from just above as ∆ † σ = ∆ σ . Because of the self-adjointness of ∆ σ there is an orthonormal basis {E 1 , . . . , E m } of H A consisting of eigenvectors of ∆ σ . Since ∆ σ 1 = 1, we may always assume that E 1 = 1. In this case, Tr[E γ ] = τ (E γ ) = 0 for all γ > 1. Furthermore, since ∆ σ is strictly positive, all eigenvalues of ∆ σ are strictly positive, hence we may write them in the form e −ωγ . Since
In particular, if for ω = 0, e −ω is an eigenvalue of ∆ σ , then so is e ω , and the two eigenspaces are orthogonal and have the same dimension. It follows that there exists an orthonormal basis of H A with the properties listed in the next definition:
1.2. DEFINITION (Modular basis). Let A be a finite-dimensional C * -algebra and let σ ∈ S + (A). Then there exists an orthonormal basis {E 1 , . . . , E m } of H A with the following properties:
Detailed balance
There is a large literature on the detailed balance condition in a quantum setting, starting with the work of Agarwal [2] , which initiated a number of investigations in the 1970's including [4, 13, 41, 67] . Already in these papers, one finds several different, and nonequivalent, definitions. A number of more recent investigations [1, 24, 26, 47, 69] have added to the variety of meanings attached to this term. We therefore carefully explain the context of the definition that we use here, and why it is the most natural for our purposes.
Let P i,j be the Markov transition matrix for a Markov chain on a finite state space S with elements {x 1 , . . . , x n }. Suppose that σ is a probability density on S that is invariant under this transition function: σ j = n i=1 σ i P i,j for all i. The transition matrix satisfies the detailed balance condition with respect to σ in case
Let X n be the Markov process started from the initial distribution σ, so that the process is stationary. Let Pr be measure on the path space of the process. Then (2.1) is equivalent to Pr{X n = i, X n+1 = j} = Pr{X n = j, X n+1 = i} for all i, j and all n .
In other words, (X n , X n+1 ) has the same joint distribution as (X n+1 , X n ), so that (2.1) characterizes time reversal invariance. There is another characterization of (2.1) in terms of self-adjointness: The matrix P is self-adjoint on C n equipped with the inner product
if and only if (2.1) is satisfied. There are a number of different ways one might generalize the inner product (2.2) to the quantum setting, and these give different notions of self-adjointness. Let P t be a QMS on A. A state σ ∈ S + (A) is invariant under P † t in case P † t σ = σ for all t ≥ 0, or equivalently, L † σ = 0. These conditions are equivalent to Tr[σP t (A)] = Tr[σA] for all t > 0 and all A ∈ A, or equivalently, Tr[σL (A)] = 0 for all A ∈ A.
DEFINITION (Compatible inner product
). An inner product ·, · is compatible with σ ∈ S + (A) in case for all A ∈ A, Tr[σA] = 1, A .
If a quantum Markov semigroup P t is self-adjoint with respect to an inner product ·, · that is compatible with σ ∈ S + , then for all A ∈ A,
and thus σ is invariant under P † t .
2.2. DEFINITION. Let σ ∈ S + be a non-degenerate density matrix. For each s ∈ R, and each A, B ∈ A, define
Evidently each of these inner products is compatible with σ. At s = 1, this is the GNS inner product associated to the state ϕ(A) = Tr[σA]. The value s = 1/2 is also special; ·, · 1/2 is called the KMS inner product. A number of its properties are developed in [60] . The inner products in (2.3) can be written as
More generally, given any function f : (0, ∞) → (0, ∞), define
Note that ·, · 1 is the σ-GNS inner product whether 1 is interpreted as a number, as in (2.4), or as the constant function f (t) = 1, as in (2.5). Let R A denote right multiplication by A, and define Ω
. It follows immediately that K is self-adjoint with respect to the inner product ·, · f if and only if
2.3. Remark. For f (t) = t s , the adjoint K ′ of K with respect to the inner product ·, · s is
For s = 1/2, this reduces to
Since K † is positivity preserving if and only if K is positivity preserving, it is evident that for s = 1/2, K ′ is positivity preserving if and only if K is positivity preserving. However, for other values of s, K ′ need not be positivity preserving when K is. This is one feature that sets the KMS inner product apart from the inner products ·, · s for other values of s.
In [69, Definition 16] , detailed balance is defined in terms of self-adjointness with respect to ·, · f , yielding a number of a priori different notions of detailed balance depending on the choice of f . The example following Proposition 18 in [69] shows that different choices of f can yield distinct classes of self-adjoint operators, and hence distinct notions of detailed balance. Specifically, it is shown in [69] that self-adjointness with respect to ·, · 1/2 is not the same as self-adjointness with respect to ·, · f where f (t) = (1 + t)/2, corresponding to the Bures metric, as discussed in [69] . The authors of [69] conclude: "The family of quantum detailed balance conditions is therefore much richer than the classical counterpart". However, it turns out that self-adjointness with respect to the GNS inner product, or indeed with respect to ·, · s for any s = 1/2 implies self-adjointness with respect to ·, · f for all f . The argument leading to this conclusion, for which we have found no reference, is simple and will prove useful.
The following is a simple variant on the well-known KMS symmetry condition:
2.4. LEMMA. For s ∈ R, let ·, · s be the inner product defined in (2.3). Then for all t ∈ R and all A, B ∈ A,
In particular, α it is self-adjoint with respect to ·, · s .
Proof. Using the definitions we obtain
which is the desired identity
The following lemma is a result of Alicki [4] for s = 1, and the generalization to s ∈ [0, 1], s = 1/2, can be found in [25, Propositon 8.1] . The following short proof, a simple adaptation of Alicki's argument, is included for the reader's convenience.
2.5. LEMMA. Let σ ∈ S + be a non-degenerate density matrix, and let s ∈ [0, 1], s = 1/2. Let K be any operator on A that is self-adjoint with respect to ·, · s and also preserves self-adjointness. Then K commutes with α t , for all t, real and complex.
Proof. For any A, B ∈ A,
. Since K commutes with α i(2s−1) , it commutes with every polynomial in the positive self-adjoint operator α i(2s−1) = ∆ 2s−1 σ , and hence with f (∆ 2s−1 σ ) for every function f . In particular, K commutes with α t for all t.
2.6. Remark. Davies [20] has studied a class of quantum Markov semigroups that arise in a general model of an n-level quantum system coupled to an infinite heat bath. He studied the weak-coupling limit and gave conditions under which the weak-coupling limit produces a quantum Markov semigroup. This procedure always yields a semigroup that commutes with the evolution given by (1.2) where h is the internal Hamiltonian of the n-level system. This is true whether or not the semigroup has a particular self-adjointness property. In view of Davies' result, it is natural to focus on quantum Markov semigroups that commute with the modular operator associated to their invariant states.
2.7.
Remark. The condition that the generator L of a quantum Markov semigroup P t = e tL commutes with ∆ σ imposes strong restrictions on the structure of L . Consider the case A = M 2 (C). Let σ ∈ S + have two distinct eigenvalues λ 1 , λ 2 > 0. Let {η 1 , η 2 } be an orthonormal basis of C 2 consisting of eigenvectors of σ: ση j = λ j η j for j = 1, 2. Then ∆ σ has three distinct eigenvalues 1, λ 1 /λ 2 and λ 2 /λ 1 . The latter two eigenvalues have one-dimensional eigenspaces spanned by |η 1 η 2 | and |η 2 η 1 | respectively. If L commutes with ∆ σ , then |η 1 η 2 | and |η 2 η 1 | must be eigenvectors of L with eigenvalues, say, ν andν. Since A := |η 1 η 2 | + |η 2 η 1 | is self-adjoint and L is self-adjointness preserving, it follows that L (A) = ν|η 1 η 2 | +ν|η 2 η 1 | is self-adjoint, which implies thatν = ν. Moreover, since both A and L (A) = νA are self-adjoint, it follows that ν is real. Thus L has at most 3 eigenvalues 1, µ and ν, and ν has multiplicity 2 (or 3 in case ν = µ). To summarize, it follows that
From here it is not hard to see that the value s = 1/2 is genuinely exceptional in Lemma 2.5. Suppose that L is self-adjoint with respect to the σ-KMS inner product ·, · 1/2 for σ ∈ S + , where σ has distinct eigenvalues and {η 1 , η 2 } is an orthonormal basis of C 2 consisting of eigenvectors of σ. It follows from the discussion above that if (2.7) is violated, L does not commute with ∆ σ . There are many such operators L on M 2 (C). An explicit construction is given in Appendix B.
2.8. LEMMA. Let σ ∈ S + be a non-degenerate density matrix. Let K be any operator on A such that K α t = α t K for all t, or equivalently,
with respect to the inner product ·, · f for some function f : (0, ∞) → (0, ∞), then the same holds for every function f : (0, ∞) → (0, ∞).
Proof. Suppose that K is self-adjoint with respect to the inner product ·, · f for some function f : (0, ∞) → (0, ∞). Let g : (0, ∞) → (0, ∞) be arbitrary, and write h = g/f . Since K commutes with ∆ σ , it also commutes with h(∆ σ ). Thus, for all A, B ∈ A,
which is the desired result.
We summarize some immediate consequences of the last lemmas in a theorem: 2.9. THEOREM. Let σ ∈ S + be a non-degenerate density matrix, and let K be any operator on A. Then:
(1) If K is self-adjoint with respect to the GNS inner product ·, · 1 , and K A * = (K A) * for all A ∈ A, then K commutes with the modular automorphism group of σ and moreover, K is self-adjoint with respect to ·, · f for all f : (0, ∞) → (0, ∞).
(2) If K commutes with the modular automorphism group of σ, and if K is self-adjoint with respect to ·, · f for some f : (0, ∞) → (0, ∞), then K is self-adjoint with respect to ·, · g for all g : (0, ∞) → (0, ∞).
This brings us to the definition of detailed balance, which is one the various definitions that may be found in the physical literature.
DEFINITION (Detailed balance)
. A QMS P t on A satisfies the detailed balance condition with respect to σ ∈ S + (A) in case for each t > 0, P t is self-adjoint in the σ-GNS inner product ·, · 1 . In this case σ is invariant under P † t , and we say that the QMS P t satisfies the σ-DBC.
2.11. Remark. Every QMS P t = e tL is self-adjointness preserving: P t A * = (P t A) * . Thus, when P t satisfies the σ-DBC, it follows from Theorem 2.9 that
for all t, t ′ and all A ∈ A. This crucial observation is due to Alicki [4] , and it means that P t commutes with the time-translation governed by the Hamiltonian h corresponding to the state σ. The condition (2.8) may therefore be viewed as a quantum analog of time-translation invariance or stationarity.
Theorem 2.9 asserts that in the presence of detailed balance, P t is self-adjoint with respect to a wide variety of inner products and also that P t commutes with the modular group. Moreover, under the condition that P t commutes with the modular group, selfadjointness with respect to any member of this wide family of inner products implies self-adjointness with respect to all of them. This is important in what follows.
The inner products defined just above include a number of inner products that arise naturally in the theory of operator algebras and mathematical physics. One that will be especially useful here is the Bogoliubov-Kubo-Mori inner product:
where
The BKM inner product arises naturally in statistical mechanics and our work here as follows: For a self-adjoint operator h on a finite-dimensional Hilbert space H, and β > 0, define the Gibbs state σ β by
The free energy is the functional F(β, h) = β −1 log(Tr[e −βh ]). A simple calculation using Duhamel's formula shows that for any self-adjoint A,
In particular, up to a factor of β, A, A BKM arises as the restriction of the Hessian of F to the space of self-adjoint matrices A satisfying Tr[σ β A] = 0. It is well known that for fixed β, the function h → F(β, h) is the Legendre transform of the von Neumann entropy S(ρ) on the set of density matrices. Since the gradients and Hessians of conjugate convex functions are inverse to one another, the Hessian of the free energy is the inverse of Hessian of the entropy; a fact that explains why the BKM inner product will arise naturally in the study of gradient flows of the relative entropy.
Generators of quantum Markov semigroups satisfying detailed balance
Since a QMS P t = e tL on A that satisfies the σ-DBC for some σ ∈ S + (A) has a generator L that commutes with the modular operator ∆ σ , and since ∆ σ is positive with respect to the GNS inner product, ∆ σ and L can be simultaneously diagonalized. In the case A = M n (C), the diagonalization of ∆ σ reduces immediately to the diagonalization of σ: Let σ = e −h be a density matrix on C n . Let {η 1 , . . . , η n } be an orthonormal basis of C n consisting of eigenvectors of h = − log σ: hη j = λ j η j . For α = (α 1 , α 2 ) ∈ {(i, j) : 1 ≤ i, j ≤ n}, define numbers ω α (called the Bohr frequencies) by
and rank-one operators F α given by F α = |η α 1 η α 2 | where, using a standard physics notation, for η, ξ ∈ C n , |η ξ| is the rank-one operator sending ζ to ξ, ζ C n η. Evidently
Alicki [4] exploited such a construction to show that for σ ∈ S + with non-degenerate spectrum (in the sense that each eigenvalue of σ is simple), the generator L of a quantum Markov semigroup on M n (C) that satisfies the σ-DBC (so that L commutes with ∆ σ ) has the form described in (3.3) below; see [4, Theorem 3] . (Alicki actually considered the more general case that L is normal with respect to the σ-GNS inner product. His formula reduces to (3.3) when L is self-adjoint.) The hypothesis that σ has non-degenerate spectrum turns out to unnecessary. In the context of full matrix algebras this has been shown in [41] for the alternate canonical form given in [4, Theorem 3] . It is possible to give a simple and self-contained proof of Alicki's Theorem in a somewhat more general setting. This is done in Appendix A; the theorem proved there is: 3.1. THEOREM. Let P t = e tL be a QMS on a unital C * -subalgebra A of M n (C). Suppose that P t satisfies the σ-DBC for σ ∈ S + (A) and that P t has an extension P t to a QMS on M n (C). Regard the modular operator ∆ σ as an operator on M n (C) and let τ denote the normalized trace on M n (C). Then the generator L of P t has the form
where ω j ∈ R for all j ∈ J , and {V j } j∈J is a set in M n (C) with the properties:
Conversely, given any σ ∈ S + (A), and any set {V j } j∈J satisfying (iii) and (iv) for some {ω j } j∈J ⊆ R, the operator L given by (3.3) is the generator of a QMS P t that satisfies the σ-DBC.
3.2.
Remark. The eigenvectors of ∆ σ with eigenvalues other than 1 cannot be self-adjoint on account of (1.3). However, when σ is the normalized trace, ∆ σ is the identity, so that each V j is an eigenvector of ∆ σ with eigenvalue 1, thus ω j = 0. It is then possible to take each V j to be self-adjoint, so that (3.4) reduces to
This formulation arises naturally in various applications, as we shall see in Section 6.
3.3. Remark. By Theorem 3.1, the Hilbert-Schmidt adjoint of L is given by
3.4. Remark. Note that the operators in {V j } j∈J need not belong to A itself. The Fermi Ornstein-Uhlenbeck semigroup in the Clifford algebra with an odd number of generators provides an example in which they do not, as we discuss shortly.
3.5. Remark. By properties (i) and (ii), the index set J has cardinality |J | no greater than n 2 − 1. While in general the set {V j } j∈J is not uniquely determined, the proof in the appendix shows that |J | is uniquely determined. Moreover, if {V j } j∈J and {Ṽ j } j∈J are two such sets, there is an |J | × |J | unitary matrix U j,k such that for all j ∈ J , V j = k∈J U j,k V k , and such that unlessω k = ω j , U k,j = 0. Thus, in a strong sense, the sets {V j } j∈J and {ω j } j∈J are canonically associated to L . (Indeed, since ∆ σ V j = e −ω j V j , the numbers {ω j } j∈J are fixed once σ and the set {V j } j∈J is fixed.)
Restriction to commutative subalgebras
Let A be a unital C * -algebra, and let σ ∈ S + (A). Let A 1 , A 2 be eigenvectors of ∆ σ : ∆ σ (A j ) = λ j A j , j = 1, 2. Then λ 1 , λ 2 > 0, and since the modular operator is an automorphism,
That is, the product of eigenvectors of ∆ σ is again an eigenvector of ∆ σ , and moreover, the eigenspace of ∆ σ for the eigenvalue 1 is an algebra. In fact, by (1.3) it is a * -algebra, and it consists exactly of those elements A ∈ A that commute with σ. Clearly, σ itself always belongs to A σ .
DEFINITION (Modular subalgebra)
. Let A be a unital C * -algebra, and let σ ∈ S + (A). The σ-modular subalgebra of A, denoted A σ , is the C * -subalgebra of A consisting of the eigenspace of ∆ σ with eigenvalue 1.
Of course if σ = 1, ∆ σ is the identity on A, and then A σ = A. On the other hand, suppose that A = M n (C) and let {η 1 , . . . , η n } be an orthonormal basis of C n consisting of eigenvectors of σ with ση j = e −λ j η j for j = 1, . . . , n. Then for each 1 ≤ i, j ≤ n, |η i η j | is an eigenvector of ∆ σ with eigenvalue e λ j −λ i . If the numbers {λ 1 , . . . , λ m }, which are the eigenvalues of the modular generator h, are all distinct, then the eigenspace of ∆ σ for the eigenvalue 1 is exactly the span of the set {|η j η j |} n j=1 [4] . In this case A σ is an n-dimensional commutative C * -subalgebra of A.
Let P t = e tL be an ergodic QMS on A, and let σ ∈ S + be its unique invariant state. Suppose that P t satisfies the σ-DBC. Since L and ∆ σ commute by Theorem 2.9, the σ-modular subalgebra A σ of A is invariant under P t (and under P † t as well). In this case, let P t denote the restriction of P t to A σ .
If A σ is commutative, then P t is an ergodic QMS on a commutative subalgebra of M n (C), which may be identified with the transition semigroup of a classical Markov chain. This happens whenever each eigenvalue of σ is simple [4] . Therefore, consider a QMS P t = e tL on M n (C) that satisfies the σ-DBC. Suppose that A is a unital commutative C * -subalgebra of M n (C) that is invariant under P † t . If P t is ergodic, it follows using the self-adjointness of L with respect to ·, · 1 , that for any ρ ∈ S + (A), σ = lim t→∞ P † t ρ, and hence σ ∈ A. In our finite-dimensional setting, there exists a finite set {E 1 , . . . , E m } of minimal projections in A such that m k=1 E k = 1. Consequently, E j E k = 0 for all j = k, and A is the span of {E 1 , . . . , E m }: For all A ∈ A we have
Define an m × m matrix Q by
A vector ρ = (ρ 1 , . . . , ρ m ) ∈ R m is a probability vector in case ρ k ≥ 0 for all k, and
4.2. THEOREM. Let P t = e tL be an ergodic QMS on M n (C) that satisfies the σ-DBC for its invariant state σ. Let A be a unital commutative C * -subalgebra of M n (C) that is invariant under P † t . Let {E 1 , . . . , E m } be a set of minimal projections in A such that
2) specifies an ergodic continuous-time Markov chain on {1, . . . , m} with jump rates Q k,ℓ from k to ℓ. The corresponding forward equation, governing the evolution of site occupation probabilities is
A time-dependent probability vector ρ(t) satisfies (4.3) if and only if the time-dependent state ρ(t) on A given by
Moreover, the probability vector σ given by
. . , m is the unique invariant probability vector for the Markov chain, and the classical detailed balance condition
is satisfied.
Proof. We first show that the matrix Q satisfies m ℓ=1 Q k,ℓ = 0 and that Q k,ℓ ≥ 0 for all k = ℓ, which makes it a transition rate matrix.
Since
Since P t is ergodic, this is impossible unless A is spanned by 1, a trivial case. Hence we may proceed assuming that a k > 0 for all k.
Define the matrix P k,ℓ by
is solved in terms of the initial data ρ 0 by ρ(t) = e tQ † ρ 0 , and it gives the site occupation probabilities for a continuous time Markov chain in which the jump rate for leaving site k is a k , and when such a jump occurs, the probability that site ℓ is the new site occupied is given by P k,ℓ .
where the second equality follows from the first and the fact that Q ℓ,ℓ = − k =ℓ Q ℓ,k . This gives us (4.3).
To show that this Markov chain satisfies the classical detailed balance condition (4.5),
, and therefore
where the third equality holds since L is self-adjoint for the σ-GNS inner product. It follows immediately from (4.6) that σ is invariant. Finally, it is easy to check using the definition of the matrix Q in terms of the generator L that ρ(t) satisfies (4.6) if and only if
. Ergodicity of the Markov chain P t now follows from the ergodicity of P t .
Dirichlet form representation associated to a quantum Markov generator
Let H = L 2 (X, B, µ) be the space of square integrable real-valued functions on some probability space (X, B, µ). A closed and densely defined, symmetric non-negative bilinear form E on H defines a non-negative unbounded operator −A through E(f, g) = − f, Ag H . A special case (µ is a probability measure) of a theorem of Beurling and Deny [7, 8] states that P t = e tA is a Markov semigroup if and only if for all f ∈ H, E( f , f ) ≤ E(f, f ) where f denotes the projection of f onto the closed convex set {g ∈ H : 0 ≤ g ≤ 1 a.e.}.
A powerful non-commutative extension of this theory has been developed starting with the early work of Gross [31, 32] , and continuing with [3, 15, 16, 18, 21, 29] . We shall not need the whole theory at present, but the Dirichlet form representation of the generator of a QMS will be useful to us.
Let P t = e tL be a QMS on A that satisfies the σ-DBC for some σ ∈ S + (A). The generator L can then be written in the canonical form specified in (3.4) of Theorem 3.1. Throughout the rest of this section we fix such a generator L , and the sets {V j } j∈J and {ω j } that specify L in the form (3.4).
Define operators ∂ j on A by
The operators ∂ j are derivations, and we may consider them as non-commutative analogs of partial derivatives associated to L . With respect to the Hilbert-Schmidt inner product, we may then form non-commutative analogs of the gradient, divergence and Laplacian associated to L . We begin with the Laplacian:
Given the set {V j } j∈J , we define an operator L 0 on H A by
and we may write
Theorem 3.1, L 0 is the generator of a quantum Markov semigroup P 0,t = e tL 0 satisfying detailed balance with respect to τ . We call this semigroup the heat semigroup associated to P t = e tL , and the operator L 0 the Laplace operator associated to L . We define the Hilbert space H A,J by
where each H
A . Thus, picking some linear ordering of J , we can write
We equip H A,J with the usual inner product A,
Thinking of elements of A as non-commutative analogs of functions on a manifold, we may think of A = (A 1 , . . . , A |J | ) as a vector field. This point of view will be justified in the next section. We define the operator div :
Note that div is minus the adjoint of the map ∇ :
We call ∇ the non-commutative gradient associated to L , and div the non-commutative divergence associated to L .
5.1.
Remark. In this finite-dimensional setting, by elementary linear algebra,
In the terminology introduced above, elements of Null(div) are divergence free vector fields. Then (5.1) says that a vector field A is a gradient if and only if it is orthogonal in H A,J to every divergence free vector field.
The differential structure introduced above allows us to write the generator L of a QMS in terms of a non-commutative Dirichlet form.
5.2.
LEMMA. For all s ∈ [0, 1], all j ∈ J , and all A, B ∈ A we have
Proof. For any A, B ∈ M n (C),
where in the fourth line we have used (3.5).
It follows from (5.2) that for all s ∈ [0, 1], and all A, B ∈ A,
Using the expression for L given in (3.3), we obtain
In particular, taking s = 1/2, we see that
which expresses L in terms of a Dirichlet form in the sense of [29, 15, 16] . As a simple consequence of the Dirichlet form representation, we state an ergodicity result. Recall that a QMS P t = e tL is ergodic in case for each t > 0, the 1-eigenspace of P t is spanned by the identity, or, what is the same thing, the 0-eigenspace of L is spanned by the identity. We refer to [28] for an early study of ergodicity for quantum dynamical semigroups.
5.3. THEOREM. Let P t = e tL be QMS on A that satisfies the σ-DBC for σ ∈ S + (A). Let L be given in the form (3.4) . Then the commutant of {V j } j∈J equals the null space of L . In particular, P t is ergodic if and only if the commutant of {V j } j∈J is spanned by the identity.
Proof. Suppose that A belongs to the commutant of {V j } j∈J . By definition, this means that ∂ j A = 0 for all j ∈ J , and therefore A ∈ Null(L ) by (3.3).
Conversely, if L A = 0, then by (5.
which is the case if and only if [V j , A] = 0 for all j. This means that A belongs to the commutant of {V j } j∈J .
5.4. THEOREM. Let P t = e tL be an ergodic QMS on A that satisfies the σ-DBC for σ ∈ S + (A), and let L 0 be the associated Laplacian. Then for given B ∈ H A , the equation Proof. Since A, L 0 A H A = − ∇A, ∇A H A,J , we have Null(L 0 ) = Null(∇). Since P t is ergodic, it follows from Theorem 5.3 that Null(∇) is spanned by 1. Since L 0 is self-adjoint on H A , the assertion now follows from the Fredholm alternative.
The following identity will be useful going forward.
LEMMA (Chain rule identity).
For all V ∈ M n (C), ρ ∈ S + and ω ∈ R,
The right side of (5.4) equals f (1) − f (0) and
Thus the left side of (5.4) equals 1 0 f ′ (1 − s) ds, which yields the result. 5.6. Remark. Consider the function f ω defined by
Then (5.4) can be formulated as
Notice that for ω = 0, (5.4) reduces to the commutator identity
This identity provides a quantum analog of the classical identity for smooth, strictly positive probability densities ρ(x) on R n :
To see this, note that if A commutes with ρ, f ω (∆ ρ )A = A so that for each ω, the operation
A is one of the non-commutative interpretations of multiplication of A by ρ. Now applying (5.7) with V = V j , we have R ρ f 0 (∆ ρ )(∂ j log ρ) = ∂ j ρ for each j, which yields a quantum analog of (5.8).
Lemma 5.5 and the previous remark motivate the following definition:
5.7. DEFINITION. For ρ ∈ S + , and ω ∈ R, define the operator
For each ω, [ρ] ω , which is one of the non-commutative forms of multiplication by ρ, is evidently invertible, and its inverse,
• R ρ −1 may then be viewed as the corresponding non-commutative form of division by ρ.
ω is a kernel operator that can be used to define a monotone metric on density matrices in the sense of [61] . However, the Riemannian metric on density matrices that we introduce in this paper will be different.
Proof. Recall the identities
which hold for λ, µ > 0. By (5.5) and (5.9) we obtain 12) and it follows from (5.11) that
The fact that ρ → [ρ] −1 ω is C ∞ now follows immediately from the resolvent identity, and then the C ∞ -differentiability of ρ → [ρ] ω is clear. Moreover, (5.10) follows from (5.12).
It is now a simple matter to write the quantum heat flow equation ∂ρ/∂t = L † 0 ρ in a form that leads directly to its interpretation as gradient flow for the relative entropy with respect to the normalized trace: For all ρ ∈ S + ,
where [ρ] 0 is applied to each component of ∇ log ρ. As we show in the next section, it follows easily from this formula that there is a Riemannian metric on S + , which is a natural analog of the 2-Wasserstein metric, such that the quantum heat flow on S + associated to {V j } j∈J is a gradient flow for the relative entropy of ρ with respect to the normalized trace τ . For a comprehensive treatment of the theory of gradient flows with respect to the 2-Wasserstein metric, see [5] and [72, .
In fact, the next lemma provides the means to extend this result to the general class of quantum Markov semigroups that satisfy detailed balance with respect to some nondegenerate state σ.
5.9. LEMMA. Let P t = e tL be QMS on A that satisfies the σ-DBC for σ ∈ S + (A). and let L be given in the form (3.4). Then for all ρ ∈ S + , and all j ∈ J ,
Proof. By (3.5) we have ∆ s σ V j = e −sω j V j , and thus
which is the desired identity.
5.10. THEOREM. Let P t = e tL be QMS on A that satisfies the σ-DBC for σ ∈ S + (A), and let L be given in the form (3.4). Then, for all ρ ∈ S + ,
Proof. Using Lemma 5.9 and (5.6) we obtain
where the final identity follows from (3.7).
6. Examples 6.1. The infinite-temperature Fermi Ornstein-Uhlenbeck semigroup. As Segal emphasized [65] , the Fermion number operator for n degrees of freedom can be represented in terms of the generators of a Clifford algebra. This permits the semigroup it generates to be realized as a QMS, a fact that was effectively exploited by Gross [31, 32 ] using Segal's non-commutative integration theory [64, 66] . Let {Q 1 , . . . , Q n } be self-adjoint operators on a finite-dimensional Hilbert space satisfying the canonical anti-commutation relations (CAR):
The Clifford algebra C n is the 2 n -dimensional algebra generated by {Q j } n j=1 . Let Γ : C n → C n be the principle automorphism on C n , i.e., the unique algebra isomorphism satisfying Γ(Q j ) = −Q j for all j. The product of all of the generators Q 1 Q 2 · · · Q n (in some order) is evidently unitary, and the CAR imply that it commutes with each Q j if n is odd, and anticommutes with each Q j if n is even. Hence when n is odd, the center of C n is non-trivial and C n is not a factor.
In the even case n = 2m, form the m self-adjoint unitary operators iQ 2j−1 Q 2j , j = 1, . . . n. These all commute with one another, and we define
Evidently W ∈ C n is unitary and self-adjoint, and since W anti-commutes with each Q j , the principle automorphism is inner and is given by
Let {0, 1} n be the set of fermion multi-indices, and for all α = (α j ) j ∈ {0, 1} n , define
n and |α| = n j=1 α j . Let τ be the canonical trace on C n , determined by τ (Q α ) := δ 0,|α| . In a standard representation of C n as an algebra of operators on (C 2 ) ⊗n due to Brauer and Weyl, τ is simply the normalized trace. See [10, 11] for references and further background.
Gross [32] defined a differential structure and a Dirichlet form on C n as follows: For j ∈ {1, . . . , n}, let ∂ j be given by
It is evident that L Q α = −|α|Q α , hence −L is the fermion number operator. When n is even, so that Γ(A) = W * AW , we define V j = iW Q j , so that each V j is both self-adjoint and unitary. Then, using the fact that V 2 j = 1, we may rewrite (6.3) as
which has the form (3.6). Thus, e tL is a QMS satisfying the τ -DBC. Gross discussed this QMS as a fermionic analog of the classical Ornstein-Uhlenbeck semigroup; we refer to it as the infinite temperature Fermi Ornstein-Uhlenbeck semigroup. One good reason is that it is generated by the negative of the fermionic number operator. Another is that as conjectured by Gross [32] and proved in [10] , it has the same optimal hypercontractivity properties as the classical Ornstein-Uhlenbeck semigroup. We shall further develop the analogy here. (The infinite temperature part of the name will be justified in the next example.) To relate the differential structure in (6.2) to the one considered here, note that when n is even, so that Γ is the inner automorphism given by (6.1), we have, with V j defined as above,
for j = 1, . . . , n. Thus, Gross's differential structure in terms of skew derivations may be substituted with the present differential structure in terms of derivations when n is even. When n is odd, this is achieved by embedding C n is an a larger Clifford algebra: One can add one more generator, or, perhaps better, embed the Clifford algebra generated by {Q 1 , . . . , Q n }, in the phase space Clifford algebra with 2n generators {Q 1 , . . . , Q n , P 1 , . . . , P n } that is discussed next.
6.2. The finite-temperature Fermi Ornstein-Uhlenbeck semigroup. Let A be the Clifford algebra C n of dimension n = 2m for some m ∈ N. Consider a set of generators
We think of A as the full set of phase space observables, the subalgebra generated by {Q 1 , . . . , Q m } as the algebra of configuration space observables, and the subalgebra generated by {P 1 , . . . , P m } as the algebra of momentum space observables. Form the operators
It is easy to check that
Consider the complementary orthogonal projections N j and N ⊥ j defined by
Then (6.5) implies that
Note also that
Moreover, {N 1 , . . . , N m , N ⊥ 1 , . . . , N ⊥ m } is a set of commuting orthogonal projections. For each j, Q j P j commutes with both Q k and P k for all k = j. Hence the operators {Q 1 P 1 , . . . , Q m P m } all commute with one another. As in the previous example, let W = i m m j=1 Q j P j so that W is self-adjoint and unitary, and for all A ∈ A, let Γ(A) = W AW . Note that Q j P j Z j = iZ j for each j.
For any set of m real numbers {e 1 , . . . , e m }, and any parameter β ∈ (0, ∞), to be interpreted as the inverse temperature, define the free
where τ is the canonical trace as in Section 6.1. Since the N j are commuting orthogonal projections, e −βh is the product, in any order, of the operators e −βe j N j + N ⊥ j . Therefore, for each 1 ≤ j ≤ m,
where we have used (6.6) and (6.7). Consequently, ∆ σ β (Z * j ) = e −βe j Z * j . Since W commutes with every even element of A, it follows that
. . , V * m } is set of operators on A satisfying the conditions (i), (ii), (iii) and (iv) of Theorem 3.1. Therefore, the operator L β defined by
is the generator of a QMS P t = e tL β that satisfies the σ β -DBC. It is a simple matter to diagonalize L β : For each 1 ≤ j ≤ m, define the four operators
One readily checks that this set of four operators is orthonormal in any of the inner products ·, · s based on σ β .
Using the fact that for each j, V j and V * j commute with P k and Q k for all k = j, and using the identities V j K j,(1,1) = e βe j /2 V j and K j,(1,1) V j = −e −βe j /2 V j , we readily compute that
Therefore, for all 0 ≤ k, ℓ ≤ 1,
Let α = (α 1 , . . . , α m ) denote a generic element of the index set {{0, 1} × {0, 1}} m , and for α = (k, ℓ) ∈ {0, 1} × {0, 1}, define |α| = k + ℓ. Then the functions
are an orthogonal (but not normalized) basis for H A consisting of eigenvectors of L β :
It is now easy to check that in the infinite temperature limit (i.e.,
From the previous example, we recognize L 0 as the negative of the number operator on A = C n . That is, in the infinite temperature limit (β → 0), we recover the infinite temperature Fermi Ornstein-Uhlenbeck semigroup, justifying our nomenclature. As in the infinite temperature case, there is a differential calculus that is more closely adapted to L β : For 1 ≤ j ≤ m, define the operators
We readily compute that
and 11) and that
and
(6.12)
Again using the fact that for each j, V j and V * j commute with P k and Q k for all k = j, one determines the effect of ∂ j and ∂ j on all of A. The orthonormal basis {K α } may be viewed as consisting of analogs of multivariate Krawtchouck polynomials -the discrete analogs of the Hermite polynomials. The differential operators ∂ j and ∂ j , which are skew derivations as in the infinite temperature case, have the advantage over the closely related derivations ∂ j A = [V j , A] and ∂ j A = [V * j , A] that they always lower the "degree" of any K α by one, as one would expect. The operators ∂ j A and ∂ j A do not do this.
Using (6.11) and (6.12) one readily deduces the identities, valid for all
Finally, we observe that each of the vectors K α is an eigenvector of ∆ σ β . Moreover, it is easy to see that if {e 1 , . . . , e m } is linearly independent over the integers, then ∆ σ β K α = K α if and only if for each k, |α k | = 1. The span of the set of such K α is the same as the span of
Hence in this case, the modular algebra A σ β is the algebra generated by the commuting projections in (6.15). Let us denote this algebra, which does not depend on β, by B. While it need not be the modular algebra when {e 1 , . . . , e m } is not linearly independent over the integers, it is easy to see (by continuity or computation) that it is always invariant under P t .
The projections in (6.15) are not minimal in B, but the set of the 2 m distinct non-zero products one can form from them is a full set of minimal projections. We may identify this set with the discrete hypercube Q m = {0, 1} m . Set J = {1, . . . , m}, and let s j : Q m → Q m define the j-th coordinate swap defined by s j (x 1 , . . . , x m ) = (x 1 , . . . , −x j , . . . , x m ).
1−x 1 . The restriction P t of P t to B is a nearest neighbor random walk on Q m with transition rates that are readily computed using Theorem 4.2. For a standard representation in which the elements of A operate on C 2 m , and τ is the normalized trace, each E x is rank one, so that the transition rate matrix D defined in
. Using (6.9) through (6.10), one readily computes that D x,x ′ = 0 unless x ′ = s j (x) for some j, and in that case
and this gives the jump rates along the edges of Q m for the classical Markov chain corresponding to P t .
The Bose Ornstein-Uhlenbeck semigroup.
A set {Q 1 , . . . , Q m , P 1 , . . . , P m } of self-adjoint operators on a Hilbert space H is a representation of the Canonical Commutation Relations (CCR), in case for all 1 ≤ j, k ≤ m,
All representations of the CCR are necessarily infinite-dimensional, since otherwise we would have Tr[[Q j , P j ]] = 0 which is incompatible with [Q j , P j ] = i1. The CCR algebra is the C * -algebra generated by the unitaries {e −t 1 Q 1 , . . . , e itmQm , e −s 1 P 1 , . . . , e ismPm } for all t 1 , . . . , t m , s 1 , . . . , s m , or, what is the essentially the same thing, the Weyl operators. Not only is H necessarily infinite-dimensional, but the operators {Q 1 , . . . , Q m , P 1 , . . . , P m } are unbounded. Therefore, the CCR algebra for m Bose degrees of freedom lies outside the scope of the theory being developed in this paper. However, even without fully extending this theory to infinite dimensions, we shall be able to deduce new results for an important QMS on A, namely the Bose Ornstein-Uhlenbeck semigroup.
To keep things simple in this excursion into the infinite-dimensional case, we take m = 1. Exactly as in the Fermi case, we form the operators
It is easy to check that [Z,
In one standard representation that we may as well fix here, H = L 2 (R, γ(x)dx) where γ(x) = (2π) −1/2 e −x 2 /2 and Z = ∂/∂x. Then a simple computation shows that Z * = x − ∂/∂x, and (6.16) is satisfied. Define the Hamiltonian h by h = Z * Z. It is evident that for each k, the linear space of polynomials in x of degree at most k is invariant under h. Since h is self-adjoint, this means the eigenfunctions of h are orthogonal polynomials in H, and hence are the Hermite polynomials. It is well known and easy to check that the kth Hermite polynomial is an eigenfunction of h with eigenvalue k. That is, h is the Bose number operator (for one degree of freedom). Fixing an inverse temperature β ∈ (0, ∞), we define σ β as
Note that Tr e −βh is finite by what we have said concerning the spectrum of h. One readily finds that [Z, h] = Z, which is the differential version of the identity
It follows that Z and Z * are eigenfunctions of the modular operator. (Note that since they are unbounded, they do not belong to the CCR algebra, and are only affiliated to its von Neumann algebra closure.) Define V 1 = Z and V 2 = Z * . Then {V 1 , V 2 } is a set of operators satisfying conditions (iii) and (iv) of Theorem 3.1 (with ω 1 = −β and ω 2 = β), but not conditions (i) and (ii), since in the infinite-dimensional case, it is in general too much to ask that the V j be trace-class. (However, since V 1 , V 2 and 1 are eigenvectors of ∆ σ with distinct eigenvalues there is a natural sense in which they are orthogonal so that a natural analog of (i) and (ii) is valid.)
In any case, we may define
where {A, B} denotes the anti-commutator AB + BA. The operator L β is in fact the generator of an ergodic QMS, as shown in [17] . These authors construct the QMS first on the infinite-dimensional analog of H A , which in this case strictly contains A, and then show that the resulting semigroup has the Feller property; i.e., it preserves A. In [17] , another detailed balance condition based on self-adjointness with respect to the KMS inner product is used. However, Theorem 2.9 and what we have said above about the modular operator shows that the semigroup also satisfies the σ β -DBC as defined here. In this sense, the example falls into our framework.
Simple computations show that for
for j = 1, 2 and all A in a dense domain of analytic vectors for L β that is discussed in [17] . We shall use this identity on this domain later to prove a sharp entropy dissipation inequality for this semigroup, as conjectured in [37, equation (9)]. Note that the corresponding formula for the Fermi Ornstein-Uhlenbeck semigroup involves cosh in place of sinh. This reflects the fact that in the Fermi case, taking the infinite temperature limit (β → 0) yields a QMS with a stationary state, while for the Bose Ornstein-Uhlenbeck semigroup, this is not the case: the β → 0 limit cannot be taken in (6.3).
The modular generator h has non-degenerate spectrum, and so the modular algebra A σ β in this case is simply the set of all operators that commute with σ β , which is the same thing as the algebra generated by the spectral projections of h. In particular, A σ β is commutative and independent of β. It is easy to see that the restriction P t of P t to A σ β corresponds, as in Theorem 4.2, to a birth-death process on N.
Riemannian metrics and gradient flow
Let P t = e tL be QMS on A that satisfies the σ-DBC for σ ∈ S + (A). In this section we define a Riemannian metric on S + that is determined by L , and for which, as we shall see, the flow given by the dual semigroup P † t , is gradient flow for the relative entropy with respect to σ. Let L be given in the standard form (3.4). Throughout this section, {V j } j∈J and {ω j } j∈J are fixed, and we assume that P t is ergodic.
Let ρ(t), t ∈ (t 0 , t 1 ), be any differentiable path in S + regarded as a convex subset of A. For each t ∈ (t 0 , t 1 ), let . ρ(t) ∈ A denote the derivative of ρ(t) in t. If ρ(t) is any differentiable path in S + defined on (−ǫ, ǫ) for some ǫ > 0 such that ρ(0) = ρ 0 , then Tr[ . ρ(0)] = 0, so that by Theorem 5.4, there is an affine subspace of H A,J consisting of elements A for which
We wish to rewrite (7.1) as an analog of the classical continuity equation for the time evolution of a probability density ρ(x, t) on R n :
In the classical case, for ρ strictly positive, any expression of the form
gives rise to (7.2) with v(x, t) = −ρ −1 (x, t)a(x, t). Conversely, given (7.2) and defining a(x, t) = −ρ(x, t)v(x, t), (7.3) is satisfied. In the quantum case, there are many different ways to multiply and divide by ρ ∈ S + . Definition 5.7 gives a one-parameter family of ways to multiply A ∈ A by ρ that is relevant here. In the next definition, we extend this to multiplication of vector fields A ∈ H A,J by ρ.
where we have used the fact that R ρ and ∆ ρ commute. We are now ready to write (7.1) in the form of a continuity equation: Pick some ω ∈ R |J | , and define V by V = −[ρ] 
The vector field A in (7.1) is not unique; however according to Theorem 5.4, the set of such vector fields is an affine space, and thus, in our finite-dimensional setting a closed convex set. It follows immediately that while the vector field V in (7.5) is not unique, the set of such vector fields is a closed affine subspace of ⊕ |J | A, and consequently there is a unique element of minimal norm in ⊕ |J | A for any Hilbertian norm on ⊕ |J | A. We now define the class of Hilbertian norms that is relevant here: 7.2. DEFINITION. For each ρ ∈ S + , and the given generator L , define an inner product ·, · L ,ρ on ⊕ |J | A by
We write V L ,ρ for the corresponding Hilbertian norm.
This norm can be viewed as a non-commutative analog of a weighted L 2 -norm for vector fields.
7.3. THEOREM. Let ρ(t) be a differentiable path in S + defined on (−ǫ, ǫ) for some ǫ > 0 such that ρ(0) = ρ 0 . Then there is a unique vector field V ∈ ⊕ |J | A of the form V = ∇U with U ∈ A , for which the non-commutative continuity equation
holds. Moreover, U can be taken to be traceless, and is then self-adjoint and uniquely determined. Furthermore, if W is any other vector field such that
Proof. In view of the discussion above, it remains to show that the unique norm-minimizing vector field V is a gradient. To see this, let A be an arbitrary divergence-free vector field,
ω A, and V ε := V + εW, so that
This means that V is orthogonal to the set of divergence-free vector fields, hence it is the gradient of some U ∈ A . By subtracting a multiple of the identity, we may take U to be traceless, and then U is uniquely determined, in view of Theorem 5.3 and the ergodicity of P t .
To show that U is self adjoint, define the operator L ρ by
A direct computation yields
Then using (5.10) of Lemma 5.8,
Now use the fact that {V j } j∈J = {V * j } j∈J and that for all j ∈ J , ∆ σ (V j ) = e −ω j V j and ∆ σ (V * j ) = e ω j V * j . It follows that (L ρ A) * = L ρ A * . Using (7.7) we write (7.6) as
follows from what we have just shown that we also have
By the uniqueness of U , U is self-adjoint.
DEFINITION.
For each ρ ∈ S + , we identify the tangent space T ρ at ρ = ρ 0 , with the set of gradients vector fields G := {∇U : U ∈ A , U = U * } through the one-to-one correspondence provided by (7.6). We define the Riemannian metric g L on S + by
where . ρ(0) and V are related by (7.6).
The metric we have just defined is C ∞ . Indeed, let A be m-dimensional and let A 1 , . . . , A m−1 be an orthonormal set of m − 1 self-adjoint traceless elements of H A . Then we can define a coordinate map u :
Note that u(τ ) = 0. Evidently u is a one-to-one map of S + onto an open bounded convex subset of R m−1 . We give S + , as usual, the corresponding differential structure. Conveniently, an atlas of just one chart covers the manifold.
Let u k (ρ) = Tr[A k ρ] by the kth coordinate function. The kth coordinate vector field is tangent to the curve t → ρ + tA k for t in the open interval in which the right hand side belongs to S + . The operator div[ρ] ω ∇ is invertible on the orthogonal complement of the identity; i.e., on the span of A 1 , . . . , A m−1 . Define the kth potential function X k (ρ) to be the unique traceless solution X of
It then follows that for the curve
. This means that the kth coordinate tangent vector field ∂/∂u k is given by
Therefore, in this coordinate system, the k, ℓ component of the metric tensor is given by for all traceless self-adjoint A ∈ A. This notation is traditional in the context of gradient flows for the 2-Wasserstein metric, and it allows us to reserve the symbol D for covariant derivatives on our Riemannian manifold.) The corresponding gradient vector field, denoted grad g L F(ρ), will be interpreted using the identification of the tangent space given in Definition 7.4: it is the unique element in
for all differentiable paths ρ(t) defined on (−ǫ, ǫ) for some ǫ > 0 with ρ(0) = ρ and . ρ(0) + div([ρ] ω ∇U ) = 0 for some self-adjoint U . Combining (7.8) and (7.9), it follows that
Since this argument holds for arbitrary paths ρ(t), Theorem 7.3 implies that this identity holds for arbitrary U . Therefore, we have proved:
7.5. THEOREM. For a differentiable function F on S + , the Riemannian gradient of F with respect to the Riemannian metric g L is given by
and the corresponding gradient flow equation (for steepest descent) is
Let P t = e tL be a QMS on A that satisfies the σ-DBC for σ ∈ S + (A). Recall that the relative entropy with respect to σ is the functional D(· σ) on S + defined by (1.1 ). An easy calculation shows that for F(ρ) = D(ρ||σ), δF δρ = log ρ − log σ .
Therefore, Theorem 5.10 and Theorem 7.5 yield:
7.6. THEOREM. Let P t = e tL be QMS on A that satisfies the σ-DBC for σ ∈ S + (A).
is gradient flow for the relative entropy D(·||σ) in the metric g ρ,L canonically associated to L through its representation in the form (3.4).
In [11] , we proved the special case of Theorem 7.6 in which P t is the infinite temperature Fermi Ornstein-Uhlenbeck semigroup, except that there we defined the metric in terms of the differential calculus associated to the skew derivations ∂ j , defined in (6.2) instead of the derivations ∂ j used here. The two metrics are in fact the same, and the alternate form of the metric in terms of the skew derivatives will be useful to us in the next section.
Therefore we explain the equivalence, using the notation introduced in section 6. Let ρ(t) be a smooth path in S + (C n ) defined on a neighborhood of 0 with ρ(0) = ρ. Suppose that
for some self-adjoint U ∈ C n . (We recall that since V j is self-adjoint in this case, ∂ † j = ∂ j , and that ω j = 0 for each j.) Then by (6.4) and the integral representation for [ρ] 0 , we can rewrite (7.11) as
The operation A → 1 0 Γ(ρ s )Aρ 1−s ds is precisely the non-commutative analog of "multiplication by ρ" that was used in [11] . Thus apart form the trivial factor of 4, the realization of the tangent space and interpretation of continuity equation in [11] is the same as it is here; the two formulation of the continuity equation are equivalent.
The same applies to the metric. With
as we have defined it here is given by
The ultimate term in (7.12) is, apart from a trivial factor of 4, precisely how the metric tensor was defined in [11] . This shows two things: First, that Theorem 7.6 is an extension, and not merely an analog, of our work in [11] . Second, it makes available to us the differential calculus based on the skew derivations when studying the geometry associated to the Fermi OrnsteinUhlenbeck semigroup. (We have explicitly discussed the infinite temperature case, but the same reasoning applies in general.) Since the skew derivations have the property of "lowering polynomial degree by one" for the eigenfunctions of L , as discussed between (6.12) and (6.13), this alternate formulation of the metric will be extremely helpful in the next section.
Geodesic convexity and relaxation to equilibrium
In this section we develop the advantages of having written the evolution equation (7.10) as gradient flow for the relative entropy. We draw on work of Otto and Westdickenberg [56] and Daneri and Savaré [19] . Both pairs of authors were primarily interested in infinitedimensional problems concerning metrics on spaces of probability densities, but several of their results are new and interesting in finite dimension. The approach of Otto and Westdickenberg is thoroughly developed in the finite-dimensional setting in Section 2 of [19] . We briefly summarize what we need.
Let (M, g) be any smooth, finite-dimensional Riemannian manifold. For x, y in M, the Riemannian distance d g (x, y) between x and y is given by minimizing an action integral of paths γ : [0, 1] → M running from x to y:
(If the infimum is achieved, any minimizer γ will be a geodesic.) If F is a smooth function on M, let grad g F denote its Riemannian gradient. Consider the semigroup S t of transformations on M given by solvingγ(t) = −grad g F (γ(t)); we assume for now that nice global solutions exist. The semigroup S t , t ≥ 0, is gradient flow for F .
For λ ∈ R, the function F is λ-convex in case whenever γ : [0, 1] → M is a distance minimizing geodesic, then for all s ∈ (0, 1),
It is a standard result that whenever F is λ-convex, the gradient flow for F is λ-contracting in the sense that for all x, y ∈ M and t > 0,
Otto and Westdickenberg [56] developed an approach to geodesic convexity that takes (8.1) as its starting point. Let {γ(s)} s∈[0,1] be any smooth path in M with γ(0) = x and γ(1) = y. They use the gradient flow transformation S t to define a one-parameter family of paths γ t : [0, 1] → M, t ≥ 0 defined by
Since γ t is admissible for the variational problem that defines d g (S t (x), S t (y)), it is immediate that for each t ≥ 0,
In the present smooth setting it is shown in [19, (2.8) -(2.11)] that if for all smooth curves
for all s ∈ (0, 1), then F is geodesically λ-convex. To see the connection between (8.3) and the contraction property, suppose that x and y are connected by a minimal geodesic γ so that
ds .
(If x and y are sufficiently close, this is the case.) Then (8.2) and (8.3) combine to yield
and then, provided that S t (x) and S t (y) continue to be connected by a minimal geodesic for all t, the semigroup property of S t yields the exponential λ-contractivity of the flow:
The local argument in [19] proves the geodesic λ-convexity of F when (8.3) is valid for all smooth paths in M, and thus leads to (8.4) without any assumptions of geodesic completeness. When (8.3) is valid for some λ > 0, and hence also (8.4) for the same λ, F has at most one fixed point x 0 in M, which is necessarily a strict minimizer of F on M. We may normalize F (x 0 ) = 0, and then under the geodesic λ-convexity of F , is it well known that for all x,
which gives us another way to measure the rate of convergence to the fixed point under the flow S t . There is also a more direct route from (8.3) to (8.5) . If γ(t) is given by the gradient flow of F through γ(t) = S t (x), then
Define the energy function E associated to F by
Then (8.3) applied with γ t (s) = S s+t (x) together with the semigroup property yields
Hence (8.3) not only leads to the contractivity property (8.4), but also to the exponential convergence estimates
Moreover, combining (8.8) with (8.6) and (8.7), we obtain the inequality
In our setting, when F is a relative entropy function, (8.9) will be a generalized logarithmic Sobolev inequality.
The relations between (8.4) and the bounds in (8.8) and geodesic convexity of F have all been discussed by Otto [54] as the basis of his approach to quantitative estimates on the rates of relaxation for solutions of the porous medium equation.
Thus, to prove geodesic convexity of F , and hence (8.4) and (8.8), it suffices to prove (8.3). This first derivative estimate can provide a much easier route to a proof of λ-convexity of F than direct calculation of the Hessian of F followed by an estimate of its least eigenvalue. The point of view of Otto and Westdickenberg is that this approach can be especially fruitful in an infinite-dimensional setting (such as that of [54] ) given all the regularity issues to go along with computing the Hessian of F . In the remainder of this section, we shall show that it is also quite fruitful in our finite-dimensional setting. Related work in the commutative setting can be found in [22, 23, 27, 44, 46, 48] . For the difficulties relating to direct computation and analysis of the Hessian even for the Fermi Ornstein-Uhlenbeck semigroup, see our previous paper [11] .
8.1. Geodesic convexity using intertwining relations. For the rest of this section, let σ ∈ S + , and fix P t = e tL , an ergodic QMS that satisfies the σ-DBC. Let L be given in the standard form (3.4), so that the data specifying L are the sets {V j } j∈J and {ω j } j∈J . Let ∇ : H A → H A,J and div : H A,J → H A be the associated non-commutative gradient and divergence (as opposed to the associated Riemannian gradient and divergence).
Let ρ : [0, 1] → S + be a smooth path in S + , and define the one-parameter family of paths,
By what has been explained above, it we can prove that
for all smooth ρ : [0, 1] → M and all s ∈ (0, 1), we will have proved the geodesic convexity of the relative entropy functional, and consequently, we shall have proved
We now present a simple sufficient condition for (8.10) that we shall be able to verify in a number of interesting examples. 8.1. DEFINITION. A semigroup P t on H A,J intertwines with a semigroup P t on H A in case for all t > 0, and all A ∈ H A ,
By duality, the intertwining relation ∇ • P t = P t • ∇ implies the identity
We will be particularly interested in cases in which for some λ ∈ R,
8.2. Remark. A classical example is provided by the Mehler formula for the classical Ornstein-Uhlenbeck semigroup, which was first studied by Mehler in 1866. For β > 0, let γ β (x) = (β/2π) n/2 e −β|x| 2 /2 be the centered Gaussian density on R n with zero mean and variance n/β. For t > 0 and bounded continuous functions f on R n , define P t f by
Then P t is a classical Markov semigroup; namely the Mehler or Ornstein-Uhlenbeck semigroup. The dual semigroup P † t acting on probability densities ρ on R n is defined by
A change of variables yields the dual Mehler formula:
A Taylor expansion in (8.13) and then integration by parts show that f (x, t) := P t f (x) and ρ(x, t) :
It is immediate from (8.13) that
where P t (v 1 , . . . v n )(x) = e −t (P t v 1 (x), . . . , P t v n (x)). We shall see below that an identity similar to (8.14) is readily proved for the Fermi and Bose Ornstein-Uhlenbeck semigroup.
Using (8.14), which is a direct analog of (8.11) and (8.12), Ledoux [43, p. 447] gave a very simple proof of the optimal logarithmic Sobolev inequality for the classical OrnsteinUhlenbeck semigroup. A key element in his proof is the joint convexity of (a, r) → |a| 2 /r on R n × (0, ∞), for which we will need a suitable non-commutative analogue.
The latter is provided by a well-known convexity inequality for matrices, which asserts that, for all ω ∈ R, the mapping
is jointly convex on S + × A; see [35, 36] . Note that if ρ and A are scalars, the right-hand side reduces to A 2 /ρ. The non-commutative convexity result ultimately derives from Lieb's concavity Theorem [40] . Since P † t is completely positive, it follows from (8.15) that
There is a well-developed theory of monotone metrics beginning with work of Chentsov and Morozova [51] for classical Markov processes and its non-commutative extension initiated by Petz [61] , and further developed in [39, 33, 59, 34, 69] . Other results from this theory will be useful in further developments. Now consider any smooth path ρ : [0, 1] → S + , and for each s ∈ (0, 1) write
where A(s) is the solution of
ω A L ,ρ so that, by the definitions in Section 7,
Set ρ t (s) := P † t ρ(s), and suppose that the semigroup P t defined by (8.12) intertwines with P t . It follows that
Consequently, by (8.12) and (8.16),
, which clearly implies (8.10). Altogether we have proved:
8.3. THEOREM. Let σ ∈ S + , and let P t = e tL be an ergodic QMS that satisfies the σ-DBC. Let ∇ and div denote the associated non-commutative gradient and divergence. Suppose that for some λ > 0, the semigroup P t defined by (8.12) intertwines with P t . Then the relative entropy with respect to σ is geodesically λ-convex on S + for the Riemannian metric (g L ,ρ ) ρ . Moreover, the exponential convergence estimate
holds, as well as the generalized logarithmic Sobolev inequality
While it is a problem of ongoing research to extend Theorem 8.3 to the infinite dimensional setting, the part of it concerning entropy and entropy production inequalities is relatively robust, as it relies most essentially on Lieb's convexity result, while the part of it concerning geodesic convexity is more involved and requires more work to generalize. Therefore, with regard to the infinite dimensional Bose-Ornstein-Uhlenbeck semigroup, we are not presently in a positions to make any statements about geodesic convexity of the entropy, but the situation is much better concerning entropy and entropy production.
Let D[ρ] = τ − L † (ρ) log ρ − log σ be the entropy dissipation functional, which is minus the derivative of D(P † t ρ||σ) at t = 0. By Theorem 5.10,
The entropy dissipation functional D[ρ] is then given by
Now replace ρ by ρ(t) := P † t ρ and let us assume that ρ is in the domain of L † , a trivial assumption in the finite dimensional case. Then
and assuming that P t defined by (8.12) intertwines with P t , we have that
. Therefore, by the convexity argument used in the proof of Theorem 8.3
By a standard argument, the generalized log-Sobolev inequality (8.17) follows immediately for ρ in the domain of L † . In summary, if one is interested more in entropy dissipation inequalities than the geodesic convexity of the entropy Theorem 5.10 together with an intertwining relation allows one to bypass the Riemannian structure. This fact also underlines the utility of writing the evolution equation as gradient flow for the entropy, which is essential for the argument.
In the rest of this section we explain how intertwining formulas may be proved. We consider two examples, already introduced, namely the Bose and Fermi Ornstein-Uhlenbeck semigroups. In the Fermi case, we are within the scope of the finite dimensional picture developed here, and we will be able to prove the geodesic convexity of the relative entropy. In the Bose case, we are in an infinite dimensional setting, and work remains to be done to rigorously prove the geodesic convexity in this case. However, by what has been explained in the preceding paragraphs, we shall obtain a rigorously valid generalized logarithmic Sobolev inequality.
8.2.
Intertwining via commutation formulas. For both the Fermi and Bose OrnsteinUhlenbeck semigroups P t , there is a Mehler type formula for P t from which the intertwining can be readily checked. In the Fermi case, this can be found in formulas (4.1) and (4.2) of [10] , and the formula in the Bose case is a simple adaptation of this.
Fortunately however, it is not necessary to find an explicit formula for the action of the semigroup P t to prove the intertwining identity and (8.12). In case where such identities are true, they can often be readily checked using the form of the generator L .
LEMMA. Suppose that for some numbers
for each j ∈ J . Then defining P t on H A,J by
we have the intertwining relation ∂ j P t = P t ∂ j on A.
Proof. Let A ∈ A and define A(t) = ∂ j P t A. Then A(0) = ∂ j A and
It follows that t → e ta j A(t) is the unique solution of
which is of course P t ∂ j A. Therefore, ∂ j P t A = e −ta j P t ∂ j A.
8.5. THEOREM. Let P t be the Bose Ornstein-Uhlenbeck semigroup with generator L β given in (6.17) , and let σ β be its invariant state. Then for all ρ ∈ S + ,
Proof. Using (6.18), we may apply Lemma 8.4, and then the remarks following Theorem 8.3. (Note that for all t > 0, P † t is in the domain of L † so that the generalized log-Sobolev inequality is valid.)
Results in [37, Appendix D] show that the constant 2 sinh(β/2) in Theorem 8.5 cannot be improved.
We may make a similar application of Lemma 8.4, and then Theorem 8.3 itself to the Fermi Ornstein-Uhlenbeck semigroup. However, in this case, it is not the differential structure in terms of the derivations ∂ j for which we have (8.18) , but the skew derivations ∂ j and ∂ j . This was proved in (6.13) and (6.14). However, the metric can be written in terms of ∂ j and ∂ j just as well, bringing in the principle automorphism Γ, and indeed, this is how the metric was written in [11] . This permits us to argue as above in the Bose case, and we conclude: 8.6. THEOREM. For β ≥ 0, let P t be the Fermi Ornstein-Uhlenbeck semigroup with generator L β given in (6.8), and let σ β be its invariant state. Then for all ρ ∈ S + ,
where λ β = min{cosh(βe j /2) : j = 1, . . . , m}. Moreover, the realtive entropy functional ρ → D(ρ||σ β ) is geodesically λ β convex in the Riemannain metric associated to L β .
Talagrand type inequalities.
Our final results in this section extend a result from outr earlier paper [11] to the present more generla setting. The proof is step-for-step the one from our previous paper, with only minor modifications, and we shall thereofre be brief. However, it is worth recording the more general result since this subject has recently attracted the attention of other researchers [42, 62] . The connection between logarithmic Sobolev inequalities and transport inequalities of Talagrand type [68] was originally discovered and developed by Otto and Villani [55] . The fact that a Talgrand type inequlaity holds for our transport metric is further evidence that it is indeed a bona-fide transport metric.
THEOREM (Talagrand type inequality).
Let L be the generator of an ergodic QMS that satisifes the σ-DBC with respect to σ ∈ S + . Suppose that the generalized logarithmic Sobolev inequality (8.17) is valid for some λ > 0. Let d(ρ 1 , ρ 2 ) denote the Riemannain distance on S + associated to L . For all ρ ∈ S + ,
Proof. Given ρ ∈ S + , define ρ(t) = P t ρ for t ∈ (0, ∞). Since lim t→∞ ρ(t) = σ, it follows that
Since the evolution described by t → P † t ρ is gradient flow for the relative entropy, g ρ(t) (ρ(t),ρ(t)) = − d dt D(ρ(t)||σ) so that for any 0 ≤ t 1 < t 2 < ∞,
Fix any ǫ > 0. Define the sequence of times {t k }, k ∈ N,
(Since t → D(ρ(t)||σ) is strictly decreasing, t k is well defined.) Since D(ρ(t)||σ) ≤ e −2λt D(ρ||σ), for each k,
Then by (8.20) , with this choice of {t k },
we obtain the desired bound.
Appendix A. Proof of Theorem 3.1
In this appendix we present a simple and self-contained proof of Theorem 3.1. The starting point is an isometry that is crucial to the characterization of quantum Markov semigroup generators given by Gorini, Kossakowski and Sudarshan [30] :
For any finite dimensional Hilbert space H, let C 2 (H) denote the linear operators from H to H equipped with the normalized Hilbert-Schmidt inner product A, B C 2 (H) = (dim(H)) −1 Tr[A * B] so that 1 H = 1. As above, we use † for the Hermitian adjoint in C 2 (H). A special case deserves a special notation: let H n denote the n×n complex matrices M n (C) equipped with this same normalized Hilbert-Schmidt inner product.
A particular orthonormal basis in H n plays a distinguished role in what follows: For 1 ≤ i, j ≤ n, let E i,j denote the n × n matrix whose i, j entry is 1, and whose other entries are all 0. If {e 1 , . . . , e n } is the standard basis of C n , then E i,j is the rank one operator that is written as |e i e j | in a standard quantum mechanical notation introduced before. In this notation, one has
(A.1)
It follows that 1 n n i,j=1
is a rank one projection in C n ⊗ C n , and, in particular, is positive. This observation is due to Choi, and some of the simple but fundamental conclusions he drew from it are related below. More immediately, {E i,j } 1≤i,j≤n is an orthonormal basis of H n called the matrix unit basis.
There is a natural identification of C 2 (H n ) with H n ⊗ H n that takes advantage of the multiplication on H n : For A, B ∈ H n , define the operator #(A ⊗ B) :
for all X ∈ H n . It follows that the adjoint of #(A ⊗ B) as an operator on H n is given by
The left-hand side of (A.3) involves the trace for operators on H n , whereas the right-hand side involves the trace for operators on C n .
A.1. LEMMA. Let {F α } and {G β } be two orthonormal bases of H n , so that
Proof of Lemma A.1. We may compute the trace on H n using any orthonormal basis, and using the matrix unit orthonormal basis {E i,j } 1≤i,j≤n , we have for all α, β and µ, ν,
Consider any linear transformation K on M n (C), and hence on H n . Let {F β } be any orthonormal basis of H n . Then {F * α } is also an orthonormal basis of H n , and by Lemma A.1, {#(F * α ⊗ F β )} is an orthonormal basis of C 2 (H n ). Thus K has the expansion
or, what is the same,
where the coefficients c α,β are given by
This orthonormal expansion is fundamental to the work of Gorini, Kossakowski and Sudarshan on the structure of generators of quantum Markov semigroups.
A.2. DEFINITION. The n 2 × n 2 matrix c α,β with entries given by (A.6) is called the GKS matrix for the operator K with respect to the orthonormal basis {F α }. When we wish to emphasize the dependence on K , we write c α,β (K ).
A.3. Remark. Let A, B ∈ M n (C) and consider the case K = #(A⊗ B). By the isometry proved in Lemma A.1, the GKS matrix of K is given by
In particular, the identity transformation on M n (C) results from the choice A = B = 1, and so the GKS matrix of the identity transformation is the rank-one matrix
This formula will be useful later on.
The following lemma is from [30] ; for the convenience of the reader we give a short proof.
A.4. LEMMA. Let K be a linear operator on M n (C), and let {F α } be an orthonormal basis of M n (C). Then the GKS matrix of K with respect to {F α } is self-adjoint if and only if (K A) * = K A * for all A ∈ M n (C).
Proof. Write K as in (A.4) and define K (A) := (K A * ) * . Then
By the uniqueness of the expansion (A.4),K = K if and only if c α,β = c β,α for all α, β.
The GKS matrix of a linear transformation K from M n (C) to M n (C) is closely related to the Choi matrix of K . Let {E i,j } 1≤i,j≤n be matrix unit basis of H n . The Choi matrix of K is the element of M n 2 (C)
viewed as the n × n block matrix with entries in M n (C) whose i, j entry is K (E i,j ).
If we now identify C n ⊗C n with M n (C) by identifying v ⊗w with
The identity provided by the following lemma was pointed out in [57] , and used there to simplify part of the proof [30] of their theorem on the structure of generators of quantum Markov semigroups on M n (C).
A.5. LEMMA. Let K be a linear operator on M n (C), and let C(K ) be defined by (A.8). Identify C n ⊗ C n with M n (C) by identifying v ⊗ w with n i,j=1 v i w j E i,j , so that C(K ) is identified with an operator on H n . Then for all F, G ∈ H n ,
Proof. By direct computation,
A fundamental theorem of Choi [14] says that a linear transformation K on M n (C) is completely positive if and only if its Choi matrix C(K ) is positive as an operator on H n . Indeed, in the notation of (A.2)
Hence, when K is completely positive, C(K ) is positive. The converse is also true: Choi used an elementary spectral decomposition [14] to show that when C(K ) is positive, then K is completely positive.
A.6. Remark. The identity (A.9) shows that if {F α } is any orthonormal basis of H n , then the GKS matrix of K with respect to this basis is positive if and only if K is completely positive. In other words, the GKS representation (A.5) of a linear operator K on M n (C) is well-suited to the question of whether K is completely positive or not.
Going forward, it will be convenient to assume that our orthonormal bases {F α } of H n are indexed by α ∈ {1, . . . , n} × {1, . . . , n}, and we write α = (α 1 , α 2 ). For such bases, we make the following definition:
Let {F α } be any orthonormal basis of H n such that F (1,1) = 1. Let c α,β be the GKS matrix for L with respect to {F α }. The (n 2 − 1) × (n 2 − 1) matrix with entries c α,β where α and β range over the set {(i, j) : 1 ≤ i, j ≤ n and (i, j) = (1, 1)} is called the reduced GKS matrix of L for the basis {F α }.
The following lemma is due to Parravinci and Zecca [57] :
A.8. LEMMA. Let L be a linear operator on M n (C), and let P t = e tL . Let {F α } be an orthonormal basis for H n with F (1,1) = 1. Let c α,β be the GKS matrix of L with respect to {F α }. Then P t is completely positive for all t ≥ 0 if and only if the reduced GKS matrix of L is positive.
Proof. Suppose that P t is completely positive for each t > 0. By (A.7), the GKS matrix of the identity transformation is c α,β (I) = δ α,(1,1) δ β, (1, 1) .
(A.10)
In particular, the reduced GKS matrix of the identity is zero. Then since
it follows that the reduced GKS matrix of t −1 (P t − I) coincides with the reduced GKS matrix of t −1 P t , and by Remark A.6 this is positive. Taking the limit t → 0, we conclude that the reduced GKS matrix of L is positive. Conversely, suppose that the reduced GKS matrix of L is positive. For small t > 0,
By (A.10), this is positive for all sufficiently small t. By Remark A.6, P t is completely positive for all sufficiently small t > 0. Then by the semigroup property, P t is completely positive for all t > 0.
We now temporarily put aside complete positivity, and consider a linear transformation L on M n (C) such that L preserves self-adjointness, and such that L 1 = 0.
where H is the traceless self-adjoint matrix given by
Notice that only the reduced GKS matrix figures in the second term on the right in (A.11).
Proof of Theorem A.9. Let c α,β be the GKS matrix for L with respect to {F α } where F (1,1) = 1. Then by Lemma A.4, c α,β is a self-adjoint matrix. By (A.5), for all A ∈ M n (C),
c α,β F * α F β , and thus, for all A ∈ M n (C), where the ω α are defined in (3.1). In particular, c commutes with the diagonal matrix [δ α,β e ωβ ], so that the eigenspaces of the latter are eigenspaces of c.
A.11. Remark. The conditions (A.14) and (A.15) are independent of s. Furthermore, (A.14) implies that
Therefore with an ordering of the indices α so that α ≥ β ⇐⇒ ω α ≥ ω β , the matrix [c α,β ] is block-diagonal.
Proof of Theorem A.10. Since L is the generator of a quantum Markov semigroup, L preserves self-adjointness and L 1 = 0. Thus, for any orthonormal basis {F α } of H n such that F (1,1) = 1, Theorem A.9 applies. We now fix such a basis and focus on the additional consequences of self-adjointness with respect to ·, · s . By Lemma 2.5, L commutes with the modular group, and this means that for all A,
In terms of the GKS expansion for L , and making use of (3.2),
Now (A.14) follows from the uniqueness of the coefficients. To prove (A.15), note that for any A, B,
Using Lemma A.4 we conclude that By the uniqueness of the coefficients, it follows that e −sωα c α,β e sω β = e −ωα c β ′ ,α ′ for all α, β. However, by (A.14), c commutes with the sth power of [δ α,β e ωα ], and thus e −sωα c α,β e sω β = c α,β . This proves (A.15).
Proof of Theorem 3.1. By assumption P t has an extension P t from A to a QMS on all of M n (C). It suffices to treat P t , and to simplify the notation we assume the extension is done and P t is a QMS on M n (C). Let {F α } be a modular basis for σ, and consider the GKS expansion Again since U γ,α = 0 unless ω γ = ω α , (3.2) implies that for all γ and all t, σ t V γ σ −t = e −tωγ V γ (A.24)
Letting J = {(k, ℓ) : 1 ≤ k, ℓ, ≤ n and (k, ℓ) = (1, 1) }, we see that under the hypotheses of the theorem, L must have the form (3.3), and (3.5) is the differential statement of (A.23). The final step is to absorb the c j 's nto the V j 's: Since c j ≥ 0 for each j, we can absorb these by by making the replacement V j → √ c j V j . This proves that the generator L of a QMS satisfying the σ-DBC has the from specified in Theorem 3.1.
For the converse, if L has the specified form, one restores the c j 's by normalizing the V j 's, and then writes L in its GKS form for this orthonormal basis (after including 1 and any V j 's with c j = 0). The reduced GKS matrix of L is unchanged as the argument starting from (A.13) shows. Thus, by Remark A.6, L generates a completely positive semigroup P t , and evidently L 1 = 0, so that P t is a QMS. The σ-DBC is then readily checked (using the fact that the V j are eigenvectors of ∆ σ ).
A.12. Remark. It is easy to check the existence of an extension of P t from A to M n (C) in many relevant cases; e.g., when A is a Clifford algebra with an odd number of generators. One might hope that there is a general extension using the conditional expectation.
Recall that for any unital C * -subalgebra A of M n (C), there is the conditional expectation E A which is the orthogonal projection in H Mn(C) onto H A [71] . This may be written as an average over the unitaries in the commutant of A [9, 70] ; the connected component of this group U that contains the identity is a Lie subgroup of SU (n), on which there exists a normalized Haar measure µ, and then for all X ∈ M n (C), E A X = U U * XU dµ(U ).
Evidently, E A is a completely positive map with E A 1 = 1. That is, E A is a quantum Markov operator. If K is a linear transformation on A, define a linear transformation K on M n (C) by K = K • E A . Note that when a linear operator P on A is completely positive, so is P, and the restriction of P to A is simply P. Moreover, if L 1 and L 2 are two linear transformations of A, then L 2 L 1 = L 2 L 1 . In this way we can "lift" any QMS P t on A up to a one-parameter family of Markov operators P t on M n (C) such that for all s, t ≥ 0, P t P s = P t+s . This construction fails to yield a semigroup only because lim t→0 P t = E A and not lim t→0 P t = I A . However, if P t = e tL , then lim
L is evidently a self-adjointness preserving linear transformation from M n (C) to M n (C), and L 1 = 0. If P t satisfies the σ-DBC for σ ∈ S + (A), then for all A, B ∈ M n (C),
where we have used the fact that since σ ∈ A, E A (σB * ) = σE A B * . It follows that for each t ≥ 0, P t is self-adjoint with respect to the σ-GNS inner product on M n (C). Consequently, the same is true of L . Therefore, the proof of Theorem 3.1 given just above shows that L has the form specified in Theorem 3.1 except that some c j 's might be negative: Applicability of Lemma A.8 requires that lim t→0 P t = I Mn(C) .
Appendix B. Note on KMS-symmetry
We give a construction of a class of operators K that satisfy (K A) * = K A * for all A and that are self-adjoint with respect to the σ-KMS inner product ·, · 1/2 for some σ ∈ S + , but which do not commute with ∆ σ , and consequently are not self-adjoint with respect to the σ-GNS inner product. An operator K on M n (C) that is self-adjoint with respect to ·, · 1/2 for some σ ∈ S + is called KMS-symmetric. for all A, B ∈ M n (C). Thus, K is the adjoint of K with respect to the σ-KMS inner product, and K K is a completely positive operator on M n (C) such that K K (1) = 1 and ( K K ) † σ = σ. Define a quantum Markov semigroup P t by
Evidently P t is KMS-symmetric for each t > 0 since K K is KMS-symmetric. Furthermore, P t commutes with ∆ σ for each t > 0 if and only if K K commutes with ∆ σ . We will show that the latter is not generally the case. To construct counterexamples, consider n = 2; the construction that follows is readily generalized. Let {u 1 , u 2 } be an orthonormal basis in C 2 and let {v 1 , v 2 } be a set of two linearly independent unit vectors in C 2 that are not orthogonal. Define the rank-one operators K 1 and K 2 by K j = |v j u j |, j = 1, 2. Evidently, K * 1 K 1 + K * 2 K 2 = 1, and we define K A = K * 1 AK 1 + K * 2 AK 2 so that K 1 = 1. Then the range of K † is spanned by Consequently, the null space of K is 2-dimensional as well, and same holds for the null space of K K , since K is the σ-KMS dual of K . By ergodicity, it is the only eigenspace of K K with this property.
