Abstract-We present an adaptive cross-product algorithm for tracking the direction to a moving source using an electromagnetic vector sensor and analyze its performance. We then propose a multiple forgetting factor variant of the same algorithm, which has self-tuning capability. Numerical examples are included.
I. INTRODUCTION
In this correspondence, we develop adaptive cross-product algorithms for tracking the direction to an electromagnetic (EM) source. These algorithms use measurements from an EM vector sensor (a device measuring the complete six components of an EM field at a single point). They extend the original method for stationary sources in [1] and [2] . Comparison of the method with a conventional array processing is a subject of [3] .
Inspired by the Poynting theorem, the method in [1] and [2] forms the cross-product of the electric field vector with the complex conjugate of the magnetic field vector and averages it over time. The vector result is normalized to have unit length, yielding the estimate of the unit vector in the source direction. The resulting cross-product algorithm has no scalar-sensor counterpart. Its principal advantages and capabilities are the following:
• very low computational complexity since no cost function minimization is needed; • ability to easily and equally work with sources of various types, such as wideband or narrowband signals, polarized or unpolarized. The ability to work with wideband sources with low computational complexity occurs because the steering vector is not a function of the frequency. Other advantages that are inherited by the properties of the vector sensor are as follows.
• Only one EM vector sensor is needed to track the source in three-dimensional (3-D) space while occupying very little space.
• There is no need for sensor location calibration and time synchronization among different components since no time delays are used.
• There is isotropic response. The correspondence is organized as follows. In Section II, we introduce and analyze the simplest form of the adaptive cross-product algorithm in which a forgetting factor is used to discount old data measurements in the averaging. For its performance analysis, a most difficult tracking scenario is considered where the signal angle of arrival has independent random Gaussian distributed increments. In Section III, we present another version of the algorithm that is of the multiple forgetting factor (MFF) type. It is fully adaptive in the sense that it has a nearly optimum performance in scenarios with unknown or time-varying signal-to-noise ratio (SNR) and rate of changes of the angle of the wave arrival. In Section IV, we illustrate the performance of the proposed algorithms via numerical examples. Section V summarizes our conclusions.
II. ADAPTIVE CROSS-PRODUCT ALGORITHM
The cross-product algorithm for estimating the direction to a farfield source is based on the fact that in an electromagnetic plane wave, the instantaneous vectors of the electric and magnetic fields and the direction vector of wave propagation are mutually orthogonal. Thus, if the former two vectors are measured by a six-component vector sensor, the direction of the wave can be found by computing the cross product of these vectors.
Since, in general, the measurements are noisy and the signal is nonstationary, we propose to estimate the instantaneous vector of direction of the wave as a weighted average of the sequence of the individual cross products using an exponential window with a forgetting factor 
u u uN =ŝ s sN=jjŝ s sNjj:
In (1), y y y E (t) is the 3-D electric field measurement and y y y H (t) the complex conjugate of the 3-D magnetic field measurement in phasor (complex envelope) form.
Let e e eE(t) and e e eH(t) be errors (additive noise) that enter the measurements of the electric and magnetic fields y y y E (t) and y y y H ( We now use the above result to compute an optimal value of the forgetting factor. If the remainder term in (6) 
The Taylor series expansion of (8) gives
This optimal choice of is a tradeoff between system responsiveness and noise sensitivity. The source position fluctuates with amplitude that increases with n ; therefore, when 2 n is large, we expect a smaller forgetting factor to yield better performance. A smaller forgetting factor lets old data samples be "forgotten" more quickly. However, as with other tracking systems, a responsive system is generally more susceptible to measurement noise since time averages are generally short, whereas a noise tolerant system is not able to follow rapid movement of the source. Hence, a tradeoff between these conflicting performance measures is needed and is solved by 0 :
III. MULTIPLE FORGETTING FACTOR ALGORITHM
The performance of the tracking algorithm in (1)- (2) depends on the forgetting factor : Achieving an optimum performance of the algorithms is possible only if time dynamic properties of the system are known. If this a priori information is missing, we suggest the use of the multiple forgetting factor technique proposed by Uosaki et al. [5] . This technique consists of combining a number M (usually M = 3) estimates obtained by multiple applications of the same algorithm in parallel with constant but different forgetting factors. 
In (12), W is the integer part of the median of 1=(1 0 i); i = 1;111;M: In the general technique proposed in [5] , the termŷ (i) t01 in (14) and (16) is replaced by a more general one-step-ahead prediction of y t based on the data fy k ; k < tg:
An advantage of the MFF technique is that it does not require that the choice of be taken care of as in the original algorithm, i.e., this modified algorithm has a self tuning ability. On the other hand, it has a higher computational complexity.
IV. SIMULATIONS

Example 1-Tracking Randomly Moving Source:
We generated a sequence of unit vectors fu u u t g 500 t=1 recursively using (5) V. CONCLUDING REMARKS We analyzed the performance of the cross-product algorithm with a forgetting factor for tracking the direction to a moving source and computed an asymptotic expression of its variance of angular estimation error. This expression was used to find the optimal forgetting factor that minimizes the error variance as a function of the source dynamics and sensor noise variances. The main advantage of this algorithm is in its computational efficiency. We then presented a more complex algorithm containing multiple forgetting factors, which has has a self tuning ability. This property is useful when no a priori knowledge of the source dynamics is available but requires more computations then the single cross-product algorithm. Note that both of the algorithms can be combined with a Kalman filter to improve their tracking properties in scenarios where the movement of the source is subject to a persistent drift in some direction; see [4] and [6] . We presented numerical examples demonstrating the performance of the algorithms in different scenarios.
APPENDIX ANALYSIS OF THE TRAACKING ALGORITHM
Recall that [2] z z zt =Refy y y E (t) 2 y y y H (t)g =z z z t + z z z t = 2 s u u u t + z z z t ; t= 0; 1;111;N: (17) It is shown that fz z z t g is a sequence of pairwise independent zeromean random vectors. Note that the signal variance 2 s may also depend on time, but in our first-order approximation, this will not affect the analysis. Further, it is assumed that the signal envelope s(t) is statistically independent of e e eE(t) and e e eH(t) and has finite fourth-order moments.
The covariance matrix of z z zt is computed on the bottom of [2, p. 396 ]. This matrix depends on t through the instantaneous signal parameters, in particular, the vector u u u t as well as the electromagnetic wave polarization. In this correspondence, we only need the following expression, which is independent of these parameters; see [2, p. 
For use in the later analysis, we shall derive an approximate expression for the trace of the covariance matrix of1u u u t : Using the Taylor series expansion of (5) 
where O UB (jjn n n t jj 2 ) stands for a remainder that is uniformly bounded in norm by a constant times jjn n n t jj 2 both for all jjn n n t jj 1/2 and for all jjn n ntjj > 1/2 (see [ 
where we assume thatŝ s s t in (1) is an estimate of the quantity z z z t in (17) and put 
Then, using (2), (17), and a series expansion similar to those in (5) and (21) 
Using (26), (27), and the fact that the absolute value of ' t is bounded by a constant (equal to ), we get 
Substituting (38), (36) and (19) into (30), we obtain (6).
I. INTRODUCTION
The use of antenna arrays in a communication system can theoretically improve performance in terms of capacity. Particularly, a multielement antenna receiver at the basestation of a cellular communication system is able to compensate signal degradations in the mobile-to-base link caused by co-channel interference, which is known to be the most important factor limiting the number of users that a system can handle. The traditional beamforming approach requires the knowledge of a "look" direction (the direction of arrival of the signal of interest) or the waveform of the signal of interest itself, which is obviously not available in the cellular environment. Several alternative solutions have been proposed in the past to solve the problem. The application of high-resolution array processing methods is not possible due to the extremely high number of wavefronts impinging over the array; the model is not identifiable. The application of subspace methods was proposed in [7] , where the propagation model was considerably simplified assuming a local scattering mechanism. Blind adaptive beamforming methods appear to be more successful because no knowledge about array configuration, look direction, or desired signal is required. The most popular approach to blind beamforming is the constant modulus algorithm (CMA) array [10] . The CMA method, if basically very simple to implement, appeared to suffer from two main disadvantages: misconvergence and slow adaptation rate. Here, we propose the use of cyclic cumulants [4] to determine the set of weights that extracts the signals of interest. The method is based on the same idea introduced in [1] and [2] , where the superexponential approach [3] was generalized to the multivariate model. We describe the application of the method to the space-only case in presence of cyclostationary sources and present a multistage implementation based on the architecture of [11] . This correspondence is organized as follows. In Section II, we derive the discrete time model for the communication system under analysis; in Section III, we describe the beamforming architecture, whereas the basic separating criterion to extract one of the signals is justified in Section IV. In Section V, a fully adaptive implementation is proposed, whereas in Section VI, the results of some simulations for AMPS [18] , which is the current analog cellular system, are shown.
II. SYSTEM MODEL
We assume U mobile transmitters communicating with a basestation with a K-element antenna with U K: The structure of the antenna is assumed to be a straight line with evenly spaced elements, d is the distance between adjacent antenna elements, and is the wavelength of the signal. The complex baseband modulated signal transmitted by the lth transmitter is x l (t 0 ): We use the notation s(t 0 ) to denote a continuous time waveform, whereas we will denote s(t) as the discrete-time signal obtained by sampling at equispaced instants. Due to RF multipath propagation (we will consider only the short-term fading which obeys a Rayleigh distribution), the signal received at the kth sensor of the array can be modeled as r k (t 0 ) = 6 If the sources can be considered narrowband, then a k ( l;m ) = e 0j(n01)2(d=) sin : It is important to observe that the application of the algorithm described in the following is not limited to this array configuration (the uniform linear array case). Sampling at
