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Resumo
Neste trabalho, estudamos a propriedade de grandes desvios de extremos de uma
sequeˆncia de varia´veis aleato´rias independentes e identicamente distribu´ıdas, apropria-
damente normalizados e convergindo fracamente para uma distribuic¸a˜o limite extremal.
Apresentamos, em detalhes, os resultados de Feng e Chen [12] que, baseados no caso
cla´ssico de extremos sob normalizac¸a˜o linear, estabeleceram condic¸o˜es necessa´rias e
suficientes para grandes desvios de extremos sob normalizac¸a˜o poteˆncia.




In this work, we study large deviations of extremes of independent and identically
distributed random variables, appropriately normalized and converging weakly to an
extreme limit distribution. We present, in detail, the results of Feng and Chen [12]
which, based on the classical case of extremes under linear normalization, presented
necessary and sufficient conditions for large deviations of extremes under power nor-
malization.
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Lista de S´ımbolos
i.e. : Isto e´.
f.d. : Func¸a˜o de distribuic¸a˜o
v.a. : Varia´vel aleato´ria.
i.i.d. : independente e identicamente distribu´ıdas.
A∞ :
{
{an}; an ∈ A e n = 1, 2, · · ·
}
.
F← : inf{x;F (x) ≥ t}.










f(x) = O(g(x)) quando x→ a : lim supx→a
∣∣∣f(x)g(x) ∣∣∣ <∞.
n(t) : Func¸a˜o de densidade da distribuic¸a˜o normal padra˜o.
N(t) : Func¸a˜o de distribuic¸a˜o da distribuic¸a˜o normal padra˜o.
r(F ) : sup{x;F (x) < 1}.
l(F ) : inf{x;F (x) > 0}.
p→ : Convergeˆncia em probabilidade.
q.c.→ : Convergeˆncia quase-certa.
sign(y) : Sinal de y (p.12).
Dl(H) : Domı´nio de atrac¸a˜o sob normalizac¸a˜o linear (p.12).
Dp(H) : Domı´nio de atrac¸a˜o sob normalizac¸a˜o poteˆncia (p.12).
RVα : Regularmente variante com ı´ndice α (p.13).
C(G) : Conjunto dos pontos de continuidade de uma f.d. G.
N(0, 1) : Distribuic¸a˜o normal padra˜o.
btc : Maior inteiro menor ou igual a t.
R : Conjunto dos nu´meros reais.
R+ : Conjunto dos nu´meros reais estritamente positivos.
N : Conjunto dos nu´meros naturais.
IA(x) : Func¸a˜o indicadora no conjunto A ⊂ R.
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Introduc¸a˜o
A Teoria dos Valores Extremos e´ um ramo da Probabilidade e Estat´ıstica
que estuda a modelagem de eventos extremos que esta˜o relacionados a` ma´ximos e
mı´nimos de amostras aleato´rias extra´ıdas de uma determinada populac¸a˜o. Aplicac¸o˜es
desta teoria sa˜o encontradas em financ¸as, cata´strofes naturais, falhas de equipamentos,
dentre outros.
A Teoria dos Valores Extremos Cla´ssica consiste em estudar as poss´ıveis
distribuic¸o˜es limites e suas propriedades para o ma´ximo normalizado linearmente. Es-
pecificamente, seja X1, X2, · · · uma sequeˆncia de varia´veis aleato´rias independentes e
identicamente distribu´ıdas (i.i.d.) com func¸a˜o de distribuic¸a˜o comum F . Conside-
rando Mn = max{X1, · · · , Xn} tem-se que Mn converge quase-certamente, quando
n → ∞, para r(F ) = sup{x;F (x) < 1}. Nessa teoria estuda-se propriedades de F e











F n(anx+ bn) = G(x), ∀x ∈ C(G), (1)
para sequeˆncias de constantes an > 0 e bn ∈ R, apropriadamente escolhidas, onde C(G)
denota o conjunto dos pontos de continuidade de G.
Observando que
min{X1, · · · , Xn} = −max{−X1, · · · ,−Xn},
os resultados apresentados para o ma´ximo podem ser convertidos para o mı´nimo.
As poss´ıveis func¸o˜es de distribuic¸a˜o G satisfazendo (1) sa˜o conhecidas desde
Fisher e Tippett [13] e bastante estudadas por diversos autores desde enta˜o. Elas sa˜o
conhecidas tambe´m como max esta´veis sob normalizac¸a˜o linear ou l-max-esta´veis e
podem ser apenas de treˆs tipos bem conhecidos: Fre´chet, Weibull ou Gumbel.
O conceito de max-domı´nio de atrac¸a˜o sob normalizac¸a˜o linear de uma
func¸a˜o de distribuic¸a˜o l-max-esta´vel G consiste no conjunto de todas as func¸o˜es de dis-
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tribuic¸a˜o F satisfazendo (1). Dessa forma, caracterizar as func¸o˜es de distribuic¸a˜o cujo
ma´ximo parcial de varia´veis aleato´rias i.i.d. normalizado linearmente converge para
uma das distribuic¸o˜es l-max-esta´veis e´ o mesmo que caracterizar os max-domı´nios de
atrac¸a˜o de cada distribuic¸a˜o dos valores extremos. Essas caracterizac¸o˜es sa˜o baseadas
nos conceitos de func¸o˜es regularmente variantes e de func¸o˜es de Von Mises.
Com intuito de aplicac¸o˜es estat´ısticas, as distribuic¸o˜es l-max-esta´veis po-
dem ser resumidas numa u´nica func¸a˜o de distribuic¸a˜o chamada distribuic¸a˜o dos valores
extremos generalizada (GEV). Assim como as distribuic¸o˜es l-max-esta´veis, a caracte-
rizac¸a˜o do domı´nio de atrac¸a˜o da GEV e´ bem conhecida e diversas outras propriedades
tambe´m sa˜o generalizadas para esse caso. Com uma leitura de Resnick [31], Galambos
[14], Embrechts et al. [9] ou de Haan e Ferreira [19] e´ poss´ıvel realizar um estudo
detalhado sobre a Teoria dos Valores Extremos Cla´ssica.
Tendo em vista a existeˆncia de func¸o˜es de distribuic¸a˜o que na˜o perten-
cem ao max-domı´nio de atrac¸a˜o sob normalizac¸a˜o linear de nenhuma das distribuic¸o˜es
l-max-esta´veis, o comportamento assinto´tico do ma´ximo Mn normalizado por uma
sequeˆncia de transformac¸o˜es {gn(x)}, na˜o necessariamente lineares, cont´ınuas e estri-









P (Mn ≤ gn(x)) = H(x), ∀x ∈ C(H), (2)
tem sido tema de diversos estudos.
Em particular, Pantcheva [27] analisou as distribuic¸o˜es assinto´ticas em (2)
para o caso em que gn(x) = αn|x|βnsign(x), isto e´, uma normalizac¸a˜o poteˆncia. Espe-
cificamente, estudou as poss´ıveis distribuic¸o˜es na˜o-degeneradas H satisfazendo
lim
n→∞






= H(x), ∀x ∈ C(H), (3)
para apropriadas sequeˆncias de constantes αn > 0, βn > 0, onde sign(x) = −1, 0 ou
1, de acordo com que x < 0, = 0 ou > 0, respectivamente. As poss´ıveis distribuic¸o˜es
H satisfazendo (3) sa˜o chamadas max esta´veis sob normalizac¸a˜o poteˆncia ou, simples-
mente, p-max-esta´veis. Se H e´ uma distribuic¸a˜o p-max-esta´vel, seu max-domı´nio de
atrac¸a˜o sob normalizac¸a˜o poteˆncia, denotado por Dp(H), consiste no conjunto de to-
das as func¸o˜es de distribuic¸a˜o F para as quais existem sequeˆncias de constantes {αn}
e {βn} tais que (3) e´ satisfeita.
Pantcheva [27] provou que existem seis tipos de distribuic¸o˜es p-max-esta´veis.
A extensa˜o das definic¸o˜es e de diversas propriedades das distribuic¸o˜es l-max esta´veis
para as p-max-esta´veis ocorrem naturalmente. Condic¸o˜es necessa´rias e suficientes para
uma func¸a˜o de distribuic¸a˜o pertencer ao domı´nio de atrac¸a˜o do ma´ximo sob norma-
lizac¸a˜o poteˆncia, de cada uma das seis distribuic¸o˜es p-max-esta´veis, foram obtidos
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por Mohan e Ravi [25] e Subramanya [36], entre outros. Ale´m disso, Mohan e Ravi
[25] mostraram que os max-domı´nios de atrac¸a˜o sob normalizac¸a˜o poteˆncia sa˜o mais
abrangentes do que sob normalizac¸a˜o linear.
Analogamente ao caso da normalizac¸a˜o linear, Nasri-Roudsari [26] resumiu
os seis tipos das distribuic¸o˜es de valores extremos sob normalizac¸a˜o poteˆncia em dois
tipos de func¸o˜es de von-Mises. Christoph e Falk [7] estudaram a relac¸a˜o entre os
domı´nios de atrac¸a˜o das distribuic¸o˜es p-max-esta´veis e l-max-esta´veis. Peng et al. [29]
estudaram a convergeˆncia de momentos e a convergeˆncia das densidades de extremos
sob normalizac¸a˜o poteˆncia.
Ale´m disso, existem muitos resultados sobre a qualidade da convergeˆncia na
Teoria dos Valores Extremos. Os to´picos incluem convergeˆncia de momentos, teoria de
limites locais e convergeˆncia de densidades, taxas de convergeˆncia uniformes e grandes
desvios. Em Resnick [31] e´ poss´ıvel fazer um levantamento bibliogra´fico sobre esses
temas sob normalizac¸a˜o linear.
Nosso interesse neste trabalho e´ a propriedade de Grandes Desvios que, em
linhas gerais, consiste no estudo de eventos raros, ou seja, aqueles cuja probabilidade
tende a zero. Existem diversas ramificac¸o˜es desse estudo dentro da teoria de probabili-
dade e uma de suas aplicac¸o˜es e´ a ana´lise das caudas de distribuic¸o˜es de probabilidade.
No contexto da Teoria dos Valores Extremos, o interesse e´ sobre o comportamento
assinto´tico da cauda da distribuic¸a˜o do ma´ximo Mn devidamente normalizado.
Assim, assumindo a ocorreˆncia de (2), temos para n grande
P (Mn > gn(x)) = 1− F n(gn(x)) ∼ 1−H(x)
e estamos interessados na qualidade desta aproximac¸a˜o para grandes valores de x.
Observamos que a medida que x cresce, 1−H(x) e 1−F n(gn(x)) esta˜o cada vez mais




esta´ de 1 para valores grandes de x e n.
Dessa forma, no estudo de grandes desvios de extremos (ma´ximos) procu-
ramos estabelecer condic¸o˜es para a existeˆncia de uma sequeˆncia {xn}, xn ↑ r(F ) e




1−H(yn) = 1, (4)






∣∣∣∣P (Mn > gn(x))1−H(x) − 1
∣∣∣∣ = 0.
Ou seja, (4) estabelece para quais valores grandes de x podemos ter 1 − H(x) como
uma boa aproximac¸a˜o para P (Mn > gn(x)) para n suficientemente grande.
Para o caso cla´ssico, ou seja, quando gn(x) = anx + bn, Anderson [1] e
Goldie e Smith [18] caracterizaram a ocorreˆncia de grandes desvios de extremos sob
normalizac¸a˜o linear, no caso da distribuic¸a˜o de Fre´chet, utilizando uma definic¸a˜o mais
restritiva de func¸a˜o lentamente variante, que denominaram super lentamente variante.
Ale´m disso, pela relac¸a˜o existente entre as func¸o˜es de distribuic¸a˜o de Fre´chet e Weibull,
os resultados para a segunda distribuic¸a˜o l-max-esta´vel podem ser obtidos atrave´s dos
resultados da primeira. De Haan e Hordijk [20] apresentaram uma condic¸a˜o suficiente
para a ocorreˆncia de grandes desvios dos extremos no caso da distribuic¸a˜o Gumbel.
Drees et al.[8] obtiveram um resultado geral para grandes desvios de extremos sob
normalizac¸a˜o linear utilizando condic¸o˜es de segunda ordem. Em Resnick [31] podemos
encontrar em detalhes uma coletaˆnea dos principais resultados sobre as propriedades
de grandes desvios de extremos sob normalizac¸a˜o linear.
Recentemente, Feng e Chen [12] estudaram a propriedade de grandes desvios
de extremos sob normalizac¸a˜o poteˆncia, ou seja, considerando gn(x) = αn|x|βnsign(x)
em (2). Utilizando as ferramentas conhecidas da teoria de distribuic¸o˜es p-max-esta´veis,
obtiveram condic¸o˜es necessa´rias e suficientes para a propriedade de grandes desvios de
cada uma das seis poss´ıveis distribuic¸o˜es p-max-esta´veis.
O objetivo central do nosso trabalho foi o estudo detalhado dos resultados
apresentados por Feng e Chen [12]. Assim, a presente dissertac¸a˜o esta´ organizada em
quatro cap´ıtulos.
No Cap´ıtulo 1 apresentamos notac¸o˜es, conceitos e propriedades ba´sicas que
sera˜o utilizadas no desenvolvimento dos cap´ıtulos seguintes. Em particular, apresenta-
mos uma revisa˜o dos principais resultados da teoria de variac¸a˜o regular que e´ a base
da teoria dos valores extremos.
No Cap´ıtulo 2, apresentamos uma s´ıntese da Teoria dos Valores Extremos
Cla´ssica (ou seja, sob normalizac¸a˜o linear) e sob normalizac¸a˜o poteˆncia. Os poss´ıveis
tipos de distribuic¸a˜o l-max-esta´veis e a caracterizac¸a˜o dos seus respectivos domı´nios
de atrac¸a˜o sa˜o apresentados na Sec¸a˜o 2.1. Na Sec¸a˜o 2.2 apresentamos as poss´ıveis
distribuic¸o˜es p-max-esta´veis existentes e a caracterizac¸a˜o dos domı´nios de atrac¸a˜o de
cada uma delas.
No Cap´ıtulo 3 abordamos o estudo da propriedade de grandes desvios de
extremos sob normalizac¸a˜o linear, apresentando uma revisa˜o dos principais resultados
encontrados na literatura e que sera˜o de fundamental importaˆncia para o desenvolvi-
mento da teoria de grandes desvios sob normalizac¸a˜o poteˆncia.
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Finalmente, no Cap´ıtulo 4 estudamos em detalhes os resultados apresenta-
dos no artigo de Feng e Chen [12], tema central deste trabalho. O cap´ıtulo e´ dividido
em seis sec¸o˜es. Em cada sec¸a˜o abordamos cada um dos seis tipos de distribuic¸o˜es
p-max-esta´veis, apresentando os respectivos resultados que estabelecem condic¸o˜es ne-





Neste cap´ıtulo apresentamos notac¸o˜es, definic¸o˜es e propriedades ba´sicas uti-
lizadas nos cap´ıtulos seguintes. Em seguida, apresentamos as definic¸o˜es de Ma´ximo
Domı´nio de Atrac¸a˜o e Distribuic¸o˜es Max-esta´veis. No fim deste cap´ıtulo fizemos uma
revisa˜o dos principais resultados da teoria de variac¸a˜o regular utilizados nos cap´ıtulos
seguintes. As principais refereˆncias deste cap´ıtulo sa˜o: Resnick [31], Cook [6] e Pant-
cheva [27].
1.1 Notac¸o˜es, Definic¸o˜es e Propriedades Ba´sicas
Considere um subconjunto A ⊂ R. Denotaremos por {an} a sequeˆncia
(a1, a2, · · · ) em A e por A∞ o conjunto de tais sequeˆncias, ou seja,
A∞ =
{
{an}; an ∈ A e n = 1, 2, · · ·
}
.
Seja F uma func¸a˜o na˜o-decrescente sobre R. Usando a convenc¸a˜o de que o
ı´nfimo de um conjunto vazio e´ +∞, definimos a inversa generalizada de F (cont´ınua a`
esquerda) por
F←(t) = inf{x;F (x) ≥ t}.
Note que se a inversa de F existe, enta˜o ela coincide com a inversa genera-
lizada. As principais propriedades da inversa generalizada que sera˜o u´teis no desenvol-
vimento deste trabalho sa˜o apresentadas na proposic¸a˜o a seguir.
Proposic¸a˜o 1.1 Seja F uma func¸a˜o na˜o-decrescente sobre R. Enta˜o
(a) F←(1− 1/t) = ( 1
1−F
)←
(t), t > 0.
(b) F (F←(y)) ≥ y.
(c) se y < F←(x), enta˜o F (y) < x.
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Prova. (a) Pela definic¸a˜o de inversa generalizada obtemos que, para t > 0,
F←(1− 1/t) = inf{x;F (x) ≥ 1− 1/t}
= inf {x; 1− F (x) ≤ 1/t}







Para as provas de (b) e (c) ver Resnick [31].

Sendo f e g func¸o˜es reais, dizemos que f e g sa˜o equivalentes quando x→ a

















denotamos f(x) = O(g(x)), x→ a.
Temos imediatamente da definic¸a˜o que∼ define uma relac¸a˜o de equivaleˆncia.
Este fato sera´ importante em diversas demonstrac¸o˜es nos cap´ıtulos 3 e 4.
Os seguintes exemplos sa˜o aplicac¸o˜es da definic¸a˜o de equivaleˆncia assinto´tica
de func¸o˜es. Ale´m disso, estes exemplos sera˜o retomados em algumas demonstrac¸o˜es
nos pro´ximos cap´ıtulos.
Exemplo 1.1 As func¸o˜es f(x) = 1− e−x e g(x) = x sa˜o equivalentes quando x→ 0.












Exemplo 1.2 As func¸o˜es f(x) = 1−exp{−e−x} e g(x) = e−x sa˜o equivalentes quando
x→∞.













Exemplo 1.3 As func¸o˜es f(x) = − log x e g(x) = 1 − x sa˜o equivalentes quando
x→ 1.














Encerramos esta sec¸a˜o apresentando dois lemas que sera˜o utilizados nos
cap´ıtulos 2 e 4, em exemplos de aplicac¸a˜o da teoria estudadas nesses cap´ıtulos.
Sejam N(t) a f.d. de uma v.a. com distribuic¸a˜o normal padra˜o e n(t) sua
respectiva func¸a˜o densidade de probabilidade. Uma vez que N(t) na˜o possui forma
fechada, para estudar certas propriedades da cauda da distribuic¸a˜o normal, a raza˜o
de Mills [24] dada por 1−N(t)
n(t)
e´ frequentemente usada (vide, por exemplo, Feller [10]
p.175 e 179, Grimmett e Stirzaker [16] p.39 e 210, Cook [6], Birnbaum [5], Komatu
[22], Sampford [33], Baricz [4], Yang e Chu [37]).
















, t > 0. (1.1)
Em particular,

















N ′′(t) = n′(t) = −t 1√
2pi
e−t
2/2 = −tn(t). (1.2)





























onde na penu´ltima igualdade usamos a substituic¸a˜o z = x2/2. Logo, temos a validade
da segunda desigualdade.
Para a primeira desigualdade, defina
g(t) = 1−N(t)− t
1 + t2
n(t).
Vamos mostrar que g e´ sempre estritamente positiva. De fato, por (1.2), a derivada de
g e´ dada por
g′(t) =
(




















para todo t ∈ R, pois n(t) > 0. Assim, g e´ estritamente decrescente. Ale´m disso, como



















1−N(t) ∼ t−1n(t), t→∞.
(ii) Para a primeira desigualdade ver Birnbaum [5] e Komatu [22]. A prova da se-
gunda desigualdade pode ser encontrada em Sampford [33]. Para uma prova
alternativa de ambas as desigualdades ver e Baricz [4].

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O pro´ximo lema e´ uma aplicac¸a˜o das desigualdades do Lema 1.1(ii) e sera´
importante para o desenvolvimento do Exemplo 4.1 do Cap´ıtulo 4.



























) − 1, t > 0.
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1.2 Ma´ximo Domı´nio de Atrac¸a˜o e Distribuic¸o˜es
Max-esta´veis
Seja X1, X2, · · · uma sequeˆncia de v.a.’s i.i.d. na˜o-degeneradas com f.d.
comum F . Para cada n ∈ N, denote o ma´ximo de X1, · · · , Xn por
Mn = max{X1, · · · , Xn}.
Assim, a f.d. de Mn e´ dada por
P (Mn ≤ x) = P (max{X1, · · · , Xn} ≤ x) = (F (x))n = F n(x).
Denote por l(F ) = inf{x;F (x) > 0} e r(F ) = sup{x;F (x) < 1} os pontos extremo






0, x < r(F ),
1, x > r(F ),
e, consequentemente, Mn
p→ r(F ), quando n → ∞. Como {Mn} e´ uma sequeˆncia
na˜o-decrescente, segue que Mn
q.c.→ r(F ), quando n→∞. Dessa forma, para obtermos
uma distribuic¸a˜o limite na˜o-degenerada e´ necessa´rio normalizarmos Mn.
Na Teoria dos Valores Extremos, estamos interessados em estudar as poss´ıveis
f.d.’s H na˜o-degeneradas para as quais
lim
n→∞
P (Mn ≤ gn(x)) = lim
n→∞
F n(gn(x)) = H(x), ∀x ∈ C(H), (1.5)
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onde {gn(x)} e´ uma sequeˆncia de func¸o˜es estritamente mono´tonas apropriadamente
escolhidas. Neste caso, dizemos que H e´ uma distribuic¸a˜o dos valores extremos ou
distribuic¸a˜o limite extremal.
Definic¸a˜o 1.1 Seja H uma f.d. na˜o-degenerada. Dizemos que F pertence ao ma´ximo
dom´ınio de atrac¸a˜o de H (escrevemos F ∈ D(H)) se existe {gn(x)} uma sequeˆncia de
transformac¸o˜es estritamente mono´tonas tal que
lim
n→∞
F n(gn(x)) = H(x),
para todo x ∈ C(H), em que C(H) denota o conjunto dos pontos de continuidade de
H.
Observac¸a˜o 1.1 Na Definic¸a˜o 1.1, se
(1) gn(x) = anx + bn, para an ∈ R e bn > 0, dizemos que F pertence ao ma´ximo
dom´ınio de atrac¸a˜o linear de H e denotamos por F ∈ Dl(H);
(2) gn(x) = αn|x|βnsign(x), para αn > 0, βn > 0 e
sign(x) =
 −1, se x < 0,0, se x = 0,
1, se x > 0,
dizemos que F pertence ao ma´ximo dom´ınio de atrac¸a˜o sob normalizac¸a˜o poteˆncia
de H e denotamos por F ∈ Dp(H).
Definic¸a˜o 1.2 Dizemos que H e´ max-esta´vel se para cada n ∈ N existe uma trans-
formac¸a˜o cont´ınua estritamente mono´tona gn(x) tal que
H(x) = Hn(gn(x)),
i.e., para cada n, g−1n (Mn)
d
= X, em que X e´ uma v.a. com f.d. H.
Definic¸a˜o 1.3 Dizemos que duas f.d. na˜o-degeneradas G e H sa˜o do mesmo tipo se
para cada n ∈ N existe uma transformac¸a˜o cont´ınua estritamente mono´tona gn(x) tal
que
G(x) = H(gn(x)).
Observac¸a˜o 1.2 Assim como na Observac¸a˜o 1.1, nas Definic¸o˜es 1.2 e 1.3, se
(1) gn(x) = anx + bn, para an ∈ R e bn > 0, dizemos que F e´ l-max-esta´vel e que G
e H sa˜o do mesmo l-tipo;
(2) gn(x) = αn|x|βnsign(x), para αn > 0, βn > 0 e
sign(x) =
 −1, se x < 0,0, se x = 0,
1, se x > 0,
dizemos que F e´ p-max-esta´vel e que G e H sa˜o do mesmo p-tipo.
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Os pro´ximos resultados associam as distribuic¸o˜es extremais, i.e, as f.d.’s
H que satisfazem (1.5), com as distribuic¸o˜es max-esta´veis. A prova destes resultados
podem ser encontradas em Pantcheva [27].
Proposic¸a˜o 1.2 Toda distribuic¸a˜o limite extremal tem a forma
H(x) = exp
{−e−h(x)} , (1.6)
em que h e´ uma func¸a˜o cont´ınua invers´ıvel.
Corola´rio 1.1 Uma func¸a˜o de distribuic¸a˜o H e´ max-esta´vel se, e somente se, H e´
uma distribuic¸a˜o limite extremal.
1.3 Func¸o˜es Regularmente Variantes
Nos pro´ximos cap´ıtulos podemos ver que o estudo das poss´ıveis distribuic¸o˜es
limites do ma´ximo normalizado, ou seja, as poss´ıveis H(x) que satisfazem (1.5), esta´ in-
timamente relacionado com o estudo de func¸o˜es regularmente variantes. Dessa forma,
para convenieˆncia do leitor, nesta sec¸a˜o apresentamos uma breve revisa˜o de alguns
importantes resultados dessas func¸o˜es. Um estudo mais aprofundado de func¸o˜es regu-
larmente variantes pode ser encontrado em Seneta [34], Resnick [31].
A grosso modo, func¸o˜es regularmente variantes sa˜o aquelas func¸o˜es que tem
comportamento assinto´tico como func¸o˜es poteˆncias. A seguir apresentamos a definic¸a˜o
de func¸a˜o regularmente variante.
Definic¸a˜o 1.4 Dizemos que uma func¸a˜o mensura´vel U : R+ → R+ e´ regularmente






Se ρ = 0, enta˜o dizemos que U e´ lentamente variante e escrevemos U ∈ RV0.
Denotamos as func¸o˜es lentamente variantes por L(x), ou seja, sa˜o func¸o˜es






Exemplo 1.4 Temos que U(x) = xρ ∈ RVρ e L(x) = log x ∈ RV0.















Agora, apresentamos algumas propriedades de func¸o˜es regularmente vari-
antes utilizadas nos cap´ıtulos seguintes.
Proposic¸a˜o 1.3 (a) Seja U ∈ RVρ. Enta˜o L(x) = x−ρU(x) ∈ RV0.
(b) Seja U ∈ RV−ρ. Enta˜o 1/U ∈ RVρ.
A prova da Proposic¸a˜o 1.3 segue diretamente da Definic¸a˜o 1.4.






uniformemente localmente em (0,∞). Se ρ < 0, enta˜o a convergeˆncia uniforme ocorre
em intervalos da forma (b,∞), b > 0. Se ρ > 0, a convergeˆncia uniforme ocorre em
intervalos (0, b] desde que U seja limitada em (0, b] para todo b > 0.
Proposic¸a˜o 1.5 (Representac¸a˜o de Karamata) Uma func¸a˜o L : R+ → R+ e´ len-
tamente variante se, e somente se, L pode ser representada como






para x > 0 em que c : R+ → R+, ε : R+ → R+, lim
x→∞
c(x) = c ∈ (0,∞) e lim
t→∞
ε(t) = 0.
As provas das proposic¸o˜es 1.4 e 1.5 podem ser encontradas em Seneta [34].
Ja´ as provas das duas proposic¸o˜es que apresentamos a seguir podem ser encontradas
em Resnick [31] p.21-22 e p.23-25, respectivamente.











enta˜o U ∈ RVρ.
(ii) Se U ∈ RVρ, ρ ∈ R, e u e´ mono´tona, enta˜o (1.8) e´ va´lida e, se ρ 6= 0, enta˜o
sign(ρ)u(t) ∈ RVρ−1.
Proposic¸a˜o 1.7 (i) Se U ∈ RVρ, ρ ∈ R, e {an}, {a′n} sa˜o tais que 0 < an → ∞,
0 < a′n → ∞, an ∼ a′nc, 0 < c < ∞, enta˜o U(an) ∼ cρU(a′n). Se ρ 6= 0 o
resultado tambe´m ocorre para c = 0 ou ∞. Analogamente o resultado ocorre
trocando sequeˆncias por func¸o˜es.
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(ii) Suponha U(t) na˜o-decrescente, U(∞) = ∞ e U ∈ RVρ, 0 ≤ ρ ≤ ∞. Enta˜o
U← ∈ RV1/ρ.
Corola´rio 1.2 Seja F uma f.d. tal que 1− F ∈ RV−α, α > 0. Enta˜o
(1/(1− F ))← ∈ RV1/α.
Prova.
Pela Proposic¸a˜o 1.3(b), (1/(1 − F )) ∈ RVα. Note que 1/(1 − F (t)) e´ na˜o-decrescente
e 1/(1− F (∞)) =∞, de forma que, pela Proposic¸a˜o 1.7(ii) obtemos que
(1/(1− F ))← ∈ RV1/α.

Finalizamos este cap´ıtulo apresentando a definic¸a˜o de func¸a˜o ξ−super len-
tamente variante que servira´ como crite´rio para a ocorreˆncia de grandes desvios num
dos casos discutidos no Cap´ıtulo 3. Para um estudo mais aprofundado sobre a im-
portaˆncia dessa definic¸a˜o na teoria de grandes desvios de extremos ver Anderson [1] e
Goldie e Smith [18].
Definic¸a˜o 1.5 Seja ξ(t) uma func¸a˜o na˜o-decrescente com ξ(∞) = ∞. Dizemos que









uniformemente localmente em δ ∈ [0,∞).
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Cap´ıtulo 2
Teoria dos Valores Extremos
Neste cap´ıtulo, estudamos a Teoria dos Valores Extremos sob dois tipos de
normalizac¸a˜o. Na Sec¸a˜o 2.1 apresentamos os principais resultados da teoria cla´ssica,
sob normalizac¸a˜o linear, que sa˜o utilizados nas provas de va´rios resultados apresentados
no Cap´ıtulo 3, assim como exemplos de f.d.’s cujo ma´ximo normalizado linearmente
converge para uma das poss´ıveis distribuic¸o˜es limites extremais. Ale´m disso, apresen-
tamos um exemplo de f.d. que na˜o esta´ no ma´ximo domı´nio de atrac¸a˜o de nenhuma
das distribuic¸o˜es extremais sob normalizac¸a˜o linear.
Na Sec¸a˜o 2.2 apresentamos a normalizac¸a˜o do tipo poteˆncia, proposta por
Pantcheva [27], de modo que se uma f.d. F pertence ao ma´ximo domı´nio de atrac¸a˜o
linear de alguma das distribuic¸o˜es extremais cla´ssicas, enta˜o F pertencera´ ao ma´ximo
domı´nio de atrac¸a˜o de alguma das distribuic¸o˜es extremais obtidas por esta nova norma-
lizac¸a˜o, mostrando assim que o domı´nio de atrac¸a˜o da normalizac¸a˜o do tipo poteˆncia
e´ mais abrangente que o domı´nio de atrac¸a˜o linear.
As principais refereˆncias utilizadas neste cap´ıtulo sa˜o: Resnick [31], Galam-
bos [14], Pantcheva [27] e Mohan e Ravi [25].
2.1 Teoria dos Valores Extremos sob Normalizac¸a˜o
Linear
Seja, para cada n ≥ 1,
Mn = max{X1, · · · , Xn},
onde X1, · · · , Xn sa˜o varia´veis aleato´rias i.i.d.com func¸a˜o de distribuic¸a˜o comum F .
A primeira proposic¸a˜o que apresentamos nesta sec¸a˜o estabelece as poss´ıveis
distribuic¸o˜es limites para o ma´ximo normalizado linearmente.
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Proposic¸a˜o 2.1 (Fisher e Tippett [13]) Suponha que existam sequeˆncias reais {an}











F n (anx+ bn) = G(x), (2.1)
fracamente, ou seja, para todo x ∈ C(G), em que G e´ assumida na˜o-degenerada. Enta˜o




0, se x < 0,
exp{−x−α}, se x ≥ 0,




exp{−(−x)α}, se x < 0,
1, se x ≥ 0,
para algum α > 0.
(iii)
Λ(x) = exp{−e−x}, x ∈ R.
Estas distribuic¸o˜es sa˜o chamadas Distribuic¸o˜es dos Valores Extremos sob normalizac¸a˜o
linear e sa˜o conhecidas, respectivamente, como distribuic¸a˜o de Fre´chet, Weibull e Gum-
bel.
Prova. Ver Resnick [31] p.9-11.
Na Figura 2.1 podemos comparar as distribuic¸o˜es Φ1, Ψ1 e Λ. Utilizamos
esta figura para avaliar a qualidade das convergeˆncias nos exemplos apresentados nesta
sec¸a˜o.
Figura 2.1: Distribuic¸o˜es dos Valores Extremos: Φ1, Ψ1 e Λ
Observe que a Proposic¸a˜o 2.1 nos garante que existem treˆs tipos de distri-
buic¸o˜es dos valores extremos sob normalizac¸a˜o linear. Agora, recordando a Definic¸a˜o
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1.1, estamos interessados em determinar sob quais condic¸o˜es uma f.d. F pertence
ao ma´ximo domı´nio de atrac¸a˜o linear Dl(.) de cada distribuic¸a˜o limite extremal. A
pro´xima proposic¸a˜o apresenta tais condic¸o˜es.
Proposic¸a˜o 2.2 (Crite´rio para F pertencer a Dl(G)) Seja α > 0.
(i) F ∈ Dl(Φα) se, e somente se, r(F ) =∞ e 1− F ∈ RV−α. Neste caso, podemos
escolher as constantes de normalizac¸a˜o an = F
←(1− 1/n) e bn = 0.
(ii) F ∈ Dl(Ψα) se, e somente se, 1 − F (r(F )− x−1) ∈ RV−α e r(F ) < ∞. Neste
caso, podemos tomar an = r(F )− F←(1− 1/n) e bn = r(F ).
(iii) F ∈ Dl(Λ) se, e somente se, para algum a ∈ R, temos∫ r(F )
a
[1− F (y)]dy <∞,
e para cada x ∈ R
lim
t→r(F )
1− F (t+ xf(t))
1− F (t) = e
−x, (2.2)






[1− F (y)]dy. (2.3)
Aqui, as sequeˆncias an e bn podem ser escolhidas como
bn = F
←(1− 1/n) e an = f(bn).
Prova. Ver Resnik [31] p.54, 59 e 28-30, respectivamente para (i), (ii) e (iii).
Na observac¸a˜o a seguir, destacamos uma parte da prova da Proposic¸a˜o
2.2(iii), que utilizaremos na teoria de grandes desvios dos extremos apresentada no
Cap´ıtulo 3.
Observac¸a˜o 2.1 Suponha a validade de (2.2) da Proposic¸a˜o 2.2(iii). Enta˜o temos
1− F (bn) ∼ 1/n, quando n→∞.
De fato, primeiramente recordamos que se y < F←(x), enta˜o F (y) < x.
Outra propriedade da inversa generalizada e´ que F (F←(y)) ≥ y.
Seja ε > 0 arbitra´rio. Enta˜o bn − εan < bn = F←(1− 1/n) e, consequente-
mente,
















1− F (bn) ≤ 1
n
< 1− F (bn − εan),
donde segue que
1− F (bn)
1− F (bn − εan) < n[1− F (bn)] ≤ 1.
Por (2.2), segue que
eε ≤ lim inf n[1− F (bn)] ≤ lim supn[1− F (bn)] ≤ 1.
Sendo ε > 0 arbitra´rio, segue que limn→∞ n(1− F (bn)) = 1.
A seguir, utilizando a Proposic¸a˜o 2.2, apresentamos treˆs exemplos de f.d.’s
cujo ma´ximo normalizado linearmente converge para uma das distribuic¸o˜es dos valores
extremos.







arctan(x), x ∈ R.
Enta˜o F ∈ Dl(Φ1) e atrave´s da Figura 2.2 podemos visualizar esta convergeˆncia para
n ∈ {5, 10, 15}.
Figura 2.2: Convergeˆncia da distribuic¸a˜o Cauchy para Φ1



















Logo, 1 − F ∈ RV−1 e, pela Proposic¸a˜o 2.2(i), segue que F ∈ Dl(Φ1). Temos ainda
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e bn = 0.
Exemplo 2.2 (Distribuic¸a˜o Uniforme) Considere uma v.a. X com distribuic¸a˜o
uniforme no intervalo [0, 1], ou seja, a f.d. de X e´ dada por
F (x) =
 0, se x < 0,x, se 0 ≤ x < 1,
1, se x ≥ 1.
Enta˜o F ∈ Dl(Ψ1) e atrave´s da Figura 2.3 podemos avaliar a convergeˆncia do ma´ximo
normalizado para diferentes valores de n.
Figura 2.3: Convergeˆncia da distribuic¸a˜o Uniforme [0, 1] para Ψ1
De fato, seja







, x > 1.








Logo 1 − F ∗ ∈ RV−1. Sendo r(F ) = 1 < ∞, pela Proposic¸a˜o 2.2(ii), temos que
F ∈ Dl(Ψ1). Ale´m disso, as constantes de normalizac¸a˜o podem ser tomadas por








e bn = 1.
No pro´ximo exemplo apresentamos uma famı´lia de distribuic¸o˜es com ponto
extremo superior infinito e que, aplicando a Proposic¸a˜o 2.2(iii), o ma´ximo normalizado
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linearmente converge para Λ. Um exemplo de f.d. F ∈ Dl(Λ) com ponto extremo
superior r(F ) <∞ pode ser encontrado em Embrechts [9] p.157.
Exemplo 2.3 (Distribuic¸a˜o Exponencial) Seja
F (x) =
{
0, se x < 0,
1− e−λx, se x ≥ 0.
Enta˜o F ∈ Dl(Λ). Em particular, quando λ = 1, na Figura 2.4 podemos visualizar a
aproximac¸a˜o de F n(anx+ bn) e Λ(x) para diferentes valores de n.
Figura 2.4: Convergeˆncia da distribuic¸a˜o Exponencial(λ) para Λ
De fato, para t > 0, temos que∫ r(F )
t
























1− F (t+ xf(t))
1− F (t) = limt→∞
1− F (t+ x/λ)
1− F (t) = limt→∞ exp{−λ(t+ x/λ− t)} = e
−x.
Logo, pela Proposic¸a˜o 2.2(iii), segue que F ∈ Dl(Λ). As constantes de normalizac¸a˜o
podem ser escolhidas como
bn = F
←(1− 1/n) = 1
λ





Agora, apresentamos um exemplo de f.d. cujo ma´ximo normalizado linear-




0, se x < e,
1− 1
log x
, se x ≥ e.
Enta˜o F /∈ Dl(G), para G = Φα ou G = Ψα ou G = Λ.
De fato, sendo r(F ) =∞, pela Proposic¸a˜o 2.2, se F ∈ Dl(G), enta˜o G = Φα
ou G = Λ.








Logo, 1− F ∈ RV0 e, assim, F /∈ Dl(Φα), α > 0.
Temos ainda que∫ ∞
e
















de modo que, pela Proposic¸a˜o 2.2(iii), F /∈ Dl(Λ).
Para finalizar a sec¸a˜o apresentamos uma caracterizac¸a˜o alternativa do domı´nio
de atrac¸a˜o da distribuic¸a˜o Gumbel utilizando o conceito de f.d. de Von Mises que de-
finimos a seguir.
Definic¸a˜o 2.1 Chamamos de func¸a˜o de Von Mises a toda f.d. F , com ponto extremo
superior r(F ), para a qual existe z0 < r(F ) tal que para z0 < x < r(F ) e c > 0










em que f(u) > 0, z0 < u < r(F ) e f e´ absolutamente cont´ınua em (z0, r(F )) com
densidade f ′(u) e limu↑r(F ) f ′(u) = 0. Chamamos f de func¸a˜o auxiliar.
Proposic¸a˜o 2.3 (a) Se F e´ uma func¸a˜o de Von Mises com representac¸a˜o (2.5),
enta˜o F ∈ Dl(Λ). As constantes de normalizac¸a˜o podem ser tomadas como
bn = F
←(1− 1/n) e an = f(bn).
(b) Suponha que F e´ absolutamente cont´ınua com segunda derivada F ′′ negativa para
todo x ∈ (z0, r(F )). Se
lim
x↑r(F )




enta˜o F e´ uma func¸a˜o de Von Mises e, consequentemente, F ∈ Dl(Λ). Podemos
tomar f = (1 − F )/F ′. Reciprocamente, uma func¸a˜o de Von Mises duas vezes
diferencia´vel satisfaz (2.6).
Prova. Ver Resnick [31] p. 42.
A demonstrac¸a˜o da Proposic¸a˜o 2.3 faz uso de dois lemas. Enunciamos a
seguir o primeiro lema, pois nos permitira´ conhecer o comportamento assinto´tico de
anx+ bn, quando n→∞, e este resultado nos auxiliara´ na teoria dos grandes desvios
apresentada no Cap´ıtulo 3.
Lema 2.1 Considere a func¸a˜o auxiliar f como na Definic¸a˜o 2.1.
(a) Se r(F ) =∞, enta˜o limt→∞ t−1f(t) = 0.
(b) Se r(F ) <∞, enta˜o f(r(F )) = limt↑r(F ) f(t) = 0 e limt↑r(F )(r(F )− t)−1f(t) = 0.
Em ambos os casos,
lim
t↑r(F )
(t+ xf(t)) = r(F )
para todo x ∈ R.
Observe que, pela Proposic¸a˜o 2.3, podemos tomar bn = F
←(1−1/n)→ r(F )
e an = f(bn). Como consequeˆncia do Lema 2.1, temos que
bn + anx = bn + xf(bn)→ r(F ), n→∞, (2.7)
para todo x ∈ R.
O pro´ximo resultado caracteriza o domı´nio de atrac¸a˜o linear da distribuic¸a˜o
Gumbel como sendo as func¸o˜es de distribuic¸a˜o de Von Mises ou as que possuem cauda
assintoticamente equivalentes a` alguma func¸a˜o de Von Mises.
Proposic¸a˜o 2.4 (Balkema e de Haan [2]) F ∈ Dl(Λ) se, e somente se, existe uma
func¸a˜o de Von Mises G tal que para x ∈ (z0, r(F ))













c(x) = c > 0,
em que z0 e´ o mesmo da Definic¸a˜o 2.1.
Prova. Ver Proposic¸a˜o 1.4 de Resnick [31].
Finalizamos apresentando um exemplo de aplicac¸a˜o da Proposic¸a˜o 2.3 no
caso da distribuic¸a˜o normal padra˜o.
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Enta˜o N ∈ Dl(Λ) com constantes de normalizac¸a˜o an = (2 log n)−1/2 e bn ∼ (2 log n)1/2.
De fato, pela prova do Lema 1.1, temos que
N ′′(t) = n′(t) = −tn(t),
e
1−N(t) ∼ t−1n(t), t→∞.














Pela Proposic¸a˜o 2.3(b), segue que N e´ uma func¸a˜o de Von Mises e, consequentemente,






= t−1, t→∞. (2.9)
Para a prova da escolha das constantes de normalizac¸a˜o ver Resnick [31]
p.71-72.
2.2 Teoria dos Valores Extremos sob Normalizac¸a˜o
Poteˆncia
Iniciamos esta sec¸a˜o motivando a construc¸a˜o da normalizac¸a˜o do tipo poteˆncia,
assumindo a convergeˆncia do ma´ximo normalizado linearmente.
Sejam X1, X2, · · · v.a.’s i.i.d. com distribuic¸a˜o comum F tais que Xj > 0
para j = 1, 2, · · · e
lim
n→∞
F n(anx+ bn) = H(x), ∀x ∈ C(H), (2.10)
para apropriadas constantes an, bn > 0 e uma f.d. na˜o-degenerada H. Defina Yj = e
Xj ,
j = 1, 2, · · · , e M ′n = max{Y1, · · · , Yn}.
Note que,
Mn = max{X1, · · · Xn} = max{log Y1, · · · , log Yn} = logM ′n,
em que a u´ltima igualdade ocorre devido a func¸a˜o logaritmo ser crescente.
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Considerando y = ex e b′n = e
bn , temos que
P (Mn ≤ anx+ bn) = P
(




logM ′n ≤ log(b′nyan)
)
= P (M ′n ≤ b′nyan)




−1, se y < 0,
0, se y = 0,
1, se y > 0.
De forma ana´loga, considerando Xj < 0 e definindo Yj = −e−Xj , obtemos
que
Mn = max{X1, · · · , Xn}
= max{− log(−Y1), · · · ,− log(−Yn)}
= −min{log(−Y1), · · · , log(−Yn)}
= − log(min{−Y1, · · · ,−Yn})
= − log(−M ′n),
em que a quarta igualdade ocorre devido a func¸a˜o logaritmo ser crescente. Dessa forma,
podemos considerar b′n = e
−bn e y = −e−x para obter
P (Mn ≤ anx+ bn) = P
(− log(−M ′n) ≤ an(− log(−y))− log b′n)
= P
(
log(−M ′n) ≥ an log(|y|) + log b′n
)
= P (−M ′n ≥ b′n|y|an)
= P (M ′n ≤ b′n|y|ansign(y)). (2.12)
Por (2.11) e (2.12), torna-se natural tentarmos estender a normalizac¸a˜o
linear atrave´s de transformac¸o˜es estritamente mono´tonas da forma
gn(x) = αn|x|βnsign(x).
Em outras palavras, considerando X1, X2, · · · uma sequeˆncia de v.a.’s i.i.d. com dis-
tribuic¸a˜o comum F , estamos interessados em determinar quais as poss´ıveis f.d.’s (na˜o-








= H(x), ∀x ∈ C(H).
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Tal normalizac¸a˜o foi chamada por Pantcheva [27] de normalizac¸a˜o poteˆncia e as poss´ıveis
f.d.’s H sa˜o apresentadas no resultado a seguir.
Proposic¸a˜o 2.5 (Pantcheva [27]) Suponha que existam sequeˆncias de nu´meros reais








fracamente, em que H e´ f.d. na˜o-degenerada. Enta˜o H e´ do mesmo p-tipo de uma das




0, se x < 1,
exp{−(log x)−α}, se x ≥ 1,
para algum α > 0.
(b)
H2,α(x) =
 0, se x < 0,exp{−(− log x)α}, se 0 ≤ x < 1,
1, se x ≥ 1,
para algum α > 0.
(c)
H3,α(x) =
 0, se x < −1,exp{−(− log(−x))−α}, se −1 ≤ x < 0,
1, se x ≥ 0,




exp{−(log(−x))α}, se x < −1,
1, se x ≥ −1,
para algum α > 0.
(e)
Φ(x) = Φ1(x) =
{
0, se x < 0,
exp{−x−1} se x ≥ 0.
(f)
Ψ(x) = Ψ1(x) =
{
exp{x}, se x < 0,
1 se x ≥ 0.
Estas distribuic¸o˜es sa˜o chamadas Distribuic¸o˜es dos Valores Extremos sob normalizac¸a˜o
poteˆncia e sa˜o conhecidas, respectivamente, como distribuic¸a˜o de log-Fre´chet, log-Weibull,
log-Fre´chet inversa, log-Weibull inversa, Fre´chet padra˜o e Weibull padra˜o.
Prova. Ver Pantcheva [27].
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O resultado a seguir fornece um crite´rio para uma f.d. F pertencer ao
ma´ximo domı´nio de atrac¸a˜o de cada f.d. extremal sob normalizac¸a˜o poteˆncia. Este
resultado, proposto por Mohan e Ravi [25], sera´ essencial para as demonstrac¸o˜es dos
principais resultados apresentados no Cap´ıtulo 3 referentes a` teoria de grandes desvios
de extremos sob normalizac¸a˜o poteˆncia.
Proposic¸a˜o 2.6 (Mohan e Ravi [25]) Crite´rio para F pertencer a Dp(H):
(a) F ∈ Dp(H1,α) se, e somente se, r(F ) = ∞ e 1 − F (ex) ∈ RV−α. Neste caso,
podemos escolher as constantes de normalizac¸a˜o αn = 1 e βn = logF
←(1− 1/n).
(b) F ∈ Dp(H2,α) se, e somente se, 0 < r(F ) <∞ e 1−F (r(F ) exp{−1/x}) ∈ RV−α.
Aqui, podemos tomar αn = r(F ) e βn = log(r(F )/F
←(1− 1/n)).
(c) F ∈ Dp(H3,α) se, e somente se, r(F ) = 0 e 1− F (−e−x) ∈ RV−α. As constantes
de normalizac¸a˜o podem ser escolhidas como αn = 1 e βn = − log(−F←(1−1/n)).
(d) F ∈ Dp(H4,α) se, e somente se, r(F ) < 0 e 1−F (r(F ) exp{1/x}) ∈ RV−α. Aqui,
podemos tomar αn = −r(F ) e βn = log(F←(1− 1/n)/r(F )).
(e) F ∈ Dp(Φ) se, e somente se, r(F ) > 0 e
lim
t↑r(F )
1− F (t exp{xf(t)})
1− F (t) = e
−x, x > 0. (2.14)














As constantes de normalizac¸a˜o podem ser escolhidas como αn = F
←(1 − 1/n) e
βn = f(αn).
(f) F ∈ Dp(Ψ) se, e somente se, r(F ) ≤ 0 e
lim
t↑r(F )
1− F (t exp{xf(t)})
1− F (t) = e
x, x < 0. (2.16)








para algum a < r(F ) e a condic¸a˜o ocorre com a escolha







As constantes de normalizac¸a˜o podem ser escolhidas como αn = −F←(1 − 1/n)
e βn = f(−αn).
Prova. Ver Mohan e Ravi [25] p.634-636.
Observac¸a˜o 2.2 Para cada i = 1, · · · , 4, se F ∈ Dp(Hi,α), enta˜o podemos definir uma
func¸a˜o F ∗ de modo que 1− F ∗ ∈ RV−α. Ale´m disso, se definirmos uma f.d. G por
G(x) =
{
0, x < 0,
F ∗(x), x ≥ 0,
enta˜o 1 − G ∈ RV−α e r(G) = ∞, de modo que pela Proposic¸a˜o 2.2(i), G ∈ Dl(Φα).
Mais ainda, para cada i = 1, · · · , 4, podemos definir uma func¸a˜o lentamente variante
L ∈ RV0 por
L(x) = xα(1− F ∗(x)).
Ale´m de caracterizar os domı´nios de atrac¸a˜o das distribuic¸o˜es extremais sob
normalizac¸a˜o poteˆncia, Mohan e Havi [25] provaram um resultado no qual e´ poss´ıvel ga-
rantir que toda f.d. F que esteja no ma´ximo domı´nio de atrac¸a˜o de alguma distribuic¸a˜o
extremal cla´ssica (ou seja, sob normalizac¸a˜o linear) implica que F esta´ no ma´ximo
domı´nio de atrac¸a˜o de alguma distribuic¸a˜o extremal sob normalizac¸a˜o poteˆncia. Este
resultado e´ apresentado a seguir.
Proposic¸a˜o 2.7 (Mohan e Ravi [25]) As seguintes afirmac¸o˜es sa˜o va´lidas para uma
f.d. F :
(a) (a1) Se F ∈ Dl(Φα), enta˜o F ∈ Dp(Φ).
(a2) Se F ∈ Dl(Λ) com r(F ) =∞, enta˜o F ∈ Dp(Φ).
(a3) F ∈ Dl(Λ) com 0 < r(F ) <∞ se, e somente se, F ∈ Dp(Φ) com r(F ) <∞.
(b) (b1) F ∈ Dl(Λ) com r(F ) < 0 se, e somente se, F ∈ Dp(Ψ) com r(F ) < 0.
(b2) Se F ∈ Dl(Λ) com r(F ) = 0, enta˜o F ∈ Dp(Ψ).
(b3) Se F ∈ Dl(Ψα) com r(F ) = 0, enta˜o F ∈ Dp(Ψ).
(c) F ∈ Dl(Ψα) com r(F ) > 0 se, e somente se, F ∈ Dp(H2,α).
(d) F ∈ Dl(Ψα) com r(F ) < 0 se, e somente se, F ∈ Dp(H4,α).
Prova. Ver Mohan e Ravi [25] p.636-638.
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Pela Proposic¸a˜o 2.7 garantimos que toda f.d. cujo ma´ximo normalizado li-
nearmente converge para uma f.d. na˜o-degenerada implica na convergeˆncia do ma´ximo
sob normalizac¸a˜o poteˆncia. A seguir, recordamos o Exemplo 2.4 apresentado na Sec¸a˜o
2.1 de uma f.d. cujo ma´ximo normalizado linearmente na˜o converge fracamente, e
mostramos que o ma´ximo estabilizado sob a normalizac¸a˜o poteˆncia possui uma distri-
buic¸a˜o limite na˜o-degenerada. Em outras palavras, este exemplo indica que os domı´nios
de atrac¸a˜o sob a normalizac¸a˜o poteˆncia sa˜o mais abrangentes do que os domı´nios de
atrac¸a˜o linear. Ale´m disso, apresentamos um exemplo de f.d. em que o ma´ximo na˜o
converge sob a normalizac¸a˜o poteˆncia, mostrando que ainda e´ poss´ıvel questionar sobre
a existeˆncia de uma func¸a˜o de estabilizac¸a˜o do ma´ximo cujos domı´nios de atrac¸a˜o das
distribuic¸o˜es extremais atraem mais que Dp(.).
Exemplo 2.6 Considere F como no Exemplo 2.4, ou seja,
F (x) =
{
0, se x < e,
1− 1
log x
, se x ≥ e.
Enta˜o F ∈ Dp(H1,1) com αn = 1 e βn = n, mas, conforme vimos no Exemplo 2.4,
F /∈ Dl(G), para G = Φα, G = Ψα ou G = Λ.








assim, 1− F (et) ∈ RV−1 e, segue da Proposic¸a˜o 2.6(a) que, F ∈ Dp(H1,1).
O pro´ximo exemplo garante que existe uma f.d. cujo ma´ximo estabilizado





0, x < ee,
1− 1
log log x
, x ≥ ee.
Enta˜o F /∈ Dp(H) para nenhuma H Distribuic¸o˜es dos Valores Extremos sob norma-
lizac¸a˜o poteˆncia.
Temos que
r(F ) = sup{x;F (x) < 1} = +∞.
Pela Proposic¸a˜o 2.6, basta mostrarmos que F na˜o pertence Dp(H1,α) e nem Dp(Φ). De




1− F (exp{t}) = limt→∞
log log exp{t}











em que para a terceira igualdade aplicamos a regra L’Hopital para resolver uma in-
determinac¸a˜o do tipo ∞∞ . Dessa forma, 1 − F (et) /∈ RV−α para nenhum α > 0 e,
consequentemente, F /∈ Dl(H1,α).















Logo F /∈ Dp(Φ).
Finalizaremos a sec¸a˜o com dois exemplos de f.d.’s que pertencem ao domı´nio
de atrac¸a˜o do ma´ximo sob normalizac¸a˜o poteˆncia de Φ e Ψ, respectivamente, e que sera˜o




0, se x < 1,
1− exp{− log2 x} , se x ≥ 1.
Enta˜o F ∈ Dp(Φ) com an = exp{
√
log n} e bn = 1/(2
√
log n).
Pela caracterizac¸a˜o de Dp(Φ) dada na Proposic¸a˜o 2.6(e), como
r(F ) = sup{x ∈ R;F (x) < 1} = +∞,


































em que na segunda igualdade fizemos a substituic¸a˜o z =
√
2 log x e na terceira N e´ a




















Por (2.18) e fazendo a substituic¸a˜o y =
√



































em que na penu´ltima igualdade utilizamos o Lema 1.1(i), ou seja, 1−N(y) ∼ y−1N ′(y)
quando y →∞. Dessa forma,
lim
t→∞
f 2(t) = 0. (2.19)
Novamente fazendo a substituic¸a˜o y =
√
2 log t e aplicando o Lema 1.1(i) obtemos
lim
t→∞





1−N (√2 log t))






















1− F (t exp(yf(t)))





{−[log t+ yf(t)]2 + log2 t}
= exp
{−2yf(t) log t− y2f 2(t)}
= exp
{−y[2f(t) log t+ yf 2(t)]} . (2.21)
Pela continuidade da func¸a˜o exponencial, por (2.19), (2.20) e (2.21), segue que
lim
t↑r(F )
1− F (t exp(yf(t)))












0, x < −1,
1− exp{−√−log(−x)}, −1 ≤ x < 0,
1, x ≥ 0.
Enta˜o F ∈ Dp(Ψ) com αn = − log2 n e βn = 2 log n.
De fato, como r(F ) = sup{x ∈ R;F (x) < 1} = 0, pela caracterizac¸a˜o de
Dp(Ψ), dada na Proposic¸a˜o 2.6(f), basta mostrarmos a validade de (2.16).






































































onde na u´ltima igualdade utilizamos a regra L’Hopital na indeterminac¸a˜o do tipo ∞∞ .


































1− F (t exp{yf(t)})




























Substituindo (2.24) em (2.25), fazendo a substituic¸a˜o z =
√− log(−t) e usando a
continuidade da func¸a˜o exponencial, segue que
lim
t↑r(F )
1− F (t exp{yf(t)})
















































Note que em (2.26) temos uma indeterminac¸a˜o do tipo 0
0




1− F (t exp{yf(t)})
1− F (t) = exp
































Logo, pela Proposic¸a˜o 2.6(f), F ∈ Dp(Ψ).
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Cap´ıtulo 3
Grandes Desvios de Extremos sob
Normalizac¸a˜o Linear
Neste cap´ıtulo, estudamos a propriedade de Grandes Desvios de Extremos
para a sequeˆncia de ma´ximos Mn = max{X1, · · · , Xn}, n ≥ 1, de v.a.’s i.i.d sob
normalizac¸a˜o linear. O estudo apresentado e´ baseado em Resnick [31], Anderson [1],
Goldie e Smith [18] e de Haan e Hordijk [20].
Considere uma f.d. F tal que F ∈ Dl(G), ou seja, para a qual existem
sequeˆncias de nu´meros reais {an} e {bn}, com an > 0, tais que para todo x ∈ C(G)
lim
n→∞
F n (anx+ bn) = G(x), (3.1)
onde, pela Proposic¸a˜o 2.1, G e´ do mesmo l-tipo de uma das distribuic¸o˜es extremais
Φα, Ψα ou Λ.
No contexto estat´ıstico, dada uma amostra aleato´ria (X1, · · · , Xn) de F ,
sendo F desconhecida, por (3.1), podemos utilizar G para aproximar a distribuic¸a˜o do
ma´ximo Mn = (X1, · · · ,Mn), ou seja, para n suficientemente grande temos











)∣∣∣∣→ 0, quando n→∞,
e dn seria uma forma de medir qua˜o boa e´ a aproximac¸a˜o em (3.2).
No entanto, se estamos interessados na cauda de Mn, ou seja, P (Mn > x)
para valores grandes de x, nem sempre dn e´ a melhor forma de medir o qua˜o pro´ximas
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sa˜o F n(anx+bn) e G(x). A medida que o valor de x cresce, 1−G(x) e 1−F n(anx+bn)
sa˜o ta˜o pequenos a ponto de na˜o terem grandes influeˆncias sobre dn. Assim, e´ adequado
utilizar um erro relativo, ou seja, examinar o qua˜o pro´ximo o quociente
1− F n(anx+ bn)
1−G(x)
esta´ de 1 para grandes valores de x.
Em outras palavras, no estudo dos grandes desvios de extremos (ma´ximos)
sob normalizac¸a˜o linear, procuramos uma sequeˆncia xn ↑ r(F ), com a convergeˆncia
para infinito ta˜o ra´pida quanto poss´ıvel, de tal forma que
lim
n→∞
1− F n(anyn + bn)
1−G(yn) = 1, (3.3)





∣∣∣∣P (a−1n (Mn − bn) > x))1−G(x) − 1
∣∣∣∣ = 0. (3.4)
Assim, (3.3) e (3.4) estabelecem para quais valores grandes de x podemos ter 1−G(x)







Na Sec¸a˜o 3.1, estudamos a propriedade dos grandes desvios (3.3) para os
casos em que F esta´ no domı´nio de atrac¸a˜o linear de Φα ou de Ψα. Na Sec¸a˜o 3.2,
abordamos o caso em que F esta´ no domı´nio de atrac¸a˜o de Λ.
3.1 Casos F ∈ Dl(Φα) e F ∈ Dl(Ψα)
Primeiramente, consideramos o caso F ∈ Dl(Φα). Enta˜o, pela Proposic¸a˜o
2.2(i), 1−F ∈ RV−α, ou seja, 1−F e´ regularmente variante no infinito, com expoente
−α e r(F ) =∞. Consequentemente, pela Proposic¸a˜o 1.3(a), temos
L(x) = xα
(
1− F (x)) ∈ RV0,
ou seja, lentamente variante no infinito, e pela Proposic¸a˜o 1.5, L tem representac¸a˜o de
Karamata (1.7).
A proposic¸a˜o a seguir estabelece condic¸o˜es necessa´rias e suficientes para a
validade da propriedade de grandes desvios (3.3) no caso em que F ∈ Dl(Φα).
Proposic¸a˜o 3.1 (Anderson [1]) Suponha F ∈ Dl(Φα) e {xn} estritamente cres-
cente, xn ↑ ∞. A propriedade dos grandes desvios (3.3) ocorre se, e somente se,
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uniformemente localmente em δ ∈ [0,∞), onde L(x) = xα(1 − F (x)). Suficiente para
(3.5) e´ que L tenha representac¸a˜o de Karamata (1.7) com
lim
t→∞
ε(t) log ξ(t) = 0. (3.6)
Observe que a condic¸a˜o (3.5) da Proposic¸a˜o 3.1 e´ a mesma da Definic¸a˜o
1.5 apresentada no Cap´ıtulo 1. Em outras palavras, um crite´rio para a ocorreˆncia
da propriedade dos grandes desvios (3.3) e´ que L(x) = xα
(
1 − F (x)) seja ξ-super
lentamente variante (ξ − ssv) com ξ(an) = xn. Para maiores detalhes sobre func¸o˜es
ξ − ssv ver Anderson [1] e Goldie e Smith [18].
Dividimos a prova da Proposic¸a˜o 3.1 em treˆs lemas apresentados a seguir.







em que L(x) = xα(1−F (x)) ∈ RV0 e para qualquer sequeˆncia {yn} tal que yn = O(xn),
com {xn} sequeˆncia tal que xn ↑ ∞.
Prova. Suponha F ∈ Dl(Φα). Neste caso, pela Proposic¸a˜o 2.2(i), definimos
L(x) = xα(1− F (x)) ∈ RV0,
e podemos tomar bn = 0 e an = F
←(1− 1/n).
Observe que an = F
←(1 − 1/n) → r(F ) = ∞ e tomando yn → ∞, temos
que anyn →∞. Sendo a convergeˆncia
F n(any)→ Φα(y), n→∞, (3.8)
uniforme, segue que F n(anyn) → 1 quando n → ∞. Assim, n logF (anyn) → 0. Pelo
Exemplo 1.1, 1− e−x ∼ x, quando x→ 0, enta˜o segue que
1− F n(anyn) = 1− e−n(− logF (anyn)) ∼ n(− logF (anyn)), n→∞.
Agora, pelo Exemplo 1.3, − log x ∼ 1− x, quando x→ 1, enta˜o
n(− logF (anyn)) ∼ n(1− F (anyn)), n→∞,
36
de modo que
1− F n(anyn) ∼ n(1− F (anyn)), n→∞. (3.9)
Observe que tomando o logaritmo em ambos os lados de (3.8), obtemos que
n(− logF (any))→ y−α, n→∞,
para y > 0. Dessa forma, os mesmos argumentos anteriores podem ser utilizados para
y > 0 fixo ao inve´s de yn de forma que obtemos
n(1− F (any)) ∼ n(− logF (any)), n→∞.
Assim, fazendo y = 1, segue que
n(1− F (an)) ∼ n(− logF (an))→ 1, n→∞,
i.e.,
(1− F (an)) ∼ 1
n
, n→∞. (3.10)

























o que implica na validade do lema.

Lema 3.2 Considere as mesmas hipo´teses da Proposic¸a˜o 3.1. As condic¸o˜es (3.5) e
(3.7) sa˜o equivalentes.
Prova. Suponha que para uma sequeˆncia {xn} estritamente crescente, xn ↑ ∞, exista
uma func¸a˜o na˜o-decrescente ξ(t), com ξ(∞) =∞, ξ(an) = xn e satisfazendo (3.5).
Seja {yn} tal que
yn →∞ e yn ≤ Axn, para A > 0.
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Sendo yn ≤ Axn, podemos tomar δn = log yn/ log xn, enta˜o yn = xδnn = ξδn(an). Ale´m
disso, {δn} e´ limitada, pois δn ≤ logAlog xn + 1, e (logA/ log xn) + 1 e´ convergente, ja´ que
xn →∞.
Como yn = ξ
δn(an), an = F
←(1− 1/n) → r(F ) = ∞ e, por hipo´tese, (3.5)











Ou seja, (3.7) vale para {yn} sequeˆncia tal que yn = O(xn).
Reciprocamente, suponha a validade de (3.7), para toda sequeˆncia {yn}
tal que yn = O(xn). Enta˜o para toda sequeˆncia {δn} ⊂ [0, 1]∞ = {(u1, u2, · · · );ui ∈
[0, 1], i = 1, 2, · · · }, tomando a sequeˆncia {yn} de tal forma que yn = xδnn , temos









ξ(t) = xn para t ∈ [an, an+1)
e
n(t) = sup{n; an ≤ t}.
Segue que
an(t) ≤ t < an(t)+1, (3.13)
logo, sendo ξ na˜o-decrescente, obtemos que
an(t)ξ
δbtc(an(t)) ≤ tξδbtc(t) ≤ an(t)+1ξδbtc(an(t)+1). (3.14)
Observe que, pela Proposic¸a˜o 2.2,
1− F ∈ RV−α,
assim, pela Proposic¸a˜o 1.3(b),
1
1− F ∈ RVα.
Temos que U = 1/(1 − F ) e´ na˜o-decrescente, U(∞) = ∞ e U ∈ RVα, enta˜o pela






(t) ∈ RV1/α. (3.15)
Como n(t) → ∞ quando t → ∞, temos que an(t) = F←(1 − 1/n(t)) → r(F ) = ∞.
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ou seja, cn ∼ c′n quando n→∞. Dessa forma, pela Proposic¸a˜o 1.7(i), segue que







Como an = F
←(1− 1/n) = ( 1
1−F
)←








an(t) ∼ t, t→∞. (3.17)











tξδbtc(t) ∼ an(t)ξδbtc(an(t)), t→∞. (3.18)






e, sendo {δn} arbitrariamente escolhida em [0, 1]∞, (3.5) ocorre uniformemente para
0 ≤ δ ≤ 1.
Podemos estender este resultado para uma convergeˆncia uniforme local em











Estamos interessados em estudar condic¸o˜es suficientes e necessa´rias para a
ocorreˆncia de func¸o˜es ξ−ssv e, consequentemente, para a ocorreˆncia de grandes desvios
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quando F ∈ Dl(Φα).
Seja L ∈ RV0 com representac¸a˜o de Karamata (1.7) da Proposic¸a˜o 1.5, ou
seja,






onde ε(t)→ 0 e c(t)→ c > 0, t→∞.
Observac¸a˜o 3.1 Para t suficientemente grande, sendo ξ na˜o-decrescente e ξ(∞) =
∞, podemos considerar ξ(t) > 1, de forma que ξz(t) > 1 uniformemente localmente em
z ∈ [0,∞). Assim, tξz(t) > t e, consequentemente, tξz(t)→∞ quando t→∞. Ale´m
disso, para t suficientemente grande, temos que
log ξ(tξz(t)) ≥ log ξ(t).
Lema 3.3 Considere as mesmas hipo´teses da Proposic¸a˜o 3.1. Suponha que L(x) =






onde ξ(t) e´ uma func¸a˜o na˜o-decrescente e ξ(∞) =∞. Enta˜o L e´ ξ − ssv.
Prova. Pela Observac¸a˜o 3.1 e pela Proposic¸a˜o 1.5, temos que
tξz(t)→∞ e c(t)→ c ∈ (0,∞), quando t→∞,
































de forma que, quando t → ∞, o quociente L(tξδ(t))
L(t)
converge para 1 uniformemente
localmente em δ se, e somente se, a integral em (3.19) converge para zero uniformemente
localmente em δ.
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Fazendo a mudanc¸a de varia´vel z = (log u − log t)/ log ξ(t) na integral em


























ε(tξz(t)) log ξ(t) = 0, (3.21)
uniformemente localmente em z. Entretanto, (3.21) ocorre se, e somente se, (3.6) e´
va´lida. De fato, observe que se z = 0 em (3.21), enta˜o temos a validade de (3.6), i.e.,
lim
t→∞
ε(t) log ξ(t) = 0.
Antes de mostrarmos que (3.6) implica em (3.21), note que pela Observac¸a˜o 3.1,
tξz(t)→∞ quando t→∞. Por (3.6) segue que
lim
t→∞
ε(tξz(t)) log ξ(tξz(t)) = lim
y→∞
ε(y) log ξ(y) = 0, (3.22)
uniformemente localmente em z.







ε(tξz(t)) log ξ(t) ≥ 0




ε(t) log ξ(t) = 0,






uniformemente em δ, o que conclui a prova do lema.

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Com os Lemas 3.1, 3.2 e 3.3 conclu´ımos a prova da Proposic¸a˜o 3.1.
Prova da Proposic¸a˜o 3.1. Suponha F ∈ Dl(Φα) e defina
L(x) = xα
(
1− F (x)) ∈ RV0.
Pelos Lemas 3.1 e 3.2, mostramos a equivaleˆncia entre a propriedade dos grandes desvios
(3.3) e a condic¸a˜o (3.5). Ja´ no Lema 3.3, mostramos que (3.6), na representac¸a˜o de
Karamata de L, e´ uma condic¸a˜o suficiente para a validade de (3.5) e, consequentemente,
para a ocorreˆncia de grandes desvios, o que conclui a prova da proposic¸a˜o.

Observamos tambe´m que Anderson [1] mostrou que caso ξ satisfac¸a uma
condic¸a˜o de crescimento, enta˜o (3.6), i.e.,
lim
t→∞
ε(t) log ξ(t) = 0,
na representac¸a˜o de Karamata de L ∈ RV0, e´ tambe´m uma condic¸a˜o necessa´ria para
que L seja ξ−ssv. Apresentamos este resultado a seguir e a prova pode ser encontrada
em Anderson [1] p.199-201 e em Resnick [31] p.99-100.
Proposic¸a˜o 3.2 (Anderson [1]) Suponha ξ(t)→∞ monotonicamente e
log ξ(tξ(t)) = O(log ξ(t)),
quando t → ∞. Enta˜o L ∈ RV0 e´ ξ − ssv se, e somente se, L tem representac¸a˜o de
Karamata da forma (1.7) com
ε(t) = o(1/ log ξ(t)), t→∞.
Finalizamos esta sec¸a˜o considerando o caso em que F ∈ Dl(Ψα). Neste
caso, basta observar que se F ∈ Dl(Ψα), enta˜o considerando
F0(x) =
{
0, se x < 0,
F (r(F )− x−1) , se x ≥ 0,










3.2 Caso F ∈ Dl(Λ)
Nesta sec¸a˜o, consideramos o caso em que F ∈ Dl(Λ) e r(F ) = ∞. Enta˜o,
pela Proposic¸a˜o 2.4, existe z0 < r(F ), c > 0 e uma func¸a˜o auxiliar f(x) absolutamente
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cont´ınua, com densidade f ′(x), tal que f(x) > 0 para x > z0 e lim
x↑∞
f ′(x) = 0 e 1 − F
tem representac¸a˜o (2.8), ou seja,















A pro´xima proposic¸a˜o apresenta condic¸o˜es necessa´rias e suficientes para a
validade da propriedade de grandes desvios (3.3) para F ∈ Dl(Λ) e r(F ) =∞.






du para t > z0,
em que z0 e f(t) sa˜o os mesmos da representac¸a˜o (2.8) de 1− F (x).
Proposic¸a˜o 3.3 Suponha que F ∈ Dl(Λ) com r(F ) = ∞ e 1 − F tem representac¸a˜o
(2.8). A propriedade dos grandes desvios (3.3) ocorre se, e somente se, existe uma
func¸a˜o na˜o-decrescente ξ(t) satisfazendo ξ(∞) =∞, ξ(bn) = xn e
lim
t→∞
[R(t+ δf(t)ξ(t))−R(t)− δξ(t)] = 0 (3.23)
uniformemente localmente em δ ∈ [0,∞). Suficiente para (3.23) e´ a condic¸a˜o de De
Haan e Hordijk [20]
lim
t→∞
ξ2(t)f ′(t) = 0. (3.24)
Dividimos a prova da Proposic¸a˜o 3.3 em treˆs lemas. No primeiro, apresen-
tamos duas condic¸o˜es equivalentes a` propriedade dos grandes desvios (3.3). Ambas
condic¸o˜es sa˜o utilizadas nas demonstrac¸o˜es dos dois lemas seguintes e dos resultados
de grandes desvios sob normalizac¸a˜o poteˆncia apresentados no Cap´ıtulo 4.
Antes de enunciarmos os lemas, apresentamos um exemplo da ocorreˆncia
de grandes desvios dos extremos sob normalizac¸a˜o linear para a distribuic¸a˜o normal
padra˜o.











∼ t−1, t→∞. (3.25)
Dessa forma, usando que





= −1 + t1−N(t)
n(t)
= −1 + tf(t),
de modo que,
f ′′(t) = f(t) + tf ′(t) = f(t) + t
(− 1 + tf(t)) = −t+ (1 + t2)f(t).






= f(t), t > 0,
e, consequentemente,
f ′′(t) ≥ 0,










ou seja, f ∈ RV−1.













f ′(t) ∼ −t−2, t→∞. (3.26)
Pelo Exemplo 2.5 temos que N ∈ Dl(Λ). Assim, pela Proposic¸a˜o 3.3, sabemos que
uma condic¸a˜o suficiente para a ocorreˆncia da propriedade de grandes desvios (3.3) e´
que exista ξ(t) tal que
lim
t→∞
ξ2(t)f ′(t) = 0,















e´ uma condic¸a˜o suficiente para a ocorreˆncia da propriedade de grandes desvios (3.3).
Sendo ξ(bn) = xn, como, pelo Exemplo 2.5, bn ∼ (2 log n)1/2 temos





Logo, a propriedade dos grandes desvios (3.3) ocorre para a escolha da sequeˆncia {xn}
satisfazendo (3.28).
Agora, apresentamos os lemas que provam a validade da Proposic¸a˜o 3.3.
Lema 3.4 Considerando as mesmas hipo´teses da Proposic¸a˜o 3.3, a propriedade dos
grandes desvios (3.3) pode ser reescrita como
1 = lim
n→∞

























Prova. Suponha que F ∈ Dl(Λ) com r(F ) =∞. Pelo Exemplo 1.2 segue que,
1− Λ(yn) = 1− exp{−e−yn} ∼ e−yn , quando yn →∞.
Por (2.7), temos que anyn + bn →∞ quando n→∞, de modo que F (anyn + bn)→ 1.
Assim, por um argumento semelhante ao usado na prova do Lema 3.1, podemos mostrar
que 1 − F n(anyn + bn) ∼ n(1 − F (anyn + bn)), n → ∞. Usando essas equivaleˆncias,
obtemos as seguintes igualdades
lim
n→∞
1− F n(anyn + bn)
1− Λ(yn) = limn→∞




eynn(1− F (anyn + bn)). (3.31)
Pela Observac¸a˜o 2.1, temos que n ∼ 1/(1 − F (bn)). Assim, como 1 − F tem repre-
sentac¸a˜o (2.8), podemos escrever (3.31) como
lim
n→∞
1− F n(anyn + bn)
1− Λ(yn) = limn→∞































Como c(x)→ c > 0, quando x→∞, e anyn + bn →∞, quando n→∞, segue que
c(anyn + bn)
c(bn)
= 1 + o(1), n→∞. (3.33)
Por (3.32), (3.33), fazendo a mudanc¸a de varia´veis v = (u − bn)/(anyn) na integral e
usando que an = f(bn), respectivamente, obtemos as seguintes igualdades
lim
n→∞
1− F n(anyn + bn)



































o que prova a validade do lema.

No segundo lema, provamos que a condic¸a˜o (3.24) e´ suficiente para a ocorreˆncia
de grandes desvios (3.3).
Lema 3.5 Considerando as mesmas hipo´teses da Proposic¸a˜o 3.3, temos que (3.24) e´
uma condic¸a˜o suficiente para a propriedade dos grandes desvios (3.3).
Prova.
Pelo Lema 3.4, a propriedade dos grandes desvios (3.3) e´ equivalente a` (3.30). Sendo
yn = O(xn), yn ≤ Axn, se tomarmos δn = yn/xn ∈ [0, A], podemos escrever yn = δnxn.

























em que na u´ltima igualdade fizemos a mudanc¸a de varia´veis u = δnv.
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Pela continuidade da func¸a˜o exponencial, segue de (3.30) e (3.34) que a










ξ(bn)du = 0. (3.35)










uniformemente localmente em δ. Agora, verificaremos que a condic¸a˜o (3.36) ocorre se
a condic¸a˜o (3.24), de Haan e Hordijk [20], e´ va´lida. Ou seja,
lim
t→∞




) ∼ f(x), quando x→∞. De fato, observe que,





















∣∣f ′(x+ zf(x)ξ(x))ξ2(x+ zf(x)ξ(x))∣∣ dz,
para x suficientemente grande. Observe que na terceira linha fizemos a mudanc¸a de
varia´veis z = (u− x)/(f(x)ξ(x)) e na quarta usamos o fato que ξ e´ na˜o-decrescente e
a desigualdade se torna va´lida para x suficientemente grande. Ale´m disso, por (3.24),
temos que ∫ δ
0
∣∣f ′(x+ zf(x)ξ(x))ξ2(x+ zf(x)ξ(x))∣∣ dz → 0, n→∞,
uniformemente localmente em δ. Logo, f(x+ δf(x)ξ(x)) ∼ f(x), x→∞.
Por fim, para mostrarmos que (3.24) implica em (3.36), usaremos argumen-
tos semelhantes aos passos anteriores. Como, f(x+ δf(x)ξ(x)) ∼ f(x), x→∞, temos
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que para x suficientemente grande
ξ(x)
∣∣∣∣ f(x)f(x+ δf(x)ξ(x)) − 1






















∣∣f ′(x+ zf(x)ξ(x))ξ2(x+ zf(x)ξ(x))∣∣ dz → 0,
uniformemente localmente em δ, como quer´ıamos.

O u´ltimo lema desta sec¸a˜o garante a equivaleˆncia entre a propriedade dos
grandes desvios (3.3) e a condic¸a˜o (3.23) da Proposic¸a˜o 3.3. Com isso, pelos Lemas
3.4, 3.5 e 3.6, completamos a prova da Proposic¸a˜o 3.3.
Lema 3.6 Considerando as mesmas hipo´teses da Proposic¸a˜o 3.3. A propriedade dos
grandes desvios (3.3) e´ equivalente a` (3.23).
Prova. Ver Resnick [31] p.102-104.
Com os Lemas 3.4, 3.5 e 3.6 conclu´ımos a prova da Proposic¸a˜o 3.3.
Prova da Proposic¸a˜o 3.3.
Suponha F ∈ Dl(Λ) com r(F ) =∞ e 1− F tem representac¸a˜o (2.8). Pelos Lemas 3.4
e 3.6, temos a equivaleˆncia entre a propriedade dos grandes desvios (3.3) e a condic¸a˜o
(3.23). Ja´ no Lema 3.5, mostramos que (3.24) e´ uma condic¸a˜o suficiente para a validade




Grandes Desvios de Extremos sob
Normalizac¸a˜o Poteˆncia
Neste cap´ıtulo, apresentamos condic¸o˜es suficientes e necessa´rias para a pro-
priedade dos grandes desvios de extremos para cada uma das seis distribuic¸o˜es extre-
mais sob normalizac¸a˜o poteˆncia. Os resultados apresentados neste cap´ıtulo sa˜o devidos
a Feng e Chen [12].
Considere uma f.d. F tal que F ∈ Dp(H), ou seja, para a qual existem







= H(x), ∀x ∈ C(H),
onde, Pela Proposic¸a˜o 2.5, H e´ do mesmo p-tipo de uma das distribuic¸o˜es Hi,α, para
i = 1, 2, 3, 4, Φ ou Ψ.
Similarmente ao caso cla´ssico, procuramos uma sequeˆncia estritamente cres-
cente {xn} ↑ r(F ) tal que
lim
n→∞
1− F n (αn|yn|βnsign(yn))
1−H(yn) = 1, (4.1)
para qualquer sequeˆncia yn = O(xn).
Dividimos o cap´ıtulo em seis sec¸o˜es, sendo que em cada sec¸a˜o apresenta-
mos o resultado de grandes desvios considerando F ∈ Dp(H) para cada uma das seis
distribuic¸o˜es extremais H sob normalizac¸a˜o poteˆncia, descritas na Proposic¸a˜o 2.5.
Destacamos que nos casos em que F ∈ Dp(Hi,α) para cada i = 1, · · · , 4, os
resultados sa˜o obtidos utilizando a relac¸a˜o entre Hi,α e Φα, e os resultados de gran-
des desvios da Teoria dos Valores Extremos sob Normalizac¸a˜o Linear apresentados no
cap´ıtulo anterior. Ja´ os casos de F ∈ Dp(Φ) e F ∈ Dp(Ψ) sa˜o obtidos utilizando a
relac¸a˜o de Φ e Ψ com Λ.
49
4.1 Caso F ∈ Dp(H1,α)
Nesta sec¸a˜o analisamos a propriedade de grandes desvios (4.1) para o caso
em que F ∈ Dp(H1,α), onde H1,α e´ descrita na Proposic¸a˜o 2.5(a). Neste caso, pela Pro-
posic¸a˜o 2.6(a), temos que r(F ) =∞, 1−F (ex) ∈ RV−α e as constantes de normalizac¸a˜o
podem ser tomadas como αn = 1 e βn = logF
←(1− 1/n).
O teorema a seguir apresenta condic¸o˜es necessa´rias e suficientes para a va-
lidade de (4.1), que e´ baseada na func¸a˜o lentamente variante L(x) = xα(1− F (ex)).
Teorema 4.1 Suponha F ∈ Dp(H1,α) e {xn} uma sequeˆncia de nu´meros reais estrita-
mente crescente e xn ↑ ∞. A propriedade de grandes desvios (4.1) ocorre se, e somente









uniformemente localmente em δ ∈ [0,∞), onde L(x) = xα(1 − F (ex)) ∈ RV0. Ale´m
disso, se L tem representac¸a˜o de Karamata (1.7) com
lim
t→∞
ε(t) log log ξ(t) = 0, (4.3)
enta˜o temos a validade de (4.2).
Note que a condic¸a˜o (4.3) do Teorema 4.1 pode ser reescrita como
log log ξ(t) = o(ε−1(t)), t→∞.
Dividimos a prova do Teorema 4.1 em treˆs lemas. Antes de enunciarmos
esses lemas, note que
H1,α(e
y) = exp{−(log ey)−α}I(1,∞)(ey)
= exp{−y−α}I(0,∞)(y)
= Φα(y), (4.4)
em que, para A ⊂ R,
IA(x) =
{
1, x ∈ A,
0, x /∈ A.
A relac¸a˜o entre H1,α e Φα, obtida atrave´s da func¸a˜o h(x) = e
x, sera´ fun-
damental ao longo das demonstrac¸o˜es desta sec¸a˜o, pois atrave´s dela podemos recorrer
aos resultados de grandes desvios de extremos sob normalizac¸a˜o linear apresentados na
Sec¸a˜o 3.1 do Cap´ıtulo 3.
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Suponha F ∈ Dp(H1,α). Pela Proposic¸a˜o 2.6(a), defina
G(y) =
{
0, se y < 0,
F (ey), se y ≥ 0.
Observe que 1 − G ∈ RV−α com r(G) = ∞ e, pela caracterizac¸a˜o de Dl(Φα) dada na






1− F (et) = x
−α, x > 0 (4.5)
e, como r(F ) =∞ , temos
r(G) = sup{x;G(x) < 1}
= log sup{ex;F (ex) < 1}
= log sup{y;F (y) < 1}
= log r(F ) =∞. (4.6)
Assim, pela Proposic¸a˜o 2.6(a), segue que G ∈ Dl(Φα).
Ale´m disso, pela Proposic¸a˜o 2.6(a), podemos escolher βn = logF
←(1−1/n)









)→ H1,α(ex) = Φα(x), (4.7)
ou seja, as constantes de normalizac¸a˜o de G podem ser tomadas como sendo an = βn
e bn = 0.
A seguir, apresentamos o primeiro lema para a prova do Teorema 4.1. Es-
sencialmente, utilizaremos que G ∈ Dl(Φα) e, assim, pelo Lema 3.1, obtemos uma
condic¸a˜o equivalente a` propriedade dos grandes desvios.







em que L(x) = xα
(
1 − F (ex)) ∈ RV0 e yn = O(xn), com {xn} estritamente crescente
e xn ↑ ∞.













1− Φα(zn) · (4.9)
Em outras palavras, (4.9) nos diz que se F ∈ Dp(H1,α), a propriedade dos grandes
desvios (4.1) (poteˆncia) ocorre se, e somente se, a propriedade dos grandes desvios
(3.3) (cla´ssico) ocorre para G ∈ Dl(Φα).
Como G ∈ Dl(Φα), pelo Lema 3.1, a propriedade dos grandes desvios (3.3)

















No pro´ximo lema, utilizando o Lema 4.1, mostramos a equivaleˆncia entre a
propriedade dos grandes desvios (4.1) e a condic¸a˜o (4.2) do Teorema 4.1. Novamente,
considerando que G ∈ Dl(Φα), podemos nos basear na prova do Lema 3.2.
Lema 4.2 Considere as mesmas hipo´teses do Teorema 4.1. Sa˜o equivalentes as condic¸o˜es
(4.2) (do Teorema 4.1) e (4.8) (do Lema 4.1).
Prova. Suponha a validade de (4.2). Vamos mostrar (4.8) quando log yn →∞ e
log yn ≤ A log xn. (4.10)
Tomando o logaritmo em ambos os lados de (4.10), obtemos que
log log yn ≤ logA+ log log xn. (4.11)











por (4.12), temos que {δn} e´ limitada, pois como xn →∞, a sequeˆncia logA/ log log xn
e´ convergente e, em particular, limitada.
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Ale´m disso,
log log yn = δn log log xn = log (log xn)
δn ,
donde, usando que ξ(βn) = xn e log(x) e´ invers´ıvel, obtemos
log yn = (log xn)
δn = (log ξ(βn))
δn . (4.13)
Como βn = logF
←(1−1/n)→ log r(F ) =∞ e {δn} e´ limitada, pela validade de (4.13)














o que prova a validade de (4.8).
Reciprocamente, suponha a validade de (4.8). Enta˜o, para toda sequeˆncia
{δn} ⊂ [0, 1]∞ = {(u1, u2, · · · );ui ∈ [0, 1], i = 1, 2, · · · }, definimos a sequeˆncia {yn} de
tal forma que
log yn = (log xn)
δn .
Note que yn = O(xn). De fato, como {xn} ↑ ∞, enta˜o dado M > 1, para n suficiente-
mente grande, como δn ∈ [0, 1], obtemos
δn log log xn ≤ log log(Mxn).
Assim,
(log xn)

























Por (4.5) e (4.7) temos que Gn(βnx) → Φα(x), onde G(x) = 1 − F (ex), x ≥ 0. Assim
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como na prova do Lema 3.2, defina
ξ(t) = xn, para t ∈ [βn, βn+1) (4.15)
e
n(t) = sup{n; βn ≤ t}.
Enta˜o
βn(t) ≤ t < βn(t)+1. (4.16)
Dessa forma, procedendo analogamente a` prova de (3.15) e (3.16) do Lema 3.2, com
G ∈ Dl(Φα), obtemos
βn(t) = logF







βn ∼ βn+1, quando n→∞.






→ 1, t→∞, (4.17)
ou seja,
t ∼ βn(t). (4.18)
Sendo βn = logF
←(1−1/n), log x uma func¸a˜o crescente e F←(1−1/n) na˜o-decrescente,
segue que {βn} e´ na˜o-decrescente. Como {xn} e´ estritamente crescente, a func¸a˜o ξ(t)
definida em (4.15) e´ na˜o-decrescente. Ale´m disso, ξ(∞) =∞.
Agora, como ξ e´ na˜o-decrescente e log e´ crescente, por (4.16), temos que
log ξ(βn(t)) ≤ log ξ(t) < log ξ(βn(t)+1),
e, sendo {δn} ⊂ [0, 1]∞, obtemos
[log ξ(βn(t))]
δbtc ≤ [log ξ(t)]δbtc < [log ξ(βn(t)+1)]δbtc . (4.19)
Segue de (4.16) e (4.19) que
βn(t)[log ξ(βn(t))]
δbtc ≤ t[log ξ(t)]δbtc < βn(t)+1[log ξ(βn(t)+1)]δbtc ,
ou seja,
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e, como βn ∼ βn+1, temos
t[log ξ(t)]δbtc ∼ βn(t)[log ξ(βn(t))]δbtc , (4.20)
quando t→∞.











Sendo ξ(∞) = ∞ e {δn} ⊂ [0, 1]∞, temos que t[log ξ(t)]δbtc → ∞, quando t → ∞.




) ∼ L (βn(t)[log ξ(βn(t))]δbtc) ,











e, como {δn} foi escolhida arbitrariamente em [0, 1]∞, (4.2) ocorre uniformemente para
δ ∈ [0, 1]. Podemos estender este resultado para uma convergeˆncia uniformemente












t log ξ(t)[log ξ(t)]δbtc−1
)
L (t log ξ(t))
L (t log ξ(t))
L(t)
= 1,












t log ξ(t)[log ξ(t)]δbtc−1
)
L (t log ξ(t))
= 1.

O pro´ximo lema, juntamente com o Lema 4.2, nos garante que a condic¸a˜o
(4.3) e´ suficiente para a ocorreˆncia de grandes desvios quando F ∈ Dl(H1,α).
Lema 4.3 Suponha que F ∈ Dp(H1,α). A condic¸a˜o (4.3) e´ suficiente para (4.2).





ε(t) log log ξ(t) = 0,
para alguma func¸a˜o ξ(t) na˜o-decrescente, com ξ(∞) =∞, enta˜o L satisfaz (4.2), i.e.,
L e´ ξ1 − ssv, com ξ1(t) = log ξ(t).
Prova.
Para t suficientemente grande, sendo ξ na˜o-decrescente e ξ(∞) = ∞, podemos consi-













]δ →∞, quando t→∞. (4.23)






]δ) ≥ log ξ(t). (4.24)
Sendo L(x) = xα
(
1 − F (ex)) ∈ RV0, pela Proposic¸a˜o 1.5, obtemos que L tem repre-
sentac¸a˜o de Karamata (1.7) com
lim
x→∞













































de forma que, quando t → ∞, o quociente L(t[log ξ(t)]δ)
L(t)
converge para 1 uniformemente
localmente em δ se, e somente se, a integral em (4.25) converge para zero uniformemente
localmente em δ.
Fazendo a mudanc¸a de varia´veis z = (log u − log t)/ log log ξ(t) na integral
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log log ξ(t)dz. (4.26)










log log ξ(t) = 0, (4.27)
uniformemente localmente em z. Observe que a condic¸a˜o (4.27) e´ equivalente a` (4.3).
De fato, se z = 0 em (4.27), enta˜o temos a validade de (4.3), ou seja,
lim
t→∞
ε(t) log log ξ(t) = 0.


















ε(y) log log ξ(y) = 0, (4.28)
uniformemente localmente em z.




∣∣ε(t[ log ξ(t)]z) log log ξ(t[ log ξ(t)]z)∣∣
≥ lim
t→∞
∣∣ε(t[ log ξ(t)]z) log log ξ(t)∣∣ ≥ 0
e a convergeˆncia e´ uniformemente localmente em z, de forma que temos a validade de
(4.27).
Logo, por (4.25), (4.26) e (4.27), temos que a condic¸a˜o (4.3) e´ suficiente
para (4.2), o que conclui a prova do lema.

Com as provas dos Lemas 4.1, 4.2 e 4.3 conclu´ımos a prova do Teorema 4.1.
Prova do Teorema 4.1. Suponha F ∈ Dp(H1,α) e defina
L(x) = xα
(
1− F (ex)) ∈ RV0.
Pelos Lemas 4.1 e 4.2, mostramos a equivaleˆncia entre a propriedade dos grandes
desvios (4.1) e a condic¸a˜o (4.2). Ja´ no Lema 4.3, mostramos que (4.3) e´ uma condic¸a˜o
suficiente para a validade de (4.2) e, consequentemente, para a ocorreˆncia de grandes
desvios, o que conclui a prova do teorema.

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4.2 Caso F ∈ Dp(H2,α)
Nesta sec¸a˜o, consideramos o caso em que F ∈ Dp(H2,α), onde H2,α e´ descrita
na Proposic¸a˜o 2.5(b). Neste caso, pela Proposic¸a˜o 2.6(b), temos que 0 < r(F ) < ∞,
1 − F(r(F ) exp{−1/x}) ∈ RV−α e as constantes estabilizantes podem ser escolhidas
como










No teorema a seguir sa˜o apresentadas condic¸o˜es necessa´rias e suficientes
para que a propriedade dos grandes desvios (4.1) seja va´lida. Tais condic¸o˜es sa˜o base-
adas no comportamento da func¸a˜o lentamente variante
L(x) = xα[1− F (r(F ) exp{−1/x})] ∈ RV0. (4.29)
Teorema 4.2 Suponha F ∈ Dp(H2,α), com r(F ) ∈ (0, 1] e seja {xn} uma sequeˆncia
estritamente crescente, xn ↑ r(F ). A propriedade dos grandes desvios (4.1) ocorre
se, e somente se, existe uma func¸a˜o na˜o-decrescente ξ(t) com ξ(∞) = r(F ) tal que









uniformemente localmente em δ ∈ [0,∞), onde L e´ dada em (4.29). Mais ainda, se L








enta˜o temos a validade de (4.30).






Observac¸a˜o 4.1 Feng e Chen [12] na˜o consideraram a restric¸a˜o r(F ) ∈ (0, 1] no
Teorema 4.2. A demostrac¸a˜o do teorema na˜o foi apresentada sob a argumentac¸a˜o de
que ela e´ ana´loga a` prova do Teorema 4.1. Entretanto, ao detalharmos a demonstrac¸a˜o,
observamos que para que a func¸a˜o log log ξ−1(t) esteja bem definida, precisamos
garantir que log ξ−1(t) > 0 para t suficientemente grande. Como ξ(∞) = r(F ) ∈
(0,∞), caso r(F ) > 1, ter´ıamos log ξ−1(∞) < 0.
Assim como na demonstrac¸a˜o do Teorema 4.1, para a demonstrac¸a˜o do
Teorema 4.2 podemos recorrer aos resultados de grandes desvios de extremos sob nor-
malizac¸a˜o linear apresentados na Sec¸a˜o 3.1 do Cap´ıtulo 3, tendo em vista a relac¸a˜o
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entre H2,α e Φα. De fato, y > 0, temos 0 < e









em que IA(x) denota a func¸a˜o indicadora de A ⊂ R.









, se x ≥ 0.















x > 0; e−1/x < 1
}
= ∞





1− F (r(F )e−1/tx)
1− F (r(F )e−1/t) = x
−α· (4.33)
Ale´m disso, para x ≥ 0, temos β−1n x ≥ 0 e











∣∣e−1/x∣∣βn sign (e−1/x)) −→ H2,α (e−1/x) = Φα(x), (4.34)




A seguir apresentamos o primeiro lema para a prova do Teorema 4.2. Es-
sencialmente, utilizaremos que G ∈ Dl(Φα) e, assim, pelo Lema 3.1, obtemos uma
condic¸a˜o equivalente a` propriedade dos grandes desvios.










em que L(x) = xα
(
1− F (r(F )e−1/x)) ∈ RV0 e {xn} e´ tal que xn ↑ r(F ) e yn = O(xn).
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1− Φα(zn) · (4.36)
Em outras palavras, (4.36) nos diz que, se F ∈ Dp(H2,α), enta˜o a propriedade dos
grandes desvios (4.1) (poteˆncia) ocorre se, e somente se, a propriedade dos grandes
desvios (3.3) (cla´ssico) ocorre para G ∈ Dl(Φα).
Como G ∈ Dl(Φα), pelo Lema 3.1, a propriedade dos grandes desvios (3.3)




















No pro´ximo lema, utilizando o Lema 4.4, mostramos a equivaleˆncia entre a
propriedade dos grandes desvios (4.1) e a condic¸a˜o (4.30) do Teorema 4.2. Assim como
na prova do Teorema 4.1, considerando que G ∈ Dl(Φα), podemos nos basear na prova
do Lema 3.2.
Lema 4.5 Considere as mesmas hipo´teses do Teorema 4.2. As condic¸o˜es (4.30) (do
Teorema 4.2) e (4.35) (do Lema 4.4) sa˜o equivalentes.
Prova. Primeiramente, suponha a validade de (4.30). Vamos mostrar (4.35) quando
log yn → r(F ) e
[− log yn] ≤ A[− log xn]. (4.37)
Sendo r(F ) ∈ (0, 1], xn ↑ r(F ) estritamente crescente, enta˜o − log xn > 0 para n grande
e, assim, tomando o logaritmo em ambos os lados de (4.37), obtemos que
log[− log yn] ≤ logA+ log[− log xn].
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Dividindo ambos os lados por log[− log xn] segue que
log[− log yn]
log[− log xn] ≤
logA
log[− log xn] + 1. (4.38)
Tomando {δn} de tal forma que
δn =
log[− log yn]
log[− log xn] , (4.39)
enta˜o, por (4.38), temos que {δn} e´ limitada, pois, como xn ↑ r(F ), a sequeˆncia
logA
log[− log xn] e´ convergente. Agora, usando que ξ (β
−1
n ) = xn em (4.39) obtemos
− log yn = [− log xn]δn =
[− log ξ(β−1n )]δn . (4.40)
Como β−1n = [log(r(F )/F
←(1− 1/n))]−1 → ∞ e {δn} e´ limitada, pela validade de
















o que prova a validade de (4.35).
Reciprocamente, suponha a validade de (4.35). Enta˜o para toda sequeˆncia
{δn} ⊂ [0, 1]∞ = {(u1, u2, · · · );ui ∈ [0, 1], i = 1, 2, · · · }, definimos a sequeˆncia {yn} de
tal forma que satisfac¸a (4.40), i.e,
− log yn = [− log xn]δn .
Usando argumentos similares aos usados na segunda parte da prova do Lema 4.2 po-
demos mostrar que yn = O(xn).
Assim, por (4.35) temos que
lim
n→∞










Por (4.33) e (4.34) temos que Gn(β−1n x) → Φα(x). Agora, assim como na prova do
Lema 3.2, defina
ξ(t) = xn, para t ∈ [β−1n , β−1n+1) (4.42)
e




)−1 ≤ t < (βn(t)+1)−1 (4.43)
e similarmente a` prova de (3.15), (3.16) e (3.17) do Lema 3.2, podemos mostrar que
βn ∼ βn+1, quando n→∞,
ou ainda,
βn(t) ∼ βn(t)+1, quando n→∞.












)−1 → 1, t→∞, (4.44)
ou seja,
t ∼ β−1n(t). (4.45)
Sendo βn = log(r(F )/F
←(1 − 1/n)), log crescente e F←(1 − 1/n) na˜o-decrescente,
segue que {β−1n } e´ na˜o-decrescente. Como {xn} e´ estritamente crescente, a func¸a˜o ξ(t)
definida em (4.42) e´ na˜o-decrescente. Ale´m disso, ξ(∞) = r(F ).





)−1 [− log (ξ ((βn(t))−1))]−δbtc <
(
βn(t)+1
)−1 [− log (ξ ((βn(t)+1)−1))]−δbtc(
βn(t)
)−1 [− log (ξ ((βn(t))−1))]−δbtc ·
Como βn(t) ∼ βn(t)+1, quando t→∞, temos
t
[− log (ξ(t))]−δbtc ∼ (βn(t))−1 [− log (ξ ((βn(t))−1))]−δbtc , (4.46)









Sendo ξ(∞) = r(F ) e {δn} ⊂ [0, 1]∞, temos que t
[− log (ξ(t))]−δbtc → ∞, quando




[− log (ξ(t))]−δbtc) ∼ L(β−1n(t) [− log (ξ(βn(t)))]−δbtc) , t→∞.
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e, como {δn} foi escolhida arbitrariamente em [0, 1]∞, (4.30) ocorre uniformemente
para δ ∈ [0, 1]. Podemos estender este resultado para uma convergeˆncia uniformemente
localmente em δ ∈ [0,∞) seguindo os mesmos passos indicados na prova dos Lemas
3.2 e 4.2.

O pro´ximo lema, juntamente com o Lema 4.5, nos garante que a condic¸a˜o
(4.31) e´ suficiente para a ocorreˆncia de grandes desvios quando F ∈ Dl(H2,α).
Lema 4.6 Suponha que F ∈ Dl(H2,α), com r(F ) ∈ (0, 1]. Se
L(x) = xα
[
1− F (r(F )e−1/x)] ∈ RV0
tem representac¸a˜o de Karamata (1.7) com ε(t) satisfazendo (4.31), para alguma func¸a˜o
ξ(t) na˜o-decrescente e tal que ξ(∞) = r(F ), enta˜o a condic¸a˜o (4.30) e´ va´lida.
Prova.
Primeiramente, como ξ e´ na˜o-decrescente e ξ(∞) = r(F ) ∈ (0, 1], temos que
t
[− log(ξ(t))]−δ →∞, quando t→∞, (4.49)
uniformemente localmente em δ ∈ [0,∞).
Sendo L(x) = xα
[
1− F (r(F )e−1/x)] ∈ RV0, pela Proposic¸a˜o 1.5, obtemos
que L tem representac¸a˜o de Karamata (1.7) com
lim
x→∞








































de forma que, quando t → ∞, o quociente L(t[− log(ξ(t))]−δ)
L(t)
converge para 1, unifor-
memente localmente em δ se, e somente se, a integral em (4.50) converge para zero
uniformemente localmente em δ. Fazendo a mudanc¸a de varia´veis
z =
log u− log t
log
[− log (ξ(t))]−1








[− log (ξ(t))]−z ) log [− log (ξ(t))]−1 dz. (4.51)







[− log (ξ(t))]−z ) log [− log (ξ(t))]−1 = 0, (4.52)
uniformemente localmente em z. Observe que (4.52) ocorre se, e somente se, (4.31) e´




[− log (ξ(t))]−1 = 0.





t [− log (ξ(t))]−z ) log [− log (ξ (t [− log (ξ(t))]−z))]−1 = lim
y→∞
ε(y) log[− log ξ(y)]−1
= 0, (4.53)
uniformemente localmente em z.
Agora, para mostramos (4.52), provemos que, para t suficientemente grande∣∣∣∣log [− log (ξ (t [− log (ξ(t))]−z))]−1∣∣∣∣ ≥ ∣∣∣log [− log (ξ(t))]−1∣∣∣ . (4.54)
Para isso, suponha primeiramente que r(F ) ∈ (0, e−1). Como ξ(∞) = r(F ), segue para
t suficientemente grande que ξ(t) < e−1 e, equivalentemente, log [− log ξ(t)]−1 < 0.
Logo, como ξ e´ na˜o-decrescente, segue (4.54).
No segundo caso, consideramos r(F ) ∈ [e−1, 1) e a argumentac¸a˜o e´ ana´loga.
Portanto, de (4.53) e (4.54), segue (4.52), o que conclui a prova do lema.

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Com as provas dos Lemas 4.4, 4.5 e 4.6 conclu´ımos a prova do Teorema 4.2.
Prova do Teorema 4.2. Suponha F ∈ Dp(H2,α) e defina
L(x) = xα
[
1− F (r(F )e−1/x)] ∈ RV0.
Pelos Lemas 4.4 e 4.5, mostramos a equivaleˆncia entre a propriedade dos grandes desvios
(4.1) e a condic¸a˜o (4.30). Ja´ no Lema 4.6, mostramos que (4.31) e´ uma condic¸a˜o
suficiente para a validade de (4.30) e, consequentemente, para a ocorreˆncia de grandes
desvios, o que conclui a prova do teorema.

4.3 Caso F ∈ Dp(H3,α)
Nesta sec¸a˜o, analisamos o caso em que F ∈ Dp(H3,α), onde H3,α e´ descrita
na Proposic¸a˜o 2.5(c). Neste caso, pela Proposic¸a˜o 2.6(c), temos que
r(F ) = 0, 1− F (−e−x) ∈ RV−α
e as constantes estabilizantes podem ser escolhidas como








Condic¸o˜es necessa´rias e suficientes para a validade da propriedade de gran-
des desvios (4.1) sa˜o apresentadas no teorema a seguir.
Teorema 4.3 Seja F ∈ Dp(H3,α) e {xn} uma sequeˆncia de nu´meros reais estritamente
crescente, com xn ↑ r(F ) = 0. A propriedade de grandes desvios (4.1) ocorre se, e









uniformemente localmente em δ ∈ [0,∞), sendo L(x) = xα (1− F (−e−x)) ∈ RV0.
Ale´m disso, se L tem representac¸a˜o de Karamata (1.7) com
lim
t→∞
ε(t) log[− log(−ξ(t))] = 0, (4.56)
enta˜o temos a validade de (4.55).
Note que a condic¸a˜o (4.56) do Teorema 4.3 pode ser reescrita como
log[− log(−ξ(t))] = o(ε−1(t)), t→∞.
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Assim como nos casos anteriores, a demonstrac¸a˜o do Teorema 4.3 e´ baseada






em que IA(x) e´ a func¸a˜o indicadora de A ⊂ R.
Aqui tambe´m, a demonstrac¸a˜o do Teorema 4.3 sera´ feita por meio de treˆs
lemas. Para isso, defina
G(y) =
{
0, se y < 0,
F (−e−y), se y ≥ 0.
Enta˜o, como 1− F (−e−x) ∈ RV−α e r(F ) = 0, podemos mostrar que 1−G ∈ RV−α e











)→ H3,α (−e−x) = Φα(x), (4.58)
ou seja, as constantes de normalizac¸a˜o de G podem ser tomadas como sendo an = βn
e bn = 0.
A seguir, apresentamos o primeiro lema para a prova do Teorema 4.3. Es-
sencialmente, utilizaremos que G ∈ Dl(Φα) e, assim, pelo Lema 3.1, obtemos uma
condic¸a˜o equivalente a` propriedade dos grandes desvios.










em que L(x) = xα
(
1 − F (−e−x)) ∈ RV0 e {xn} uma sequeˆncia de nu´meros reais
estritamente crescente, com xn ↑ r(F ) = 0 e yn = O(xn).




Considere uma sequeˆncia {zn} tal que yn = −e−zn . Escolhendo αn = 1 e usando (4.57)
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1− Φα(zn) · (4.60)
Em outras palavras, (4.60) nos diz que, se F ∈ Dp(H3,α), a propriedade dos grandes
desvios (4.1) (poteˆncia) ocorre se, e somente se, a propriedade dos grandes desvios (3.3)
(cla´ssico) ocorre para G ∈ Dl(Φα).
Como G ∈ Dl(Φα), pelo Lema 3.1, a propriedade dos grandes desvios (3.3)




















No pro´ximo lema, utilizando o Lema 4.7, mostramos a equivaleˆncia entre a
propriedade dos grandes desvios (4.1) e a condic¸a˜o (4.55) do Teorema 4.3. Novamente,
considerando que G ∈ Dl(Φα), podemos nos basear na prova do Lema 3.2.
Lema 4.8 Considere as mesmas hipo´teses do Teorema 4.3. Enta˜o sa˜o equivalentes as
condic¸o˜es (4.55) (do Teorema 4.3) e (4.59) (do Lema 4.7).
Prova.
Suponha a validade de (4.55). Vamos mostrar (4.59) quando − log(−yn)→∞ e
[− log(−yn)] ≤ A[− log(−xn)]. (4.61)




por (4.61), temos que
δn ≤ logA
log[− log(−xn)] + 1.
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Como xn ↑ 0, temos que o lado direito da desigualdade e´ convergente e, assim, {δn} e´
limitada. Ale´m disso, usando que ξ(βn) = xn, obtemos
− log(−yn) = [− log(−xn)]δn = [− log(−ξ(βn))]δn . (4.62)
Como βn = − log











o que prova a validade de (4.59).
Reciprocamente, suponha a validade de (4.59). Enta˜o para toda sequeˆncia
{δn} ⊂ [0, 1]∞ = {(u1, u2, · · · );ui ∈ [0, 1], i = 1, 2, · · · }, definimos a sequeˆncia {yn} de
tal forma que satisfac¸a (4.62), ou seja,
− log(−yn) = [− log(−xn)]δn .
Seguindo argumentos semelhantes a` prova da segunda parte do Lema 4.2, podemos













Por (4.58) temos que Gn(βnx)→ Φα(x). Assim como na prova do Lema 3.2, defina
ξ(t) = xn, para t ∈ [βn, βn+1) (4.64)
e
n(t) = sup{n; βn ≤ t}.
Assim,
βn(t) ≤ t < βn(t)+1 (4.65)
e analogamente a` prova do Lema 4.2, podemos provar que
βn(t) ∼ βn(t)+1 e t ∼ βn(t), quando t→∞. (4.66)
Sendo βn = − log (−F←(1− 1/n)), log crescente e F←(1−1/n) na˜o-decrescente, segue
que {βn} e´ na˜o-decrescente. Como {xn} e´ estritamente crescente, a func¸a˜o ξ(t) definida
em (4.64) e´ na˜o-decrescente. Ale´m disso, ξ(∞) = 0.




[− log (− ξ(t))]δbtc
βn(t)+1
[− log (− ξ(βn(t)+1))]δbtc < βn(t)+1
[− log (− ξ(βn(t)+1))]δbtc
βn(t)
[− log (− ξ(βn(t)))]δbtc ,
e. como βn(t) ∼ βn(t)+1, temos
t
[− log (− ξ(t))]δbtc ∼ βn(t) [− log (− ξ(βn(t)))]δbtc , (4.67)
quando t→∞.






[− log (− ξ(βn))]δn)
L(βn)
= 1. (4.68)
Sendo ξ(∞) = r(F ) = 0 e {δn} ⊂ [0, 1]∞, temos que t
[− log (− ξ(t))]δbtc → ∞,




[− log (− ξ(t))]δbtc) ∼ L(βn(t) [− log (− ξ(βn(t)))]δbtc) ,













[− log (− ξ(βn(t)))]δbtc)
L(βn(t))
= 1, (4.69)
e, como {δn} foi escolhida arbitrariamente em [0, 1]∞, (4.55) ocorre uniformemente
para δ ∈ [0, 1]. Podemos estender este resultado para uma convergeˆncia uniformemente
localmente em δ ∈ [0,∞) seguindo os mesmos passos indicados na prova dos Lemas
3.2 e 4.2.

O pro´ximo lema, juntamente com o Lema 4.8, nos garante uma condic¸a˜o
suficiente para a ocorreˆncia de grandes desvios quando F ∈ Dl(H3,α), baseada na
representac¸a˜o de Karamata (1.7) de L(x) = xα(1− F (−e−x)).
Lema 4.9 Seja F ∈ Dp(H3,α). Se L(x) = xα(1 − F (−e−x)) ∈ RV0 tem repre-
sentac¸a˜o de Karamata (1.7) com ε(t) satisfazendo (4.56) para alguma func¸a˜o ξ(t)
na˜o-decrescente e tal que ξ(∞) = 0, enta˜o temos a validade de (4.55), ou seja, L
e´ ξ1 − ssv, em que ξ1(t) = log[− log(−ξ(t))].
Prova. Para t suficientemente grande, sendo ξ na˜o-decrescente e ξ(∞) = 0, podemos
considerar ξ(t) > −e−1, de forma que [− log(−ξ(t))]δ > 1 uniformemente localmente




[− log(−ξ(t))]δ > t
e, consequentemente,
t
[− log(−ξ(t))]δ →∞, quando t→∞. (4.70)
Ale´m disso, para t suficientemente grande, temos que
− log
(
−ξ(t[− log(−ξ(t))]δ)) ≥ − log (− ξ(t)). (4.71)
Sendo L(x) = xα[1 − F (−e−x)] ∈ RV0, pela Proposic¸a˜o 1.5, obtemos que L tem
representac¸a˜o de Karamata (1.7) com
lim
x→∞







































de forma que, quando t → ∞, o quociente L(t[− log(−ξ(t))]δ)
L(t)
converge para 1 unifor-
memente localmente em δ se, e somente se, a integral em (4.72) converge para zero
uniformemente localmente em δ.
Fazendo a mudanc¸a de varia´veis
z =
(log u− log t)
log
(− log (− ξ(t)))








[− log (− ξ(t))]z ) log [− log (− ξ(t))] dz. (4.73)








[− log (− ξ(t))]z ) log [− log (− ξ(t))] = 0, (4.74)
uniformemente localmente em z. Observe que (4.74) ocorre se, e somente se, (4.56) e´




[− log (− ξ(t))] = 0.
Antes de mostrarmos que (4.56) implica em (4.74), note que, por (4.56) e (4.70) , segue
que para y = t
[− log (− ξ(t))]z temos
lim
t→∞




uniformemente localmente em z.




∣∣ε(t [− log (− ξ(t))]z ) log [− log (− ξ (t [− log (− ξ(t))]z) )]∣∣
≥ lim
t→∞
∣∣ε(t [− log (− ξ(t))]z ) log [− log (− ξ(t))]∣∣ ≥ 0
e a convergeˆncia e´ uniformemente localmente em z, de forma que temos a validade de
(4.74).
Logo, por (4.72), (4.73) e (4.74), temos que (4.56) e´ uma condic¸a˜o suficiente
para (4.55).

Com as provas dos Lemas 4.7, 4.8 e 4.9 conclu´ımos a prova do Teorema 4.3.
Prova do Teorema 4.3. Suponha F ∈ Dp(H3,α) e defina
L(x) = xα[1− F (−e−x)] ∈ RV0.
Pelos Lemas 4.7 e 4.8, mostramos a equivaleˆncia entre a propriedade dos grandes desvios
(4.1) e a condic¸a˜o (4.55). Ja´ no Lema 4.9, mostramos que (4.56) e´ uma condic¸a˜o
suficiente para a validade de (4.55) e, consequentemente, para a ocorreˆncia de grandes
desvios, o que conclui a prova do teorema.

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4.4 Caso F ∈ Dp(H4,α)
Nesta sec¸a˜o, consideramos o caso em que F ∈ Dp(H4,α), onde H4,α e´ descrita
na Proposic¸a˜o 2.5(d). Neste caso, pela Proposic¸a˜o 2.6(d), temos que
r(F ) < 0 e 1− F (r(F ) exp{1/x}) ∈ RV−α.
Ale´m disso, as constantes de estabilizac¸a˜o podem ser escolhidas como






No teorema a seguir sa˜o apresentadas as condic¸o˜es suficientes e necessa´rias
para a validade da propriedade dos grandes desvios (4.1).
Assim como nos teoremas anteriores, o seguinte resultado e´ obtido utilizando
a func¸a˜o L(x) = xα
[
1− F(r(F ) exp{1/x})] ∈ RV0 apresentada na Observac¸a˜o 2.2 da
Sec¸a˜o 2.2 do Cap´ıtulo 2.
Teorema 4.4 Suponha F ∈ Dp(H4,α) com r(F ) < −1 e {xn} estritamente crescente,
xn ↑ r(F ). A propriedade de grandes desvios (4.1) ocorre se, e somente se, existe uma









uniformemente localmente em δ ∈ [0,∞), sendo L(x) = xα (1− F(r(F ) exp{1/x})).
Ale´m disso, se L tem representac¸a˜o de Karamata (1.7) com
lim
t→∞
ε(t) log [log(−ξ(t))]−1 = 0, (4.77)
enta˜o temos a validade de (4.76).
Observe que a condic¸a˜o (4.77) do Teorema 4.4 pode ser reescrita como
log [log(−ξ(t))]−1 = o(ε−1(t)), t→∞.
Observac¸a˜o 4.2 Feng e Chen [12] apresentaram o Teorema 4.4 sem considerar a
restric¸a˜o r(F ) < −1. Para justificar o acre´scimo desta hipo´tese, destacamos que para
a func¸a˜o log log(−ξ(t)) estar bem definida, precisamos garantir que log(−ξ(t)) > 0
para t suficientemente grande. Como ξ(∞) = r(F ) < 0, caso r(F ) > −1, ter´ıamos
log(−ξ(∞)) < 0.




(−e1/y) = exp{− (log (e1/y))α} I(−∞,−1) (−e1/y) = Φα(y), (4.78)
em que, IA(x) e´ a func¸a˜o indicadora no conjunto A ⊂ R.
Atrave´s desta relac¸a˜o, assim como na prova dos Teoremas 4.1, 4.2 e 4.3,
podemos recorrer aos resultados de grandes desvios dos extremos sob normalizac¸a˜o









, se y ≥ 0.
Enta˜o, como 1−F (r(F )e1/y) ∈ RV−α e r(F ) < −1, podemos mostrar que 1−G ∈ RV−α
com r(G) = ∞ e, pela Proposic¸a˜o 2.2, segue G ∈ Dl(Φα). Ale´m disso, para x > 0,
usando a relac¸a˜o em (4.78), como F ∈ Dp(H4,α) com αn = −r(F ) segue que











∣∣−e1/x∣∣βn sign (−e1/x)) −→ H4,α (−e1/x) = Φα(x), (4.79)
ou seja, as constantes de normalizac¸a˜o de G podem ser tomadas como sendo an = β
−1
n
e bn = 0.
A seguir apresentamos o primeiro lema para a prova do Teorema 4.2. Es-
sencialmente, utilizaremos que G ∈ Dl(Φα) e, assim, pelo Lema 3.1, obtemos uma
condic¸a˜o equivalente a` propriedade dos grandes desvios.










em que L(x) = xα
(
1− F (r(F )e1/x)) ∈ RV0 e yn = O(xn).
Prova. A prova segue essencialmente o mesmo racioc´ınio das provas dos Lemas 4.1,
4.4 e 4.7 das sec¸o˜es anteriores.




Tomando uma sequeˆncia {zn} tal que zn > 0 e yn = −e1/zn e usando as igualdades
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Assim, se F ∈ Dp(H4,α), a propriedade dos grandes desvios (4.1) (poteˆncia) ocorre se, e
somente se, a propriedade dos grandes desvios (3.3) (cla´ssico) ocorre para G ∈ Dl(Φα).
Como G ∈ Dl(Φα), pelo Lema 3.1, a propriedade dos grandes desvios (3.3)






Assim, como zn e´ tal que yn = −e1/zn , segue que (4.1) e´ equivalente a` (4.80).

No pro´ximo lema, utilizando o Lema 4.10, mostramos a equivaleˆncia entre a
propriedade dos grandes desvios (4.1) e a condic¸a˜o (4.76) do Teorema 4.4. Novamente,
considerando que G ∈ Dl(Φα), podemos nos basear na prova do Lema 3.2.
Lema 4.11 Considere as mesmas hipo´teses do Teorema 4.4. Enta˜o sa˜o equivalentes
as condic¸o˜es (4.76) (do Teorema 4.4) e (4.80) (do Lema 4.10).
Prova.
Suponha a validade de (4.76). Vamos mostrar (4.80) quando log(−yn) → log(−r(F ))
e




log[log(−xn)] , n ≥ 1.
Como xn ↑ r(F ), usando (4.81), podemos mostrar, analogamente ao que foi feito nas
provas dos Lemas 4.2, 4.5 e 4.8, que a sequeˆncia {δn} e´ limitada. Como, por hipo´tese,
ξ(β−1n ) = xn e β
−1
n = [log(F
















o que prova a validade de (4.80).
Reciprocamente, suponha a validade de (4.80). Enta˜o para toda sequeˆncia
{δn} ⊂ [0, 1]∞ = {(u1, u2, · · · );ui ∈ [0, 1], i = 1, 2, · · · }, definimos a sequeˆncia {yn} de
tal forma que log(−yn) = [log(−xn)]δn .
Como r(F ) < −1 e xn ↑ r(F ), podemos mostrar, usando um racioc´ınio
semelhante aos utilizados nos Lemas 4.2, 4.5 e 4.8 que yn = O(xn).
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Por (4.79) temos que Gn(β−1n x)→ Φα(x). Assim como na prova do Lema 3.2, defina
ξ(t) = xn, para t ∈ [β−1n , β−1n+1) (4.83)
e
n(t) = sup{n; β−1n ≤ t}.
Usando as mesmas ideias do Lema 3.2 (e tambe´m dos Lemas 4.2, 4.5 e 4.8), podemos
provar que
βn(t) ∼ βn(t)+1 e t ∼ β−1n(t), quando t→∞. (4.84)
Sendo βn = log(F
←(1 − 1/n)/r(F )), log x crescente e F←(1 − 1/n) na˜o-decrescente,
segue que {β−1n } e´ na˜o-decrescente. Como {xn} e´ estritamente crescente, a func¸a˜o ξ(t)
definida em (4.83) e´ na˜o-decrescente. Ale´m disso, ξ(∞) = r(F ).





(− ξ(t))]−δbtc ∼ β−1n(t) [log (−ξ (β−1n(t)))]−δbtc , (4.85)
quando t→∞.










(− ξ(t))]−δbtc) ∼ L(β−1n(t) [log (− ξ(βn(t)))]−δbtc) ,




















e, como {δn} foi escolhida arbitrariamente em [0, 1]∞, (4.76) ocorre uniformemente
para δ ∈ [0, 1]. Podemos estender este resultado para uma convergeˆncia uniformemente
localmente em δ ∈ [0,∞) seguindo os mesmos passos indicados na prova dos Lemas
3.2 e 4.2.

O pro´ximo lema, juntamente com o Lema 4.11, nos garante uma condic¸a˜o
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suficiente para a ocorreˆncia de grandes desvios quando F ∈ Dl(H4,α), em termos da
representac¸a˜o de Karamata de L(x) = xα
[
1− F (r(F )e1/x)] ∈ RV0.
Lema 4.12 Suponha F ∈ Dp(H4,α) e r(F ) < −1. Se L(x) = xα
[
1− F (r(F )e1/x)]
tem representac¸a˜o de Karamata (1.7) com ε(t) satisfazendo (4.77) para alguma func¸a˜o
na˜o-decrescente ξ(t) tal que ξ(∞) = r(F ), enta˜o a condic¸a˜o (4.76) e´ va´lida.
Prova.




log(−ξ(t))]−δ →∞, quando t→∞, (4.87)
uniformemente localmente em δ ∈ [0,∞).
Sendo L(x) = xα
[
1− F (r(F )e1/x)] ∈ RV0, pela Proposic¸a˜o 1.5, obtemos
que L tem representac¸a˜o de Karamata (1.7) com
lim
x→∞
c(x) = c ∈ (0,∞) e lim
t→∞
ε(t) = 0,







= 1 + o(1), t→∞.






























Fazendo a mudanc¸a de varia´veis
z =















(− ξ(t))]−z ) log [− log (ξ(t))]−1 dz. (4.89)










(− ξ(t))]−z ) log [log (− ξ(t))]−1 = 0, (4.90)
uniformemente localmente em z. Observe que (4.90) ocorre se, e somente se, (4.77) e´






(− ξ(t))]−1 = 0.








(− ξ(t))]−z ) log [log (−ξ (t [log (− ξ(t))]−z))]−1 = 0, (4.91)
uniformemente localmente em z.
Para mostramos a validade de (4.90), basta ver que para t suficientemente
grande ∣∣∣∣log [log (−ξ (t [log (− ξ(t))]−z))]−1∣∣∣∣ ≥ ∣∣∣log [log (− ξ(t))]−1∣∣∣ . (4.92)
Para isso, vamos considerar primeiramente o caso em que r(F ) < −e. Como
ξ(∞) = r(F ), enta˜o, para t suficientemente grande, temos que ξ(t) < −e e, consequen-
temente, log [log(−ξ(t))]−1 < 0. Dessa forma, como ξ(t) e´ na˜o-decrescente, podemos
obter (4.92). No segundo caso, consideramos r(F ) ∈ [−e,−1) e a argumentac¸a˜o segue
de forma ana´loga.
Portanto, de (4.92) e (4.91) obtemos (4.90).

Com as provas dos Lemas 4.10, 4.11 e 4.12 conclu´ımos a prova do Teorema
4.4.
Prova do Teorema 4.4. Suponha F ∈ Dp(H4,α) e defina
L(x) = xα
[
1− F (r(F )e1/x)] ∈ RV0.
Pelos Lemas 4.10 e 4.11, mostramos a equivaleˆncia entre a propriedade dos grandes
desvios (4.1) e a condic¸a˜o (4.76). Ja´ no Lema 4.12, mostramos que (4.77) e´ uma
condic¸a˜o suficiente para a validade de (4.76) e, consequentemente, para a ocorreˆncia
de grandes desvios, o que conclui a prova do teorema.

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4.5 Caso F ∈ Dp(Φ)
Nesta sec¸a˜o, analisamos a propriedade de grandes desvios no caso em que
F ∈ Dp(Φ), com r(F ) = ∞, onde Φ e´ descrita na Proposic¸a˜o 2.5(e). Neste caso, pela
Proposic¸a˜o 2.6(e), temos r(F ) > 0 e
lim
y→∞
1− F (y exp{xf(y)})
1− F (y) = e
−x, x > 0,
















e βn = f(αn).
Apresentamos a seguir o teorema que estabelece condic¸o˜es necessa´rias e
suficientes para a validade da propriedade de grandes desvios (4.1) para F ∈ Dp(Φ)
com r(F ) =∞.
Teorema 4.5 Suponha que F ∈ Dp(Φ) com r(F ) = ∞. A propriedade dos grandes
desvios (4.1) ocorre se, e somente se, existe uma func¸a˜o na˜o-decrescente ξ(t) satisfa-











)−R(t)− δ log ξ(t)] = 0, (4.93)










[log ξ(t)]2 f ′(et)et = 0, (4.94)
enta˜o (4.93) e´ va´lida.
Note que a condic¸a˜o (4.94) do Teorema 4.5 pode ser reescrita como





Observac¸a˜o 4.3 Feng e Chen [12] apresentaram o Teorema 4.5 sem utilizar a res-
tric¸a˜o r(F ) =∞. Entretanto, em sua demonstrac¸a˜o os autores utilizaram a expressa˜o
(3.29) do Lema 3.4 que e´ va´lida para uma sequeˆncia yn → ∞. Na˜o conseguimos ga-
rantir a validade de (3.29) para yn → r(F ) <∞.
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0, se x < 1,
1− exp{− log2 x}, se x ≥ 1.
No Exemplo 2.8 mostramos que F ∈ Dp(Φ) com αn = exp{
√
log n} e βn = 1/(2
√
log n).
Queremos encontrar uma sequeˆncia {xn} ↑ r(F ) = ∞ com a convergeˆncia
ta˜o ra´pida quanto poss´ıvel e que seja estritamente crescente satisfazendo a propriedade
dos grandes desvios (4.1).
Pelo Teorema 4.5 uma condic¸a˜o suficiente para a propriedade dos grandes
desvios (4.1) e´





onde ξ e´ na˜o-decrescente satisfazendo ξ(∞) = r(F ) =∞ e ξ(logαn) = xn.
Assim, como αn = exp{
√









































































de modo que, pela regra da cadeia e pela regra da derivada do produto, segue de (4.96)
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) − 1, t > 0. (4.97)




































 , n→∞. (4.99)
Logo, a propriedade dos grandes desvios (4.1) ocorre para {xn} satisfazendo (4.99).
Antes de procedermos a` demonstrac¸a˜o do Teorema 4.5, observamos que nos
casos apresentados nas sec¸o˜es anteriores, ou seja, para F ∈ Dp(Hi,α), i = 1, 2, 3, 4, as
condic¸o˜es necessa´rias e suficientes, apresentadas nos teoremas 4.1 a` 4.4, foram obtidas
atrave´s das relac¸o˜es existentes entre Hi,α e Φα, func¸a˜o de Fre´chet, para cada i =
1, 2, 3, 4.
Agora, no caso em que F ∈ Dp(Φ), consideramos a seguinte relac¸a˜o entre
Φ e a distribuic¸a˜o de Gumbel Λ: para todo x ∈ R
Φ(ex) = exp
{−(ex)−1} = exp{−e−x} = Λ(x). (4.100)
Assim, para a demonstrac¸a˜o do Teorema 4.5 vamos recorrer aos resultados de grandes





0, x < 0,
F (ex) x ≥ 0.
Enta˜o, como log y e´ func¸a˜o crescente, temos
r(G) = sup{x;G(x) < 1}
= sup{log y;F (exp(log y)) < 1}
= log sup{y;F (y) < 1}
= log r(F ). (4.101)
























onde na segunda igualdade fizemos a substituic¸a˜o y = ex, na terceira usamos (4.101) e
na quarta utilizamos a definic¸a˜o de f dada por (2.15) da Proposic¸a˜o 2.6(e).
Dessa forma, como F ∈ Dp(Φ) e r(F ) =∞, segue da Proposic¸a˜o 2.6(e) que,









1− F (y exp{xf(y)})
1− F (y)
= e−x.
Enta˜o, da Proposic¸a˜o 2.2(iii), segue que G ∈ Dl(Λ).
Ale´m disso, segue que










)→ Φ(ex) = Λ(x). (4.103)
Dessa forma, as constantes de normalizac¸a˜o de G podem ser escolhidas como sendo
an = βn e bn = logαn.
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Assim como na demonstrac¸a˜o da Proposic¸a˜o 3.3, dividimos a prova do Te-
orema 4.5 em treˆs lemas.
Lema 4.13 Suponha F ∈ Dp(Φ) com r(F ) = ∞. A propriedade dos grandes desvios













em que zn = log yn.
Prova. Primeiramente, tomando uma sequeˆncia {zn} tal que zn = log yn, por (4.100)







1− Λ(zn) · (4.105)
Em outras palavras, (4.105) nos diz que se F ∈ Dp(Φ), a propriedade dos grandes
desvios (4.1) (poteˆncia) ocorre se, e somente se, a propriedade dos grandes desvios
(3.3) (cla´ssico) ocorre para G ∈ Dl(Λ).
Supondo r(F ) =∞ e por (4.101), temos que r(G) =∞. Como G ∈ Dl(Λ)
com r(G) = ∞, pelo Lema 3.4 e por (4.105), segue que a propriedade dos grandes
desvios (4.1) e´ equivalente a` (4.104) como quer´ıamos.

Antes de enunciarmos os pro´ximos dois lemas, recordamos o fato de que
sendo G ∈ Dl(Λ) com constantes an = βn e bn = logαn, pela Proposic¸a˜o 2.3, segue que
βn = g(logαn).
Lema 4.14 Suponha F ∈ Dp(Φ) com r(F ) = ∞. Uma condic¸a˜o suficiente para a
propriedade de grandes desvios (4.1) e´ (4.94).
Prova.
Suponha que exista uma func¸a˜o na˜o-decrescente ξ(t) com ξ(∞) =∞ e ξ(logαn) = xn,
que satisfaz (4.94). Por (4.102), temos
g′(t) = f ′(et)et. (4.106)
Para t suficientemente grande, temos que ξ(t) > 0 e podemos considerar
ξ1(t) = log ξ(t),
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de tal forma que ξ1(t) e´ na˜o-decrescente, ξ1(∞) =∞ e
ξ1(logαn) = log ξ(logαn) = log xn = x
′
n.











Assim, como G ∈ Dl(Λ), com r(G) = ∞ e ξ1(t) satisfazendo a condic¸a˜o (3.24) da
Proposic¸a˜o 3.3, com ξ1(t) na˜o-decrescente, ξ1(∞) =∞ e ξ1(bn) = x′n sendo bn = logαn,
enta˜o a propriedade de grande desvios (3.3) (cla´ssica) e´ satisfeita, ou seja, como an = βn
e bn = logαn, temos
lim
n→∞
1−Gn (βny′n + logαn)
1− Λ(y′n)
= 1,
para qualquer sequeˆncia {y′n} tal que y′n = O(x′n) = O(log xn).
Logo, se yn = O(xn) e zn = log yn segue de (4.105) que a propriedade de
grandes desvios (4.1) (poteˆncia) e´ satisfeita para F ∈ Dp(Φ), com r(F ) =∞.

















[R(t+ δf(et) log ξ(t))−R(t)− δ log ξ(t)] = 0
sa˜o equivalentes.
Lema 4.15 Considerando as mesmas hipo´teses do Teorema 4.5. Enta˜o as Equac¸o˜es
(4.104) e (4.93) sa˜o equivalentes.
Prova.
Primeiramente, recordamos que, pelo Lema 4.13, zn = log yn, em que yn = O(xn).
















du = δn log xn −










= δn log xn −R(βnδn log xn + logαn) +R(logαn).(4.107)
Sendo ξ(logαn) = xn, βn = g(logαn) e g(t) = f(e
t), por (4.102), enta˜o, por












uniformemente localmente em δ. Agora, como logαn → log r(F ) = ∞, temos que
(4.108) e´ implicada por (4.93).
Reciprocamente, suponha a validade de (4.108). Defina ξ1(t) como na prova
do Lema 3.6 e de tal forma que ξ1(logαn) = x
′
n = log xn e ξ1(∞) = ∞. Como
G ∈ Dl(Λ) e r(G) =∞, pela Proposic¸a˜o 3.3, temos a validade de (3.23), ou seja,
lim
t→∞
[R(t+ δg(t)ξ1(t))−R(t)− δξ1(t)] = 0,
uniformemente localmente em δ ∈ [0,∞). Agora, como para t suficientemente grande
definimos ξ1(t) = log ξ(t) e, sendo g(t) = f(e
t), enta˜o (4.93) segue e o lema esta´
provado.

Prova do Teorema 4.5.
Pelos Lemas 4.13 e 4.15 temos a equivaleˆncia entre a propriedade dos grandes desvios
(4.1) e a condic¸a˜o (4.93). A suficieˆncia da condic¸a˜o (4.94) foi mostrada no Lema 4.14.

4.6 Caso F ∈ Dp(Ψ)
Nesta u´ltima sec¸a˜o, analisamos a propriedade de grandes desvios no caso
F ∈ Dp(Ψ), com r(F ) = 0, onde Ψ e´ descrita na Proposic¸a˜o 2.5(f). Neste caso, segue
da Proposic¸a˜o 2.6(f) que
lim
t↑0
1− F (t exp{xf(t)})
1− F (t) = e
x, x < 0,
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onde a func¸a˜o auxiliar f(t) pode ser escolhida como






dx, t < 0 (4.109)
e as constantes estabilizantes podem ser escolhidas como
αn = −F←(1− 1/n) e βn = f(−αn).
No pro´ximo teorema sa˜o apresentadas condic¸o˜es necessa´rias e suficientes
para a validade da propriedade de grandes desvios neste caso.
Teorema 4.6 Suponha que F ∈ Dp(Ψ) com r(F ) = 0. A propriedade de grandes des-
vios (4.1) ocorre se, e somente se, existe uma func¸a˜o na˜o-decrescente ξ(t) satisfazendo







(−e−t) (− log(−ξ(t))))−R(t)− δ(− log(−ξ(t)))] = 0, (4.110)









[log(−ξ(t))]2f ′(−e−t)e−t = 0, (4.111)
enta˜o (4.110) e´ va´lida.
Observe que a condic¸a˜o (4.111) do Teorema 4.6 pode ser reescrita como
[log(−ξ(t))]2 = o
((
f ′(−e−t)e−t)−1) , t→∞, (4.112)
Observac¸a˜o 4.4 Feng e Chen [12] apresentaram o Teorema 4.6 sem utilizar a res-
tric¸a˜o r(F ) = 0. Pore´m, assim como na demonstrac¸a˜o do Teorema 4.5, precisamos
considerar tal restric¸a˜o para utilizarmos a expressa˜o (3.29), que e´ va´lida somente para
yn →∞.
Antes de demonstramos o Teorema 4.6 apresentamos um exemplo de aplicac¸a˜o
deste resultado. Para isso, consideramos a func¸a˜o de distribuic¸a˜o F apresentada no
Exemplo 2.9, no Cap´ıtulo 2, e obtemos uma sequeˆncia {xn} para a qual e´ va´lida a




0, x < −1,
1− exp
{
−√−log(−x)} , −1 ≤ x < 0,
1, x ≥ 0.
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Queremos determinar uma sequeˆncia {xn} ↑ r(F ) = 0, com a convergeˆncia ta˜o ra´pido
quanto poss´ıvel de tal forma que a propriedade de grandes desvios (4.1) seja va´lida.
Pelo Teorema 4.6 uma condic¸a˜o suficiente para (4.1) e´ (4.112), ou seja,
[log(−ξ(t))]2 = o
((
f ′(−e−t)e−t)−1) , t→∞,
em que ξ e´ uma func¸a˜o na˜o-decrescente satisfazendo ξ(∞) = 0 e ξ(− logαn) = xn.

















= −t−1 (− log(−t))−1/2 ,
de forma que, para t > 0, como −1 < −e−t < 0, temos que
f ′(−e−t)e−t =
[






Substituindo (4.113) em (4.112), obtemos que
[log(−ξ(t))]2 = o (t1/2) , t→∞, (4.114)
Pelo Exemplo 2.9, podemos tomar αn = exp {−(log n)2}. Como ξ(− logαn) = xn,
segue que
[log (−xn)]2 = [log(−ξ(− logαn))]2
= [log
(−ξ ((log n)2))]2
= o (log n) , n→∞. (4.115)
Dessa forma devemos tomar uma sequeˆncia {xn} satisfazendo (4.115) com xn ↑ 0 e
teremos (4.1), para toda sequeˆncia yn = O(xn).




, k > 1 constante,







(log n)−1+1/k = 0,





e Ψ1(x) para diferentes valores de n. Ja´ na Figura 4.2 podemos
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comparar o comportamento de
1−Fn(αn|xn|βnsign(xn))
1−Ψ(xn) para k assumindo 1 ou 10, ale´m de
notar que quanto maior o valor de k menor necessita ser n para que o limite convirja
para 1, justificando o fato de exigirmos que a sequeˆncia {xn} convirja ta˜o ra´pido quanto
poss´ıvel.
Figura 4.1: Convergeˆncia de F
(a) k = 1 (b) k = 10





A prova do Teorema 4.6 e´ obtida de maneira ana´loga a` prova do Teorema
4.5, fazendo uso da seguinte relac¸a˜o entre Ψ e Λ:
Ψ(−e−x) = exp{−e−x} = Λ(x), ∀x ∈ R (4.116)
e recorremos aos resultados de grandes desvios de extremos sob normalizac¸a˜o linear.
Para isso, definimos a f.d. dada por
G(x) =
{
0, x < 0,
F (−e−x) x ≥ 0,
de modo que podemos escrever o ponto extremo superior de G em termos do de F , da
seguinte forma









= − inf {−x;F (−e−x) < 1}
= − log inf {e−x;F (−e−x) < 1}
= − log (− sup{y;F (y) < 1})
= − log(−r(F )),
ou seja,
r(F ) = − exp{−r(G)}. (4.117)
Ale´m disso, se G ∈ Dl(Λ), pela Equac¸a˜o (2.3) da Proposic¸a˜o 2.2, temos que a func¸a˜o
auxiliar g, para t ≥ 0, pode ser escolhida como


















onde na segunda igualdade fizemos a substituic¸a˜o y = −e−x, na terceira usamos (4.117)
e na quarta utilizamos a definic¸a˜o de f dada por (2.17) da Proposic¸a˜o 2.6(f).
Note que, assim como na demonstrac¸a˜o do Teorema 4.5, para aplicarmos os
resultados da teoria dos grandes desvios para G ∈ Dl(Λ), devemos ter que r(G) =∞.
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Neste caso, por (4.117), vamos restringir nosso estudo apenas ao caso F ∈ Dp(Ψ) com
r(F ) = 0.
Agora, como F ∈ Dp(Ψ) e r(F ) = 0, segue da Proposic¸a˜o 2.6(f) com g(t)













1− F (y exp{−xf(y)})
1− F (y)
= e−x.
Enta˜o, pela Proposic¸a˜o 2.2(iii), temos que G ∈ Dl(Λ).
Ale´m disso, temos que
Gn(βnx− logαn) = F n(− exp{−βnx+ logαn})
= F n(−αn(e−x)βn)
= F n(αn| − e−x|βnsign(−e−x))→= Ψ(−e−x) = Λ(x) (4.119)
e assim, as constantes de normalizac¸a˜o para G podem ser escolhidas como an = βn e
bn = − logαn.
Assim como nos casos anteriores dividimos a prova do Teorema 4.6 em treˆs
lemas.
Lema 4.16 Suponha F ∈ Dp(Ψ) com r(F ) = 0. A propriedade dos grandes desvios













em que zn = − log(−yn).
Prova. Analogamente a` prova do Lema 4.13, tomando uma sequeˆncia {zn} tal que







1− Λ(zn) · (4.121)
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Logo, se F ∈ Dp(Ψ), a propriedade dos grandes desvios (4.1) (poteˆncia) ocorre se, e
somente se, a propriedade dos grandes desvios (3.3) (cla´ssico) ocorre para G ∈ Dl(Λ).
Supondo r(F ) = 0, por (4.117) temos que r(G) = ∞. Como G ∈ Dl(Λ)
com r(G) = ∞, pelo Lema 3.4 e por (4.121), segue que a propriedade dos grandes
desvios (4.1) e´ equivalente a` (4.120) como quer´ıamos.

Como G ∈ Dl(Λ) com constantes an = βn e bn = − logαn, pela Proposic¸a˜o
2.3, segue que βn = g(− logαn).
Lema 4.17 Suponha que F ∈ Dp(Ψ) com r(F ) = 0. Uma condic¸a˜o suficiente para a
propriedade dos grandes desvios (4.1) e´ (4.111), ou seja,
lim
t→∞
[log(−ξ(t))]2f ′(−e−t)e−t = 0.
Prova.
Por (4.118), temos
g′(t) = f ′(−e−t)e−t. (4.122)
Por hipo´tese, existe uma func¸a˜o na˜o-decrescente ξ(t) com
ξ(∞) = r(F ) = 0 e ξ(− logαn) = xn
e que satisfaz (4.111).
Seguindo as mesmas ideias da prova do Lema 4.14 podemos considerar uma
func¸a˜o na˜o-decrescente ξ1(t), com
ξ1(t) = − log(−ξ(t)),
para t suficientemente grande, de tal forma que
ξ1(∞) =∞, ξ1(bn) = ξ1(− logαn) = − log(−xn) = x′n






[log(−ξ(t))]2f ′ (−e−t) e−t = 0.
Dessa forma, considerando yn = O(xn) e zn = − log(−yn), a prova do lema
segue ana´loga ao final da prova do Lema 4.14.

90
Lema 4.18 Considerando as mesmas hipo´teses do Teorema 4.6. Enta˜o as Equac¸o˜es
(4.120) e (4.110) sa˜o equivalentes.
Prova.














Observando que ξ(− logαn) = xn e βn = g(− logαn), g(t) = f(−e−t) e
− logαn → ∞, repetindo os mesmos passos da prova do Lema 4.18 para provar a
equivaleˆncia entre (4.120) e (4.110).

Finalmente, com os treˆs lemas anteriores conclu´ımos a prova do Teorema
4.6.
Prova do Teorema 4.6.
Pelos Lemas 4.16 e 4.18 temos a equivaleˆncia entre a propriedade dos grandes desvios
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