Rational K-matrices and representations of twisted Yangians by MacKay, N. J.
ar
X
iv
:m
at
h/
02
05
15
5v
3 
 [m
ath
.Q
A]
  1
4 M
ay
 20
03
math.QA/0205155
Rational K-matrices and representations
of twisted Yangians
N. J. MacKay
Department of Mathematics,
University of York,
York YO10 5DD, U.K.1
1. Introduction
In recent work [1] we looked at what happens to Yangian (Y (g)-)invariant field theories
on the half line. From the exact S-matrix point of view, we found that the classes of
solutions of the reflection equation, and thereby the admissible boundary S-matrices, were
in correspondence with the h for which (g,h) is a symmetric pair — that is, for which
G/H is a symmetric space. Each class was then naturally parametrized by (possibly a finite
cover of) G/H . From the field theory point of view, looking in particular at the principal
(G-valued) chiral field, we found that the classically integrable boundary conditions were
of two classes. In the one most naturally related to the above, the field was constrained
to take values at the boundary in H ⊂ G such that G/H was a symmetric space, or a
translation ofH . In [2] we found that the surviving remnant of the Y (g) symmetry predicts
precisely the reflection matrix structure calculated directly in our earlier paper.
In this paper we extend the results of [2] on the construction of boundary S-matrices using
this boundary symmetry, the ‘twisted’ Yangian Y (g,h). In particular, we investigate all the
(g,h), case-by-case, and apply our techniques wherever possible to obtain the intertwiners
of representations of Y (g,h) or ‘K-matrices’ — that is, the boundary S-matrices, up to
an overall scalar factor. This enables us to list certain of the representations of Y (g,h)
which contain, as h-irreducible components, the fundamental representations of h as their
highest components.
1emails: nm15@york.ac.uk
1
2Our method is the analogue for the boundary/twisted case of the ‘tensor product graph’
(TPG) for the bulk case. This is a rather primitive technique, in the sense that it uses
basic conditions on the Y (g,h) representations deduced from Wigner-Eckart theorem con-
siderations to give the spectral decomposition of the K-matrix. It does not give explicit
constructions of the Y (g,h) action, and breaks down in complex cases. This is precisely
what happens in the bulk — where, indeed, the only explicit representations of Y (g) con-
structed in the general realization below are those of Drinfeld’s original paper [3], on certain
g-irreducible representations, and on g⊕ C.
2. Yangians Y (g)
Suppose the Lie algebra g to be generated by Qa0 with structure constants f
a
bc and (trivial)
coproduct ∆,
(2.1)
[
Qa0, Q
b
0
]
= ifabcQ
c
0 and ∆(Q
a
0) = Q
a
0 ⊗ 1 + 1⊗Q
a
0 .
The Yangian [3] Y (g) is the enveloping algebra generated by these and Qa1, where
(2.2)
[
Qa0, Q
b
1
]
= ifabcQ
c
1 and ∆(Q
a
1) = Q
a
1 ⊗ 1 + 1⊗Q
a
1 +
1
2
fabcQ
b
0 ⊗Q
c
0 .
The requirement that ∆ be a homomorphism fixes2
(2.3) f d[ab[Q
c]
1 , Q
d
1] =
i
12
fapif bqjf crkf ijkQ
(p
0 Q
q
0Q
r)
0 ,
where ( ) denotes symmetrization and [ ] anti-symmetrization on the enclosed indices, and
indices have been raised and lowered freely with the invariant metric γ.
The Yangian may be considered as a deformation of the polynomial algebra g[z]: with
Qa1 = zQ
a
0, the undeformed algebra would satisfy (2.3) with the right-hand side zero –
that is, z2 times the Jacobi identity. In Y (g), (2.3) acts as a rigidity condition on the
construction of higher Qan from the Q
a
1. There is an (‘evaluation’) automorphism
Lθ : Q
a
0 7→ Q
a
0 , Q
a
1 7→ Q
a
1 + θ
cA
4ipi
Qa0 ,
where cA = C
g
2 (g) is the value of the quadratic Casimir C
g
2 ≡ γabQ
a
0Q
b
0 in the adjoint
representation. (We have chosen this normalization so that, in integrable quantum field
theories with Y (g) symmetry, θ is the particle rapidity.)
Thus any representation v of Y (g) may be considered as carrying a parameter θ: the
action of Y (g) on vθ is that of Lθ(Y (g)) on v
0. The ith fundamental representation vθi of
2For g 6= sl(2). For the general condition see Drinfeld[3].
3Y (g) is in general reducible as a g-representation, with one of its irreducible components
(that with the greatest highest weight, where these are partially ordered using the simple
roots) being the ith fundamental representation Vi of g. In the simplest cases (which
include all i for g = an and cn), v
θ
i = Vi as a g-representation, and Q
a
1 = θ
cA
4ipi
Qa0 upon it.
One way to deduce the g-irreducible components of the other vi is to use the fusion
procedure: one constructs vθi ⊗ v
θ′
j using the g-irreducible vi, vj of the last paragraph,
and then notes that while vθi ⊗ v
θ′
j is generally Y (g)-irreducible, for certain special values
of θ − θ′ it may be Y (g)-reducible (though not fully reducible) to another fundamental
representation v0k.
This can be seen using the tensor product graph (TPG) [4, 5]. One constructs a graph
whose nodes are the g-irreducible components of vθi ⊗ v
θ′
j , with edges between nodes U
and V when Qa1 has non-trivial action from U to V . The edge labels (whose calculation is
detailed in [4]) are then the special values at which reducibility occurs. For example, let
vθ1 = V1, the vector representation of so(N). The graph of v
θ
1 ⊗ v
θ′
1 is then
(2λ1)
2ipi
N−→ (λ2)
ipi
−→ (0) ,
where we have labeled the representations by their highest weights, so that (λi) ≡ Vi. At
θ = −θ′ = ipi/N , this becomes reducible: the action of Qa1 on V2 no longer yields states
in (2λ1), and we have constructed v
0
2, which decomposes as a so(N)-representation into
(λ2)⊕ (0).
These decompositions for general g and i appeared incrementally in the literature [8, 9];
for a full enumeration for simply-laced g see [10]. Many further results can be deduced
using the TPG for non-fundamental representations: if we remove from any TPG all
the edges with a particular label, the remaining subgraphs each provide representations
of Y (g). Thus in the above example Y (g)-representations can be constructed whose g-
decomposition is (λ2)⊕ (0), (2λ1), (2λ1)⊕ (λ2) and (0).
3. Twisted Yangians Y (g,h)
Let h ⊂ g be the subalgebra of g invariant under an involutive automorphism σ. We shall
write g = h ⊕ k, so that h and k are the subspaces of g with σ-eigenvalues +1 and −1
respectively. We shall use a, b, c, ... for general g-indices, i, j, k, ... for h-indices and p, q, r, ...
for k-indices.
4We define the twisted Yangian [2] Y (g,h) to be the subalgebra of Y (g) generated by
Qi0(3.1)
and Q˜p1 ≡ Q
p
1 +
1
4
[C,Qp0] ,(3.2)
where C ≡ γijQ
i
0Q
j
0 is the quadratic Casimir operator of g, restricted to h.
We can again consider Y (g,h) to be a deformation, this time of the subalgebra of
(‘twisted’) polynomials in g[z] invariant under the combined action of σ and z 7→ −z. Its
defining feature is that Y (g,h) is a co-ideal subalgebra [2], ∆(Y (g,h) ⊂ Y (g)× Y (g,h).
(In an integrable-model setting, in which Y (g,h) is the symmetry of a model with bound-
ary, this allows the boundary states to form representations of Y (g,h) while the bulk
states form representations of Y (g).) It specializes to the cases studied in [11], though the
relationship between the two approaches remains to be fully explored.
The TPG may be generalized to deal with Y (g,h). In the same way that Y (g)-
representations were generally g-reducible, so Y (g,h)-representations naturally form rep-
resentations of the subalgebra h ⊂ Y (g,h), and these are generally reducible. The key idea
is the branching graph [2]: one considers vi as a g-representation and determines how this
reduces further as an h-representation. In the simplest cases, where vi = Vi is g-irreducible,
the h-irreducible components of Vi are the nodes of the graph, and the edges connect those
h-irreducible representations (hereafter ‘irreps’) between which Qp0 has non-trivial action,
while the labels are constructed from the differences in C between these components – for
details and many examples see [2].
The more subtle cases are those where vi is g-reducible, and we rederive the branching
graph here for this more general case. First recall that the Y (g,h)-representations are inter-
twined by theK- or ‘reflection’ matrixKv(θ) : v
θ → v−θ, where vθ is a Y (g)-representation.
(In certain cases, in which non-self-conjugate g-representations branch to self-conjugate h-
representations, vθ may be conjugated by K [1].) Intertwining the Qi0 (that is, from the
physics point-of-view, their conservation in boundary scattering processes) requires that
Kv(θ)Q
i
0 = Q
i
0Kv(θ)
(in which by Qi0 we mean here its representation on v) and thus that Kv(θ) act as the
identity on h-irreducible components of v. So we have
Kv(θ) =
∑
W⊂V⊂vθ
τW (θ)PW ,
5where the sum is over h-irreps W into which the V branch, where V is a g-irreducible
component of vθ; PW is the projector onto W .
To deduce relations among the τW we intertwine the Q˜
p
1. Recall that, within a g-
irreducible V ⊂ vθ, the action of Qp1 is given by Q
p
1 = θ
cA
4ipi
Qp0, so that
〈W ||Kv(θ)
(
θ
cA
4ipi
Qp0 +
1
4
[C,Qp0]
)
||W ′〉 = 〈W ||
(
−θ
cA
4ipi
Qp0 +
1
4
[C,Qp0]
)
Kv(θ)||W
′〉 ,
for W,W ′ ⊂ V . Thus when the reduced matrix element 〈W ||Qp0||W
′〉 6= 0 we have
(3.3)
τW ′(θ)
τW (θ)
= [∆] , where [A] ≡
ipiA
cA
+ θ
ipiA
cA
− θ
and ∆ = C(W )− C(W ′). To find the W,W ′ for which 〈W ||Qp0||W
′〉 6= 0 we recall that k
forms an irreducible representation K of h (reducing into two conjugate representations of
h˜, with opposite u(1) numbers, where h = h˜ × u(1)). A necessary condition for (3.3) to
apply is then that W ⊂ K ⊗W ′. Although not automatically sufficient, this is (as in the
bulk case [5]) sufficiently constraining in simple cases to enable us to deduce K.
There are also links between W,W ′ which descend from different g-irreps. When W ⊂
K ⊗W ′, there will generally be some (unknown) action of Qp1 between them, but since
〈W ||Qp0||W
′〉 = 0, we will have τW = τW ′.
We then describe Kv(θ) by using a graph, in which the nodes are the equivalence classes
of h-irreps quotiented by the relation W ∼ W ′ ⇔ W ⊂ K ⊗W ′ and W ⊂ V 6= V ′ ⊃
W ′. These classes, the (generally h-reducible) representations W˜i, are linked by an edge,
directed from W˜i to W˜j and labelled by ∆ij , whenever W ⊂ K ⊗W
′ for any W ⊂ W˜i,
W ′ ⊂ W˜j. (Note that the ∆ij calculated from all such pairs W,W
′ are equal.)
To calculate the labels, we first write
C =
∑
i
ciC
hi
2 ,
where h =
⊕
i hi is a sum of simple factors hi (and C
hi
2 is the quadratic Casimir of hi).
We now compute the ci, with γ the identity both on g and on each hi, by taking the trace
of the adjoint action3 of C on g, yielding
ci =
cA
Chi2 (hi) +
dimk
dimhi
Chi2 (k)
.
The relative values of the ci are of course crucial in the cases where h is non-simple, but
there is also a highly non-trivial implication of their absolute values: for the edge of the
3I should like to thank Tony Sudbery for this suggestion.
6physical strip for the boundary S-matrices to be at θ = ipi/2,
∑
i
(
Chi2 (hi)
Chi2 (k)
+
dimk
dimhi
)
−1
=
1
2
must hold. That it does so, and does so only for symmetric spaces, is a result of [6], also
known as the ‘symmetric space theorem’ [7].
As an example of a graph, let vθ be the g-reducible example we encountered earlier,
v02 = (λ2)⊕ (0) of so(N), and let h = so(M)× so(N−M). We denote irreps of h by (µ, ν),
where µ is an so(M) weight and ν an so(N−M) weight. Then the graph is
(0, λ2)
N−2M−2
−→ (λ1, λ1)⊕ (0, 0)
N−2M+2
−→ (λ2, 0) .
For v03 = (λ3)⊕ (λ1) we find similarly
(0, λ3)
N−2M−4
−→ (λ1, λ2)⊕ (0, λ1)
N−2M
−→ (λ2, λ1)⊕ (λ1, 0)
N−2M+4
−→ (λ3, 0) .
Thus we see that, at certain special values of θ, the graph truncates, and the action of
Y (g,h) may be consistently restricted: v2 to (λ2, 0) or (0, λ2), v3 to (λ3, 0) or (0, λ3).
There are various limitations to this method which cause it to break down in cases
more complex than those we shall treat. First, as commented upon in the introduction,
when W,W ′ branch from the same U , the condition W ⊂ K ⊗W ′ is necessary but not
automatically sufficient for (3.3) to apply. Second, the method breaks down – just as does
the TPG for the bulk case – when any W appears with multiplicity greater than one.
Third, when W,W ′ branch from different U , the action of Qp1 is generally unknown, and
so we do not know precisely for which W,W ′ we have 〈W ||Qp1||W
′〉 6= 0.
4. The rational K-matrices
First, a general result. Recall [3] that g ⊕ C always extends to a representation of Y (g).
This branches to h ⊕ k ⊕ C of (simple) h. As a representation of Y (g,h) the branching
graph is
h −→ k⊕ C
(with label (C(h)−C(k))), and we see that k⊕C extends to a representation of Y (g,h).
In the cases where h is not simple, the graph consists of a central node k ⊕ C and edges
between this and each component of h. We can only construct k ⊕ C as a representation
of Y (g,h) in this way when all the factors of h are isomorphic.
7We now proceed to a case-by-case analysis, detailing all the (g,h) and vi for which our
method yields results. In each case we give the representation K of h formed by k. When
h contains a u(1) factor, we write h = h˜× u(1); we then give the decomposition of K into
irreps of h˜ (we do not specify the values of the u(1) generator). For classical g it is simplest
to deal with the b- and d- series together as so(N), and so we treat the other classical groups
in the same way, as su(N) and sp(2n). When we move on to the exceptional cases, we
write an = su(n+ 1), bn = so(2n+ 1), cn = sp(2n) and dn = so(2n) in the usual way.
We first give the decomposition of the fundamental Y (g)-representations vi into funda-
mental g-representations Vi (though, for e7 and e8, only for those i of which we will be
able to make use). Next we give the graphs for Kvi(θ), where these can be computed.
For the cases in which h has only one non-trivial simple factor, we then list the Y (g,h)-
representations which follow, in terms of h- (or h˜-) representations (λ) given in terms of
their highest weights λ, where the fundamental weights are λi, following the Dynkin dia-
gram conventions in the appendix. Where the weight of the top component is λi, we label
these wi. Throughout, ⌊x⌋ denotes the integer part of x.
4.1. g = su(N)
vi = Vi, i = 1, 2, . . . , N−1.
Most of the su(N) cases are contained in [1], but we include them for completeness.
4.1.1. h = su(M)× su(N−M)× u(1)
K = (λ1, λm−1)⊕ (λn−m−1, λ1)
The graphs for vr, r = 1, . . . ,= ⌊N/2⌋ (the others follow by conjugation), are
(0, λr)
N−2M−2(r−1)
−→ (λ1, λr−1) −→ . . . (λp, λr−p)
N−2M−2(r−1)+4p
−→ . . . (λr−1, λ1)
N−2M+2(r−1)
−→ (λr, 0) .
Note that (λM , 0) ≡ (0, 0) and (0, λN−M) ≡ (0, 0), while (λr, 0) vanishes for r > M and
(0, λr) vanishes for r > N−M , causing the graph to truncate. Then
wr = (λr, 0), r = 1, 2, . . . ,M−1
w′r = (0, λr), r = 1, 2, . . . , N−M−1 .
Many other (non-fundamental) representations can be constructed [12], and may involve
graphs which are p-dimensional (in the sense that they contain nodes linked by 2p edges).
84.1.2. h = so(N)
K = (2λ1)
Here there are no non-trivial graphs; we simply have the g→ h branching rules for Vr:
wr = Vr for r = 1, 2, . . . , ⌊(N − 3)/2⌋, then
N even : w(N−2)/2 = (λs + λs′) , wN/2 = (2λs)⊕ (2λs′)
N odd : w(N−1)/2 = (2λs).
4.1.3. h = sp(N), N = 2n
K = (λ2)
The graph for vr is
(λr)
N−2(r−2)
−→ (λr−2) . . .
N−2(r−2p)
−→ (λr−2p)
N+4−2(r−2p)
−→ . . .
{
(λ2)
N
−→ (0) r even
(λ3)
N−2
−→ (λ1) r odd
,
so that
wr = (λr)⊕ (λr−2)⊕ . . . ⊕
{
(0) r even
(λ1) r odd
4.2. g = so(N)
This is the only classical case for which the vi are generally reducible as so(N)-representations:
vi = Vi ⊕ Vi−2 ⊕ . . . V0/1 for r = 1, 2, . . . , [(N − 3)/2], vs = Vs, vs′ = Vs′.
4.2.1. h = so(M)× so(N−M)
K = (λ1, λ1)
For r = 1, 2, . . . , [(N − 3)/2], the graphs are
(0, r)
N−2M−2(r−1)
−→ (1, r − 1) −→ . . . (p, r − p)
N−2M−2(r−1)+4p
−→ . . . (r − 1, 1)
N−2M+2(r−1)
−→ (r, 0)
(as in the su(N) case), where (for p < q; p ≥ q is analogous) (p, q) ≡ (λp, λq)⊕(λp−1, λq−1)⊕
. . . (0, λq−p), and so
wr = (λr, 0), r = 1, 2, . . . , [(M − 3)/2]
w′r = (0, λr), r = 1, 2, . . . , [(N −M − 3)/2] .
9For vs and vs′ we have
vs(′) = ws(′) = (λs, λs′)⊕ (λs′, λs)
if Vs 6= Vs′ for either so(M) or so(N−M); vs = (λs, λs) if not.
4.2.2. h = su(n)× u(1), N = 2n
K = (λ2)⊕ (λn−2)
We deal first with the spinor representations, distinguishing the cases n = 2m+1 (in which
V ∗s = Vs′, where ∗ denotes complex conjugation) from n = 2m (in which V
∗
s(′)
= Vs(′)). The
graphs for Vs and Vs′ are respectively (noting λn = 0 and (λn−r) = (λr)
∗)
(λ2m)
2(n+3−4m)
−→ . . .
2(n−1−4q)
−→ (λ2q)
2(n+3−4q)
−→ . . . −→ (λ4)
2(n−5)
−→ (λ2)
2(n−1)
−→ (0)
and
(λ1)
2(5−n)
−→ (λ3) −→ . . .
2(4q+1−n)
−→ (λ2q+1)
2(4q+5−n)
−→ . . .
{
2(n−3)
−→ (λ2m−1) n = 2m
2(n−1)
−→ (λ2m+1) n = 2m+1
.
Thus we have, for n = 2m+ 1,
w2p =
p⊕
r=0
(λ2r)
w2p+1 =
p⊕
r=0
(λ2r+1) ,
and their conjugates (for p = 0, 1, 2, . . . , m); while, for n = 2m,
w2p =
p⊕
r=0
(λ2r)⊕ (λn−2r) , p = 0, 1, . . . , [(m− 1)/2]
w2p+1 =
p⊕
r=0
(λ2r+1)⊕ (λn−2r−1) , p = 0, 1, . . . , [(m− 2)/2]
wm = (λm)⊕ wm−2 ,
which are all self-conjugate.
Turning to the antisymmetric tensor representations, v1 = V1 branches trivially to (λ1)⊕
(λn−1); then for v2 = V2 ⊕ 1 the graph is
(λ1 + λn−1)
2
−→ (λ2)⊕ (λn−2)⊕ (0)
2n−2
−→ (0) .
Thereafter, for i = 3, 4, . . . , n−2, the graph becomes intractable for the reasons mentioned
at the end of the last section.
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4.3. g = sp(2n)
vi = Vi, i = 1, 2, . . . , n.
4.3.1. h = sp(2m)× sp(2n−2m)
K = (λ1, λ1)
The graphs are as in section 4.1.1, and the wr are therefore
wr = (λr, 1), r = 1, 2, . . . , m
w′r = (1, λr), r = 1, 2, . . . , n−m.
4.3.2. h = su(n)× u(1)
K = (2λ1)⊕ (2λn−1)
The sp(2n)→ su(n) branching rule is
Vr =
r⊕
a=0
(λa + λn−r+a) ,
from which the graph is
(λr)
2−2r
−→ (λr−1 + λn−1) −→ . . .
4a−2−2r
−→ (λr−a + λn−a)
4a+2−2r
−→ . . . (λ1 + λn−r+1)
2r−2
−→ (λn−r).
We thus have
wr = (λr)⊕ (λn−r) , r = 1, 2, . . . , [n/2] ,
4.4. g = e6
v1 = V1, v6 = V6; v2 = V2 ⊕ C
4.4.1. h = c4
K = (λ4)
v1 or v6 : (λ2)
v2 : (λ4)⊕ (0)
2
−→ (2λ1)
v3 or v5 : (λ1 + λ3)⊕ (λ2)
6
−→ (2λ1)
11
so that w2 = (λ2), w4 = (λ4)⊕ (0).
4.4.2. h = d5 × u(1)
K = (λ4)⊕ (λ5)
v1 : (λ1)
2
←− (λ5)
10
−→ (0)
v2 : (λ2)
4
−→ (λ4)⊕ (λ5)⊕ (0)
12
−→ (0)
and v6 as v
∗
1; the others are intractable.
Hence w1 = (λ1), w2 = (λ2), w4 = (λ4)⊕ (0), w5 = (λ5)⊕ (0), others unknown.
4.4.3. h = a5 × a1
K = (λ3, λ1)
Here we abbreviate the (spin-s/2) su(2) irrep (sλ1) to (s).
v1 : (λ4, 0)
2
−→ (λ1, 1)
v2 : (λ5 + λ1, 0)
0
−→ (λ3, 1)⊕ (0, 0)
8
−→ (0, 2) ,
v6 as v
∗
1, and we can go no further.
4.4.4. h = f4
K = (λ4)
v1 : (λ4)
12
−→ (0)
v2 : (λ1)
6
−→ (λ4)⊕ (0)
and w1 = (λ1) and w4 = (λ4) in addition to k⊕ C = (λ4)⊕ (0).
4.5. g = e7
v1 = V1 ⊕ C, v7 = V7, v2 = V2 ⊕ V7 are the only cases we can treat.
12
4.5.1. h = e6 × u(1)
K = (λ1)⊕ (λ6)
v1 : (λ2)
6
−→ (λ1)⊕ (λ6)⊕ (0)
18
−→ (0)
and w2 = (λ2).
4.5.2. h = d6 × a1
K = (λ5, 1)
v7 : (λ6, 0)
4
−→ (λ1, 1)
v1 : (λ2, 0)
2
−→ (λ5, 1)⊕ (0, 0)
14
−→ (0, 2)
4.5.3. h = a7
K = (λ4)
v7 : (λ2)⊕ (λ6)
v1 : (λ4)⊕ (0)
2
−→ (λ1 + λ7)
v2 : (2λ1)
8
←− (λ1 + λ5)⊕ (λ2)⊕ (λ3 + λ7)⊕ (λ6)
8
−→ (2λ7)
and w4 = (λ4)⊕ (0) (= k+ C).
4.6. g = e8
v8 = V8 ⊕ C
4.6.1. h = e7 × a1
K = (λ7, 1)
v8 : (λ1, 0)
6
−→ (λ7, 1)⊕ (0, 0)
26
−→ (0, 0)
and w1 = (λ1, 0).
13
4.6.2. h = d8
K = (λ7)
v8 : (λ7)⊕ (0)
2
−→ (λ2)
v1 : (λ4)⊕ (λ7)⊕ (0)
2
−→ (λ1 + λ8)⊕ (λ2)
14
−→ (2λ1)
and w2 = (λ2).
4.7. g = f4
v4 = V4, v1 = V1 ⊕ C
4.7.1. h = b4
K = (λ4)
v4 : (λ1)
1
←− (λ4)
9
−→ (0)
v1 : (λ2)
5
−→ (λ4)⊕ (0)
so w1 = (λ1), w2 = (λ2), w4 = (λ4)⊕ (0).
4.7.2. h = c3 × a1
K = (λ3, 1)
v4 : (λ2, 0)
1
−→ (λ1, 1)
v1 : (2λ1, 0)
1
←− (λ3, 1)⊕ (0, 0)
5
−→ (0, 2)
4.8. g = g2
v1 = V1, v2 = V2 ⊕ C
14
4.8.1. h = a1 × a1
K = (3, 1)
v1 : (2, 0)
−2/3
−→ (1, 1)
v2 : (2, 0)
8/3
←− (3, 1)⊕ (0, 0)
0
−→ (0, 2)
15
5. K-matrices and the magic square
The Freudenthal-Tits magic square (see [13] and references therein) provides a remarkable
construction, based on division algebras, of the exceptional Lie algebras. We recall here
only that it may be written
m = 1 2 4 8
a1 a2 c3 f4
a2 a2 × a2 a5 e6
c3 a5 d6 e7
f4 e6 e7 e8
It is no coincidence that, if we write g
(i)
m for the appropriate entry of the ith row, then
g
(4)
m /(g
(3)
m ×a1), g
(3)
m /(g
(2)
m ×u(1)) and g
(2)
m /g
(1)
m are all symmetric spaces — this is fundamental
in the construction of the square. The parameter m is the order of an underlying division
algebra (real or complex numbers, quaternions or octonions, here as a derivation algebra;
the rows are labelled in the same way by triality algebras). For each of i = 1, 2, 3 the
dimension of the corresponding representation K is a linear function of m, respectively
3m+ 2, 2(3m+ 3) and 2(6m+ 8).
It has already been noted [14] that the R-matrices (the solutions of the bulk Yang-Baxter
equation) in these distinguished representations have a uniform graph structure for each
i, with the graph labels having a simple linear dependence on m. We note here that the
same is true of the K-matrices we have constructed: for g
(2)
m /g
(1)
m , there are K-matrices
h
2m−4
−→ k⊕ C
k
3m
−→ C,
while for g
(3)
m /(g
(2)
m × u(1)) we have
h
m−2
−→ k⊕ C
2m+2
−→ C.
Finally for g
(4)
m /(g
(3)
m × a1) there is
(h, 0)
m−2
−→ (k, 1)⊕ C
3m+2
−→ (0, 2)
and, for all but m = 8,
(U, 0)
m
−→ (V, 1) ,
where V is the vector representation of g
(3)
m and U a representation of which we have no
general characterization. This even extends, just as in the bulk case, to g
(4)
0 = d4 and
g
(4)
−2/3 = g2.
16
At this level, of course, the above is merely a nice observation, but it does suggest that it
might be interesting to study Yangians and twisted Yangians – indeed, Yang-Baxter and
reflection equation algebras more generally – from a division algebra point of view.
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6. APPENDIX: Dynkin diagrams and conventions
su(N) = an, N = n+ 1 :
❡ ❡ ❡ ❡ ❡ ❡. . .
1 2 3 n−2 n−1 n
so(N) = bn, N = 2n+ 1 :
❡ ❡ ❡ ❡ ❡ ✉>. . .
1 2 3 n−2 n−1 s
sp(2n) = cn :
✉ ✉ ✉ ✉ ✉ ❡<. . .
1 2 3 n−2 n−1 n
so(N) = dn, N = 2n :
❡ ❡ ❡ ❡ ❡
❡
❡
 
 
❅
❅
. . .
1 2 3 n−2
s
s′
e6 :
❡ ❡ ❡ ❡ ❡
❡
1 3 4 5 6
2
e7 :
❡ ❡ ❡ ❡ ❡ ❡
❡
1 3 4 5 6 7
2
e8 :
❡ ❡ ❡ ❡ ❡ ❡ ❡
❡
1 3 4 5 6 7 8
2
f4 :
❡ ❡ ✉ ✉>
1 2 3 4
g2 :
✉ ❡<
1 2
