We present a new power spectrum emulator named EuclidEmulator that estimates the nonlinear correction to the linear dark matter power spectrum. It is based on a spectral decomposition method called polynomial chaos expansion. All steps in the construction of the emulator have been tested and optimized: the large high-resolution N-body simulations carried out with PKDGRAV3 were validated using a simulation from the Euclid Flagship campaign and demonstrated to have converged up to wavenumbers k ≈ 5 h Mpc −1 for redshifts z ≤ 5. The emulator is constructed using the uncertainty quantification software UQLab and it has been optimized first by creating mock emulators based on Takahashi's HALOFIT. We show that it is possible to successfully predict the performance of the final emulator in this way prior to performing any N-body simulations. We provide a C-code to calculate the nonlinear correction at a relative accuracy of ∼ 0.3% with respect to N-body simulations within 50 ms. The absolute accuracy of the final nonlinear power spectrum is comparable to one obtained with N-body simulations, i.e. ∼ 1% for k 1 h Mpc −1 and z 3.5. This enables efficient forward modeling in the nonlinear regime allowing for maximum likelihood estimation of cosmological parameters.
INTRODUCTION
Next generation cosmological surveys of large-scale structure such as DES 1 (The Dark Energy Survey Collaboration 2005), Euclid 2 (Laureijs et al. 2011) , LSST 3 (LSST Science Collaboration et al. 2009 ) and WFIRST 4 (Green et al. 2012) will exploit the highly nonlinear domain in order to vastly improve upon current precision estimates of cosmological parameters coming from cosmic microwave background (CMB) experiments such as Planck (Tauber et al. 2010 ; Planck Collaboration: P. A. R. Ade 2015) and WMAP (Bennett et al. 2003) . Euclid, to be launched by ESA in 2021, will measure the matter distribution in the Universe over most of its cosmic history. Dark matter, dark energy and neutrino mass are currently the biggest challenges to modern physics. Euclid will be the first mission to shed light on this dark sector, provided it manages to fully exploit the highly nonlinear scales of this large-scale structure. It is not just an observing challenge, but also a theory challenge that is laid down by these new large-scale structure surveys.
The theory delving into this highly nonlinear domain is extremely complex and computationally expensive as the desired level of accuracy is currently only achieved by cosmological N-body simulations. Such simulations are very expensive since both large simulation volumes and large numbers of particles are needed to reach the required precision. It is therefore mandatory to have theoretical tools able to much more rapidly predict cosmological observables on these small, highly nonlinear scales at an accuracy level of better than 1% (Huterer & Takada 2005) . Even elaborate perturbation theory techniques break down below scales of x 65 h −1 Mpc or k 0.1 h Mpc −1 (Carlson et al. 2009 ).
Fast, accurate and easy-to-use emulators like EuclidEmulator presented in this paper are critical to the success of large-scale structure surveys. Cosmic emulators provide a fast alternative to reliably predict cosmological observables, needing only a very small number of high precision N-body simulations during their construction. Recent examples include: FrankenEmu, based on the Coyote Universe simulations presented by Heitmann et al. in Heitmann et al. (2010a,b) ; Lawrence et al. (2010b) ; Heitmann et al. (2013) ; CosmicEmu , based on the Mira-Titan simulation suite discussed in Heitmann et al. (2016) ; Lawrence et al. (2017) ; and the Aemulus project introduced by DeRose, McClintock, Zhai et al. in DeRose et al. (2018) ; McClintock et al. (2018) ; Zhai et al. (2018) . Emulation makes use of pre-evaluated simulations for a relatively small set of cosmologies in a given parameter space. Having this data available, a surrogate model for a desired cosmological observable can be computed. This surrogate model computes the desired quantity for a given input cosmology within fractions of a second on a usual desktop machine.
Applications, such as Monte Carlo approaches for parameter space searches and forward modeling of cosmological observations, become feasible. This then also allows for likelihood sampling and thus for forecasting of Fisher ma-trices and Kullback-Leibler divergences (Kullback & Leibler 1951; Amendola et al. 2018) . Cosmological emulators can hence be used to accurately estimate the tightness of an error ellipsoid (referred to as "Figure of Merit"), and thus are an important tool to maximize the science output of such large-scale projects.
Baryonic effects, such as cooling and feedback, complicate the study of matter clustering at medium and small scales because so far there is no self-consistent treatment of the relevant processes in the cosmological context. Recent hydrodynamical simulations report a suppression of power of the order of 10-30 percent at medium scales (0.2 < k < 10 h Mpc −1 ) followed by a strong enhancement at very small scales (k > 10 h Mpc −1 ) , the latter is a consequence of baryon cooling and star formation in the halo centers. While most simulations reproduce this general trend, there is currently no agreement at the quantitative level. Some simulations predict a relatively small suppression affecting modes above k > 1 h Mpc −1 only (Hellwing et al. 2016; Springel et al. 2018; Chisari et al. 2018) , others show a much stronger effect impacting modes above k > 0.1 h Mpc −1 Vogelsberger et al. 2014; Mummery et al. 2017) .
The lack of agreement between different hydrodynamical simulations poses a serious challenge for future weak lensing and galaxy clustering surveys. Only if all baryonic effects can be controlled at the level of a few percent will it be possible to fully exploit the potential of future galaxy surveys like Euclid. Recently, it has been shown that the amplitude of the baryon power suppression can be constrained with X-ray and Sunyaev-Zel'dovich observations of gas around galaxy groups and clusters (Schneider & Teyssier 2015; Mummery et al. 2017; McCarthy et al. 2017) . This means that it is possible to come up with models to parametrize baryonic effects and calibrate them against observations (Semboloni et al. 2011; Zentner et al. 2013; Schneider & Teyssier 2015; McCarthy et al. 2017 ). These models can be encoded in a baryonic correction to the nonlinear power spectrum (sometimes referred to as the baryonic boost factor) that we hope to add to the analysis at later stage. Benson et al. (2000) and others have shown that galaxies cluster significantly differently than dark matter and hence a thorough understanding of this so called galaxy bias is crucial in order to compare observations to theoretical predictions based on DM simulations. While this bias is not part of the work presented in this publication, in the third paper of the Aemulus project series (Zhai et al. 2018 ) an emulation approach for the galaxy correlation function (and accordingly for the galaxy bias) is presented. They show that the galaxy bias can be modeled using HOD techniques and hence it can be emulated by adding the relevant parameters to the cosmological parameter space.
In this paper we present a new cosmic emulator for the nonlinear boost factor, i.e. the ratio between the nonlinear and the linear contribution of the matter power spectrum. This quantity is advantageous for three reasons: first, emulating the boost factor is more accurate than emulating the power spectrum directly. Recall that the linear power spectrum can be computed exactly using Boltzmann solvers like CAMB (Lewis et al. 2000) or CLASS (Blas et al. 2011 ) and hence the product of such a linear power spectrum and an emulated boost is more accurate than a directly emulated nonlinear power spectrum. Secondly, full transparency for all steps involved in the power spectrum estimation is maintained, as both the linear power spectrum and its nonlinear correction are accessible in the entire emulation process. Thirdly, as the boost factor is multiplied by a linear power spectrum, the latter may feature additional physics that is not included in the nonlinear correction. As an example, a boost factor emulated based on the six parameter model (as laid out in this paper) still allows for a final nonlinear power spectrum that includes neutrino physics or general relativistic effects to linear order. Furthermore, the boost-factor approach provides a framework that can be easily extended at a later stage. For example, an additional boost describing the aforementioned baryon effects could be readily added to a future version of the emulator. For now we focus on the six parameter model inspired by Planck2015 (Donzelli et al. 2016) including the baryon density ω b , the matter density ω m , the spectral index n s , the reduced Hubble parameter h, the Dark energy (DE) equation of state (EoS) parameter w 0 and the variance σ 8 in a first step. We leave further parameters that quantify mostly deviations from standard ΛCDM models (as e.g. time variation DE EoS w a , neutrino density ω ν or primordial non-Gaussianity of the local type f NL ) to subsequent studies.
In contrast to prior emulators (Heitmann et al. 2010a,b; Lawrence et al. 2010b; Heitmann et al. 2013 Heitmann et al. , 2016 Lawrence et al. 2017; DeRose et al. 2018; McClintock et al. 2018; Zhai et al. 2018 ) that use Kriging (Santner et al. 2013 ), a Gaussian process interpolation technique, we use regression between the sample cosmologies using sparse polynomial chaos expansion (SPCE), discussed e.g. in Blatman & Sudret (2011) . Choosing this emulation technique we decrease the global maximal error of our emulator compared to a Kriging emulator at the expense of not retrieving the exact result at the sampling points. As we will find in section 3, a sample of the cosmological parameter space (which in the field of uncertainty quantification, from now on abbreviated as UQ, is commonly referred to as the experimental design) with 100 points being enough to achieve a global maximal emulation-only error (i.e. the relative error between the emulated boost spectrum and the boost spectrum computed from a full N-body simulation) below 1%. In order to assess how the uncertainties on the input parameters affect the output observables, we use a state-of-the-art uncertainty quantification software called UQLab (Marelli & Sudret 2014) .
Further, we are the first to apply pairing and fixing techniques (Angulo & Pontzen 2016) together with an extension of the algorithm presented in Jing (2005) on piece-wise cubic spline (PCS) mass assignment (Sefusatti et al. 2016 ) to pre-process the input cosmological simulations. This strategy allows us to drastically reduce numerical effects such as computational cosmic variance in the low k regime and aliasing effects near the sampling Nyquist frequency.
In this work we mainly focus on the emulation strategy and how it can be optimized. As the power spectrum is a very fundamental quantity and because it is very natural to emulate, we choose it as our observable of interest. Emulation of other observables can and will be investigated in subsequent work. This paper is structured as follows: in section 2 the input simulations of the emulator and the applied optimization techniques are discussed. Then, in section 3, we investigate the actual construction and calibration of the emulator whose performance is assessed in section 4. We summarize and conclude in section 5. We list the codes and acronyms used in this work together with short explanations in a glossary that can be found on page 14.
INPUT COSMOLOGICAL SIMULATIONS
For the construction of an emulator, a full suite of highquality cosmological simulations serves as the input data set. As will be discussed in section 4, in our approach, the simulation errors are the dominant contribution to the uncertainties in the final emulated boost. As a consequence, the production of this data is not only very expensive but also challenging considering the tight bounds of 1% on the power spectrum estimation set by the Euclid mission. Here, we describe a number of applied optimization techniques that allow us to reduce the computational time by roughly a factor of five compared to a standard N-body simulation approach without any decrease in the quality of the data.
The EuclidEmulator predicts the boost B(k, z) of the dark matter power spectrum defined as
which divides the nonlinear by the linear dark matter power spectrum. An example boost is shown in Fig. 1 there is a clear nonlinear suppression of power corresponding to pre-virialization (Davis & Peebles 1977; Peebles 1990; Jain & Bertschinger 1994) , which can also be understood as the nonlinear growth of voids at these scales. The quality and performance of the emulator are highly dependent on the sampling of the cosmologies for which the N-body simulations are run. This sample of input cosmologies is called the experimental design (ED). In this section the simulation strategies for the computation of the experimental design are explained.
Simulation of the experimental design
The ED was computed performing N-body simulations of the nonlinear matter power spectrum for a sample of 100 input cosmologies using the code PKDGRAV3 (Stadel 2001; Potter & Stadel 2016) . Each simulation started at the initial redshift z i = 200 and evolved up to the final redshift z f = 0 in 100 base time steps (smaller individual substeps are also used). Further details about the simulations will be discussed in section 2.2. As our surrogate model emulates the nonlinear boost factor, the last step of the process in building the experimental design is to compute the boost for each simulated cosmology (further explanations in section 2.2.4).
Convergence testing of the power spectrum (see appendix C) was performed on the Euclid reference cosmology (Table 1) for which we had available a much higher resolution simulation (part of the Euclid Flagship simulation campaign, see Potter et al. 2017) . However, the results at this particular reference cosmology are not included in the ED. In Fig. 2 the set of 100+1 boost factor curves (including the Figure 1 . The nonlinear correction to the power spectrum (the "boost factor") of the Euclid reference cosmology at different redshifts. While the overall behavior of the boost is smooth (top panel) a zoom in (bottom panel) reveals clear structure like the pre-virialization dip and the nonlinear suppression of the linear baryon acoustic oscillations (BAOs; indicated by the red line in the bottom panel). In the bottom it is nicely visible how the nonlinear features become more and more distinct over time. The gray dashed vertical lines make clear that the minima of the nonlinear damping features coincide perfectly with the BAO maxima. boost factor of the Euclid reference cosmology) corresponding to the 60-th time step (equivalent to a redshift z ∼ 0.5) is shown.
Cosmological N-body simulation
The matter power spectrum is well understood to linear order, i.e. in the regime where the dark matter overdensities in the Universe are small enough to allow a valid description in terms of linearized fluid equations. Apart from higherorder perturbative approaches there are no precise analytical means to calculate the nonlinear power spectrum. Several codes provide fast computations of these higher-order corrections (Crocce et al. 2012; McEwen et al. 2016; Fang et al. 2017 ) but all of them break down in the weakly nonlinear regime (Carlson et al. 2009 ). This is where N-body simulations come in. These codes are a direct first principles approach for reconstructing the process of cosmic structure formation by numerically evolving the density field. Figure 2 . The experimental design used as input for the construction of the EuclidEmulator: boost factor curves for each input cosmology and the Euclid reference cosmology (red line with diamond markers) at output step 60 (roughly z ∼ 0.5 depending slightly on the cosmology). The color bar labels the 100 different cosmologies in the ED via their IDs. It is clearly visible that the Euclid reference cosmology is reasonably near the center of the parameter space as all boost factors of the input cosmologies scatter nicely around it. The black oscillatory curve in the lower panel indicates the BAO at high redshift, as in Fig. 1. 
The PKDGRAV3 N-body code
The main cost of producing an emulator of the nonlinear power spectrum is in performing the needed simulations over the cosmological parameter space. For this reason it is important to have available a fast and accurate N-body code. We have used the publicly available (Potter & Stadel 2016 ) N-body code PKDGRAV3 by Potter et al. (2017); Stadel (2001) . PKDGRAV3 is a parallel fast multipole method (FMM) treecode, which uses a block-step multiple time-stepping scheme for the integration of the equations of motion for the particles. It uses 5th order multipole expansions of the potential in calculating the force due to all the other particles, as well as for the calculation of periodic boundary conditions. PKDGRAV3 has been validated (Schneider et al. 2016 ) against two other well established N-body codes, namely GADGET3 (for an older version of the code see Springel 2005) and RAMSES (Teyssier 2010) . From this comparison we know that the absolute accuracy of power spectra generated with PKDGRAV3 is better than 1% for k 1 h Mpc −1 and z 3.5 (at z = 0, 1%-accuracy is achieved up to 6 h Mpc −1 ). PKDGRAV3 is very memory efficient, allowing for large simulations to fit on a relatively small number of nodes. In our case the 2048 3 simulations fit comfortably on 16 nodes. Each simulation on 16 nodes (each node having 64 GB of RAM, 16 cores and no GPU) took almost exactly 3 days to complete. This adds up to 190 000 node-hours to complete all 2 × 100 simulations used as input for our emulator (the factor of 2 comes from the pairing & fixing described in section 2.2.2).
Pairing & fixing of initial conditions
A common issue in power spectrum estimations in numerical simulations is the computational cosmic variance arising from the finiteness of the simulation box: very small Fourier modes (or equivalently very large physical distances) are undersampled. This leads to a loss of information or, put differently, to a large variance in statistical quantities like the power spectrum. We do not want to include any contributions due to this effect within our emulator.
We have used two techniques to reduce contributions from this sampling variance for the suite of input simulations. Firstly, it is possible to reduce these contributions at the linear level by computing the boost factor in a specific way, namely, by dividing the nonlinear power spectrum at redshift z by the properly rescaled initial output power spectrum of the very same simulation. However, weakly nonlinear contributions at smaller scales remain despite this division procedure. Secondly, to further improve on this, we apply the method of "pairing and fixing" described in Angulo & Pontzen (2016) . This method is able to drastically reduce the computational cosmic variance and shall quickly be reviewed here: we use a fixed, linear input power spectrum P i (computed e.g. with CLASS) and draw the initial overdensity fields δ i,lin that can be decomposed into a magnitude |δ i,lin | and a phase θ i according to the probability distribution function (pdf) given by
with δ D being the Dirac delta function and the index i labels the Fourier modes. This pdf identifies uniquely the magnitude of δ i,lin (it is "fixed") while the phase is still uniformly random between 0 and 2π such that one obtains
Following this algorithm, we generate two initial conditions per set of cosmological parameters, both having the same magnitudes |δ i,lin | = √ P i but the phases being shifted by π with respect to each other, i.e., we draw the first phase θ i,1 randomly and set θ i,2 = θ i,1 + π for the second initial condition. For the generation of each initial condition we use the transfer function at z = 0 (from CLASS) and scale it back to high redshift (z i = 200). Particle displacements are then set using the Zel'dovich approximation (ZA). We then perform a simulation for each of the two initial conditions and measure the power spectra. The resulting power spectra are then averaged ("paired") and the boost factor is subsequently computed from the paired power spectra (for a deeper discussion of this boost computation, see section 2.2.4). We find that a boost factor computed with this algorithm is comparable to a boost factor coming from a power spectrum ensemble averaged over ten realizations. For a more detailed analysis of this algorithm and its performance we refer to Angulo & Pontzen (2016) ; Pontzen et al. (2016) . We found that we could reduce the computational effort by at least a factor of five using this method of pairing fixed simulations over conventional ensemble averaging.
4th-order mass assignment
As the code PKDGRAV3 evolves particles in a tree, their mass needs to be assigned to a grid whenever the power spectrum is computed. The mass assignment scheme has a nonnegligible impact on the quality of the power spectrum, particularly on nonlinear scales. While 2nd-and 3rd-order (cloud-in-cell and triangular shaped cloud) mass assignment schemes are widely used in simulations, we use 4th-order PCS mass assignment as in Sefusatti et al. (2016) . Although the time required for the mass assignment with this technique is increased, the errors in the power spectrum are substantially reduced.
Post processing: computing the boost
The main advantage of emulating the boost over full power spectrum emulation is that B(k, z) = 1 on linear scales for all redshifts. This allows one to multiply it by a linear power spectrum that includes more physics on these large scales than can be explained by the relatively limited six-parameter model used for the boost computation itself (a prominent example is given by the super-horizon damping of the matter power spectrum captured, e.g., by the Boltzmann codes CAMB and CLASS). An added benefit is that emulating the logarithm of the boost appears to be almost an order of magnitude more precise than emulating the raw power spectrum, as is shown in Fig. 3 in section 3. Having access to both the linear power spectrum from Boltzmann solvers like CAMB or CLASS and the power spectra from N-body simulations at all time steps, there are two different possible ways to compute the boost factor: (i) Take the nonlinear power spectrum simulated by the N-body code and divide it by the linear input power spectrum computed with a Boltzmann solver like CAMB or CLASS,
(ii) Divide the nonlinear power spectrum at redshift z by the properly rescaled quasi-linear power spectrum at the initial redshift z i of the N-body code.
We follow the second approach for two reasons: firstly, this is the only approach where the boost is actually equal to 1 (as visible in Fig. 1 and Fig. 2 ) for low k-values as required by the argument stated above. This would not be achieved if one divided by the linear power spectrum computed with a Boltzmann solver. Secondly, as mentioned in section 2.2.2, the former division already cancels out a considerable amount of computational cosmic variance.
We show in section 3.4 that only 100 cosmologies need to be simulated to achieve a maximal error of less than 1% over the k range of interest 0.01 h Mpc −1 ≤ k ≤ 5 h Mpc −1 . We run two simulations per ED sampling point in a 1250 h −1 Mpc box with 2048 3 particles, each with fixed initial conditions starting at redshift z i = 200 and evolving to the present day (z f = 0). We produce nonlinear 1D power spectrum outputs for 100 timesteps (equidistantly spaced in time) along the way. In a next step we average the power spectra over each pair of simulations (P 1 and P 2 ) and subsequently compute the boost spectrum at a certain redshift z by dividing the averaged nonlinear power spectrum at redshift z by the averaged nonlinear power spectrum at initial redshift. We thus
instead of averaging the boosts themselves (in this equation, D 1LPT denotes the scale independent 1LPT growth factor). In a comparison of these two calculation strategies they turned out to agree almost perfectly (to within less than 0.1% over all wavenumbers of interest). Now we have an experimental design of n ED = 100 boost spectrum sets each with n z = 100 different boost spectra (one for each redshift output step in the simulations) measured at n k = 2 000 different linearly spaced k-points.
Convergence of simulations
As will be discussed below, the main contribution to the overall emulation error is due to the underlying simulations. We have performed a convergence test using different box sizes with edge length L between 480 and 1920 h −1 Mpc, with different particle numbers N 3 ranging from 1024 3 to 2048 3 and with different grid resolutions (once, twice or four times as many grid points as particles per dimension). For reference, two simulations have been used: a large volume simulation with a (4000 h −1 Mpc) 3 -box with 4096 3 particles for assessing the minimally required simulation volume and a high resolution run with 8000 3 particles in a (1920 h −1 Mpc) 3 box to find the minimal mass resolution. We found that simulations with L 3 = (1250 h −1 Mpc) 3 and N 3 = 2048 3 particles (corresponding to a mass resolution of roughly 2 × 10 10 h −1 M per particle) have converged to the level of accuracy required, if a power spectrum measurement grid with roughly double this resolution is used. Using these specifications, we find that the simulated boost spectra have converged up to k max = 5.48 h Mpc −1 for all redshifts z ≤ 5 (reducing the number of k-points to 1 100). For further details about the convergence tests, please refer to appendix C.
EMULATOR CONSTRUCTION & CONFIGURATION
The emulated data is supposed to approximate simulations as accurately as possible. Accuracy, however, comes at the expense of higher cost in the construction of the emulator, or can result in an increase of the time and resources needed in the use of the emulator. In this section we will highlight the important aspects that influence the performance and the efficiency of the emulator and discuss how the emulationonly error (EOE) can be reduced while keeping the overall costs for the construction of the emulator manageable. We define the EOE as follows:
where k is the wavenumber, z the redshift and c stands for a cosmology for which the boost factor is evaluated. The steps involved in the construction of EuclidEmulator are:
(i) Definition of the cosmological parameter space, in our case, a 6-dimensional box over which a uniform prior is assumed, (ii) Latin hypercube sampling (LHS) of the parameter space, (iii) N-body simulation of all cosmologies in the Latin hypercube (LH) sample, (iv) Computation of the boost spectra (this data set in its entirety is called the experimental design), (v) principal component analysis (PCA) of the boosts, (vi) polynomial chaos expansion (PCE) of each individual eigenvalue of the PCA, neglecting polynomial terms based on the sparsity-of-effects principle (hence SPCE using UQLab), (vii) Recombination of the principal components in a single emulator (using UQLab or our own stripped down Ccode).
For actually using EuclidEmulator to produce nonlinear power spectra, one only needs to combine step (vii) with a linear power spectrum generated by the CLASS or CAMB Boltzmann codes.
Redshift is not an emulated parameter and the ED data matrix D contains a specific set of 100 boost spectra at different, cosmology dependent, redshifts (one for each output step of the simulations). To allow the computation of the boost at any requested z-value, we linearly interpolate between two adjacent boost spectra which bracket this redshift.
Experimental design (ED) sampling
The performance of the emulator crucially depends on how the ED is constructed (Blatman & Sudret 2011) . The construction of the experimental design involves steps (i) to (iii). In this subsection these three phases shall be explained in more detail.
Definition of the parameter space
Similar to Lawrence et al. (2010b) , our emulator is built upon the six parameter model including the following cosmological parameters:
• baryonic matter density parameter in the Universe,
• total matter density parameter in the Universe,
• reduced Hubble parameter h,
where we assume a flat geometry of the Universe throughout (Ω k = 1) such that the dark energy density parameter Ω DE is uniquely defined by the relation
These parameters are a subset of the parameters of the base ΛCDM cosmology from Planck (Donzelli et al. 2016) . A key goal of the Euclid mission is to further constrain the DE EoS (?). For this reason w 0 has been added to the investigated parameter space. Further important physical processes relevant for power spectrum measurement are, amongst many others, the effect of neutrinos on dark matter clustering or the impact of a time-dependent DE EoS. Corresponding parameters have been included in the Mira-Titan Universe based CosmicEmu (Heitmann et al. 2016; Lawrence et al. 2017 ) and will be included in future versions of EuclidEmulator. We base our parameter box ranges on the Planck2015 best fit values mentioned in Table 4 in Donzelli et al. (2016) . For the parameters ω m , n s , h and σ 8 we use Planck-only data. However, as the constraining power of Planck for ω b and w 0 is significantly improved by combining it with external data, we use the combined best fit values for bounding the ranges of these two parameters. The upper and lower bounds are defined by µ ± ∆, where ∆ corresponds to 6σ quoted in Donzelli et al. (2016) for all cosmological parameters but w 0 (∆ w 0 = 3.5σ). The parameter "box" thus is finally defined as follows:
We assume massless neutrinos for all cosmologies and take their energy contribution into account as a component of ω rad . The photonic contribution to it is related to the CMB temperature which we set to T CMB = 2.7255 K. Our final ω rad , including both photons and massless neutrinos, is cosmology dependent (via h). Since CLASS calculates this internally, we use its value for each PKDGRAV3 simulation.
Sampling
The parameter space constructed above then has to be sampled in such a way that on the one hand one ends up with an experimental design containing only a relatively small number of points (otherwise the computational cost to produce the corresponding simulations explodes) and on the other hand the emulator built on top of these simulations must return highly accurate results. For now we assume no preliminary knowledge about the behavior of the emulated observable depending on the point in the parameter space. It is hence standard to use Latin hypercube sampling (LHS) (McKay et al. 1979; Tang 1993) , which provides a fairly uniform coverage of the parameter space. For further discussion of statistical sampling techniques and their properties see Heitmann et al. (2010a) , section 2.1 and references therein. In order to perform a Latin hypercube sampling one needs to define the number of sampling points in advance. As we describe in section 3.4, 100 sampling points are enough in order to construct an emulator that reaches the required accuracy in the output quantities. This step is performed using the statistics and uncertainty quantification software UQLab 5 (Marelli & Sudret 2014) . As the construction of such a sample is a random process and not unique at all, we add an optimization step by generating 10 5 different samples and choosing the realization for which the minimal distance (in Euclidean metric) between the sampling points is maximized (a classical maximin criterion, see e.g. Johnson et al. 1990 ). By doing so we, e.g., avoid the unlikely event of all sampling points being aligned along the diagonal of the parameter space.
Principal component analysis (PCA)
Simulation data are usually noisy and suffers from nonphysical, spurious numerical signals. We want the emulated data to be free from these problems which can be achieved by de-noising the input simulation data of the ED using PCA. The entire experimental design boost spectrum data set D can be represented as a n ED × (n z · n k ) matrix, where n ED is the number of sampling points in the ED, n z is the number of output steps per simulation and n k is the number of wavenumbers considered for the power spectrum measurement. It turns out that the overall EOE (the L ∞ norm over all k and z) is drastically reduced (by roughly an order of magnitude) if we do not store the boost factor values themselves into the data matrix D but rather use the logarithm thereof. The data matrix D is next decomposed into its n ED principal components
where the λ i 's are the eigenvalues of the covariance matrix cov(D) and the principal component (PC)'s are its eigenmodes (vectors of length n z · n k ).
The surrogate model
The main goal of emulation is to produce data in a simultaneously fast and precise way for all possible inputs. Therefore we choose to use polynomial chaos expansion (PCE; a spectral representation on an orthonormal polynomial basis, see Blatman & Sudret 2011; Ghanem & Spanos 2003; Xiu & Karniadakis 2006; Xiu 2010 ) in contrast to Gaussian process modeling (aka Kriging) as done by Heitmann et al., Lawrence et al. and also by Zhai et al. This strategy minimizes the global error, but comes at the expense of not exactly retrieving the simulation data at the input cosmologies. Since according to Eq. 8 all information about the cosmological parameters is stored in the eigenvalues λ i , one only needs to find a surrogate for them. We therefore create a polynomial chaos expansion of each component separately. In the case of EuclidEmulator the expansion reads,
where α = (α 1 , . . . , α 6 ) denotes a multi-index, Ψ α the polynomial basis element and η α the corresponding coefficient. Here x = (x 1 , . . . , x 6 ) is the vector of the six cosmological parameters, each mapped to the [−1, 1] interval. In practice the sum is truncated, making A finite and the above equation an approximation. The multivariate basis functions can be expressed in terms of normalized Legendre polynomials like so:
The PCE coefficients η α are computed with the leastangle regression (LARS) algorithm (Efron et al. 2004; Blatman & Sudret 2011) . This algorithm considers a set of candidate multivariate basis functions A cand defined by criteria related to the maximal total degree of polynomials p, the maximum interaction r (number of non-zero values in the α vector of size 6), and a sparsity-inducing q-norm as follows:
The least-angle regression then determines an optimal sparse set of polynomials A ⊂ A cand such that a built-in error estimator on the truncated series Eq. 9 is minimized. For a deeper discussion of the Least angle regression-based selection (LARS) algorithm we refer to appendix B2.2 or to the literature mentioned above. The final performance of the emulator is tightly related to how the series is truncated, which terms are taken into account and which ones are dropped. The applied truncation scheme is a hybrid of hyperbolic and so called maximum interaction truncation . For more elaborate instructions about how to compute a PCE we refer to the referenced literature.
Optimizing and projecting emulator performance
A proper configuration of the emulator is key for good performance. While a misconfigured emulator can introduce EOEs much larger than the simulation uncertainties (basically defeating the purpose of the emulator), a carefully configured surrogate model is able to introduce EOEs so small that they are negligible compared to simulation errors. Such an emulator is thus capable of producing effectively simulation-quality results (but at much lower cost).
The configuration space
As we have discussed in the previous sections, the emulator construction process depends on various degrees of freedom (for a deeper discussion we refer to appendix B):
• the number of sampling points n ED in the experimental design,
• the truncation parameters p, q and r characterizing the multi-index set A,
• the accuracy parameter a defined as the fraction of the total variance captured by the principal components taken into account with respect to the total variance of the data. This is directly related to the number of principal components n PCA taken into account. 6
As briefly described in appendix B, the maximal polynomial order p can be found following an iterative approach. This is done automatically by UQLab for every principal component separately and hence does not form part of the subsequent 6 Notice that the accuracy parameter a is more fundamental than n PCA since the latter additionally depends on further quantities as e.g. the size of the data set.
analysis. The remaining four parameters, though, need to be tuned carefully in order to optimize the emulator's final performance (i.e. balance its accuracy against its efficiency). We investigated this 4D parameter space on a grid given by n ED = 10, 25, 50, 75, 100, 250 , a = 1 − 10 −κ , κ = 1, 2, . . . , 10 , q = 0.1, 0.2, . . . , 1.0 , r = 2, 3, 4, 5, 6 .
(12)
For each of these 3 000 grid points an emulator was constructed and used to make predictions that in turn were tested against a comparison data set. The relative error between prediction and comparison data was recorded. The most precise of all these 3 000 emulators has then been filtered out under the requirement that it also be computationally efficient, i.e., under 0.1s on a single CPU core (comparable to the best Boltzmann codes).
Comparison data set
Notice that since we are interested in studying the EOE, it is mandatory that both the ED and the comparison data set are computed the same way (as otherwise differences in the computation strategy could contaminate the EOE). As will become clear, this investigation requires more data than could be produced with N-body simulations. This is why we map out the error committed by emulating the boost factor using CLASS (version 2.6.3) and Takahashi's extension of HALOFIT (Smith et al. 2003; Takahashi et al. 2012 ) (hereafter abbreviated as THF) as an alternative surrogate technique. For each cosmological parameter we have chosen 100 values equidistantly spread over the respective range resulting in a 6-dimensional lattice with 10 12 points. As a computation of the boost spectrum for 1 trillion cosmologies is not feasible even with the halo model, we restrict the further analysis to the 15 coordinate planes of the parameter space (i.e. the planes of pairs of cosmological parameters) each of which is sampled by 10 4 points, and a random sample of 10 4 cosmologies in the bulk of the entire 6-dimensional space. For the resulting 16 × 10 4 cosmologies we compute the boost curves for redshifts z = 10 −16 , 1, 2 and 5 in the interval 10 −5 h Mpc −1 ≤ k ≤ 10 h Mpc −1 .
Comparisons and tests
The EDs are as well computed using CLASS and Takahashi's halo model, one for each of the n ED -values, at the same four redshifts and for the same wavenumber intervals like in the comparison data set. We constructed emulators based on the logarithm of this boost data. To predict the EOE (labeled as ε THF to emphasize that it is based on the THF), we then evaluate the emulator at each lattice point of the cosmological coordinate planes, take the exponential of the emulation result in order to undo that logarithm and compare it to the data obtained directly from CLASS/THF. The relative error was subsequently computed and maximized over all redshifts and wavenumber values, and plotted as a density plot as shown in the example plot Fig. 3 . We thus get one such density plot for each coordinate plane. At this point we emphasize that while emulating log(B) instead of the boost . We stress that logarithms are just used to construct the emulator and the errors shown here in both panels are based on comparisons of the full nonlinear power spectrum/boost. For the boost emulation, the maximal error over all cosmologies is of order 0.5% (in contrast to 3.7% for direct power spectrum emulation) but if restricted to the 0.83∆-ellipsoid (red ellipse), the maximal emulation-only error drops to below 0.2% (direct power spectrum emulation: 2.75%). The black circles indicate the different ∆-ellipsoids (the innermost ellipse corresponds to the 0.17∆, the second to the 0.33∆ etc).
itself is an essential technical step improving the final accuracy of the emulator dramatically, it has no effect on how the comparison is presented. For the comparison of directly computed and emulated boost spectra the logarithm has always been undone. Since the largest emulation errors are often found close to the boundaries of the parameter box, we exclude these by restricting the emulator to lie within the inner 0.83∆-ellipsoid (∆ defined in section 3.1.1). The region outside of this is no longer considered in what follows. Fig. 4 shows the maximum error found within each of the 15 possible parameter planes, as well as over the entire parameter box (labeled bulk). Clearly, all max(ε THF ) are comparable and considerably smaller than the maximal error reported in Heitmann et al. (2010b) and Lawrence et al. (2017) .
Cardinality of the experimental design
We expect the maximal error to decrease as more cosmologies are included in the experimental design. This expectation has been tested over the range 10 ≤ n ED ≤ 250 keeping all the other parameters fixed. The result is shown in Fig. 5 . Notice that this plot suggests that as few as 50 cosmologies in the experimental design are enough to bring the maximal error within the 0.83∆-ellipsoid down to below 1% given the configuration used (a = 1 − 10 −5 ). However, unlike the halo model, whose data is smooth, an N-body simulation will produce data with some noise. Techniques, such as PCA, can reduce but not eliminate this noise contribution. Thus the overall maximal error of N-body simulation-based emulators can be larger than predicted by halo model-based emulators. For this reason we decided to build the EuclidEmulator on a conservative experimental design containing 100 cosmolo- Figure 5. Dependence of the relative error on the size of the experimental design and the accuracy parameter a. The truncation parameters r and q have been set to 2 and 0.5, respectively, as these values are used for the construction of the actual EuclidEmulator. While the curves represent the mean of the maximal error (i.e. the error maximized over all k and z and then averaged over all cosmologies in the 15 coordinate planes and the bulk), the red shaded region additionally indicates the maximal and minimal maximal errors measured for a = 1 − 10 −5 . The curves plateau when the errors due to omission of terms dominates the errors coming from the sampling size.
gies, reducing the expected relative error again by roughly a factor of 2.
It is important to notice that the relation between the parameter a and the number of principal components taken into account is non-trivial and depends on n ED as well as the nature of the data in the ED itself (e.g. are the data noisy or not). As a result, the number of principal components is not constant along the curves in Fig. 5 : the larger n ED , the more principal components are considered for a given parameter value for a.
Truncation and accuracy parameters
The truncation parameters are q ∈ [0, 1] and r ∈ N (characterizing the multi-index set A) together with the accuracy parameter a ∈ [0, 1] (or alternatively the number of principal components). We have constructed an emulator for each set (a, q, r) in the grid defined in Eq. 12 using N = 100 cosmologies in the experimental design and computed the maximal error as explained above. The goal now is to find the set (a, q, r) that includes the least number of terms in the PC expansion while keeping the EOE low.
As this emulator shall be capable of evaluating many boost spectra within a second, we try to identify the most efficient emulator. We find that the accuracy parameter a is the most dominant of those three parameters and that changing q and r does not have a significant effect as long as r ≥ 2 and q ≥ 0.5. We thus report the subsequent results always for n ED = 100, r = 2 and q = 0.5 and only investigate the dependence on a and n PCA , respectively.
We find that the smallest number of PCs that have to be taken into account is n PCA = 4 (corresponding to a = 1−10 −3 ) as this leads to a maximal EOE of just about 1%. It is also possible to identify the emulator minimizing the maximal error which is achieved by setting n PCA = 26 (a = 1−10 −6 ) with max(ε THF ) ≈ 0.1% which is an order of magnitude smaller than the simulation uncertainty. Notice, though, that increasing n ED further does not automatically improve the result: taking all principal components into account leads to an enhanced final error hinting at the fact that there is an optimal number of PCs that can be taken into account.
Including more principal components will decrease the emulator performance as more terms have to be computed and the amount of input data for the emulator increases considerably. It is thus desirable to find a configuration that keeps the maximal EOE well within the 1% region but still leads to an efficient emulator.
We have chosen to configure EuclidEmulator with the parameters n ED = 100 ,
The conclusion of our Takahashi HALOFIT modeling is that our final EuclidEmulator should achieve a maximal error of 0.27% using only 100 different cosmologies, or 200 pairedand-fixed N-body simulations. We show in the next section that this appears to be confirmed for the final simulationbased emulator. Thus we can quickly and reliably predict the performance and minimize the computational cost of any future emulator, thereby maximizing the return of the entire N-body simulation campaign.
EMULATOR PERFORMANCE, ERRORS AND SENSITIVITY TO PARAMETERS

End-to-end tests of the emulation-only error (EOE)
The predictions we have obtained in the previous section now have to be tested in an end-to-end manner for the actual EuclidEmulator based on real simulations. The test is performed along the 6 coordinate axes. For each of them an N-body simulation of the cosmologies at ±1σ, ±3σ and ±5σ (for w 0 we similarly chose ±0.58σ, ±1.75σ and ±2.92σ) from the center of the parameter range is run resulting in a test set of 36 reference simulations outside the experimental design used for the construction of the emulator. Then the emulator is executed at the very same cosmologies and compared to the simulations. In Table 2 we report the relative errors maximized over the entire k-range, the redshift range and the σ-set (i.e. we report max[EOE(nσ), EOE(−nσ)]): the overall maximal EOE found is 0.145% and thus much better than the error coming from the simulations and within the limit predicted by the HALOFIT-based error map. In Fig. 6 we explicitly compare simulated and emulated boost factor curves for six different cosmologies along the h-axis for redshift z = 0 (plotted are the corrections relative to the Euclid reference cosmology). As will be established in the following section 4.2, the Hubble parameter h is one of the parameters the emulator is most sensitive to, even for higher-order principal components, and thus its variation should have a non-negligible effect. This is actually true as the six different cases are clearly distinguishable in the figure: While varying h has almost no effect on linear scales, the curves corresponding to these six cases clearly deviate from one Table 2 . In this table we compare boost spectra computed with EuclidEmulator (EE) on the one hand and with an emulator based on Takahashi's HALOFIT (THF) on the other hand to boost spectra of full N-body simulations for 36 cosmologies outside the experimental design over the entire k and z range. The numbers in the table correspond to the relative errors in percent between the emulated and simulated boosts. We find that the errors predicted with the THF emulator are broadly consistent with the EE errors. This implies that the configuration of the EE based on a HALOFIT emulator is actually valid and that there is no need to make a huge investment to run N-body simulations just for the configuration study of an emulator. This result is particularly important for finding the size of the experimental design (see Fig. 5 ). THF  EE  THF  EE  THF  EE  THF  EE  THF  EE  THF another on small scales 7 . Yet, the emulated boosts coincide almost perfectly with the simulated ones. Though the relative differences (lower panel) do show a systematic around BAO scale, these differences are negligible and the emulated data is effectively of simulation-quality. Note that the simulation of one of these boost factor curves takes about 1000 node hours while the corresponding emulated curve is computed within less than 50 milliseconds on a usual laptop.
EuclidEmulator thus speeds up the data generation process by more than seven orders of magnitude compared to a classic N-body simulation with essentially no additional uncertainty.
Sensitivity analysis
Sobol' indices (Sobol' 1993 (Sobol' , 2001 ) measure how sensitive the eigenvalues λ i (ω b , ω m , n s , h, w 0 , σ 8 ) (introduced in Eq. 9) are to each single input parameter as well as to any of their interactions. For an introduction into Sobol' sensitivity analysis we refer to the previous references or to ; Le Gratiet et al. (2016) . Sobol' indices are based on the Hoeffding-Sobol' decomposition, which states that any square-integrable function over a hypercube input parameter space can be cast as a sum of a constant, a set of univariate functions of each input parameter, another set of bivariate functions, etc. This decomposition is unique and the various terms are orthogonal with each other (with respect to the uniform probability measure over the hypercube). The variance of the output can then be apportioned to each input parameter, each pair, triplets, etc.: these contributions are called Sobol' sensitivity indices S. Although their classical estimation relies on costly Monte-Carlo simulations, Sobol' indices can be computed analytically from a polynomial chaos expansion as in Eq. 9, see Sudret (2008) . In our case, we get one such Sobol' expansion for each principal component. Each Sobol' index corresponds to the fraction of the total variance of the respective eigenvalue that is caused by the parameter(s) under consideration. The bigger this number, the more λ i depends on the considered set of input parameters. Fig. 7 shows the first order (no interactions) Sobol' index plots for the first and the fifth principal component (see Fig. A1 in appendix A). It is interesting to notice that the input parameter ω b 7 This makes it obvious, why it is important for surveys like Euclid to investigate the small scales. There is tremendous leverage on cosmological parameters in this regime. Figure 6 . Comparison of the emulated (solid lines) and the simulated (dashed lines) boosts for six different cosmologies at ±1σ, ±3σ and ±5σ away from the center of the h-parameter axis (see column 7 of Table 2 ). In the upper panel, corrections of the boosts themselves relative to Euclid reference ("EucRef") cosmology are shown. No difference between the emulated and the simulated curves is visible. In the lower panel the relative differences between emulated and simulated boosts are plotted. The entire yrange of the lower subplot corresponds to the accuracy tolerance regime of ±1%, while the maximal error is roughly 6 times smaller than this upper limit.
has no leading order effect on the output boost. The boost starts to show non-vanishing sensitivity to this parameter only at fifth order and higher. This is explained by the fact that baryons are treated as a background quantity that only come into the simulation data via the transfer function. As they are not directly evolved themselves in PKDGRAV3, their nonlinear contribution is only due to their mass which is taken into account in the ω m parameter. 
Comparison to other fast prediction techniques
We compare EuclidEmulator against two well-known alternative surrogate modeling tools: Takahashi's extension of HALOFIT and the CosmicEmu code based on the Mira-Titan Universe suite of simulations (Lawrence et al. 2017) produced with the N-body code HACC described in Habib et al. (2016) . For these comparisons we use the Euclid Reference cosmology (i.e. the comparisons are out-of-sample tests) and they are performed on the level of power spectra, i.e. the boost factor curves computed by EuclidEmulator were multiplied with a linear power spectrum generated with the Boltzmann code CLASS. The result is then compared to the data from the other two predictors.
Takahashi extension of HALOFIT
It becomes evident that EuclidEmulator is indeed able to correctly reproduce the linear regime of the power spectra (see Fig. 8 ). This is a big advantage of boost factor emulation over direct emulation of power spectra (as is clear from the comparison to the CosmicEmu, see section 4.3.2). Further, one can see the distinct systematic wiggles at BAO scales. They come from the fact that HALOFIT does not capture the nonlinear evolution of the BAOs very well ). On even smaller scales there is a clear disagreement between the Takahashi model and EuclidEmulator at the level of several percent. The differences, however, obey the uncertainty limits quoted in Takahashi 
CosmicEmu (Mira-Titan emulator)
One observes a disagreement up to ∼2% between CosmicEmu and EuclidEmulator at linear scales (see Fig. 9 ). This is partially explained by the fact that Lawrence et al. emulate the nonlinear power spectrum directly which introduces an error on all scales. As EuclidEmulator boost curves have to be multiplied with a linear power spectrum, the resulting nonlinear power spectrum matches linear theory on large scales by construction. As we use CLASS for the computation of the linear power spectrum, the resulting nonlinear curve does also contains the general theory of relativity (GR) corrections to the level given by CLASS. This is one of the biggest advantages of EuclidEmulator, but also comes at the expense of speed. Since direct emulation of the power spectrum circumvents the need for a Boltzmann solver, CosmicEmu is substantially faster. On intermediate and small scales the disagreement between CosmicEmu and EuclidEmulator is at most 3% and thus consistent with the uncertainty bounds reported in Lawrence et al. (2017) . Summarizing, one can say that on large scales (k < 0.06 h Mpc −1 ) where the Dark matter (DM) clustering nicely follows linear theory, EuclidEmulator can be used to produce power spectra consistent with HALOFIT and Takahashi's extension well within the 1% region. CosmicEmu, however, does devi- ate from the Takahashi model by a few percent on these scales; a consequence of the emulation strategy. On mildly nonlinear scales (0.06 < k < 0.5 h Mpc −1 ) there is a certain disagreement between EuclidEmulator and both the Takahashi model and CosmicEmu, but of an entirely differing nature. While the deviation of Takahashi's model is systematic and correlated with the BAO signal, the few percent differences between EuclidEmulator and CosmicEmu show an overall offset with redshift over these intermediate scales.
On small scales (k > 0.5 h Mpc −1 ) CosmicEmu and EuclidEmulator are largely consistent in contrast to Takahashi's HALOFIT which systematically overestimates the nonlinear power by 4% to 8%, depending on redshift.
CONCLUSION
Efficient and at the same time accurate estimation of nonlinear matter power spectra is crucial in order to exploit the full potential of cosmological surveys such as Euclid, DES, LSST and WFIRST. The Boltzmann solvers CAMB and CLASS are well-established as numerical tools to compute the linear matter power spectra. In this paper we hence focused on the nonlinear correction (the "boost") in order to combine the strengths of the Boltzmann solvers and N-body simulation codes: the former include much more physics (such as GR and baryonic physics) than any contemporary N-body code efficient enough to produce simulations of the size and resolution needed for current and upcoming surveys. The latter, however, are the only means by which structure growth on highly nonlinear scales can be studied. EuclidEmulator, presented in this paper, is a numerical tool that estimates the boost spectra of an input cosmology (respecting the predefined parameter boundaries of 0.83∆ around the Planck2015 best-fit cosmology) at any redshift z ≤ 5 with an overall accuracy far better than 1% based on only 100 pre-evaluated dark matter-only simulations performed with the N-body code PKDGRAV3. The emulation-only error is of order of a fraction of a percent and is hence dominated by the expected simulation errors (of order ∼1% up to k∼1 h Mpc −1 ). The accuracy of the emulation could be achieved by using well-tested statistical techniques from the field of uncertainty quantification: like Heitmann et al. (2010b) , we have used a special sampling technique called Latin hypercube sampling (LHS) in order to guarantee that the resulting experimental design of input cosmologies covers the cosmological parameter space in a statistically uniform way. We then simulate the corresponding nonlinear responses with PKD-GRAV3, using paired-and-fixed (Angulo & Pontzen 2016) initial conditions that drastically reduce computational cosmic variance in the simulations. In contrast to the Coyote universe, the Mira-Titan universe and the Aemulus project emulators by Heitmann et al. (2010b) ; Lawrence et al. (2017) ; Zhai et al. (2018) respectively, we employ a regression strategy called sparse polynomial chaos expansion in order to surrogate model the boost spectra. Our boost approach leads to very accurate emulation of the nonlinear matter power spectrum, but additionally requires the linear power spectrum, calculated from CLASS or CAMB.
The emulator itself depends on a set of numerical parameters which need to be configured properly. To perform this configuration we predict the emulator performance for a given set of emulation parameters (such as the size of the experimental design, the number of principal components taken into account, the truncation of the polynomial chaos series) using HALOFIT input data. We LH sample experimental designs of different sizes and compute mock emulators based on HALOFIT/CLASS boost spectra. Doing so we identify the optimal emulator configuration leading to a maximal emulation-only error of 0.27% within the 0.83∆ region of the parameter space. EuclidEmulator, constructed from 200 N-body simulations with this optimal configuration, almost perfectly reproduces the results of N-body simulated power spectra at the 0.3% level within 50 ms. Due to possible numerical systematics in the N-body simulations themselves, the absolute accuracy of nonlinear power spectra generated with EuclidEmulator is bounded by ±1% up to k ∼ 6 h Mpc −1 at z = 0 while at z ∼ 3.5 this only holds up to k ∼ 1 h Mpc −1 (Schneider et al. 2016) . It is hence vital in the future, to further improve our confidence in the N-body simulations in the interval 1 h Mpc −1 ≤ k ≤ 10 h Mpc −1 for redshifts up to z ∼ 3 or higher. Once this can be achieved, thanks to the emulator strategy presented in this paper, the same accuracy will be reflected by the emulated power spectra. For Euclid these scales are important to assess the constraining power of the mission.
Our modeling approach will allow us to optimize the configuration of future emulators for further observables such as the bispectrum and the halo mass function, projecting their end-to-end accuracy, prior to running any simulations. We will also optimize emulation over a widened parameter space, adding neutrino mass, dark energy equation of state evolution, and primordial non-gaussianity. These shall be included self-consistently within a future set of Nbody simulations, with a mass resolution comparable to the Euclid Flagship simulation (2.5 × 10 9 h −1 M ).
EuclidEmulator can be downloaded from GitHub (https://github.com/miknab/EuclidEmulator).
The repository contains the main C source code together with a python wrapper, CMake files, scripts and parameter files. Executing these scripts, the user can create a fully nonlinear power spectrum using CLASS 8 and EuclidEmulator.
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PC 5 Figure A1 . The mean and the first five principal components of the experimental design response data (logarithm of the boost spectra) used to construct the EuclidEmulator. Each of these curves is multiplied with its eigenvalue λ which is the actual output of the SPCE emulator. The sum of these then produces the final boost spectrum.
The goal is to find a surrogate model S relating X to Y based on a small set of model evaluations known as the "experimental design" (ED) X = x (1) , · · · , x (n ED ) and the corresponding model responses
In realistic scenarios, the computational budget to create an ED is limited and this limitation puts a constraint on the amount of information one can use to construct the surrogate model. Further we add the requirement that the surrogate model S must be as accurate as possible throughout the entire parameter space spanned by X.
In this section we will focus on a specific type of surrogate model, polynomial chaos expansions (Wiener 1938) , in contrast to Heitmann et al. (2010b) and Lawrence et al. (2017) where they use Kriging for both the FrankenEmu and the CosmicEmu.
B2 Theory of polynomial chaos expansions
The concept of polynomial chaos expansion (PCE) based on LARS shall quickly be reviewed here. For a deeper discussion of this topic we refer to Blatman (2009); Blatman & Sudret (2009 and references therein.
Let us take X = {X 1 , . . . , X d } ∈ R d to be a random input vector with joint probability density function (pdf) f X (x) and a finite variance model M mapping X to the response
where D x is the domain of the random input vector. Then M(X) is an element of the stochastic Hilbert space H of finite variance functions endowed with the inner product
Then the following spectral representation, known as polynomial chaos expansion, holds:
where α = {α 1 , · · · , α d } is a multi-index, Ψ α is an element of a multivariate orthonormal polynomial basis of H and η α is the corresponding coefficient (coordinate). The multivariate polynomials Ψ α are constructed by tensor products 
PC 11 Figure A1 -continued Principal components PC 6 to PC 11 of the experimental design response data (logarithm of the boost spectra) used to construct the EuclidEmulator. PC 11 is the highest order principal component used in the EuclidEmulator of univariate orthonormal polynomials w.r.t. the input random variables:
where
is a polynomial of degree α i in x i orthonormal w.r.t. the pdf of f X i (x i ). In other words:
From Eq. B4, it follows that the total degree of the basis
α i , while from Eq. B5 it follows that for an input random vector with independent components X:
In the present case, EuclidEmulator is built to be consistently accurate across predefined parameter intervals. Therefore, their input distributions are considered uniform between the given bounds. Prior to the expansion, each parameter is linearly rescaled to the interval [−1, 1], so that the polynomials φ (i) α i used in the expansions belong to the Legendre family (Ghanem & Spanos 2003; Xiu & Karniadakis 2006) .
B2.1 Truncation of the polynomial basis
For practical computational purposes, the expansion in Eq. B3 needs to be truncated to a finite number of terms:
where A is a truncation with cardinality P := card(A) < ∞. Several strategies are available to define a suitable truncation set A in the literature. The scheme applied in the construction of the EuclidEmulator is a combination of the so called maximum interaction and hyperbolic truncation introduced in Blatman & Sudret (2011); .
The standard truncation scheme is given by retaining only basis functions up to a specific total degree p such that
The cardinality of such a set is:
which is a polynomially increasing quantity. A significant reduction of the number of basis elements is to impose bounds on the maximum number of non-zero elements in α i to a desired r ≤ d:
is the rank of the multi-index. The effect of this is that in each multivariate polynomial chaos basis function only r or less univariate factors are not constant and hence r or less input parameters interact with each other (a "maximum interaction" is defined). We reduce the number of terms taken into account once more by applying hyperbolic truncation. This is closely related to the standard truncation scheme with the difference that instead of the 1-norm a more general q-norm is used with q ∈ [0, 1]:
Hence, for a hyperbolic and maximum interaction limited truncation we get:
Notice that only d is specified as it is the dimension of the input random vector X. The maximal polynomial order p can be found automatically following the iterative approach described in detail in Blatman & Sudret (2011) . Finding the optimal values for q and r, on the other hand, requires a dedicated parametric study, discussed in section 3.4.
B2.2 Calculating the PCE coefficients with sparse regression
Once the polynomial basis has been constructed, the expansion coefficients η α need to be calculated. Given the high computational costs of the computational model, EuclidEmulator employs the sparse-regression approach in Blatman & Sudret (2011) , based on the well known least-angle regression technique first introduced in Efron et al. (2004) . This approach has been widely demonstrated to be highly efficient even in the presence of high dimensional or highly nonlinear models, as it favors highly sparse models so as to avoid over-fitting in the presence of small experimental designs.
APPENDIX C: SIMULATIONS AND CONVERGENCE TESTS
Since there is no analytical way to compute a "true" nonlinear power spectrum, a convergence test for the power spectrum is necessary. In Table C1 we list all simulations we have used in this work together with their specifications and the required runtime ∆T in node hours. We assign a unique label to each simulation that we use for reference in the text below. We define L to be the length of a simulation box edge in units of h −1 Mpc, N denotes the number of particles per dimension used in a simulation to create the initial conditions and R grid = N ma /N is the ratio between the number of cells N ma used for the mass assignment and the number of particles N.
C1 Simulation parameters
The goal in this work is to find the minimal volume, number of particles and mass assignment grid size that allows us to achieve the required 1% accuracy over the k range of interest. A number of further parameters like softening, time-stepping have already been assessed in Schneider et al. (2016) . They report that varying the time-stepping and softening parameters has a sub-percent effect over all k-scales of interest. We use the PKDGRAV3-default values which have been shown to be reasonable choices: the softening is given by = 0.02 l mean , with l mean being the mean inter-particle distance. The time-stepping parameter η = 0.2 controls each individual particle's time step via, ∆T = η /a with a being the gravitational acceleration of the particle.
In what follows we focus on the box volume and mass resolution (i.e. particle number) as well as the size of the mass assignment grid. We perform the convergence test in three steps: first, we determine the minimal simulation box volume by comparing to a paired-and-fixed simulation in large volume (LV) of (4000 h −1 Mpc) 3 with 4096 3 particles. Secondly, we find the minimal mass resolution by converging toward an extreme high resolution run (Euclid Flagship High Resolution, EFHR) with 8000 3 particles in a (1920 h −1 Mpc) 3 -box and thirdly, the minimal size of the mass assignment grid is assessed.
For the minimal volume measurement, we compare five paired-and-fixed runs against the LV-simulation (notice that the mass resolution is the same for all these simulations). According to Fig. C1 , we find that a minimal simulation box volume of L 3 = (1250 h −1 Mpc) 3 is necessary for the power spectrum to converge to the LV-power spectrum to within 1 percent at large scales. This result updates the conclusion drawn in Schneider et al. (2016) where they claim a lower bound for cosmological simulation box sizes of only 500 h −1 Mpc. A potential reason for this underestimation is that their reference simulation volume is only 1024 h −1 Mpc and hence most likely too small.
In the second step, we determine the minimal mass resolution, which we measure in terms of −1 := N/L corresponding to the inverse of the mean inter-particle separation. We define a discrete parameter space by
and run N-body simulations for three selected planes in this space:
• the L-N-plane with R grid = 1, • the L-R grid -plane with N = 1024 and • the N-R grid -plane with L = 960 h −1 Mpc .
We perform this convergence test against the EFHRsimulation (L = 1920 h −1 Mpc and N = 8000, −1 EFHR = 4.167). Increasing the number of particles N used in a simulation Table C1 . List of simulations used in this paper. For each simulation, its unique ID as well as its specifications are listed. The specifications consist of the box size (L), the number of particles per side length (N ), whether it is a paired-and-fixed run (PF yes/no) and the runtime in node hours. The simulation 000 is a EuclidEmulator-like simulation but run based on the Euclid reference cosmology, which is not part of the ED. Simulations 001 to 100 are the runs that form the actual EuclidEmulator-ED while 101 to 136 were used for the end-to-end test reported in section 4.1. EFHR and LV denote the two reference simulations for the convergence tests against which the simulations CT 1 to CT 20 were compared. For all CT-runs with N = 1024 the power spectra were measured with three different mass assignment grids (see Fig. C3 ), indicated by the three labels a, b and c (this did not require separate simulations). Note that the EFHR simulation was run with GPUs. The total run time for all simulations sums up to over 380 000 node hours. of a given volume, we reduce aliasing that comes from discreteness. This is expected because in the limit N → ∞ we approximate the real fluid case we are actually interested in. We observe that a resolution parameter of −1 = 2048/960 = 2.13 h Mpc −1 (Fig. C2 , right panel) yields almost perfect results on highly nonlinear scales (up to the point where the Nyquist effect from the mass assignment grid kicks in) while a resolution of only −1 = 1536/960 = 1.6 h Mpc −1 (Fig. C2 , middle panel) leads to an aliasing artifact that only just stays within the 1% region. From this we conclude that in order to meet the 1% accuracy level required by Euclid over all scales of interest we need a resolution parameter −1 ≥ 1.6 h Mpc −1 .
We are then left with assessing how small the mass assignment cells have to be in order to reach the desired precision. We performed another set of simulations for the five different box sizes where the mass assignment cells are either 1, 1/8 or 1/64 times the volume of the particle grid cells, respectively (cf. Fig. C3 ). The Nyquist frequency f Ny of the mass assignment grid itself is linearly proportional to N ma (and thus also to R grid for a given N) according to the Shannon-Nyquist theorem (Nyquist 1928 )
where 2π/L corresponds to the canonical inter-particle scale ∆k used by the fast Fourier transform (FFT) such that N ma ∆k equals the maximal Fourier mode for the power spectrum measurement. It is not a priori clear, though, by what factor an increasing value of R grid increases the k-interval within which the error curve remains bounded by 1%. Let us define k max to be the maximal k-value such that 100
We find that the proportionality given in Eq. C1 translates rather well to a proportionality between k max and R grid for low resolution parameters and small values of R grid while for high −1 and larger values of R grid it breaks down as the slope of the Nyquist turn-up becomes more and more shallow for larger values of R grid . For instance, while we can essentially double k max in a L640N1024 simulation by going from k max (R grid = 1) = 4.4 h Mpc −1 (Fig. C3 , left panel) to k max (R grid = 2) = 8.39 h Mpc −1 (Fig. C3 , center panel), we cannot do so again by increasing R grid from 2 to 4 (Fig. C3 , right panel). In this figure, data from a L640N1024 simulation is shown which fulfills the resolution condition of −1 = 1.6 h Mpc −1 found above. One can see that the error stays within 1% up to k max (R grid = 1) = 4.44 h Mpc −1 , k max (R grid = 2) = 8.39 h Mpc −1 and k max (R grid = 4) = 9.12 h Mpc −1 . Taking into account that increasing R grid leads to a non-negligible increase in required computational resources, we conclude that R grid = 2 is a reasonable choice. We thus end up with the following lower bounds:
Summarizing the results of our convegence tests, we decide to use the following specifications for the construction of the EuclidEmulator experimental design:
Mpc ,
Notice that this choice obeys the constraint put on −1 as here −1 = 1.638 h Mpc −1 . This choice of simulation volume and particle number corresponds to a mass resolution of roughly 2 × 10 10 h −1 M per particle.
C2 Redshift dependence of k max
The chosen configuration for the ED simulations suggest that at z = 0 the simulated nonlinear power spectrum can be trusted up to k max ≈ 8 h Mpc −1 . Of course, in order to be able to produce a reliable boost prediction using the EuclidEmulator at a certain redshift, it is of utmost importance to know how k max changes with redshift. We have found that the initial power spectrum at z = 200 measured by PKDGRAV3 has converged to the analytical result up to k max = 5.48 h Mpc −1 . The convergence test in the previous section suggests that the nonlinear power spectrum at lower z converge up to larger k max (for z = 0 we find k max ≈ 8 h Mpc −1 ). The division by the initial power spectrum in the computation of the boost factor renders the latter to be converged up to k max = 5.48 h Mpc −1 for all redshifts up to z = 5. Based on this the allowed redshift and k range for emulation with the EuclidEmulator is set to 0 ≤ z ≤ 5 and 0.01 h Mpc −1 ≤ k ≤ 5 h Mpc −1 . For z > 5 we found a nontrivial dependence of k max on the redshift. However, it is not clear yet to what extent this functional relation is influenced by numerical artifacts (like e.g. aliasing or transients) and to what extent it is physical.
This paper has been typeset from a T E X/L A T E X file prepared by the author. L640Rgrid4 (CT8c ) Figure C3 . Effect of measuring the power spectrum using different grid sizes, i.e. in the L-R grid -plane. From left to right, the columns refer the number of sampling grid points being equal to once, twice and four times the number of points in the particle grid per dimension, respectively. The number of particles is N = 1024 in all subplots. The dashed vertical lines indicate k max (the frequency at which the relative error becomes larger then 1%) while the dash-dotted lines again show the Nyquist frequency of the mass assignment grid.
