In this paper, we aim to boost the spacial utilization for the millimeter wave (mmWave) based wireless personal area network (WPAN) by developing a high-speed concurrent transmission (HSCT) scheme using full-duplexed multi-hop relay. We approach this task by two phases, i.e., the routing-path developing and multi-flow scheduling phases, respectively. In the first phase, we develop the routing path by taking the multiple high-rate hops into consideration. With the aid of full-duplex relay, using multiple high-rate hops can possibly be more efficient than the low-rate direct transmission. In the second phase, overlapping the scheduling round (SR) can more effectively utilize the full-duplex relay. Conventionally, the SR are arranged in the bumper-to-bumper fashion. Whereas, overlapping the SR can fully utilize the unoccupied time slots. Moreover, to maintain the transmission rate for the paths via multiple high-rate hops, the scheduling algorithm properly arranges concurrent transmissions to avoid intolerable amount of interference. Additionally, the variant prioritized flows are taken into account for designing the routingpath developing and multi-flow scheduling algorithms. The simulation results verify the effectiveness of the proposed HSCT scheme.
I. INTRODUCTION
The demand for high-quality wireless services has always been the strong driving force for the revolution of wireless communication systems. In recent years, the explosive growth of services for portable devices, e.g., the virtual reality on-line game and high-definition video streaming, further expands the boundary of transmission demand. Responding to this need, the millimeter wave (mmWave) technology can provide substantially wider bandwidth such that the goal of the fifth generation (5G) of wireless communications system can be achieved [1] - [3] . However, the serious blockage problem of mmWave significantly restricts its reachability and prevalence, respectively. To tackle this problem, a multi-hop transmission strategy becomes necessary [4] , [5] . Most importantly, a well-designed multi-hop routing via
The associate editor coordinating the review of this manuscript and approving it for publication was Qing Yang . full-duplex relay can not only improve the end-to-end transmission quality, e.g., the latency and transmission rate, but also boost the efficiency of concurrent transmissions, especially for the hyper-dense networks [6] .
Generally speaking, an efficient concurrent transmission scheme consists of well-designed routing-path developing and multi-flow scheduling algorithms, respectively. In developing routing paths using full-duplex transmission scheme, the path with multiple high-rate hops can be more interference-tolerable than the path with single low-rate hop [7] . In the aspect of scheduling, the conventional synchronous scheduling strategy (i.e., non-overlapped scheduling round (SR) as explained in the latter) is not efficient when operating in the full-duplex transmission mode [8] - [10] . Thus, motivated by [7] - [10] , we wonder that ''how can we further improve the time utilization when variantly prioritized flows with different available rates are considered for concurrent transmissions in the mmWave device-to-device (D2D) networks?''. It should be noticed that the multi-prioritized flows was ignored in the literature. Herein, the prioritized flow is different from the prioritized link in [8] and [9] (which will be explained in Section II). Specifically, the prioritized flows represent the flows carrying variant types of traffic.
Moreover, with the aid of full-duplex relaying, the routingpath developing algorithm should be redesigned; since the efficiency of multi-hop transmissions can sometimes be higher than the direct transmissions when full-duplex relay is applied. Observing Fig. 1 , let's consider transmitting four packets between Devices 1 and 4 (denoted by the data flow F 14 between D 1 and D 4 ). If a low-rate direct link is used, the end-to-end transmission time can be eight time-slots (T s ); whereas if the routing path via D 2 and D 3 (i.e., D 1 → D 2 → D 3 → D 4 ) is developed by using two full-duplex relays with double transmission rate for each hop, it only consumes six T s . Note that this consideration was ignored in [8] , [9] ; and it is different from that in [7] ; therein, using multi-hop transmission instead of single hop is to accommodate more flows rather than reducing the service time.
In addition to the path developing phase, the multi-flow scheduling algorithm should be redesigned as well. Define the SR as the time period during which several D2D transmissions can be conducted. In the general cases, any requests which can be served within the SR can transmit concurrently. Now, consider that the flows F 13 , F 42 and F 32 require four, two and four time slots to deliver packets, respectively. To make it simple, the paths routing through multiple hops are not included in this example. Using the conventional scheduling algorithm in [10] , eight time slots are required to accomplish all the transmission tasks, as demonstrated in Fig. 2 (a); whereas, only six time slots are needed when the SR can be overlapped, as shown in Fig. 2 
In this paper, we propose the high-speed concurrent transmission (HSCT) scheme by designing the efficient path developing and multi-flow scheduling algorithms according to the above discussions, respectively. In the path developing phase, multi-prioritized flows and multiple high-rate hops are newly considered. Whereas, in the multi-flow scheduling phase, the overlapped SRs and two additional factors (i.e., priority of each flow and remaining traffic of each flow) are taken into account. Verified by the simulation results, the proposed HSCT can outperform the conventional counterparts by 41% and 31% in one of our consider cases, respectively. Moreover, additional 10% time slots can be reduced for the highest prioritized flow.
The rest of this paper is organized as follows. Section II surveys some related works; whereas, the system and signal models are introduced in Section III. Therein, the overall optimization problem is formulated as well. In Section IV, we propose the routing-path developing and multi-flow scheduling algorithm. The complexity of the proposed algorithms will be discussed as well. Section V demonstrates the simulation results. The concluding remarks and suggestions for future works are provided in Section VI. Moreover, for better understanding of this paper, the notations for system descriptions (including the problem formulation), Algorithm 1 (for developing routing-path) and Algorithm II (for arranging the multi-flow schedule) are summarized in Tables 1, 2 and 3, respectively.
II. RELATED WORKS
In recent years, the relay-assisted transmission scheme has been widely recognized as an effective strategy to overcome VOLUME 7, 2019 the blockage problem and enhance the efficiency of concurrent transmissions for the mmWave-based D2D communication networks. Efficiency enhancement for the concurrent transmissions generally involves (1) routing-path developing [7] - [9] , [11] - [18] and (2) multi-flow scheduling algorithms [8] - [10] , [16] - [20] , respectively. Defacto, in addition to the relay-assisted concurrent transmissions, the mmWave-based communication networks can also be built to form some cooperations with cellular networks. For example, (1) the coverage of the cellular network with dense base stations deployment can be extended via mmWavebased D2D relaying [21] ; (2) the throughput of the cellular network can be significantly improved by cooperative transmission schemes via well-selected relays associated with some power control mechanism [22] ; (3) relay-assisted cooperative network can be enhanced by properly selecting beamwidth for broadcasting and directional transmission [23] ; (4) the spectrum efficiency of the cellular network can be enhanced by constructing distributed multiple-inputmultiple-output via multiple standby devices with mmWave transmission capability [24] ; (5) the cellular traffic can be effectively offloaded by caching at the devices and transmitting via D2D communications [25] , [26] ; (6) the mmWave spectrum can be shared with cellular networks; and the associated power control scheme can maximize energy efficiency and throughput for cellular and mmWave-based D2D networks, respectively [27] . Since this paper aims to design the routing-path developing and multi-flow scheduling algorithms for enhancing the efficiency of concurrent transmissions, more details about these two categories are provided in the following.
A. ROUTING-PATH DEVELOPING SCHEMES
In the aspect of developing routing paths, the authors in [7] emphasized the importance of multi-hop transmissions for 60 GHz wireless personal area network (WPAN). Therein, a long low-rate-hop was decomposed into multiple short high-rate hops so that more interference-tolerable flows were able to be transmitted concurrently. In this fashion, the timeslot utilization can be improved. Moreover, the merit of multihop relaying in the mmWave-based network was analytically verified in [11] . The analytical model took the Poisson-pointprocess distributed obstacles with random sizes and the range of selecting relay into account. It was interestingly found that the optimal relay-selecting range highly depends on the size of obstacles. Likewise, the authors in [12] investigated another interesting issue about maintaining the connectivity of mmWave-based cellular network. Considering the Bernoulli blockages, properly probing the relays (rather than exhaustive search) can achieve the optimal spectrum efficiency without causing excessive overheads.
Recently, the concept of multi-hop transmission was also used to develop routing protocol for the D2D communications underlaying cellular networks [13] . It revealed that instead of the number of hops, the experienced interference between two ends truly dominate the overall network capacity of D2D communications. Thus, an interference-awarerouting algorithm was developed to select better routing paths which suffer less amounts of interference; and consequently, the overall network capacity was increased. Moreover, an efficient centralized multi-hop routing path selection scheme was proposed for multi-description video streaming in [14] . Via the properly selected multi-hop paths, the video distortion can be alleviated. Additionally, the performance in terms of end-to-end delay and packet delivery ratio can be improved as well. In [15] , a network formation game was designed to select multi-hop routing paths for the mmWavebased wearable networks in the distributed and dynamic way.
By maximizing the well-defined utility function, a better trade-off between rate, delay and privacy can be obtained when selecting the routing paths. In [16] - [18] , a discrete-time two-state Markov chain was applied to characterize the state transition between line-of-sight (LOS) links and non-lineof-sight (NLOS) links for any particular transmission pairs. Specifically, in [16] , [17] , the shortest path was selected such that the reliability can be guaranteed; whereas in [18] , a joint link and relay selection algorithm was proposed to minimize the maximum of expected transmission time. In [8] , [9] , alternative to the end-to-end throughput, the load balancing issue was considered when selecting routing paths for multiple transmission requests. In principle, the rule of thumb is to select the routing paths which minimize the traffic load for the devices who carry the most transmission requests. More recently, the multi-hop paths were developed for dividing a multicast group into several sub-groups, and then connecting each sup-group to facilitate the scheduling for concurrent multicasting transmissions [28] .
B. MULTI-FLOW SCHEDULING SCHEMES
In the aspect of scheduling, the authors in [16] aimed to serve the transmission demands using minimal time slots. Basically, all the links which satisfy signal-to-interferenceplus-noise power ratio (SINR) requirement can be transmitted concurrently. Then, for the single hop scenario, a greedy and a column-generation based algorithms were proposed to maximize the instant throughput for each time slot and iteratively improve the concurrent links, respectively. For the multihop scenario, however, the goal is to maximize the overall throughput of all the flows by properly selecting the links for concurrent transmissions based on the estimated link states and interference condition. In [17] , additional to the link state (i.e., the mentioned LOS and NLOS states), the reliability of the links between user equipments (UE) and piconet coordinator (PNC) was also taken into account for scheduling concurrent transmissions. Then, similar to [16] , [18] , a heuristic algorithm was proposed to serve the transmission requests using minimal time by slot-by-slot maximizing the instant network throughput. With the same goal (i.e., serving the requests using minimal time slots), the scheduling algorithm in [8] and [9] give higher priority to the links which bear more transmission tasks. In this fashion, the overall service time can be reduced such that the efficiency of concurrent transmissions can be improved.
More recently, we redesign the scheduling algorithms in [8] and [9] by taking the full-duplex relay and smaller scheduling unit into consideration (i.e., packet-by-packet scheduling using shorter time slot) [10] . Likewise, the authors in [19] addressed the same problem by jointly optimizing the channel allocation, time slot arrangement and power adaptation. Owing to the prohibitive complexity, a columngeneration based approach was proposed to solve the problem with lower computational complexity. However, another joint path planing, scheduling and power control problem was considered in [20] . Therein, the target was to optimize the energy efficiency (rather than reducing the overall service times) for the mmWave D2D communications underlaying small cellular networks. In [28] , on top of well constructed D2D paths between subgroups (as aforementioned), the D2D assisted multicast scheduling associated with beam selection was formulated as mixed integer nonlinear program. Then, the nonlinear program was solved by properly selecting the beamwidth and arranging time frames such that the efficient concurrent transmissions was able to be carried out to reduce the overall transmission time.
III. SYSTEM MODEL
In this paper, we consider the indoor WPAN with N devices. Each device is equipped with an electronically steerable directional antenna. To manage the operation of WPAN properly, one of these devices is selected to become the PNC. As shown in Fig. 3 , Device 6 (i.e., D 6 ) is selected to manage the WPAN with N = 7 devices. Then, the WPAN operates according to the superframe for IEEE 802.15.3 piconet (as demonstrated in Fig. 4 ) [4] , [29] , [30] . During the beacon period, the timing allocations are set; and the management information is exchanged and collected. Whereas, during the random access period, the PNC can collect the channel information and transmission requests from the N devices. Among these devices, F transmission requests (i.e., data flows in other words) are generated with Poisson distributed traffic load. To reflect different types of traffic, variant priority is considered for each data flow. Moreover, based on the received SINR, the reliable transmission rate should be properly decided as well. Note that the SINR can be estimated by using the collected channel information. At last, the PNC selects the routing path for each data flow and arranges the corresponding transmission schedule during the data transmission period.
A. PROPAGATION MODEL
Assume that using mmWave of 60 GHz, the signals can only be decodable via line-of-sight (LOS) propagation path [8] , [9] , [31] . To describe the blockage phenomenon clearly, the received signal power of the link uv from D u to D v at time instant t can be expressed as
where k 0 is the scaling factor corresponding to the path-loss at the reference distance; P t is the transmitting power; d uv is the geographical distance between D u and D v ; α is the pathloss exponent; β uv = {0, 1} is the blockage indicator, and β uv = 0 means the link uv is blocked, otherwise β uv = 1; G(θ ) represents the antenna gain and it can be defined as
where θ t uv and θ r uv are the angle-of-departure (AoD) and angle-of-arrival (AoA) for the transmission from D u to D v over uv , respectively; and θ m is the beamwidth of the mainlobe; ζ is the radiation efficiency. Moreover, χ uv (t) = 1 as a packet is sent from D u to D v at the time instant t; otherwise χ uv (t) = 0. According to the full-duplex operation, it can further be defined as
Note that (3) and (4) restrict the numbers of outgoing links from D u and incoming links to D u , respectively.
B. SINR EXPRESSION
Using the full-duplex relay, the SINR of the transmission from D u to D v over uv at time instant t can be defined as
where W and N 0 stand for system bandwidth and the one-sided power spectral density (PSD) of the additive white Gaussian noise (AWGN);Ĩ uv (t) represents the selfinterference (SI)Ĩ
η stands for the efficiency of the self-interference cancellation (SIC) mechanism; h L is the loop-interference gain;
Furthermore, the multiple access interference (MAI) can be expressed aŝ
ij represent the n-th hop of F ij ; and accordingly it leads to Consider T L (F ij ) as the time instant of completely receiving the last packet of the flow F ij at the destination D j 1 . Now, we aim to minimize the longest T L (F ij ), ∀F ij ∈ F by properly developing routing paths P(F ij ) and well arrange the multi-flow transmission schedule SR. Thus, the goal of the optimization problem (OP 1 ) can be defined as
Intuitively, OP 1 can be solved by two phases, i.e., the routingpath developing and multi-flow scheduling phases. In developing paths, except the limitation on number of hops H max , the solely one constraint is the signal-to-noise power ratio (SNR) requirement for each hop (i.e., link in other words), which can be expressed as
where γ p ( uv ) is the SNR for uv ; and γ p,th is the SNR threshold for maintaining a link.
In the multi-flow scheduling phase, several constraints are required, as listed in the following. 1) During each SR (e.g., the k-th SR), the SINR of each link γ k ( uv ) should be maintained as
where C k ( uv ) is the transmission rate for the link uv during SR k ; γ min (C k ( uv )) denotes the minimum SINR for maintaining the transmission rate C k ( uv ). 2) All packets belonging to any arbitrary flow (say the m-th packet of the flow F ij ) should be scheduled in sequence, i.e.,
where p (n) ijm represents the m-th packet of F ij over f 3) Any particular device can not transmit and receive packets for more than two flows at the same time instant. Note that the constraints of (3) and (4) reflect this fact. 4) Enough time slots should be allocated for transmitting a packet, i.e.,
where u = Tx(f (n)
is the allocated time slots for uv during SR k . 5) All the transmission requests with successfully developed paths should be completely served, i.e.,
Observing the first constraint in (10), one can find that it is indeed nonlinear, since the SINR value γ k ( uv ) depends on the concurrent transmission links (which may generate interference), i.e., all u v ∈ SR k with u = u and v = v . Thus, in Appendix, we linearize (10) so that given P(F ij ) ∀F ij ∈ F, the mixed integer nonlinear programming (MINLP) problem of OP 1 can be solved by a well-designed scheduling algorithm (as done in [8] - [10] ). It should be noticed that the fourth and fifth constraints (i.e., (12) and (13)) are linear. Different from [10] , the transmission rate (i.e., C k ( uv ) should be maintained in our considerations. That means the transmission rate for the link uv should not be altered no matter in which SR it is scheduled to transmit. Moreover, the term T k ( uv ) in (12) and (13) is different from the counterpart in [8]- [10] ; therein, it was the duration of SR k . That means the time duration for transmitting uv can be different from SR to SR. Whereas, in our scheme, T k ( uv ) can be determined whenever C k ( uv ) is generated; and C k ( uv ) can not be variant from SR to SR.
IV. ROUTING-PATH DEVELOPING AND MULTI-FLOW SCHEDULING ALGORITHMS
In this section, we first develop the routing paths and then arrange the multi-flow transmission schedule. In developing routing paths, four factors are taken into consideration, i.e., the blockage condition, relay probability, flow priority and workload of each device, respectively. Note that in [8] - [10] , the flow priority was neglected; and no routing paths were developed when the direct transmission paths exist. However, in the proposed scheme, a routing path consisted of multiple high-rate hops can be used to replace the direct link. Moreover, the workload of each device is redefined herein.
In designing the multi-flow scheduling algorithm, three factors are considered, i.e., the number of adjacent links, flow priority and remaining workload of each flow, respectively. Note that the flow priority and remaining workload was ignored in the conventional scheduling algorithms in [8] - [10] . Furthermore, owing to the full-duplex relaying, the adjacent link is redefined. Most importantly, the SR can be overlapped, as illustrated in Fig. 2 .
A. ROUTING-PATH DEVELOPING ALGORITHM
To make the pseudo-code tractable, some terminologies are defined as follows and summarized in Table 2, 
Based on the above definitions, one can find that the owing to the full-duplex relaying, the workload and relay opportunity matrix are different from the conventional schemes in [8] - [10] . Also, the flow priority was ignore therein. The proposed routing-path developing algorithm can now be summarized by Algorithm 1. Particularly, the factors of blockage, relay opportunity and flow priority are considered at Line 5; whereas Line 8 considers all the reachable paths via n ≤ H max hops by using all the links satisfying (9) . Then, based on the sorting results, the for-loop at Lines 7-18 processes the flows one-by-one. It should be noticed that all the links which construct the routing paths for each flow should be equivalently processed, including the direct link.
Recall that in the conventional schemes no routing paths will be constructed for direct links. Furthermore, the procedure of balancing the workload for each devices is executed by the second for-loop at Lines 11-17.
Complexity Analysis: The computational complexity of Algorithm 1 is of order O FN H max +1 . Firstly, the sorting process at Line 5 requires computation of order O F 2 . The for-loops at Lines 7 and 11 takes O(F) and O N H max iterations, respectively. Moreover, the procedure of taking the maximum value at Line 14 is of order O(N ). To sum up, it gives O F 2 + FN H max +1 . Note that the maximal value of F is N (N − 1); and H max is at least larger than one.
. The same procedure gives O L B N H max +1 H max for the routing-path developing algorithm in [8] - [10] , where L B is the number of blocked links.
Considering the worst case with F = N (N − 1) and H max = N − 1, the computational complexity for the proposed and conventional schemes are of order O N H max +3 and O L B N H max +2 , respectively. It should be noticed that in the practical situations, F and H max are much less than N (N − 1) and N , respectively. Based on the simulation results in the latter, with H max = 4, the average number of required hops for developing a routing path is less than 2.5. Moreover, with N devices, the maximal number of links is
. However, the value of L B depends on the severity of the blockage problem in the mmWave WPAN. It should be emphasized that the conventional path developing algorithm aims to develop routing paths for the blocked flows (which explains the case of L B = 0); whereas the proposed algorithm improves the transmission efficiency by using the multiple high-rate hops.
B. MULTI-FLOW SCHEDULING ALGORITHM
To begin with some terminologies are defined as follows and summarized in Table 3 .
1) A f ; and it can be calculated as
where u = Tx f ; and it can be calculated as
3) S ( uv ): The link state which represents the sum of packets waiting for being transmitted via uv . 4) T o (SR k ): The start time of SR k .
Algorithm 1 Routing-Path Developing Algorithm
Input: Rate matrix C, request matrix Q, priority matrix Output: Path set P 1 PNC collects the information of C, Q and ; 2 Extract the blockage condition set β = {β uv } from C; 3 Extract the data flows set F = {F ij } from Q; 4 Extract the relay opportunity matrix R = {r uv } from C; 5 Sort F ij ∈ F based on the vector β ij , − r ij , φ ij T in descending order; and then re-arrange F based on the sorting result; 6 P = ∅; 7 for F ij ∈ F do 8 Obtain the candidate set P c ij by considering all reachable pathsP(F ij ) via n ≤ H max hops for the flow F ij (constraint (9)); The proposed scheduling algorithm can be summarized by Algorithm 2. To be specific, Line 1 takes all the flows with successfully constructed paths into account for the multi-flow scheduling, which reflects the constraint of (9). Line 5 satisfies the constraint of (13) by guaranteing the complete services for all the transmission tasks. Line 10 checks the availability of each device by using the constraints of (3) and (4). Line 12 reflects the mentioned considered factors (i.e., the number of adjacent links, flow priority and remaining workload of each flow). Line 16 maintains the transmission rate for each link according to the constraint of (10). Line 17 allocates enough time for each link such that the constraint of (12) can be met. The characteristic of packetby-packet scheduling can be observed at Lines 5, 18 and 21. Moreover, Line 21 guarantees the in-sequence transmission according to the constraint of (11) . Also, to overlap SRs, Lines 17 and 24 are required to mark the finish and start time of each link and SR in the explicit way, respectively. N ) ) for the conventional counterparts in [8] - [10] . It should be noticed that the complexity analysis therein ignored the computation for taking the maximum or minimum values (e.g., taking the maximum required time for each link at Line 10 of Algorithm 1 in [10] ), which is of order O(FH max ) for the worst cases. Moreover, F and H max are maximally N (N − 1) and N − 1, respectively. Recall that in the practical situations, F and H max are much less than N (N − 1) and N . Thus, in terms of iterations, the proposed Algorithm 2 is just one order higher than the conventional schemes in [8]- [10] (i.e., O(N 6 ) and O(N 5 ) for the proposed and conventional schemes, respectively).
V. SIMULATION RESULTS
Owing to the difficulties 2 of analytically deriving the closed form expressions (or bounds) for the number of required hops and system service time, the performance evaluations and comparisons are conducted via simulation results as follows. For fair performance comparison, the simulation environment is constructed according to the network scenarios in [8] - [10] , [31] . Herein, N = 6 ∼ 20 devices are uniformly distributed over an area of 10 × 10 m 2 for generating F = 10 transmission flows. Each flow can carry Poisson distributed amount of packets with the average packet arrival rate λ = 12. The combination of link transmission rate is [1/12, 1/8, 1/4, 1/2, 1] packet/T s ; the corresponding SINR requirements are obtained by substituting d uv equal to 15, 8, 6, 3 and 1 m into (5) and ignoring the impact of interference. Moreover, the link blockage rate P B increases from 0 to 1, which is defined as
The other simulation parameters are summarized in Table 4 . All results are obtained by averaging over 10,000 simulation rounds.
In the following, the performance is compared in terms of system and flow service time. Specifically, the system service time stands for the time required to serve all the transmission requests with successfully developed routing paths. Moreover, flow service time means the average time required to serve one flow with successfully developed routing paths.
Algorithm 2 Multi-Flow Scheduling Algorithm
Input: Rate matrix C, Request matrix Q, Priority matrix , Path set P Output: SR set SR 1 Extract the link state S f
Remove uv from L w ∀ uv with S ( uv ) = 0;
10
Remove uv with S D u = 1 or S D v = 1 from L w (constraints (3) and (4));
, φ ij in descending order;
and re-arrange L w based on the sorting result;
∀ uv ∈ P; 16 if γ k ( uv ) ≥ γ min (C k ( uv )) ∀ uv ∈ SR k (constraint (10)) then 17 T p f 
Literally, one can know that the requests without successfully developed routing paths are not taken into account for performance comparison. Moreover, MHRT-FD is to represent the multi-hop relaying transmission scheme using fullduplex relaying in [8] , [9] . Note that originally, the halfduplex relaying was applied therein. However, we applied the full-duplex relaying for the sake of fair performance comparison. In addition, ETA is to stand for the scheduling scheme in [10] , which applied full-duplex relaying as well. Note that in the following performance comparisons, the conventional path developing algorithm stands for the one used by MHRT-FD in [8] , [9] and ETA in [10] .
A. IMPACT OF NETWORK DENSITY N Fig. 5 shows the (a) successful path developing rate, (b) number of required hops and (c) system service time for various number of devices N , where P B = 0.6, F = 10, H max = 4, λ = 12 and the combination of transmission rate is [1/12, 1/4, 1/2] packet/T s . Firstly, it is as expected that using the proposed routing-path developing algorithm, more high-rate hops are used to develop routing paths, as illustrated in Fig. 5(b) . And it becomes more effective when the number of device increases, as demonstrated in Fig. 5(c) as well. For the example with N = 6 and N = 20, the required number of hops are 1.89 and 2.27, respectively; and the system service time for HSCT can be reduced by 0.6% and 10% for the corresponding cases. One should notice that the required number of hops for the conventional path developing algorithm reduces as N increases. This is because the main purpose of the conventional algorithm aims to solve the blockage problem rather than using the multiple high-rate hops to develop high-speed routing path. Thus, with more devices, routing around the blocked links using fewer hops 2 In the aspect of required hops, it is a function of (1) workload (i.e., W D (D u )); (2) blockage conditions (i.e, β); (3) relay opportunities (i.e., R); and (4) link priority (i.e., φ ij ) (as listed in Lines 5 and 14 of Algorithm 1, respectively). It should be noticed that the workload depends on the link rate (i.e., c ub and c au in (14) , respectively), which highly depends on the network topology (i.e., the geographical distance between two nodes in other words). In the aspect of system service time, the scheduling arrangement depends on the link state (S ( uv )) the number of adjacent links (A(f (n) ij )), workload (W (f (n) ij )) and priority of the flow F ij (φ ij ) (as listed in Lines 5 and 12 of Algorithm 2, respectively). Therefore, one can realize that the closed-form expressions (or bounds) for the number of required hops and service time are multi-dimensional problems, which indeed causes some hinderance for theoretical analysis. becomes easier. Secondly, the proposed multi-flow scheduling algorithm can remarkably reduce the system service time. Compared with MHRT-FD and ETA at N = 6 for the case of using the proposed path developing algorithm, the proposed scheduling algorithm can reduce the service time by 21% and 14%. Whereas, larger improvements (i.e., 23% and 36%, respectively) can be achieved for the cases with N = 20.
Most importantly, combining the benefit from two sides (i.e., the path developing and multi-flow scheduling algorithms), the proposed HSCT scheme can remarkably outperform the conventional MHRT-FD and ETA by 41% and 31% for the case with N = 20.
B. IMPACT OF BLOCKAGE RATE P B Fig. 6 shows the (a) successful path developing rate, (b) number of required hops and (c) system service time for various blockage probability P B , where N = 15, F = 10, H max = 4, λ = 12 and the combination of transmission rate is [1/12, 1/4, 1/2] packet/T s . As show in Fig. 6 (a) and 6(b), with stringent blockage problem (i.e., larger P B ), successful path developing rate reduces and more hops are required to round around the blocked links. Consequently, longer time is required to serve the transmission requests. Moreover, as P B becomes larger than 0.7, the successful path developing rate reduces, and in consequence, the system service time decreases. These reasons explain the shapes of the curves in Fig. 6(c) . Most importantly, with mild blockage problem, it becomes easier to develop high-speed routing paths via more hops (as shown in Fig. 6(b) ). That is the reason for the significantly performance enhancements obtained by using the proposed path developing algorithm for the cases with smaller P B . As observed in Fig. 6 (c), with P B = 0.2, 23% of the system service time can be reduced by using the proposed path developing algorithm for the HSCT scheme. Moreover, the proposed multi-flow scheduling algorithm becomes more effective as P B increases. This is because the larger scheduling flexibility can be obtained by using more hops. For example, the advantage over the ETA scheme increases from 13% to 24% as P B increases from 0 to 0.7.
To investigate the effect of transmission rate, we modify the rate combination of [1/12, 1/4, 1/2] packet/T s in Fig. 6 (c) to become [1/12, 1/8, 1/4, 1/2, 1] packet/T s in Fig. 7 . Note that this modification does not affect the successful path developing rate, and approximately the same number of hops can be resulted. Thus, these two figures are omitted herein. Comparing Figs. 6(c) and 7, one can find that although the superior performance obtained by using the proposed scheduling algorithm can still be maintained, while the advantage of the proposed path developing algorithm dilutes. This is because as the difference between two transmission rates decreases, the effectiveness of using multiple high-rate hops to enhance transmission efficiency reduces. Moreover, thanks to the higher transmission rate of 1, the system service time for all the cases reduces.
In addition to the single-prioritized flows, the proposed HSCT scheme takes the flow priority into account for designing the path developing and multi-flow scheduling algorithm. noticed that adjusting the orders of the triples β ij , −r ij , φ ij at Line 5 in Algorithm 1 and A f
, φ ij at Line 12 in Algorithm 2 can emphasize the impact of priority; and consequently result in more significant performance difference between the flows with variant priorities. However, these factors contradict to each other; how to attain the better tradeoff between these factors can be an important and interesting topic for further study. Fig. 9 shows the (a) successful path developing rate, (b) number of required hops and (c) system service time for various number of maximum hops H max , where N = 15, F = 10, P B = 0.6, λ = 12 and the combination of transmission rate is [1/12, 1/4, 1/2] packet/T s . Observing Figs. 9(b) and 9(c), one can find that the larger H max can lead to more relaying hops and lower system service time. As H max increases from 2 to 5, the average relaying hops increases from 1.7 to 2.4 hops using the proposed path developing algorithm. Whereas the system service time reduces from 2.3 × 10 −3 to 1.9 × 10 −3 for HSCT. Moreover, it is interesting to find that as H max grows to 6, the system service time slightly increases for the MHRT-FD and ETA schemes. This is because a flow which passes through a multi-hop routing path can only finish its transmission task after multiple SRs. Accordingly, in some cases, the last hop needs to wait longer, which slightly detains the transmission flow. Most importantly, the superior performance of the proposed routing-path developing and multiflow scheduling algorithms can still be maintained for the cases with any arbitrary H max . k 0 P t d −α uv G(θ t uv )G(θ r uv )χ uv β uv ≥ WN 0 + ηP t h L S D v + a =u,a =v k 0 P t d −α av G(θ t av )G(θ r av )β av S D a γ min (C k ( uv )) (A1)
C. IMPACT OF MAXIMUM NUMBER OF RELAYING HOPS H max

VI. CONCLUSION AND FUTURE WORK
In this paper, we have proposed the HSCT concurrent transmission scheme for the mmWave WPAN. Using HSCT can remarkably enhance the spectrum efficiency so as to reduce the system service time. The proposed HSCT scheme consists two algorithms, i.e., the routing-path developing and multiflow scheduling algorithms. With aid of full-duplex relay, multiple high-rate hops can be used to develop high-speed routing paths. That means even a direct-link can be replaced by multiple high-rate hops. With high-speed routing paths, the proposed scheduling algorithm allows overlapped SRs, which efficiently squeezes multiple transmission flows into well arranged time slots. In addition, workload of each device and variant prioritized flows are considered for developing paths and arranging the transmission schedule. Verified by the simulation results, the required time to serve all the requests can be significantly reduced by 41% and 31% compared with the conventional MHRT-FD and ETA schemes, respectively. For higher-prioritized flows, the service time can further be reduced by 10%. Some important and interesting topics for further study are: (1) the number of hops can be optimized such that a better trade-off between the scheduling space and sequential multi-hop transmissions can be reached; (2) some sophisticated power control mechanism for multi-hop transmission can further increase the end-to-end capacity so that the required service time can be reduced; (3) in the proposed HSCT scheme, the triples β ij , −r ij , φ ij at Line 5 of Algorithm 1 and A f (n) ij , W f (n) ij , φ ij at Line 12 of Algorithm 2 somehow contradict to each other. How to compromise with one another is an important design issue for the concurrent transmissions in the mmWave networks.
APPENDIX
In this Appendix, we linearize the constraint of (10), i.e., γ k ( uv ) ≥ γ min (C k ( uv )) with u = Tx f (n) ij and v = Rx f (n) ij as follows. To begin with, let L f (SR k ) denote the life duration of SR k . Now, consider t ∈ L f (SR k ) and ignore the notation of time (i.e., (t)) in the following context for brevity. Then, based on (5), γ k ( uv ) can be expressed as γ t ( uv ); and it leads to χ uv = 1 as well. With the existence of the self-interferenceĨ uv and MAIÎ uv , we can have S D v = 1 and S D a = 1 for a = u, a = v based on (6) and (7), respectively. Then, rewriting (10) as (A1), as shown at the top of this page, can linearize the constraint for designing a scheduling algorithm. Note that χ uv , S D v (t) and S D a (t) are decided by the scheduling algorithm, where γ min (C k ( uv )) is a constant as aforementioned.
