Abstract. We study the following fractional Schrödinger equation
Introduction and main results
In this paper, we consider the fractional Schrödinger equation 1) where N > 2s, s ∈ (0, 1), V is continuous function, ε > 0 is a small parameter, p ∈ (2 + 2s/(N − 2s), 2 * s ), 2 * s = 2N/(N − 2s). Problem (1.1) is derived from the study of timeindependent waves ψ(x, t) = e −iEt u(x) of the following nonlinear fractional Schrödinger equation
Indeed, letting f (t) = |t| p−2 t and inserting ψ(x, t) = e −iEt u(x) into (NLF S), one can obtain (1.1) with V (x) = U(x) − E.
When s = , equation (1.1) can be used to describe some properties of Einstein's theory of relativity and also has been derived as models of many physical phenomena, such as phase transition, conservation laws, especially in fractional quantum mechanics, etc., [22] . (NLF S) was introduced by Laskin ([27] , [28] ) as an extension of the classical nonlinear Schrödinger equations s = 1 in which the Brownian motion of the quantum paths is replaced by a Lèvy flight. To see more physical backgrounds, we refer to [21] .
When s = 1, the nonlinear Schrödinger equation
has been extensively explored in the semiclassical scope and a valuable amount of work has been done, exhibiting that existence and concentration phenomena of single-peak and multiple-peak solutions occur at critical points or minima of the electric potential V when 1 ε → 0, see e.g. [2, 3, 14, 15, 17, 18, 23, 30, 31] . The concentrating phenomena occurs at higher dimensional sets has been handled by Ambrosetti et al. in [4] . Then Del Pino, Kowalczyk and Wei in [20] have completely settled the conjecture proposed by Ambrosetti et al in [4] , which says that, the concentration may happen at a closed hypersurface. Recently, the existence of concentration driven by an external magnetic field has been invested by Bonheure et al. in [7] . When ε is fixed and V is positive, the existence of infinitely many positive solutions to equation (NLS) has also been settled down, see Wei and Yan's work [37] under the assumption that V is radial symmetric, and see the results of Cerami et al [11] if V does not satisfy any symmetric condition. When 0 < s < 1, let ε = 1 and V ≡ λ > 0, equation (1.1) is (−∆) s u + λu = |u| p−2 u, x ∈ R N .
( 1.2)
The existence of the least energy solution to (1.2) has been proved in [21, 22] by using the concentration-compactness arguments. The symmetry and optimal decay estimate for positive solutions of (1.2) have been showed by using the moving-plane method in [29] .
The essential observation about nondegeneracy of ground states was obtained by Frank and Lenzmann in [24] for the case N = 1, and Frank, Lenzmann and Silvester [25] for high dimensional case. For the nonlocal case 0 < s < 1, to our best knowledge, there are few results on the concentration phenomena of solutions of (1.1) in the semiclassical case, i.e., ε → 0. Concerning the non-vanishing case, i.e., inf x∈R N V (x) > 0, Alves et al. used the penalized method developed by Del Pino et al in [18] and extension method developed by Caffarelli et al. in [13] to construct a family of positive solutions for (1.1), which concentrate at the global minimum of V when ε → 0, to see more details, we refer to [1] . We also refer to [12, 26, 32] , which considered the concentration phenomena occuring at the nondegenerate critical points of V by using a reduction method which is based on the nondegeneracy of the ground states proved by Frank and Lenzmann in [24] and Frank, Lenzmann and Silvester in [25] . When 0 < s < 1 and the potential V in (1.1) is vanishing, the first results about the existence of semiclassical state and its concentrating phenomenon was obtained by the authors in [6] . It was shown that if for an open, bounded smooth set Λ one has inf Λ V < inf ∂Λ V, then (1.1) possesses solutions u ε , with just one local maximum, which concentrates around a minimum of V in Λ, provided that lim inf |x|→∞ V (x)|x| 2s > 0. This local minimum may exhibit arbitrary degeneracy.
In this paper, we extend the result in [6] . Under the assumption that lim inf |x|→∞ V (x)|x| 2s > 0, assuming additionally that V has finite many local minima, then for problem (1.1) we can obtain a family of solutions concentrating at those minima of V . Proposition 3.1 was given by the authors in [6, Proposition 3.4] , it provides us one judgement criterion of the existence of multi-peak solutions for (1.1). By this proposition we can exclude the possible occurrence of more than k-peaks. Also, this proposition and the isolated property of limiting energy (2.2) play a key role in proving Proposition A.1.
The construction of penalized function here is harder than the single peak case (k = 1, [6, Proposition 4.6]). When k > 1, the nonlocal effect will results interactions among the k peaks and then some difficulties in computation will occur, see Proposition 4.5.
Some other difficulties also exist in the multi-peak case (k > 1). They lie in the following two aspects: firstly, we need construct a suitable mountain-path geometry, for which we refer to [9, Lemma 3.3 ] (see also [19] , [10] ). Secondly, in the single peak case, we only require inf ε>0 u ε L ∞ (Λ) > 0 (see Lemma 3.6 in [6] ), but for multi-peak case, we need inf ε>0 u ε L ∞ (Λ i ) > 0 for every i = 1, . . . , k. This requires us to prove that the energy outside S is o(ε N ) (see Lemma 3.3 in this paper), but, with respect to the nonlocal effect and the vanishing of V , this step involves a large number of complicated nonlocal estimates (Lemma 3.3, Proposition A.3) and it seems that there is no counterpart before.
One novelty in this paper is that we do not need the penalized term looks like
In papers [9] , [19] and [10] , multi-peak (bump) solutions were considered under the local case ∆, (1.3) was applied to prove the estimates
which showed that the penalized solution u ε had a peak in Λ i (Λ = k i=1 Λ i ) (as M 1 large enough). Moreover, it was applied to prove that u ε did not have any peak outside Λ. Fortunately, by constructing a precise penalized function, we can prove that u ε only has k peaks in Λ without using (1.3). Our proof is more convenient.
For s ∈ (0, 1), the fractional Sobolev space H s (R N ) is defined by
where
Here we also give the definition of the fractional Laplacian which will be used later (see [21] for example):
The construction of multi-peak solutions requires us to locate functional on subsets of R N , we define for every smooth Ω ⊂ R N the space W s,2 (Ω) as
It is easy to check that with the inner product
(Ω) is a Hilbert space (see [21] for example). Our work is based on the following weighted Hilbert space:
endowed with the norm
In the sequel, we set
, for N > 2s, +∞, for N ≤ 2s.
We assume that V ∈ C(R N , [0, ∞)) satisfies the following assumptions. (V 1 ) There exists k open bounded sets Λ i with smooth boundary
Without loss of generality, we assume that 0 ∈ Λ. By continuity, we assume that for every i ∈ {1, . . . , k}, S i and U i are open sets which have smooth boundary and satisfy (1.4), moreover, we assume that
Our main result can be stated as follows.
Remark 1.2. The celebrated paper [13] provides people a easily way to understand the nonlocal problem (see [1] for example), by which, one can convert the nonlocal problem (1.1) into a local problem. But we do not take this method in our paper. On one hand, if the problem (1.1) becomes a local problem, the vanishing of V makes it is not easy to construct penalized functions. On the other hand, to study the nonlocal problem directly can provide us more deep understanding of the interplay between any two parts of u ε , especially, we will have a clear understanding about the estimates caused by different cut-off functions, see the proof of Proposition A.3.
Remark 1.3. To find solutions of (1.1), it is natural to consider the following functional
whose critical points are solutions of equation (1.1). However, the assumptions on V , particularly the fact that V can decay to zero at infinity, do not ensure that
Moreover, even if we assume that inf R N V > 0, the functional would have a mountain-pass geometry in H s V,ε (R N ), but the Palais-Smale condition could fail without further specific assumptions on V . To overcome this difficulty, we take the penalized ideas to cut off the nonlinearity, which, in the classical case s = 1, was introduced by Jean Van Schaftingen et al. in [33] , and in the nonlocal case 0 < s < 1, it was developed by the authors in [6] . We truncate the nonlinear term through a penalization outside the set Λ where the concentration is expected.
Generally speaking, the penalization argument is essentially a localization argument, while the operator (−∆) s is nonlocal. Hence we will face some new difficulties when we use the penalization argument to deal with nonlocal problems. For the proof of concentration phenomena, one difficulty is to separate the occurrences of k +1 or more possible peaks of the penalized solutions u ε , see conclusion of Proposition 3.1, for the proof we referred to the authors' work [6, Proposition 3.4] , where the authors have employed a skillful decomposition and the assumption (V 2 ) on V to prove that those interactions (caused by nonlocal operator (−∆) s ) are small enough as ε → 0. Another two difficulties are the verification that the least energy outside S is o(ε N ) and the local estimates lim inf ε→0 u ε L ∞ (Λ i ) > 0 (Claims 1, 3 in Lemma 3.3), in this step, truncating skill will be used frequently, but for a cut-off function, with respect to the nonlocal case 0 < s < 1, the simple estimates |∇η| ≤ C R
will not be suitable any more. Indeed, we need estimate by dividing the hole space R N into several parts, see Proposition A.3. We emphasize that this estimate is much more difficult than the single peak case (k = 1), actually, in [6, Proposition 3.4], we will get at least one bounded set after rescaling (e.g., B R in B c 2R \B R ), but in Lemma 3.3 we will get sets both look like Λ/ε after rescaling , which will fulfill R N as ε → 0. The idea of proving that the solutions of penalized equation (Lemma 2.10) are solutions of our origin problem (1.1) comes from [6, Proposition 4.6] . But as we can see in the proof of our Proposition 4.5, there some difficulties in the multi-peak case (k > 1). Firstly, under the nonlocal influences, the k peaks will influence each other, which makes the computation of penalized function more difficult. Secondly, one can not compute (−∆)
s f as precise as −∆f .
We organize this paper as follows. In Section 2, we give a variational framework and the penalized scheme and especially we construct a mountain path class on [0, 1] k , we show the existence of solutions which owns k-peaks to the penalized problem via minimaxtheorem. In Section 3, we prove the concentration phenomena which shows that u ε has exactly k peaks. In Section 4, we construct penalized function and the corresponding barrier functions to show that the solution of penalized problem is indeed a solution of the original equation (1.1). During our construction, the range p ∈ (2 + 2s N −2s , 2 * s ) and the decay assumption on V are essential.
The penalized problem
The following inequality exposes the relationship between H s (R N ) and the Banach space
Moreover, on bounded set, the embedding is compact ( see [21] ), i.e.,
Definition of the penalized functional. We choose a family of penalization potentials P ε ∈ L ∞ (R N , [0, ∞)) for ε > 0 small in such a way that
We will give the explicit form of P ε in Sect. 4 . Before that, we only rely on the following two assumptions on P ε :
Given a penalization potential P ε which satisfies (P 1 ) and (P 2 ), we define the penalized nonlinearity g ε :
Accordingly, we define the penalized superposition operators g ε and G ε by
and the penalized functional
Remark 2.3. Comparing with the penalized function defined in [6] (equation (2.1), subsection 2.1), we require more strong assumption that lim sup ε→0 P ε (x)|x| 2s = 0, which comes from (4.11). By the strong assumption, we can prove in Lemma 3.3 that
without using the term looks like (1.3), where J i ε (·) and c λ i are defined in Definition 2.7 and Lemma 2.8 as follows. This is why we do not add terms like (1.3) into our penalized functional J ε (see [9] and the reference therein for details).
If regardless of the difficulties caused by nonlocal effects (−∆) s , our proofs are much easier than [9] , [10] and [19] . We believe that our methods can improve the work in [9] , [19] and [10] a lot.
Under assumption (P 1 ), it is easy to check that the penalized functional J ε is well-defined. Moreover, J ε satisfies the Palais-Smale condition.
Remark 2.4. In (4.11), section 4, we take P ε (x) = χ R N \Λ ε σ |x| t with t ∈ (2s, µ(p − 2)), and we show that
Here ·, · denotes the duality product between the dual space H
is a critical point of J ε if and only if u is a weak solution of the penalized equation
s and the assumptions (P 1 ) and (P 2 ) hold, then J ε owns the mountain pass geometry and satisfies the Palais-Smale condition.
Proof. See [6 
min{c λ j |j = 1, . . . , k}, λ j is given in (1.4) and the function c a :
and the limiting mountain pass level
As we said in the introduction, c a can be achieved. Especially, by [6, Proposition 3.1], we have the isolated property of limiting energy c a ,
A natural question is that whether Γ is nonempty. The answer is yes, see Lemma 2.9 below. The proof of Lemma 2.9 is based on the following lemma 2.8.
Recalling the definition of W s,2 (Ω), we define for every i ∈ {1, . . . , k}, the functional
We have for every 1 ≤ i ≤ k:
Lemma 2.8. The mountain pass value
3) can be achieved, moreover, we have
For the sake of continuity in the arguments, we postpone the proof of this lemma to the Appendix. Now with the help of the previous lemma, we are ready to prove that the class Γ in Definition 2.6 is nonempty. Indeed, define
then we have:
Lemma 2.9.
Proof. Since c λ j is the mountain pass value for the limiting functional L λ j , given any δ > 0 there exists a nonnegative
Now for ε > 0 we define the path γ j :
k , without loss of generality, we assume that τ 1 ∈ {0, 1}, then
By the choice of γ j and by Dominated Convergence Theorem, if i = j,
Then combing with the choice of γ, it follows that
Thus γ ∈ Γ. Moreover, by similar proof, we have lim sup
It remains to prove the lower estimate, i.e., lim inf
Observe that given γ ∈ Γ and a continuous map c :
In fact, by the definition of Γ, we assume that g j , j = 1, . . . , k are the continuous functions corresponding to γ, then
Similarly, every γ j = γ • c| S j belongs to Γ j ε , where c is arbitrary continuous path which
Thus we can repeat the argument of Coti-Zetali and Rabinowitz [[16, Proof of Proposition 3.4], Proof of Proposition 3.4] and obtain, for every path γ ∈ Γ, the existence of a point
Consequently, by the assumption (2.1) on P ε , we get lim inf
which is exactly the required lower estimate. 
Proof. The existence of u ε follows from Lemmas 2.5 and 2.9. The regularity result follows from Appendix D in [25] . Testing the penalized equation (Q ε ) with (u ε ) − and integrating, we can see that u ε ≥ 0.
Suppose to the contrary that there exists x 0 ∈ R N such that u ε (x 0 ) = 0, then we have
which is a contradiction. Therefore, u ε > 0.
is a closed subspace of M. Then the class in Definition 2.6 is the class
By Lemma 2.9, it is easy to check that
Hence using [35, Theorem 2.8], we can obtain a Palais-Smale sequence in the following: for every σ ∈ 0, Cε−aε 2 , δ > 0 and γ ∈ Γ such that
we then obtain a sequence (u
V,ε (R N ) = 0 and then J ε (u ε ) = C ε and J ′ ε (u ε ) = 0. We want to emphasize that by 1) and 2) above, we have
(2.9)
By (2.10) it holds that
which is the key point for u ε owning k peaks. We will discuss in detail in Lemma 3.3 of the following section 3.
Remark 2.12. Be similar to the proof of Lemma 2.5, we have lim sup
ε N ≤ C < +∞.
Concentration of the penalized solutions
The following proposition was proved by the authors in [6, Proposition 3.4] . It is essential to exclude the possible occurrence of k + 1 numbers or more peaks of u ε and which is one of the key tool to prove that u ε concentrates only at the k local minima of V . This results provides us a judgement criterion of the existence of multi-peak solutions.
Proposition 3.1. Let (ε n ) n∈N be a sequence of positive numbers converging to 0, (u n ) be a sequence of critical points given by Lemma 2.10, and for j ∈ 1, 2,
and for some ρ > 0,
Remark 3.2. The proof of this proposition requires the global L 2 norm of the rescaled function v l n (y) (v l n (y) = u ε (εy + x l ε )), we know nothing but
so, it is naturally to test it against with potential term: V (ε n y + x εn ). Then, it is crucial in using the fact lim inf
which comes from our assumption (V 2 ). This fact will be used in the proof of Proposition A.3 in Appendix too, which is necessary in proving the following concentration phenomena.
The following lemma shows that u ε has exactly k peaks, and concentrates at the k local minima of V . In single peak case k = 1, the proof is obtained easily from Proposition 3.1, since one only need the estimates inf ε>0 u ε L ∞ (Λ) > 0, so the truncating procedure will not needed, see [6, Lemma 3.6] . But in this lemma, we must have the estimates inf ε>0 u ε L ∞ (Λ i ) > 0 ((3.8)) for every i = 1, . . . , k. To get these k local estimates, truncating functions will be involved (see Claim 1 and Claim 3 in the following). We have to verify (3.3) for variant cut-off functions, this procedure is much more difficult than the single peak case (k = 1) and the classical case (s = 1). On one hand, comparing with the classical case (s = 1), the problem also is nonlocal after truncating; one the other hand, comparing with the single peak case (k = 1), we will get sets both look like Λ/ε after rescaling, which will fulfill R N as ε → 0. All the cases (0 < s < 1, k > 1) make it is quite difficult to prove (3.3), for the sake of continuity, we have to postpone the details to Appendix, see Proposition A.3. 
Proof. The proof will depend on the truncating skill a lot. Let η ∈ C ∞ (R N ), since u ε is a solution of (Q ε ), testing it against with ηu ε , we find
a easy computation shows that
For simplicity we denote
In the following, we will always need verify the key estimate of the term T ε (η) after suitable choice of η, i.e.,
for the sake of continuity in the argument, we postpone this complex step to the Appendix. To prove (1), we first verify the following key claim. Claim 1. Let
We have lim sup
Proof of the claim. Let η ∈ C ∞ (R N ) such that η(x) ≡ 1 on S c and η(x) ≡ 0 in Λ. Then by (3.1), we have
By Remark 2.12 and the assumption (2.1), we have lim sup
Combing Claim 1, (3.5) and Remark 2.11, we have Claim 2
Proof of the claim. Suppose that (3.6) is false for some i 0 ∈ {1, . . . , k}, i.e., a := lim sup
By (2.10) and (2.11) in Remark 2.11, it holds that for every ν > 0, the existence of a path γ ν ∈ Γ and a τ ν ∈ [0, 1] k such that
and
Then by the continuity of J ε , going if necessary to various choices of γ, assume that
By the same proof of (2.8), (3.4) and Lemma 2.9, there must have some j 0 ∈ {1, . . . , k}\{i 0 } such that (see Proposition 3.4, [16] ), there exists aτ
which is impossible if taking 4ν < c λ i 0 − a. Claim 2 is proved. As a consequence of Claim 1 and Claim 2 above, we immediately have
Observing the penalized equation (Q ε ) (outside Λ) and (3.7), we have the Claim 3 next. Claim 3. For every i ∈ {1, . . . , k}, it holds
Proof of the claim. We prove it by contradiction. Suppose without loss of generality that
Truncating again we choose η ≡ 1 on S 1 and η ≡ 0 on R N \U 1 . Inserting η into (3.1), we have
Since u ε L ∞ (Λ i ) → 0 as ε → 0, for ε > 0 small enough we have
Then by (3.3), we have
hence we obtain a contradiction to (3.7). Then Claim 3 is proved. Now by (3.8) and the regularity asserts in [25, Appendix D], we conclude the exists of k families of points {(
This completes the proof of (1).
Since for every i = 1, . . . , k, {(x i ε ) ε>0 } ⊂ S i , upon to a subsequence, we can assume that x i * exists such that lim
By Proposition 3.1, we have x i * ∈ Λ (then is in Λ i ), and
Hence V (x i * ) = inf Λ i V for every i = 1, . . . , k. This gives the proof of (2) and (3). For (4), by Proposition 3.1, it is easy to prove it by contradiction, for details we refer to the last segment of the proof in [6, Lemma 3.6] . .7) before. Actually, the strong assumption (2.1) implies that
which enhance our estimates more direct. In those papers ( [9] , [19] and [10] ), the term (1.3) was also used to get the upper bounds
we proved here that this fact lies behind the construction of u ε (see Remark 2.11). Our proofs are more precise (see (??)), and this can improve the works in [9] , [19] , and [10] .
Back to the original problem
In this section we prove that if we choose a suitable penalized function P ε , then for small ε, each solution u ε of the penalized problem Q ε solves the original equation (1.1). Our idea is to prove u p−2 ε ≤ P ε on R N \Λ through comparison principle. As we can see in (4.14), the comparison principle for nonlocal operator (−∆)
s requires global information of u ε . By the regularity asserts in Appendix D in [25] , we can assume that for small ε,
We first linearize the penalized problem outside small balls. 
Proof. That u ε ≤ C ∞ in Λ is from (4.1). Since p > 2 and inf U V (x) > 0, by Lemma 3.3, there exists R > 0 such that
Hence we conclude our result by inserting the previous pointwise bounds into the penalized equation Q ε .
4.1.
Proof of Theorem 1.1. We now construct barrier functions for the linearize equation (4.2), in order to show that solutions of penalized problem (Q ε ) solve the original problem (1.1) for sufficiently small ε > 0. The following embedding lemma is similar to Theorem 4 in [8] , in the nonlocal case, it was proved by the authors in [6, Lemma 4.2] . It is useful in constructing the penalized function.
then this embedding is compact.
For simplicity, in the sequel, we define
By the above lemma, we have the following observation. 
is compact.
Proof. Obviously,
Hence we conclude our result by Lemma 4.2.
The following proposition involves computation of (−∆) s , which was given by the authors in [6, Proposition 4.6] . It is an essential step to construct a barrier function. For nonlocal operator (−∆) s , we can only estimate (−∆) s f rather than compute it, and the estimate is much harder than that of −∆f . It is based on the well-known fact that w = 1 |x| N−2s is the fundamental solution for (−∆) s (see [25] and the reference therein), i.e.,
In the following, we denote d = max{|x| : x ∈ ∂Λ}.
Then there exists a positive w µ ∈ H s V,ε (R N ) with 0 < µ < N−2s and 0
Using the above computation of (−∆) s w µ , we can construct a family of supersolutions to the linearize equation (4.2) in Proposition 4.1 and construct the penalized function P ε . As we mentioned before, the nonlocal effect of (−∆) s makes us have to construct the supersolutions globally, which is a great difference from −∆ since for local operator −∆, it is easy to find a supersolution, see the proof of Proposition 4.4 in [33] .
Since we are in the case that k > 1, the nonlocal effect will result mutual influence between the k peaks, so the computation is more difficult than the single peak case k = 1, see (4.6), (4.7) and (4.8) for example. The assumption (2.1) is contained in (4.11). The proof of (4.12) requires p > 2 + 
and P ε satisfying the assumptions (P 1 ) and (P 2 ) in section 2 such that U ε > 0 satisfies
Proof. Let r = 2 min 1≤i≤k lim inf ε→0 dist(x i ε , ∂Λ). Define
where β > (2s − 1) + + 1 and the constant C will be determined later. Then for
Now we estimate I ε .
where C 2 = C 2 (β) > 0 is a constant.
Without loss of generality, we assume that
Then, since β > 2s,
where C 4 = C 4 (β, N) > 0 is a constant. We note that since the above constants C 1 , C 3 , C 3 and C 4 are all independent of C, for ν small enough, we have
For the ν above we can choose C = C(ν, ε, β) large enough such that
, we let µ close to N − 2s, and then choose t ∈ (2s, µ(p − 2)) and σ ∈ (0, 2s(p − 2)) to define
Obviously, for ε small enough,
(4.13)
Finally, by Corollary 4.3, it is easy to check that (P 1 ), (P 2 ) are satisfied since t > 2s and (P 2 ) is satisfied for small ε since σ > 0. 
(4.14)
Then arguing by contradiction we can verify that
Rε (x i ε ), and by (4.12), u p−2 ε < P ε on R N \Λ. As a result, u ε is indeed the solution of the original problem (1.1).
Appendix A.
In this section we are going to verify (3.3) and Lemma 2.8. . Obviously, supp v ε ⊂ Λ i and γ(t) = tT v ε ∈ Γ ε for ε small enough and for T large enough. Therefore
Hence, by the arbitrary of v and x 0 , we have lim sup
On the other hand, let w ε be a critical point corresponding to c 
Then w ε ≥ 0. It follows that
and then Going if necessary to a subsequence, we assume that
Importantly, we claim that
, by the same proof of Claim 1 in Lemma 3.3, we will have lim sup
which will results a contradiction to the fact that lim inf
Then, going if necessary to a subsequence we assume thatw ε ⇀w weakly in H s (R N ). Thus
where S * i is the limit of S i ε , since S i is smooth and
By the standard bootstrap argument,w ε ⇒w uniformly on every compact subset of R N , hence w L ∞ (R N ) > 0. Obviously, we have
for every R > 0. Following by the proof in [6, equations (3.8 
By dividing R N into several regions, we have
Proof of (3.3). We prove it in the following cases.
(η(x) − η(y))u ε (y)(u ε (x) − u ε (y)) |x − y| N +2s dxdy + ε It is easy to see that the estimates forT Secondly, assume that 0 / ∈ U 1 , without loss of generality, we assume that 0 ∈ U 2 , then 
