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近年、ハードウェアの低価格化・高機能化の勢いは著しく、パーソナルコンピュータは非常に身
近な情報機器となった。また、インターネットの普及によって、情報サービスの入り口としてのパ
ーソナルコンピュータの役割も大きくなりつつある。しかし、パーソナルコンピュータ用のオペレ
ーティングシステム（OS）は、多様かつ高度な機能を要求されて複雑化・肥大化しつつあり、い
くつかの問題を抱えている。本稿では、パーソナルコンピュータ用OSの基本的な構造と役割を改
めて見直し、現状における問題点として、セキュリティの問題、共有ライブラリに関する問題、国
際化に関する問題、GUIに関する課題、処理データの増大にともなう問題、OSの複雑化・肥大化に
関する問題を考察する。
今日、パーソナルコンピュータは一般家庭、個人にも広く普及しており、パーソナルコンピュー
タ用OSは、ユーザの多様な要求に応えている。しかし、OS自体は複雑化・肥大化し、いくつかの
問題も生じ始めている。本稿では、情報システムの中核を担うパーソナルコンピュータ用OSの基
本構造と機能を見直して、現状における問題点を考察する。
OSとは、基本ソフトウェアとも呼ばれ、ハードウェアを制御し、コンピュータの基本的な動作
を可能にするソフトウェアということができる。狭義のOSをカーネルと呼ぶ。図１は、この観点
からコンピュータシステムの構成を見た概念図である。コンピュータシステムを構成するハードウ
ェアは、それを制御するファームウェアと呼ばれる小規模なソフトウェアによって制御することが
できる。一般にファームウェアはハードウェア自体に内蔵されている。OSは、ドライバと呼ばれ
るソフトウェアを介してハードウェアを制御する。ドライバは、ファームウェアを介してハードウ
ェアを制御する。
このようにすることで、OSはハードウェアを間接的に制御し、動作させて、アプリケーション
ソフトウェア（ユーザが直接使用するソフトウェア）を実行することのできる環境を提供している。
アプリケーションソフトウェアの作成者は、ハードウェアを直接制御するための処理を記述しなく
てよいので、アプリケーションソフトウェアの作成コストが低減するという利点もある。アプリケ
ーションソフトウェアが意図的にハードウェアを制御する必要がある場合は、OSの用意した機能
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を利用することができる。OSがアプリケーションソフトウェアに公開している機能を、API
（Application Programming Interface）と呼ぶ。APIは、カーネルが外部に提供しているより低レ
ベルな機能であるシステムコール（カーネルコール）をより使いやすい形にしたものである。API
はハードウェアを制御する機能の他にも、データベース処理を行う一連の機能や、テキスト処理な
どの高度なサービスも提供する。また、ハードウェアの制作者はファームウェアを内蔵した形で機
器を出荷し、その機器を利用する複数のOSごとにドライバを用意することで、複数の異なるOSに
機器を対応させることができる。
なお、ドライバはコンピュータシステム動作時には、OSに組み込まれる。また、OSのパッケー
ジには、代表的な機器のドライバが同梱されるので、ドライバを含めて、広義のOSと考えること
ができる。パーソナルコンピュータにおいては、市販されている様々な外部機器を使用できること
が望ましいため、コンピュータの実行中に接続された機器用のドライバを、動的に組み込む機構を
備えることがOSに求められている。
その他、OSに求められる基本的役割は、コンピュータシステムに関わる各種の資源（動作時間、
メモリやハードディスクなどのハードウェア資源、プログラムなどのソフトウェア資源、人的資源
など）を効率よく配分、管理することであると言える。
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ユーザの立場からは、パーソナルコンピュータ用OSは扱いやすく、安定して動作し、安全でセ
キュリティ性が高くなくてはならない。また、開発者にとっては、APIや構造が把握しやすく、プ
ログラムの開発と保守が容易でなくてはならない。
本稿では、パーソナルコンピュータ用OSについての現状と問題点を考察するが、それらの問題
点は当然ながらOSの主要機能に関わるものである。OSを機能的に分解すると、プログラムの実行
制御、メモリ管理、ディスク管理、入出力制御、プロセス管理などに分けられる。その他、マルチ
ユーザ管理やグラフィカルユーザインタフェイス（GUI）、多言語・国際化サービスも今日のパー
ソナルコンピュータ用OSには欠かせない機能である。問題点の分析に先立ち、まずこれらの各機
能（ディスク管理と入出力制御を除く）について概要を説明する。
◎3.1 プログラム実行制御
OSの持つ機能のうち、もっとも重要なものがプログラムの実行制御である。プログラムをどの
ように作成し、実行するかを説明し、さらに動的リンクと共有ライブラリについて解説する。
○3.1.1 プログラムの作成
プログラムはCPU用の命令語の集まりであるが、人間が命令語（プログラミングの用語では機械
語と言われる）で直接記述することは困難である。そのため、特定の文法に基づいた人間にわかる
言語によってプログラムを記述するのが普通である。これをプログラミング言語と言う。命令語を
人間がわかる形に直したアセンブラ言語もあるが、大きなプログラムを記述するには作成者に対す
る負担が大きい。そこで、高級プログラミング言語と呼ばれる、より人間の理解しやすい形で記述
できるプログラミング言語が開発された。代表的な高級プログラミング言語には、C言語、C++、
Java、Pascal、Fortran、Cobol、Basic、Perl、Rubyなどがあげられる。
プログラミング言語で記述されたソースプログラムは、一連の命令語に変換（翻訳）され、それ
がCPUによって解釈・実行される。ソースプログラムから命令語への翻訳方式には、コンパイラと
いうプログラムでソースプログラムを一度に命令語に変換（コンパイルと言う）して別のファイル
として保存するコンパイラ形式と、インタプリタと呼ばれるプログラムによって逐次ソースプログ
ラムを機械語に変換しながら実行するインタプリタ形式がある（図２）。
以降は、コンパイラ言語を例に、プログラムの作成の概要について述べる。コンパイラ言語で書
かれたソースプログラムは、前述したようにコンパイラによって命令語で構成されたプログラム、
すなわち実行可能ファイルに変換される。この実行可能ファイルは、ロードモジュールとも呼ばれ
る。大規模なプログラムを作成する場合、ひとつのソースプログラムでそのプログラムの全てを記
述するわけではない。通常、プログラムの設計段階で、見通しをよくするためにプログラム全体を
機能別に分割する。この分割単位をモジュールと呼ぶ。また、単独のモジュールまたは複数個の関
連するモジュールの集合をライブラリと呼ぶ。
通常、プログラム全体をモジュールに分割する際には、基本的な機能を提供する下位モジュール
と、下位モジュールの機能を使って応用的な機能を提供する高位モジュールを設ける（図３）。モ
ジュールに分割すると、機能的な面での見通しが良くなるだけでなく、開発をモジュール単位で
３．OSの主要機能
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別々に行えるという利点がある。プログラム全体が完成していなくとも、モジュール単位で動作テ
ストなどを行える。モジュールの利用の仕方と外見的な振る舞い（モジュールインタフェイス）を
定義しておけば、モジュールの中身を実際にどのように実装するかは自由である。利用者はモジュ
ールインタフェイスだけを参考にモジュールを使用するからである。そのため、モジュールの内部
は他のモジュールからは隠蔽されていることになり、モジュール間の依存性が減り、各モジュール
の独立性が向上する。モジュールが十分な独立性を持ち、汎用的に設計されていれば、別のプログ
ラムを作成する際にそのモジュールを再利用できるので、プログラムの開発コストを削減できる。
プログラミング言語を使ってプログラムを作成するときは、各モジュールに対応したソースプロ
グラムを個々に作成する（図４）。モジュールは他のモジュールの機能やデータを利用している。
たとえば図４の例では、モジュールＡはモジュールＢの機能ｆとモジュールＣのデータｄを利用し
ている。このように、他のモジュールを参照・利用していることを外部参照と呼ぶ。それぞれのソ
ースプログラムをコンパイルすると、オブジェクトコードと呼ばれるファイルが生成される。オブ
ジェクトコードは、ロードモジュールを構成する部品であって、単独では実行することはできない。
たとえば図４のオブジェクトモジュールＡは、機能ｆとデータｄを利用するが、これらはオブジェ
クトモジュールＡの中には存在せず、プログラムとして実行するには不完全な状態である。したが
って、しかるべきモジュール群を結びつけ、ひとつのロードモジュールに結合する作業が必要とな
る。この作業を“リンクする”と言い、リンクを行うプログラムをリンカまたはリンケージエディ
図2　コンパイラ言語とインタプリタ言語�
CPUCOMPILER
コンパイラ�
コンパイル�
実行可能なプログラム�
ファイル� 中央演算処理装置�ソースプログラム�
（1）コンパイラ言語プログラムの実行のされ方�
人間が理解しやすい�
高級プログラミング�
言語で記述されてい�
る（テキストファイル）�
中央演算処理装置が解釈�
できる命令語で書かれて�
いる(人間が読めないバイ�
ナリファイル)
解釈と�
実行�
#include<stdio.h>
��
int main( void ) {
  printf("hello¥n"); 
  return 0;
}
PROGRAM
CPUINTERPETER
インタプリタ� 中央演算処理装置�ソースプログラム�
（2）インタプリタ言語プログラムの実行のされ方�
解釈と�
実行�
解釈と�
実行�
print "hello¥n"
i = 0
while i < 5 do
  puts i
  i+=1
end
��
��
東京情報大学研究論集　Vol. 6 No.1 11
A P I
オペレーティングシステム�
言語ランタイム�
ライブラリ�
モジュールA
モジュールD
モジュールG モジュールH
プログラム�
下位モジュール�
↓�
↑�
上位モジュール�
モジュールE モジュールF
モジュールB モジュールC
図3　モジュールの集合体としてのプログラム�
図4　外部参照とリンカの役割�
実行可能なプログラムファイル�
(ロードモジュール)
PROGRAM
… 機能�
… データ�機能fへの参照�
データdへの参照�
外部�
参照�
COMPILER
コンパイラ�
コンパイル�
モジュールA用�
ソースプログラム�
オブジェクト�
モジュールA
COMPILER
コンパイラ�
コンパイル�
モジュールB用�
ソースプログラム�
オブジェクト�
モジュールB
COMPILER
コンパイラ�
LINKER
リンカ�
リンク�
コンパイル�
モジュールC用�
ソースプログラム�
オブジェクト�
モジュールC
f
d
f
d
f
f
f
d
d
d
パーソナルコンピュータ用オペレーティングシステムの現状と問題点12
タと呼ぶ。リンカは各オブジェクトモジュールの外部参照を参照先の実体がある場所を指すように
調整し、オブジェクトモジュール群を単一のロードモジュール（もしくはオブジェクトモジュール
の集合体であるライブラリ）に統合する。
○3.1.2 プログラムの実行
このように作成されたロードモジュールは、ローダと呼ばれるプログラムによってメモリ上に読
み込まれ、配置される。このとき、ローダはまずロードモジュールを読み込むのに必要な領域をメ
モリ上に確保する。そしてその確保した領域にロードモジュールを読み込む。次にロードモジュー
ルファイル上にあったデータやルーチンの位置関係を、メモリ上の位置関係、すなわちメモリアド
レスに置き換える。また再配置可能なロードモジュールならば、ベースレジスタをロードモジュー
ルの先頭アドレスの値に設定する。その他必要な処理を行った後、プログラムの最初の命令語のア
ドレスをプログラムカウンタに設定して、プログラムの実行が開始される。こうしてメモリ上に読
み込まれ実行が開始されたプログラムを、プロセスと呼ぶ。
前節のリンク作業は静的リンクと呼ばれ、リンク作業によってロードモジュールファイルをあら
かじめ作成しておくというものであった。リンク作業には、もうひとつ動的リンクと呼ばれる方法
がある。静的リンクがあらかじめロードモジュールを作成しておくのに対し、動的リンクはプログ
ラムを複数のモジュール群で構成する。そしてプログラムの実行時に、必要なモジュールをメモリ
に読み込み、そしてリンク作業を行うのである。このため、ローダがリンカの役割も担うことにな
る。静的リンクとはリンクの仕組みが異なるために、動的リンクではオブジェクトモジュールのか
わりにロードセグメントと呼ばれる形式を使用する。つまり、単一のプログラムはロードセグメン
トの集合体として表現される。
動的リンク作業には、実行直前にメモリ上で全てのロードセグメントを読み込んで結合する方式
と、外部参照が最初に発生したときにその外部参照の参照先の機能やデータが格納されているロー
ドセグメントを読み込み、外部参照を解決するという方式がある（２度目以降の参照が起こった場
合は既に読み込み済みであるので新たに読み込む必要はない）。後者の方式を遅延リンクと呼ぶ。
遅延リンクの様子を図５に示す。この例では、ロードセグメントＡとＢがメモリに読み込まれてお
り、まだ読み込まれていないロードセグメントCの中にあるデータｄへの参照が行われようとする
と、ロードセグメントCをメモリに読み込み（図５－（1））、外部参照を解決する（図５－（2））。非
遅延リンク方式の場合、プログラム起動時にリンク作業が行われるので、プログラムの起動が遅い。
また、プログラムの全ての部分をメモリに読み込むので、消費するメモリ空間が多くなる。一方、
遅延リンク方式の場合は参照が起こるまでリンク作業が行われないのでプログラムの起動が速く、
プログラムの占有するメモリ領域が平均的に少なくてすむという利点がある。しかし、処理の内容
は後者の方が複雑になるので実現するのはより難しくなる。
動的リンクを用いると、外部機器の接続時にその外部機器に対応するドライバを動的にメモリ上
にロードするというサービスが可能になる。コンピュータの動作中に様々な外部機器を気軽に接続
できることは、パーソナルコンピュータにとっては大事な特質であり、動的リンクの仕組みはパー
ソナルコンピュータ用のOSにこのような要求に応えるための礎を与えている。なお、静的リンク
機構と動的リンク機構はかならずしも排他的ではない。通常、OSは場合によって使い分けが出来
るように両方の機構を用意している。
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○3.1.3 共有ライブラリ
前述したように、静的リンクではオブジェクトモジュールを全てリンクしてロードモジュールを
作成してしまう。そのため複数のプログラムが同一のオブジェクトモジュールを使用する場合、各
ロードモジュールにそのオブジェクトモジュールが含まれることになるので、ディスク空間やメモ
リ空間の消費が大きくなる。一方、動的リンクを用いる場合はひとつのロードセグメントを複数の
プログラムで共有することが可能なので、プログラムのサイズが全般的に減少し、ディスク空間や
メモリ空間の消費が少なくなる。このように多くのプログラムから使用されるロードセグメントを
共有ライブラリと呼ぶ。
共有ライブラリを更新することで、プログラム全体をコンパイルすること無しに複数のプログラ
ムの機能を改善することが可能となる。このことは、共有ライブラリを用いると、特に大きなプロ
グラムの保守が容易になることを意味する。したがって一般的には、OS自体も共有ライブラリの
集合体として作成すると保守が容易になると言える。ところで、共有ライブラリを更新する際には、
バージョンの違いが既存のプログラムの動作に悪影響を与えることがある。そのため、共有ライブ
ラリのバージョン管理が重要になる。UNIXの例では、バージョンは基本的に
1.2.3
というように３つの番号をドットで区切った形で表現される。各番号はバージョンナンバで、新し
い物ほど数値が大きくなる。３つの番号のうち、最初のものはメジャーバージョンナンバで、この
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番号が異なるとライブラリの互換性は全く無いものとされる。２番目の数字はマイナーバージョン
ナンバである。同じメジャーバージョンでも、マイナーバージョンがプログラムによって要求され
るものよりも小さい場合は、一般には互換性は失われる。３番目の番号はパッチナンバとして扱わ
れ、パッチナンバのみが異なる場合には、互換性は保たれる。UNIXの共有ライブラリの名前は、
ライブラリ本来の末尾にバージョンナンバをつけたものになる。例えば、ライブラリの本来の名前
がlibでバージョンナンバが1.2.3なら、共有ライブラリ名は
lib.1.2.3
となる。
しかし、このようにバージョン管理の規則を決めていても、共有ライブラリの数が非常に多い場
合には、互換性のテストが十分行えず、結果としてバージョン管理がずさんになり、逆に保守性を
低下させている場合もあるようである。この問題点については後述する。
○3.1.4 スタックフレーム
実際のプログラムは、ルーチンを連鎖的に呼び出すことで動作する。ルーチンを呼び出す際には、
メモリ上のスタックフレームと呼ばれる枠組みを用いて、連鎖的な呼び出しを実現する。図６にス
タックフレームの概念図を示す。スタックフレームは定められたスタック領域にルーチンを呼び出
すごとに、ルーチンに渡す引数、戻り番地、１つ手前のスタックフレームのアドレスが積まれる。
ルーチンはスタック上に局所変数用の領域を確保して、処理を行う。その処理の中で別のルーチン
を呼ぶ場合は、さらに同様にスタックフレームを積んで、そのルーチンを呼び出す。通常、スタッ
クを制御するためにスタックの先頭を指すスタックポインタレジスタ、先頭のフレームの境界を示
すフレームポインタレジスタを用いる。フレームポインタレジスタの指すアドレスには、１段階前
のフレームへのポインタが格納されており、これによって各スタックフレームはリストとして管理
されることになる。スタックは上位アドレスから下位アドレスに向かって、成長する。このスタッ
クフレームは、セキュリティーホールの温床となっているバッファオーバフロー問題の舞台である。
◎3.2 メモリ管理
メモリという資源に関するOSの役割は、実際にコンピュータに搭載されているメモリ（実メモ
リ）上でユーザから要求された処理を遂行できるように工夫することである。メモリ管理の中でも
重要な機能は、メモリ不足の解消とメモリ空間の保護である。
現在のパーソナルコンピュータ用OSでは、仮想メモリという機構で、メモリ不足を解消してい
る。仮想メモリでは、実メモリと高速な補助記憶装置（ハードディスクなど。以下ディスク）を協
調して管理し、実メモリよりも大きなメモリ空間を仮想的に構築する。これが仮想メモリ空間であ
る。この仮想メモリ空間上のメモリアドレスを仮想アドレスと呼ぶ。仮想メモリ空間は、多数のブ
ロックに分割され、それぞれが実メモリ空間上の同じサイズのブロックもしくはディスク上の同じ
サイズのブロックに対応づけられている。図７にその様子を示す。この対応付けはマッピンッグテ
ーブルによって行われている。マッピンッグテーブルにはブロックの数だけ要素が並んでおり、仮
想メモリ空間上のブロックとマッピンッグテーブルの各要素は順序よく対応している。マッピンッ
グテーブルの各要素には、各ブロックの内容が実メモリ空間上にあるか、それともディスク上にあ
るかを示すフラグと、実アドレスまたはディスク上の位置（ディスクアドレス）が格納されている。
CPUが実メモリ上に対応づけられている仮想メモリ上のブロックにアクセスしようとする場合はそ
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のままアクセスが実行される。しかし、もしディスク空間上に対応付けされている仮想メモリ上の
ブロックにアクセスしようとした場合、例外が発生し、ディスク上に退避されているブロックが実
メモリ空間上に読み込まれ、仮想空間上の当該ブロックは新たに読み込まれた実メモリ空間上のブ
ロックへ対応付け直される。そして、プログラムの実行が再開される。また、実メモリ上のブロッ
クが不足した場合には、実メモリ上の適当なブロックをディスク上へ書き出し、マッピングテーブ
ルを書き換えて対応する仮想空間上のブロックを、書き出したディスク上のブロックへ対応づける。
図７の例では、仮想メモリ空間上の第４ブロック内へのアクセスが発生した場合、第４ブロック
は実アドレスｆにある実メモリ上のブロックへ対応づけられているので処理はそのまま継続され
る。しかし、仮想メモリ空間上の第０ブロックへのアクセスが発生すると、第０ブロックはディス
クアドレスＢのディスク空間上のブロックへ対応づけられているので、このブロックの実メモリ上
への読み込みが行われる。
仮想アドレスから実アドレスへの変換は、図８のように行う。図８の例では１ブロックを４キロ
バイト（4096バイト）とし、32ビット仮想アドレス（実効アドレス）のうち、20ビットがブロック
番号を、残り12ビットをブロックの先頭からの位置を表している。212=4096なので、12ビットでち
ょうどブロック内のアドレスを表現できる。仮想アドレスから実アドレスへの変換は、ソフトウェ
アで行うと時間がかかりすぎるのでメモリ管理ユニット（MMU、Memory Management Unit）と
呼ばれるハードウェアで行われるのが普通である。現在の代表的なパーソナルコンピュータ用の
CPUには、メモリ管理ユニットが内蔵されている。マッピングテーブルは高速に参照する必要があ
るので、メモリ管理ユニット内の高速なキャッシュメモリに保持される。マッピングテーブルが１
つだけだとマッピングテーブル自体のサイズが大きくなり、キャッシュの中に格納しきれなくなる。
そのため、マッピングテーブルを多段にすることでマッピングテーブルのサイズを縮小する方法が
よく用いられる。
仮想メモリ機構には、これまでの説明でブロックと呼んだものをどのように扱うかによって、２
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つの方式がある。第１の方式はページングと呼ばれ、固定長のブロックを用いる（このブロックを
ページと呼ぶ）。実メモリブロックの内容をディスクに退避することをページアウト、逆の動作を
ページインと言う。実際に必要となったときにページングを実行する方式をオンデマンドページン
グと言う。第２の方式はセグメンテーションと言い、プログラム内の意味のあるひとかたまりをブ
ロックとするものである（このブロックは可変長でセグメントと言う）。セグメンテーションはセ
グメントがプログラム的に意味のある単位（たとえば後述のプロセス単位）となる。プロセス単位
で実メモリからディスク空間へ退避を行うことをスワップアウト、逆の動作をスワップインと言う。
このようなことから、自然とセグメントのサイズが大きくなる（最小で数十キロバイト程度）。
セグメンテーションでは、プログラムの都合にあわせてセグメントの読み込みと書き出しが行わ
れるため、処理内容は比較的簡単である。一方、ページングではページは固定長で小さい（数キロ
バイト程度）ので、マッピングテーブルは大きくなり、ページの読み込みと書き出しはプログラム
の都合とは関係なく頻繁に行われる。そのため、処理は複雑かつ高速性を要求され、メモリ管理ユ
ニットが必要になる。しかし、セグメンテーションでは実メモリのサイズより大きいプログラムを
動作させることはできないが、ページングではそれが可能になる。そのため、現在のパーソナルコ
ンピュータ用OSでは主にページングが用いられる。リンカとローダはページの境界にうまくコー
ドの固まりを配置するようにして、ページインとページアウトが頻発しないように工夫する必要が
ある。なお、共有ライブラリのコードとデータは、複数のプロセスで共有されるページに配置する。
ところで、一般にプログラムは実行中にメモリを必要に応じて動的に確保し、割り当てる。この
動的に確保するためのメモリ領域をヒープ領域という。通常、ヒープ領域は仮想メモリ空間の下位
図7　仮想メモリの仕組み�
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アドレス部分にあり、上位アドレス方向に向かってメモリを割り当てていく。一方、スタック領域
は最上位アドレス付近から下位アドレスに成長するようになっており（図9）、メモリ空間を効率的
に使用できるようになっている。ヒープの使用領域がスタックと衝突した場合には、プログラムは
正常に動作できなくなる。
◎3.3 多重プログラミング
もともと中・大型のコンピュータのOSは、高価な計算機資源を有効に使うために、並行してプ
ログラムを動作させる多重プログラミングや、同時に複数のユーザが利用できるマルチユーザ環境
を提供していた。しかし、その機能を実現するための負荷が大きかったために性能の低かったパー
ソナルコンピュータ用のOSはそのような機能を持っていなかったし、また必要ともされなかった。
しかし今日では、パーソナルコンピュータの低価格化・高機能化により、パーソナルコンピュータ
用のOSにも、多重プログラミング機能やマルチユーザ環境が必要とされている。ここではまず、
多重プログラミングのメカニズムについて説明する。
○3.3.1 プロセス
プロセス（タスク）とは、プログラムがメモリ上に読み込まれて、実行可能になった処理単位で
ある。OSはプロセスごとに様々な情報を管理し、操作し、計算機資源を配分する。
多重プログラミング環境において、複数のプロセスが並行動作している様子を図10に示す。CPU
は、数十ミリ秒程度の間隔でプロセスを切り替えながら解釈・実行する。この方式をタイムシェア
リングシステム（TSS、Time‐Sharing System）と呼ぶ。図10の例では、期間Ｔ0の間はプロセス
１が実行されていて、他のプロセスは実行が中断されている。また期間Ｔ1の間はプロセス３が実行
されていて、他のプロセスの実行は中断されている。切り替えの期間が非常に短いので、外見上は
複数のプロセスが同時に実行されているように見える。プロセスの切り替えはOSのディスパッチ
ャによって行われる。ディスパッチャは実行中のプロセスの実行環境（プログラムカウンタの値、
レジスタの値など）をPCBと呼ばれるプロセス管理ブロックに退避してプロセスからCPUを剥奪し、
次に実行すべきプロセスの実行環境をPCBより再構築してそのプロセスに実行制御を渡す。このよ
うに並行に実行されるプロセスが共通のリソースに同時にアクセスし、なんらかの処理を加えよう
とすると、処理が互いに干渉して正常に行われないという現象が起こる。このような現象を防ぐた
めに、排他処理が必要不可欠である。
プロセスは、図11に示した状態を遷移する。プロセスはまず生成されるとREADY状態になる。
OSはREADY状態のプロセスの中から適切なものを選んで、CPUを割り当ててプロセスを実行する。
図8　仮想アドレスから実アドレスへの変換�
32ビット�
仮想アドレス�
（実効アドレス）�
※�
ブロック番号b
4096バイトのブロック�
の先頭からの位置n
20ビット� 12ビット�
第bブロックの先頭からnバイト�
目のアドレスが実アドレス�
※マッピングテーブルが1段の例�
パーソナルコンピュータ用オペレーティングシステムの現状と問題点18
このときプロセスの状態はRUN状態になる。RUN状態のプロセスが処理を完了するとプロセスは
そのまま終了する。もしRUN状態のプロセスが入出力処理を行うと、入出力機器からの終了報告
（イベント）を待つために、自らWAIT状態になる。入出力機器からの終了報告をOSが関知すると、
OSはイベント待ちしていたプロセスの状態をREADY状態に設定しなおす。WAITまたはREADY
状態のプロセスは、他のプロセスにより強制停止され、SUSPEND状態になることがある。強制停
止の解除も他のプロセスによって実行され、プロセスの状態は元に戻る。
OSがRUN状態のプロセスからCPUを剥奪する場合もあり、この場合はプロセスの状態は
READY状態に逆戻りする。READY状態とRUN状態を相互に遷移させるのはOSの働きである。
READY状態にある複数のプロセスからひとつを選んでCPUを割り当てRUN状態にするOSの働き
を、プロセススケジューリングと呼ぶ。また、このプロセススケジューリングを行う部分をスケジ
ューラと言う。プロセスには早急に実行しなければならないものがある一方で、それほど緊急性を
要しないものもある。そこで、通常はプロセスごとに優先度が割り振られている。一般にスケジュ
ーラは、優先度が一番高いプロセスを選んでCPUを割り当てる。同じ優先順位のREADY状態プロ
セスが複数有った場合は、一番早くREADY状態になったプロセスを選んでCPUを割り当てる。
OSがRUN状態のプロセスからCPUを剥奪してREADY状態に戻すことがあるのは、いつまでも
特定のプロセスがCPUを独占しないようにするためである。その方法としては、タイムスライスと
プリエンプションがある。タイムスライス機能は、プロセスが連続してCPUを占有することができ
る時間を決めておき、その時間の経過後にプロセスをREADY状態に戻す。互いに同等の優先度を
持つプロセスが多い場合に有効である。プリエンプションは、RUN状態のプロセスよりも優先度の
高いプロセスがREADY状態になったときに、RUN状態のプロセスをREADY状態に、より高い優
先度のREADY状態プロセスをRUN状態にする。
○3.3.2 プロセスと仮想メモリ空間
プロセスへの仮想メモリ空間の割り当て方には２種類有る。ひとつの仮想メモリ空間を複数のプ
ロセスで共有する単一仮想メモリ空間と、プロセスごとに独立した仮想メモリ空間を割り当てる多
重仮想メモリ空間である。通常、多重仮想メモリ空間の方が処理が簡潔になる。例えば、各プロセ
スを特定の固定アドレスにロードすることができるので、リンクとロードの処理が単純になる。そ
のため、現在のパーソナルコンピュータ用OSでは、多重仮想メモリ空間を用いるのが主流である。
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図9　ヒープ領域とスタック領域の位置関係�
下位�
アドレス�
仮想メモリ空間�
成長方向�成長方向�
←�
上位�
アドレス�→�
スタック領域�割り当て済みの�
ヒープ領域�
東京情報大学研究論集　Vol. 6 No.1 19
○3.3.3 スレッド
プロセスの内部で複数の小さな処理単位を並列で動作させることもできる。この処理単位をスレ
ッドと呼ぶ。スレッドの利点としては、プロセスの切り替えには大きなコストがかかるが、スレッ
ドは同一プロセス内に存在するので、スレッドの切り替えは非常に高速に実行できるということが
あげられる。また、プロセスの中でユーザインタフェースの応答処理とデータ処理を別のスレッド
で実行させることで、ユーザに待ち時間を感じさせないスムースな処理を実現できる。これは、パ
ーソナルコンピュータのようにユーザがシステムに即応性を要求する環境では、必須の機能といえ
る。
◎3.4 マルチユーザ管理
パーソナルコンピュータの高機能化にともない、パーソナルコンピュータを多人数環境のオフィ
スや学校で共用使用するケースが増えてきている。その際に重要なのがマルチユーザサポートであ
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る。ユーザごとにユーザ識別名とパスワードを設定し、コンピュータの使用時にはログインを行わ
せる。システム全体を管理するために強い権限を持ったスーパーユーザがおり、システムの設定は
ユーザごとに行えるようにする。ファイルやディレクトリには、ユーザごとに所有者を設定し、所
有者とその他のユーザに対して、読み込み、書き込み、実行（ディレクトリの場合はディレクトリ
への移動）の可否を設定できるようにする。またプロセスにも所有者という概念を持たせ、プロセ
ス起動者の権限でプロセスを実行するようにする。こうすることで、プロセスはシステム上の資源
に対して権限の無い処理は実行できなくなる。
◎3.5 GUI
パーソナルコンピュータ用のOSで特徴的なのは、洗練されたグラフィカルユーザインタフェイ
ス（GUI）の発達である。Microsoft社のWindows OSやApple社のMacOSでは、ビットマップディ
スプレイ上に描画された直感的に理解しやすいウィンドウやメニュー、スクロールバー、ボタン、
ラジオボタン、チェックボックス、アイコンなどの操作部品が表示され、マウスなどのポインティ
ングデバイスでそれらを操作することが可能になっている。特にウインドウによって、プロセスを
可視化することに成功している点は重要である。そのおかげで、各プロセスに対応するウインドウ
を同時に表示しながら、それらのプロセスの機能を組み合わせた作業が可能になっている。また、
GUIのおかげでユーザは直感的に操作できるので、容易にプログラムの操作に習熟できる。操作が
難しいところでは、グラフィカルなヘルプ機能によって、ユーザをガイドすることも可能である。
また、GUIの目標のひとつとしてWYSIWYG（「ウィジウィグ」と読む）があげられる。
WYSIWYGは、"What You See Is What You Get"の略で、ディスプレイ上に表示されたものがその
ままの形で印刷されるということである。書類作成や電子出版（DTP）などに用いられるパーソナ
ルコンピュータにとっては、WYSIWYGは重要なファクターである。WYSIWYSの観点から最近注
目されているのは、スキャナ、デジタルカメラ、ディスプレイ、プリンタなどの画像入出力機器間
における色再現性である。たとえば、MacOSではColorSyncと呼ばれる機能で色再現をサポートし
ている。
◎3.6 多言語・国際化サービス
パーソナルコンピュータやインターネットの普及により、パーソナルコンピュータ用OSの市場
は世界中に広がっている。そこで問題になってくるのが、文字をはじめとする文化の違いにいかに
対応するかという点である。
基本的に、コンピュータで扱う文字は、表現したい文字集合を規定し、その中の特定の文字を特
定の符号なし整数値によって表す。この符号なし整数と文字との１対１写像を、文字コードと呼ぶ。
代表的な文字コードには7bitで欧米の文字集合（制御文字、記号、数字を含む）を表すASCIIがあ
る。漢字だけで数万個の文字がある日本語を表すために、主にキャラクタ通信に用いられるJIS、
主にパーソナルコンピュータ用の文字コードとして用いられるシフトJIS、主にUNIX系のOSに用
いられる日本語EUCなどがある。いずれもASCII文字コードと互換性をもちながら、日本語の１文
字を２バイトで表現するように拡張したもので、相互の互換性はない。また、中国語や韓国語をは
じめとする各国でも自国の地域文化で使用する文字を独自にコード化したものが用いられてきた。
このように相互に互換性のない文字コードが各国で使用されていると、作成された文書自体の互換
性が失われるだけでなく、ソフトウェアの一元化された開発が困難である。そこで、全世界で使用
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されている文字を含めた文字集合を規定し、それに含まれる文字を統一された文字コードで表現す
ることを意図したUnicodeが定められている［１］［２］［３］。しかし、日本市場を対象としたパー
ソナルコンピュータ用のOSでは、未だシフトJISが主に用いられているのが現状である。
当然ながら、国や地域によって違うのは文字だけではなく、その他にも数値や日付の表現や通貨
などがあげられる。現在では、これらの点や、文字コードをそれぞれの文化に合わせてローカライ
ズされたOSが販売されている。しかし、各国・各地域におけるローカライズは別々に行われてき
たので、同じOS・アプリケーションソフトでも各国・各地域用のバージョン間ではソフトウェア
的に互換性が無いことがほとんどであった。だが、インターネットでは多くの国・地域のクライア
ントが同一のサーバへアクセスすることがありえる。また、それぞれの国や地域のためのローカラ
イズ作業は開発者にとっては大きな負担である。そこでUnicodeや、置き換え可能なロケール（各
国・地域に文化的に依存する振る舞いを定義したもの）などを採用することで、最初から国際化さ
れたソフトウェアを開発しようとする流れが近年本格化しつつある［２］。国際化アプリケーショ
ンソフトを実現するには、もちろんOS自体が国際化されていなければならない。OSメーカーも国
際化を視野に入れ、文字列の内部表現やディスク上のファイル名記録などにUnicodeを用いるとい
った動きを見せている。
以上をふまえて最後に、パーソナルコンピュータ用OSの現状と問題点について述べる。
○4.1 セキュリティ問題
パーソナルコンピュータはもはや、インターネットに繋いだ状態で使用されるのが普通となりつ
つある。よって、セキュリティ性の高さがパーソナルコンピュータ用OSに求められる。しかし、
現行のOS上でセキュリティホールが頻繁に見つかる事実は、OSの開発が機能偏重の傾向にあるこ
とを物語っているようである。
セキュリティホールとなる脆弱性にも、ユーザ管理機能の弱さに根ざすものや、外部のユーザに
対して提供してはならないサービスを提供してしまっていた、というような単純な誤り、そして、
ネットワークからの積極的な攻撃によってプログラムの制御権を奪われてしまうというものまで
様々である。
ユーザ管理機能が弱いパーソナルコンピュータ用OSとしては、Apple社のMacintoshシリーズ用
の旧OSであるMacOS 9があげられる。MacOS 9は基本的にシングルユーザOSであり、またプログ
ラムはすべてスーパバイザモードで動作するため、機構上はセキュリティ上の問題が大きかった。
MacOSの最新バージョンであるMacOS Xでは、UNIXをベースにしたシステムに変更されたため、
この点については大きく改善された。一方、Windows NT系OSでは、ユーザ管理機構はしっかり
していたが、インストール方法によってはユーザが管理者として日常の操作をすることが可能な状
態になるなどの問題があった。パーソナルコンピュータは本来、個人による使用を前提にしたもの
である。個人で使用するには、システム上のリソースを全て無制限に扱える方が使いやすい。しか
し、コンピュータの高機能化とネットワークの普及によって、常に多人数による使用環境を考慮し
なければならなくなっている。したがって、ユーザ管理方法を工夫して、個人用途でも使いやすい
環境を構築することがパーソナルコンピュータ用OSに求められていると言える。MacOS Xは前述
４．現状の問題点と今後の課題
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のようにUNIXベースのOSであるが、通常は一般ユーザとしてログインし、管理者として必要な操
作をするときにだけ管理者パスワードの入力を要求するようにして、使い勝手を向上させている。
システムへの不法侵入の方法として、ネットワークなどを通じた攻撃によってプログラムの実行
権を奪うというものがある。実行権を奪われたプログラムが管理者権限で動作している場合、侵入
者はシステム上のあらゆる実行権を握ることになる。このような攻撃の対象となるセキュリティー
ホールは主にプログラムのバグで、代表的なものはバッファオーバーフローと呼ばれるものがあげ
られる。通信などでデータを受信するとき、送られてくるデータのサイズをチェックせず、かつ受
信データのバッファとして局所変数を使用すると、この問題が起きる。プログラムは各ルーチンを
呼び出す直前に、スタックフレームに戻り番地を記録しておくが、局所変数もスタックフレームに
置かれる（図６）。事前に予想されるサイズよりも大きいデータが送信されてくると、データサイ
ズがチェックされていない場合は、データはスタックフレーム上のバッファを通り越して、戻り番
地を上書きする。ルーチンの処理が終了すると制御は戻り番地にある命令に戻ろうとするが、戻り
番地が正常でないので、通常はそのプログラムは例外を起こして停止する。しかし、データ内容に
一連のコードとその先頭アドレスを戻り番地の位置に配置すれば、そのプログラムの制御を奪うこ
とができる。バッファオーバーフローを防ぐ第１の方法は、プログラミングの段階で注意すること
であるが、プログラマの質に依存するため完全ではない。したがって、システムの方で統一的な予
防策をとれることが望ましい。考えられる方法の一つは、戻り番地と局所変数を別のスタックフレ
ームに置くというものだろう。しかし、単一の仮想メモリ空間に複数のスタックフレームが存在す
る場合、ヒープ領域とのかねあいも含めて実行環境を複雑にしてしまう可能性がある。
○4.2 共有ライブラリの互換性問題
前述したように、動的リンクを使った共有ライブラリは保守性の向上などをもたらしてはいるが、
OSによっては、共有ライブラリのバージョンが適切に管理されておらず、古いソフトウェアをイ
ンストールする際に、新しい共有ライブラリを古い共有ライブラリで上書きしてしまう、というこ
とが起こったり、新しい共有ライブラリに更新すると古い共有ライブラリに依存しているプログラ
ムが動作しなくなるなどの問題が起きている［４］。
このような問題の解決方法として、以下のような方策が考えられる。まず、共有ライブラリを使
用するモジュールの方では、ライブラリバージョン番号付きのシンボルを参照するようにする。共
有ライブラリの方は、オブジェクト指向を取り入れた形でバージョンアップを行っていく。f（）と
いうルーチンを含むライブラリALibを擬似的にC++で記述した例を図12に示す。まず、抽象クラ
スALibの中で、f（）の骨組みを仮想関数として定義する。図12では、f（）はまず前処理のための仮
想関数init（）を呼び出して、次に処理の本体である仮想関数body（）を呼び出し、最後に後始末を
行う仮想関数fin（）を呼び出す。そして、ALibの実質的な実装はAlibの派生クラスで行う。図12の
例では、最初のバージョン01.00.00が、Alibの直接基底クラスALib_01_00_00として定義されていて、
その中でbody（）がオーバライドされている（このように、基底クラスで処理の骨組みを定義し、
細部を派生クラスでオーバライドする手法を、デザインパターンの用語ではTemplate Methodパタ
ーンと呼ぶ［５］）。
以降、バージョンアップは直前のバージョンに対応するクラスの派生クラスを定義することで行
えばよい。図12の例では、パッチバージョンクラスALib_01_00_01がクラスALib_01_00_00の派生
クラスとして定義されている。このパッチの例では、f（）の実引数値の範囲チェックを追加するだ
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図12　擬似的なC++コ ドーで表した拡張された共有ライブラリ�
// Template Methodパターンを使用してライブラリのAPIを�
// 抽象クラスとして定義する�
class ALib {
  protected :
    virtual void init( T & a ) = 0;
    virtual void body( T & a ) = 0;
    virtual void  fin( T & a ) = 0;
  public :
    virtual void f( T & a ) {
      init( a );
      body( a );
      fin( a );
    }
};
// 最初のバージョン 01.00.00 の実装�
class ALib_01_00_00 : public ALib {
  protected :
    void init( T & a ) {} // 実装は空�
    void body( T & a ) { /* 適切な処理を記述 */ }
    void  fin( T & a ) {} // 実装は空�
};
// パッチバージョンアップ 01.00.01 の実装�
class ALib_01_00_01 : public ALib_01_00_00 {
  protected :
    void init( T & a ) { /* 引数の範囲チェック */ }
};
// マイナーバージョンアップ 01.01.00 の実装�
class ALib_01_01_00 : public ALib_01_00_01 {
  protected :
    void  body( T & a ) { /* 処理 */ ALib_01_00_01::body( a ); /*　処理 */ } 
};
// メジャー バージョンアップ 02.00.00 の実装�
class ALib_02_00_00 : public ALib_01_01_00 {
  protected :
    void  init( T & a ) {} // 実装は空�
    void  body( T & a ) { /* 適切な処理を改めて記述 */ }
    void   fin( T & a ) {} // 実装は空�
};
// メジャー バージョンアップ 03.00.00 の実装�
class ALib_03_00_00 : public ALib_02_00_00 {
    static T d;
  protected :
    void  body2( T & a ) { d = a; }
  public :
    void f( T & a ) { // f()をオーバライドして新しい骨組みを作成�
    init( a );
    body( a ); body2( a );
    fin( a );
  }
};
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けなので、仮想関数init（）をオーバライドして、本処理body（）の実行前に引数値の範囲チェック
が実行されるようにしている。
このような範囲チェックはf（）の本来の動作意味には大きな影響は及ぼさないが、バッファオー
バーフローの防止などには有効である。図12では、マイナーバージョンアップであるクラス
ALib_01_01_00を定義している。この場合、本処理body（）の機能を拡張するためにオーバライド
しているが、その中で前のバージョンのbody（）を再利用している。メジャーバージョンアップの
場合には、互換性が失われるほどの変更にあたるので、全ての仮想関数を書き直したり（図12のク
ラスALib_02_00_00）、f（）をオーバライドして新しい骨組みを作成（図12のクラスALib_03_00_
00）したりすることになると思われる。
このような各バージョンのクラス群から、共有ライブラリを作成する。特徴的なのは、全てのバ
ージョンのコードとデータが単一の共有ライブラリに含まれることである。そのため、新しいバー
ジョンの共有ライブラリをインストールする場合には、既存の共有ライブラリを置き換えるのでは
なく、既存の共有ライブラリに新しいバージョンの部分を追加する形を取る。このため、新しい共
有ライブラリを古い共有ライブラリで書き換えてしまうという単純なインストーラーが行いがちな
誤りは根本的に解消される。そして、実際にリンクを行う場合は、参照する側が指定するバージョ
ンに対応したクラスのインスタンスが生成されてリンクされる。たとえば、図12の共有ライブラリ
ALibに含まれるバージョン02 .00 . 00のf（）を使用するモジュールに対しては、対応する
ALib_02_00_00のインスタンスが生成されてリンクされる。もし、マイナーバージョンの上がった
クラスALib_02_01_00が存在すれば、そちらのインスタンスが自動的に選ばれてリンクされる。ま
た、バージョン01.00.00のf（）を使用するモジュールには、パッチレベルの最も高いALib_01_00_01
のインスタンスが自動的にリンクされる。この方式では、参照する側も使用するバージョンを表明
しているので、バージョン管理は比較的やりやすくなると思われる。
逆に、この方式の問題点としては次のような点が考えられる。まず、全てのバージョンのコード
とデータを保持しているので、ディスク容量とメモリ容量を余分に消費する。しかし、共有ライブ
ラリを利用するプログラムが多ければ、全体的なスペース効率は向上する。また、図12の
ALib_01_01_00::body（）が基底クラスのALib_01_00_01::body（）を再利用しているように、新しい
バージョンが古いバージョンの一部を利用することで、共有ライブラリのサイズを小さくすること
ができると思われる。その他、リンクの処理が複雑になることと、仮想関数を使用することによっ
て、ルーチンの呼び出し時に若干のオーバヘッドが生じることが予想できるが、バージョンアップ
を頻繁に行うルーチンは、比較的高級な処理を行っていると考えられ、このオーバヘッドが大きな
問題になることは少ないと予想できる。なお、C言語のような非オブジェクト指向の言語から図12
に示したオブジェクト指向的な構造を持つ共有ライブラリをどのように自動的に生成するかという
問題や、実際に実装しての検証は今後の課題である。
○4.3 国際化に関する問題
現在普及しているパーソナルコンピュータ用OSは、高度な国際化機能を搭載しており、同一の
コンピュータで複数の言語を同時に使用することも可能になっている。しかし、蓄積された過去の
資産を無視することはできず、アプリケーションソフト、ユーザのレベルでは本格的なUnicode環
境への移行は始まっていない。現在では、多くの書類上のテキストデータはいまだにシフトJISで
表現されている。しかし、Unicodeの使用がアプリケーション、ユーザレベルで本格化すると、ひ
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とつのシステム内にUnicodeとシフトJISコードの文字表現が混在している状態になり、混乱が予想
される。特に、プレーンなテキストファイルは、外部から文字コードの種類を判別する方法はなく、
テキストデータの内部をいくらかスキャンして、自動的に判別することになる。
また、Unicode自体が扱いにくいという側面もある。例えば、Unicodeは中国、日本、韓国などで
使用される共通の漢字をひとつのコードに中で表現しているので、これらの漢字文字を整列するに
は、単にコードを数値として整列してもだめで、変換テーブルを使用して順序を変換してから並べ
直す必要がある。その他、Unicodeは“正規化”された状態だと、「が」を「か」と濁点の「゛」の
２文字の組で表すようになっている。これは、Unicodeでは１文字を可変長で表すと言うことであ
り、文字列の比較などのテキスト処理を複雑にしてしまう。
これらの問題を解決するには、様々な方面から多くの対策を取らなければならないだろう。たと
えば、アプリケーションの新しいバージョンではデータの文字コードをUnicode中心にして、
Unicodeへの移行を促進する。また、開発者がUnicodeを無意識的に扱えるように、Unicode用の文
字列比較関数などのテキストAPIを充実させなくてはならないだろう。また、開発者やユーザがシ
フトJISとUnicodeの違いを意識しなくてもよいように、場合によっては適宜、シフトJISとUnicode
の変換を自動で行うようにする。
○4.4 GUI の課題
GUIについては現状で特に大きな問題になっている部分はないが、まだ改善の余地が残っている
ように思われる。例えば、GUIの応答速度の改善があげられる。GUIの応答速度が遅くなると、ユ
ーザの作業効率を低下させてしまう。アプリケーションによっては、GUIの応答速度が遅いものも
見受けられる。応答速度を向上させるには、ユーザが操作中のアプリケーションのプロセス優先度
をOSが動的に上げる、ということが考えられる。また、ユーザの操作をすぐに関知できるように、
GUI操作に対する応答ルーチンをスレッド化したアプリケーションフレームワークを開発者に提供
するのも効果があると思われる。
○4.5 処理データの増大にともなう問題
ここ数年、パーソナルコンピュータが高機能化してきたため、また、ディスクやメモリが安価に
なったこともあって、パーソナルコンピュータ上で処理されるデータのサイズは、急激に大きくな
っている。デジタルビデオデータはその代表例である。そのため、OSは拡張され続け、使用可能
なディスク容量やメモリ容量はこの数年で飛躍的に増大した。しかし、特に使用可能なメモリ空間
は32ビットアーキテクチャの制限によって、限界に達しようとしている。例えば、32ビットアーキ
テクチャ上のMacOS Xでは、アドレス可能なメモリ空間は、その仮想メモリの管理方法から４ギ
ガバイトに制限される。４ギガバイトでは、長時間のデジタルビデオデータを全て仮想メモリ空間
上において編集することは不可能であり、アプリケーション側で特別なキャッシュ処理をしなくて
はならない。しかし、このようなアプリケーション独自のキャッシュ処理は、OSの仮想メモリメ
カニズムと干渉することもあり、効率的なものを実現するのは難しい。この問題を解決する根本的
な方法は、64ビットアーキテクチャへの移行である。
○4.6 OSの複雑化と肥大化の問題
多くのユーザの様々な要求に応えるため、また商品としての魅力を維持するために、現在のパー
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ソナルコンピュータのOSは非常に巨大で複雑なものになっている。このようなOSでは、動作不良
（バグ）の発見が継続して報告されている。特定のソフトウェアの組み合わせによって不都合が起
きるケースも散見される。アプリケーションソフトウェアの作成も、APIの増加・複雑化でだんだ
んと難しくなってきている。ここまで列挙してきた問題点の多くは、結局の所、OSの複雑化・肥
大化に起因していると言える。
ソフトウェアの構造の複雑性を低減する基本的な方法は、モジュールごとの独立性を高めること
である。しかし、一般的にモジュールの独立性を高めると、オーバヘッドが生じる。一方でOSは
高い実行効率を求められるので、モジュールの独立性を犠牲にして、各モジュールの実装に相互に
依存したコーディングを行ってしまう傾向があると思われる。しかし、パーソナルコンピュータの
高機能化が著しい今日では、モジュールの独立性を重視するメリットの方が高くなってきているの
ではないだろうか。また、現在のいくつかのパーソナルコンピュータ用OSの構造を複雑にしてい
る原因のひとつとして、過去のバージョンとの互換性を保持していることがあげられる。ひとつの
解決策として、大規模なバージョンアップの際、OS自体は互換性をある程度切り捨て、過去の特
定のバージョンの環境を提供するエミュレータを用意するという方法がある。例えば、MacOS X
はUNIXベースの全く新しいOSだが、MacOS 9の環境を提供するエミュレータを用意している。こ
のようにすることで、ユーザの互換性に対する要求に応えながら、大規模なバージョンアップを成
功させている。
現在のパーソナルコンピュータ用OSは多様な機能を要求され、肥大化している。だが、OSに用
意されている機能が、全てのユーザに利用されているわけではない。そこで、モジュールの独立性
を高めて、必要に応じてモジュールをネットワーク経由でダウンロードし、カーネルの拡張部分と
して動的に組み込む方法が考えられる。実際に、ドライバに関してはそのような動的な組み込みが
実現されている。しかし、OSのモジュールのように比較的大きなサイズのモジュールをダウンロ
ードするには、より高速なネットワークとサーバシステムが必要になると思われる。
現在の主要なパーソナルコンピュータ用OSは複雑化、肥大化しすぎている。現状のOSの抱える
様々な問題を解決するためには、過去の資産にこだわることなく現在のOSの構造を大幅に見直し、
保守可能な程度に複雑性を抑えるようにする必要があると思われる。機能の増加よりも、バグやセ
キュリティホールの減少を優先させて開発していくことがユーザにとって重要になってきている。
ユーザとしては、セキュリティホールなどに常に注意を払い、システムアップデートを逐次行い、
余分な機能やソフトをインストールしないなどの防衛策をとる必要がある。そのためにもコンピュ
ータの基本構成やOSに対する基本知識の修得と問題点の理解は、一般ユーザにとっても重要にな
ってきていると言える。
５．まとめ
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