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S u m m a r y
The desire for instantaneous communication at any time and place has been a 
long standing dream for people of different races and cultures. The post-war progress of 
telecommunications technology has made such dreams a reality. Nowadays, most house­
holds in the developed world are fitted with telephone sets capable of communicating with 
anyone, across the globe. Over the last decade or so the demand for these communication 
services has seen a sharp rise. One factor that is beginning to constain these desires is the 
available natural resources. Limited bandwidth and high public demand have resulted in 
a change from primitive analog based systems to new sophisticated digital systems. The 
ability to transmit information at varying bit rates (hence varying capacity) has been a 
major step forward in conquering the problems of channel capacity. In the case of sig­
nals such as speech, high bandwidth reductions typically result in quality degradations. 
Such side effects can be resolved with the use of powerful Digital Signal Processing chips, 
allowing complex modelling of the speech signals.
In any low bit rate digital speech encoding system a mathematical modelling of the 
signal is required. The complexity of the model is reflected ill the algorithm^ output 
quality, delay, robustness to errors and computational load. The earliest versions of dig­
ital encoding techniques, such as Pulse Code Modulation, are very simple and effective. 
However, they operate at high bit rates of 64 kb/s, thus occupying large channel capac­
ities. Lately, the need for efficient speech encoding has resulted in complex time domain 
coding schemes known as Analysis-by-Syntliesis algorithms. Such complex schemes are 
very successful in meeting the quality objectives at low hit rates of around 6 kb/s and 
above. In this thesis we look at several Analysis-by-Synthesis schemes and examine their 
problems in meeting certain criteria such as Quality, Complexity, Robustness and Delay. 
The algorithms examined are all time domain techniques with their main applications in 
Mobile environments and PSTN services. The quality issue is assessed by looking at three 
major Analysis-by-Synthesis techniques, (MPE-LPC, RPE-LPC and CELP, introduced 
ill the early eighties), which utilise different glottal excitation modelling techniques. The 
question of robustness in mobile applications is tackled by discussion of appropriate For­
ward Error Correcting codes and frame substitution/reconstruction strategies. A current 
requirement of PSTN services is for low delay algorithms to avoid echo effects and addi­
tional delay impairments caused via use of satellite links. Since low bit rate digital schemes 
incorporate linear prediction techniques resulting in long buffering and thus longer delays, 
backward prediction modelling is examined for achieving low delay, toll quality coding at 
hit rates of 8 kb/s and above.
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C h a p te r  1
I n t r o d u c t i o n
1*1 M o t i v a t i o n
The purpose of communication is to transfer information from one point in time and 
space to another. Achieving this goal ‘efficiently’ is the motivation behind this thesis. At 
the beginning of this century long distance communication of any kind was rare. Today we 
can talk with people virtually anywhere in the world. Ideas, thoughts and feelings in the 
form of sound are conveyed across the globe, bringing men and women of different races, 
cultures and backgrounds closer together. Few technologies could have bad as profound 
an effect on our social behaviour as the invention of the Telephone.
In the early days of electrical communications, information and messages were trans­
mitted in the form of analogue signals. Such techniques are still widely present around us 
and it will be a long time before we see a full replacement of analogue techniques with the 
fast emerging digital substitutes. However, the tremendous power of digital coding and 
processing has resulted in a rapid change in emphasis from analogue to digital systems. 
Great human demands and modern technology are the primary motives for digital conver­
sion, the underlying reason being increased ‘Channel Capacity’. In any analogue system 
the number of users on the channel is limited to the size of the baseband signal. The 
best capacity that can be achieved is the ratio of the channel bandwidth to the baseband 
signal bandwidth. Whereas in digital coding the number of users on the channel can vary 
according to the bit rate and the modulation scheme employed. For this reason, digital 
channels are not specified by a bandwidth but by a capacity in bits per second.
Digital coding of speech was proposed about five decades ago [20], but its practical 
realisation required the invention of the transistor. Since then digital facilities have been 
widely introduced into the telecommunications network. Since digital systems have ad­
vantages over analogue networks (eg compatibility with the existing systems, performance 
in certain channel conditions, data handling and easy implementation) there has been an 
upsurge in replacing older analogue systems with new digital networks. Currently with 
digital transmission, the quality of a 4 kHz analogue channel can be maintained at bit 
rates of 16 kb/s and above [8]. The advantages of digital systems are therefore gained 
at the expense of the bandwidth required at such bit rates. In order to fully exploit the 
advantages the bit rate must be lowered while maintaining the. quality.
The motive, behind the design of new digital coders is high quality speech at low bit 
rates with high reliability and flexibility, low cost and complexity and short delay. However 
these, factors tend to conflict and satisfying the users on all these points simultaneously is 
a difficult task, henc.e a compromise must he reached. The relative, importance of these 
factors depends on the application of the coders and their type.
With such motivations backing engineers and scientists, digital speech coding has 
reached a fruitful stage. Feverish research activity into producing strategies for speech 
compression in bandwidth restricted applications has resulted in many new standards 
in Public Switched Telephone Networks (PSTN) and Personal Communication Systems 
(PCS). In this thesis we carry out an in depth look at the top three strategies introduced 
in the. early eighties. These coders are classified as Analysis-by-Synthesis (A-by-S) coders 
and were first introduced by Atal [5]. The coding rate considered is between 8 kb/s and 
16 kb/s, with an eye to bit rates below 8 kb/s. Areas of application are non-specific, and 
apply to all digital telecommunication systems.
1.2 O u t l i n e  of T h e s i s
In the previous section we. reported on the motivation behind speech compression 
techniques. In chapter 2, a brief study of the digital systems currently in existence is 
carried out. We also report on the advantages and disadvantages of these systems and 
back up the. arguments already put forward in favour of digital speech coding. A brief 
study of the. factors influencing the design of the speech algorithms and standards set by 
governing bodies for the. introduction of these coders is also reviewed.
The main body of this thesis is the study of low hit rate speech compression. Such 
techniques are largely based on Linear Predictive Coding (LPC) [77] strategies. In order 
to fully exploit our resources, a detailed study of the human speech mechanism is reported 
in chapter 3. We shall look at the short term and long term correlations in speech analysis 
and their various applications to low bit rate speech coding. Another important issue
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in digital coding is the process of quantization. The perceptual effects of this process 
in A-by-S schemes and the exploitation of human perception mechanism by appropriate 
weighting filters are briefly discussed in chapter 3.
With the knowledge gained in Chapter 3, Chapter 4 pursues our investigations into 
low bit rate speech coding techniques by having a look at the first A-by-S technique, 
known as Multi Pulse Excited Linear Prediction Coding (MPE-LPC) [5]. This technique, 
initially introduced to replace vocoders, is now a well established algorithm at around 8 
kb/s and above. Investigations are carried out on all fronts, including quality, quantization 
and robustness, leading to an efficient joint quantization technique of pulse magnitudes. 
In an attempt to improve the quality, a second generation of pulse excited coders known 
as Regular Pulse Excited (RPE) [55] Coders is introduced. From the investigations we 
conclude that a combination of the two algorithms results in better performance.
An effective way of achieving high quality coding while reducing the bit rate is 
the use. of Vector Quantization (VQ) techniques. This powerful process, which has been 
around for some time now, is the driving force behind Code Excited Linear Predictive 
Coders (CELP). The algorithm introduced in 1985 by Schroeder e t  a l  [78], was initially 
for bit rates around 4 kb/s. However, owing to its complexity it was not implementable 
until powerful micro-processors were available. Within the past four years, many new 
incoming standards are a variation of the CELP technique. In chapter 5 we investigate 
this technique in detail and try to answer some of the questions underlying its success. 
The analysis of the algorithm both in the frequency and time domains results in a better 
excitation codebook structure. We also investigate the effect of the codebook training of 
the excitation signal and the performance, subjectively and objectively at several hit rates, 
compared to pulse excited coders.
In the previous chapters we have mainly dealt with issues such as complexity and 
quality. The predominant applications of low bit rate speech compression techniques have 
been fixed and mobile satellite communication systems. A combination of shadowing, fad­
ing and multi-path effects on these systems results in distortions on the transmitted data. 
Forward Error Correcting (FEC) techniques are often employed to correct these errors. 
Nevertheless, errors tend to creep through and the channel degradations may become so 
bad that recovery of the original data stream becomes impossible. At such instances, the 
transmitted speech parameters are effectively lost. For speech coding algorithms, such 
losses are indicated to the speech decoder, and appropriate frame or parameter replace­
ment strategies are utilised in mitigating the effects of these channel losses. In chapter 6, 
we report on a novel frame reconstruction strategy applied to a CELP-like coder running
3
at 6.8 kb/s. By breaking the transmitted parameters into two separate, classes, we adopt 
different strategies for recovering from the loss of each class and so cut down the degrada­
tions caused by full parameter reconstruction techniques. The tests were carried out under 
the channel conditions specified for the Half Rate Groupe Speciale Mobile (HR-GSM) and 
are compared to that of the Full Rate GSM (FR-GSM) technique.
The evolution of digital networks utilising 64 kb/s Pulse Code Modulation (PCM) 
[16], bas been accepted as a voice standard. Due to the sharp rise in demand for the use of 
the PSTN and the limited bandwidth available, the CCITT, the world governing body for 
the telecommunication systems, introduced a new standard in 1984 at 32 kb/s, known as 
Adaptive Differential Pulse Code Modulation (ADPCM). Needless to say, the demand for 
the use of PSTN is rising faster than the available channel capacity. It is therefore hoped 
that the introduction of anew standard, Low Delay Code Excited Linear Prediction (LD- 
CELP) running at 16 kb/s, will ease the congestion considerably. In addition, plans are 
already under way for a new mobile standard at 8 kb/s. The most stringent requirements 
of these systems are those of the quality and delay.
So far, the algorithms mentioned incorporate a forward LPC scheme. This results 
in a buffering delay of the order of 20 to 30 msec. In order to reduce the bit rate to 8 kb/s, 
it is inevitable that backward prediction of both short term and long term correlations 
are necessary. In chapter 7, we address the problems of backward prediction, of both 
short term and long term correlations. We report on the design of an 8 kb/s low delay 
CELP and introduce a new robust backward gain prediction technique which reduces the 
dynamic range of the excitation gains for better scalar or vector quantization conversion.
We finally end this thesis with a conclusion chapter, Where we look back on the 
contributions made in this thesis to the field of low bit rate speech coding. The second 
part of chapter 8, reflects on the possible new research paths generated as a result of 
research in this held.
Many of the novel techniques and new research areas discussed in this thesis are 
published in various papers. A full listing of these is provided in appendix A. Part of 
the work reported in this thesis is supported by a SERC/DTI contract under the LINK 
programme.
C h a p te r  2
D i g i t a l  C o m m u n i c a t i o n s
2.1 I n t r o d u c t i o n
The growth of digital techniques for telecommunications purposes has seen an ex­
traordinary increase in recent years. Few people know that digital signals, as a means of 
transmitting information over distances, have been in use for several hundred years in the 
form of semaphore, smoke signals, drums and Morse code. With the invention of tran­
sistors, it is now possible to capitalize on many of the useful properties of digital coding. 
A detailed look at the advantages of digital coding is described in latter sections of this 
chapter.
The fundamental parameter associated with a transmission path is its bandwidth 
(BW), or in the case of digital systems the channel capacity, expressed in ‘b/s’ (bits per 
second). This parameter is the basic currency of telecommunication systems. Measure­
ments of the efficiency of a communication system, in terms of the number of subscribers, 
are dependent on this currency.
Channel capacity is a scarce and limited resource and should be managed very 
efficiently as the public demand for more channels is staggering. In 1990 on average, more 
than 85 million calls were made in a single day in U.K., using the PSTN services. Figure 2.1 
shows the growth trend in telephone calls for international and inland connections [96] and 
there seems to be no end in sight to this trend. More channel capacity can be provided 
by laying new cables and optical fibers and the launching of new satellites but limited 
resources, money, manpower and time, make this very impractical. One way of overcoming 
this hurdle is to employ coding systems that exhibit very narrow bandwidths per channel. 
Digital speech compression techniques seem the ideal solution.
The public switched telephone network is currently the primary branch of the world 
telecommunications infra structure. Rapid changes in modernization of the U.K. PSTN 
has meant that all long distance calls are now digitised. All of the traffic trunks are 
already digital, with over 46.9 %  of connections made by local digital telephone exchanges. 
These changes mean that integration intoother public systems (Integrated Services Digital 
Network, ISDN) and personal services (such as call forwarding, automatic alarm calls etc.) 
can be readily achieved. Digitisation of the PSTN networks began in 197*2 [16], with the 
introduction of Pulse (’ode Modulation (PCM), running at 64 kb/s. The CCITT has 
already introduced plans for a new standard at 16 kb/s, which is to enter into operation 
around the year 1993.
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Figure 2.1: Growth in telephone call volume over previous year.
For mobile satellite communication systems the picture is the same. Figure “2.2 shows 
the growth in the number of cellular users in the United Kingdom [96]. The problem of 
customer growth is further complicated by very small transceiver terminals requiring larger 
satellite power and the very restricted bandwidth currently made available for mobile 
services. This is particularly true of the land mobile satellite systems which currently 
have 4 MHz allocated for primary service transmission. For such services to be economic 
they must employ a very narrow bandwidth per channel. Analogue systems that employ 
Amplitude Companded Single Side Band (ACSSB), achieve reasonable performance at 
Carrier-to-Noise ratios (C/No) of around 50 dB-Hz in 5 kHz transmitted bandwidth. In 
order to be competitive and to use modulation schemes that will not cause excessive 
distortion over the difficult land-mobile propagation channel, low bit rate digital speech
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coding is required. The performance must be better than the analogue contender, in worst 
case degraded channels, and the speech quality must be acceptable enough to be connected 
on to PSTN transmission.
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Figure 2.2: Growth of cellular customers in UK.
2.2 D e s i g n  O b j e c t i v e s  in Digital S y s t e m s
With any project or design, the final product bas to conform to certain requirements 
and regulations. These may be set by world wide organisational bodies (eg CCITT) in the 
case of PSTN and ISDN systems, or by national or private governing bodies in the case of 
mobile and private applications respectively. A great many design criteria can be applied 
in defining these standards, these factors being broadly classified into those described in 
the following sub-sections. While satisfying the end user on all these conditions equally 
would be desirable, the final solution is invariably the result of a weighted sum of these 
criteria.
2.2.1 Quality
Quality is the most crucial factor in the design of low bit rate digital systems. The 
assessment of quality is based upon either a comparison with previously standardized sys­
tems or on subjective testings carried out in practical situations. Usually a combination of 
the two is enough to produce a true validation of the coder’s quality. Quality classification
1987 1988 1 989 1 990 1991* Years ending 31 si March
* - Year not ended
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is one way of assessing a coder’s capability with respect to the existing standards and 
trends. The quality is graded as either Broadcast, Toll, Communications or Synthetic. 
Figure 2.3 shows the trends of quality with respect to bit rate, set by different standards 
introduced in the last decade or so.
2.2.2 Robustness
The robustness of digital coders is the output quality of the coder under different 
channel conditions. One reason for using digital systems is their inherent resistance to 
errors. Regeneration of transmission bits in the presence of noise is a well utilised technique 
in the field of digital communications. However, sometimes the noise or interference caused 
is too great and alternative actions must be sought. In the case of PSTN networks the 
expected Bit Error Rates (BER) are around 10~6 to 10-5 . Such error rates are permitted 
by the careful design of robust algorithms, as is the case in the latest standardization of the 
CCITT 16 kb/s system [23]. However, in mobile environments conditions are exaggerated 
by fading and shadowing effects. The average BER for land based terrestrial systems 
is expected to be around 5 %, whereas in satellite mobile communications the BER is 
expected to be around 1 %. In these instances, one must resort to the use of Forward 
Error Correcting (FEC) schemes as well as robust algorithms.
PCM LD-CELP MPE IMBE LPClOe
ADPCM RPE-LTP VSELP CELP
INMARSAT
CCITT CCITT CCITT GSM SKYPHONE CTIA STD-M NSA NSA
1972 1984 1991 1988 1989 1989 ‘ 1990 1989 1975
64 32 16 13 9.6 6.4 4.8 2.4 kb/s
PSTN Networks
f
Mobile Services 
Storage-Mail Secure Voice
Toll
Excellent-Good
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Good-Fair
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Fair-Poor
Quality
Figure 2.3: Digital coding standards with respect to quality and bit rate.
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2 .2 .3  D e la y
A third issue of importance in designing a digital coder is the end to end delay 
encountered in processing and transmission of the speech signals. Long delays in the 
transmission paths can result in echoes, due to hybrid mismatches at the exchange con­
nections. Such echoes are very annoying to both the speaker and listener. In satellite 
com muni cat ion systems there is an inherent transmission path delay of ~ 250 msec, and 
any additional delay can have drastic effects. Echo cancellers are employed in removing 
the effects of inherent transmission delays. Processing delays are algorithm and technol­
ogy dependent. Figure 2.4 shows a comparison between the trends expected in delay with 
respect to bit rate [109] and highlights current delays already set by existing standards in 
both PSTN and mobile networks. It is clear that as we move to higher speech compression 
ratios, an increase in delay is inevitable.
Figure 2.4: Processing delay against bit rate.
2.2.4 T a n d e m  Connection
Owing to the many standards available and their asynchronous introduction into 
operation in different countries, it is likely that long distance communications will result 
in several successive encoding and decoding processes. This multiple coding of the speech 
signals can cause recursive degradation of the speech signal. Such problems are more 
severe in low bit rate speech compression designs, due to the employment of post-filtering 
techniques in enhancing the speech quality.
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2 .2 .5  C o m p a t ib i l i t y
One of the main advantages of digital signals is the ease with which they can he 
merged with other modern systems. A new digital system should be easily interfaced with 
new systems and machines without major additional costs or complexity.
2.2.6 Voice B a n d  Data
Another important design issue is the ability of the algorithm to transmit signals 
other than speech. Signals such as Dual Tone Multi Frequency (DTMF) and modem tones, 
which lie in the same band as the speech spectrum but have different statistical properties, 
ought to be catered for. Inclusion of post-filtering and perceptual filters distorts tones and 
hence tone detectors bypassing low bit rate speech coders are becoming quite popular.
2.2.7 Encryption
Encryption, generally better known as cryptology, allows secret communications 
coding for the purpose of communication security or privacy. This area of interest is 
heavily researched by military applications. Shannon addressed the area of cryptology one 
year after his fundamental publication ‘Mathematical Theory of Communication’ [82][83]. 
The encryption of digital signals is very much simpler than that of analogue. Digital 
encryption algorithms can also be-much more sophisticated giving greater data security.
2.2.8 Complexity and Cost
A final decision in the design of low hit rate speech coders is that of the complexity. 
Cost and power consumption are major side effects of coder complexity. For example, 
in the first trials of the GSM network handset, it had a continuous time operation limit 
of less than 6 hours due to the system complexity. Complexity is very much algorithm 
dependent. However, one factor rapidly influencing this relationship are the advances 
made in micro-processor and VLSI chip design technologies. The swift response of micro­
electronic engineers to the needs of designers has been very successful and will continue, 
since the engineers and designers depend on each other.
Nowadays in a world dominated by business and financial affairs, system costs are 
hardly dependent on the complexity or algorithm. It seems that it is capacity driven 
market forces that are deciding the future of telecommunication systems.
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2 . 3  A p p l i c a t i o n s  a n d  S t a n d a r d s
In the previous chapter and sections, some of the major areas of speech compression 
applications have been pointed out. In the following sections, a brief look at these and 
other areas are discussed, plus a look at existing standards which are setting the course 
for future coders.
2.3.1 P S T N  Services
The range of applications in the public sector is vast, covering almost all the facilities 
provided by the PSTN and ISDN. Transmission of speech as well as other signals such as 
data, will only add to the problems of available channel capacity. Although transmission 
power (bandwidth) is not as critical in PSTN as in satellite systems, great savings can 
be made if reduced bit rate speech coding systems are employed. Advantages of such 
a system can be: fewer repeaters, regeneration of signals with an improved end to end 
quality, immunity to random noise and crosstalk, easy signalling, application of Time 
Division Multiplexing (TDM), plus many more.
2.3.2 Mobile Services
It appears that mobile communication has been the main sponsor of recent digital 
speech compression techniques. This is to some extent true, since mobile applications 
are limited in transmission power, due to transmitter/receiver sizes. Hence efficient low 
carrier-to-noise ratio digital speech coders are vital. In the last decade many branches 
of mobile communication services have been introduced into service. Services such as 
Land Mobile, Sea Mobile and Aeronautical, are based on two telecommunication tech­
nologies which have been the backbone of the mobile communication systems. These are, 
a) satellite mobile and b) cellular radio systems. Both have played an important role in 
the progress of mobile communications and the development of low bit rate speech coders. 
Both technologies seem to compete with one another Irat their application depends mainly 
on economical and environmental issues. Satellite systems are usually preferred in rural 
areas, whereas cellular radio systems are allocated to urban areas. The former removes 
the need for many base stations whereas the latter overcomes the shadowing and fading 
conditions. The choice of which technology depends on many factors and the sources 
available.
1 1
The Pan-European digital mobile radio system, Groupe Speciale Mobile (GSM) to 
be introduced late 1992, utilises the cellular radio system. The gross bit rate including 
error protection is 22.8 kb/s, of which 13 kb/s is allocated to the speech (source) coder [44]. 
The speech algorithm is based on an A-by-S technique called regular pulse excitation, to 
be described in detail in the following chapters. Plans are already under way to introduce 
a coder running at half the gross bit rate.
The Cellular Technology Industry Association (CTIA) for North America has chosen 
a variant of CELP known as Vector Sum Excited LPC (VSELP) [40], operating at 8 kb/s, 
for its digital cellular standard. Plans are currently in progress to introduce a new standard 
at half the hit rate. At the same time, the Japanese have chosen a second generation 
VSELP coder for their cellular digital system [30] [104].
The Inmarsat standard M system to be introduced in 1992, is based on a mobile 
satellite system where the voice coding algorithm operates at 6.4 kb/s [42]. AUSSAT in 
Australia is also utilising identical techniques and coding algorithms for their Mobilesat 
system.
The area of aeronautical communications has taken off with the introduction of 
British Telecom SKYPHONE. The coder, running at 9.6 kb/s, offers a true world-wide 
aeronautical service over the Pacific, Indian and Atlantic oceans [18].
The growth and success of mobile communications has prompted the launch of many 
new packages, such as Personal Communication Networks (PCN) and second and third 
generation Cord-less Telephones (CT2 and CT3) [59]. The success of these will depend 
very much on the efficient usage of the allocated bandwidths.
Military applications have been the main motivation for progress in very low bit 
rate speech compression techniques (less than 2.4 kb/s). Low power, simplicity and low 
bit rate have helped to produce simple transmitters and receivers, as well as improved 
security with the help of encryption. A long standing algorithm is that of the LPC10 
Vocoder [100] used by the Department of Defence in America. Currently interests lie in 
speech algorithms below 1.2 kb/s.
2.3.3 Storage
Another important area in speech compression techniques is that of digital voice 
storage. A digital voice storage facility allows users to record, store and retrieve many 
digitised voice messages [19]. Feasibility studies are under way for the introduction of 
digital voice storage systems, as in the black box of aircraft carriers. Speech coding 
algorithms at 4 kb/s can provide up to 1 hour of spoken material on a single 16-Mbit 
memory chip.
2.4 Digital C o d i n g  T e c h n i q u e s
Historically, digital coding of speech signals has been broadly classified into two 
categories, namely Waveform coding and Voice-Source (Vocoder) coding, as illustrated in 
figure 2.5. A third class known as Hybrid coding is an amalgamation of the two strategies. 
Such techniques in general can be distinguished by their operating bit rate. A further 
partitioning of hybrid coders is their realization in either the Time or Frequency Domain.
2.4.1 W a v e f o r m  Coding
In waveform coding techniques, an attempt is made to preserve the waveform of 
the original speech signal. In such a coding system the speech waveform is coded on a 
sample by sample basis. The simplest examples of waveform coding are PCM and its 
derivations [48]. Waveform coding is designed to be fairly signal independent, hence it can 
code equally well a variety of signals such as music, tones and voice band data. It is robust 
to a wide range of talkers and noise environments. Other features, such as simplicity and 
cost effectiveness, mean that waveform coders are of considerable interest and importance 
and their applications vary widely from mobiles radio to commercial telephone circuits.
2.4.2 Source Coding
Source coders, generically referred to as vocoders (an abbreviation of the words 
voice coders), were amongst the earliest types of speech compression techniques, going 
back as far as 1939. Homer Dudley’s pioneering work on channel vocoders [37], was the 
beginning of a new era in speech analysis and coding. In the analysis and synthesis systems, 
a theoretical model of the speech production mechanism is considered and parameters 
are derived from the actual speech signal. These parameters are digitally coded and 
transmitted. At the receiver they are decoded and used to control a speech synthesis filter 
which corresponds to the model used in the analyser. Provided that the perceptually 
important parameters of the speech are extracted and transmitted, the synthesized signal 
perceived by the human ear approximately resembles the original speech signal. Little has 
changed over the past 50 years and the current vocoders still employ the basic, models 
assumed before. Current research areas focus on the development of more sophisticated 
speech production models. It is hoped that application of phonetic and language structure 
knowledge to these vocoder parameters will achieve more natural sounding synthesized 
speech [5] [39].
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Figure 2.5: Classification of digital coding techniques.
2.4.3 Hybrid Coders
These coders describe the performance of a class of algorithms that combine the 
high quality potential of waveform coding with the compression efficiency of a model based 
vocoder. The idea is to use a time varying excitation model (much more sophisticated 
than that of a traditional vocoder) and to use waveform coding principles to produce a 
signal matching and sounding just like the original. Realization of these coders is either 
in the time domain or in the frequency domain.
2.4.3.1 Time Domain Hybrid Coding
The success of hybrid coders in the time domain is based on the powerful tool 
of linear prediction coding. This combined with A-by-S techniques, where analysis of 
some parameters is carried out by an analysis-synthesis loop at the transmitter end, has 
resulted in complex but rewarding coders. Well known examples of these are MPE-LPC 
[5] RPE-LPC [55] and CELP [78]. The latter technique is so flexible and promising that 
its variations span the entire range of hybrid bit rates, from 16 kb/s LD-CELP [8], to 
lower bit rates of 4.8 kbs [49].
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2 .4 .3 .2  F req u en cy  D om a in  H y b r id  C o d in g
Another category of coder algorithms which have been relatively successful in low bit 
rate speech coding techniques is that of the frequency domain coders. In this class of coders 
the speech signal is divided into a set of frequency bands which are separately encoded. In 
this way more emphasis can be placed on important hands where more information of the 
speech signal is present. Also perceptual criteria and quantization noise can be contained 
within bands and prevented from creating harmonic distortions outside of the bands. Such 
coders are successful operating at bit rates above 10 kb/s. The INMARSAT standard ‘M’ 
has chosen the Improved Multi-Band Excitation IMBE [42] scheme at 4.15 kb/s, which is 
capable of producing high quality speech as low as 2.4 kb/s.
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2 . 5  S u m m a r y
In the beginning of this chapter a brief discussion of the advantages of digital coding 
was presented. The trends in the market as well as the technology were the prime issues of 
this discussion. The last decade has seen many standardizations and the introduction of 
digital coding techniques for fixed and mobile communications. Some of the design aspects 
for these systems such as quality, robustness, complexity, delay etc. and their relative 
importance were assessed. The rapidly increasing demand for voice communications has 
fuelled further progress in updating these standards, such as GSM, IS-54 and CCITT 
standards. It would seem that the success of these newborn algorithms seems to be at the 
expense of algorithm complexity and delay.
Hybrid time domain coding techniques such as MPE-LPC, RPE-LPC and CELP are 
the leading contenders. Analysis-by-Synthesis coding in conjunction with linear prediction 
coding is a powerful algorithm. This is the basis of CELP being the prime contender for 
a wide range of operating bit rates and as a result the current standardization of mobile 
communications networks is heavily influenced by CELP type algorithms.
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Chapter 3 
S p e e c h  A n a l y s i s
3.1 S p e e c h  P r o d u c t i o n
In the previous chapter, the need for efficient coding algorithms for speech signals 
was clearly illustrated. It is apparent that if any coding efficiency is to be achieved, a 
detailed study of the speech waveform characteristics is necessary. Initial examination 
of speech-like signals reveals certain redundancies and correlations in the signal that can 
be captured by short term and long term predictions. The former prediction is generally 
realized by all-pole filters in a process known as Linear Prediction. The latter is based 
on quasi-periodicity of speech signals applied through pitch filtering techniques. In the 
following sections, a brief study of the speech mechanism and a detailed study of the 
prediction methods employed are presented.
The human speech organs are very complex and bi-functional. They poses both 
biological and acoustical functions. Here we are only concerned with the acoustical func­
tioning of the organs. The vocal organs can he divided into three main subsystems: Lungs 
and Trachea, Larynx and Vocal Tract. The analog of these sections in electrical terms are: 
The Power Supply, Signal Generator and Modulation or Filtering process respectively. A 
detailed diagram of the vocal organs is shown in figure 3.1. A detailed analysis of the 
human speech mechanism can be obtained in [39].
Air filled in our lungs is compressed and delivered to the larynx by way of the 
trachea. These organs hardly make any audible contribution to speech but they do control 
the loudness of the resulting speech. The second section is comprised of three cartilages 
which support the vocal cords sitting in the centre, figure 3/2. Vibration of the cords, 
caused by air rushing up the trachea forms the excitation signal or source of the speech 
signals. The space in which the vocal chords vibrate is known as the glottis, hence the
excitation is sometimes referred to as glottal excitation. The periodical vibration of the 
vocal cords is the primary cause of quasi-periodicity of speech signals. Partial closure or 
complete opening of the voc.al cords results in random structured unvoiced signals.
Vocal Tract
Larynx
Thorax
Thyroid Cartilage
Vocal Cords
Cricoid Cartilage
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Finally, the third stage is the most complex and it is usually bounded by the struc­
tures such as, epiglottis, lower jaw, tongue, velum, palate, teeth and lips. The average 
length of the vocal tract in adults is approximately 17 cm . As the glottal excitation signal 
is passed through the vocal tract, the frequency contents of the signal are reshaped by 
its cavity responses. The nature and characteristics of these resonances are very much 
dependent on the shape and positioning of some of the structures forming the vocal tract. 
These modulated signals are finally radiated and further reformed at the lips and teeth. An 
example of a speech signal in the time domain is illustrated in figure 3.3 for the utterance 
of the word ‘Hello’.
S a m  p i e s
Figure 3.3: Time waveform of the word ‘Hello’.
3.2 S h o r t  T e r m  A n a l y s i s
Close examination of the speech signals in figure 3.3, reveals certain correlations 
that are present between neighbouring samples of the speech signals. Since these correla­
tions appear from sample to sample (125 p s  intervals at 8 kHz sampling frequency), it is 
known as ‘short term correlation’. This feature is caused by the resonances in the vocal 
tract. Linear prediction analysis attempts to exploit this redundancy by predicting future 
samples based on previous and present information.
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3 .2 .1  L in e a r  P r e d ic t io n
The object of linear prediction is to estimate the output sequence from a linear 
combination of past input and/or past output samples. This, in mathematical form yields
called the predictor coefficients. Assuming £0 == 1 and from elementary Z  transforms, the 
transfer function of the above equation is
j=i
The above model is a mixed pole-zero model, sometimes better known as an Auto- 
gressive Moving-Average model (ARMA). However, there are two very important variants 
of this model:
1) Most LPC speech coders assume an all-pole model or an Autogressive (AR) model.
In this configuration the numerator coefficients = 0 for all k  > 1.
2) In an all zero model, better known as Moving Average (MA) all the denominator
coefficients are set to zero (ie. ay = 0 for all j  >  1).
The reasons behind using an all-pole model are mainly because of the simplicity of 
solving AR model filters and also the fact that the MA structure only models the nasal 
cavity. Nasal and fricative sounds are not very frequent in speech-like signals and they 
can be fairly well modelled by AR models. All of the work in this thesis assumes an AR 
model prediction system unless stated otherwise.
In order to solve for the predictor coefficients, we must consider the case where we 
filter the input speech x ( n )  by a predictor filter
v
y(n) =  Y a^ n -  j )  + Y ^ hX(n ~ k) (3.1)
3=1
where y ( n )  and x ( n ), are the output and input respectively. The factors a j  and are
A,~l (3.2)V
1 -  Y  a-iz 3
v
AW = E a jz  3 (3.3)
j=1
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The predicted output results in an error signal e ( n ) also called the residual and is given 
by
v
e(n) = x ( n )  -  Y  a i x ( n  “ j )  (3.4)
j=i
The aim of LPC analysis is to calculate p  optimum coefficients that result in a 
minimum error. Obviously it would he pointless from a transmission point of view to 
calculate p  coefficients for each input sample. Lucidly the short term correlations or the 
resonance frequencies of the vocal tract do not change very rapidly. One can therefore 
consider the speech waveforms to be stationary over sliort, finite periods.
There are two approaches in obtaining a set of LPC coefficients in an all-pole model 
of the speech spectrum. The well known classical least-squares method which minimises 
the mean energy of the error signal over a frame of speech data, while the lattice approach 
permits instantaneous updating of the coefficients at the expense of extra computation. 
The former utilises the block estimation approach to LPC modelling in which speech is 
divided into successive blocks or frames of data by windowing techniques, and spectral 
coefficients are obtained for each frame. Alternatively, the latter approach is a sample by 
sample technique, updating the filter for each speech sample. Many low bit rate coding 
algorithms are block oriented and they use the former approach. This is the primary cause 
for the delay in speech compression techniques of the above type. The frame sizes vary 
according to application, but usually lie in the region of 10-40 msec.
Two least-square solution methods exist for LPC coefficient calculations. The Least 
Square Autocorrelation Method (LSAM) and the Least Square Covariance Method (LSCM), 
The first of the two techniques windows the input speech samples x ( n ) ,  whereas the other 
windows the error signal e ( n ) .  Both techniques are very similar and yield the same per­
formance results, but LSAM is very popular due to its computational simplicity and low 
storage requirements. All the LPC analysis work in this report is based on the LSAM 
unless stated otherwise.
Taking the square of equation 3.4 over a finite period of block length of N samples, 
gives the residual energy E  as
E = Y  eV )  =  Y  K « )  -  J2 °b'®(n  “  J')]2 (3-5)
? i= 0  ? i= 0  j = 1
The values of a j  that minimise E  are found by setting = 0 for j  =  1,2, ....p. This
yields p  linear equations in p  unknowns atj
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Y 2  x ( n ) x ( n  -  i )  = a j  £  >,L‘(71" 7)a;(™ “ i)  f ° r  * = 1 , 2 , 3....p (3.6)
?i=0 j=l n=0
TV-1 V TV-1
Recognising the first term as the autocorrelation 7?(i) of &(n), we have
TV-1
i?.(i) = ]jY x(77)a;(?i — i) 1 < i  <  p  (3*7)
n=0
Hence equation 3.6 reduces to
v
R ( i )  =  ^ 2  -  j )  1 < i < P  (3.8)
j=i
Since i?,(7) is an even function, only values for 0 < i  <  p  are calculated. Also representation 
of equation 3.8 in the matrix domain allows us to capitalize on the redundancies in a 
Toeplitz matrix and utilise the more efficient Levinson-Durbin Recursive procedure [67][70] 
in calculating the LPC coefficients.
3.3.2.1 L P C  Filtering
Inverse filtering is the process of removing the short term correlations in the speech. 
This process is governed by equation 3.4, where a residual signal e(?i) is outputed from the 
input signal x ( n ) .  Figures 3.4 and 3.5 show the residual signals obtained after LPC filtering 
for voiced and unvoiced segments of speech excitation waveforms. A voiced signal is said 
to have quasi-periodic. characteristics whereas the latter does not display such properties. 
A better understanding of inverse filtering is achieved via the frequency domain where 
resonances of the vocal tract are evident. Figures 3.6 and 3.7 show the spectra of the 
waveforms illustrated in figures 3.4 and 3.5, plus that of the LPC spectrum envelope. 
The peaks of the spectra are the vocal tract resonant frequencies, better known as the 
f o r m a n t s  in speech processing terminology, and the low amplitude components are called 
the v a l l e y s .
I
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Samples
Figure 3.4: Time waveforms of a voiced segment of speech, a) Original and b) Residual 
magnified by 2.
S a m p l e s
Figure 3.5: Time waveforms o f an unvoiced segment o f speech, a) Original and b) Residual.
F r e q u e n c y  ( k H z )
Figure 3.6: Magnitude spectrum of a voiced segment of speech, a) Original, b) Envelope 
and c.) Residual.
F r e q u e n c y  ( k H z )
Figure 3.7: Magnitude spectrum of an unvoiced segment of speech, a) Original, b) Envelope 
and c.) Residual.
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The synthesis filtering operation is the opposite of inverse filtering, where the output 
signal is a linear combination of the previously weighted outputs and the reconstructed 
residual signal
y ( n )  =  e ( n )  + Y  a i V { n  ~  i) (3.9)
jz=  1
Figure 3.8 illustrates the operation of inverse and synthesis filtering in a block form.
L P C  I n v e r s e  F i l t e r i n g  L P C  S y n t h e s i s  F i l t e r i n g
Figure 3.8: Block diagrams of inverse and synthesis filtering operations.
3.2.2 N e w  L P C  Residual Signal
It is noted that the inverse filtering operation results in a residual signal which has a 
flat spectrum R ( W ) .  This is achieved simply by the product of the input spectrum S ( W )  
with that of the inverted envelope spectrum I I  ( W )
(3.10)
The resulting spectrum will therefore be flat. If carefully analysed, one can observe 
that the energy in the formant regions is lowered whereas the energy in the valleys is 
increased. LPC inverse filtering produces the minimum energy residual signal based on 
the condition that the residual signal has a f l a t  spectrum. If instead we lower the energy 
in the formant regions and leave the valley regions intact, then a true minimum energy 
residual signal could be obtained. In other words we are interested in filtering the input 
signal at frequencies where a reduction in gain is possible. In mathematical notation this 
means
R ( W )
_  J S ( W ) H ~ 1 ( W )  if H ( W )  > I
S ( W ) otherwise (3.11)
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Figures 3.9 and 3.10 show the comparison between two residual signals, both in 
the time and frequency domain. Examination of the conditional residual reveals a re­
fined residual signal with fewer high frequency sample fluctuations. From the magnitude 
spectrum plots it is noted that the valley regions which are left intact, occur near the 
high frequency end of the frequency scale. Hence the high frequency components are kept 
suppressed, resulting in a lower energy residual signal. Figure 3.11 gives the S N R se g  
(S N R se g  is an objective performance measure criteria, refer to appendix B) between the 
input speech and the two residual techniques. The conditional residual technique will al­
ways have a lower energy signal than the normal technique. The objective measurements 
indicated a 2.4 dB S N R s e g  improvement in the predictor gain.
S a m p l e
Figure 3.9: Time waveforms of two residual signals, a) Conventional, b) Conditional.
The validity of equation 3.11 is only true if the impulse response of the system 
(here the inverse filter) is much less than the number of samples in an analysis frame (ie 
N  >  p ) .  This is very often the case in inverse filtering operations of the order of 10 and 
analysis frame lengths of 20 msec. (N.B In LPC inverse filtering the impulse response 
is p  + 1 samples long.) This condition is very vital, else aliasing effects will he created. 
Since inverse filters are FIR type filters (Finite Impulse Response), the above condition 
will hold. But in synthesis filters (Infinite Impulse Response, HR) this is not always true 
and instabilities and aliasing are introduced [32] [69]. The condition will depend very much 
on the length of the impulse response. Application of this kind of inverse filtering is very 
difficult to incorporate into LPC based low bit rate algorithms. Nevertheless this new 
process seems very promising and research is still continuing to find a solution to the 
synthesis problem.
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F r e q u e n c y  ( k H z )
Figure 3.10: Magnitude spectrum of two residual signals, a) Conventional, b) Conditional.
N u m b e r  o f  F r a m e s  ( K S O  S a m p l e s )
Figure 3.11: Segmental SNR of the LPC prediction gain for the two residuals, conventional 
(dotted), conditional (solid). (Here signal is referred to as the signal level and noise as the 
residual level)
3 .2 .3  W in d o w in g  E ffe c ts
Both the window size N  and the predictor order p  should be kept small in order to 
minimise calculation in LPC analysis. In LSAM, the LPC analysis window must include 
at-least two pitch periods for accurate estimation of the spectral envelope. This leads to 
analysis sizes of the order of 20-30 msec. In covariance and lattice methods the analysis 
size can he reduced to the order of the predictor, ie N  = p .  Low values of N  result 
in poor spectral estimations because some analysis frames are dominated by excitation 
effects and the all-pole model cannot distinguish between the vocal tract responses and 
these excitation effects. At high analysis frame lengths, the assumption that the signal 
is stationary is not valid any more and this again results in poor performance. The best 
value for N  will depend on the algorithm and also on the available capacity.
The windowing applied in the autocorrelation method will introduce some spectral 
distortions, since windowing in the time domain corresponds to the product of the speech 
spectrum and that of the frequency response of the window. Most of the windows employed 
have a low pass frequency response, and hence the windowed speech results in a smoothed 
version of the original. The extent and type of smoothing will depend on the window 
size and shape. The most common windows are the Rectangular, Hamming and the 
Trapezoid. Figure 3.12 shows the properties of these windows both in the time and the 
frequency domain. The mathematical properties of these windows are as follows
w  /  \ j  1  0  <  n  <  N  f  . . .
I N j i e .c t Q i )  — i n  i-i ■ (3.12)1 0 otherwise v J
,  . f  0.54 -  0.46 c o s f r ^ r )  0 < n  <  N  
" W » ) = { 0 otherwise (3'13>
LFrvapty) —  <
?+T 0 < i i  < p
1 p  < n  <  N  — p
N  — p  <  n  <  N
N - n
p+ 1
0 otherwise
(3.14)
A major problem encountered in windowing, is the distortions caused at the frame 
boundaries in the time domain and the problem of the peaks or side lobes of the. frequency 
spectrum. The problem of side lobes is very important since small components in the high 
frequency region can he distorted by the windowing process. The Hamming window does 
not allow fast transitions at the edge boundaries and it also has smaller side, lobes than 
the rectangular window. The Hamming window is very popular in LSAM, hut one major
drawback is that heavy emphasis is placed on samples in the centre of the frame. In order 
to alleviate this problem the Trapezoidal window can be considered [21]. The success of 
achieving lower side lobes is usually at the expense of an increase in the main lobe. This 
is usually a small price to pay in solving the leakage problem.
Table 3.1 gives the S N R s e g  for the above three windowing techniques for different 
LPC orders and window lengths. Clearly the Trapezoidal techniques seems to give bet­
ter performance at all conditions. Although the problems of leakage seem to have been 
reduced, the application of such a window for low predictor orders ( typically p  < 16  ) 
would still result in fast transitions at the edge boundaries. In order to improve the per­
formance of this windowing technique a smoothed version of the Trapezoidal window was 
considered. This led to a new window configuration, called the ‘Smoothed-TrapezoidaP
sin(l[f+T}) 0 <  <  p
1 p  <  n  <  N  —  p
0 otherwise
V^Strcipiu)
Order
Rectangular Window Size Hamming Window Size
120 160 200 240 120 160 200 240
2 9.21 9.28 9.14 9.12 9.31 9.34 9.03 9.04
4 10.30 10.34 10.20 10.22 10.60 10.66 10.26 10.21
6 10.75 10.78 10.68 10.70 11.16 11.14 10.80 10.77
8 11.32 11.13 11.25 11.26 11.78 11,71 11.42 11,33
10 11.82 11.76 11.73 11.79 12.38 12.30 12.00 11.93
12 12.06 11.99 11.94 12.02 12.62 12.54 12.23 12.16
14 12.26 12.18 12.14 12.22 12.81 12.74 12.44 12.36
16 12138 12.32 12.28 12.36 12.96 12.90 12.58 12.51
18 12.54 12.48 12.44 12.50 13.09 13.05 12.77 12.67
20 12.67 12.60 12.56 12.65 13.18 13.14 12,90 12.80
Order
Trapizoidal Window Size Sinosoidal Window Size
120 . 160 200 240 120 160 200- 240
2 9.36 9.42 9.20 9.17 9.45, 9.51 9.36 9.20
4 10.65 10.69 10.44 10.39 10.70 10.74 10.51 10.39
6 11.24 11.27 11.02 10.96 11.28 11.28 11.12 11.01
8 11.87 11.86 11.63 11.56 11.86 11.85 11.63 11.56
10 12.47 12.46 12.26 12.16 12.47 12.48 12.28 12.16
12 12.72 12.70 12.49 12.41 12.72 12.70 12.49 12.41
14 12.92 12.90 12.70 12.60 12.92 12.90 12.70 12.62
16 13.09 13.06 12.85 12.79 13.09 13.07 12:86 12.79
18 13.24 13.23 13.04 12.95 13.25 13:23 13.04 12.95
20 13.36 13.34 13.17 13.10 13.38 13.35 13.04 13.10
Table 3.1: S N R se g  performance of four different windows for different orders and analysis 
frame lengths, a) Rectangular, b) Hamming, c.) Trapezoid and d) Smoothed Trapezoid. 
(Here signal is referred to as the signal level and noise as the residual level)
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Figure 3.12: Time and frequency illustration of four windows, a) Rectangular, b) Ham­
ming, c) Trapezoid, d) Smoothed Trapezoid.
The main difference between equations 3.14 and 3.15 are the way the samples are 
weighted at the edges. In the new windowing technique the samples are weighted non- 
linearly. The performance of the two windowing techniques are quiet close except at low 
LPC prediction orders where the new window performs better (see table 3.1). Since the 
results of this new windowing technique are promising, the rest of the work is assumed to 
incorporate the new smoothed Trapezoidal windowing technique unless stated otherwise.
3.2.4 Predictor Order
Another important parameter in the design of LPC based systems is the order of 
the predictor. From the results of table 3.1, it is clear that the higher the order the better 
the prediction. The performance saturates at orders of around p  =  8 to p  — 16, and 
therefore most of the algorithms designed are based on LPC orders of around p  = 10. The 
vocal tract usually exhibits 3 to 5 strong formants which are adequately modelled by LPC 
orders of 10. Although this value is very much algorithm dependent. The LD-CELP [8] 
utilises a 50</l order predictor whereas original APC systems [7][48] incorporate ‘2 n d  order 
linear predictors.
3.2.5 L P C  Parameter Representations
The representation of LPC coefficients in different forms is very important for the 
efficient implementation and accurate performance under quantization and channel error 
conditions. Several forms of LPC coefficients exist, and they all exhibit advantageous 
features [67][70]. The choice depends on their quantization efficiency and their robustness. 
A traditionally very popular form of LPC parameter is the R e f l e c t i o n  C o e f f i c i e n t  (k j ) for 
1 < j  < P- Reflection coefficients are usually implemented in lattice form digital filters 
and they also display an inherent stability check that —1 < k j  < 1. Another equivalent 
form of LPC coefficient is that of the L o g  A r e a  R a t i o s  (l j ) for 1 < j  <  p ,  derived from 
the reflection coefficients
l j  = log —  2 tanh~a k j  (3.16)
( 1  — Kj)
The l j  coefficients are less spectrally sensitive to quantization noise than the previously 
mentioned LPC coefficient forms, especially that of | k j  | which are close to unity for 
narrow bandwidth poles. Another form of LPC coefficient with similar characteristics to 
that of the log area ratios is the i n v e r s e  s i n e  (S j ) transformation
Sj = arcsin Ay (3.17)
With such low sensitivity LPC parameter representations, namely l j  and S j ,  the same 
average quantization distortion as conventional LPC representations can be achieved util­
ising 8/10 fewer bits per frame. Figures 3.13 to 3.16 show the distribution of the LPC 
coefficients in different forms for a 1 6 th  order LPC model based on 20 msec of speech.
Finally a very popular and recently introduced representation of the LPC coefficients 
is the L i n e  S p e c t r a l  P a i r  (L S P ) or L i n e  S p e c t r a l  F r e q u e n c y  (L S F ). LSP parameters 
have a well-behaved dynamic range and stability preservation properties and therefore are 
efficient for encoding of the LPC spectral information. The LSP representation is artificial, 
and for a given m-stage model, is based on the assumption that the acoustical tube model 
(voc.al tract) is closed or open at each (m + l ) t h  stage. This gives it the interesting 
property that the zeros of an inverse filter lie on a unit circle where the LSP coefficients 
correspond to the frequencies of these zeros. The distribution of each LSF trajectory is 
shown in figure 3.17. Figure 3.18 shows typical trajectories of the LSF coefficients for 
voiced and unvoiced speech. One interesting property of the trajectories is that they do 
not cross any of the neighbouring trajectories. This gives them inherent stability and 
error checking capabilities. Close values of LSF correspond to resonance frequencies or 
formants, otherwise wide separations contribute to the tilt of the spectrum. Because of 
the above mentioned properties, LSP representation of the LPC coefficients is thought 
to provide up to 30 %  saving in the quantization bit rate to those of the previous forms' 
[50][74] [92],
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Figure 3.13: Histogram showing the distribution of LPC alpha coefficients.
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Figure 3.14: Histogram showing the distribution of LPC reflection coefficients.
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Figure 3.15: Histogram showing the distribution of LPC log area coefficients.
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Figure. 3.16: Histogram showing the distribution of LPC inverse sine coefficients.
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Figure 3.17: Histogram showing the distribution o f LSF coefficients.
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3.3 L o n g  T e r m  A n a l y s i s
Another redundant feature of speech signals is the quasi-periodicity of the signal 
which is apparent about 80 % of the time. Such signals are known as voiced signals and 
exhibit pulse-like spikes at regular intervals. Such correlations are known as long term or 
fine spectrum structure. The pulses are caused by the periodical vibrations of the vocal 
cords, where the rate of the opening and closure of the glottis is called the harmonic 
frequency or commonly known as the pitch. Since the pitch pulses tend to take the 
same shape at regular intervals, it is appropriate to model this correlation with a suitable 
predictor. Such redundancies can be removed by LPC filtering but this would require a 
high order predictor which can be impractical because of complexity and side transmission. 
Hence, a second predictor is incorporated, usually after LPC inverse filtering, to model 
the behaviour of the glottis, in the form of
Figure 3.18: Plot of the LSF coefficients trajectories.
P(z) =  [)z~M (3.18)
where (3 is a scaling factor related to the degree of the signal periodicity and M  is the 
estimated pitch in integer samples. Such modelling of the glottis is only based on voiced 
sections of speech and would not he efficient during unvoiced regions of speech signals 
where the fine spectrum is flat. One major problem with equation 3.18 is the inability of 
the predictor to alleviate the effects of finite sampling of signals. The pitch period or the 
periodicity of the signal varies smoothly and should he modelled by a real number. Since 
it is unlikely for the pitch period to be an exact multiple of T s (the sampling period), 
inefficiencies in the predictor output are expected. Two well known solutions are: the 
use of a higher order form of predictor [6] or the interpolation of the samples [53] (ie. 
upsampling). The former technique requires the predictor to change to a more general 
form
P { z )  = Y  p k z - ( M + k )  (3.19)
k — — i
A common value of i  is 1, resulting in a predictor order of 3. The predictor coefficients 
are usually calculated from the original or the LPC residual at rates varying from 2 msec 
to 20 msec. Although this leads to more side information, it allows for an interpolation 
of the delayed speech samples in matching the speech signals. The second technique has 
the same concept but realized in a different way. Rather than allowing equation 3.18 to 
take a general form, we increase our sampling rate Ts, so as to allow for non-integer pitch 
period values of M. Both techniques are widely used at low hit rates [49][60] (less than 
8 kb/s) but their application is very much dependent on the available hit allocation and 
complexity. Reports of comparison of the above two techniques shows both schemes to he 
equivalent in terms of objective performances for a fixed side transmission rate [53].
An issue in the design of pitch predictors is the stability of the filters. Whenever a 
filter has a feedback loop, the potential exists for unstable output if the poles in the z- 
transform response lie outside the unit circle. Stability is very much related to the update 
rate or the analysis frame size L .  Equation 3.18 guarantees stability if the magnitude 
value of (3 is less than unity. This conditioning is even more critical when the analysis 
frame size L  is greater than M, in which instance the predictor output will recurse. Hence 
if the scaling factor is greater than unity the output of the predictor will grow resulting 
in an unstable signal. Since in many applications, quantization of the pitch gain takes 
place, this problem is slightly eased but does not result in total stability. However since
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iii most speech coding algorithms the update rate of the pitch predictor is high, any build 
up of instabilities is rapidly overcome and stabilised. In case of multiple tap predictors 
the stability checking conditions are vaguely defined by empirical tests [53][60], In high 
resolution non-integer pitch values the stability criterion is less of a problem and can be 
easily rectified [60].
3.3.1 Pitch Predictor Parameter Estimation
The predictor parameters M  and are determined from the original or the LPC 
residual signal. This is done in the same squared error sense as in LPC analysis, where 
the error between the reference signal and its predicted value is minimised. For a given 
value of M, the coefficients can be found by solving a set of simultaneous linear equations 
in the unknowns [3f; . The delay M  is found by performing an exhaustive search over its 
allowed range, which is 2 to 16 msec. It should be pointed out that the value of M  can 
no longer be called the pitch period, since we are interested in a value that results in a 
minimum output. During voiced regions this value may correspond to the pitch period 
or multiples of pitch period and during silence regions its behaviour becomes erratic and 
meaningless. Thus M  is usually referred to as the delay or the lag value.
For a first order predictor, the reference signal x(n) is approximated by the predictor 
signal i/(«), which is a function of both the lag M  and the predictor coefficient /j. The 
squared prediction error for a frame of N  samples is then given by
E  =  Y  M n) “ S/Ml2 (3-20)
71=0
Substituting equation 3.18 for y(n) results in
AT-l
E  = Y  [®(w) ~ P x ( n  ~  M )]2 (3.2i)
71=0
For a given delay value M  the optimal value of [3 is found by setting the derivative of E  
with respect to (3 to zero, which leads to
N- 1
Y , x ( n ) x ( n  — M )
0 =   (3-22)
X » - M )
71=0
Substituting this optimum value of (3 into equation 3.21, leads to the error function
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E  = J 2  x \ n )  -  &
n=0
TV-1
(3.23)
[ £  x(n)-  M ) f
E  =   (3-24)
y /  x 2 ( n  — M )
71=0
The fiinctioii E  is computed for all possible values of M, and its maximum indicates the 
best choice for the delay M ,  with a corresponding (3 given by equation 3.22.
3.3.2 O p e n  Loop or Closed Loop
Two procedures for the calculation of the above coefficients exists. Ail O p e n  L o o p  
approach assumes x ( n )  to be the reference residual signal, hence y ( n )  is the previous resid­
ual signal in the pitch filter memory (see figure 3.19). In C l o s e d  L o o p  analysis schemes the 
output of the LTP filter is synthesized through an LPC synthesis filter before its compar­
ison with the reference signal which is usually the original speech signal (see figure 3.20). 
Such a scheme allows for a better predictor performance since, a joint performance of the 
vocal tract and glottis excitation are considered together. This latter case will also allow 
for any errors that may be caused in the quantization process of the LPC and the pitch 
parameters to be considered at the final output stage. This is one of the primary reasons 
for the success of A-by-S coders, where the analysis of the parameters is considered by full 
synthesis of the possible candidates. Although the algorithm becomes more complex it 
provides high prediction performances at low bit rates where it is most needed. Figure 3.21 
shows an example of a voiced residual signal after pitch filtering by single and three tap 
open loop pitch filter implementations. Clearly the performance of the latter predictor is 
far superior since the pitch pulses have been completely removed. Whereas in the former 
1-tap predictor, remains of the pitch pulses are. still present in the. second residual signal.
The prediction gain, which is defined as the ratio of the squared input samples to 
the squared prediction error samples is an effective measure of the predictor performance. 
Figure 3.22 gives the performance, of an open loop pitch filter scheme for different tap 
predictors. Clearly high order prediction provides better performance. The. performance 
of closed loop analysis is superior and it will be studied in detail in future chapters.
where
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Original speech LPC residual pitch residual
Figure 3.19: Configurations for the open loop LTP.
Figure 3.20: Configurations for the closed loop LTP.
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Figure 3.21: Time waveforms of tlie a) Original, b) LPC Residual and c.) 1-tap LTP 
residual and d) 3-tap LTP residual signals.
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Figure 3.22: Performance of the open loop system.
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3 .4  Q u a n t i z a t i o n
Digital conversion of analogue signals is based on two prime signal processing tech­
niques of sampling and quantization. Usually all analogue or continuous speech signals 
are presented along two standard axes of time and amplitude. Sampling is the discrete 
representation of analogue or continuous signals along the time axis. The same procedure 
carried out upon the other axis (ie. amplitude) is known as Q u a n t i z a t i o n .  The mapping 
of an analogue or continuous signal lying in an infinite range of values onto a discrete 
set of levels within a finite range is the process of quantization. Efficient representation 
of LPC-based parameters is the prime objective in speech compression techniques. Such 
algorithms at low bit rates strive for bits and therefore are dependent on quantization 
techniques which can represent a reconstructed signal with little distortion. Figure 3.23 
shows the basic components of a data compression system appropriate to speech coding 
applications. The first component analyses the discrete time signal x ( n )  and extracts a 
vector of unquantized parameters s ( n ) .  The set of parameters s ( n )  is quantized into the 
vector y ( n ) ,  which is then encoded into a sequence of bits b (n ) and transmitted through 
the channel. In general the output of the channel b (n ) will be different from b ( n ) if there 
are channel errors. At the receiver, the decoder converts the sequence of bits b (n ) into 
parameter values y ( n ), which are then used as inputs to the synthesizer. The output x ( n )  
is the reconstructed signal which will be an approximation to the input signal x ( n ) .  So far 
the first block has been briefly mentioned, the analysis of speech signals as LPC and pitch 
prediction. In the following sections we shall look at the two widely applied processes of 
quantization in speech coding algorithms.
T ra n sm itte r
From Channel
Decoder Synthesiser
Signal
A A A
h(n) y(n) x(n)
R ece iver
Figure 3.23: Configuration of a compression system.
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3 .4 .1  S ca lar Q u a n tiza tion
The most common form of quantization is the mapping of a single continuous value 
to a nearest level out of a finite number of levels. This can he visualised as a continuous 
line stretching from —oo to +00 which holds all the possible values of a sample. This 
range of values is then limited to I levels within a finite range of I ) .  The number of bits 
required for the presentation of the selected level is given as
B  = log2(Z) (3.25)
where the spacing between the levels is
a  =  —  (3.26)
Such uniform spacing of the levels assumes that the data distribution is even across the 
finite range. In many speech coding applications this is not true and efficient quantization 
levels are constructed by considering the distribution of the parameters or sample values. 
An example of this is the case of LPC parameters in the previous section, where more 
quantization levels are placed near the densely distributed samples than low distribution 
regions (see figures 3.13 to 3.16). Since, in most cases of speech coding, the distributions 
are of Gaussian or Laplacian type, the implementation of a non-uniform step size quantizer 
will lead to a more efficient procedure. This will result in a quantizer dynamic range of
D  —  a i  + a-2 + ... + a i  (3.27)
A simple case of step size adaptation is
a {  — r  a i - i  ... for 2 < i  <  I (3.28)
The above equation is recognised as a geometric progression series, hence equation 3.28 
will have a quantization range of
D  =
1 — V
NB: So far the assumption has been made that the distribution of the parameters have 
zero means and only positive values are considered. Negative values are quantized with an 
extra hit, hence I and I )  should he doubled for-an overall view of the quantization limits.
In many quantization procedures the dynamic range D  and the bit allocation log2(/) 
are not known. Therefore empirical procedures can be utilised to evaluate the step sizes
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from equations 3.27 and 3.28. Utilising the above formulation techniques and the distri­
bution plots of figure 3.17, ten scalar quantizers were constructed for the LSP’s resulting 
in a bit rate of 37 bits per frame. Table 3.2 gives the bit allocation for each LSP, and the 
quantization levels are presented in appendix C. In many applications the final choice of 
quantization levels will depend on exhaustive objective and subjective tests and proper 
quantizer level training [58] [61].
LSP 1 2 3 4 5 6 7 8 9 10
Bits 3 4 4 4 4 4 4 4 3 3
Table 3.2: Non-linear bit allocation for a 37 bit quantization of the LSP parameter's. 
3.4.2 Vector Quantization
Scalar quantizers are simple and robust to errors. They offer linear dependency 
(correlation) and good use of probability density function plots. Hence they are very 
popular in coding algorithms. But they are expensive in terms of capacity and do not 
consider vector dimensionality and non-linear dependencies. For these reasons, emphasis 
has recently shifted to Vector Quantization (VQ) techniques. Vector quautization was 
initially used by Dudley [38] in the 1950s and later by Smith [88] in the 1960s. However it 
was not until the introduction of LPC in speech coding that VQ saw significant activity. 
Its benefits are realized at transmission rates of about 1 bit per parameter or less, which 
is exactly where the performance of scalar quantizers degrades sharply. The success of 
vector quantization has been the driving force for algorithms such as CELP and LPC 10 
at low bit rates. In CELP vector quantization of the residual signal allows the bit rate to 
drop as low as 4 kb/s, and VQ of LPC parameters has allowed LPC10 based algorithms 
to operate as low as 1.2 kb/s.
The process of vector quantization is complex, hut with proper implementation 
and training it can be rewarding. Supposing that v  is an N dimensional vector whose 
components or elements are real valued random variables
v  = [vu v 2 ,v - $ . .  . , v N ] (3.30)
The vector v  is mapped onto another real valued (discrete amplitude), N dimensional 
vector w .  Then w  is the quantized version of v ,  or in mathematical notations, w  =  q ( y )  
where q (  ) is the quantization operator. The quantized vector w , is commonly referred 
to as the output vector corresponding to v .  Typically, w  takes on one of a finite set 
of values w  =  [w 1 < i  <  L ] ,  where W {  = [u+i, W i 2 , . . . ,  w m ] -  The set w  is called 
the codebook and L  defines the size of the codehook. Codehooks are referred to as L
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level codebooks and again for reasons of efficiency in bit rate, L  is a number in base ‘2. 
Designing a c.odebook requires the partition of an N  dimensional space into L  regions or 
cells, C  =  [ C i ,  1 < i  <  L ] ,  and associates witli each cell a vector W i  usually known as a 
centroid or code vector. The quantization process will assign the centroid W i  to the vector 
v  if v  is in C i
q ( v )  —  W i  if v  €  C J  (3.31)
As an example Figure 3.24 shows the magnitude of the pitch gain values of a two 
tap pitch filter in a two dimensional space. For the purpose of vector quantization- the 
centroids or the code vectors W i  are shown in figure 3.25 with estimated cell boundaries 
in bold lines. The number of cells are equal to L  = 16, resulting in 4 bits representation 
of the output code vector index.
0.0 0.5 1.0 1.5 2.0 2.5
JP'itch. G-cuin,
Figure 3.24: Plot of the gain values for a two tap pitch filter.
Figure 3.25: Partitioning of a 2-D space into L=16 cells for VQ of a 2-tap LTP filter gains.
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3 .5  A n a l y s i s  b y  S y n t h e s i s
The process of digital speech coding is based on analysis of the speech waveforms 
to extract certain parameters that when put together will result in a synthesized speech 
resembling or perceptually close to original. By synthesizing the parameters at the encoder 
side and comparing it to the original signal severed advantages are gained. To start with 
the effect of parameter mistmatches or quantization errors can be kept to a minimum. 
Secondly the latter effect of quantization errors, which are perceived as white noise, can 
be compensated for by taking account of the human auditory system. It is these advantages 
that have made A-by-S type coders very successful at medium bit rates. An interesting 
point is that A-by-S type coders can now be considered as waveform coders since the 
analysis process tries to match the input waveform by the means of minimum error criteria. 
In the previous sections we saw the performance gain of a closed loop analysis of the LTP 
coefficient compared to conventional techniques. More examples will follow in the future 
chapters but in the following section we give a brief report of the perceptual weighting 
filter utilised in A-by-S time domain algorithms.
3.5.1 Perceptual Weighting Filter
It is a well known fact that the ear is less sensitive to noise in higher energy regions 
of the spectrum, such as the formants. As a result, the perception of some signals can be 
masked by other higher energy signals. This may explain why in a crowded room with a 
high background noise it is possible to carry out loud conversations. The human masking 
property is very important and can he effectively exploited in speech algorithms.
In A-by-S algorithms, the error produced between the original signal and the syn­
thetic speech is not very meaningful unless human'perception is taken into account. This 
error tends to have aflat spectrum and when it exceeds that of the speech spectrum, such 
as in valley regions, it can be annoying to the ear. To overcome this problem the error 
produced by the quantized signal parameters is usually emphasised in the valley regions 
and lowered in the formant regions. This is done by a linear filter which increases the 
energy of the error signal in the valley regions. A suitable choice for the weighting filter 
transfer function is given as
where 8  and 7 are fractions between 0 and 1 and control the increase in the error in the 
formant regions, and a k are the coefficients for the LPC filter of predictor order p .  If 
7 and 8  are equal then W ( z )  —  1 and no weighting will he performed. If 8  =  0 then 
W{ z)  =  1 — A{gz) ,  which results in a heavy de-emphasis of the formant regions depending 
on the value of 7 . The values of these LPC weighting factors are determined by suitable 
listening tests. Suggested values of 7 are between 1.0 to 0.8 and for <5 between 0.4 to 0.9. 
More on human auditory masking and weighting filters can he found in [79] [80]. Figure 3/26 
shows an example of the speech spectrum and the frequency response of the corresponding 
error weighting filter for the two popular weighting factors of 7 — 1.0, 8  ~  0.85 and 
7  = 0.9, 8  = 0.4.
F re q u e n c y  (k H z )
Figure 3.26: Spectrum of a) the original followed by b) Weighted spectra for 7 = 1.0 and 
8  = 0.85 and c.) Weighted spectra for 7 = 0.9 and 8  = 0.4.
3 .6  S u m m a r y
Speech characteristics are categorised either as short term or long term correlations. 
Short term correlations convey information about the structure of the vocal tract. This 
redundancy can be modelled by linear predictive coding, currently a popular and:common 
tool in speech coding. Long term correlations are due to the glottis and distinguish the 
nature of speech signals as voiced or unvoiced. This correlation is modelled by along term 
predictors, sometimes referred to as pitch predictors. The success of the these filtering 
operations depends on their update rate and their order. Higher orders achieve better 
modelling but require a higher transmission capacity.
Current LPC filtering techniques aim to minimise the output speech on the assump­
tion that the signal will hold a flat spectrum. True minimum residual signals are possible, 
but due to aliasing problems the synthesis operation will not guarantee stability. Finally 
the performance versus transmission capacity, of these coders, will depend 011 the quanti­
zation procedures employed. Scalar quantization is a simple and effective procedure but 
vector quantization procedures achieve better spectral efficiency, at the expense of coder 
complexity and robustness.
C h a p t e r  4
P u l s e  E x c i t e d  C o d e r s
4.1 Introduction
As we have seen in the previous chapters, the demand for high quality low hit rate 
speech coders is increasing at a very fast rate. High quality coders operate at hit rates of 16 
kb/s and above. At lower bit rates, below 8 kb/s, the number of bits available for encoding 
the residual signal, obtained by inverse filtering the original speech signal via short term 
and long term predictors, is less than 1 bit per sample. The key issue in designing low bit 
rate coders is to represent the residual or excitation signal as efficiently as possible. One 
method proposed a decade ago by Atal [5], is known as Analysis-by-Synthesis (A-by-S) 
adaptive predictive coding, in which attempts are made to quantize a residual signal which 
reduces the error between the original and the synthesized speech in a closed loop sense. 
The first coder introduced to utilise the A-by-S procedure was the Multi-Pulse Excited 
(MPE) LPC coder [ 5 ] followed by CELP [78] and RPE-LPC [55]. Modified versions of 
these coders have been reported in the literature [14][40][56][73], hut in this chapter we 
will examine more closely the role of pulse excited coders in producing high quality speech 
at medium hit rates.
The production of speech can be simply modelled as an excitation source and a 
formant generator. The former provides the excitation which can he roughly differentiated 
into voiced and unvoiced sources, whereas the latter injects the characteristics of the vocal 
tract, usually in the form of an LPC synthesis filter. The classification of the speech 
signals into such parametric informations is the basis of LPC based Vocoders. A simple 
model of a vocoder utilised in synthesising speech at very low bit rates below 2.4 kb/s is 
shown in figure 4.1. The model assumes that the speech can he classified either as voiced 
or unvoiced segments, and if voiced the pitch period is calculated. For voiced speech 
segments the excitation signals are quasi-periodic. pulse trains with delta functions located
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at pitch period intervals. For unvoiced speech the excitation is assumed to have a spectrum 
resembling that of white noise. The output speech quality of these coders is very poor 
and it saturates at bit rates of 3 kb/s and above. Hence no major quality improvements 
are achieved for higher bit rates employing such elementary models.
Pitch Period
t f t t f Voiced
White Noise
Synthetic
Speech
Coefficients
Figure 4.1: LPC vocoder model.
The main problem seems to be centered around the inflexible way in which the 
excitation signals are produced. Recognition of voiced and unvoiced segments is a difficult 
task and an inaccurate assumption. Latest research shows that the speech excitation is 
always a mixture of the two classifications. Even when the speech segment is periodic it 
is a gross simplification to assume that there is only one point of excitation in the entire 
pitch period. There is some evidence that apart from the main excitation signals at the 
beginning of the pitch, there are some secondary excitation signals which occur during and 
after the glottal openings. The results suggest that in the synthesis of voiced segments, 
the synthetic glottal pulse should consist of several pulses. Other factors such as integer 
pitch values and quantization effects severely degrade the performance of these coders. 
Attempts at producing better excitation source models have improved the output quality 
slightly but the improvements have not been significant enough for their application to be 
justified.
Generally the output of a vocoder resembles the original speech, but it does not 
guarantee that the waveform of the synthesized speech closely follows that of the original. 
The proposal by Atal et al [5], for a more flexible excitation generator in the form of a 
multi-pulse model is described in the following section. This new excitation model makes 
no assumption on the nature of the speech signal and does not attempt to construct 
periodic or un-periodic. signals based on voiced or unvoiced decisions.
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4.2 Multi-Pulse Excitation (M P E ) M odel
Figure 4.2 shows the block diagram of an LPC synthesizer with a multi-pulse exci­
tation. This figure is similar to that of figure 4.1, except that the voiced-unvoiced decision 
is replaced by the excitation generator which produces a sequence of pulses at locations 
mi, m 2, m - s , . . . ,  with amplitudes g i , g 2 , g s ,  • ■ •, respectively. The search algorithm to find 
the pulse locations and amplitudes is based on A-by-S methods. This process is shown in 
figure 4.3.
Synthesised
Speech
Figure 4.2: Multi-pulse excitation vocoder.
Figure 4.3: Block diagram of A-by-S procedure in MPE coders.
The locations and the amplitudes of the pulses are determined sequentially so as to 
minimise the error between the original and the synthesized speech. The synthetic speech 
is calculated using the currently available set of pulse amplitudes and locations. During 
the analysis process the error between the original and the synthesized speech is then 
fed into the error minimisation procedure to obtain the next optimum pulse location and 
amplitude. This procedure is carried out until a required number of pulses are reached 
or the mean-squared error falls below a certain pre-determined level. The optimum pulse
location is found by computing the error for all the possible pulse locations in a given time
interval and selecting the location of the minimum error.
4.2.1 Multi-Pulse LPC Search Algorithm
Assuming that h ( n )  is the impulse response of the LPC synthesis filter, and there 
exists a single pulse at location to; with amplitude <7;, the resultant weighted mean-squared 
error for the frame is
N - 1
E i  = £  [ S w { n )  -  g * h w ( i i  -  to*)]2 (4.1)
7 1 = 0
where
$■„,(«) = S ( n )  * W ( n )  (4.2)
hw (n ) = h (n )  * W ( n )  (4.3)
where W ( n ) is the weighting filter and * denotes the convolution process. The optimum 
pulse location is obtained by differentiating equation 4.1 with respect to </; and setting the 
derivative to zero
N —i
—p. — /  )  ! tetu(7^ ) Q i h ' w i . u  u i i )]h w ( i i  i i i i ) 0 (4.4)
og i n=0
This yields <7; as
N - 1
Y  s w (n )h w (n  -  m i)
Si = W T T 1------------  (4.5)
) ! h w ( u  m i ) h w ( i i to;)
7 1 = 0
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Therefore
Rhsi.lH'i)
g i -  —7-------- ( 4 . 6 )
hn (mi
where Riis(rrii), is the cross correlation between the weighted input speech and the weighted
impulse response, and <f>mimi is the autocorrelation o f the weighted impulse response, for all 
the positions r r i i  for 0 < i <  N  — 1 . A  simple approach would be to calculate the amplitudes
to substitute equation 4.6 into 4 .1 , 'which gives an expression for the weighted squared 
error, depending on the pulse, locations
To minimise the error in 4.7, it can be seen that the best position for a single pulse 
is that value o f mi, which maximises the term , R-fls(m,i)/ (f)m{mi. Once the search for the. 
optim um  pulse is com pleted, then the. effect o f  this newly found pulse is rem oved from  the 
input speech to give a new sequence to be used in determining the next pitlse location. 
Henc.e the updated input speech is
four pulses in a frame, o f  160 samples. Figure 4.5 shows a typical exam ple o f speech signal 
and the excitation signal produced in the. A -by-S manner discussed above. Clearly it is
for m  possible locations within N  samples and then calculate the corresponding errors to 
select the optim um  pulse location . But a m ore efficient pulse, determ ination procedure is
TV-1
(4.7)
Sw(n) -  Sw(n ) -  gihw(n -  m t*) (4.8)
The steps carried out from  equations 4.5 to  4.8 are repeated in finding the. next optim um  
pulse location  and amplitude. Figure 4.4 shows the process o f optim um  pulse selection for
evident that the m ulti-pulse structure is very effective in producing a flexible excitation 
signal m odelling the glottal characteristics, especially the pitch pulses.
Optimum Pulse Location Function Multi-Pulse Excitation
0 40 80 120 160
Samples Samples
Figure 4.4: Pulse search procedure in A -by-S schemes, left) optim um  pulse location  func­
tion and right) optim um  pulse positions and amplitudes.
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Sam ples
Figure 4.5: W aveform  illustrations o f  the M P E -L PC  coder, a)O riginal, b ) Multi-pulse 
excitation, c.) Synthesized and d) Error signal magnified by 2.
4 .2 .2  O p tim a l A m p litu d e  E x c ita t io n  M P E -L P C
The sequential A -by-S m ethod just proposed is simple and fast hut it has several 
short com ings. Successive optim isation o f  individual pulses is inaccurate for closely spaced 
pulses and additional pulses are needed to com pensate for the inaccuracies caused in earlier 
stages. In order to im prove the perform ance o f  this coder one needs to find the optim al 
amplitudes o f  the located positions. This is done by considering the interactions between 
all the pulses. The weighted mean squared error after having placed L pulses at positions 
m,i, is given as
N - 1  L —l
E ' i  = Y  M M  -  Y  (Jihw(n -  m i ) ] ' 2
71=0 7=0
Differentiating the above equation with respect to the amplitudes gi, gives
(4.9)
dE'2
~n = ? /  v [/Cjty) /  y g ih yj(^  ~  U li)]hw (ll — T7l{)
031 71=0 7=0
Setting equation 4.10 to zero and solving for gi results in
(4.10)
N - 1 N - 1 L—1
Y  Sw(n)hw(n -  m{) -  Y  Y  9 d l w ( n  -  m,i)hw(n -  mi)
71=0 77=0 7=0
f/lConsidering the j  h pulse location
(4-11)
JV -1  N —l L - 1
Y  S w ( n ) h(n -  rrii) — Y ,  Y  9 j k w ( n  ~  m i ) h w ( n  -  m j )  0 < i <  L -  1 (4.12)
77=0 77= 0 j —0
Therefore
L—1
R k s(v ii)  — gi  ^ ] 0?ni777j 
3=0
0 <  i <  L -  1 (4.13)
The above equation gives a set o f linear equations which can he expressed as a m atrix o f 
correlation terms
(  R k s {m 0) \ 
R h s ( m )
\ R k s (m L- i )  )
(  9o 
9i
</)777o7?lo
0??717770
07770 7771
07771 7771
07?7O 777 i-x  
0777! 777X. —1
\
(4.14);
7^77 £,_! ?77q 0?771, — i 7771 * • 0777i _ 1 777L_ 1 )
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The amplitudes g ;  can now be solved utilising the Cholesky decomposition of the correla­
tion matrix [41] [52] [103].
Two forms of pulse amplitude re-optimisation procedures exist [68] [66][86][87]. One 
can re-optimise the amplitudes after all the L  pulses within a frame have been located, or 
after each new pulse is located. Of course the latter method has the greater computational 
burden of the matrix conversion, but the overall quality compared to the former method is 
superior. In the former method amplitude re-optimisation takes place once at the end of 
each frame and the matrix size is ( L x L ) .  In the latter method amplitude re-optimisation 
occurs L  times with matrix sizes of (lx l) up to ( L x L ) .  Figure 4.6 shows the variation 
of the number of pulses versus S N  R seg for three different algorithms. Curve (a) is for 
a basic MPE-LPC coder. The curve shows increasing S N  R seg as the number of pulses 
are increased, but after 20 pulses per frame, saturation effects are evident. Curves ( b )  
and (c) are for the improved MPE-LPC algorithms, ie amplitude re-optimisation after 
all pulses have been located and amplitude re-optimisation after location of each new 
pulse respectively. Objective results show curve (b ) giving lower S N R s e g  than (c) as 
expected. Subjectively curves ( b )  and (c) are only superior when a high number of pulses 
are employed in the process of amplitude re-optimisation. This was found to be around 
8 pulses every 20 msec and above. This is expected since the re-optimisation process 
improves the performance of closely placed pulses. Other results indicated, on average, 5 
pulses every 4-5 msec are adequate to achieve reasonable output quality.
Number of pulses in cn frame of X«SO samples
Figure 4.6: Variation of the number of pulses versus quality, a) No amplitude
re-optimisation, b) Amplitude re-optimisation after L pulses and c.) Amplitude re­
optimisation after each pulse.
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One major problem encountered during the search for the pulses is pulse doubling. 
Pulse doubling usually occurs in voiced regions with greater than 8 pulses every 10 msec 
and involves the reselection of already located pulse positions. In order to avoid this 
effect, the newly found pulse is added to the previous amplitude or the already found 
pulse locations are excluded from any further pulse search. The latter method is chosen 
to avoid the above phenomena. Note that in full re-optimisation of the pulses after each 
newly found location pulse doubling effect does not occur, as the joint optimum pulse 
amplitudes are calculated.
Several other improvements to the MPE-LPC search algorithm have been reported 
in the literature. These include position re-optimisation [17], and monotonic. descent 
algorithms [97]. Such improvements are marginal at the expense of the computational 
complexity. Inclusion of such improvements is a trade-off against other factors, in achieving 
a balanced outcome.
4.2.3 Efficient Search Algorithms in M PE-LPC
At the time when the MPE-LPC algorithm was introduced (early 1980’s), the pro­
cessing power available on Digital Signal Processing (DSP) chips did not permit full imple­
mentation of the multi-pulse search algorithm without algorithmic simplifications. With 
the rapid improvement of VLSI, the DSP’s are now at least 3 times more powerful than 
before. Thus, complexity in MPE-LPC is no longer a big issue and hence, much recent 
research activity has concentrated upon improving quality as well as lowering complexity. 
Several methods have been reported and a few are briefly described here­
in 1986 S.Singhal [85] suggested that, since the weighting filter is linear, the weight­
ing process can be. carried out prior to error computation, figure 4.7. Moving the filter 
behind the summation block means that both the input speech and the synthetic speech 
are weighted and their difference is the weighted error. Now lets consider the transfer func­
tions of the LPC synthesis filter H ( z ), and that of the weighting filter W ( z )  in cascade.
The Overall transfer function T ( z ) is then
v
1 -
T ( z )  =  +  i f !   (4.15)
1 -  Y  a k z ~ k 1 “ £  a k z ~ k 8 k  
k=1 fc=l
Assuming that 7  =  1.0, then the above equation reduces to
Y a kz  kT k
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Figure 4.7: Block diagram of an A-by-S procedure with tlie weighting filter process carried 
out prior to the error computation.
T ( z )  =  -----© ---------  (4.16)
i - £ > * * - * « *
jfe=l
Previously the error had to be weighted L  times for N  samples. But now it is only 
weighted once at the input and the synthesis is accomplished by a new set of weighted 
LPC coefficients. Such reduction in complexity is vital and now common practice in A- 
by-S coders. Of course, if 7 does not equal 1.0 then the above simplification does not hold, 
hence a more appropriate synthesis procedure is to consider the synthesis of the. pulses by 
the cascaded impulse responses of the two filters in equation 4.15.
Earlier, it was seen that before proceeding to the next pulse search, the effect of 
the newly found pulse, must be taken away from the input signal, equation 4.8, in order 
to form a new cross-correlation term R i l s . It is more convenient and computationally less 
complex to subtract the new value of g i f i mimi, directly from R j l s  to give an update for the 
cross-correlation term [68].
Another proposal for a fast and efficient computation of the pulses was put forward 
by Araseki et al [1]. They proposed a maximum cross-correlation search analysis in de­
termining a sub-optimum pulse search. Rather than using equation 4.7 in locating the 
optimum pulse positions, the positions are obtained by searching for the maximum pulse 
magnitude given in equation 4.5. The assumption is that the higher magnitude contribute
more in energy. As we shall see later such an assumption is not necessarily true. Such 
simplifications provide a solution to the complexity but do not provide an optimum solu­
tion, although their performance is close to the optimum solutions. More information on 
efficient search algorithms for MPE-LPC can be found in [47][68][57][66][85][2].
4.2.4 M PE-LPC W ith  Long Term Prediction
A basic multi-pulse coder produces satisfactory speech quality at medium bit rates. 
However as the hit rate is lowered, degradations in the speech quality become noticeable. 
This is especially true of the high pitched voiced regions which often occur for female 
speakers. This is due to limited number of pulses available, the majority of which are 
used to model the fundamental pitch pulses and hence relatively few pulses remain for 
the modelling of the remaining excitation signal. With the introduction of a long term 
predictor in the A-by-S loop, such effects can be removed.
In 1984 Singhal and Atal [87] proposed a closed loop solution which gave optimum 
values of the pitch parameters. Figure 4.8 shows the MPE-LPC coder with a long term 
predictor inserted in the A-by-S procedure loop. The most popular form of long term 
prediction is the 1-tap predictor. An analysis of the long term predictor filter is as follows.
The input to the LPC synthesis filter v ( n )  is given by
v ( n )  —  u ( n ) + f iv (n  — M ) 0 < n  < N  — 1 (4.17)
Assuming a zero input excitation (u ( n ) = 0 for n  > 0), the above equation reduces to
v ( n )  —  ( 3 v ( n  — M )  (4.18)
If h ( n )  is the impulse response of the LPC synthesis filter, then the synthesized speech 
i/(7i) is
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y ( n )  — ft Y ,  h(k)v(n — k  — M) 0 < n  <  N  — 1 (4.19)
k =0
We then try to minimise the squared error between the original speech y ( n )  and the 
synthesized speech y ( n )  in order to find optimum values of f t  and M. Hence
E 2 ( 0 ,  M )  = [ y ( n )  - 0 J 2  h ( k ) v ( n  -  k  -  M ) f  (4.20)
?i=0 k= 0
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The minimisation of the error E2 produces
and
TV-1
lJ2 v ( n )z M (n)\  
P(M) = -*=£_-----------
7 1 = 0
TV-1
N- 1  [ £  y(n)zM(n)]2
B min( M ) = £  f { n )  -  "=0
7 1 = 0
where z M ( n )  = ^  l i ( k ) v ( n  ~  k  ~  M )  
■ Jfe=0
TV-1
J2 z m ( 71)
7 1 = 0
for 0 < n  <  N  — 1,
(4.21)
(4.22)
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Figure 4.8: Block diagram of an A-by-S procedure with the inclusion of the LTP in a 
closed loop procedure.
63
The equation 4.22 is computed for each value of M  in a given range and the value 
which minimises E m i n ( M )  is chosen as the predictor delay. The predictor gain f t  is then 
found from equation 4.21. Next the pitch effect structure is removed from the input 
speech using these parameters. The multi-pulse excitation is then found as described 
in the previous section. The advantage of determining the pitch parameters within the 
analysis loop is that the pitch filter is then optimally contributing to the minimisation of 
the error by considering the LPC quantization effects and the status of the STP and LTP 
memories at the decoder. The disadvantage of this method is the computational load it 
requires in calculating f t  and M .
In order to reduce the complexity and computational delay an open loop solution 
for the long term predictor can be utilised. In such a configuration the speech signal 
is filtered through the LPC inverse filter 1 — A ( z ) to produce a residual signal r(n), 
figure 4.9. The long term predictor parameters are then estimated from the residual signal 
according to the procedure described in section 3.3, chapter 3. The excitation analysis 
procedure is otherwise similar to the basic MPE-LPC procedure. Figure 4.10 shows the 
objective performance of the MPE-LPC with and without a long term predictor. It is 
clear that closed loop analysis of long term prediction provides higher S N R s e g  at all pulse 
rates. Its performance is subjectively better than the conventional configuration, since the 
perceptual muffling and clicking effects are minimised. At high pulse rates the subjective 
difference between the conventional and close loop procedures saturates, since at these 
rates the pulses from the MPE can model the fundamental pitch pulses accurately.
Although the inclusion of the LTP is intended to remove the quasi-periodicity of the 
signal, the MPE still models pulses that are placed at or near the pitch pulses. Comparison 
of the excitation signal with the reconstructed residual from the LTP demonstrates that, 
most of the time, pulses in the MPE lie very near to the pitch pulses, no matter how 
efficient the LTP has been, figure 4.11. This shows how important the pitch pulses are in 
contributing to the output speech quality and the variation of the pitch value from one sub- 
frame to another. This is one reason why MPE-LPC coders are not able to provide good 
quality speech at bit rates below 8 kb/s. The concentration on refining the pitch pulses, 
leaves little attention to other pulses, resulting in a struggle to model other excitation 
features.
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Figure 4.9: Block diagram of an A-by-S procedure with the inclusion of the LTP in an 
open loop procedure.
N u m b e r  o f  p u l s e s  i n  32  s a m p l e s
Figure 4.10: Performance of the MPE-LPC with and without a closed loop LTP.
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Figure 4.11: Waveforms of a) LTP output contribution and b) multi-pulse excitation. 
4.2.5 Pulse Position Coding
The coding of pulse positions is usually considered by enumerative source coding 
techniques [29] [54] [76]. The number of different possibilities of placing L  pulses in a frame 
of N  samples is given by
(  N  \  N \
C = (  L J = I p T T t j !  + 23>
Hence the minimum number of bits required for coding these positions is
B P = r(l°g2<01 (4-24)
where [ x ] is the nearest integer greater than or equal to x. This method of pulse coding 
can be considered as a vector quantization (VQ) process. Such techniques are not very 
favourable in bad channel conditions and alternative coding methods are pursued. Another 
method is the independent coding of the pulse, positions. Although this method leads to 
a higher required number of bits, it is more robust to channel errors. The number of hits 
required for independent pulse position coding is given as
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Bp = Lr(log3JV)1 (4.25)
Figure 4.12 shows the. comparison between combinational and independent coding 
of pulse positions for N  =  32. Clearly, combinational coding is by far the most efficient 
at very high pulse rates, but at very low numbers of pulses, the difference is less than 3 
bits. At such coding rates, the disadvantage of an extra 3 bits for independent coding is 
reflected in the complexity and the coder robustness.
N u m b er o f  pulses in 32  sam ples
Figure 4.12: Comparison between independent and combinational pulse coding.
Figure 4.13 shows a histogram plot of the. pulse positions in a sub-block of N  =  32 
samples with and without a single tap LTP filter. It is apparent from both plots that, 
pulse position m i  — 0 is the most likely chosen location. This is so because this location 
contributes more in the overall error minimisation of equation 4.1. Another difference in 
the plots of the figure 4.13 (a) and' (b) is the roll off of the histograms at the end of the 
sub-block length. This is explained as follows. With the inclusion of the LTP filter, the 
residual signal resembles a white noise signal. Hence all pulses will have equal probability 
of being chosen at any instant of time. Whereas without the LTP filter the pulses at 
beginning of the frame are more likely to contribute to the overall excitation energy. This 
is why the performance of the MPE-LPC coder becomes snb optimal as the excitation 
frame length of analysis is shortened. Such a procedure forces a higher weighting on the 
pulses at the beginning of the frame, leaving important pulses at the end of the frame, 
less likely to be chosen.
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P u l s e  p o s i t i o n s  i n  a  f r a m e  o f  3 2  s a m p l e s
Figure 4.13: PDF plots of the optimum pulse locations a) Without LTP and b) With LTP.
4.2.6 Pulse A m plitude Coding
For the coding of the pulse amplitudes different normalisation schemes were con­
sidered. Efficient normalisation is necessary, because the pulse amplitudes have a large 
dynamic range and direct quantization would require large numbers of bits. Efficient nor­
malisation can be carried out by the root mean square (RMS) of the amplitudes. In such 
methods the RMS value must also he included in the transmission. This inevitably leads 
to higher bit rates. In most MPE-LPC designs, quantization of the first pulse is accom­
plished by incorporating a high number of non-uniform quantizer levels (usually 5 bits or 
more) and the rest of the pulses in the sub-bloclf are normalised and coded using fewer 
quantization levels (typically 3 bits) [54].
In the following, we examine four new amplitude quantization schemes which require 
no side information. The four adaptation schemes are as follows:
a) First Pulse Magnitude Adaptive
b) Previous Pulse Magnitude Adaptive
c) Previous Sub-Block Energy Adaptive
d) Pitch Filter Memory Adaptive
O 1«> 32 O 16 32
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Assuming that g i  is the magnitude of the i t h  pulse, then in scheme (a ) the magnitudes 
g i  for i  > 0 are normalised with respect to the magnitude of the first pulse g o  in the block. 
The first pulse itself is coded using either methods (c) or (d ) (see below). With the second 
procedure (,&), the magnitudes g i  (for i  > 0) are normalised with respect to the previous 
optimum pulse magnitude in the current block. Again schemes (c) and ( d )  are utilised in 
coding g 0 . Method ( c )  uses, the excitation block energy from the previous sub-block to 
normalise the magnitudes and finally in ( d )  the energy in the pitch filter memory is used 
for the normalisation of all the pulses including g o -  A similar procedure has been used to 
normalise the vector gains in codebook excited coders [51].
Figures 4.14 and 4.15, show the Probability Density Function plots (PDF) for the 
pulse magnitudes using the above adaptation techniques for 10 minutes of speech data 
containing both female and male speakers. The first two schemes considered, excluding 
the first pulse, are very similar. From the PDF plots and subjective tests, 3 bits were found 
to be adequate for satisfactory speech quality. With these methods the major problem is 
that the first magnitude <70 may he corrupted due to the noisy channel environment and 
thus all the remaining pulses within the sub-block will he in error. If the corrupted pulse 
is not the first pulse, then scheme (a) will be more robust since in (6) any errors in any of 
the magnitudes g i ,  will be carried over into the following pulses.
From the PDF plots, method (c) looks very promising. This technique gives a better 
normalisation range (ie. a small dynamic range) if the sub-block size is smaller and more 
pulses are included. For larger sub-block sizes and fewer pulses, the variation in the energy 
will be greater. Hence this technique will not perform satisfactorily unless certain limits 
are imposed. Considering the robustness of this scheme, any errors in the previous sub- 
block would again affect the current and the following sub-blocks. Inevitably, this leads 
to greater degradations with larger sub7block sizes.
From both subjective and objective tests carried out, method (d ) gave the best 
overall adaptation results, leading to a finer quantization of the amplitudes. Throughout 
the investigations, it was noted that during active speech regions, the pitch filter energy 
was very similar to the input signal energy. In forming the reference signal, usually more 
than half of the energy from the. input signal was removed. The remaining energy would 
then be reflected in the pulse magnitudes. Therefore, normalising the pulse magnitudes 
with respect to the pitch filter energy, limits the normalised magnitudes to a range between 
0 and around 1.5 (pdf plots 4.14(d) and 4.15(d)). This technique was finally chosen for the 
quantization of the pulse amplitudes with a 4 bit allocation for the first pulse amplitude 
and 3 bits for each of the remaining pulse amplitudes.
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Figure 4.14-: PDF plots of the first magnitude normalisation.
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Figure 4.15: PDF plots of the magnitude normalisations except the first pulse.
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The coder was considered to be very robust to channel errors, since any errors in the 
pulses would result in small error deviations in the pitch filter energy. This is so, because 
the pitch filter energy is the average sum of all the sample energies within the memory 
register, which is about 3 or 4 sub-blocks long. Hence, if one pulse is in error (ie one sample 
in a sub-block in error), it will not have a big effect on the overall energy. One major 
problem encountered with such a scheme is that the memories of the long term predictors 
in the encoder and decoder are different, probably due to the loss of clock synchronisation 
at the decoder. Such a condition may lead to the instability of the decoder. In order 
to overcome this problem, the memories of the long term predictors, both in the encoder 
and decoder, should be reset periodically. This is done by initialising the memories of the 
filters at known intervals. In a normal real time implementation, it would be. likely to 
find Voice Activity Detectors (VAI)) within the. coder. Since there is a high probability of 
finding silence regions of duration less than one second, then initialisation can take place 
during these regions. If no VADs are included then the resetting process should take place 
regularly at known intervals.
4.2.7 Joint Amplitude Pulse Quantization JAPQ
During the investigations of adaptation method (6), simulation results showed that 
for about 95 %  of the time, the first chosen pulse has the highest magnitude. This 
is followed by the second pulse then the third and so on in order of computation (ie. 
f f o  >  g l > g 2i • * • )• This behaviour is clearly shown in figure 4.16, where the pulse 
magnitudes are plotted in order of the pulse location. It is clear that the hypothesis Araseki 
made [68], in assuming that optimum pulses are the ones with the highest magnitudes, is 
to some extent true. Such a behaviour means that a correlation exists among the pulse 
magnitudes which leads to a new joint magnitude quantization technique. A simple way 
of representing the magnitudes g i  for i  >  0, is to find a single coefficient which with the 
knowledge of g 0  will recreate the magnitudes g z- for i  > 0. This correlation among the 
pulses can be written as
gi =  Xigi-i f o r  i  >  0 (4.26)
Making the assumption that all Az- are equal for i > 0, equation 4.26 is modified to
S a m p l e s
Figure 4.16: Pulse magnitudes in order of pulse location, a) MPE with no LTP filtering 
and b) MPE including LTP filtering.
A simple approach to calculate a value for A is to assume that A is the average of the 
ratios between consecutive pulses. Therefore A is given by
L—1
£  9i/Si-1
A = E k -:  i (4.28)
The relation in equation 4.28, gives equal weighting to all the pulses. Since this value, 
of A does not minimise the error among all the pulse, magnitudes, it is not an optimum 
value. A single optimum coefficient is obtained by using a simple linear predictor for 
the representation of the pulse magnitudes rather than the magnitudes g i  for i  >  0 of the 
conventional case. In order to find an optimum value for A , we search for a value of A that 
will minimise the squared error between the actual pulse magnitudes and the predicted 
magnitudes from equation 4.27. The squared magnitude error is
L- 1
E 2  = £ ( «  -  As;- ,) 3
i=l
The minimisation of E2 with respect to A results in
(4.29)
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(4.30)
With this approach the sign bits of each pulse together with the magnitude of 
the first pnlse utilising method (d ) are first coded. Then a single coefficient obtained 
from equation 4.30, is coded using a 3 bit non-uniform quantizer, which represents the 
magnitudes of the pulses with respect to the previous pulse magnitude. Figure 4.17 shows 
a histogram of the values of A calculated from equation 4.30. The range of valu.es lie 
between 0 and 1.0, which makes this scheme very efficient with a 3 bit quantizer and 
stable in case of channel errors.
Figure 4.18 shows the unquantized pulse magnitudes along with the quantized pulse 
magnitudes utilising expiation 4.27. Simulation results show that with this approach, 28 
dB, 21.5 dB and 20 dB signal to quantization noise ratios can be achieved for the I st, 
2 n d  and 3 r d  pulses respectively. For pulse rates of more than 3 pulses per sub-block 
savings of around 500 to 1000 b/s can he expected. Further joint quantization of the pulse 
magnitudes, showed that the quantization noise increased rapidly for values of L  >  5 . 
This is because the magnitudes decay in an exponential manner (see figure 4.16). Hence 
for best results an optimum value of A is calculated to represent the magnitudes <71 to 
<74. For values of L  > 5, a second linear prediction is needed to reduce the quantization 
noise. It must be pointed out that such a scheme would require independent coding of 
the pulse locations, since the order of the pulse magnitudes is needed in constructing the 
pulse amplitudes at the decoder side.
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Figure 4.17: A histogram of the values of A.
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Figure 4.18: Pulse magnitudes and joint quantized pulse magnitude.
4.3 Regular Pulse Excitation (R PE) Model
Good quality speech coding at bit rates under 16 kb/s and above 8 kb/s is feasible 
with A-by-S algorithms such as multi-pulse. In the previous sections we have examined 
the role of MPE in representing a residual signal as a sequence of pulses located at non- 
uniformly spaced intervals. The multi-pulse excitation analysis procedure has to determine 
both the amplitudes and positions of the pulses. Finding these parameters all at once 
is a highly non-linear problem, and sub-optimal strategies have to be utilised such as 
determining the pulse locations and amplitudes sequentially. Another drawback of MPE 
is the number of bits required for coding of the pulse positions. Coding at a bit rate of 8 
kb/s, employing 3 pulses every 5 msec, will result in 35 %  of the channel capacity being 
occupied by the pulse positions. Such inefficiencies in coding of the parameters results in 
fewer pulses, which in turn leads to loss of quality at lower bit rates.
The dilemma of complexity and lack of pulses in MPE coders has brought about 
different strategies for representing the residual signal. In 1986, Kroon [55] proposed anew
pulse excitation technique which is more efficient and effective than multi-pulse. Regular 
Pulse Excitation RPE, represents the residual signal as a set of uniformly placed pulses. 
The positions of the first pulse within a frame and the amplitudes of the pulses have to 
be determined during the encoding procedure. For a given position of the first pulse, 
all other pulse positions are known and the amplitudes can be found by solving a set of 
linear equations. Figure 4.19 shows the different excitation patterns for both multi-pulse 
and regular pulse excitation. From the example shown, combinational coding of 3 pulse 
positions out of 20 requires 10 hits. A regular pulse excitation of 5 pulses every 20 samples 
would only require 2 bits. A saving of 8 bits which is allocated to the quantization of the 
pulse amplitudes.
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Figure 4.19: Examples of excitation signals in (a) MPE and (b) RPE.
4.3.1 Regular-Pulse Search Algorithm
The original proposal by Kroon modelled the residual signal with a down-sampled 
version in a closed loop arrangement without an LTP filter. From the previous analysis of 
the MPE in different configurations, it is clear that efficient coding strategies are obtained 
with the inclusion of the LTP filter (closed loop). Hence the structure shown in figure 4.20 
will he considered in any further analysis.
The pulses in RPE are equally spaced, with spacings F , and their positions are 
specified completely by the position of the first pulse. Hence the total number of pulses 
within a frame of N  samples with spacing F  is given by: L  = N / F . As in the MPE case 
we are interested in minimising the weighted error between the original signal and the 
synthesized L pulses. Hence
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Figure 4.20: Block diagram of an RPE model with the inclusion of the LTP filter in a 
closed loop form.
TV-1 L —l
E t U )  -  ]C “  £  9 i K ( n  -  [ F i  + j ] )  0 < j  <  F  (4.31)
7 1 = 0  7 =  0
where F  = N / L  and j  is the grid position. The optimum amplitudes g i  are found by 
differentiating the above equation and equating it to zero. This results in a set of lin­
ear equations very similar to equation 4.14, which can be solved utilising the Cholesky 
decomposition. The best value of j , or the grid selection, is done by going through the 
above steps for all the possible values of j , and then selecting the one that results in the 
minimum error.
Figure 4.21 shows a typical example of the waveforms produced by the RPE coder, 
using the analysis parameters listed in table 4.1. Subjectively, the RPE system is as good 
as the MPE scheme, at high bit rates. At bit rates of 8 kb/s and below both algorithms
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the effect of the decimation factor, or the number of grids F, for two different frame?!
sizes of N  —  20 and N  =  40. From this figure, we see that the S N R s e q increases with 
the number of pulses and decreases with increasing frame size. However,, there is no real 
tradeoff between the values of N  and F .  From the listening tests, pulse spacings of around 
5 samples and less for N  =  40 at 8 kHz sampling rate, gave the best results. The final 
choice of the F  will depend very much on the bit rate constraints.
struggle, resulting in specific distortions of the reconstructed speech. Figure 4.22 shows
Filter Update Order lag capacity/frame
STP 20 msec 10 * - 37 bits
LTP 5 msec 1 tap 20-148 40 bits
EXC 5 msec 10 pulses - 160 bits
Table 4.1: Design of the RPE coder.
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Figure 4.21: Waveform illustrations of the RPE-LPC coder, a) Original, b) Regular pulse 
excitation, c.) Synthesized and d) error signal magnified by 2.
Pulse Spacing; " F "
Figure 4.22: Examples of decimation variation (a) N=20 and (b) N=40.
4.3.2 Parameter Coding in RPE Coders
The two parameters of interest are tlie optimum grid and the .pulse amplitudes. 
Considering the former, the quantization is very simple, since we only need to code the 
index for the optimum grid selected. Therefore, ideally we would require the number of 
grids F ,  to be a power of 2. Hence, the number of bits required for the coding of the pulse 
positions is equal to
B P =  \ l o g 2 ( F )  ] (4.32)
For the coding of the pulse amplitudes any of the techniques described in section 4.2.6 
are applicable here too. However, for best results, 3 bits are required for the magnitudes 
of the pulses. In order to study the need for accurate quantization of the pulse amplitudes 
investigations were carried out on the coding of the amplitudes. The quantization of the 
i t h  pulse amplitude can be considered as the product of three terms
§ i ( t )  =  G ( t ) S f ( t ) ^ ( t )  (4.33)
where G ( t ) is the normalising factor at frame instant t ,  S p ( t )  is the sign at instant t ,  p  =  ±1 
and i f ( t )  is one of the quantization levels between 0 and 1.0 at time instant t ,  where q  
depends on the number of bits allocated. Figure 4.23 shows the S N  R s e g  for the number 
bits utilised iu coding of the pulse amplitudes. Curve (a) shows the improvement obtained 
in increasing the number of levels in i f , when the normalisation factor is the biggest pulse
magnitude at frame instant t .  Although transmitting only the sign bits results in only 
about 5 dB S N  R s e g ,  the reconstructed speech is very intelligible and clear at high pulse 
rates with only minor crackling distortions. In order to improve the quantization process, 
we need to optimise the normalisation factor, G ( t ) .  This is done by minimising the error 
between the reference signal and the quantized reconstructed signal in terms of G ( t ) .  For 
simplicity ignoring the notation t ,  and substituting equation 4.33 into 4.31 gives
JV—1 L—l
E l i ) 0 = E  [■*<»(») -  E  GSfvhUn-  [ F i  + j]) 0 < (4.34)
7 1 = 0  7 = 0
Differentiating the above equation with respect to G  and setting it to zero results in an 
optimum value of G  as
E  Is J n ) E  S i »)?M »  -  [F i  + j])
Q  =   0 < j  <  F  (4.35)
I E  E W ) 2,* » ( » - [ f i + i])]
7 7 = 0  7 =  0
Figure 4.23: S N R s e g  on amplitude quantization resolution a) non-optimum gain and b) 
optimum gain.
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Figure 4.23 (b) shows the S N  R s e g  improvement for the quantization of the pulse 
amplitudes with an optimum normalisation factor. The graph shows that when no quan­
tization levels are transmitted and only the signs are considered, objectively the pulse 
signs contribute about 75 % towards the reconstruction of the speech. Subjectively, the 
processed speech is very smooth, intelligent and surprisingly quite close to the reference 
coder.
The above results indicate that the pulse magnitudes effect on the output processed 
speech, is relatively small compared to the pulse signs. This prompted an investigation 
of the effects of vector quantization of the pulse magnitudes. Figure 4.24 shows the 
S N R ,seg improvement obtained in vector quantizing the pulse magnitudes. Curve (a) is 
for an untrained code booh and (b) for a trained c.odebook acquired from the well known 
LBG algorithm [58] running over 10 minutes of speech. Clearly 10 bit trained codebook 
performance is superior to untrained and comparable to 3 bit scalar pulse magnitude 
quantization. At these rates, VQ of the magnitudes offers a huge reduction in bit rate 
at the expense of complexity. Surprisingly, in informal listening tests the 6 bit trained 
VQ of the pulse magnitudes for 10 pulses gave very good output quality compared to the 
reference coder.
N u m b e r  o f  b i t s  f o r  v e c t o r  q u a n t i s a t i o n
Figure 4.24: SNRseg on amplitude vector quantization, a) untrained and b) trained.
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4 .3 .3  M u lt i-G r id s  in R P E  C o d e rs
In MPE-LPC coders, owing to the limited channel capacity, the number of pulses 
incorporated in the reconstruction of the residual signal is limited to L .  The same is true 
in RPE-LPC coders. Although in RPE-LPC technique more pulses exist, the limitation on 
the pulse positions with respect to one another, offsets the advantages gained. Hence, both 
algorithms are fairly similar in performance at various bit rates. As mentioned before the 
number of iteration loops analysed in A-by-S coding techniques depends on the number 
of pulses in MPE or the number of grids in RPE systems. Another criterion for the 
iteration is to exceed a certain error threshold. Figure 4.25 shows the number of pulses 
per frame required to produce a reconstructed speech signal that contains at least 90 %  
of the original signals energy in a frame of 40 samples after a single tap LTP filtering. 
It is clear that at some instances the excitation needs many pulses to model the glottal 
excitation, and at other instances no pulses are required since the contribution from the 
LTP filter is adequate. The evaluation of these results suggests that a variable pulse rate 
for the regeneration of the residual signal is more favourable.
S a m p l e s
Figure 4.25: Number of pulses in multi-pulse coding for error energy of less than 10 %, a) 
Original and b) Number of pulses.
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Here we propose a new regular excitation in the time domain, where different dec­
imation factors or pulse spacings are considered. A coder with the configuration shown 
in table 4/2 was set up. Rather than having a fixed pulse spacing, F  was allowed to vary 
between the values of 4,5,8,10,20 and 40, within an excitation frame size of 5 msec at 8 kHz 
sampling rate. Only the signs of the amplitudes and the index to the optimum grid are 
selected and transmitted. Hence the number of pulses varies between 10 to 1. Figure 4.26
(a) shows the histogram for the selection of the optimum grids. It is clear that the pref­
erence is for more pulses, but occasionally grids with fewer pulses are chosen. The above 
comparison is not quite fair, since, with the available number of bits, grids with fewer 
pulses can be more accurately quantized than only the pulse signs. The number of bits 
allocated to the quantization of the pulse magnitudes are given in table 4/2. Figure 4.26
(b) shows the histogram of the grid selections, with finer quantization of the pulse magni­
tudes for grids with fewer pulses. The selection of the grids has shown a shift towards the 
middle range values of F ,  where medium pulse rates with fairly accurate magnitudes are 
favourable.
Decimation 
Factor ‘F’
Number of 
Pulses ‘L’
Number of Bits 
per Amplitude
Total
bits
40 1 7 7
20 2 6 12
10 4 3 12
8 5 2 10
5 8 1 8
4 10 1 10
Table 4.2: Configuration of the excitation modelling in a Multi-grid RPE structure.
Figure 4.27 shows the excitation signals generated by the two techniques discussed 
above. Both systems included a single tap LTP filter updated every 5 msec in a closed 
loop manner. It seems that grids with less pulses and accurate amplitudes are chosen 
during the transition regions where the long term predictor is not very efficient. Accurate 
pulses help to reconstruct the pitch pulses much better and can model the fast rising or 
decaying transition periods much more accurately. During the voiced stationary regions, 
the LTPs contribution is high, hence generally a large number of pulses are selected. The 
resulted LTP residual signal is completely flat and only minor adjustments are needed to 
improve the matching. Occasionally excitation vectors with only a few major impulses 
are chosen to compensate for the aperiodicity in the original signal, which can produce 
large LTP filtering errors around some of the pitch pulses. The performances of the two 
techniques are fairly similar to one another. Objectively the method of adaptive pulse 
quantizatiou provided about 1/2 dB S N R s e g  improvement over that of the fixed method.
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Subjectively the adaptive method sounded sharper and crisper. This suggest that the role 
of the LTP filter is very important and its rapid build up is vital in efficient coding of the 
speech signal.
40 20 XO H 5 4
O r id  pulse ngs
Figure 4.26: Histogram of the grid selections for variable pulse spacings, a) 1 bit quanti­
zation of amplitudes and b) Non-uniform quantization of the pulses.
Figure 4.27: Excitation signals generated by different quantization techniques, a) original, 
b) Fixed amplitude quantization and c.) variable amplitude quantization.
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4 .4  S u m m a r y
Tlie use of multi-pulse excitation for representing the speech excitation signal is 
quite accurate at bit rates above 8 kb/s. Both multi-pulse and regular pulse excitation 
can accurately model the pitch pulses. However, since both structures have limits, ei­
ther on position coding or pulse locations, their performance drops drastically at lower 
bit rates. Therefore, one has to resort to LTP filtering techniques to remove the pitch 
pulses. Both coders minimise the error based around the pitch pulses. This produces poor 
modelling of the other excitation samples, resulting in poor performance. Investigations 
into the pulse amplitude coding of the multi-pulse structure have resulted in a favourable 
joint quantization of the magnitudes. This technique provides a 500 to 1000 b/s saving, 
assuming that independent pulse location coding is utilised. In the RPE structure, due 
to the limitations on the pulse locations, a large number of pulses are needed for high 
quality encoding of speech signals. A better RPE structure, allows flexibility in the pulse 
spacings and the amplitude quantizations. A multi-grid technique has been shown to he 
very efficient in constructing the excitation signal.
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C h a p t e r  5
C o d e  E x c i t e d  L i n e a r  P r e d i c t i v e  
C o d i n g
5.1 Introduction
As we have seen towards the later stages of previous chapter, the advantages offered 
by vector quantization of the excitation pulse magnitudes is very significant at medium bit 
rates. This combined with Analysis-by-Synthesis based algorithms provides the potential 
for high quality coding techniques at even lower bit rates. In 1984, to follow up his 
work on MPE-LPC, Atal introduced the idea of Code Excitation Linear Predictive coding 
(CELP) [78] based on the above two techniques. Over the following years CELP has 
been widely investigated by the researchers and utilised in many standards in the field of 
telecommuni cations.
In this chapter we investigate the role of various components of CELP coding com­
prising, i) LPC analysis, ii) LTP analysis in various configurations, iii) Codebook Excita­
tion modelling, iv) Complexity reduction techniques and v) Its performance against pulse 
excited coders. The aim is to understand the logic behind the algorithm and propose a 
high quality CELP based algorithm at medium bit rates.
5.2 C ELP  A lgorithm
The process of CELP coding is very similar to MPE and RPE. The main difference is 
that in a CELP algorithm both the pulse magnitudes and positions forming the secondary 
excitation signals are vector quantized. Such a procedure incorporated in a closed loop 
A-by-S structure can be highly efficient, leading to high quality coding at very low hit 
rates, at the expense of complexity. Code excited coders synthesize speech by filtering
properly selected white Gaussian seqnenc.es through two time varying linear recursive 
filters (LTP and STP). The excitation sequences are chosen in short blocks, usually referred 
to as vectors, by exhaustive search through a c.odebook of random white sequences. The 
algorithmic structure of the CELP can he classified into several steps as shown in figure 5.1 
and is categorised as follows
(1 ) - Initially, without any excitation sequences, the synthesized speech output is entirely 
generated from the memory of the all-pole filter from previous synthesized speech 
samples. The contribution of this past memory is subtracted out from the original 
speech signal to form a reference signal.
(2) - The contribution of a long term predictor, which introduces the desired quasi­
periodicity of the excitation signal is filtered through the all-pole synthesis filter and 
deducted from the reference signal to form the difference signal. This signal is then 
weighted and fed into the error minimisation procedure. This procedure takes place 
for limited pointer positions (lag values) within the predictor. The optimum lag and 
gain parameters are then recorded.
(3) - The optimum excitation vector, sometimes referred to as the innovation sequence, is 
selected from a codebook of L possible sequences with N elements. Every sequence 
is properly scaled and filtered through the STP recursive filter and the synthetic 
speech samples are compared to the difference signal to form an error signal.
(4) - The resultant error signal is then passed through a weighting filter, its mean squared 
error is computed, and the optimum vector which results in a minimum error is 
selected.
In the following sections we shall look at the role of each of the above steps in more 
detail and consider the effect of certain parameters of CELP coding in the process of 
speech reconstruction at medium bit rates. In order to have compatible and meaningful 
results throughout this chapter we shall confine ourselves to a single configuration of the 
CELP algorithm, as given in table 5.2. Any modifications to the coder structure will be 
pointed out if necessary. Also, no quantization procedures on the filter parameters or 
excitation gains are considered as we are only interested in the algorithmic performance 
of the coding structure.
Figure 5.1: Detailed schematic block diagram of a CELP system.
LPC Update Rate 20 ms
LPC Analysis Order 10
LTP Update Rate 4 ms
LTP Analysis Order 1
LTP Delay Range 32-179
Codebook Update 4 ms
Codebook Size 256
Table 5.1: Configuration of a reference CELP algorithm.
Step 1
Step 2
Step 3
Step 4
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5 .3  S h o r t  T e r m  P r e d i c t i o n
All linear prediction coding strategies are based on the performance of an all-pole fil­
ter in modelling the. vocal tract characteristics, usually with as few as ten filter coefficients. 
The CELP algorithm is no exception and relies heavily on the performance of its short 
term predictor. The A-by-S process attempts to combine the modelling of the excitation 
signal with that of the vocal tract. However the compensation of model inaccuracies in 
the vocal tract modelling process is at the expense of the analysis of the excitation signal. 
Hence it is vitally important to model the resonance frequencies as accurately as possible. 
The process of short term prediction has two unpleasant effects: a) Buffering delay and 
b) Frame boundary distortion.
5.3.1 Buffering Delay
One distinct feature of speech signals is their stationary nature over very short pe­
riods of time. This allows the constant representation of certain filter parameters over 
fixed intervals of time. Commonly, the synthesis filter parameters of the all-pole filter are 
computed by performing linear prediction analysis on a frame of input speech samples 
that have been stored in a buffer prior to further processing. In this way, the synthesis 
filter coefficients are updated every frame using forward adaptation, leading to a large 
encoding delay of at least one analysis frame due to the buffering of input speech samples. 
The update rate and LPC order will designate the rate of side information transmission 
as well as the processing time available. Obviously at very low bit rates the frame lengths 
are greater forcing less frequent update of the LPC parameters. This will result in re­
duced prediction accuracy, especially during rapid signal changes, such as during voicing 
transitions. Two solutions exist for decreasing the buffering delay. The first option is to 
shorten the frame length of the LPC analysis. This, while introducing better modelling of 
the short term correlations, will require more frequent update of the side transmissions. 
The second option is to utilise backward adaptive schemes whereby no side information is 
required for transmission (but clean error free synthesized speech should be available at 
the decoder for a high prediction performance). This is the basis of LD-CELP algorithm 
running at 16 kb/s. Its introduction at medium bit rates does not seem to be so successful, 
as discussed in later chapters.
It would therefore seem that algorithmic delays have both disadvantages and ad­
vantages and ultimately compromise must be reached between the bit rate and the coding 
delay.
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5.3 .2  F ram e B o u n d a ry  D is to r t io n s
For quasi-periodic signals LPC analysis is usually carried out over a time interval 
during which the spectral characteristics of the signal are approximately constant. The 
performance of an LPC predictor will show considerable variation when the position of 
the analysis frame is slightly changed. Figure 5.2 shows a portion of the utterance ‘Hello 
Operator’ spoken by a male speaker and a plot of the first partial coefficient, figure 5.2
(b), as a function of the position of the analysis frame. The LPC analysis was performed 
using the Durbin method [70] with a 20 msec rectangular window. Each point in the plot 
represents a new set of LPC parameters obtained by shifting the analysis frame by one 
sampling interval.
Samples
Figure 5.2: Fluctuations of the first parcor coefficient, a) Original Signal b) Rectangular 
window per sample, c.) Hamming windowing once per sample and d) Hamming window 
centered once per 160 samples.
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The rectangular window has sharp edges and thus poor side lobe response at high 
frequencies, creating a rapid variation of the prediction error as a function of window 
position. Such problems can be avoided by using non-rectangular windows as discussed 
in chapter 3. Figure 5.2 (c.) shows a plot of the first partial coefficient based on a Ham- 
riling window. Even though the Hamming window has an effective area half that of the 
rectangular window, the sample to sample fluctuations are completely removed.
These sample to sample fluctuations are not usually obvious when the LPC pa­
rameters are computed every 10-20 msec, figure 5.2 (d). In this case the high frequency 
fluctuations are folded hack in the lower frequency range. Instead poorer predictions are 
expected for samples at the edges. Figure 5.3'shows a histogram of the prediction error 
of samples across a frame of 20 msec duration. From this plot it is clear that the error 
increases at the frame edges. Two common solutions to rectify this problem are as follows.
Sa.Tn.jDle JPosi.ti.o-ns -in a 20  m sec p'rct-me
Figure 5.3: Histogram of the short term prediction error samples utilising a Hamming 
window.
a) Window Overlapping
The use of overlapping windows has long been successfully applied in signal process­
ing for the removal of block edge effects. Its principle is based on applying a window of N 
samples, of which M samples of the future and past frame are included within the current 
working frame, figure 5.4. Such a procedure automatically introduces an additional de­
lay of M samples since future block samples are considered and increases the complexity
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too. However, it has the compensating advantage that it smoothes out any discontinuities 
which might result from differences in the processing of consecutive frames since one frame 
fades out as its successor comes in.
L P C  a p p lied  fr a m e  o f  N - M  sa m p les
L P C  an a lysis fr a m e  o f  N  sa m p les  
O verla p p ed  r eg io n  M  sa m p les
Figure 5.4: Overlapped Hamming windowed LPC based frames.
b) LPC Interpolation
For LPC systems the analysis window is typically 30 msec long and the frame period 
is 10-25 msec. Longer frame periods correspond to lower frame rates and consequently to 
lower bit rates, if the same number of bits per frame are utilised. However, if the filter 
parameters are updated once every frame, the spectral transitions from one frame to the 
next become abrupt and the speech quality suffers. Therefore, interpolation of the LPC 
parameters is recommended such that there is a new set of parameters every 2.5 to 5 msec. 
The best set of LPC parameters for interpolation are the LPC poles but since these are 
not readily available one can use other forms such as log area ratios, PARCOR coefficients 
or the most favourable, the line spectral pairs (LSP). In this case, the new set of LSP 
is evaluated from the sum of the current and past or future weighted LSP. This can be 
mathematically expressed as
I s p f i k )  = 6 l s p c ( k ) + 7 l s p p / p ( k )  f o r  1 <  k  <  p  (5.1)
where I s p j  is the interpolated LSPs, I s p c  is the current LSPs and I s p p / p  is the past or 
future LSPs and <5 and 7 are the interpolation weighting factors. Obviously, the amount of 
weighting will depend on the application of the interpolated LPC within the frame. Usu­
J r 1
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ally, no interpolation is applied close to middle samples of the frame since LPC modelling 
is more accurate at these regions.
The LPC analysis update rate and the interpolation factors depend very much on 
the excitation update rate. The disadvantages of interpolation lie mainly 111 the delay and 
the complexity incurred. Interpolation of the LPC coefficients implies an additional delay 
of at least one frame. Note that this delay is far greater than the window overlapping 
technique since M << N. Also, since interpolated LPC coefficients are applied several 
times within a frame, the complexity of the synthesis of code vectors in CELP system is 
increased.
5.3.3 Short Term Contribution
The performance of the short term predictor or the synthesis filter cannot be directly 
measured. Since the filter is an infinite impulse response structure, with the prediction 
depending on the previous samples, its contribution is constantly changing from one sample 
to the next. In order to get a fair idea of the prediction gain one can monitor the output 
of the STP in a block oriented manner as shown by step 1 in figure 5.1.
Several factors may affect the performance and therefore variations of these parame­
ters are included in the objective test results given in table 5.2. Clearly, the STP provides, 
on average, about 2 dB of prediction gain. This is a very significant contribution, espe­
cially during steady state regions where maximum prediction gains of the order of 8 to 10 
dB are achieved. Unfortunately, during transients and onsets the STP prediction can he 
poor, leading to negative gains, figure 5.5. Higher performance can be attained if either 
the excitation update rate or the order of the LPC coefficients is increased. As shown, this 
leads to 1 dB improvement at the expense of increased bit rate. Finally, the interpolation 
of the LPC coefficients seems to have produced a slight increase in objective performance, 
however such changes should not be assessed on the merit of the STP memory contribu­
tion. The main feature of A-by-S is the interaction between the STP and the excitation 
signal. The attractive feature of this technique is its ability to consider the effects of 
the filter memories in reconstructing speech waveform. Inaccuracies in filter modelling or 
quantization distortions can all be accounted for and remedied by such techniques.
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Parameter Variation S N R s e g  
in dB
Reference 2.02
LPC Order Doubled 3.06
Excitation Update Doubled 3.18
Excitation codebook Doubled . 2.03
Interpolated LPC 2.23
Table. 5.2: STP contribution for different parameter variations.
-10.0 ----------------------- 1----------------------- 1_______________ i_______________ i
0 1000 2000  3000  4000
Samples
Figure 5.5: STP contribution in standard CELP a) Original b) LPC memory output 
contribution in dB.
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5.4 Long Term  Prediction
One strong feature of speech is its quasi-periodic.ity, sometimes referred to as the 
pitch. As previously stated, this is due to the regular opening and closure of the vocal 
chords during voiced regions. The short term predictor generally has a memory spanning 
over a few samples typically 8-16 samples. Since the long term correlations of speech 
vary between 16-150 samples then an STP is unable to model such features of the signal. 
Hence, a long term predictor is introduced to take account of such redundancies in the 
speech signal. A general description of a LTP all-pole filter model is
P ( z )  =  f 2 f h z - {M +k) (5.2)
h=0
where /%, 0 < k  <  q  are the tap gains of a q  -{- 1 tap predictor and M  is the predictor 
delay or lag. The predictor has a small number of taps, usually between 1-3, and the 
delays associated with these taps are around the pitch value or multiples of it. The system 
function for a transversal form pitch predictor is
P ( z )  =
ftoz M  1 tap
fio z ~ M  + (3\z~(M+i) 2 tap (5-3)
,  A > Z ~ M  +  f f i z - W + H  +  p 2Z- [ M + 2)  3 t a p
The filter is sometimes also referred to as a pitch predictor or pitch filter. Sometimes 
the use of the term ‘pitch filter’ is somewhat misleading in describing the action of this 
filter during unvoiced speech segments and even to some extent for voiced segments. We 
strongly emphasis the use of the term l o n g  t e r m  p r e d i c t i o n  with M  referred to as the 
delay or lag.
The. purpose of this section is to examine the role of this filter in more detail and 
consider possible configurations for estimating the predictor gain coefficients and the lag 
value. The. study considers the faults in modelling the pitch structure and reviews the 
possible solutions.
5.4.1 Open Loop LTP (OL-LTP)
The process of open loop LTP analysis is a very straight forward and non-complex 
solution to the estimation of the filter parameters. Its simplicity makes it a very attractive 
procedure, at the expense of parameter optimality and its application in low bit rate speech 
coding is still in evidence [36]. Open loop procedures are very commonly utilised in A-
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and-S schemes where near optimum filter coefficients are estimated from the LPC residual 
signal. Two distinct features of open loop LTP search methods are:
a) The optimisation is performed on the LPC residual signal and not the original speech
signal. Hence the effects of vocal tract modelling are not incorporated in the analysis.
b) The regeneration of the long term correlation is based on the original filter memories
at the encoder and no consideration is given to the changes in the filter memories at 
the decoder. Hence any signal distortions, such as algorithmic or quantization noise, 
are not incorporated in the analysis.
Figure 5.6 shows a schematic block diagram of a CELP system incorporating an 
open loop search method for the LTP filter. The original speech signal is first passed 
through an STP inverse filter to produce an LPC residual signal. Assuming the residual 
signal is r ( n )  and LTP filter of order q ,  then this signal is predicted from a set of previous 
samples to form an error signal
Figure 5.6: Open loop LTP analysis in CELP.
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e ( n ) = r ( n )  — Y ,  Pkr ( n  ~ M  — k)
k—O
<7
(5.4)
We are interested in minimising the energy of the error signal given by
iV-l
E *  = ]T  e \ n )
7 7 = 0
(5.5)
The predictor delay can be up to several pitch periods and in general is longer than N . 
Thus, if we assume that M  >  N  — q ,  the coefficients /% can be computed from a set of 
linear equations (( f ) f t  =  a), which written in matrix form for a general order 3 (ie q  =  2) is
* ( f ) ( M ,  M ) f t ( M ,  M +  1) <f>(M, M  + 2) P o ' cv(0,M)
( f>(M  +  1, M )  <f>(M +  1,M + 1) <f) (M  + 1, M + 2) P i = a(0,M + 1)
( f>(M  + 2, M )  c f ) ( M  + 2, M + 1) <j) (M  +  2 , M  + 2)
.  P *  . c*(0,M + 2)
(5.6)
where
N - 1
< K h j)  = Y  7i n  ~  i ) r ( n  ~  *)
7 7 = 0
and
(5.7)
N - 1
7 7 = 0
(5.8)
In general the matrix 0 is not Toeplitz and the Cholesky decoiiiposition bas to be 
utilised to solve the system of equations. For reasonable long term analysis frame sizes with 
a small number of taps, 0 can be modified to become Toeplitz with little loss in prediction 
gain. Such modifications allow for an efficient calculation of the filter parameters but they 
do not guarantee the stability of the filter. Equations 5.6 and 5.7 are used to solve the 
tap gains f t k  for all possible values of M  and the resulting squared error is computed from 
equation 5.5. Tlie value of M  that results in minimum error and the corresponding f t k  are 
taken as the optimum predictor delay and gain coefficients respectively. The calculated 
values of the LTP are then passed to the A-by-S loop where they are included in the 
modelling of the excitation signal.
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5 .4 .2  S e m i-C lo se d  L o o p  L T P , (S C L -L T P )
One major drawback of the above procedure is that the LPC residual signal utilised 
at the encoder does not entirely match the LPC residual signal at the decoder. That is 
to say that the quantization effects of the filter coefficients and the residual signal are 
not included in the analysis. Hence, to improve the prediction gain of the predictor it 
is vital to track the memory changes at the decoder side. This is simply achieved by
updating the memory of the LTP filter with that of the reconstructed residual r ( n )  rather
than the original LPC residual r ( n ) ,  figure 5.7. Thus, the set of linear equation given by 
equation 5.6 alters to (j)[3  —  a ,  where the terms of the square matrix <}> is given by
N —l
< fc i)  = S  fi n  ~  ~  0  (5-9)
7 1 = 0
and a  is
iV-1
r ( n ) K n  -  J )  (5.10)
7 1 = 0
Figure 5.7: Semi-closed loop LTP analysis in CELP.
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With such procedures, the potential for instability is reduced but as the parameters 
become more optimum they lead to sensitive algorithms. Regarding the complexity of 
these algorithms, the OL-LTP and SCL-LTP algorithms are fairly easy to implement on 
the new powerful digital signal processor chips. However, their complexity depends very 
much upon the lag search interval and the number of predictor taps. Simplified algorithms 
can be incorporated to take advantage of voiced periodicity, but this leads to degradation 
of the predictor performance during unvoiced regions [98].
5.4.3 Closed Loop LTP (CL-LTP)
The solutions so far reviewed are not considered optimal since they do not consider 
the effects of the STP filter. The lack of performance in OL-LTP filters is due to the 
mismatch between the LTP and STP memories of the original and at the decoder. In 
SCL-LTP the LTP memory mismatch is corrected by the use of the LTP decoder memory 
at the encoder. In CL-LTP analysis schemes this is taken one step further with the 
inclusion of the STP. Figure 5.8 shows a schematic diagram of a CELP coder with a 
closed loop LTP filter analysis procedure. The input to the all-pole STP for the current 
block is now given by
Q
v ( n )  —  u ( n ) + Y ,  ( h v ( n  -  M  — k )  0 < n  <  N  (5.11)
k— 0
where u ( n )  is the n i h  sample of the codehook excitation in the block: ( h , 0  <  k  <  q  are 
the tap gains of a q  + 1 tap predictor, and M  is the predictor delay. Given that h ( n )  is 
the impulse response of the STP filter, the synthetic speech y ( n )  can be expressed as
71 <7 71
V ( n )  = a^/*(i)c(n-i) + ]£2/?jfe][^/i(f)v(»-M-A}-i) + yo(») /or 0 < n  <  N  (5.12)
7=0 k=0 7=0
y ( n )  now consists of tliree terms: tlie first is due to the synthesis of the scaled codebook 
excitation crc(ri) in the current block, the second due to the synthesis of the excitation 
obtained from the pitch predictor v(w) from the past blocks, and the third is due to the 
filter memory y o ( n )  of the all-pole filter. Again we wish to minimise the error E ,  between 
the original signal and the synthesized speech
E  = 2  M w) “ V i 7 1 ) ?  (5-13)
7 1 = 0
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Figure 5.8: Closed loop LTP analysis in CELP.
Tlie last term in equation 5.12 remains fixed during the minimisation and the problem 
reduces to determining the remaining unknown parameters a ,  c(n), /% and M. Although 
the c.odebook excitation and the LTP filter parameters can be found by exhaustively 
searching all the entries in the codehook at all possible LTP lag values, this procedure 
becomes computationally very expensive and sub-optimal solutions have to be used. One 
way of reducing the complexity is to obtain the pitch predictor and the codebook excitation 
sequentially in two steps [87][86]. First, it is assumed that the codebook excitation is zero 
and M  >  N .  Then a search for a delay value of M  and the predictor tap gains is made 
such that the error E  is minimised. Once again the error minimisation leads to a matrix 
of the form, f i f i  = a .  Given that
n
Hi)v(n — M — i) 0 < n < N (5.14)
7=0
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Then the square matrix fi is
<Ki>k )  -  z u ( n  + j ) z M ( n  + k )  0 < j ,  k  <  q  (5.15)
7 i= 0
and the a matrix as
JV-l
— 5Z y ( n ) z m(71 + k )  0 < k  <  q  (5.16)
7 1 = 0
where y ( n ) is the difference between the original signal and the STP memory contribution. 
Once again, Cheloskys decomposition is used to calculate the gain values (3 k for all possible 
values of M  and the resulting error is computed. The value of M  that results in minimum 
error and the corresponding gain values are used as the optimum filter coefficients. Such 
a search is extremely complex, since each candidate vector from the LTP memory is 
clocked out, synthesized and then cross-correlated with the reference signal. The main 
component of the computational load stems from the synthesis of the LTP candidate 
vectors. Simplified solutions can be utilised but they lead to a drop in the prediction gain.
5.4.4 High Resolution LTP (HR-LTP)
Investigations of equation 5.11 reveal that in most cases, when the signal is periodic, 
the delay M  + k  corresponds to a pitch period (or possibly an integral number of pitch pe­
riods). The high frequency components of the error signal frequently show less periodicity 
compared to the lower frequency components. A multiple-tap, long term predictor can 
provide a frequency dependent gain factor in the prediction loop [53]. Moreover, due to 
the use of a fixed sampling frequency, unrelated to the pitch period, individual samples of 
the difference signal do not show high period-to-period correlations. The high order LTP 
provides an interpolated lag with much higher correlation than the individual samples.
For any band-limited continuous signal »(£), the long term predictor for a 1-tap filter 
of gain (3 and delay r  is defined as
p ( t )  =  f  ( 3 x ( t  -  t ) (5.17)
J o
However, since in digital signal processing we are dealing with a non-continuous 
signal, the process of sampling modifies the above equation to
N - 1
N - 1
P(n) = E  Px(n ~ M ) (5.18)
0
Comparisons of the above equations reveal that a signal with a period r  is now 
realized in the discontinuous time domain by restricting the delay to be an integer value, 
ie t  = M . Due to this restriction, the predictor cannot cope with arbitrary pitch intervals
prediction gain depends on the sampling frequency f s . Given that the pitch delay is MT, 
where T  is the sampling period, then an increase in the sampling frequency f s , which is 
equivalent to decreasing the sampling period T , increases the prediction gain.
As previously mentioned multi-tap predictors can interpolate between adjacent sam­
ples but this is at the expense of the channel capacity. A typical 3-tap LTP filter would 
require somewhere between 7 to 9 bits for encoding of the predictor gains. This is about 3 
times more than required by single tap predictor. Based on these observations, a first or­
der predictor having a high delay resolution should provide a more efficient representation 
of the filter coefficients.
As mentioned earlier a higher delay resolution is achieved by increasing the sampling 
frequency. Such a process is commonly known as up-sampling or interpolation. An increase 
in the lag resolution can be specified by an integer number of samples at the sampling 
rate /s, plus a fraction //[/, where / = 0 ,1,2 ,...,(/  — 1 and I and U  are integers. Such 
a representation of a non-integer delay corresponds to an integer delay of I at a sampling 
rate of f//s. To implement up-sampling by a factor of U ,  we need to insert U  — 1 zeros 
valued samples between each sample of the rate f s . The resulting signal should then be 
properly low pass filtered at its Nyquist rate to obtain an interpolated version of the signal, 
figure 5.9.
and hence a loss in the prediction gain is incurred [53][102]. For periodic input signals, the
I
1
r r
Upsample Interpolation
Filter
Input Upsampled 
Added zeros
Interpolated
Figure 5.9: Upsampling process.
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High resolution LTP filtering requires the upsampled signal to be delayed by I sam­
ples and then decimated to the original sampling rate. The resulting signal is then the 
original signal with a non-integer delay of l j U . The design of the interpolation filter is 
crucial since the aliasing components in the decimation process should be very much at­
tenuated. An FIR linear phase filter assures a fixed delay in the interpolation filter. As 
suggested by Kroon [53], a Hamming weighted sine function can be very simple and effec­
tive, figure 5.10. An interpolation filter with a unit sample response of N samples, has a 
delay of ( N  — l)/2 samples at the high sampling rate of U  f s . At the lower sampling rates 
N  must be chosen so that
N  =  2 1 U  + 1 (5.19)
This restriction compensates for the delay at the lower sampling rate /, so that 
( N  — l )/2 is an integer multiple of U .  One advantage of the windowed sine function is 
its efficient implementation using polyphase structures [32], since for fractions equal to 
zero, the corresponding polyphase filter bas only one non-zero coefficient, reducing the 
convolutional process to a delay operation.
Efficient pitch predictors are vital in producing hig'h quality speech at low bit rates. 
The integration of LTP with fractional delays in CELP based coders can present several 
problems. Due to the filtering operations in the interpolation process, a knowledge of 
current input samples may be necessary if short lag values are within the search range. 
Application of open loop search methods are straight forward, since knowledge of the 
current residual signal is known. However in closed loop A-by-S search procedures the. 
problem is more serious. If the lag search values are less than the filter delay, then 
knowledge of the input signal of the present frame is required. Usually, the assumption 
is made that the signal is followed by zeros in the present frame or other appropriate 
actions are taken [60]. A further problem is the effect of the recursiveness in the search 
for optimal delays, thus preventative measures are needed to avoid such problems. Long 
term predictors with fractional delays overcome the effects of pitch doubling or multiples 
of the fundamental frequency. Avoiding such effects results in a smoother lag contours, 
corresponding to the pitch. This can be advantageously utilised in incorporating schemes 
where the computational complexity is lowered.
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Figure 5.10: Interpolation filter a) Impulse response N = 129 and b) Frequency response. 
5.4.5 LTP Perform ance in CELP
So far we have discussed the role of the LTP filters but as yet we have not fully 
considered their performance within an A-by-S coding structure. In this section the per­
formance of all the above procedures in terms of prediction gain ( S N  R s e q  in dB) is carried 
out. In order to bave a better understanding of the results, two different reference coders 
are chosen. The first is defined in table 5.2, the second coder is similar but uses an ex­
citation update rate of 5 msec, resulting in a lower bit rate coder. The prediction gains 
are evaluated using 10 minutes of speech including both female and male speakers. The 
results are listed in tables 5.3 and 5.4.
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LTP
Configuration
Predictor order
1 2 3
OL-LTP 10.05 10.74 10.98
SOL-LTP 10.65 11.80 12.35
CL-LTP 11.96 12.91 13.56
HR2-LTP 12.54 ---- ----
HR4-LTP 12.55 ---- ----
HR8-LTP 12.63 ---- ----
Table 5.3: SNRseq of the LTP performances in a CELP system for an excitation update 
rate of 4 ms.
LTP
Configuration
Predictor order
1 2 3
OL-LTP 8.39 8.99 9.23
SOL-LTP 8.83 9.72 10.28
CL-LTP 10.74 11.06 11.88
HR2-LTP 11/23 ---- . ----
HR4-LTP 11.39 ---- —
I4R8-LTP 11.46 ---- ----
Table 5.4: SNRseq of the LTP performances in a CELP system for an excitation update 
rate of 5 ms.
From the segmental SNR results it is clear that closed loop A-by-S procedures, in 
calculating the LTP filter parameters, result in far greater parameter optimality than any 
other procedures. Also, as expected, increasing the number of taps results in increased 
prediction gains for each LTP scheme. Informal subjective testing confirmed the objective 
observations made. In both the open loop and semi-closed loop schemes (OL-LTP and 
SCL-LTP), the reconstructed speech was very noisy and soft. In comparison, the CL- 
LTP technique provided a sharper and crisper output. During the tests, one interesting 
observation noted was the high number of unstable cases encountered with the OL-LTP 
technique. The effect was further enhanced by fast talkers, especially during transient 
regions. It was found necessary to lim it the LTP gain values in order to avoid such 
conditions. Another point in the success of closed loop analysis in terms of subjective 
quality is the inclusion of the perceptual weighting filter which is omitted in other analysis 
schemes.
The inclusion of fractional delays seems to he very much dependent on the contri­
bution of the LTP and the codehook size. At high update rates of the excitation vector, 
any disruptions from the LTP filter are compensated by the contributions from the code- 
book. However, the subjective improvements are still noticeable, even between upsampled
signals of interpolation factors 4 and 8. At lower LTP update rates the improvement is 
very significant both subjectively and objectively. The reconstructed signal has very much 
the same features as that produced by a 3- tap LTP filter, and requires a lower channel 
capacity. The output quality also lacks the roughness that is present in certain female 
speakers with a multi-tap structure. Another attractive feature of non-integer delays is 
the smoothing of the predictor lag that results from the avoidance of pitch doubling or 
multiple pitch values, figure 5.11. This aspect of LTP filters with high temporal resolutions 
can yield a less complex and robust coding technique.
20.0
N o .  o f  f r a m e s  ( 4 0  s a m p l e s )
Figure 5.11: LTP lag contour a) Reference coder and b) Upsampled by 2.
5 .5  C o d e b o o k  E x c i t a t i o n
The process of CELP coding is based on the vector quantization of the pitch residual 
(excitation) signal in a closed loop scheme. This is done by describing the excitation vector 
as a gain and shape. The latter is selected from a fixed codebook that reflects the statistics 
of the signal to be encoded. The initial suggestions by Schroeder and Atal [78], are for the 
use of a unit variance, Gaussian populated codebook in modelling the excitation signal. 
However, since then several different codebook modelling proposals have been put forward 
to improve the performance or reduce the computational load. In the following, a detailed 
investigation is carried out into the role of the excitation signal and its effects in producing 
high quality speech at medium bit rates.
Looking back at equation 5.12, the excitation signal that is fed into the LPC synthesis
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filter is the linear combination of the output of a long term predictor and a scaled fixed 
codebook contribution. In previous sections we have considered the computation of the 
LTP parameters in different configurations. After the analysis of the LTP parameters, 
their effect inclusive of the STP memory is removed from the original signal to provide an 
error signal given by
<7 n
e(n) =  y(n) -  y0(n) -  Y  Pk Y  K*)v(n ~ i ~ M  ~  k) <7 =  0 , 1 , 2 , . . .  (5.20)
Ai=0 7=0
As usual, the aim is to select an excitation vector that results in a minimum energy 
error between the error signal and a scaled synthesized vector chosen from a possible L 
sequences. The filtered output contribution of the j th codeword in the present working 
frame is given by
t(j) = ^(i)#  c(i) (5.21)
where H is an NxN lower triangular matrix with the term in the mth row and the nih 
column given by the impulse response hm- n [99], c^) is an N-element vector with its nth 
component given by c\i\ and crti) is a scalar for the j th codeword. The total squared 
error E ^ \ representing the difference, between the difference signal d{n) ( or d in matrix 
notation) and the vector M  is given by
E® =\\d-<T®HcW ||2 (5.22)
where [| • ||2 indicates the sum of the squares of the vector components. The optimum 
scale factor crti) that minimises E^) can be determined by setting d E ^ /da^) — 0 which 
leads to
m dBcij)
<T(•’, = f W U T f  ^
and the error is given by
E(3) ="41'2 ~ t § £ y  (5'24)
The best matching codeword is obtained by selecting the index j  for which the error
is minimum or, equivalently, the second term on the right band side of 5.24 is maximum.
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Looking back at equation 5.24, the selection of the best code vector involves the 
computation of the following steps:
a ) Synthesis of the code vectors.
b) Square and cross correlation of the synthesized vectors with the difference signal.
c) Square and anto correlation of the synthesized vectors.
d) Selection of the minimum resulting vector.
The above steps makes the CELP algorithm one of the most complex schemes. Hence 
research has focused on efficient code vector selections which have reduced the complexity 
and still maintained or improved the excitation modelling.
5 .5 .1  C o d eb o o k  S t ru c tu r e s
A-by-S based coders are capable of producing speech of high quality at the expense 
of extremely high computational complexity. Reduction in complexity can be achieved 
with constraints on the structure of the code vectors. Such procedures may lead to a 
loss in performance, but the trade-off is usually far too great to be ignored in real time 
implementations. A major area of computational complexity reduction stems from the 
initial step of synthesizing the code vectors. Two common procedures adopted are the 
inclusion of zero samples and overlapping vector techniques. In the following a brief 
description of several codebook structures are laid out.
1) G aussian  P o p u la ted  : This in itial type of codehook modelling assumes a Gaus­
sian distribution of the pitch residual pulse amplitudes. Hence, each vector in the 
codebook can he considered as samples with random amplitudes of unity variance. 
Such a vector shape is a very close model of the excitation signal but it requires an 
extremely high computational effort as the effect of all samples within the vector 
need to be considered.
ii)  Sp arse  or C en ter C lipped  : Such a codehook is similar to the previously mentioned 
excitation modelling with the exception that many samples are forced to zero. In 
this way the computational complexity, in terms of code vector synthesis operations, 
is immensely reduced. Research has shown that up to 96 % of c.odebook samples can 
be zeroed with little  distortion to the output quality [34]. Center clipping a Gaussian
based code vector results in a sparse type of structure, with the percentage of clipping 
controlling the scarcity of the number of non-zero pulses.
i i i)  T e rn ary  : This type of codeboolc as the name suggests holds samples with only 
three possible amplitudes + 1 ,-1  and 0 [106]. Ternary codebooks are a derivation of 
sparse codebooks in which the pulse amplitudes are no longer random but of unity 
magnitude. The signs and positions of the pulses are all randomly chosen. Usually 
10 % non-zero pulses per vector are adecpiate in forming the codebook. This results 
in about 4 unity magnitude pulses at 5 msec (8 kHz sampling rate) vector update 
rates.
iv ) B in a ry  : In this codebook structure, the index to a vector is formed by transmitting
the sign of each pulse within the vector [75]. (NB: At the decoder the pulse positions 
must be known). With this type of structured modelling, the signs of each non-zero 
pulse are optimum, whereas in Ternary codehooks they are randomly chosen. Such 
an excitation model is very robust to channel errors since corruption of the excitation 
bits affect individual pulses rather than the whole vector. A further reduction in 
complexity can be accomplished by positioning the pulses in a regular structure, 
rather than random positioning procedures. The former was briefly explored in 
vector quantization of the regular pulse magnitudes in the previous chapter.
v ) O verlapped  : When using large codebooks of the order of 10 bits (equivalent to
1024 vectors) or above, the computational complexity can still be too great when 
operating at low vector dimension sizes. The above excitation modelling structures 
are efficient but still too complex for certain digital signal processor chips. In over­
lapped codebooks the vectors share M samples out of a total of N samples. Hence 
in synthesizing a new code vector only N — M samples need to be synthesized [56]. 
A new vector is then formed by shifting the old vector by N — M positions to the 
left or right. A major problem with this structure is the high correlation that exists 
between the neighbouring vectors, leading to inefficient modelling of the excitation 
signal, especially for low values of N — M. This type of codebook is very efficient in 
memory storage, as few samples need to be stored.
v i) F requency D om ain : The major complexity of codeword selection arises from
the filtering of the vectors. The previous codebook structures attempt to reduce
the computational complexity by placing zeroed samples within the vectors. How­
ever, the proposed methods impose.constraints on the codebook by including certain 
structures, which may not be suitable for excitation modelling. A fast procedure for 
the process of filtering in the time domain uses the frequency approach, where con­
volution is replaced by multiplication. W ith appropriate transformation techniques, 
no major degradation in the output quality should be observed. Computational 
reductions as great as 20 % are reported in utilising such techniques [99].
v ii)  F rac ta ls  : A new class of random signals of use as an excitation codebook for 
stochastic predictive speech coding is known as fractal noises [35]. Such signals de­
pend on the value of a single parameter in generating different excitation sequences. 
Because of this parametric basis to the codeboolt, more efficient coding can be ac­
complished. Furthermore, reduction in complexity is attained, since only a param­
eter value must be calculated. Such a structure may he complex, but sub-optimal 
frequency domain techniques have been proposed which are somewhat less complex.
So far, we have reviewed a general class of excitation models, which are the result of 
constraints on the structure of the codewords, figure 5.12. In all, the primary intentions 
have been the reduction in complexity and the improvement of quality. Unfortunately, 
both of these factors seem to be conflicting targets and trade-offs are necessary to achieve 
the desired goals. Table 5.5 gives an objective performance review of some of the above 
techniques, to assess the quality of different codebook models. From the point of view.of 
quality, all excitation structures seem to perform very close to that of the reference excita­
tion model, with the exception of 1 sample overlapping codebooks. A loss of about 1 dB in 
prediction gain has been incurred due to the high correlation existing between the neigh­
bouring code vectors. One. impediment to the use. of constrained excitation models is the 
training procedure. Certain structures, such as overlapped codebooks, make it virtually 
impossible to incorporate any training procedures in adapting the codewords to the. signal 
characteristics. Binary type codewords are almost optimal since pulse signs are optimally 
calculated. Thus, any training procedures would result in little  overall improvement. Con­
sidering the. complexity aspects of the codebooks, all versions are computationally more 
efficient, with overlapping codebooks being the best. Such structured codebooks are now 
very popular in real time implementations of CELP type coders [12][3].
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Gaussian
Sparse 
Center Clipped
Ternary
Binary
Overlapped Gaussian
N
Figure 5.12: Different codebook structures in CELP.
Structure Variation SNRseg / dB
Gaussian Reference 11.96
Center clipped 1.2 12.12
Sparse Center clipped 1.4 11.99
Center clipped 1.6 11.87
4 pulses 12.01
Ternary 6 pulses 12.11
8 pulses 11.98
4 pulses 11.66
Binary 6 pulses 11.78
8 pulses 11.83
1 sample 10.92
Overlapped 2 samples 11.45
4 samples 11.76
Table 5.5: S N R s e g  performance o f various excitation structure modellings.
In order to investigate the possibility of further simplifications without any loss in 
the quality of the synthesized speech, a comparison of the chosen optimum excitation with 
that of the corresponding pitch residual signal was carried out. What is of interest in this 
investigation is the amount of correlation that exists between the pitch residual signal and 
the shape of the vector quantized excitation signal. In order to investigate the amount of 
the correlation between the two signals, two techniques have been adopted: i) Least Mean 
Square (LMS) and ii) Cross Correlation (CC). In both cases, a measure of the correlation 
is computed for each entry in the codebook and classified in order. Then a histogram 
of the optimum vector indices is recorded. The results are shown in figure 5.13. In both 
procedures the difference signal is inverse filtered via an STP filter with the initial memory 
set to zero. The output is then normalised to a unit variance by the use of Root Mean 
Square (RMS) parameter. This normalised signal is then compared to each of the code 
vectors utilising the above mentioned techniques.
5 .5 .2  R e s t r i c t e d  C o d e b o o k  S ea rch
C o d e  v e c t o r  p o s i t i o n s
Figure 5.13: Histogram of optimum codewords for efficient search procedures.
The histogram for both comparison techniques shows very similar trends. It is 
interesting to note that vectors of either highest correlation or lowest correlation are likely 
to be chosen as optimum code words. Intuitively one would expect a high degree of 
correlation between the. shape of the optimum code vector and that of the pitch residual, 
hence the reason for high selection towards the left of the histogram plots. To explain 
the reasoning behind highly uncorrelated code vectors being chosen as optimum vectors
i l l
we need to consider another parameter in the A-by-S loop, namely the sign. During 
the investigations it was found that the peak to the left of the histograms corresponds 
to positive gains and negative gains coincided with the peaks at the right of the plots. 
Hence, if the sign parameter is included in the above analysis then the false impression 
given by the plots will he cleared. Ill other words, negating a highly uncorrelated vector 
that does not match the pitch residual signal in shape, will make it highly probable to 
be chosen as an optimum code vector. The primary conclusion of the above results is the 
reduction in complexity that can he achieved by selecting only a few appropriate code 
vectors from the entire codebook in the A-by-S procedure loop. Rather than searching 
the entire c.odebook, one can search for a given number of vectors that are either highly 
correlated or uncorrelated with the pitch residual signal. This will obviously cause some 
degradations since a full search of the code vectors is not carried out. To investigate the 
amount of degradation caused in the synthesized speech, objective evaluations of SNRseg 
for different selection of code vectors in the A-by-S loop search procedure, were carried 
out, Table 5.6. From the results, it is clear that a 30% closed loop search of the code 
vectors around the correlation peaks, results in a 0.5 dB drop from the reference coder 
using a 100% search, utilising either of the two matching techniques. The subjective 
output quality was quite indistinguishable at such percentage search coverage and above. 
In terms of complexity, assuming a short term predictor order of P and vector dimension 
N, then for a c.odebook of size L, approximately LNP multiply-adds are required. In 
the restricted codehook search we synthesize a percentage 6 of the code vectors, i.e LN P9 
multiply-adds, with an additional NL multiply adds for the detection of sub-optimum code 
vectors. Since NL «  NLP9 , the reduction in complexity is approximately (100 -  6) %. 
As an example, taking the reference coder of table 5.2, a restricted search of 9 = 30%, 
would result in approximately 60 % reduction in complexity. Such a reduction is vital 
when very complex CELP algorithms are considered.
Percentage of 
Search 9
Cross
Correlation
Mean Square 
Error
100 11.96 11.96
80 11.89 11.92
60 11.77 11.80
50 11.61 11.76
30 11.54 11.48
20 11.22 11.17
Table 5.6: Performance o f a CELP coder for various restricted search thresholds.
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5 .5 .3  C o d e b o o k  E x c it a t io n  C o n t r ib u t io n
The study of the excitation modelling so far has been based on improving the code- 
book structure for higher quality and lower complexity. The contribution of the' codebook 
excitation is crucial, since it is this structure that will compensate for the changes in the 
LTP Alter. The optimum codebook index and gain are evaluated in a closed loop manner, 
hence, the overall contribution will always be positive. No matter what the codebook 
structure is the search for the optimum code vector and gain will result in a reduction in 
energy. This was demonstrated in the previous section on different excitation models. All 
the models contributed to the excitation modelling but the degree of their contribution 
depended on the structure of the code vectors. During the investigations of the reference 
coder the average contribution from the fixed c.odebook in SNRseq was about 6.4 dB. 
At times the contribution was as high as 18 dB. There are two problems in excitation 
modeling in a CELP type system.
Firstly, during the search for the optimum search, the samples at the beginning of 
the vector would contribute more than the samples at the end. We saw the existence of 
this problem in the previous chapter with the search for optimum pulses in a multi-pulse 
excited coder. Solutions were put forward that can he applied here, but at the expense of 
complexity and buffering delay.
Secondly, the excitation contribution will very much depend on the performance of 
the LTP filter. Since the LTP filter is considered before the fixed codebook contribution, 
the LTP output will try and match all the signal characteristics of the speech. Since we 
are using a simple mean squared error criteria, the LTP excitation search will match the 
quasi-periodicity of the signal, the effects of STP filter memory and any inaccuracies in 
the vocal tract modelling. Hence, what is left for the codebook excitation to match, in the 
form of reference signal, may not necessary have any of the original speech characteristics. 
An analysis of this in the frequency domain, in the form of the magnitude spectrum, is 
shown in figure 5.14. As we can see the original speech has a spectrum that exhibits both 
the vocal tract and the excitation characteristics, with the fine spectrum depending on the 
nature of the excitation. Initially the LTPs contribution in a form of a flat spectrum is 
synthesized through the STP, which places the formant structure on the excitation signal. 
The output will thus be very close to the original, depending on how good the LTP residual 
is. Hence, the resultant reference signal will exhibit a flat spectrum. The next stage of 
the coding is to take a scaled optimum code vector from the codebook and synthesize via 
the STP filter. It is clear that if the code vector structure is to be of a white Gaussian 
type then the codebook contribution will have an envelope spectrum close to that of the
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speech, which is then matched to the reference signal which has a flat spectrum. This 
clearly can not be allowed.
In reality, the LTPs contribution will not be as good as the original. Thus the 
reference signal will not be exactly fiat. But the point that is being made here is that 
the codebook vectors should not be filled with white Gaussian noise. This is why proper 
codebook training can be beneficial. Figure 5.15 shows an example of this problem for 
two frames of speech, coded utilising the reference coder. It is clear that in both cases the 
LTPs contribution bas resulted in a reference signal with a magnitude frequency spectrum 
very similar to the un-synthesized code vectors magnitude spectra. It must be pointed out 
that pulse excited coders will not exhibit this problem since the freedom of pulse locations 
and amplitudes in excitation modelling will rectify this complication.
Input
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So what is the solution? Well, there seems to be no simple solutions to rectify 
this problem. Joint optimisation of the LTP and the fixed codehook would reduce this 
problem but would not remove it completely. Training the c.odebook is another possibility, 
but since the c.odebook size is bounded, a limit is imposed on matching certain reference 
shapes. Utilising a different set of LPC coefficients for each codebook is a possibility but 
the evaluation of these parameters is not an easy task. What is needed, is for the fixed 
codebook to match those frequencies that are not characterised by the LTP filter. This 
would require a knowledge of the LTPs contribution and may also lead to side information. 
So it seems the problem is inherent and nothing much can be done. Maybe this is the 
reason for the poor performance of the CELP type coders at very low bit rates.
T i m e  (m s e c )  A T i m e  ( m s e c )
O 10 2 0  O  IO 2 0
F r e q u e n c y  ( k H z )  F r e q u e n c y  ( k H z )
Figure 5.15: Examples of the CELP coding for two different speech frames, a) Original 
speech frame, b) Original speech magnitude spectrum, c.) LTP contribution magnitude 
spectrum and d) Reference signal magnitude spectrum.
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5 .6  P e r f o r m a n c e  A g a i n s t  M P E  a n d  R P E
CELP is known to be a very powerful technique at medium bit rates of 6 kb/s and 
above. To verify its performance superiority, a comparison test was set up against the pulse 
excited coders. Three coders were tested, i) Multi-Pulse LPC (MPE), ii) Regular-Pulse 
LPC (RPE) and finally iii) Code Excited LPC (CELP). The two performance criteria used 
are an objective measurement in form of segmental signal to noise ratio and a subjective 
criteria as Mean Opinion Score (MOS). The latter test was carried out at two bit rates of
6.5 and 8 kb/s. The structure of the algorithms are summarised in [91], and the results 
are shown in Figure 5.16.
Regarding the objective test results, all the coders performed very close to one 
another at all bit rates. Although the multi-pulse coder scored lower at all bit rates, it 
showed a consistent increase in SNR for higher bit rates in comparison to the other coders.
The subjective tests confirmed the superior performance of CELP coders over pulses 
excited coders at both bit rates. This is mainly due to the distortions caused by these 
models, which in the CELP scheme is perceived as white noise. Such a distortion was 
found to be less annoying than impulsive distortions or short noise gaps. The MPE again 
scored low, while the RPE structure performed close to the CELP at the highest bit rate. 
This emphasizes that the performance of pulse excited coders at higher bit rates is as good 
as CELP schemes. Performance of the RPE scheme was judged better than MPE at both 
bit rates which confirms the need for more pulses in meeting the quality.
Objective Evaluution Subjective Evaluation
I |
RF*E
Bit Rate kb/s
Figure 5.16: Objective and Subjective performance of three A-by-S Coders.
O.S kb/s 8.0 kb/s
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5 . 7  S u m m a r y
In this chapter the performance of the CELP algorithm in different configurations 
was thoroughly examined. The major contribution to the high quality is due to the LTP 
filter being applied in a closed loop formation. The use of the closed loop scheme is 
very effective but on the other band violates the basic structure of the. CELP system. The. 
excitation contribution is very much dependent on the LTP performance and the codebook 
size. Codebook training and structured vectors can provide significant improvement in 
quality performance but this tends to be at the expense of complexity.
The complexity of the CELP algorithm is very high and research is still continuing 
towards a single DSP implementation. The complexity reduction techniques have been 
mainly centered around different codebook structures and the best code vector search 
procedures. All these techniques result in complexity reductions at the expense of reduced 
quality. Nevertheless CELP is a promising algorithm compared to pulse excited schemes. 
It is a major contender in almost every modern standardization program where its success 
is very much dependent on the DSP technology.
C h a p t e r  6
F r a m e  S u b s t i t u t i o n  S t r a t e g y
6 .1  I n t r o d u c t i o n
In the previous chapters, our efforts have been concentrated on improving the mod­
elling of the vocal tract and the excitation signals and thus improving the quality of the 
processed speech. Such techniques result in unwanted side effects such as increase in com-' 
plexity (leading to longer delays), higher power consumption and above all sensitivity of 
the coded parameters to channel error conditions. As more and more standards are being 
set in the world of PSTN, mobile communications, wide band audio, Hi-Fi, etc. more 
complex low bit rate coders are emerging as the candidates for such applications. One 
issue that is nowadays becoming very important is the robustness of such algorithms to 
channel error conditions. ly y
High speed, packet switched communication networks have become increasingly im­
portant in recent years [63][108]. One side effect of these systems is the control of the 
packets held in a traffic, queue. When a network is congested, packets are held in queues 
at the switching nodes, causing delays in delivery of the packets. A simple and effec­
tive remedy for the congestion is the dropping of the packets, which can cause severe 
degradations in voice communication services. In Digital Mobile Radio Systems (DMRS), 
spectral efficiency is one of the main priorities. Apart from employing low bit rate coders, 
another measure in increasing the spectral efficiency in the cellular mobile environment 
is the employment of carrier frequency re-use techniques between adjacent cells. Such 
techniques cause co-channel interference as terminals approach the cell boundaries. The 
effects of fading, shadowing and multi-path are also experienced in digital cellular sys­
tems, resulting in distortions of the transmitted data. Such effects will result in total
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loss or corruption of the transmitted data, resulting in severe degradation of the output 
processed speech. In the baseband, these distortions manifest themselves as bursty errors 
which severely degrade the output speech at the receiver. Forward Error Control (FEC) 
techniques are often incorporated to correct these errors [84][101]. Due to transmission 
bandwidth scarcity on these systems, the redundant capacity allocated for FEC is often 
quite small. Therefore, under more severe channel degradations, FEC often fails. At such 
instances, the transmitted speech parameters are effectively erased and lost. For some 
speech coding algorithms [93][31][65], it bas been shown that if such loses are indicated to 
the speech synthesizer, appropriate frame reconstruction or replacement strategies can be 
utilised in mitigating the effects of these channel erasures.
Frame reconstruction techniques are predominantly used in waveform coders [81][10]. 
These entail the substitution of the lost frame with a speech waveform of the same du­
ration, hopefully perceptually similar to the lost one. The only source of degradation in 
this strategy is the difference between the two waveforms. Predictive type speech coders 
[5][55][78][40] incorporate filters with memories which present an extra source of degrada­
tion under heavy channel errors. The loss of a frame invariably results in a corruption of 
these memories. The extra degradation therefore results from the use of this memory dur­
ing speech synthesis for future correctly received frames. The simple frame reconstruction 
strategies are thus unsuitable for these coders. Frame reconstruction strategies which cut 
down on the propagation of the corrupted biter memories have to be adopted.
As reported in the previous chapters, the ratification of CELP coding in various 
narrow bandwidth applications [8][49][95][98] lends further weight to the supposition that 
the CELP algorithm is one of the most promising for high quality speech at medium to low 
bit rates. Relatively rudimentary lost frame reconstruction strategies have been reported 
for these applications. However, for lower bit rate applications, where the information 
is even more compressed, more robust strategies will be required. In this chapter, we 
report on a novel lost frame reconstruction strategy for a 6.8 kb/s Vector Sum Excited 
Linear Prediction (VSELP) type coder. The work reported in this chapter was initiated 
by a project to design a frame reconstruction strategy operating on a CELP type coder 
running at bit rates of 6 kb/s to 8 kb/s, for the half rate GSM system. The Reed Solomon 
FEC technique was employed due to its burst error handling capability, a strong feature 
of the half rate GSM channel errors. Additionally R-S FEC is able to indicate lost/bad 
frames, thus avoiding the need for bad frame indication strategies.
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The rest of this chapter is structured as follows: The following section provides 
an insight into the European DMR standardization specification for the half rate GSM. 
This is followed by a detailed description of the speech coding algorithm and the internal 
redundancies incorporated in tackling any effects of the remaining residual errors. Next 
the classification of the parameters in order of their sensitivities is considered. This is 
followed by an analysis of the channel conditions and a brief look at the Reed Solomon 
EEC technique. The frame substitution strategy is divided into two sections: i) LPC 
recovery and ii) Excitation recovery. The final sections discuss the results obtained and 
give some concluding remarks and future avenues of study and enhancement.
6 .2  E u r o p e a n  D M R ,  S t a n d a r d i z a t i o n  S p e c i f i c a t i o n s
In late 1992, a new Pan-European digital mobile cellular telephone system (the 
GSM system) will be simultaneously introduced into service in 16 European countries. 
The development of this system included the study, evaluation and specification of a 13 
kb/s Regular Pulse Excitation Linear Prediction Coder. The access method chosen is the 
Time Division Multiple Access scheme, which allows 8 user channels to be modulated onto 
each carrier. The gross bit rate of the user channel (with error protection redundancy bits) 
is 22.8 kb/s, to allow satisfactory operation under high interference conditions.
In anticipation of future growth in the demand for mobile services, the specifications 
have been prepared to accommodate so-called half rate speech traffic channels operating at 
a gross bit rate of 22.8/2 = 11.4 kb/s. In this way, two speech channels can be interleaved 
in the space now occupied by one full rate channel. This facility will effectively double the 
traffic capacity when a speech coder with a suitable performance, is available.
The following presents a short summary of the design guidelines and requirements 
that have been set up by GSM, concerning speech quality, delay and complexity. Can­
didates were invited to submit a solution to meet the qualification test requirements. A 
general outline of this requirement is given in table 6.1.
Gross hit rate. 11.4 kb/s including channel coding
Frame length multiple of 10 msec (114 bits)
Sampling rate 8 kHz
Interleaving Not more, than 8 subframes 
using 57 bits/subframe
Over-all delay < 90 msec
including processing, interleaving 
and transmission
Speech Quality Reference quality is full-rate channel 
using the. GSM RPE/LTP-LPC standard
Average quality I Q H A L F - R A T E  ~  Q F U L L - R A T E  |< 1-5dB
Error, level 
and tandeming
Q H A L F - R A T E  > Q F U L L - R A T E  “  3dB 
for each individual condition
Non-Voice Signals All information tones defined by 
CCITT Rees. Q35,Q23
Complexity Max. 4 times full-rate channel
Table 6.1: Basic Specifications for the GSM Half-Rate Traffic Channel.
The basic aim is to achieve an overall solution including both speech coding and a 
channel coding/interleaving scheme optimised to the speech coder, within the gross bit 
rate of 11.4 kb/s. Thus no specific bit rate has been determined for the speech coder.
The specified channel error information was based on a simulation of a flatly fad­
ing channel and one interference channel. Three different conditions were pnt forward, 
depending on the carrier-to-interference levels and on the use of frequency hopping tech­
niques. The channel conditions are summarised in the table 6.2. Soft decision information 
is also available to the source and channel coders.
Condition Gross error rate
EPO No errors 0
EP1 C/I = 10 dB 4.5 %
EP2 C/I = 7 dB 8.3 %
EP3 C/I = 4 dB 13.4 %
Table 6.2: Channel error conditions for the half-rate GSM [9].
Active research throughout Europe has been going on to find a solution which would 
meet the above requirements. The following section gives a summary of the effects these 
specifications would enforce on the design issues.
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6 .2 .1  H a l f -R a t e  G S M  S p e c if ic a t io n s
The specifications set by the half rate GSM committee place limits on the design 
features of the speech .coder. They also, to some extent, narrow down the type of coding 
structures that can be employed. A step-by-step analysis of the entries in table 6.1 reveals 
certain features of the speech algorithm which are summarised as follows:
Source b it ra te  : In full rate GSM coder the source coder was running at a bit rate of 
13 kb/s with the remaining 9.8 kb/s assigned to the channel coding. That is to say, 
that approximately 57 % of the channel capacity was occupied by the source coding. 
The decision for the half rate GSM source coding bit rate was left to the candidate’s 
judgements. From the reflections of the bit mapping of the full rate GSM, it was 
apparent that similar division ratios were to be expected within- the half rate gross 
bit rate. This indicates a speech coder running at bit rates of around 6.5 to 7.5 
kb/s. This set a challenging target, since the speech coder was required to produce 
full rate GSM quality at half the bit rate and the channel coder bad to cope with a 
channel that was twice as bad as the full rate with only half the capacity assigned 
to the FEC.
F ram e Length  : In the full rate GSM, only a single time slot within a TDMA frame is 
accessible by the user. The data capacity is 114 bits (2 x 57 bits) in each time slot. 
This results in a minimum multiplexing time of 5 msec, since the data rate of the 
channel is 22.8 kb/s. For synchronous accessing of the speech channel, frames of 
5 msec multiples are required. If the speech coder is based on an LPG technique, 
updated every 20 msec, there is no difficulty in integrating the speech algorithm 
with the multiplexing scheme. This, in a way, sets a restriction on the half rate 
GSM speech frame update rate. In half rate GSM, since the users have access to 
every other TDMA frame, time slots can only be accessed at intervals of 10 msec. 
Hence the frame update rate must be multiples of 10 msec. Since a 10 msec update 
rate results in unnecessarily frequent transmission of LPG side information, and 
buffering delays of 40 msec and above result in inaccurate modelling of the speech 
vocal tract, one is left with two choices. Either 20 msec or 30 msec for an LPC based 
coder operating on the half rate GSM multiplexing structure.
In te rleav in g  : The interleaving process in the full rate GSM spans three speech frames, 
but is of two frames duration. The main advantage of interleaving is the randomising
of bursty errors so that better coding gains can be achieved by the channel coder. The 
disadvantage is the increase in the overall delay and the computational complexity. 
Since the speech coding algorithm will be based on frames of duration 20 or 30 
msec, it is quite likely that the delay will be high. However, the decision to utilise 
an interleaving process is really based on the type of FEC applied. Convolutional 
coders perform far better with random errors, while coders such as Reed Solomon 
prefer the opposite. The depth of interleaving is another issue which provides further 
gain at the expense of increased delay on the transmission performance.
D elay : In any transmission system, delay is of major concern to the system operators. 
The two main reasons for this are as follow: a) A long delay between the subscriber 
talking and receiving a reply often disturbs the flow of conversation, and b) Reflec­
tions due to mismatches at switching nodes, generate echoes which again can be 
disturbing to the users. With the use of satellite links for connections over long dis­
tances, this dilemma is further amplified. In the European DMR system the overall 
delay of the system is around 80 msec. The delay limit of the half rate system was 
set to 90 msec. This is a difficult condition to meet since almost all other coder 
specifications would perform better at higher delays.
Q ua lity  : The basic operation offered by the system is to set up and maintain the com­
munication channel between the. customers with a certain specified quality level. In 
comparisons to analogue schemes (FM), digital coders do not give high quality speech 
under error free channel conditions. Their advantage lies in their performance under 
the poor channel conditions typical in mobile applications. Hence, for the DMR sys­
tem, only average typical quality was expected. This was also the condition imposed 
on the half rate system, with a slight degradation in the perceived speech quality. If 
the expected bit rate for the source coders is around 6.5 kb/s then only a handful 
of existing algorithms were expected to meet the objectives, A-by-S schemes such as 
CELP being the main contenders.
E rro r C onditions : As mentioned in the previous section, the superiority of digital 
coders over analogue coders, is their ability to perform better under poor chan­
nel conditions with the help of FEC schemes. Mobile channels are considered to 
be one of the most noisy operating environments. Therefore, robust speech algo­
rithms and powerful FEC schemes are required. Three error conditions were utilised 
in characterising the channel. These are listed in table 6.2, where C/I of 10 dB is 
assumed to represent a 90 % cell coverage.
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Non-Voice S ign a ls  : As well as speech communication services, the I)MR system has 
to provide data services for subscribers. Such systems require the ability to handle 
non-voice signals, such as tones, for dialing. These signals can be encoded separately, 
bnt this requires a detection mechanism which is not easy. A simpler solution and far 
more convenient is to ensure that the speech coding algorithm can handle non-voice 
signals. This is also a difficult task since LPC modelling assumptions and perceptual 
modelling procedures can result in distortions of non-voice signals.
C o m p lex ity  and Pow er consum ption : The major objectives of the DMR system are 
to he competitive in terms of functionality, performance and cost. For the GSM 
system, 50 % or more of terminals are expected to he hand-held. One essential 
design criteria of hand-held terminals is their operational duration before re-charging 
the batteries. Obviously low complexity algorithms would result iu lower power 
consumption and longer battery duration. It is reported that in some trial tests, the 
average battery lifetime of the full rate GSM is around 6 hours. If the half rate is to 
be 4 times more complex, then 1 to 2 hours of continuous conversation is expected 
to be the limit using current VLSI technology.
With all the above conditions in mind, it is up to the designers and researchers to 
produce an acceptable solution for the future GSM system. In the following, we give a 
brief report of the speech coding technique designed for the above specifications. Fuller 
details can be obtained in [56].
6 .3  S p e e c h  C o d i n g  A l g o r i t h m
Major specifications set out for the half rate GSM have forced the designers to adopt 
certain coding schemes. It has been pointed out that the speech coder would he required 
to operate at a bit rate of around 6.5 kb/s, with a buffering delay of either 20 msec or 30 
msec. The coder needs to be robust and produce high quality speech comparable to the 
RPE-LTP systems [64] of full rate GSM. Regarding the quality aspect of the speech coder, 
it is generally accepted that A-by-S coders such as CELP are the most likely candidates for 
medium rate coding at 6.5 kb/s. The overall delay of the system must not he more than 90 
msec. To avoid longer delays, a buffering delay of 20 msec seems more reasonable. With 
the above design estimations in mind, certain features of the designed coder are becoming 
more apparent. The algorithm will almost definitely he a time domain technique, utilising 
linear prediction of the short term and long term correlations of speech. An excitation
model is also required to excite the LPC filters that achieves a high quality output under 
all the test conditions.
This section is intended to describe the speech coder designed to the HR-GSM 
specifications. First we explore the correlations of speech signals in form of short term and 
long term predictions filters. This is then followed by an extensive look a t the excitation 
modelling, in the form of the VSELP algorithm, covering quality, robustness and input 
level conditions.
6 .3 .1  S h o rt T e rm  P re d ic t io n
The role of a short term predictor and its objectives are well documented and re­
viewed in the previous chapters. For spectral efficiency and accurate modelling of the 
speech production mechanism, a order LPC filter with 20 msec update rates is used. 
Higher order LPC filters do not contribute substantially to the overall output speech qual­
ity and lead to an increase in complexity. With regard to robustness, the coefficients 
are coded as line spectral pairs [94], followed by a delay-less interpolation technique to 
smooth out the frame boundary conditions [4]. Such an interpolation technique is only 
applicable to the first two subframes. The remaining subframes were represented by the 
non-interpolated LPC coefficients. Durbins recursion technique with a Hamming window 
was utilised in calculating the ten coefficients. Limitation checks on the parcor coefficients 
assured a stable filter. As a further measure of stability, a bandwidth expansion of 15 Hz 
was also imposed on the LPC spectrum.
The quantization process is an important point, since robustness, complexity and 
quality issues are all affected by the choice of quantizer. Experiments on LSP quantization 
[56] have indicated a need for at least 35 bits for satisfactory performance utilising scalar 
quantizers. A non-uniform quantizer with a bit allocation as given in table 6.3 bas been 
adopted. The corresponding quantization levels for each parameter are similar to those 
given in appendix C. A major problem with LPC techniques is the distortions caused to 
non-speech-like signals, such as tones. As LSF quantization levels cover discrete points in 
the frequency range, tone signals will be approximated, resulting in a distorted signal. In 
order to accommodate such signals, the design of the quantizer levels have to be carefully 
chosen.
LSP 1 2 3 4 5 6 7 8 9 10
Bits <3 3 4 4 4 4 4 3 3 3
Table 6.3: A 35 bit allocation for a 1 0 tl1 order STP filter.
In order to take account of the distorting effects of the LSP quantizer, all parameters 
are quantized after bandwidth expansion and then interpolated before their inclusion in 
the coder. Figure 6.1 illustrates the above procedures in a detailed block diagram.
Figure 6.1: Detailed schematic block diagram of the STP analysis.
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6 .3 .2  L o n g  T e r m  P r e d ic t io n
The inclusion of LTP filters is absolutely essential for time domain speech coding at 
medium bit rates. In the previous chapters we investigated their important contributions 
to the modelling of the excitation signal. Frequent update of the LTP parameters can 
lead to better modelling, but would lead to high side transmissions. Optimisation over a 
larger set of samples makes the excitation modelling a heavier task. In [36], a candidate 
for the half rate GSM, the LTP coefficients were updated every 20 msec. This lead to 
an excitation update of every 2.5 msec and an increase in complexity. Update rates of 3 
msec to 10 msec for a single tap LTP filter are more common. In our designed coder, the 
speech frame was segmented to four subframes of 5 msec duration. With the capacity of 
the channel in mind, a single tap LTP filter with a lag range of 6 bits was considered as the 
starting point. For optimality, closed loop analysis of the parameters in conjunction with 
the interpolated LPC coefficients was applied. Of course, this makes the coder more prone 
to channel errors, but its performance during error free conditions favours its inclusion.
Again, for optimality conditions, the. LTP gain coefficient (3 is quantized during LTP 
analysis, in order to reduce the quantization effects. A three bit 11011-uniform quantizer 
was found to be adequate to represent the variations in ft, (see table 6.4). Since an LTP 
filter is basically an adaptive filter with a scaling parameter, any mismatching between 
the. transmitted and received encoded parameters can be fatal. Due to the high energy 
existing in the LTP filter memory, a single change in the quantization level of ft can lead 
to severe instabilities. In order to make the coder less prone to errors, only positive values 
of ft were considered in the analysis loop. Gray coding, as opposed to conventional binary 
coding, can provide a certain control over single bit changes. However since a block coding 
scheme was incorporated, no advantages could be gained.
Index 1 2 3 4 5 6 7 8
level 0.1 0.5 0.7 0.8 0.9 1.0 1.2 1.4
Table 6.4: Quantization levels for a single tap LTP filter, over a range of 64 samples.
The analysis of LTP filter parameters can become quite complex when longer lag 
ranges are utilised. Since, in an A-by-S scheme, this involves the synthesizing of each 
candidate vector at each lag position, simple procedures must be developed to reduce the 
complexity. One popular technique is to consider lag positions M, which are larger than 
the subframe length L, figure 6.2. Since, in an LTP codebook, the adjacent vectors have 
L — 1 samples in common over a subframe, a new vector can be formed by shifting the. 
buffer by 1 sample and adding a new sample at position ?iq. Hence, the synthesis of the
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new vector is the sum of the impulse response due to the new sample and the previous 
synthesized vector shifted by a single sample. This simplification can only be achieved if 
M > L. Thus it was decided that the 64 lag values should start at delay 40 and end at 
delay 103. This will, without doubt, result in degradations for pitch values of less than 
5 msec, hut the LTP filter should pick the double or higher periods to model high pitch 
cycles.
Figure 6.2: Detailed schematic block diagram of the LTP analysis.
6 .3 .3  V ec to r S u m  E x c ita t io n  M o d e llin g
Over the past few years, CELP has become a strong candidate for medium bit rate 
coding techniques due to its robustness and high perceived quality. Since CELP coders 
utilise a codebook of random noise sequences they are fairly robust to channel errors. This 
will of course depend on the line details of the codehook and the dependence of the coder 
on the excitation modelling. In any A-by-S scheme in which LTP modelling is included, 
less emphasis need be placed upon the secondary excitation modelling.
Another candidate coder that has been shown to be fairly robust is the Vector Sum 
Excited LPC, VSELP [40]. This algorithm has been demonstrated to produce a high 
quality, fairly robust speech coder, with as few as ten basis vectors. Hence, the secondary 
excitation modelling chosen for our half rate coder is based on the VSELP technique with 
a few modifications to increase robustness and reduce complexity.
In general, the excitation signal in a VSELP algorithm is based on a number of basis 
vectors, V , usually equal to 25 % of the excitation vector length L. Since our subframes 
are of length 40 samples, this implies a need of V — 10. The vectors are fixed at all
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times and populated with values of random Gaussian distribution. This results in a huge 
reduction of the codebook size and vector synthesis operation. The essence of VSELP is 
to reproduce output speech via a linear summation of the scaled synthesized vectors. To 
achieve the best possible output, all the vectors must be made orthogonal to each other, 
in order to cover a space of L dimensions as uniformly as possible. The output of the 
LTP filter is also included in the orthogonalisation process for an optimal output. In the 
original proposal, the basis vectors were each, scaled by a single gain. The V gains were 
then normalised and vector quantized. Such a scheme proved to be very sensitive to the 
GSM channel conditions. Hence, for less sensitive gains, we adopted a strategy whereby 
the vectors are related by binary correlation factors of ±1. The basis vectors are multiplied 
by the appropriate factors +1 or -1 and then scaled up by a constant gain, as in CELP. 
Each vector is thus a binary term, represented with one bit, resulting in minimal decrease 
in speech quality but an increase in the coder robustness. In this way the quantization 
process becomes very simple and robust to many errors. Since the scaling factors are now 
individually quantized, any errors in one individual gain will only corrupt the excitation 
signal by a factor of whereas previously a single bit error in the scaling index would 
result in an error across the entire excitation signal.
Figure 6.3 shows the detailed structure of the excitation modelling process. A full 
theoretical description of the algorithm can be found in [9] [56]. One thing which should be 
pointed out here, is that the process of orthogonalisation is also performed at the decoder, 
hence increasing the complexity at the decoder, compared to conventional schemes. Ta­
ble 6.5 presents the complete bit allocation for the modified VSELP algorithm at a gross 
bit rate of 6.8 kb/s.
Finally, the scaling gains for each subframe are quantized by a 5 bit non-uniform 
quantizer after they are normalised to the overall frame energy. The overall frame energy 
is an important parameter, and its design was required to satisfy four main objectives, as 
follows:
a ) To provide a good normalisation of the excitation gains.
b ) To increase the performance of the coder under different input level conditions.
c) To provide an indication of a corrupted frame when FEC fails.
d ) To indicate the stability condition of the output speech.
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Figure 6.3: Detailed schematic block diagram of the excitation analysis.
The former two objectives (a and b) are very much related in their objectives. As 
part of the GSM specification any designed coder should handle different levels of input 
signals. In order to achieve this, an adaptive quantization scheme is required. The LPC 
coefficients do not exhibit any information regarding the energy of the signals. Hence, in 
their case, fixed quantization levels can be applied. W ith regards to the LTP filter, the 
algorithm is inherently adaptive and thus there is no need for adaptive quantizers. The only 
part of the algorithm that requires modification is the excitation gain. By normalising the 
gains to an overall energy factor, evaluated from the original speech signal, the excitation 
gains are efficiently quantized using only 5 bits. With the knowledge of the overall frame 
energy, all input levels covered by the quantization range can be accommodated. The 
overall energy was represented by 5 bits, with a uniform step size of 2 dB, giving a dynamic 
range of 32 dB relative to the maximum possible energy level of the A/D converter. This
130
parameter is of vital importance to the overall performance of the coder and should be 
highly protected. In case (c), the frame energy change from one frame to another was 
limited to 14 dB. Hence, if bigger changes are detected at the decoder side after FEC 
decoding, then it is an indication that FEC has failed to decode correctly. Finally, the 
objective in (d) is that the frame’s synthesized speech energy should not be greater than 
the received frame’s energy. If so instabilities have occurred, hence appropriate actions 
must be taken.
Parameter Update Rate No. of Bits Total Bits Bit rate
LPC ? 20 msec • 35 35 1750
Frame Energy 20 msec 5 5 250
LTP lag 5 msec 6 24 1200
LTP gain 5 msec 3 12 600
Exc.. Scales 5 msec 10 40 2000
Exc. Gain 5 msec 5 20 1000
Total 135 6800
Table 6.5: The bit allocation for the modified algorithm at a sampling frequency of 8 kb/s.
6 .4  P a r a m e t e r  S e n s i t i v i t y  C l a s s i f i c a t i o n
A digital speech coder inserted into any digital channel will almost certainly have 
to face distortions caused by the channel environment. In tackling such problems, an in- 
depth analysis of the decoded parameters sensitivity to errors is needed. Such an analysis 
can take two forms, either subjective or objective. The former is the ideal measuring 
criteria but requires manpower, time and a reasonably perceptually meaningful criteria. 
The auditory ability of various speakers can vary widely for both physical and trainning 
reasons. The effect of parameter corruption will also almost certainly depend on the timing 
and the level of error. The latter is a simpler solution, hut by no means an optimum one. 
Objective measurements in the form of Signal-to-Noise Ratio (SNR) or segmental SNR 
(SNRseg) are common and more suitable for high operating bit rates. A fair judgement of 
bit sensitivity can be attained by this method. Figure 6.4 shows the bit error sensitivity 
of the entire bit map according to table 6.5. To calculate the error sensitivity of a given 
bit, the bit was toggled every 4 speech frames, over 2000 frames of speech spoken by 
different talkers. An average of the SNRseg between the clear channel decoded speech 
and the synthesized speech was evaluated. The exclusion of the original speech from the 
SNRseg calculations eliminates the quantization noise effects. For each parameter the 
bits are aligned from left to right, representing the most significant bit MSB to the least 
significant bit LSB respectively.
From figure 6.4, the more sensitive bits are denoted by higher SNRseg values. A 
knowledge of which bit to protect can be gained by a close analysis of these values, as 
well as elementary subjective tests. A discussion of these sensitivity results is provided for 
each set of parameter in the following list.
LSF : In the analysis of the LSF error sensitivities, any cross-overs were rectified by re­
placing the corrupted LSF pair with the corresponding previous pair. This explains 
the low error sensitivity on all the LSF parameters compared to other parameters. 
As expected, LSFs tend to be less sensitive, since any changes on the lower signif­
icant bits results in smaller changes on the quantization level (in a decimal index 
implementation). Another strong feature is the high sensitivity of the lower order 
LSFs. This is expected, since speech signals tend to have a high formant structure 
at lower frequencies, represented by the lower order LSFs. This was supported by 
subjective tests in which clicks and pops were perceived. The only parameter which 
exhibited negligible distortions was the 10*/l LSF parameter. Ideally total protection 
for the LSFs is required.
F ram e E n ergy  : As expected, this parameter showed the highest sensitivity to errors. 
The large dynamic range covered by 5 bits of quantization proved very sensitive for 
the MSB. Minimal distortions were evident with the LSB in error. The importance 
of this parameter requires for a complete protection of all the bits.
LTP lags : The sensitivity of LTP lag parameter was found to be highly speech de­
pendent. Subjective tests indicated that distortions caused by the LSB were very 
negligible and tolerable. This distortion was perceived as a very hazy noise which 
was later removed by the post-filtering action. Any deviations greater than 2 sam­
ples from the transmitted lag had very disturbing effects. Therefore at least the 5 
most significant bits should be protected.
LTP ga in s : The sensitivity of the LTP gain bits was highly correlated with the bit in 
error. Hardly any annoying effects were noticed when the LSB was in error. But 
errors on the MSB sometimes resulted in clicking effects, due to a sudden build up 
of the signal energy. Therefore, the protection of the two MSB is highly desired.
B in a ry  C o rre la tio n  factors : Although the error sensitivity of the excitation scaling 
factors is very close to that of the LSFs and the lag gains, subjective tests proved
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this to be unimportant. The scaling of the excitation factors as correlation values 
(±1) proved very worthy. Degradations in the speech quality with up to 6 % error 
rates, were tolerable. None of the annoying perceptual effects encountered with the 
other parameters were noted. Clearly, an FEC protection on these parameters would 
he of little  advantage.
E xc ita tio n  gain s : In terms of sensitivity, this parameter was as important as the overall 
frame energy. During silence or low energy speech frames, the distortions were of 
little importance. This was mainly due to the normalisation technique, being based 011 
the overall energy, which would be low during silence and unvoiced regions. However, 
during high energy speech regions, similar errors proved very critical 011 the upper 
significant bits. For a less distorted signal, protection on the MSBs was essential.
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6 .5  R e e d  S o lo m o n  C o d i n g
The main attraction of adopting digital transmission, is the possibility of utilising 
FEC schemes in combating the highly erroneous channels especially present in the land 
mobile environment. In this case the errors exhibit a bursty nature due to fading, interfer­
ence from other users and near-far effects. Such bursts result in a high BER on the channel. 
Any speech coder must be made robust enough to withstand such channel conditions, the 
use of an appropriate FEC technique is one means of tackling these conditions.
Conditions that can determine the choice of an FEC scheme include delay, the nature 
of the channel and the data handling. The delay plays a very crucial role in the design of 
the whole system. As we have seen, the speech coder is a fairly complex system that leaves 
little  processing time for the FEC. The classification of the channel as random or bursty 
will narrow the choice of an appropriate FEC scheme. Bursty errors can be made random 
by the process of interleaving, but this has the undesirable effect of increasing the delay. 
The information represented by the bits, is another crucial factor. The question is, are 
the hits inter-related or do they all have eqiTal individual importance? For example in the 
case of the LTP lags, whether the 5tl1 MSB or the Qt!l MSB is in error is of no relevance. 
The full information is presented by 6 bits, and any bits in error would result in complete 
error of the parameter. So with certain parameters, protection on a block basis is far more 
important than individual bit protection.
Therefore, it would be appropriate to chose a burst error correcting code that would 
not require in-depth interleaving for maximum output efficiency. Reed Solomon Codes 
(RS) are one such code that are widely used for the above mentioned reason. A further 
advantage of this type of FEC coding is its ability to indicate a failure, in the case of high 
channel errors, needed for had frame indication. With such codes, the output will either 
be correct or completely in error and, in most cases, the corrupted frames can be easily 
distinguished and hence omitted from any further processing. Alternative actions must 
be taken by tlie speech coder to replace the lost data. This kind of result analysis is very 
attractive for the speech coder and can he effectively amended [10] [81][108]. As a result 
au RS coding strategy was taken up for our designed speech coder.
6 .5 .1  P a r a m e te r  C la s s if ic a t io n /
In the previous section, it was pointed out that the RS coding technique produces 
an output stream of hits that are either correct or completely in error. This can be taken 
as an indication of a lost or a bad frame so one does not require additional redundancy
techniques to point out the bad frame cases. Another important point is that complete
protection of the bits together would he. disastrous for the following reasons.
F irs t ly , not all the parameters need to be protected, and certainly not all the bits of 
one parameter. Therefore a class of bits can be left out of the protection schemes 
altogether. Care must be taken to ensure that the. overall degradations caused by 
the unprotected bits are minimal.
Second ly, the message conveyed by the parameters can be viewed as two different sources 
of information: Modelling the vocal tract information and configuring the excitation 
signal. It would therefore seem sensible to protect the parameters separately, if one 
set of information was then lost part of the correct information would be retained at 
each frame loss. This is the basics of the new frame reconstruction strategy presented 
in this chapter, figure 6.5.
T h ird ly , the complexity aspects of FEC codes such as RS do not allow long codes with 
the processing power currently available.
F in a lly , the. total bit rate available for FEC is 4.6 kb/s after speech coding at 6.8 kb/s. 
For an efficient FEC scheme each information bit requires a corresponding FEC bit.
Figure 6.5: Flow chart o f the. new frame, substitution strategy.
The results from the subjective/objective testing of RS coding and deductions made from 
the above, resulted in the bit classification of table 6.6. The bits were classified into three 
different categories, according to their error sensitivities.
C lass A - This class of bits contain the most sensitive bits contributing towards the 
excitation modelling. These included most of the LTP lag and gain bits, as well as 
some of the frame energy and the excitation gains. Such a class of information must 
be kept to very small loss rates.
C lass B - This class contained all the data bits associated with the vocal tract modelling, 
ie. the LSFs. Due to the RS symbol structure and the small gain obtained by leaving 
the LSBs unprotected, all the bits are protected equally.
C lass C - This class of low sensitivity bits are left unprotected. It is comprised of all 
the excitation correlation scales, plus the two LSBs of the excitation gains and frame 
energy, as well as the LSB of the LTP lag and gain. In total, it includes 58 bits of 
unprotected data. Thus, the total of bits protected in classes A and B add up to 78 
bits.
Parameter Classes 
msb— lsb
Parameter Classes
msb----------- lsb
Parameter Classes
msb-------------------------lsb
LSF 0 B B B LSF 9 B B B LTP Gain 3 A A C
LSF 1 B B B Fr. Energy A A A C C Exc. Scales 0 0  c  c  o  c  0  0  0  0  0
LSF 2 B B B B LTP Lag 0 A A A A A C Exc. Scales 1 0  c  c  C C C C 0  0  0
LSF 3 B B B B LTP Lag 1 A A A A A G Exc. Scales 2 C C G G 0  C C C C G
LSF 4 B B B B LTP Lag 2 A A A A A C Exc. Scales 3 c c c c c c c c c c
LSF 5 B B B B LTP Lag 3 A A A A A 0 Opt. Gain 0 A A A C C
LSF 6 B B B B LTP Gain 0 A A C Opt. Gain 1 A A A C C
LSF 7 B B B LTP Gain 1 A A C Opt. Gain 2 A A A C C
LSF 8 B B B LTP Gain 2 A A C Opt. Gain 3 A A A C C
Table 6.6: The bit classification for the RS coding.
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6 .5 .2  R S  P e r fo r m a n c e
For the coding of the two classes A and B, an RS code over a Galois field of (25 — 1) 
[72] was chosen, resulting in a symbol length of 5 bits. The choice of this symbol size is-very 
dependent on the channel characteristics [11]. For class A, two extra cyclic redundancy 
check (CRC) bits are added to the 43 excitation bits to be protected by an RSI (21,9) 
code and the 35 bits of class B are protected by an RS2 (13,7) code. Two questions that 
immediately arise from the above arrangement are the difference in the code rates RSI 
and RS2, and the need of CRCs in RSI. As mentioned previously, the loss of class A 
bits is critical to the overall performance of the coder. Hence it is crucial that class A 
loss is minimised, resulting in a higher coding rate. The need for CRC arises from the 
performance of the RS codes. Although the output of the RS coding is either a correct bit 
stream or corrupted bit stream, This failure indication may still be questionable. False 
judgements made by RS codes are very rare, depending on channel conditions, nevertheless 
this condition must be considered and avoided. So in RSI code the CRC will give an 
indication of the validity of the decoded output bits. In case of the RS2, the cross-over 
check of the LSFs will give an adequate indication of the legitimacy of the output bit 
stream. Soft decision coding, as well as burst-sharing techniques, between RSI and RS2 
were incorporated to increase the performance of the RS codes. For more information on 
the RS codes the reader is advised to refer to [9][72].
Table 6.7 gives the performance of the RS codes under the three different channel 
conditions of the half rate GSM channel. These results, once again, remind us of the sever­
ity of the channel conditions. Under condition EP2, the coder should tolerate excitation 
loss rates of up to 10 % as well as vocal tract modelling information losses of 30 %. This 
is a very high information loss rate for any algorithm to withstand.
Channel 
File Name
Class A 
% Loss
Class B 
% Loss
EP1 3.45 10.45
EP2 8.70 26.6
EP3 29.85 49.25
Table 6.7: The Performance of RSI and RS2 codes.
6 . 6  L P C  R e c o v e r y
Due to the nature of RS coding, individual recovery of the LSF parameters is not 
feasible. The only information available at the decoder is that of the previously received 
LSFs and the synthesized’output speech. The following two approaches were considered
a ) - Backward LPC Prediction
b) - Previous LPC Coefficient Substitution
Method (a) utilises past synthesized speech samples to predict a set of LPC co­
efficients for the current frame. This technique has been utilised in low delay coding 
techniques [8], for updating the LPC parameters in a backward manner. However, the 
success of this technique is very much dependent on the quality of the processed speech 
and the update rate (see next chapter). The quality of the proposal half rate coder is 
not near toll and, most of the time, the unprotected bits are in error. This results in a 
prediction with high spectral distortions (figure 6.6). Also, under error free conditions, 
the prediction gain is lower towards the samples at the end of current frame. Therefore, 
acquiring spectral information from previous synthesized speech does not seem to be a 
good solution.
F requency  (k H z )
Figure 6.6: LPC spectra for a) current frames correct spectrum, b) previous frames LPC 
substituted spectrum, c.) backward predicted spectrum, and d) backward LPC prediction 
with unprotected data under channel error conditions.
The second technique, method (b), of straight substitution of the LPC parameters 
can create other problems. With this technique, the current coefficients are taken from 
the previous frame, assuming that the signal is relatively stationary. Even at the best of 
the times, the short term characteristics of the signal in two adjacent frames will have 
changed so much, that it will be reflected on the quantized LPC coefficients. Any changes 
in the formant structure, either in amplitude or frequency, cannot be anticipated in the 
current frame, thus leading to poor predictions. Nevertheless, this technique is quite good, 
as it is utilised in almost all low bit rate LPC recovery techniques [22][64][81].
A comparison between the two above methods was carried out in terms of both 
objective and subjective performance. This is shown in table 6.8, for a set of random 
losses, over one minute of speech conversation. (NB: The quality comparison is performed 
with respect to the coded output speech.) From these results, straight substitution out­
performed backward prediction but at expected frame losses of 30 % this technique is not 
very good. An alternative must therefore be pursued.
Random
Loss
Rate
S u b jec tiv e O b jective
Method Method
A B C A / dB B / dB C / dB
5 % Fair Fair Good-Fair 64.3 72.2 70.1
10 % Fair-Poor Poor Fair 52.2 55.6 54.9
20 % Poor Poor Fair 30.7 33.6 37.9
30 % Very Poor Very Poor Poor 30.2 28.6 32.2
Table 6.8: The performance of LPC recovery by three methods.
The use of previously synthesized speech samples, in a channel under continuous 
degradation is not a feasible solution for LPC parameter recovery. The knowledge available 
from previous, correctly decoded LPC parameters is by far greater. Figure 6.7 displays 
the variation of the LPC filter spectra with time. It is clear that some correlations among 
the spectra exist. Tracking of the changes in the formants and the valleys could be 
useful in predicting the next spectrum. However, these changes are both in frequency and 
magnitude, leading to very complicated solutions. A simple way of keeping a track of the 
formants (NB: tracking of the formants is considered important since these are high energy 
regions compared to valleys), is by weighting the coefficients of the previous set of LPC 
parameters, thereby broadening the width of the formants. Such a technique has already 
been introduced as bandwidth expansion. The results of this are described in table 6.8 
under the heading method (c). By using a bandwidth expanded spectrum of the previous
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frame as a substitute for the current frame, it is hoped that any changes in the formants 
will be contained by the new weighted spectrum. Figure 6.8 shows this process in detail. 
This technique reduces any instabilities that may have been caused by sharp formants 
in the process of direct substitution (method b). The degree of bandwidth expansion is 
very much dependent on the amount of the change, within the neighbouring spectra. This 
information is not available at the receiver, hence no adaptive schemes can be employed. 
In subjective listening tests, a value of 0.9 resulting in a bandwidth expansion of 135 
Hz, was found to he satisfactory. The difference produced on the output quality is very 
noticeable, even at low loss rates of 5 %. In objective measurements, the performance was 
again better than method (b), see. table 6.8.
Figure 6.7: Three dimensional view of the LPC spectra.
The recovery process of the LPC parameters is as follows. The previous set of 
non-interpolated LPC coefficients (ie a )  are weighted by a factor of 0.9. These are then 
converted to LSF sets in the frequency domain, where, they are interpolated for the first two 
subframes and then converted bach to a  for the synthesis operation. It must be pointed 
out that the previous frames LPC coefficients, are not necessarily the correct recovered 
set. They may also be substituted sets, hence'this weighting process will accumulate, as 
more LPC losses are incurred in adjacent frames, leading to a flatter spectrum.
F re q ue n cy  (k H z )
Figure 6.8: Comparison between previous, current and substituted spectra.
6 .7  E x c i t a t i o n  R e c o v e r y
Although table 6.7 indicates a lower excitation loss rate than the vocal tract infor­
mation, its contribution is far greater than that of the LPC parameters. Again, as in 
the previous case, only knowledge of the past samples is available for reconstructing the 
lost residual signal. In excitation signal recovery we make the assumption that the lost 
frame is voiced, with a pitch periodicity P. In order to find this pitch period, a backward 
auto-correlation technique [71] is carried out on the previous frames residual signal. In 
VSELP/CELP-type coders, the excitation signal does not form a good periodic signal, 
ie one exhibiting the pitch pulses, like pulse excited coding algorithms [5][55]. Slight de­
emphasis of the previous frame residual signal, prior to pitch periodicity estimation, gives 
a clear signal with more evident pitch pulses. A similar approach would he to to assume 
that P  is equal to the previous subframes LTP lag value. This is not entirely correct, since 
the lag value is not necessarily the pitch period.
Once the periodicity is evaluated, we then proceed to form an excitation window of 
length P samples from the LTP memory, with the gain set to 1.0 (refer to equation 6.1). 
This excitation window is then duplicated across the 160 sample lost frame to form the
recovered excitation signal. Which is then fed to the LPC synthesis filter. A major problem 
encountered with this approach is the instabilities caused by the recovered signal. The 
synthesized output speech results in clicks and pops during transition regions and in good 
frames that proceede a lost frame. Such instabilities can be overcome by setting a gain 
value when forming the reconstructed excitation gain, given by equation 6.2.
x(n) = ftx(n — P ) 0 < n < 160 (6.1)
where
ft =
E.pwl
E,pw  2
(6.2)
Epuii and Epw2 are the energies of the first and second pitch windows respectively, of the 
previous frame. Figure 6.9 gives a detailed illustration of the excitation recovery technique. 
Since in most cases the pitch periodicity is much lower than the. frame length, ie P  < 160, 
then equation 6.1 will recurse, with the gain factor increasing nonlinearly during each 
recursion. This will lead to further instabilities if the gain value, ft is incorrectly estimated. 
To stop this, the gain ft is limited during each recursion to a lower limit of 0.6 and an 
upper limit of 1.2. These limits are set by subjective testings. Severe limits can be applied, 
but this would restrain the. excitation signal recovery during transition regions.
Previous residual frame - (LTP Memory)
Pitch Period "P "
Excitation lost frame
Epw2 Epwl
t t
t
*
<) 0.6 < p < 1.2
0.6 < p < 1.2 
0.6 < p < 1.2
0.6 <p< 1.2
Figure 6.9: Illustration of the excitation recovery strategy.
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The procedure so far assumes that the residual signal is voiced. During unvoiced 
regions, no pitch periodicity exists, so what kind of signal will be recovered? The classifica­
tion of unvoiced segments is not an easy process and since the signal does not exhibit any 
correlations, prediction is difficult. During such regions, most of the information is con­
veyed by the LPC spectrum while very little  information is contained in the residual signal. 
Therefore, a flat excitation signal is required so as not to corrupt the spectral information 
contained in the LPC Alter. -The above excitation recovery procedure can therefore be 
utilised without much loss in performance and so unvoiced segments of speech are treated 
in the same way as voiced segments.
Due to the autocorrelation pitch analysis, the estimated pitch will almost certainly 
fall in the lower allowed pitch regions. (NB: The pitch lag search limit was set from 20 
samples to 100 samples). This results in a high number of recursions during the frame and 
if the calculated gain from equation 6.2 is high, additional instabilities may be incurred 
after LPC synthesis filtering.
6 .7 .1  M u t in g
Muting is the process of temporarily silencing the output speech. This is done by 
lowering the energy of the output speech by a fixed ratio over consecutive frames, until 
the output is zero. Unfortunately, in our excitation recovery technique we do not make 
any use of the energy factor whatsoever. So bow do we incorporate this parameter into 
the excitation recovery scheme? Since the frame energy bits are part of the lost excitation 
data stream, a substitution for this parameter is also required. Prediction strategies for 
the frame energy are not effective, especially over frame durations of 20 msec. A simple 
and effective solution is to directly substitute the previous frame energy.
As already pointed out, no matter how good the recovery technique may be, due to 
the LPC, filtering instabilities in the output speech are possible. After each stage of an 
excitation or LPC recovery, the synthesized output energy for the frame is compared to 
that of the previous frames received energy. Steps are taken to ensure that this energy is 
below that of the previous frame.
For muting, we decrease the substituted energy value for any consecutive lost exci­
tation frame by one quantization level, ie a factor of 2 dB. This will take a maximum of 
32 consecutive excitation frame losses ie. 640 msec, to reach to the lowest possible energy 
level. It should be pointed out that a good frame following a set of bad frames will suffer 
from the muting effect, but in mobile environments, frame losses of half a second and 
longer are possible and therefore must be handled accordingly.
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6 . 8  P e r f o r m a n c e  A n a l y s i s
In order to assess the performance of the frame recovery technique, two different test 
conditions were set up: regular and random losses. Under regular frame reconstruction, 
one is able to investigate how soon the coder will settle down or recover to the reference 
coders state. Random frame reconstruction is the ideal situation for subjective testing 
and analysing degradations in output speech with closely reconstructed frames. Objective, 
measurements are carried out in Segmental Signal to Noise Ratio (SNRseq) over one 
minute of speech, for different talkers. A 100 dB SNRseg indicates that the coder has 
reached a stable point or recovered to the reference coders state. In addition, to see how 
well this recovery technique performed, it is compared to the GSM recovery process [22], 
applied to our candidate coder.
Considering the LPC recovery technique, the subjective and objective results pre­
sented earlier have indicated that the performance is very good, even at 30 % LPC loss 
rates. Under regular LPC loss conditions, the output process speech will be better. But 
how long does it take for the LPC recovery effects to die away? Figure 6.10 gives the 
SNRseg recovery of the LPC coefficients under 3 different conditions. On average, 50 % of 
the frames achieved the. 100 dB objective limit for 5regular frame loss rates, whereas the 
other conditions of 10 % and 20 % losses, recovery was achieved for 15 % and 1 % of frames 
respectively. Although these objective figures are. very low, the subjective performance was 
still high, even at 30 % regular LPC losses.
Similar results for the excitation recovery are shown in'figure 6.11. For the lowest 
excitation loss rate, nearly 70 % of frames recovered to the 100 dB mark. This is somewhat 
surprising, but considering the fact that the excitation is made up of two components, 
LTP contribution and a fixed codebook, updated four times more frequently than the 
LPC coefficients, then it is possible for the excitation to recover at a faster rate. However 
at higher loss rates it is practically impossible for the coder to reach the 100 dB limit.
It must be pointed out that the 100 dB level is a relative threshold. Frames with 
signal to noise ratio values of 30 dB and above are hardly distinguishable to the ear. 
Therefore, a better indication of the performance would be to consider the average SN Rseg, 
given in figures 6.10 and 6.11.
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Average SNRseg = 68.8 el It
F ra m e  N u m b ers
Figure 6.10: Objective illustrations of the LPC recovery for regular a) 5 % , b) 10 % and 
c) 20 % loss rates.
Figure 6.11: Objective illustrations of the excitation recovery for regular a) 5 % , b) 10 % 
and c.) 20 % loss rates.
A verage  SNRseg = 21.73 cl I t
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Subjective testings emphasised what had already been pointed out by objective test 
results. The performance of the recovery techniques was considered to he good, at high loss 
rates. One thing that became clear, was that individual random losses were subjectively 
less annoying than along burst of information loss followed by long periods of un-corrupted 
speech. The ear is very sensitive to any sudden sustained changes of sound. Replacing lost 
information at regular intervals the ear adapts to the quality of the processed speech and 
tends to adopt to the changes in speech. However, during sustained burst losses, sudden 
changes in the quality are quite unpleasant and somewhat disturbing. It is therefore not 
surprising that regular high information loss rates, whether LPC or excitation, resulted 
in good quality. It is vitally important to ensure that annoying instabilities such as large 
pops and clicks are removed.
A further test to validate the results obtained so far was carried out against the GSM 
technique. Table 6.9 demonstrates the SNRseg performance with random information 
losses of both LPC and excitation together, compared to the GSM technique. Objectively, 
the performance of the newly proposed recovery technique is greater. Subjectively, the 
proposed coder always performed better than the GSM. In the latter case, the performance 
started to degrade at frame losses of 20 % and above. The new technique produced very 
intelligible output quality, compared to GSM, at these frame loss rates. At srich rates, the 
consecutive recovery of 2 to 3 frames is often necessary. The new reconstruction technique 
still maintained a stable and satisfactory output, considering the channel conditions.
Reconstruction 
RATE / Random
GSM
Technique
Improved
Technique
5 % 62.23 63.88
10 % 35.74 37.71
20 % 15.46 18.82
Table 6.9: SNR,seg performance of the improved technique compared to the GSM tech­
nique.
One interesting point that emerged through the subjective testing was the presence of 
perceived degradations in quality after'frame substitution rather than during the recovered 
frame. An experiment was setup whereby the output processed speech is substituted as 
described previously, but the memories of the STP and LTP are replaced by the true 
original waveforms, only available to the encoder. In such cases, frame losses of up to 
50 % could be tolerated without any major perceived degradations, the output quality 
being very intelligible hut rather muffled. This suggests that the distortions caused by 
frame recovery techniques can be perceived several frames later, due to the corrupted 
memories of the filters. Figures 6.12 and 6.13 show two examples of the time waveforms
of the LPC and excitation recovery techniques. It is clear that any degradations caused 
by LPC substitution will recover by the end of the next frame. Whereas in the excitation 
recovery the LTP memory has not recovered by the end of the next frame. The most 
notable problem in excitation recovery, is the inability to track the pitch changes during 
the recovered frames. The assumption of a constant pitch period will result in a shifted 
sequence of samples of the LTP memory, resulting in a poor excitation reconstruction in 
the following frames. To overcome this effect requires pitch tracking algorithms. However, 
since information is only available from the past outputs and no parameters within the 
algorithm convey the pitch information, it would be very difficult to predict the changes 
in the pitch period.
Figure 6.12: Illustrations of the frame substitution for voiced intervals a) Original, b) LPC 
Recovered, c.) Excitation Recovered and d) LPC and Excitation recovered.
Another point that needs further attention is the mismatch caused close to frame 
boundaries, mainly due to the excitation recovery. This is clearly evident in figure 6.12, 
where the first samples of the recovered signal have abruptly increased. These sudden 
changes of the amplitudes within 1 or 2 samples can be very annoying to the ear. These 
tend to be perceived as very short and sharp clicks. Frame edge smoothing techniques can 
be applied, but their success is not guaranteed.
( a )
( b )
(c )
(d)
P r e v io u s  F r a m e  C u r r e n t  F r a m e  F u t u r e  F r a m e
Figure 6.13: Illustrations of the frame substitution for unvoiced intervals a) Original, b) 
LPC Recovered, c) Excitation Recovered and d) LPC and Excitation recovered.
6 . 9  S u m m a r y
In this chapter we have presented a novel technique of protecting the parameters of 
a 6.7 kb/s source coder operating over the half rate GSM channel conditions. However, 
due to the pass/fail nature of RS codes used in this scheme, it was necessary to develop a 
frame substitution technique.
Due the nature of the speech parameters, the information conveyed was split into two 
classes: the excitation and the vocal tract model. The loss of one could be compensated by 
the other, thereby reducing the degradation effects caused by normal frame substitution 
techniques. The proposed technique performs better than the GSM technique and has a 
superior quality margin at high information loss rates. Techniques to stabilise the output 
speech after frame recovery and possible degradations caused by the recovered signal and 
the memories have been pointed out. Improvements to the recovered output quality can 
be achieved, if information from future frames, as well as tracking of certain parameters, 
is obtained.
C h a p t e r  7
L o w  D e l a y  S p e e c h  C o d i n g
7 .1  I n t r o d u c t i o n
An important factor that separates algorithms of different complexity, making some 
algorithms less useful than others for a given application, is that of encoding delay. Coder 
complexity is a function of the signal processing involved. It is also related to encoder delay 
or encoder memory, which derives from the extent to which a waveform has to be observed 
in order for the coder to exploit waveform structure for economical digital representation. 
The use of long sample buffering in linear prediction based coders produces waveform 
observations of several tens of milliseconds. Such delays can have important ramifications 
in aspects of waveform communications, such as echo control in long-distance two-way 
transmissions. The maximum allowable delay in calls routed via-satellite links is ‘250 
msec, recommended by the CCITT. Such call routing requires echo cancelation at the 
hybrid connections. For national PSTN services, calls are usually routed via-cables such 
as fiber optics or land terrestrial systems, where the delays are negligible. Thus no echo 
cancelation techniques are needed. It is vital therefore, to keep the transmission delays as 
low as possible in PSTN services. In mobile environments echo cancellers are very common 
since the algorithmic, delays are of orders of 100 msec, and especially high when routed 
via PSTN satellite links.
Demand for the use of the PSTN services is rising at a higher rate than the available 
channel capacity, which has resulted in the standardization of alow delay 16 kb/s algorithm 
[8]. Already there are plans for a new standard to be introduced at 8 kb/s by late 1994 [43]. 
Recent interest has therefore centered around medium rate coders producing high quality 
with the minimum delay possible, for use in PSTN as well as mobile communication 
systems. This chapter will in itially look at the ideas of backward prediction and its 
application in low delay coders such as LD-CELP at 16 kb/s. This is then followed by a
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look at possible algorithms for meeting the CCITT requirements at 8 kb/s, where a couple 
of candidate algorithms will he presented.
7 .2  E n d  t o  E n d  D e la y
The term delay is usually referred to the time taken for an input sample to be 
processed, transmitted and decoded at the receiver. This is usually known as the End-to- 
End or the overall delay of the system, and this will have the following contributions:
• Buffering delay at the encoder, <5&e
This delay is caused by the number of samples that are gathered together before 
any analysis processing can begin. In LPC based coders the number of buffered 
samples range from 100 to 400 samples, resulting in delays of 12.5 to 50 msec at 8 
kHz sampling rate.
• Processing delay at the encoder, 8pe
This delay has a higher bound which is limited to the previous delay, 8(,e. The 
processing of the buffered samples must be terminated during the buffering delay, 
so as to be ready for the next frame of analysis. Therefore, 8pe must be less than 
8fje and with the emergence of very complex algorithms such as CELP, the former is 
very close to the buffering delay.
• Buffering delay at the decoder, 8m
The representation of speech waveforms tends to be in the form of parameters, such 
as LSF, LTP lag and so on. Usually to initiate the process of decoding, a full 
knowledge of these parameters is required. Hence the buffering delay at the decoder 
will be very much equal to the encoding buffering delay. It must he pointed out that 
the decoding may begin with the knowledge of only a few parameters, but here the 
extreme case is taken into account.
• Processing delay at the decoder, 8vd
The final delay is the processing at the decoder. This delay is usually low, depending 
on the algorithm. In A-by-S coding algorithms major processing is at the encoder 
and the decoder is quite simple. Additional processing such as post-filtering will 
increase the delay but overall this delay can be considered to he atleast half the 
processing delay at the encoder.
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So the overall delay contribution of a system, (source coding only) can be expressed as
8Total — $be T bpe “f" $bd "i~ ^pd (?•!)
But we can make the assumption that
8be — fipe ~ $bd = 18pd (7.2)
Hence
8Total = 3.5^e . (7.3)
or
8t otai = 3.5-=- (7-4)
& S
where N is the number of samples in buffer and Fs the sampling frequency in Hz.
The overall delay of the encoding can therefore be approximately estimated as 3.5 
times the buffering delay at the encoder. This implies that the delay can be controlled 
to a major degree by the buffering length. Hence fewer samples used in analysis result in 
lower delay periods. This seems to be very logical reasoning which can be demonstrated by 
examples. The buffering of the LD-CELP at 16 kb/s is 5 samples at 8 kHz sampling rate. 
From equation 7.4 this results in an overall delay of 2.1 msec. Actual delay of the system 
is 2 msec. In the full rate GSM, a buffering of 20 msec implies an end to end delay of 
70 msec compared to the actual delay of 60 msec. It must be pointed out that the above 
analysis only gives an approximate estimation for the overall delay. In actual fact the
delay may be several msec shorter or longer depending on the detailed system structure
and the algorithm. The effect of transmission delays have not been investigated. This a 
crucial factor in Digital Mobile Radio (DMR) systems where the inclusion of interleaving 
and forward error correcting algorithms as well as radio subsystem delays will add to the 
already existing delays. However, equation 7.4 will be quite accurate for PSTN services, 
where transmission delays are negligible and only long route calls (via-sateilite links) need 
to be considered. Later in this chapter we shall be returning to the above equations for 
designing possible low delay algorithms at medium bit rates. What is important to note 
here, is that buffering delay in LPC based coders is high. Alternatives to solve this problem 
have to depart from LPC based techniques or utilise backward prediction techniques.
7 .3  N e t w o r k  Q u a l i t y  C o d i n g  a t  1 6  k b / s
For universal application in networks, a speech coding algorithm has to satisfy several 
performance criteria. These include a level of speech quality high enough to withstand 
multiple stages of coding and decoding, a processing delay low enough to withstand echoes 
and additional delay components in the network, and the ability to handle non-speech 
signals in the telephone band. The two well established algorithms of PCM [20][48] and 
ADPCM [15][48], running at 64 kb/s and 32 kb/s respectively, satisfy such requirements. 
The coding delay of these standards is insignificant since the encoding is performed on a 
sample by sample basis.
As pointed out in chapter two (figures 2.1 and 2.2), the public demand for use of 
PSTN services is rising fast. As a result, in 1988 the CCITT initiated a program into 
the standardization of a 16 kb/s low delay coder for universal application by 1993. An 
important challenge for the proposed coding algorithm is the combination of high quality 
with low delay at the relatively low quantization rate of 16 kb/s. Table 7.1 lists the in­
tended applications for such a standard and table 7.2 lists some performance requirements 
desired of the proposed speech coding algorithm. The delay requirements mean that for 
an LPC based system backward adaptive models utilising the history of the quantized 
speech will have to be used, rather than buffering tens of milliseconds of input speech in 
forward spectral estimation.
The 5 msec delay requirement is a great challenge, since previously proposed algo­
rithms at 16 kb/s (transform, sub-band, or predictive coders) have required large buffering 
delays of 10 to 30 msec, to meet the quality of ADPCM or even PCM coders. Hence none 
of the above mentioned schemes are suitable in meeting the requirements. The introduc­
tion of the LD-CELP has met all the requirements of table 7.2 and even surpassed the 
performance of the ADPCM under certain conditions [25].
1. Video phone service using transmission rates 64, 2x64, 128 kb/s
2. Cord-less telephone.
3. Low G/N digital satellite systems. This includes maritime, thin 
route and single channel per carrier satellite systems.
4. DCME. In this equipment 16 kb/s' speech coding is generally 
combined with DSI techniques. The equipment may be used for long 
terrestrial connections and for digital satellite links generally 
characterised by high C/N ratios.
5. PSTN. This application covers the encoding of voice telephone 
channels in trunk, junction or distributed networks (e.g. transcoder 
equipment). However, indiscriminate u se  of the 16 kb/s coding in trunk 
applications and junction national networks is not recommended.
6. ISDN. Distinguishing features with respect to PSTN for setting 
16 kb/s speech coding requirements are the availability of the 
unrestricted end-to-end digital bearer capabilities, absence of 
electrical echo control devices and availability of SSN 7.
7. Digital leased lines. Two possibilities may be envisaged in this 
case: one is where the end-to-end digital leased circuits include only 
one encoding/decoding, the other is where the end-to-end digital 
leased circuits are connected into the public network and they may 
include digital transcodings.
8. Store and forward systems.
9. Voice messages for recorded announcements.
10. Land Digital Mobile Radio (DMR) Systems.
11. Packetized speech. -
12. Audio channel for low bit rate one-way video service (e.g.surveillance)
Table 7.1: List of possible applications for 16 kb/s voice coding, (CCITT - Appendix 3 - 
Annex 1 to Q.21/XV(13-22 March AS Amended, 1989)).
PARAMETER CCITT REQUIREMENTS CCITT OBJECTIVE
Coding Delay < 5 msec < 2 msec
Quality, Bit Error Rate =  0 Distortion < 4 qdu
Quality, Bit Error Rate = 10~3 Not Worse than G.721*
Quality, Bit Error Rate = 10-2 Not Worse than G.721
Tandeining for Speech 3 Asynchronous Tandems 
with Distortion <14 qdu
Synchronous Tandems without 
Distortion Accumulation
Transmit Signaling Tones DTMF
Transmit Music No Annoying Effects
Operate at Lower Rates Graceful Degradation
Complexity As Low As Possible
Table 7.2: CCITT requirements for the 16 kb/s coder, (* G.721 : CCITT standard for 32 
kb/s ADPCM speech coding).
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7 . 4  L o w  D e l a y  C E L P  a t  1 6  k b / s
In the conventional forward adaptive CELP coder [78], the predictor parameters, 
the gain and the excitation sequences are all transmitted to the receiver. In the LD-CELP 
on the other hand, only the excitation sequence is transmitted. The predictor coefficients 
are updated by performing LPC analysis on the previously quantized speech. Thus, the 
LD-CELP coder is basically a backward-adaptive version of the conventional CELP coder. 
The essence of CELP, which is the analysis by synthesis codebook search is retained in 
LD-CELP. However, to achieve the desired high quality some modifications are introduced. 
Figure 7.1 shows a simplified block diagram of the LD-CELP encoder and decoder.
The excitation vector has a dimension of 5 samples. The long term predictor in 
conventional CELP is replaced by a high order LPC predictor, whose coefficients are 
updated once every 4 excitation vectors, by performing LPC analysis on the previously 
quantized speech. The excitation gain is updated once every vector by using a 10th order e 
adaptive linear predictor in the logarithmic, domain. The coefficients of this log gain 
predictor are updated once every 4 vectors by performing LPC analysis on the logarithmic 
gain of previously quantized and scaled excitation vectors. A 16th order perceptual filter 
is also included and updated once every 4 vectors by performing LPC analysis on the 
input speech samples. At 16 kb/s only 10 bits remain for the quantization of the 5 sample 
excitation vectors. Mainly for reasons of complexity the excitation vector quantization 
codebook is an integration of a 3 bit gain codebook and a 7 bit shape codebook.
7 .4 .1  H igh  O rd e r B a c k w a rd  L P C
In conventional LD-CELP, the algorithm incorporates a lCP/l order backward LPC 
predictor and a backward adaptive three tap pitch predictor [33]. The major problem with 
such a configuration is the performance of the coder under channel errors. The inclusion 
of a LTP will make the system very sensitive to channel errors. Therefore, the LTP was 
omitted and instead a high order backward LPC predictor was included. The inclusion of 
a 50th order backward LPC has the following advantages:
i) High order backward LPC analysis is quite robust to channel errors.
ii)  No side transmissions are needed for higher orders.
i i i)  The LPC prediction gain saturates after order 50.
iv ) The algorithm is less speech specific, since it does not assume speech quasi­
periodicity hence it is capable of handling non-voice signals.
VQ Index 
a) LD-CELP Encoder
b) LD-CELP Decoder
Figure 7.1: Schematic block diagram of the LD-CELP.
The disadvantages are:
i) A 50</l order LPC requires a large number of correlation computations, thus 
resulting in high complexity.
ii)  The potential for ill conditioning problems is high.
Initially a 20 msec Hamming window was utilised in deriving the 50 LPC coefficients. 
Unfortunately, such a high order results in high computational complexity. In order to 
reduce the complexity, Barnwell’s recursive windowing technique is used [13]. Barnwell
lias shown that if the impulse response of a 2-pole filter is used as the. window function 
then the corresponding autocorrelation coefficients can be calculated recursively [13]. This 
filter response is given by
H\(z) — (1 — 2az 1 + a 2z 2) 1 (7.5)
For an LPC order of 50 there are 51 third order direct form filters in the filter bank, 
one for each of the 51 autocorrelation coefficients needed. The utilisation of the. above 
equation results in numerical precision problems in high order LPC filters. This problem 
is avoided by replacing the third direct form filter by three first order filters in cascade. 
The transfer function of the modified filter is
tr ( a  1____________ 1 ( m  +  l)am  -  (m -  l)g(m + 2 )z 1
1 — a 2z~1 1 — a 2z_1 1 — a 2z_1
where a is the parameter that controls the window shape and m the sampling instant. In 
equations 7.5 and 7.6, a is set to a value of 0.975.
The above, modification in the windowing technique reduced the computational com­
plexity immensely but created new problems for fixed point implementation [26]. The 
product of 16 bit values would result in a 32 bit dynamic range. In fixed point implemen­
tation this would require double precision arithmetic, which increases the computational 
complexity. To avoid this, a novel hybrid window, similar in shape to equations 7.5 and
7.6 is used [26][27]. The above procedures for reducing the LPC computational complexity 
still do not allow the coefficients to be updated every 5 samples. However, since the spec­
tral envelope of speech does not change frequently, it is possible, to update the parameters 
every 20 samples, thereby-spreading the. computation over four speech frames and further 
reducing the complexity.
The Barnwell windowing technique results in a higher processed speech quality com­
pared to the Hamming window. This is mainly due to the shape of the window which 
places more emphasis on the most recent speech samples, figure 7.2. With regard to the 
ill conditioning problem, the LPC analysis is based on the previously quantized speech 
samples, in this case, the quantization noise reduces the spectral dynamic, range, and hence 
the ill conditioning is less of a problem. Nevertheless, to make sure of this, the values of 
the diagonals of the Toeplitz matrix are. increased by 0.003 % before solving the normal 
equations. This is equivalent to adding white noise (45 dB below the speech power) before 
LPC computation.
P rev ious quan tised  sam ples
C u r re n t
Sam ples
Figure 7.2: Illustration of Hamming and Barnwell windowing techniques.
7 .4 .2  E x c ita t io n  G ain  P re d ic t io n
Another important feature of LD-CELP is the prediction of the excitation gain, in 
which the dynamic range of the excitation gains is minimised for efficient quantization 
purposes. A backward adaptive 10th order linear prediction is applied to the excitation 
gains in the log domain, let y(n) be the transmitted excitation c.odevec.tor (from the 10-bit 
codebook) at time n, and let e(n) be its gain-scaled version. In addition, let cry(n) and 
cre(n) denote the root-mean-square (RMS) values of y(n) and e(n), respectively, and let 
<r(n) be the backward adapted excitation gain which is used to scale e(n). Then, we have
e(n) = <r(n)y(n) (7.7)
and
log[cre(n)\ = log[a(n)\ + log[cry(n)\ (7.8)
The aim is to make <7 (71) to be as close to <Je(n) as possible, based on previous information 
available. Therefore
10
log[cr(n)\ ~ Y ailo9[°e{n ~ 0] (7-9)
7=1
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Substituting the above equation into 7.8 we get
10 10
l°g[a(n)\ = Y  otilog[a(n -  «)] + Y  <Xilog[ay(n -  i)\ (7.10)
7 = 1  7 = 1
The coefficients a ; are updated by performing backward LPC analysis on the previ­
ous gain sequences every 4 speech vectors. In the presence of channel errors, the decoder 
will have erroneously decoded code vectors which in turn cause impulsive noise in the exci­
tation sequence. Since autocorrelation techniques guarantee the stability of the pole-zero 
filter of equation 7.10, the impulse response of the filter eventually decays to zero. To 
improve the robustness, the poles and zeros are scaled down by a factor of 0.9, in order to 
reduce the effective length of the impulse response.
7 .4 .3  C o d eb o o k  S t r u c tu r e
So far the techniques described in the previous sections do not need any additional 
bits in order to convey information, since they utilise backward adaptive techniques. 
Hence, there are still 2 hits per sample for representation of the excitation signal at a 
bit rate of 16 kb/s. A buffering of 5 samples results in a total of 10 hits, which in the 
LD-CELP is divided into a 7 bit shape codebook, a 2 hit scaling codebook and 1 bit for 
representation of the sign of the excitation scaling factor. This results in a 1024 vector 
codebook search procedure, resulting in high computation for real time purposes. How­
ever, since the LPC filter coefficients are updated every 4 speech vectors, redundancies in 
the codebook synthesis and search procedures are utilised within the duration of 4 speech 
vectors to minimise the complexity. It must he pointed out that the search complexity is 
still lower than for a 1024 shape codebook.
Unlike conventional CELP coders, where the c.odebook is populated with random 
Gaussian numbers, the 7-hit shape c.odebook is closed loop optimised by a codebook design 
algorithm using the same weighted error criterion of the LD-CELP encoder described in 
[24]. Thus the effect of predictor adaptation and gain adaptation are taken into account 
in the design. The shape codehook training process is very similar to the well known LEG 
algorithm [58]. However, since the codebook design is based on the perceptually weighted 
error criterion of the LD-CELP, the entire LD-CELP encoder is used in each iteration to 
encode the training set.
For convenience, lets assume Cj(n) is the optimum vector at time instant n  and has 
g(n) as its optimum scaling factor. Also let Nj be the set of time indices while encoding 
the. training set. Starting with an initial c.odebook, after encoding the entire training set,
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the accumulated distortion of the j t h  cluster corresponding to C j  is given by
(7.11)
ncNj
where a; (ft) is the. weighted input target vector, £ the sign of the gains and -ff (ft) is a lower 
triangular matrix with sub-diagonals equal to samples of the weighted impulse response* of 
the LPC filter [99]. Taking the partial derivative with respect to Cj and setting the results 
to zero gives
f) n .
= - 2  X  Cv(n)g(n)HT(n)x(n) + 2 X  cr2(n)g'\n)HT(n)B(n)cj (7.12)
Thus, the. centroid Cj of the j th cluster which minimises D j, satisfies the following 
normal equation
£  (a(n)g(n)BT(n)x
(7.13)
neNj
The two summation sets in the above equation are accumulated for all the 128 shaped 
vectors throughout the. entire training set. At the end of the encoding, new centroids 
given by equation 7.13 are calculated for each of the 128 shaped vectors. The codebook 
is replaced by the new centroids and the process is then repeated for the. entire training 
set, until a convergence point is reached.
The same can be applied to the training of the scaling factor g(n). This time 
differentiating equation 7.11 with respect to g(n) and setting it to zero results in
The codebook training design usually converges after 7 to 8 iterations and this results 
in a significant 1.5 to 2 dB SNR improvement. Subjectively, the improvement is very 
noticeable even at such high operating hit rates. Regarding the robustness issue of the
In this way, single, bit errors in the. indices will result in an excitation sequence close to 
the transmitted one.
f i t l y  j
£  cy2(n) II H||3
(7.14)
ncNj
codebook indices, Pseudo Gray Coding is assigned to the indices of the excitation vectors.
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7 .4 .4  P o s t -F i l t e r in g
One of the crucial test conditions of the CCITT trials is the performance of the 
coder under tandeming. Tandem encoding at higher hit rates such as 64 and 32 kb/s has 
been studied in detail. W ith such coders it is possible to predict the objective performance 
of the coders after several tandeming stages. With assumption that coding noise is uncor­
related at each stage of tandeming, then double tandem encoding would double the noise 
power, hence causing a drop of 3 dB in the SNR measurements. The LD-CELP coder 
behaves in similar manner, dropping 3 dB and 4.8 dB after 2 and 3 asynchronous codings 
respectively. The coding noise generated by tandeming conditions in the LD-CELP would 
result in quite noisy speech. In order to alleviate the noise generated by asynchronous en­
codings, perceptually based solutions are incorporated. In an upgraded LD-CELP coding 
technique, two major changes are included. Firstly, the perceptual filter weighting factors 
are subjectively tuned after, 3 tandem encodings. Secondly, a post-filtering technique is 
applied to perceptually remove the quantization noise effects [25]. It is the latter that has 
the greatest overall effect in improving the output quality after several tandeming stages.
Up to now, the inclusion of post-filtering techniques to enhance the output speech 
quality was considered inappropriate due to degradations caused after several asynchronous 
encodings. Also, post-filtering inevitably introduces phase distortion, which may cause 
problems when transmitting modem signals that carry information in their phase. The 
latter problem is usually rectified by including modem signal detectors, similar to the 
strategy used in G.721 ADPCM to bypass the encoder. However, degradations due to 
tandeming can be resolved by considering milder post-filtering unlike in very low bit rate 
applications. At very low bit rates, severe post-filtering helps to perceptually improve the 
poor sound quality caused by the inaccurate modelling of the excitation signal due to the 
small c.odebook sizes per vector. At 16 kb/s the LD-CELP has a toll quality performance, 
and post-filtering is only needed to improve its performance under tandem connections. 
Adaptive post-filtering is therefore incorporated to reduce the perceived noise, thereby 
increasing the perceived speech quality.
The adaptive post-filtering technique incorporated in the LD-CELP algorithm is 
rather complicated. It is divided into 3 sections, figure 7.3, a) Long Term Post-filter, b) 
Short Term Post-filter and c.) Scaling Unit.
The long term post-filter has a transfer function of
H i ( z )  =  <7/(1 +  b z ~ p )  (7.15)
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where p is the pitch period extracted by the use of a pitch predictor or extractor, b is the 
filter coefficient and gi is a scaling factor. The values of b and gi are given by
0 if /3 < 0.6
b = I 0.15/? if 0.6 < 0  < 1
0.15 if /? > 1
(7.16)
1
m 1 +  6
(7.17)
where [3 is the optimal tap weight of a single tap pitch predictor with a pitch period of p 
samples. The pitch post-filter is a comb filter with its spectral peaks located at multiples 
of the fundamental frequency of the speech to be post-filtered. In general the closer /3 is 
to unity, the more periodic the speech signal is. If (3 < 0.6 which roughly corresponds 
to unvoiced or transition regions of speech, then 6  = 0  and gi = 1 , and the long term 
post-filter transfer function is Hftz) — 1 , which means the post-filter is totally disabled. 
On the other hand if 0.6 < [3 < 1, the long term predictor is turned on, and the degree 
of comb filtering is determined by (3. The more periodic the speech waveform, the more 
comb filtering is performed. Finally, if (3 > 1, then 6 is limited to 0.15 so as to avoid 
too much comb filtering. The coefficient gi is scaling factor of the long term post-filter to 
ensure that voiced regions of speech waveforms do not get amplified relative to unvoiced 
or transition regions. ‘
(a) (b) (°)
Figure 7.3: Schematic block diagram of the Post-Filter in LD-CELP, a) LTP postfilter, b) 
STP postfilter and c.) Scaling section.
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The short term post-filter has a transfer function of
10
E y « .z"
=  [l + p z '1] (7.18)
E ^ - '
i= l
The tunable parameters 7 , A and /i control the amount of short term post-filtering. The 
coefficients ai are updated by performing a 16th order backward adaptive LPC analysis 
on the decoded speech prior to post-filtering. Finally, after the decoded speech is passed 
through the long term and short term post-filters, the filtered output will not have the 
same power level as the decoded speech. To avoid occasional large gain excursions, it is 
necessary to use automatic gain control to force the post-filtered speech to have roughly 
the same power as the un-filtered speech.
The parameters of the post-filters are again tuned under triple tandem encoding 
conditions. In this way the output of the LD-CELP was improved significantly under 
tandeming and showed that, with proper design strategies, post-filtering can be advanta­
geous in tandem connections, disproving previously reported results.
7 .5  L o w  D e la y  C o d i n g  a t  M e d i u m  B i t  R a t e s
The success of the LD-CELP at 16 kb/s has been a driving force for research activ­
ities emerging in low delay coding algorithms. The G.7‘28 (The CCITT standard, 16 kb/s 
LD-CELP) coding algorithm has demonstrated that by using very short frames of a few 
samples, toll quality speech can be obtained at 16 kb/s with a delay of less than 2  msec. 
This has stimulated great interest in developing a lower bit rate speech coding algorithm 
that operates with a short delay time. In the 1989-1992 study period, the CCITT initiated 
an effort expected to lead to the adoption of a speech encoding algorithm operating at a 
bit rate of around 8  kb/s. This effort is a logical continuation of previously set standards 
(namely G.711, G.721 and G.728). The initial deadline of Ju ly 1991 for the submission 
of low delay algorithms at 8  kb/s passed with no submissions. Realizing the difficulty of 
satisfying all the requirements, a revised deadline was set up for September 1992. It is 
still unlikely that any candidate submissions that meet all the requirements will be made. 
Table 7.3 briefly outlines the requirements set for algorithms at 8  kb/s.
PARAMETER CCITT REQUIREMENTS CCITT OBJECTIVE
Coding Delay 
Frame Sizes 
Total CODEC Delay
< 1 6  msec 
< 3 2  msec
<  5 msec
<  10msec
Speech Quality 
Error Free Condition
Not worse than 
that of G.721*
Random BER <  10~3 Not worse than 
that of G.721
Equivalent to G.721
Randomly distributed 
missing frame rate
3% missing frames 
<  0.5 MOS
As low as possible
Capability to transmit 
voice band data Not needed
Tanderning capability 
for the speech
2 asynchronous with 
a total distortion 
<  4 asynchronous G.721
3 asynchronous 
a total distortion 
<  4 asynchronous G.721
Capability to operate at 
different bit rates 
9.6 kb/s to 6.4 kb/s
Needed
Graceful speech quality 
loss at 6.4 kb/s 
improved at 9.6 kb/s
Complexity To be defined As low as possible
Implementation Fixed-Point
Table 7.3: CCITT requirements for the 8  lcb/s coder (* G.721 : CCITT standard for 32 
kb/s ADPCM speech coding).
The conditions set for the 8  kb/s standard are very much similar to the 16 kb/s 
specifications, except for the delay and the voice band data handling requirements. The 
former has heen increased to allow flexibility in achieving the quality requirements and 
the latter is not needed. This is so, because the main application of the 8  kb/s algorithm 
is for Future Public Land Mobile Telecommunication Systems (FPLMTS). There are no 
expected plans for the introduction of mobile data services for public use. Another im­
portant feature of the proposed coder is the recovery from missing frames. This subject 
was fully investigated in the previous chapter.
Frequent update of the Vector Quantization (VQ) of the excitation signal and a 
high order backward LPC synthesis filter are the basis of the LD-CELP algorithm. In 
order to reduce the hit rate to 8  kb/s, backward prediction of long term as well as short 
term correlations present in the speech signals, phis vector quantization of the speech 
parameters are necessary to reach the system requirements.
In the following sections an attempt is made to understand the problems of low 
delay coding by studying backward prediction in detail and proposing solutions that would 
overcome these problems or at least reduce their distortion effects. With the knowledge 
gained, two algorithms are proposed at 8  kb/s which give high quality but still do not 
satisfy the CCITT quality requirements.
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7 .5 .1  In a c c u r a c ie s  in  B a c k w a r d  L P C  M o d e l l in g
The idea of backward adaption of the LPC predictor coefficients is not new and 
considerable work has been carried out in this area within the last few years. Since speech 
signals are assumed to he stationary over very short time intervals, a frequent update of 
the backward LPC coefficients can provide prediction gains close to forward adaptation 
schemes. Table 7.4 shows the prediction gain in segmental Signal to Noise Ratio (SNRseq) 
of a 10</l order predictor for several update rates for forward and backward adaptive 
schemes. The LPC analysis is based on a Barnwell windowing of 160 samples. In a 
forward scheme the update rate of the LPC gives an indication of the number of input 
samples contained in the LPC analysis. Hence an update rate of 20 samples, indicates that 
the coefficients are updated every 2.5 msec, with the 20 input samples included within the 
LPC window analysis for the forward scheme.
Scheme Update Rate (samples)
10 20 30 40
Forward 11.94 12.05 12.17 12.24-
Backward 11.65 11.49 11.37 11.26
Table 7.4: SNRseg (dB) comparisons of forward and backward IO471 order LPC prediction.
From the results it is clear that even at an update rate of 20 samples, a loss of about 
0.5 dB in prediction gain between backward and forward schemes is evident. Such a loss is 
not too critical at bit rates above 16 kb/s where sufficient bits are available to compensate 
for the losses. At lower bit rates where the backward adaptation may take place over an 
interval of 40 samples, gain losses of 1 dB are typically incurred. These losses will be even 
higher when algorithmic errors and quantization errors are included.
To investigate the possible cause of this error, a close examination of the difference 
between the forward and backward LPC spectra is carried out [90][89]. Figure 7.4 shows 
a sequence of forward spectra, backward spectra and their differences for a single frame 
in time. Figure 7.5-a shows a histogram of accumulated spectral errors for a long speech 
data file, across a 4 kHz frequency range. From this it is clear that the major portion 
of the error is at frequencies below 1 kHz. This error is due to the rapid variations of 
the amplitudes or frequencies of the major formants which exist at the lower end of the 
frequency spectrum. In order to alleviate this problem two methods seem appropriate, 
either a time domain or frequency domain manipulation.
In the time domain, the distortion is somewhat reduced if a prototype signal is sub­
stituted in place of the original signal. This scheme is quite effective during voiced regions
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where the signal is quasi-periodic at intervals known as pitch. A backward pitch value is 
estimated from one of the techniques described in [4]. The current input samples are then 
replaced by those at one previous pitch interval, before LPC analysis is performed. Note 
that no side information is needed at the decoder, hence the technique is still a backward 
adaptive scheme. Figure 7.5-b shows about 15 % overall improvement in matching the 
forward spectra below 1 kHz. In prediction gain this resulted in an extra 0.7 dB objective 
gain in S N R seg. Although this scheme is fairly good, its success is highly dependent on 
the periodicity of the signal and accurate pitch estimation techniques. During unvoiced 
regions the substitution of a prototype signal is highly inaccurate, and results in poor 
prediction gains.
Another approach to eliminate this problem is based in the frequency domain. The 
histogram of figure 7.5-a implies that synthesis of an excitation signal via a backward 
predicted LPC synthesis filter is likely to cause significant errors in the lower end of the 
frequency spectrum. In A-by-S coders such as CELP, the error signal will have a flat spec­
trum and equal weighting is applied across all the frequencies prior to error minimisation. 
An emphasis on the lower frequencies of the error signal prior to the error minimisation 
procedure should take account of such distortions. This is achieved by low pass filtering 
the error signal, via a simple 1-tap filter of the form
e-iu(ft) — e(rt) + 7 e(n  — 1) fo r  0 < n <  N  (7.19)
where the filter coefficient 7  is subjectively chosen to be 0.3. In a conventional backward 
CELP system, this new weighting of the error signal resulted in a minor 0.2 dB objective 
improvement, but its subjective improvement in performance was significant, especially 
during transient regions. Another perceptual effect of this windowing of the error signal 
was to perceptualy remove the effect of high frequency or hissing noises, evident when 
quantization procedures are included. Since emphasis is based 011 matching the lower 
frequency regions, then perceptually the high frequency distortions are masked by the 
high energy signals at the lower end. Overall smoother processed speech was-observed for 
a wide range of talkers and sentences.
Although the above scheme resulted in minor improvements, it caused distortions 
during unvoiced regions. This is due to the suppression of the high frequency formants 
present in unvoiced regions. The characteristics of equation 7.19 are that of mild low pass 
filtering. To alleviate this problem, an adaptive filtering of the error of the following is 
more suitable
§p►-a
Frequency (kH z)
Figure 7.4: LPC spectra for a) backward, b) Forward and c.) the difference between in 
forward and backward.
Frequency (kH z)
Figure 7.5: Histogram of LPC  error Spectrum a) Conventional Backward LPC and b) 
Prototype Substitution Backward LPC.
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ew(n) = e(n) + 7 K\e(n — 1) for  0 < n < N (7 .2 0 )
where K\ is the modulus of the first reflection coefficient calculated from the backward 
LPC analysis and 7 this time is subjectively chosen to he 0.6. With this new technique 
the subjective improvement was further enhanced, especially during unvoiced regions as 
expected.
7.5.2 Backw ard/Forw ard L T P
A straight modification of the LD -CELP algorithm to 8 kb/s produces unsatisfactory 
output. This is mainly due to the backward LPC analysis, which is based on a very noisy 
synthesized signal. To achieve better quality, long term prediction is necessary. In the 
past, backward adaptation techniques [33][45] were incorporated in assisting the excitation 
modelling. However, such models are not accurate and tend to fall sharply in performance 
once the number of samples increases above 5 samples or so. Therefore forward techniques 
are now in general use. In this way, one can assume that the channel capacity is equally 
shared between the adaptive codebook and the fixed codehook structure, (assuming back­
ward LPC analysis techniques are employed). The two parameters that are of paramount 
importance are the lag and the gain factor.
It is well known that LTP is very efficient during voiced regions. The lag will usually 
correspond to the pitch or multiples of it and the gain will he very close to 1 .0, (assuming 
a 1-tap LTP filter). During unvoiced regions the performance depends 011 the type of LTP 
analysis employed, Closed Loop or Open Loop, and the number of quantization levels cov­
ering the dynamic range of the gain value. Since efficient usage of the bits is vital for high 
quality achievements, unvoiced excitation modelling by the LTP must be avoided. This 
can lead to a pitch based long term predictor operating with fewer bits. One redundancy 
that can be exploited with such a system is the pitch. Pitch tracking techniques can be 
incorporated to restrict the search for the best vector in adaptive codebooks and hence 
reducing the range of indices needed for transmission. All the low delay 8 kb/s algorithms 
proposed so far, [28][ 107][62][ 105] apply differential pitch search techniques in their long 
term predictions, but still lack the quality requirements at medium hit rates. Investiga­
tions have shown [28][90] that, the excitation from the adaptive codebook and the fixed 
codebook must he jointly optimised to minimise the backward prediction distortions as 
well as algorithmic errors.
168
7 . 5 . 3  E x c i t a t i o n  M o d e l l i n g
Tlie performance of the excitation vectors is very dependent on their update rate 
and the codehook size. The latter factor usually saturates at codehook sizes of 256 (ie. 8 
bit indices) and above. The former condition depends on the available channel capacity. 
Frequent VQ of the excitation signals can lead to efficient modelling of the excitation 
signals, such as in [8][28]. However, at medium bit rates the lack of available bits forces 
less frequent update rates, causing severe degradations in the processed speech. One 
efficient way of overcoming this problem is to employ an excitation sequence with a multi­
gain structure. Table 7.5 gives the overall S N R seg achieved by increasing the number 
of gains per vector in a CELP coding scheme. It is clear that a double gain excitation 
structure provides a significant improvement in the overall quality for a minor increase in 
the complexity and bit rate.
Codebook
Size
Number of gains/vector
1 2 4
128 12.92 15.33 16.75
256 13.26 16.03 17.11
Table 7.5: S N R seg (dB) variations for multiple gains per vectors.
Another strong feature of the LD -CELP is the codehook training that achieves about
1.5 to 2 dB objective improvement. The application of well structured codebooks is the 
basis of successful algorithms. The codebook training described earlier and utilised in
[24] was applied to a low delay CELP coder at an operating bit rate of 8 kb/s. The low 
delay CELP coder had a differential lag search of 8 samples (ie 3 bits side transmission), 
with a forward adaptation of a single LTP gain utilising 3 bits. The secondary excitation 
codebook was divided into a 7 bit shaped codehook and a 3 bit gain codebook including 
the sign. Hence the resulting buffering delay is 16 samples. Table 7.6 gives the objective 
improvements obtained for several iterations of the codebook training. From these figures 
as well as subjective listening tests, codehook training offered a very marginal improvement 
in quality and saturated rather quickly after 3 to 4 iterations. This is somewhat expected 
since the secondary excitation is performed after the contribution of the pitch predictor 
is removed. At such high LTP filter update rates, the pitch residual signal will almost 
definitely have white noise characteristics, which removes the need for any structured 
codehook.
Iterations 0 1 2 3 4 5 6 7 8
SNRseg /  dB 13.61 13.72 14.02 14.11 13.87 13.96 13.82 13.76 13.90
T ab le  7 .6 : O b je c tiv e  p e rfo rm an ce  fo r each  i t e r a t io n  o f th e  s e c o n d a ry  co d eb oo k  t r a in in g .
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7 . 5 . 4  G a i n  A d a p t a t i o n
The quantization of the excitation gains plays a critical role in the performance of 
CELP-type coders. In forward schemes, as many as 6 bits are utilised, whereas in the 
LD -CELP at 16 kb/s only 3 bits are assigned to the gains. The latter technique uses a 
linear prediction technique based on the previous energies of the excitation signals in the 
logarithmic domain. The prediction gain drops dramatically as the energies cover longer 
vector sizes. This is mainly due to the irrational variations in the gain magnitudes. Two 
fairly simple solutions to overcome this problem are:
a) To achieve maximum prediction gain, the gain magnitudes are low pass filtered in 
order to preserve the envelope of the magnitude changes and a 6th order linear pre­
diction on the previous gain magnitudes is then applied. The new gain magnitudes
are then normalised to the output of the gain predictor, which is updated every 
speech vector.
b) A very simple technique is to use a backward average mean smoothing technique
[67] [70]. In this technique the predicted output is given by
T
Gp =  l/T£a i,G _ i (7.21) 
2"1
where T  is the total number of gains considered, and are fixed weighting factors that 
influence, the predicted output with more emphasis on the recent samples. Since the. 
variations in the. excitation gains are very irrational, a value of T  = 3 gives a satisfactory 
performance. The values of © can be. made, adaptive depending on how widely spread the 
previous excitation gains are.
Figure 7.6 shows the dynamic ranges of the normalised excitation gains produced by 
the above two techniques. The. two techniques show little difference between them but re­
garding the quantization noise and quality aspects, backward linear prediction of the gains 
achieved a better performance. However, method (b) is very simple and computationally 
very efficient. With such powerful normalisation techniques, efficient scalar quantization 
or possibly vector quantization of several gains is possible.
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Figure 7.6: PDF plots of the normalised gains for a) Backward linear prediction and (b) 
backward average mean smoother.
7.5.5 P o st-F ilte rin g  Enhancem ent
It has heen pointed ont that at low operating bit rates, enhancement of the processed 
speech quality by post-filtering techniques is crucial. The LD -CELP itself utilises such a 
technique to overcome the problems associated in tandeming connections. In experiments 
carried out, we found that the use of backward predicted LPC coefficients in short term 
post-filtering resulted in poor enhancement of the output signal quality. This became even 
worse as the frame size increased. Could this he due to incorrect estimation of the LPC 
coefficients due to a noisy processed speech signal? Investigations carried out at higher 
bit rates proved the same but to a lesser degree. Therefore, one c.ould only conclude that 
the poor performance of the short term post-filter is not entirely due to the quality of 
the processed speech. What actually degrades the performance is the changes in the LPC 
spectra, which mount as the frame size is increases. This problem can he easily rectified 
by applying forward LPC coefficients to the short term post-filter. At the decoder, the 
input excitation is synthesized by utilising backward LPC coefficients. At the end of the 
current synthesized frame a new set of LPC coefficients are calculated and then forwarded 
to the short term post-filter, figure 7.7. In this way, the LPC coefficients will include the 
spectral changes within the current processed speech frame. Two striking features of the 
above method are as follows:
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a) There is 110 extra increase in complexity. This is so, because the forward estimated 
coefficients utilised by the current frame are the backward estimated coefficients for 
the next frame.
b) This technique increases the delay at the decoder, since one has to wait for the 
processing of the current frame to finish before post-filtering can begin. This is a 
small price to pay relative to the gain in quality achieved.
In informal subjective testings the new post-filtered output quality scored higher than 
previous techniques. The improvement was especially high as the vector size was increased. 
The technique was tested at bit rates of 6.5 kb/s where again its superior performance 
was evident.
Input Synthesised Postfiltered
Figure 7.7: Block diagram of the new post-filtering technique.
7 * 6  L o w  D e l a y  A l g o r i t h m s  a t  8  k b / s
Many algorithms have been proposed that exhibit low delay operating at around 8 
kb/s [28][107][62][105]. The knowledge gained from analysis of the problems in low delay 
coding techniques prompted the design of an 8 kb/s coding algorithm. In the following 
we report on two of the techniques currently under investigation.
7.6.1 C E L P  at 8 kb/s
The first algorithm considered, from now on called LD-CODER1, is very much 
equivalent to the conventional forward CELP coding algorithm [78]. The characteristics 
of the coder are as follows:
A backward 10th order linear prediction on the previous synthesized speech is carried 
out and updated every 4 msec, over 160 samples, utilising the original Barnwell window. 
The coefficients are obtained by Durbins method and then bandwidth expanded by a 
factor of 15 Hz. A coarse estimation of the LTP lag value is calculated from the previous 
residual signal by employing one of the techniques reported in [71]. The pitch search was 
performed on the previously de-einphasised 160 residual samples, within the range of 20 
to 100 samples, and effects of pitch multiple estimations were reduced as far as possible. 
The best lag location is found by performing a closed loop analysis within 4 samples 
of the coarse lag value over a frame size of 32 samples, ie 4 msec at 8 kHz sampling 
rate. Joint optimisation of a single LTP filter gain and two excitation gains is performed 
using a codebook size of 128 vectors, updated every 2 msec. The excitation gains are then 
normalised using linear prediction based on the previous gains and jointly vector quantized 
with the pitch gain utilising 8 bits, figure 7.8. In the search for the best excitation vector, 
the error signal was weighted by the perceptual filter and the proposed LPC correction 
filter.
7.6.2 C o m p lexity  and R e a l T im e Im plem entation
The AT&T 80 ns DSP32C was chosen as the main digital signal processor, with tools 
provided by the manufacturer for developing programs to operate PC compatible comput­
ers. The major consideration during the development process is the program execution 
time, due to the required system parameters and frame length. From the start it was clear 
that this algorithm was too complex and that drastic changes were needed. The major 
complexity arose from the multiple gain modelling of the excitation signal and hence this
had to be omitted. Reduction of the excitation gains to one per vector allows a higher 
update rate of other parameters, hence the loss in quality can be somewhat redressed. 
This change results in a new frame size of 26 samples (ie 3.25 msec). Further progress in 
the implementation of the algorithm requires an overall reduction of the computational 
complexity of the algorithm.
The complexity figures of LD-CODER1 are presented in tables 7.7 and 7.8, which 
show that such an approach to low delay coding requires over three times more computa­
tional power than is possible from a single DSP32C. These results also emphasize the very 
high complexity of the current low delay encoding algorithms at 8 kb/s. It is clear that 
major simplifications are necessary in order to get the encoder algorithm implemented on 
a single DSP32C chip. There are three areas of possible simplifications, namely:
• Excitation vector synthesis
• Best codebook index search
• Backward pitch estimation
Input
Signal
Error
Signal
Error
Minimisation
Perceptual
Weighting
LPC Correction 
Filter
F ig u re  7 .8 : B lo ck  d ia g r a m  o f th e  L D -C O D E R 1 a lg o r ith m .
Tasks 
and number 
per 3.25 msec
No. of 
DSP 
Instructions
% of DSP 
Processing 
Time
LPC analysis for 
synthesis filter-1 2732 6.72 %
LPC analysis for 
weighting filter-1 2522 6.21 %
Synthesis filtering-7 243 4.19 %
Weighting filtering-5 305 3.75 %
Backward pitch 
estimation-1 9420 23.19 %
Closed loop 
pitch search-1 2404 5.92 %
Excitation vector 
synthesis-1 70144 173 %
Best codebook 
index search-2 17920 88.2 %
Total 311.18 %
Table 7.7: Computational complexity of the first approach of the LI) CELP encoder.
Program
(Bytes)
Data
(Bytes)
Total
(Bytes)
12426 13216 25642
Table 7.8: Memory usage for the LD CELP encoder.
The synthesis of code vectors is part of the best index search, but it is performed only 
once, since the LPC parameters for the synthesis and weighting filters are calculated for a 
two vector long frame of the speech. A first approach consisted of using these filters so as to 
synthesize the entire 128 vector codebook. Another approach is to convolve the codebook 
vector with the impulse response of the cascaded synthesis and weighting filters. This 
solution reduces significantly the. computational complexity of the subroutine, requiring 
64.51 % of the total processing time. However, further major changes to the original 
formulation were required. Since codebook training provides a gain of only ~  0.3 dB 
in comparison to a random Gaussian codebook, it is possible to apply an overlapping 
codebook and in this way to both enhance the processing time, which is now equal to the 
10.60 % of total time, and reduce the data memory required for codebook storage, without 
any major loss in quality.
The best index search subroutine is very difficult to simplify because its compu­
tational complexity results from the large number of vectors computed. The search also 
involves solving two simultaneous equations for each vector in order to jointly find the best 
codebook and pitch gains. It is expected that applying the sparsely populated overlapping 
codebook will further reduce synthesis subroutine by half, to ~  5 % of total time and will 
also facilitate other simplifications in the index search subroutine.
The backward pitch estimation is performed using the autocorrelation method which 
implies a high complexity. In order to further reduce the processing time the backward 
pitch estimation is performed once every two frames. The expected loss resulting from 
this solution is not significant (objectively about 0.2 dB) since a closed loop pitch search 
is performed for each frame.
Another reduction of complexity without a big loss in quality, was achieved by 
performing the LPC analysis only once for both synthesis and weighting filters, ie backward 
predicted LPC  coefficients are utilised in the perceptual weighting filter.
With the inclusion of the above simplifications the encoder complexity was reduced 
to within the processing power of a single DSP32C. With regard to the quality, the pro­
cessed output of the simplified LD-CODER1, was subjectively close to the original LI)- 
CODER1 algorithm especially during female talkers and objectively it scored 1.2 dB lower 
overall in S N R seg. This clearly demonstrates that quality, delay, and complexity are the 
main three criteria in speech coding and each can affect the other objectives enormously, 
figure 7.9. These factors are very much inter-related as demonstrated by the above example 
and joint optimisation of the parameters is very hard to achieve.
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7.6.3 V Q -L T P  at 8 kb/s
The success of LD -CELP is mainly due to the high order LPC analysis and the-' 
frequent update rate of the excitation modelling. At bit rates around 8 kb/s, such high 
update rates are not possible, hence for better modelling, one is forced to consider con­
ventional techniques such as the LD-CODER1 algorithm. In order to reduce the bit rate 
to medium rates and maintain a high quality, the introduction of the LTP is absolutely 
essential. At the same time a frequent update rate of the side information parameters is 
necessary. In the LD-CODER1 design the transmission of four parameters are necessary, 
pitch gain ft, differential Lag M, excitation gain G  and the excitation index Cj. At bit rates 
around 8 kb/s, the number of available bits would limit the modelling of the excitation 
signal over longer frames, thereby resulting in less frequent update rates. Another problem 
is the individual coding of the excitation parameters, resulting in an inefficient use of the 
channel capacity. With all the above in mind, a simple experiment was set up to determine 
whether two codebooks of different nature were really needed. A simple backward short 
term synthesis filter is excited with au excitation signal formed by linear summation of the 
long term predictor output and the fixed code book excitation. The long term prediction 
search was limited to 128 integer lag positions, utilising a simple 1 tap model in a closed 
loop manner. The fixed codebook contained 128 entries with a single scaling factor. No 
quantization of the gains was considered. The aim of the experiment is to see which of 
the codebooks would contribute more to the modelling of the excitation signal and their 
contribution at different update rates. The results are tabulated in table 7.9.
Update
Rate
STP
Contribution
LTP
Contribution
EXC
Contribution
10 samples 6 % 76 % 18 %
20 samples 6 % 75 % 19 %
30 samples 7 % 72 % 22 %
Table 7.9: Overall signal to noise ratio, percentage contribution of short term, long term 
and excitation modellings in CELP coders at different update rates.
As expected, it is clear that the contribution of the LTP is by far greater, at all 
update rates and its contribution increases as the vector length is decreased. This suggests 
more emphasis should he placed on the LTP contribution rather than the .fixed codebook 
output. For this reason the fixed codebook contribution is removed resulting in a purely 
adaptive LTP excitation modelling. In general, the side information is now reduced to
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the LTP gains /3k and the lag M .  The bits gained from the loss of the fixed codebook 
parameters can now be utilised in higher order modelling of the LTP filter or more frequent 
parameter update rates. For the best choice of the number of taps and the lag search 
intervals, objective measurements in the form of segmental signal to noise ratio were 
considered. Table 7.10 gives the results obtained for different values of M  and k (LTP 
order) for 3 male and 3 female talkers over one minute of conversation. For comparison 
at a given hit rate, the LTP coefficients are assumed to require 3 hits for the quantization 
process. Hence the results are for different buffering delays. From the results it is clear 
that extreme lower and higher LTP orders produce poor quality. Low LTP orders are not 
efficient in modelling the excitation signal, whereas higher order filters suffer from the less 
frequent update rate of the LPC and excitation parameters due to their buffering delays. 
This suggests the use of 3 to 5 tap coefficients for efficient modelling. In subjective tests, 
an LTP filter of order 3 and lag search interval of 64 was considered the best compromise. 
Accordingly, a low delay CELP coder is designed based on an adaptive codehook of 6 bit 
lag search interval utilising a 3 tap filter, (LD-CODER2). The excitation is then fed to a 
10th order synthesis filter whose coefficients are adaptive in a backward manner. The total 
delay of the coder will depend on the assignment of the bits for filter tap quantization. In 
the following, a 7 bit codebook for vector quantization of the LTP gains is employed. This 
together with the 6 bit lag search will result in a total of 13 hits, thus giving an 8 kb/s 
coder for a buffering delay of 13 samples. Figure 7.10 shows a schematic block diagram of 
the encoder.
Lag
Interval
LTP Filter Order
1 3 5 7
64 12.90 13.63 12.98 12.55
128 12.81 13.94 13.41 12.63
256 13.17 14.15 13.50 13.14
Table 7.10: Segmental SNR performance of the LTP excitation modelling in dB. 
7.6.4 L T P  Coefficient Q uantization
For efficient use of the channel capacity and considering the high correlations that 
exists among the LTP coefficients, vector quantization of the parameters is very common 
and necessary. An efficient vector quantization requires a properly trained codehook that 
can represent the parameters with as little distortion as possible. Of course, this very 
much depends on the parameter correlations and the c.odebook size. In training the LTP 
tap codebook, the closed loop technique reported in [24] is incorporated.
Figure 7.10: Block diagram of the proposed VQ LTP excitation model.
Assuming that S  is the input signal, Y  the excitation vectors at lag values M  — k to 
M  + k, and H  is a lower triangular matrix with the sub-diagonals equal to the samples of
the STP impulse response, then the total accumulated distortion due to the j th cluster,
corresponding to f3j, is given by
D j =  Y - W S - H Y ^ W 1 (7.22)
j ieNj
To minimise the distortion due to the j th cluster, we differentiate the above equation with 
respect to /3j and set it to zero. This results in a new j th centroid given by
[ Y ,  Y t H t H Y ]P I  =  Y .  Y t H t S  (7.23)
neNj neNj
In constructing an efficient codebook search algorithm, the vectors are placed in a 
sequence according to the sum of the absolute (3k values, as demonstrated in Figure 7.11. 
In this way the quantization process can be placed within the analysis-by-synthesis loop 
and only a limited number of quantization vectors are considered, depending on how well 
the absolute sum of the calculated coefficients match the absolute sum of the codebook
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vectors. This results in a very small drop 111 objective measurements and insignificant 
subjective performance loss. Above all, the complexity of the coder is greatly reduced. 
A further reduction in complexity can be achieved if the LPC coefficients are updated 
every other frame. If a new frame of N  samples utilises the same LPC coefficients as 
the previous N  samples, then the M  — N  adaptive codebook entries will have remained 
the same. Hence, many redundancies in terms of vector synthesis and cross correlations 
will have remained unchanged. In this way the second frame would only require the 
synthesis of a small number of vectors, which are easily performed due to the overlapping 
properties of the code vectors. Thus, high computational savings 011 the cross-correlations 
and auto-correlations required for calculating ftk cun be achieved.
This new coding technique is very promising for producing high quality, but it has 
several short-comings. Firstly, from figure 7.11 it is clear that the pitch gain magnitudes 
can be as high as 5.0. This has the potential for being a very unstable coder. Secondly, 
since we are employing a long term prediction, which is highly efficient for voiced regions, 
the reconstruction of unvoiced intervals will be very deficient. The use of a fixed code­
book in unvoiced regions would improve the quality further, but this would require side 
information and voiced/unvoiced detection mechanisms.
L . X P  C o e f f i c i e n t s  V e c t o r s
F ig u re  7 .1 1 : O rdered  3 - ta p  L T P  v ec to r  co d eb oo k , (7  b i t ) .
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7 . 7  P e r f o r m a n c e  A n a l y s i s
Little has been said about the performance of the two proposed coders against 
current coding standards. In order to analysis the performance of the algorithms, the 16 
kb/s LD -CELP and the 13 kb/s RPE-LTP GSM coders have been chosen as the reference 
coders. Table 7.11 summarises the performance aspects of the four coders regarding their 
quality, delay, complexity and robustness.
The proposed coders objectively score higher than the GSM coder but this is at the 
expense of increase in sensitivity and complexity. However, the coders are running at 5 
kb/s below the RPE-LTP algorithm. The LD-CO DER ‘2 provides a significant quality im­
provement and is quite close to the LD-CELP, but again robustness is sacrificed. Looking 
at these results, one can draw the conclusion that the best way to achieve high quality, 
low delay and robust algorithms is to have very complex and powerful algorithms. Other 
factors such as increasing delay do not help in producing high quality. This has been the 
case for many years. Up to date, there have not heen any algorithms that produce toll 
quality, with a high delay at 8 kb/s. Currently the best (ie in quality) coder at 8 kb/s 
is the VSELP algorithm that has a buffering delay of 20 msec. However, the quality of 
this coder is comparable to full rate GSM, which is only communications rated. Thus, 
to achieve the currently impossible, the answer probably lies with the progress of DSP 
technologies in the future.
Coder Complexity Quality Delay Robustness
Type DSP32C 80 ns Subjective Objective msec <  1 0 "2 BER
LD-CELP ~  1 x chip Toll 21.2 dB 2 High
RPE-LTP ~  l / 2 x  chip Communication 13.6 dB 80 .. Average
LD-CODER 1 ~ 3 x  chip f ~  Communication 14.1 dB 10 Bad f
LD-CODER 2 ~  1.5 x chip f >  Communication 16.2 dB 6 Poor f
Table 7.11: Performance of two low delay 8 kb/s proposed algorithms against two reference 
coders, fEstimated
7 . 8  S u m m a r y
The requirements of low delay coding has boosted recent research within the held 
of speech coding. Such techniques are only possible with backward adaptive prediction 
techniques, applied on the synthesized speech available both at the encoder and decoder. 
Backward adaptation can produce unpleasant side effects that can cause difficulties in 
reaching toll quality standards at medium hit rates of around 8 kb/s. Increasing delay 
does not necessary result in better coding strategies. It seems the Only way to achieve 
high quality, low delay coders is to pay a high price in complexity and power consumption. 
Alternative techniques have not been fully exploited yet, such as frequency domain coding, 
wavelet representation etc, but two questions that arise are as follows:
1 ) Are the requirements too strict and necessary?
2) In the expanding world of mobile communications, echo cancellers are very com 
mon. So why do we need low delay coders?
C h a p te r  8
Concluding Remarks and Future 
Work
This thesis has examined a fairly recent and powerful class of low bit rate speech 
encoders, known collectively as Analysis-by-Synthesis schemes. Three encoding structures 
have been closely studied, namely M PE-LPC, RPE-LPC and CELP. All these coders are 
based on linear prediction strategies which utilise A-by-S schemes in modelling the glottal 
excitation characteristics. The main aim of the research underlying this thesis is in the 
improvement of Quality, Robustness and Delay of such schemes at medium bit rates.
In the following sections a brief conclusion of the research achievements reported in 
this thesis is presented. This is followed by a short discussion on possible future research 
work currently in progress and suggestions for further improvements.
8.1 C o n c lu s io n s
As pointed out earlier, throughout this thesis the emphasis has been upon improving 
the performance of the A-by-S coders in three major areas. In the following we examine 
each case individually.
Quality
The most important factor in the design of low bit rate speech coding schemes is that 
of the quality. As we have seen, the demand for channel capacity has been rapidly 
rising in both Mobile and PSTN services. This calls for efficient coding schemes 
that do not occupy large bandwidths, hence increasing the channel capacity. The 
major side effect of low bit rate algorithms has been their inability to reproduce
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high quality speech, compared to existing analogue techniques. Time domain hy­
brid techniques that utilise linear prediction and A-by-S schemes have become very 
popular in producing high quality speech at medium hit rates.
Linear prediction has almost become the standard tool in digital speech coding 
schemes for the removal of redundancies in speech signals through the exploitation 
of their long and short term correlation characteristics. This is achieved at the ex­
pense of additional side information, which can he efficiently encoded for bandwidth 
efficiency. Although the technique is well established, research has shown that it has 
one short coming in that the minimisation criteria utilised in calculating the LPC 
coefficients provides a residual signal which has flat frequency spectrum character­
istics. Hence, the process reduces the energy in formant regions and increases the 
energy in valley regions to achieve a flat spectrum. The resultant output signal does 
not therefore necessarily have a minimum signal energy. An alternative approach in 
the frequency domain has been shown to result in a true minimum energy residual 
signal hut then the inverse transform process cannot be established, due to frequency 
aliasing.
The first A-by-S coders examined were the pulse excited schemes. These coders suffer 
severe quality degradations below bit rates of 8 kb/s, due to inefficient encoding of 
the pulse locations used in the construction of an excitation signal. This has resulted 
in the use of LTP filtering techniques to improve the processed speech quality. In 
the case of Multi-Pulse Excited coders, two sources of degradation were observed; a) 
high emphasis on the pulses around the pitch epochs and b) inefficient quantisation 
processes. In the former, inaccuracies in the LTP filter are compensated for by 
the excitation specification. Therefore, accurate LTP filtering schemes are required, 
such as closed loop analysis, so that the excitation model may not reconstruct pitch 
impulses. In condition (b), observations showed that pulse magnitudes generally 
decay in order of the pulse optimality. Hence a joint magnitude quantisation scheme 
was proposed that provided savings in channel capacity, when independent pulse 
position coding was utilised. The resultant saving in the bit rate was then utilised 
on modelling other parameters more efficiently, thus increasing the quality at the 
same bit rate.
The Regular Pulse Excitation method suffers more or less from the same problems 
as multi-pulse. The limitations on the pulse positions and number of pulses result 
in poor performances at medium bit rates and below. Conclusions drawn from the 
study of the amplitude quantisation of pulses indicated that a coarse quantisation of 
the pulse amplitudes, normalised to an optimum gain, would provide output quality
close to the tin quantised version. This prompted the use of a multi-grid scheme, 
consisting of several pulse decimation factors and variable amplitude quantisation 
bit allocations. The new algorithm provided higher quality at comparable bit fates 
to that of standard RPE-LPC schemes. The success of this variable pulse excitation 
modelling is due to the efficient handling of the inaccuracies caused by LTP filtering 
process.
The final A-by-S algorithm considered was that of the CELP system, introduced 
back in chapter 5. In subjective tests, this scheme has been shown to provide higher 
quality compared to pulse excited coders at bit rates of 8 kb/s and below. This 
improvement is achieved by vector quantisation techniques at the expense of coder 
complexity. A detailed analysis of the CELP algorithm in different configurations 
showed the LTP filter, in a close loop scheme, to be the most effective part of the 
coder. The results of the analysis of the reference signal and LTP contribution, 
questioned the use of Caussian populated codebooks. Proper c.odebook training 
was identified as one solution. However, due to the limitation of codebook sizes, 
this requires a large number of code vectors to cover all the possible changes Within 
the reference signal, thus increasing complexity and capacity. The other major 
research conducted into CELP coders concerned complexity reduction techniques 
for estimation of the optimum parameters. This effort concentrated upon the best 
code vector search procedures. Results indicated that structured codebooks and 
simplified algorithms are. computationally less complex but at the expense of reduced 
quality. Nevertheless CELP is a promising algorithm and its quality exceeds that of 
conventional pulse excited coders below bit rates of 8 kb/s.
Robustness
The performance of digital encoding techniques compared to analogue schemes is 
very impressive at very low signal to noise ratios. Thanks to Forward Error Correct­
ing codes and post processing techniques at the decoder, one can utilise prediction 
techniques based on samples or parameters to smooth any degradations caused by 
noisy channels.
In chapter 6, a novel technique of protecting against and smoothing the degradations 
of a VSELP coder running under half rate GSM channel conditions was discussed. 
The use of Reed Solomon correcting codes provided error protection and gave the 
additional advantage of frame loss/corruption warnings. This was successfully com­
bined with a novel frame substitution/recovery technique to mitigate the effects of 
channel degradations. Due to the nature of many LPC based coding techniques,
the parametric information was divided into two classes, vocal tract and excitation. 
Heavy losses of the former could be tolerated due to the high correlations existing 
among adjacent frames. The excitation loss recovery technique was based on a pitch 
period prototype technique, applied during both unvoiced and voiced segments of 
speech. The performance of the scheme was shown to be very intelligible at exci­
tation losses of 10 % and simultaneous LPC recovery rates of 30 %. The success 
of this algorithm is mainly due to the independent protection of the two parameter 
sets and their typically non-coincident corruption.
Another reason for the. success of the algorithm is the merging of the channel coder 
and source coder in the detection and correction of channel errors. This was clearly 
demonstrated by design parameters such as the frame energy and the use. of line 
spectral frequencies in detecting the failure of Reed Solomon codes. Furthermore, 
the frame energy parameter was utilised to check for any instabilities that may have 
developed in good frames proceeding reconstructed frames.
Delay
The question of delay in speech coding has become a major issue, as more and more 
standards are being implemented. Recent research has resulted in a 2 msec LD- 
CELP algorithm at 16 kb/s for applications in PSTN services. Mobile standards are 
equipped with echo cancellers for combating tlie long delays mainly caused by the 
source, coding algorithms. However, the inclusion of such source coding schemes in 
PSTN services which may have, additional delays of ~ 250 msec caused by satellite 
routings cannot be tolerated.
Recent interest has switched to backward prediction schemes that provide lower 
buffering delays and less side information. Investigations of backward short term 
prediction at 8 kb/s displayed unpleasant side effects which caused difficulties in 
meeting the toll quality requirements at medium bit rates. To avoid such side effects, 
as well as meeting the quality requirements, complex algorithms are needed. The 
major area of improvement needed is in modelling the excitation signal. Two CELP 
based algorithms operating at 8 kb/s were presented that performed better than the 
13 kb/s GSM RPE-LPC algorithm but scored lower against the LD -CELP at 16 
kb/s. Only coding quality was considered in this study and it is expected that since 
LTP filtering techniques are incorporated the algorithms will not be very robust to 
noisy environments without FEC  techniques.
A further area of investigation was the use of post-filtering techniques to enhance 
the decoded speech. This is a crucial part of low delay algorithms as revealed by
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the LD -CELP at 16 kb/s. The use of backward predicted LPC coefficients at lower 
update rates of 2 msec and above can cause degradations in the short term post­
filter. Investigations revealed that at updates of over 2 msec the spectrum of speech 
can change significantly. Hence, rise of backward predicted coefficients can enhance 
the wrong frequencies within the current processed speech samples. To avoid this 
we proposed a forward technique in evaluating a new set of LPC coefficients at the 
decoder side. This enhanced the quality at no extra increase in complexity, since 
these coefficients are utilised as backward predicted parameters for the next frame. 
The only penalty incurred is an increase in delay at the decode side.
So overall, the contributions in this thesis have covered the three major ares of; quality, ro­
bustness and delay, with brief attention to issues of complexity. As pointed out throughout 
this thesis all these factors tend to conflict and reaching a compromise is not an easy task. 
One of the greatest controlling factors in meeting the desired requirements using current 
A-by-S schemes lies with the development of powerful digital signal processor chips.
8.2 F u t u r e  W o r k
Earlier in this thesis we noted that the demand for public communications is steeply 
rising with no foreseeable downturn. Nowadays, many mobile standards are being es­
tablished and the practical application of speech coding in conjunction with channel and 
system aspects is being strongly pursued. At the same time, future expansion programs are 
also planned. Hence, further work in enhancing the quality at lower bit rates is needed. 
Reflecting upon the work in this thesis, the following proposals are identified as future 
expansion work.
Although pulse excited coders are considered inappropriate at very low bit rates, 
their role in enhancing the quality of LPC based vocoders is crucial. Lately, the sim­
plified assumption of single pulse excitation for glottal openings with appropriate error 
criteria and optimisation techniques has made a comeback [46]. It is clear that pulse ex­
citation models are simple and effective. The major area of improvement required is to 
the perceptual evaluation of these parameters and efficient quantisation techniques such 
as interpolation methods.
The quality produced by CELP type coders across a wide range of hit rates is far 
higher than other coders. As a result, CELP like systems will undoubtedly see widespread 
application in future systems and as such are a very important area of further effort. 
Possible areas of improvement are; i) the use of a different set of LPC coefficients in
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search of optimum code vectors, ii) Frequency weighted error minimisation schemes, or 
iii) appropriately structured codebooks.
For improved robustness, greater integration of source and channel coding is re­
quired. The loss of large number of samples can generally be mitigated successfully with 
only occasional unpleasant side effects. To combat these effects, it is more appropriate to 
recover individual lost or bad parameters than the complete set of parameters. Correla­
tions present in parameters would then permit better recovery/substitution performance 
if indications of which parameters are in error were available. Bit level protection codes 
such as convolutional codes will be replaced by block coding schemes that have a better 
performance under bursty error conditions as well as providing decoding failure indica­
tions.
The delay is a very controversial issue in speech coding, depending on the application 
area. Overall, one should not consider backward prediction based algorithms primarily 
for delay reductions, but rather to achieve greater efficiency in coding. Low delay coding 
techniques have mainly been centered around time domain techniques. However, certain 
correlations are better exploited in the frequency domain when applying backward pre­
diction based techniques. It will be vital to utilise such redundancies in order to achieve 
the quality requirements at very low bit rates.
All of the above suggested areas of improvement may result in complex solutions. 
The implementation of these will very much depend on the state of the DSP technology. 
Improvements are being made every day and with continued public, demand for better and 
more efficient services, research in digital communication is here to stay.
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Segmental Signal to Noise Ratio
A p p e n d i x  B
Segm ental S ign al to N oise R a tio  (S N R seg)
An important objective measure of coder quality is that of the Signal to Noise Ratio 
(SNR). This measurement is widely used in speech coding applications and standards and 
is defined as the ratio of the input signal variance to reconstruction noise variance
S N R  =  » / a l
A commonly used variant of the. conventional SNR measurement is that of the seg­
mental SNR (S N R se.g) which recognizes the fact that signal is non-stationary and that 
the same amount of noise has different perceptual values depending on the ambient sig­
nal level. The S N R seg provides a logarithmic weighting of all signal levels by taking an 
average of the SNR components in dBs:
S N R seg (dB) =  E  [S N R ( m )  (dB)]
Where S N R ( m )  is the conventional SNR for segment m,  and E  is a time averaging of all 
the segments of interest. In certain cases an energy threshold is utilised for omitting silence 
segments from the S N R seg calculation, hut throughout this thesis 110 silence thresholds 
have been applied. In the evaluation of the S N R seg a segment size of 4 msec interval has 
been used.
A 37 Bit LSP Quantiser
A p p e n d i x  C
i y(i) i y(0 i y « i y(0
1 143.4 3 214.1 5 284.2 7 389.4
2 182.7 4 246.6 6 329.6 8 475.9
Table C .l: Quantiser levels for LSP (l).
i y(i) i y(0 i yO) i y(i)
1 211.0 5 349.4 9 503.5 13 731.3
2 252.4 6 383.2 10 554.1 14 809.1
3 285.8 7 419.7 11 608.1 15 912.2
4 317.7 8 458.9 12 665.9 16 1072.7
Table C.2: Quantiser levels for LSP(2).
i y(i) i y(0 i yO) i y(i)
1 402.1 5 621.4 9 835.1 13 1147.1
2 470.8 6 671.6 10 902.8 14 1241.2
3 522.1 7 724.3 11 979.5 15 1357.1
4 571.8 .8 778.8 12 1065.6 16 1517.1
Table C.3: Quantiser levels for LSP(3).
i yO) i yO) i y(i) i y(0
1 617.4 5 944.3 9 1186.2 13 1514.9
2 732.3 6 1001.9 10 1260.3 14 1613.6
3 819.9 7 1060.8 11 1342.0 15 1723.0
4 885.4 8 1121.2 12 1425.3 16 1885.4
T ab le  C .4 : Q u a n tise r  le v e ls  fo r L S P (4 ) .
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i yO) i yp) i y(i) i yp)
1 981.8 5 1329.2 9 1609.2 13 1908.2
2 1081.9 6 1403.3 10 1679.5 14 1998.6
3 1172.1 7 1473.0 11 1753.3 15 2106.6
4 1254.1 8 1539.9 12 1826.9 16 2236.5
Table C.5: Quantiser levels for LSP(5).
i yp) i y(i) i yO) i yO)
1 1334.1 5 1697.6 9 1954.1 13 2238.3
2 1446.8 6 1763.3 10 2019.5 14 2328.8
3 1539.6 7 1828.7 11 2087.6 15 2420.7
4 1626.0 8 1890.6 12 2160.4 16 2526.1
Table C.6: Quantiser levels for LSP(6).
i yp) i yp) i yp) i yp)
1 1830.7 5 2198.6 9 2397.6 13 2632.3
2 1959.8 6 2254.3 10 2448.1 14 2715.1
3 2056.5 7 2303.5 11 2500.3 15 2823.4
4 2134.6 8 2349.2 12 2560.1 16 2966.2
Table C.7: Quantiser levels for LSP(7).
i yp) i yp) i yp) i yp)
1 2247.3 5 2550.8 9 2742.7 13 2966.6
2 2361.4 6 2600.5 10 2791.8 14 3049.9
3 2434.8 7 2647.7 11 2846.1 15 3155.8
4 2496.5 8 2694.0 12 2904.4 16 3256.9
Table C.8: Quantiser levels for LSP(8).
i yp) i yp) i yp) i yp)
1 2730.3 3 2984.4 5 3141.8 7 3315.4
2 2881.5 4 3066.1 6 3223.0 8 3436.8
Table C.9: Quantiser levels for LSP(9).
i yp) i yp) i yp) i yp)
1 3140.6 3 3326.8 5 3458.8 7 3601.5
2 3246.0 4 3395.2 6 3524.6 8 3709.6
Table C.10: Quantiser levels for LSP(IO).
. j H K H S t n O f S U W C  "■»M
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