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Abstract
We consider the representation power of siamese-
style similarity functions used in neural network-
based graph embedding. The inner product sim-
ilarity (IPS) with feature vectors computed via
neural networks is commonly used for represent-
ing the strength of association between two nodes.
However, only a little work has been done on the
representation capability of IPS. A very recent
work shed light on the nature of IPS and reveals
that IPS has the capability of approximating any
positive definite (PD) similarities. However, a
simple example demonstrates the fundamental
limitation of IPS to approximate non-PD simi-
larities. We then propose a novel model named
Shifted IPS (SIPS) that approximates any Con-
ditionally PD (CPD) similarities arbitrary well.
CPD is a generalization of PD with many ex-
amples such as negative Poincare´ distance and
negative Wasserstein distance, thus SIPS has a po-
tential impact to significantly improve the appli-
cability of graph embedding without taking great
care in configuring the similarity function. Our
numerical experiments demonstrate the SIPS’s su-
periority over IPS. In theory, we further extend
SIPS beyond CPD by considering the inner prod-
uct in Minkowski space so that it approximates
more general similarities.
1. Introduction
Graph embedding (GE) of relational data, such as texts, im-
ages, and videos, etc., now plays an indispensable role in
machine learning. To name but a few, words and contexts
in a corpus constitute relational data, and their vector rep-
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Figure 1. (a) For f∗(x) = (x1, cosx2, exp(−x3), sin(x4 −
x5)) ∈ R4 w.r.t. x ∈ R5, the negative squared distance (NSD)
similarity −‖f∗(se1) − f∗(te2)‖22 is plotted on (s, t)-plane
along with two orthogonal directions e1, e2 ∈ R5. This NSD
is approximated by the two similarity models: (b) Existing
model (IPS) 〈fψ(se1), fψ(te2)〉, and (c) Proposed model (SIPS)
〈fψ(se1), fψ(te2)〉+uξ(se1)+uξ(te2), where fψ : R5 → R10
and uξ : R5 → R are two-layer neural networks with 1,000 hid-
den units and ReLU activations. The proposed model (SIPS)
approximates the NSD better than the existing model (IPS).
resentations obtained by skip-gram model (Mikolov et al.,
2013a) and GloVe (Pennington et al., 2014) are often used in
natural language processing. More classically, a similarity
graph is first constructed from data vectors, and nodes are
embedded to a lower dimensional space where connected
nodes are closer to each other (Cai et al., 2018).
Embedding is often designed so that the inner product be-
tween two vector representations in Euclidean space ex-
presses their similarity. In addition to its interpretability,
the inner product similarity has the following two desir-
able properties: (1) The vector representations are suit-
able for downstream tasks as feature vectors because ma-
chine learning methods are often based on inner products
(e.g., kernel methods). (2) Simple vector arithmetic in the
embedded space may represent similarity arithmetic such
as the “linguistic regularities” of word vectors (Mikolov
et al., 2013b). The latter property comes from the dis-
tributive law of inner product 〈a+ b, c〉 = 〈a, c〉+ 〈b, c〉,
which decomposes the similarity of a + b and c into the
sum of the two similarities. For seeking the word vector
y′ = yqueen, we maximize 〈yking − yman + ywoman,y′〉 =
〈yking,y′〉 − 〈yman,y′〉 + 〈ywoman,y′〉 in Eq. (3) of Levy
and Goldberg (2014). Thus solving analogy questions with
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vector arithmetic is mathematically equivalent to seeking a
word which is similar to king and woman but is different
from man.
While classical GE has been quite successful, it considers
simply the graph structure, where data vectors (pre-obtained
attributes such as color-histograms of images), if any, are
used only through the similarity graph. To fully utilize
data vectors, neural networks (NNs) are incorporated into
GE so that data vectors are converted to new vector repre-
sentations (Kipf and Welling, 2016; Zhanga et al., 2017;
Hamilton et al., 2017; Dai et al., 2018), which reduces to
the classical GE by taking 1-hot vectors as the data vectors.
While these methods consider 1-view setting, multi-view
setting is considered in Probabilistic Multi-view Graph Em-
bedding (Okuno et al., 2018, PMvGE), which generalizes
existing multivariate analysis methods (e.g., PCA and CCA)
and NN-extensions (Andrew et al., 2013, DCCA) as well as
graph embedding methods such as Locality Preserving Pro-
jections (He and Niyogi, 2004; Yan et al., 2007, LPP), Cross-
view Graph Embedding (Huang et al., 2012, CvGE), and
Cross-Domain Matching Correlation Analysis (Shimodaira,
2016, CDMCA). In these methods, the inner product of
two vector representations obtained via NNs represents the
strength of association between the corresponding two data
vectors. The vector representations and the inner products
are referred to as feature vectors and Inner Product Similar-
ities (IPS), respectively, in this paper.
IPS is considered to be highly expressive for representing
the association between data vectors due to the Universal
Approximation Theorem (Funahashi, 1989; Cybenko, 1989;
Yarotsky, 2017; Telgarsky, 2017, UAT), which proves that
NNs having many hidden units approximate arbitrary contin-
uous functions within any given accuracy. However, since
IPS considers the inner product of two vector-valued NNs,
the UAT is not directly applicable to the whole network
with the constraints at the final layer, thus its representation
capability is yet to be clarified. For that reason, Okuno
et al. (2018) incorporates UAT into Mercer’s theorem (Minh
et al., 2006) and proves that IPS approximates any similarity
based on Positive Definite (PD) kernels arbitrary well. This
result shows not only the validity but also the fundamental
limitation of IPS, meaning that the PD-ness of the kernels is
required for IPS to approximate.
To overcome the limitation, similarities based on specific
kernels other than inner products have received considerable
attention in recent years. One example is Poincare´ embed-
ding (Nickel and Kiela, 2017) which is an NN-based GE
using Poincare´ distance for embedding vectors in hyperbolic
space instead of Euclidean space. Hyperbolic space is es-
pecially compatible with computing feature vectors of tree-
structured relational data (Sarkar, 2011). Similarly, Gaus-
sian embedding (Vilnis and McCallum, 2015; Bojchevski
and Gu¨nnemann, 2018) is proposed to learn features based
on Kullback-Leibler divergence. While these methods effi-
ciently compute reasonable low-dimensional feature vectors
by virtue of specific kernels, their theoretical differences
from IPS is not well understood.
In order to provide theoretical insights on these methods, in
this paper, we first point out that some specific kernels used
in above methods are not PD by referring to existing studies.
To deal with such non-PD kernels, we consider Condition-
ally PD (CPD) kernels (Berg et al., 1984; Scho¨lkopf, 2001)
which include PD kernels as special cases. We then propose
a novel model named Shifted IPS (SIPS) that approximates
similarities based on CPD kernels within any given accuracy.
We show an illustrative example in Figure 1. Interestingly,
negative Poincare´ distance is already proved to be CPD (Fa-
raut and Harzallah, 1974) and it is not PD. So, similarities
based on this kernel can be approximated by SIPS but not
by IPS.
Our contribution in this paper is summarized as follows:
(1) We review existing studies on IPS. Although IPS ap-
proximates similarities based on PD kernels arbitrary
well, we point out the fundamental limitation of IPS to
approximate similarities based on CPD kernels.
(2) We propose a novel model named Shifted IPS (SIPS)
and prove that SIPS approximates similarities based
on CPD kernels within any given accuracy. A simper
version of SIPS as well as a further extended model
beyond CPD is also discussed.
(3) We perform a numerical experiment to compare SIPS
with IPS.
The remaining of this paper is organized as follows. In Sec-
tion 2, we introduce Inner Product Similarity (IPS) model,
which is commonly used in NN-based GE. In Section 3,
we review the previous study on IPS for approximating PD
kernels. In Section 4, we show the fundamental limitation of
IPS, and then we propose a novel model named SIPS, so that
it approximates any similarities based on CPD kernels arbi-
trary well. In Section 5, we conduct a numerical experiment
to compare SIPS with IPS. In Section 6, we conclude this
paper. In Appendix A, we also mention a further extended
model based on the inner product in Minkowski space for
more general similarities beyond CPD.
2. Background: Generative model for
NN-based feature learning
We consider an undirected graph consisting of n nodes
{vi}ni=1 and link weights {wij}ni,j=1 ⊂ R≥0 satisfying
wij = wji and wii = 0, where wij represents the strength
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of association between vi and vj . The data vector repre-
senting the attributes (or side-information) at vi is denoted
as xi ∈ Rp. If we have no attributes, we use 1-hot vec-
tors in Rn instead. We assume that {wij}ni,j=1, {xi}ni=1 are
obtained as observations.
We consider a simple random graph model for the
generative model of random variables {wij}ni,j=1 given
data vectors {xi}ni=1. The conditional distribution of
wij is specified by a similarity function h(xi,xj) of
the two data vectors. Typically, Bernoulli distribution
P (wij = 1|xi,xj) = σ(h(xi,xj)) with sigmoid func-
tion σ(x) := (1 + exp(−x))−1, and Poisson distribu-
tion Po(exp(h(xi,xj))) are used to model the conditional
probability. These models are in fact specifying the con-
ditional expectation E(wij |xi,xj) by σ(h(xi,xj)) and
exp(h(xi,xj)), respectively, and they correspond to lo-
gistic regression and Poisson regression in the context of
generalized linear models.
We model the similarity function as
h(xi,xj) := g(f(xi), f(xj)), (1)
where f : Rp → RK is a continuous map and g :
RK×K → R is a symmetric continuous function, which
is defined later in Definition 3.1. By using a neural net-
work y = fψ(x) with parameter ψ, we consider the model
h(xi,xj) = g(fψ(xi), fψ(xj)), which is called siamese
network (Bromley et al., 1994) in neural network literature.
The original form of siamese network uses the cosine simi-
larity for g, but we can specify other types of similarity func-
tion. By specifying the inner product g(y,y′) = 〈y,y′〉,
the similarity function (1) becomes
h(xi,xj) = 〈fψ(xi), fψ(xj)〉. (2)
We call (2) as Inner Product Similarity (IPS) model. IPS
commonly appears in a broad range of methods, such
as DeepWalk (Perozzi et al., 2014), LINE (Tang et al.,
2015), node2vec (Grover and Leskovec, 2016), Variational
Graph AutoEncoder (Kipf and Welling, 2016), and Graph-
SAGE (Hamilton et al., 2017). Multi-view extensions
(Okuno et al., 2018) are easily obtained by preparing differ-
ent f for each view and restricting loss terms in objective
only to specific pairs; for example, the skip-gram model con-
siders a bipartite graph of two-views with the conditional
distribution of contexts given a word.
3. Previous study: PD similarities
In order to prove the approximation capability of IPS given
in eq. (2), Okuno et al. (2018) incorporates Universal Ap-
proximation Theorem of NN (Funahashi, 1989; Cybenko,
1989; Yarotsky, 2017; Telgarsky, 2017) into Mercer’s theo-
rem (Minh et al., 2006). To show the result in Theorem 3.1,
we first define a kernel and its positive-definiteness.
Definition 3.1 For some set Y , a symmetric continuous
function g : Y2 → R is called a kernel on Y2.
Definition 3.2 A kernel g on Y2 is said to be Positive Def-
inite (PD) if satisfying
∑n
i=1
∑n
j=1 cicjg(yi,yj) ≥ 0 for
arbitrary c1, c2, . . . , cn ∈ R,y1,y2, . . . ,yn ∈ Y .
For instance, cosine similarity g(y,y′) := 〈 y‖y‖2 ,
y′
‖y′‖2 〉
is a PD kernel on (Rp \ {0})2. Its PD-ness im-
mediately follows from
∑n
i=1
∑n
j=c cicjg(yi,yj) =
‖∑ni=1 ci yi‖yi‖2 ‖22 ≥ 0 for arbitrary {ci}ni=1 ⊂ R and{yi}ni=1 ⊂ Y . Also polynomial kernel, Gaussian kernel,
and Laplacian kernel are PD (Berg et al., 1984). By utilizing
these kernels, we define a similarity of data vectors.
Definition 3.3 A function h(x,x′) := g(f(x), f(x′))
with a kernel g : Y2 → R and a continuous map f : X → Y
is called a similarity on X 2.
For a PD kernel g, the similarity h is also a PD
kernel on X 2, since ∑ni=1∑nj=1 cicjh(xi,xj) =∑n
i=1
∑n
j=1 cicjg(f(xi), f(xj)) ≥ 0.
Briefly speaking, a similarity h is used for measuring how
similar two data vectors are, while a kernel is used to com-
pare feature vectors. Regarding PD similarities, the fol-
lowing Theorem 3.1 shows that IPS approximates any PD
similarities arbitrary well if the number of hidden units and
output dimension are sufficiently large.
Theorem 3.1 (Okuno et al. (2018) Theorem 5.1 (D = 1))
Let f∗ : [−M,M ]p → Y be a continuous function and
g∗ : Y2 → R be a PD kernel for some closed set Y ⊂ RK∗
and some K∗,M > 0. σ(·) is ReLU or activation
function which is non-constant, continuous, bounded, and
monotonically-increasing. Then, for arbitrary ε > 0, by
specifying sufficiently large K ∈ N, T = T (K) ∈ N, there
existA ∈ RK×T ,B ∈ RT×p, c ∈ RT such that∣∣∣∣g∗ (f∗(x), f∗(x′))− 〈fψ(x), fψ(x′)〉∣∣∣∣ < ε
for all (x,x′) ∈ [−M,M ]2p, where fψ(x) = Aσ(Bx+c)
is a two-layer neural network with T hidden units and K
outputs and σ(x) is element-wise σ(·) function.
The proof of Theorem 3.1 is based on the expan-
sion g∗(f∗(x), f∗(x′)) =
∑∞
k=1 λkη˜k(f∗(x))η˜k(f∗(x
′)),
where η˜1, η˜2, . . . are eigenfunctions of g∗ whose eigen-
values are λ1 ≥ λ2 ≥ · · · ≥ 0. This expansion (a.k.a.
Mercer’s theorem) indicates with a vector-valued function
ηK(x) := (λ
1/2
1 η˜1(f∗(x)), . . . , λ
1/2
K η˜K(f∗(x))) that
〈ηK(x),ηK(x′)〉 → g∗(f∗(x), f∗(x′)), K →∞,
for all x,x′. Considering a vector-valued NN fψ : Rp →
RK that approximates ηK , the IPS 〈fψ(x), fψ(x′)〉 ≈
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〈ηK(x),ηK(x′)〉 converges to g∗(f∗(x), f∗(x′)) as K →
∞, thus proving the assertion.
Unlike Mercer’s theorem indicating only the existence
of the feature map ηK , Theorem 3.1 shows that it can
be implemented as a neural network fψ so that the IPS
〈fψ(x), fψ(x′)〉 eventually approximates the PD similarity
g∗(f∗(x), f∗(x′)) arbitrary well.
4. CPD similarities
Theorem 3.1 shows that IPS approximates any PD similari-
ties arbitrary well. However, similarities in general are not
always PD. To deal with non-PD similarities, we consider
a class of similarities based on Conditionally PD (CPD)
kernels (Berg et al., 1984; Scho¨lkopf, 2001) which include
PD kernels as special cases. We then extend IPS to approx-
imate CPD similarities. Since we know that IPS has nice
properties such as “linguistic regularities” of feature vector
y, our consideration will be focused on similarity models
with kernels based on inner product. In fact, according to
the UAT applied to the whole h(x,x′), a NN of the form
fψ(x,x
′) approximates any similarities arbitrary well, but
we do not attempt such an approach without kernels based
on inner product.
The remaining of this section is organized as follows. In
Section 4.1, we point out the fundamental limitation of IPS
to approximate a non-PD similarity. In Section 4.2, we
define CPD kernels with some examples. In Section 4.3,
we propose a novel model named Shifted IPS (SIPS), by
extending the IPS model. In Section 4.4, we give interpreta-
tions of SIPS and its simpler variant C-SIPS. In Section 4.5,
we prove that SIPS approximates CPD similarities arbitrary
well.
4.1. Fundamental limitation of IPS
Let us consider the negative squared distance (NSD)
g(y,y′) = −‖y − y′‖22 and the identity map f(x) = x.
Then the similarity function
h(x,x′) = g(f(x), f(x′)) = −‖x− x′‖22
defined on Rp × Rp is not PD but CPD, which is defined
later in Section 4.2. Regarding the NSD similarity, Proposi-
tion 4.1 shows a strictly positive lower bound of approxima-
tion error for IPS.
Proposition 4.1 Let Φ(p,K) denote the set of all contin-
uous maps from Rp to RK . For all M > 0, p,K ∈ N, we
have
inf
φ∈Φ(p,K)
1
(2M)2p
∫
[−M,M ]p
∫
[−M,M ]p∣∣∣∣− ‖x− x′‖22 − 〈φ(x),φ(x′)〉∣∣∣∣dxdx′ ≥ 2pM23 .
The proof is in Supplement B.1.
Since Φ(p,K) represents the set of arbitrary continuous
maps including neural networks, Proposition 4.1 indicates
that IPS does not approximate NSD similarity arbitrary
well, even if NN has a huge amount of hidden units with
sufficiently large output dimension.
4.2. CPD kernels and similarities
Here, we introduce similarities based on Conditionally
PD (CPD) kernels (Berg et al., 1984; Scho¨lkopf, 2001) to
consider non-PD similarities which IPS does not approxi-
mate arbitrary well. We first define CPD kernels.
Definition 4.1 A kernel g on Y2 is called Conditionally
PD (CPD) if satisfying
∑n
i=1
∑n
j=1 cicjg(yi,yj) ≥ 0 for
arbitrary c1, c2, . . . , cn ∈ R,y1,y2, . . . ,yn ∈ Y with the
constraint
∑n
i=1 ci = 0.
The difference between the definitions of CPD and PD ker-
nels is whether it imposes the constraint
∑n
i=1 ci = 0 or
not. According to these definitions, CPD kernels include PD
kernels as special cases. For a CPD kernel g, the similarity
h is also a CPD kernel on X 2.
A simple example of CPD kernel is g(y,y′) = −‖y−y′‖α2
for 0 < α ≤ 2 defined on RK × RK . Other examples are
−(sin(y−y′))2 and−1(0,∞)(y+y′) onR×R. CPD-ness is
a well-established concept with interesting properties (Berg
et al., 1984): For any function u(·), g(y,y′) = u(y)+u(y′)
is CPD. Constants are CPD. The sum of two CPD kernels is
also CPD. For CPD kernels g with g(y,y′) ≤ 0, CPD-ness
holds for −(−g)α (α ∈ (0, 1]) and − log(1− g).
Example 4.1 (Poincare´ distance) Let BK := {y ∈ RK |
‖y‖2 < 1} be a K-dimensional open unit ball and define a
distance between y,y′ ∈ BK as
dPoincare´(y,y
′) := cosh−1
(
1 + 2
‖y − y′‖22
(1− ‖y‖22)(1− ‖y′‖22)
)
,
where cosh−1(z) = log(z +
√
z + 1
√
z − 1). Considering
the setting of Section 2 with 1-hot data vectors, Poincare´
embedding (Nickel and Kiela, 2017) learns parameters yi,
i = 1, . . . , n, by fitting σ(−dPoincare´(yi,yj)) to the ob-
served wij ∈ {0, 1}.
Interestingly, negative Poincare´ distance is proved to be
CPD in Faraut and Harzallah (1974, Corollary 7.4).
Proposition 4.2 −dPoincare´ is CPD on BK ×BK .
It is strictly CPD in the sense that −dPoincare´ is not PD. A
counter-example of PD-ness is, for example, n = 2,K =
2, c1 = c2 = 1,y1 = (1/2, 1/2),y2 = (0, 0) ∈ B2.
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Another interesting example of CPD kernels is negative
Wasserstein distance.
Example 4.2 (Wasserstein distance) For q ∈ (0,∞), let
Z be a metric space endowed with a metric dZ , which we
call as “ground distance”. Let Y be the space of all measures
µ on Z satisfying
∫
Z
dZ(z, z0)dµ(z) <∞ for all z0 ∈ Z.
The q-Wasserstein distance between y,y′ is defined as
d
(q)
W (y,y
′) :=
(
inf
pi∈Π(y,y′)
∫∫
Z×Z
dZ(z, z
′)qdpi(z, z′)
)1/q
.
Here, Π(y,y′) is the set of joint probability measures on
Z×Z having marginals y,y′. Wasserstein distance is used
for a broad range of methods, such as Generative Adversar-
ial Networks (Arjovsky et al., 2017) and AutoEncoder (Tol-
stikhin et al., 2018).
With some assumptions, negative Wasserstein distance is
proved to be CPD.
Proposition 4.3 −d(1)W is CPD on Y2 if −dZ is CPD on
Z2. −d(2)W is CPD on Y2 if Z is a subset of R.
−d(1)W is known as the negative earth mover’s distance, and
its CPD-ness is discussed in Gardner et al. (2017). The CPD-
ness of −d(2)W is shown in Kolouri et al. (2016, Corollary
1).
Therefore negative Poincare´ distance and negative Wasser-
stein distance are CPD kernels. In the following section, we
propose a novel model that approximates any CPD similari-
ties arbitrary well.
4.3. Proposed models
For extending IPS model given in eq. (2), we propose a
novel model
h(xi,xj) = 〈fψ(xi), fψ(xj)〉+ uξ(xi) + uξ(xj), (3)
where fψ : Rp → RK and uξ : Rp → R are neural
networks whose parameter matrices are ψ and ξ, respec-
tively. We call (3) as Shifted IPS (SIPS) model, because
the inner product 〈fψ(xi), fψ(xj)〉 is shifted by the offset
uξ(xi) + uξ(xj). Later, we show in Theorem 4.1 that SIPS
approximates any CPD kernels arbitrary well.
We also consider a special case of SIPS. By assuming
uξ(x) = −γ/2 for all x, SIPS reduces to
h(xi,xj) = 〈fψ(xi), fψ(xj)〉 − γ, (4)
where γ ≥ 0 is a parameter to be estimated. We call (4) as
Constantly-Shifted IPS (C-SIPS) model.
If we have no attributes, we use 1-hot vectors for xi in
Rn instead, and fψ(xi) = yi ∈ RK , uξ(xi) = ui ∈ R
are model parameters. Then SIPS reduces to the matrix
decomposition model with biases
h(xi,xj) = 〈yi,yj〉+ ui + uj . (5)
This model is widely used for recommender systems (Koren
et al., 2009) and word vectors (Pennington et al., 2014), and
SIPS is considered as its generalization.
4.4. Interpretation of SIPS and C-SIPS
Here we illustrate the interpretation of the proposed models
by returning back to the setting in Section 2. We consider
a simple generative model of independent Poisson distribu-
tion with mean parameter E(wij) = exp(h(xi,xj)). Then
SIPS gives a generative model
wij
indep.∼ Po
(
β(xi)β(xj) exp(〈fψ(xi), fψ(xj)〉)
)
, (6)
where β(x) := exp(uψ(x)) > 0. Since β(x) can be re-
garded as the “importance weight” of data vector x, SIPS
naturally incorporates the weight function β(x) to proba-
bilistic models used in a broad range of existing methods.
Similarly, C-SIPS gives a generative model
wij
indep.∼ Po
(
α exp(〈fψ(xi), fψ(xj)〉)
)
, (7)
where α := exp(−γ) > 0 regulates the sparseness of {wij}.
The generative model (7) is already proposed as 1-view
PMvGE (Okuno et al., 2018).
It was shown in Supplement C of Okuno et al. (2018) that
PMvGE (based on C-SIPS) approximates CDMCA when
wij is replaced by δij in the constraint (8) therein, and this
result can be extended so that PMvGE with SIPS approxi-
mates the original CDMCA using wij in the constraint.
4.5. Representation theorems
Theorem 4.1 below shows that SIPS given in eq. (3) ap-
proximates any CPD similarities arbitrary well and thus it
overcomes the fundamental limitation of IPS. Theorem 4.2
proves that C-SIPS given in eq. (4) also approximates CPD
similarities in a weaker sense.
Theorem 4.1 (Representation theorem for SIPS) Let
f∗ : [−M,M ]p → Y be a continuous function and
g∗ : Y2 → R be a CPD kernel for some closed set
Y ⊂ RK∗ and some K∗,M > 0. σ(·) is ReLU or activa-
tion function which is non-constant, continuous, bounded,
and monotonically-increasing. Then, for arbitrary ε > 0, by
specifying sufficiently large K ∈ N, T = T (K), T ′ ∈ N,
there exist A ∈ RK×T ,B ∈ RT×p, c ∈ RT , e ∈
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RT ′ ,F ∈ RT ′×p,o ∈ RT ′ such that∣∣∣∣g∗ (f∗(x), f∗(x′))
− (〈fψ(x), fψ(x′)〉+ uξ(x) + uξ(x′)) ∣∣∣∣ < ε
for all (x,x′) ∈ [−M,M ]2p, where fψ(x) = Aσ(Bx +
c) ∈ RK and uξ(x) = 〈e,σ(Fx+ o)〉 ∈ R are two-layer
neural networks with T and T ′ hidden units, respectively,
and σ(x) is element-wise σ(·) function.
The proof stands on Lemma 2.1 in Berg et al. (1984), which
indicates the equivalence between CPD-ness of g∗(y,y′)
and PD-ness of g0(y,y′) := g∗(y,y′) − g∗(y,y0) −
g∗(y0,y
′) + g∗(y0,y0) with fixed y0 ∈ Y . Here, we
consider a NN fψ(x) such that 〈fψ(x), fψ(x′)〉 approx-
imates g0(f∗(x), f∗(x′)). Such a NN fψ is guaran-
teed to exist, due to Theorem 3.1 and the PD-ness of
g0. By considering another NN uξ(x) that approximates
g∗(f∗(x),y0)− 12g∗(y0,y0), we have g∗(f∗(x), f∗(x′)) =
g0(f∗(x), f∗(x′)) + g∗(f∗(x),y0) + g∗(y0, f∗(x
′)) −
g∗(y0,y0) ≈ 〈fψ(x), fψ(x′)〉+uξ(x)+uξ(x′), thus prov-
ing the assertion. The detailed proof is in Supplement B.2.
Theorem 4.2 (Representation theorem for C-SIPS)
Symbols and assumptions are the same as those of
Theorem 4.1 but Y is a compact set. For arbitrary ε > 0,
by specifying sufficiently large K ∈ N, T = T (K) ∈ N,
r > 0, there exist A ∈ RK×T , B ∈ RT×p, c ∈ RT ,
γ = O(r2) such that∣∣∣∣g∗ (f∗(x), f∗(x′))
− (〈fψ(x), fψ(x′)〉− γ) ∣∣∣∣ < ε+O(r−2)
for all (x,x′) ∈ [−M,M ]2p, where fψ(x) = Aσ(Bx +
c) ∈ RK is a two-layer neural network with T hidden units.
The proof is in Supplement B.3.
For reducing the approximation error of order O(r−2) of
C-SIPS in Theorem 4.2, we will have a large r. Then large
γ = O(r2) value leads to unstable computation of NN as
shown in Section 5. Conversely, a small r increases the
upper bound of the approximation error. Thus, if available,
we prefer SIPS in terms of both computational stability and
small approximation error.
5. Numerical experiment
In this section, we conduct a numerical experiment on
synthetic data to compare existing model (IPS), our novel
model (SIPS), and its simper variant (C-SIPS). The experi-
ment settings are explained in Section 5.1, and the results
are shown in Section 5.2.
5.1. Settings
Kernels: Three types of kernels are considered as g∗(y,y′)
for generating simulation data: (i) cosine similarity
〈 y‖y‖2 ,
y′
‖y′‖2 〉, (ii) negative squared distance −‖y − y′‖22,
(iii) negative Poincare´ distance −dPoincare´(y,y′) defined in
Example 4.1. These kernels are PD, CPD, and CPD, in this
order.
Synthetic data: For kernels (i) and (ii), data vectors {xi} ⊂
Rp are generated independently by uniform distribution
over [−2, 2]p with p = 5. Feature vectors of dimensions
K∗ = 4 are computed by a continuous map f∗(x) :=
(x1, cosx2, exp(−x3), sin(x4 − x5)) ∈ R4, and similarity
values are given as
h∗ij := g∗(f∗(xi), f∗(xj)) (8)
for all 1 ≤ i, j ≤ n. For kernel (iii), data vectors
{xi} ⊂ Rp are generated by xi := rix˜i/‖x˜i‖2 with
x˜i
i.i.d.∼ Np(0, I), ri i.i.d.∼ B(5, 1), so that ‖xi‖2 < 1.
B(α, β) is the beta distribution with parameters α, β > 0,
and Np(0, I) represents the p-variate standard normal dis-
tribution. Feature vectors of dimensions K∗ = p = 5
are computed by the identity map f∗(x) = x, and simi-
larity values {h∗ij} are given as (8). In order to simplify
the experiment just for illustrating the differences of sim-
ilarity models, we do not generate {wij} and treat {h∗ij}
as observed samples. For each setting (i)-(iii), we generate
n = 1,000 training samples and n = 3,000 test samples.
NN architecture: Three models are considered for sim-
ilarity function: (i) IPS (existing) defined in eq. (2), (ii)
SIPS (proposed) defined in eq. (3), (iii) C-SIPS (the sim-
pler variant of SIPS) defined in eq. (4). For each model,
fψ : Rp → RK , uξ : Rp → R are two-layer NNs with
T hidden units and ReLU activations. We denote T as
“]units”.
Training: For training the three similarity models, we min-
imize the mean squared error between h∗ij and h(xi,xj).
The loss functions are `2-regularized with a coefficient 0.01,
and they are minimized by 10,000 iterations of full-batch
gradient descent. The learning rate is starting from 0.001
and attenuated by 1/10 for every 100 iterations.
Evaluation: Neural networks are trained with 1,000 sam-
ples, and they are evaluated by the Mean Squared Prediction
Error (MSPE) with respect to 3,000 test samples. We com-
pute the average and the standard deviation of 5 runs for
each setting.
5.2. Result
In the following plots, black, blue, and red lines represent
the MSPE of IPS (Existing), SIPS (Proposed), and its sim-
pler variant C-SIPS, respectively.
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Table 1 shows the MSPE for the cosine similarity. Error
bar shows the standard deviation (=1σ). In accordance
with the theory, all of IPS, SIPS, and C-SIPS show the
good approximation performance since cosine similarity is
PD. Interestingly, output dimension K = 3 is sufficient to
approximate the function g∗(f∗(x), f∗(x′)) regardless of
the number of hidden units.
Table 2 shows the MSPE for the negative squared dis-
tance (NSD). In accordance with the theory, NSD is well
approximated by SIPS but not by IPS due to its CPD-ness.
The approximation error of SIPS with m = 1,000 becomes
almost zero at K = 4 as expected from K∗ = 4. In the-
ory, C-SIPS can approximate CPD kernels, but it does not
perform well in this setting. Since C-SIPS requires the pa-
rameter γ to be very large for minimizing the approximation
error, its computation becomes unstable in some cases.
Table 3 shows the MSPE for −dPoincare´. In accordance with
the theory, the generated similarity values are well approxi-
mated by both SIPS and C-SIPS, but not by IPS due to the
CPD-ness. The approximation error of SIPS and C-SIPS
with m ≥ 100 becomes almost zero at K = 5 as expected
from K∗ = 5. However, the standard deviation of MSPE
for C-SIPS is large with T = 10.
Table 1. Cosine similarity: 〈 y‖y‖2 ,
y′
‖y′‖2 〉
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Table 2. Negative squared distance: −‖y − y′‖22
(a) ]units= 10
l
l l l l
l
l
l
l
l l
l l l
l
l
l l l l l
0
100
200
300
1 2 3 4 5 6 7
output dimension
(b) ]units= 100
l
l l l l l l
l
l l l l l l
l l l l l
l
l
0
100
200
300
1 2 3 4 5 6 7
output dimension
(c) ]units= 1000
l
l l l l l l
l
l
l l l l l
l
l l l l l l
0
100
200
300
1 2 3 4 5 6 7
output dimension
Table 3. Negative Poincare´ distance: −dPoincare´(y,y′)
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6. Conclusion
In this paper, we have considered the representation power
of inner-product similarity (IPS), Shifted IPS (SIPS), and
Constantly-SIPS (C-SIPS). We have first pointed out the
fundamental limitation of IPS to approximate non-PD sim-
ilarities. To deal with such non-PD similarities, we have
considered similarities based on CPD kernels, which in-
clude PD kernels as special cases, and we have proposed a
novel model named SIPS by extending IPS. Then we proved
that SIPS is capable of approximating any CPD similarities
arbitrary well. Since negative Poincare´ distance and neg-
ative Wasserstein distance are CPD, the similarities based
on these distances can be approximated by SIPS. We have
performed numerical experiments to show the superiority
of SIPS over IPS.
A. Further extension beyond CPD: General
similarities
CPD includes a broad range of kernels, yet there exists a
variety of non-CPD kernels. One example is Epanechnikov
kernel g(y,y′) := (1−‖y−y′‖22)1(‖y−y′‖2 ≤ 1) defined
on Rp×Rp. To approximate similarities based on such non-
CPD kernels, we propose an inner-product based model that
has a high representation capability. Although this model
is not always easy to compute due to the excessive degrees
of freedom, the model is, in theory, shown to be capable of
approximating more general kernels that are considered in
Ong et al. (2004).
A.1. Proposed model
Let us consider a similarity h(x,x′) = g∗(f∗(x), f∗(x′))
with any kernel g∗ : R2K
∗ → R and a continuous map
f∗ : Rp → RK∗ . To approximate it, we consider a similarity
model
h(xi,xj) = 〈fψ(xi), fψ(xj)〉 − 〈rζ(xi), rζ(xj)〉, (9)
where fψ : Rp → RK+ and rζ : Rp → RK− are neural
networks whose parameters areψ and ζ, respectively. Since
the kernel g(y,y′) = 〈y+,y′+〉 − 〈y−,y′−〉 with respect to
y = (y+,y−) ∈ RK++K− is known as the inner product in
Minkowski space (Naber, 2012), we call (9) as Minkowski
IPS (MIPS) model.
By replacing fψ(x) and rζ(x) with (fψ(x)>, uξ(x), 1)>
and uξ(x) − 1 ∈ R, respectively, MIPS reduces to SIPS
defined in eq. (3), meaning that MIPS includes SIPS as
a special case. Therefore, MIPS approximates any CPD
similarities arbitrary well. Further, we prove that MIPS
approximates more general similarities arbitrary well.
A.2. Representation theorem
Theorem A.1 (Representation theorem for MIPS)
Symbols and assumptions are the same as those of
Theorem 4.1 but g∗ is a general kernel, which is only
required to be dominated by some PD kernels g (i.e., g− g∗
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is PD). For arbitrary ε > 0, by specifying sufficiently
large K+,K− ∈ N, T+ = T+(K+), T− = T−(K−) ∈ N,
there exist A ∈ RK+×T+ ,B ∈ RT+×p, c ∈ RT+ ,E ∈
RK−×T− ,F ∈ RT−×p,o ∈ RT− such that∣∣∣∣g∗ (f∗(x), f∗(x′))
− (〈fψ(x), fψ(x′)〉− 〈rζ(x), rζ(x′)〉) ∣∣∣∣ < ε
for all (x,x′) ∈ [−M,M ]2p, where fψ(x) = Aσ(Bx +
c) ∈ RK+ and rζ(x) = Eσ(Fx+o) ∈ RK− are two-layer
neural networks with T+ and T− hidden units, respectively,
and σ(x) is element-wise σ(·) function.
In theorem A.1, the kernel g∗ is only required to be domi-
nated by some PD kernels, thus g∗ is not limited to CPD.
Our proof for Theorem A.1 is based on Ong et al. (2004,
Proposition 7). This proposition indicates that the ker-
nel g∗ dominated by some PD kernels is decomposed
as the difference of two PD kernels g+, g− by consider-
ing Krein space consisting of two Hilbert spaces. There-
fore, we have g∗(f∗(x), f∗(x′)) = g+(f∗(x), f∗(x′)) −
g−(f∗(x), f∗(x′)). Because of the PD-ness of g+ and g−,
Theorem 3.1 guarantees the existence of NNs fψ, rζ such
that 〈fψ(x), fψ(x′)〉 and 〈rζ(x), rζ(x′)〉, respectively, ap-
proximate g+(f∗(x), f∗(x′)) and g−(f∗(x), f∗(x′)) arbi-
trary well. Thus proving the theorem. This idea for the
proof is also interpreted as a generalized Mercer’s theorem
for Krein space (there is a similar attempt in Chen et al.
(2008)) by applying Mercer’s theorem to the two Hilbert
spaces of Ong et al. (2004, Proposition 7).
A.3. Deep Gaussian embedding
To show another example of non-CPD kernels, Deep Gaus-
sian embedding (Bojchevski and Gu¨nnemann, 2018) is re-
viewed below.
Example A.1 (Deep Gaussian embedding) Let Y be a
set of distributions over a set Z ⊂ Rq. Kullback-Leibler
divergence (Kullback and Leibler, 1951) between two dis-
tributions y,y′ ∈ Y is defined by
dKL(y,y
′) :=
∫
Z
y(z) log
y(z)
y′(z)
dz,
where y(z) is the probability density function corresponding
to the distribution y ∈ Y .
With the same setting in Section 2, Deep Gaussian em-
bedding (Bojchevski and Gu¨nnemann, 2018), which in-
corporates neural networks into Gaussian embedding (Vil-
nis and McCallum, 2015), learns two neural networks
µ : Rp → Rq,Σ : Rp → Rq×q+ so that the function
σ(−dKL(Nq(µ(xi),Σ(xi)),Nq(µ(xj),Σ(xj)))) approx-
imatesE(wij |xi,xj). Rq×q+ is a set of all q×q positive def-
inite matrices andNq(µ,Σ) represents the q-variate normal
distribution with mean µ and variance-covariance matrix
Σ.
Unlike typical graph embedding methods, deep Gaussian
embedding maps data vectors to distributions as
Rp 3 x 7→ y := Nq(µ(x),Σ(x)) ∈ Y,
where y is also interpreted as a vector of dimension K =
q + q(q + 1)/2 by considering the number of parameters in
µ and Σ. Our concern is to clarify if dKL is CPD. However,
in the first place, dKL is not a kernel since it is not symmetric.
In order to make it symmetric, Kullback-Leibler divergence
may be replaced with Jeffrey’s divergence (Kullback and
Leibler, 1951)
dJeff(y,y
′) := dKL(y,y′) + dKL(y′,y).
Although−dJeff is a kernel, it is not CPD as shown in Propo-
sition A.1.
Proposition A.1 −dJeff is not CPD on P˜2K , where P˜K rep-
resents the set of all K-variate normal distributions.
A counterexample of CPD-ness is, n = 3, q = 2, c1 =
−2/5, c2 = −3/5, c3 = 1,yi = N2(µi,Σi) ∈
Y (i = 1, 2, 3),µ1 = (2, 1)>,µ2 = (−1, 1)>,µ3 =
(1, 2)>,Σ1 = diag(1/10, 1),Σ2 = diag(1/2, 1),Σ3 =
diag(1, 1).
We are yet studying the nature of deep Gaussian embed-
ding. However, as Proposition A.1 shows, negative Jeffrey’s
divergence used in the embedding is already proved to be
non-CPD; SIPS cannot approximate it. MIPS model is re-
quired for approximating such non-CPD kernels. Thus we
are currently trying to reveal to what extent MIPS applies,
by classifying whether each of non-CPD kernels including
negative Jeffrey’s divergence satisfies the assumption on the
kernel g∗ in Theorem A.1.
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B. Proofs
B.1. Proof of Proposition 4.1
With v = (2M)2p and
∫
=
∫
[−M,M ]p , a lower-bound of
1
v
∫∫ | − ‖x− x′‖22 − 〈φ(x),φ(x′)〉|dxdx′ is derived as
1
v
∫∫ ∣∣∣∣− ‖x− x′‖22 − 〈φ(x),φ(x′)〉∣∣∣∣dxdx′ ≥ ∣∣∣∣1v
∫∫ (−‖x− x′‖22 − 〈φ(x),φ(x′)〉) dxdx′∣∣∣∣
=
∣∣∣∣1v
∫∫ (
2〈x,x′〉 − ‖x‖22 − ‖x′‖22 − 〈φ(x),φ(x′)〉
)
dxdx′
∣∣∣∣
=
∣∣∣∣1v
(
2
∥∥∥∥∫ xdx∥∥∥∥2
2
− 2
∫
dx
∫
‖x‖22dx−
∥∥∥∥∫ φ(x)dx∥∥∥∥2
2
)∣∣∣∣.
The terms in the last formula are computed as
∫
xdx = 0,
∫
dx = (2M)p,
∫
‖x‖22dx =
p∑
i=1
∫
x2idx = (2M)
p−1
p∑
i=1
∫ M
−M
x2idxi = (2M)
p−1 2pM
3
3
= (2M)p
pM2
3
.
Considering ‖ ∫ φ(x)dx‖22 ≥ 0, we have
1
v
∫∫ ∣∣∣∣− ‖x− x′‖22 − 〈φ(x),φ(x′)〉∣∣∣∣dxdx′ ≥ 2v
∫
dx
∫
‖x‖22dx =
2pM2
3
.

B.2. Proof of Theorem 4.1
Since g∗ : Y2 → R is a conditionally positive definite kernel on a compact set, Lemma 2.1 of Berg et al. (1984) indicates
that
g0(y∗,y
′
∗) := g∗(y∗,y
′
∗)− g∗(y∗,y0)− g∗(y0,y′∗) + g∗(y0,y0)
is positive definite for arbitrary y0 ∈ Y . We fix y0 in the argument below. According to Okuno et al. (2018) Theorem 5.1
(Theorem 3.1 in this paper), we can specify a neural network fψ(x) such that
sup
x,x′∈[−M,M ]p
∣∣∣∣g0 (f∗(x), f∗(x′))− 〈fψ(x), fψ(x′)〉∣∣∣∣ < ε1
for any ε1. Next, let us consider a continuous function r(x) := g∗(f∗(x),y0)− 12g∗(y0,y0). It follows from the universal
approximation theorem (Cybenko, 1989; Telgarsky, 2017) that for any ε2 > 0, there exists T ′ ∈ N such that
sup
x∈[−M,M ]p
|r(x)− uξ(x)| < ε2.
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Therefore, we have
sup
x,x′∈[−M,M ]p
∣∣∣∣g∗ (f∗(x), f∗(x′))− {〈fψ(x)fψ(x′)〉+ uξ(x) + uξ(x′)}∣∣∣∣
= sup
x,x′∈[−M,M ]p
∣∣∣∣(g0 (f∗(x), f∗(x′))− 〈fψ(x)fψ(x′)〉)
+ (r(x)− uξ(x)) + (r(x′)− uξ(x′))
∣∣∣∣
≤ sup
x,x′∈[−M,M ]p
∣∣∣∣(g0 (f∗(x), f∗(x′))− 〈fψ(x)fψ(x′)〉)∣∣∣∣
+ sup
x∈[−M,M ]p
∣∣∣∣r(x)− uξ(x)∣∣∣∣+ sup
x′∈[−M,M ]p
∣∣∣∣r(x′)− uξ(x′)∣∣∣∣
< ε1 + 2ε2.
By letting ε1 = ε/2, ε2 = ε/4, the last formula becomes smaller than ε, thus proving
sup
x,x′∈[−M,M ]p
∣∣∣∣g∗ (f∗(x), f∗(x′))− {〈fψ(x)fψ(x′)〉+ uξ(x) + uξ(x′)}∣∣∣∣ < ε.

B.3. Proof of Theorem 4.2
With fixed y0 ∈ Y , it follows from Berg et al. (1984) Lemma 2.1 and CPD-ness of the kernel g∗ that
g0(y,y
′) := g∗(y,y′)− g∗(y,y0)− g∗(y0,y′) + g∗(y0,y0)
is PD. Since Y is compact, we have supy∈Y |g∗(y,y0)| = a2 is bounded. Let us take a sufficiently large r > a and define
τ(y) :=
√
r2 + g∗(y,y0). We consider a new kernel
g1(y,y
′) := g0(y,y′) + 2τ(y)τ(y′).
Since both g0(y,y′) and τ(y)τ(y′) are PD, g1(y,y′) is also PD. Applying Taylor’s expansion
√
1 + x = 1 +x/2 +O(x2),
we have
τ(y)τ(y′) =
√
r2 + g∗(y,y0)
√
r2 + g∗(y′,y0)
= r2
√
1 + g∗(y,y0)/r2
√
1 + g∗(y′,y0)/r2
= r2(1 + g∗(y,y0)/2r
2 +O(r−4))(1 + g∗(y′,y0)/2r
2 +O(r−4))
= r2 +
1
2
(g∗(y,y0) + g∗(y
′,y0)) +O(r
−2),
thus proving
g1(y,y
′) = g0(y,y′) + 2τ(y)τ(y′) = g∗(y,y′) + g∗(y0,y0) + 2r
2 +O(r−2).
Let us define γ := g∗(y0,y0) + 2r
2 = O(r2). Considering the PD-ness of g1(y,y′) = g∗(y,y′) + γ +O(r−2), we have
sup
x,x′∈[−M,M ]p
∣∣∣∣g∗(f∗(x), f∗(x′))− (〈fψ(x), fψ(x′)〉 − γ) ∣∣∣∣
= sup
x,x′∈[−M,M ]p
∣∣∣∣g1(f∗(x), f∗(x′))− 〈fψ(x), fψ(x′)〉∣∣∣∣+O(r−2)
≤ ε+O(r−2).

On representation power of neural network-based graph embedding and beyond
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