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Abstract
We consider the problem of black-box function optimization over the boolean hypercube. Despite the vast literature
on black-box function optimization over continuous domains, not much attention has been paid to learning models for
optimization over combinatorial domains until recently. However, the computational complexity of the recently devised
algorithms are prohibitive even for moderate numbers of variables; drawing one sample using the existing algorithms
is more expensive than a function evaluation for many black-box functions of interest. To address this problem, we
propose a computationally efficient model learning algorithm based on multilinear polynomials and exponential weight
updates. In the proposed algorithm, we alternate between simulated annealing with respect to the current polynomial
representation and updating the weights using monomial experts’ advice. Numerical experiments on various datasets
in both unconstrained and sum-constrained boolean optimization indicate the competitive performance of the proposed
algorithm, while improving the computational time up to several orders of magnitude compared to state-of-the-art
algorithms in the literature.
1 Introduction
Combinatorial optimization (CO) problems arise in numerous application domains including machine learning, engineer-
ing, economics, transport, healthcare, and natural and social sciences Wolsey and Nemhauser (1999). Broadly speaking,
such CO problems involve optimizing an explicit function over a constraint set on a discrete domain. A number of
important problems in this class are NP-hard and there is a vast literature on approximating them in polynomial time
Williamson and Shmoys (2011). In this work, we focus on black-box combinatorial optimization where we seek to
minimize a function defined on the boolean domain (a combinatorial domain) through acquiring noisy/perfect function
evaluations from a black-box oracle.
There exists a vast literature on black-box function optimization when it comes to functions over the continuous
domains. Bayesian Optimization (BO) Mocˇkus (1975) is a well-established paradigm for optimizing costly-to-evaluate
black-box objective functions f with noisy evaluations. The latter paradigm consists of approximating f using a
probabilistic function model, often called a surrogate model, and utilizing an acquisition function along with the
surrogate model to draw samples Jones et al. (1998). Some common acquisition functions are Expected Improvement,
Probability of Improvement, Thompson Sampling and Upper Confidence Bounds Srinivas et al. (2009); Thompson
(1933); Auer (2002); Mockus (1994).
Only recently, generic black-box optimization algorithms, such as BOCS Ricardo Baptista (2018) and COMBO
Oh et al. (2019), have been proposed for combinatorial domains. However, learning the surrogate model followed by
drawing a sample using either BOCS or COMBO, even for moderate number of variables, is more expensive than an
oracle evaluation for many black-box functions of interest. For larger numbers of variables, it is essentially impractical
to use BOCS and COMBO, as it takes a significant amount of time to determine the next sample to evaluate.
In this work, we introduce an efficient black box optimization algorithm, that uses a multi-linear polynomial of
bounded degree as the surrogate model and sequentially updates this model using exponential weight updates while
treating each monomial as an expert. At each step, the acquisition function is a version of simulated annealing with
respect to the current multilinear polynomial representation given by the surrogate model. Numerical experiments on
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various datasets in both unconstrained and sum-constrained boolean optimization problems indicate the competitive
performance of the proposed algorithm, while improving the computational time up to several orders of magnitude
compared to state-of-the-art algorithms in the literature.
1.1 Contributions
We summarize our main contributions as follows:
1. We propose a novel and computationally efficient algorithm for black-box function optimization over the boolean
hypercube. Our algorithm, Combinatorial Optimization with Monomial Experts (COMEX), comprises a pool of
monomial experts forming an approximate multilinear polynomial representation for the black-box function. At any
time step, the coefficients of the monomial experts are refreshed via an exponential weight update rule.
2. The proposed method uses Monte Carlo sampling with respect to the current polynomial representation to produce
new candidate points for black-box function evaluations.
3. We present theoretical insights on the sequential improvements in the proposed surrogate model as a result of
exponential weight updates. Furthermore, we offer theoretical results proving that samples drawn under an
exponential acquisition function model lead to sequential improvements in the surrogate model under some technical
conditions.
4. We evaluate the performance of the COMEX algorithm, together with recently developed state-of-the-art BO methods
for the combinatorial domain as well as popular heuristic-based baseline methods, on a variety of benchmark
problems of different dimensionality. The CO problems investigated in this study are sparsification of Ising models,
noisy n-queens, food contamination control, and optimal arrangement of point defects in 2D nanomaterials.
5. COMEX performs competitively on all benchmark problems of low dimensionality, while improving the compu-
tational time up to several orders of magnitude. On problems of higher dimensionality, COMEX outperforms all
baseline and state-of-the-art BO methods in terms of finding a minimum within a finite time budget.
2 Related Work
The existing algorithms in the discrete optimization literature, which are capable of handling black-box functions, are
not particularly sample efficient; in many applications, a large evaluation budget is required for such algorithms to
converge to functions’ optima. In addition, they are not necessarily guaranteed to find the global optima. The most
popular algorithms in this category include local search Kirkpatrick et al. (1983); Spears (1993) and evolutionary search,
such as particle search Schäfer (2013).
Bayesian Optimization: The majority of work on black-box function optimization targets continuous domains. In
particular, algorithms based on Bayesian Optimization Shahriari et al. (2016) have attracted a lot of attention in the
literature. Many popular BO methods are built on top of Gaussian Processes (GPs), which rely on the smoothness
defined by a kernel to model uncertainty Srinivas et al. (2009); Thompson (1933); Mockus (1994). As such, they
are best suited for continuous spaces Shahriari et al. (2016); Hebbal et al. (2019); Djolonga et al. (2013); Wang et al.
(2013). The only exceptions are the recently introduced algorithm BOCS Ricardo Baptista (2018) and COMBO Oh
et al. (2019).
Hyperparameter Optimization: Bayesian Optimization methods have been adapted to hyperparameter optimiza-
tion Bergstra et al. (2011). Here, one seeks to find the best hyperparameter configuration that minimizes the validation
loss after training a model with that configuration. In this adaptation of BO methods, the goal is to select the next
hyperparameter configuration given the function outputs in the previous iterations. However, in hyperparameter
optimization, the focus is on the total training time and not the total number of noisy evaluations of hyperparameters.
Therefore, bandit-based and tree search methods that focus on resource allocation have been developed Li et al. (2017);
Kandasamy et al. (2017); Sen et al. (2018). In our work, the main cost criterion is the number of function evaluations
rather than any other resources that can be controlled.
Black-Box Combinatorial Optimization: Similar to our proposed approach, the BOCS algorithm Ricardo Baptista
(2018) employs a sparse monomial representation to model the interactions among different variables. However, it
utilizes sparse Bayesian linear regression with a heavy-tailed horse-shoe prior to learn the coefficients of the model,
which as we will discuss in the sequel, is computationally costly. A Gibbs sampler is then used in order to draw a
sample from the posterior over the monomial coefficients. When the monomials are restricted at the order of two, the
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problem of minimizing the acquisition function is posed as a second order program which is solved via semidefinite
programming. Alternatively, simulated annealing is advocated for higher order monomial models or so as to speed-up
the computation for the case of order-two monomials.
More recently, the COMBO algorithm Oh et al. (2019) was introduced to address the impediments of BOCS. A
one-subgraph-per-variable model is utilized for various combinatorial choices of variables; the collection of such
subgraphs is then joined via graph Cartesian product to construct a combinatorial graph to model different combinations
of variables. The Graph Fourier Transform (GFT) over the formed combinatorial graph is used to gauge the smoothness
of the black-box function. A GP with a variant of the diffusion kernel, referred to as automatic relevance determination
(ARD) diffusion kernel, is proposed for which GFT can be carried out in a computationally tractable fashion. The
proposed GP is capable of accounting for arbitrarily high order interactions between variables.
The computational complexity of surrogate-model learning in BOCS at time step t is in O(t2 · d2m), where d is
number of variables and m is the maximum monomial order in the model. The latter complexity is associated with
the cost of sampling parameters from the posterior distribution. Hence, the complexity of BOCS grows quadratically
in the number of evaluations, which particularly makes it unappealing for larger number of variables. On the other
hand, despite the fact that the GFT utilized by COMBO is shown to be run in linear time with respect to the number of
variables for the binary case, the overall computational complexity of the algorithm remains prohibitively high. More
precisely, the overall computational complexity of learning the surrogate model in COMBO is in O(max{t3, d2}). The
O(t3) complexity is associated with marginal likelihood computation for the GP, whereas the O(d2) term stems from
the slice sampling utilized for fitting the parameters of the surrogate model.
Therefore, both BOCS and COMBO incorporate model learning methods which grow polynomially in the number
of function evaluations. This particularly hinders the applicability of the aforementioned algorithms for problems
with moderate number of variables, since a larger number of function evaluations is required due to the curse of
dimensionality.
Prediction with Expert Advice: In the framework of prediction with expert advice Cesa-Bianchi and Lugosi
(2006); Vovk (1998); Yoav Freund (1997), at each time step t the forecaster receives an instance from a fixed domain.
The forecaster is given access to a set of p experts, and is required to produce a distribution wt over such experts in
each time step t. Each expert i then incurs a loss `ti, which contributes to the mixture loss of the forecaster given by
`t =
∑
i w
t
i`
t
i. In general, there are no restrictions on the distribution of expert losses. The Hedge algorithm Vovk
(1998); Yoav Freund (1997) is perhaps the most popular approach to address this problem via an exponential weight
update rule given by wti = w
t−1
i exp(−ηt `ti), where η is a learning rate.
The prediction with expert advice paradigm has been tailored to the problem of sparse online linear prediction from
individual sequences. In particular, the EG± algorithm Kivinen and Warmuth (1997) uses an exponential update rule to
formulate an online linear regression algorithm which performs comparably to the best linear predictor under sparsity
assumptions. The adaptive EG± algorithm Gerchinovitz and Yu (2011) further proposes a parameter-free version of
EG± where the learning rate ηt is updated in an adaptive fashion, and is a decreasing function of time step t.
3 Method
3.1 Notations
Sets are shown with calligraphic letters. For a set C, |C| designates its cardinality. Matrices are indicated with uppercase
letters; vectors and scalars are indicated with lowercase letters. Let [n] = {1, 2, . . . , n}. For a matrix A ∈ Rn×m, Ai,j
designates the element in row i and column j. For a vector x, xi indicates its i-th entry. We use ‖x‖p to denote the `p
norm of a vector x ∈ Rn, and denote the inner product by 〈·, ·〉.
3.2 Problem Statement
We consider the problem of minimizing a black-box function over the boolean hypercube. The black-box functions of
interest are intrinsically expensive to evaluate, potentially noisy, and non-convex, in general.
More precisely, given a subset C over the boolean hypercube x ∈ X = {−1, 1}d, the objective is to find
x∗ = arg min
x∈C
f(x) (1)
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where f is a real-valued Boolean function f(x) : X 7→ R. Exhaustive search requires |C| function evaluations; however,
since evaluating the black-box function f is expensive, we are interested in finding x∗ (or an approximation of it) in as
few function evaluations as possible. In this problem, the performance of any algorithm is measured in terms of simple
regret, which is the difference between the best evaluation seen until time t and the minimum function value f(x∗):
Rt = min
i∈[t]
|f(xi)− f(x∗)|. (2)
Two particularly important instances of such combinatorial structures are (i) unconstrained optimization problems
where C includes the entire boolean hypercube X where |C| = |X | = 2d, and (ii) optimization problems with a sum
constraint where Cn corresponds with the n-subsets of [d] such that
∑
i I(xi = 1) = n, where I(.) is the indicator
function. In the latter problem, we have |Cn| =
(
d
n
)
.
We note that anytime algorithms are particularly desirable for this problem for the following reasons: (1) in many
applications the evaluation budget is not known in advance, and (2) the algorithm is run until certain stopping criteria
are met. One such stopping criteria is the finite time budget, which is measured as the total computational time required
for the algorithm to produce samples to be evaluated by the black-box function, plus the evaluation time consumed by
the black-box function of interest.
3.3 Surrogate Model
In this work, we pursue the framework of using a surrogate model to approximate the black box function along with an
acquisition function based on this surrogate model. At each time step t, the surrogate model provides an estimate for
the black-box function using the observations {(xi, f(xi)) : i ∈ [t]} observed so far. Having been equipped with the
new estimate model, the acquisition function selects a new candidate point xt for evaluation. The black-box function
then returns the evaluation f(xt) for the latter data point. This process is repeated until a stopping criterion, such as an
evaluation budget or a time budget, is met.
Any real-valued Boolean function can be uniquely expressed by its multilinear polynomial representation O’Donnell
(2014):
f(x) =
∑
I⊆[d]
α∗IψI(x), (3)
which is referred to as the Fourier expansion of f , the real number α∗I is called the Fourier coefficient of f on I, and
ψI(x) = Πi∈Ixi are monomials of order |I|. The generality of Fourier expansions and the monomials’ capability to
capture interactions among different variables, makes this representation particularly attractive for problems over the
boolean hypercube. In addition, in many applications of interest monomials of orders up to m << d are sufficient to
capture interactions among the variables, reducing the number of Fourier coefficients from 2d to p =
∑m
i=0
(
d
i
)
. This
leads to the following approximate surrogate model for f that is maintained by the algorithm:
f̂α(x) =
∑
i∈[p]
αiψi(x). (4)
We employ the latter representation as the surrogate model in our proposed algorithm.
3.4 The COMEX Algorithm
Motivated by the properties of the hedge algorithm Arora et al. (2012), we adopt an exponential weight update rule
for our surrogate model. More precisely, we maintain a pool of monomials where each monomial term plays the role
of an expert. In particular, we are interested in finding the optimal Fourier coefficient αi for the monomial expert ψi.
Note that exponential weights are non-negative, while the Fourier coefficients could be either negative or positive.
Following the same approach as sparse online linear regression literature Kivinen and Warmuth (1997), we maintain
two non-negative coefficients for each Fourier coefficient αti at time step t: α
t
i,+ and α
t
i,−. The value of the Fourier
coefficient is then obtained via the subtraction αti = (α
t
i,+ − αti,−).
More specifically, our algorithm works in the following way. We initialize the monomial coefficients αi,− and
αi,+ (∀i ∈ [p]) with a uniform prior. In each time step t, the algorithm produces a sample point xt via Monte Carlo
sampling (specifically Simulated Annealing (SA)) based on its current estimate for the Fourier representation f̂αt
with Fourier coefficients αt. We then observe the black-box function evaluation f(xt) for our query xt. This leads
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Algorithm 1 Combinatorial Optimization with Monomial Experts
1: Inputs: sparsity λ, maximum monomial order m
2: t = 0
3: ∀γ ∈ {−,+} and ∀i ∈ [p] : αti,γ = 12p
4: repeat
5: xt ∼ f̂αt via Algorithm 2
6: Observe f(xt)
7: f̂αt(x)←
∑
i∈[p]
(
αti,+ − αti,−
)
ψi(x).
8: `t+1 ← f̂αt(xt)− f(xt)
9: for i ∈ [p] and γ ∈ {−,+} do
10: `t+1i ← 2λ `t+1 ψi(xt)
11: αt+1i,γ ← αti,γ exp
(− γ ηt `t+1i )
12: αt+1i,γ ← λ ·
αt+1i,γ∑
µ∈{−,+}
∑
j∈[p] α
t+1
j,µ
13: end for
14: t← t+ 1
15: until Stopping Criteria
16: return x̂∗ = arg min{xi: ∀i∈[t]} f(xi)
to a mixture loss `t which is equal to the difference between the evaluations obtained by our estimate model and the
black-box function. This mixture loss, in turn, leads to the individual losses `ti = 2λ `t ψi(xt) for the monomial experts
ψi : ∀i ∈ [p]. Finally, we update the current estimate for the Fourier coefficients αt via the exponential weight update
rule, incorporating the incurred losses. We repeat this process until the stopping criteria are met. Note that we use the
anytime learning rate schedule of Gerchinovitz and Yu (2011), which is a decreasing function of time t (see Appendix
C for more details). A summary of the proposed algorithm, which we refer to as Combinatorial Optimization with
Monomial Experts (COMEX), is given in Algorithm 1.
Let Φ(p||q) denote the KL divergence between two distributions p and q, i.e. Φ(p||q) = ∑i pi log (piqi ). We can
show that the KL-divergence between the estimate and true Fourier coefficients decreases over time, assuming that the
true Fourier coefficients α∗ are non-negative, and form a distribution, i.e.
∑
i α
∗
i = 1. Define Φ
t(α∗||αt) as the KL
divergence between αt and α∗, where αt are the estimates (at time t) of Fourier coefficients. With respect to Algorithm
1, αti = α
t
i,+ and α
t
i,− = 0 in this case.
Lemma 3.1. The exponential weight update at any time step t for the Fourier coefficients αt under the above stated
assumption of non-negativity of the true Fourier coefficients α∗, yields Φt−1(α∗||αt−1) ≥ Φt(α∗||αt)+η2λ(fˆαt(xt)−
f(xt))
2 − η2, for η < 18λ .
Proof. Using Lemma 4.1 of Hardt and Rothblum (2010), for each exponential weight update at step t where αti = α
t
i,+
and αti,− = 0 and not used, we have Φ
t−1(α∗||αt−1)−Φt(α∗||αt) ≥ η 〈rt, αt−1−α∗〉− η2 (for 0 < η < 18λ ), where
rt is the vector of individual losses, i.e. rti = `
t
i. As a result, we only need to show that 〈rt, αt−1 − α∗〉 is always
greater than or equal to zero, since the value of η can be chosen to be suitably small:
〈rt, αt−1 − α∗〉 =
∑
i
`ti (α
t−1
i − α∗i )
=
∑
i
2λ`t ψi(xt) (α
t−1
i − α∗i )
= 2λ `t
∑
i
(αt−1i − α∗i )ψi(xt)
= 2λ
(∑
i
(αt−1i − α∗i )ψi(xt)
)2
= 2λ(fˆαt(xt)− f(xt))2 ≥ 0.
This proves the Lemma.
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For the generalization of this result to the case of Fourier coefficients with arbitrary signs, see Remark 3 in Appendix
A.
Remark 1. The above Lemma shows that for small enough η, φt−1 − φt ≥ 0 for any evaluation point xt. This shows
that for a sufficiently small learning rate η, irrespective of the evaluation point xt, there is a potential drop in the
distance between the true and estimated coefficients after the exponential weight update at time t. This observation
motivates our surrogate model and the deployment of the exponential weight update rule.
3.5 Acquisition Function
Our acquisition function is designed to minimize fˆ , the current estimate, in a way that allows some exploration. To
this end, we employ a version of simulated annealing (SA) Kirkpatrick et al. (1983); Spears (1993) as our acquisition
function that uses the offline evaluations of the surrogate model. SA consists of a discrete-time inhomogeneous Markov
chain, and is used to address discrete optimization problems. The key feature of simulated annealing is that it provides
a means to escape local optima by allowing probabilistic hill-climbing moves in hopes of finding a global optimum.
Although SA is not sample efficient in practice, and as we will see in Section 4 is not suitable for black-box functions, it
can be set up in conjunction with a surrogate model.
Define the neighborhood model N for the unconstrained problem as:
N (xt)← {xi : ‖xi − xt‖H = 1 and xi ∈ {0, 1}d}, (5)
where ‖xi − xt‖H designates the Hamming distance between xi and xt. Also, we define the following neighborhood
model for the sum-constrained problem:
N (xt)← {xi : ‖xi − xt‖H = 2 and xi ∈ Cn}. (6)
Algorithm 2 presents the simulated annealing for the latter two combinatorial structures, where s(t) is an annealing
schedule, which is a non-increasing function of t. We use the annealing schedule suggested in Spears (1993), which
follows an exponential decay given by s(t) = exp(−t/d).
3.6 Analysis for Exponential Acquisition Function
We used a simulated annealing based acquisition function on the surrogate model fˆ(x). This model is very difficult to
analyze. Instead, we analyze an exponential acquisition function given by
x ∼
exp
(
− fˆαt (x)T
)
∑
x∈{−1,1}d exp
(
− fˆαt (x)T
)
where T is the temperature. Let the p.m.f of this acquired sample be Pˆαt(x).
If we had access to the actual function f , we would use the acquisition function:
x ∼
exp
(
− f(x)T
)
∑
x∈{−1,1}d exp
(
− f(x)T
) .
Let the p.m.f of this acquired sample be P (x). We emphasize that, given explicit access to f (white-box), one would
simply repeatedly acquire samples using the acquisition function for f . In our black-box algorithm, we use the surrogate
to acquire.
Now, we show a result that implies the following under some additional technical condition: Until the acquisition
function based on fˆαt yield samples which is close in KL divergence to samples yielded by acquisition function based
on f , average φt−1 − φt (as in Lemma 3.1) is large.
In other words, if the acquisition function for our algorithm is far from the white box acquisition function, then non
trivial learning of f happens, i.e. αt moves closer to α∗ at least by a certain amount.
Let Zˆ =
∑
x exp
(
−fˆαt(x)/T
)
be the partition function. Similarly, let Z be the partition function associated with
P (x).
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Algorithm 2 Simulated Annealing for Combinatorial Constraints
1: Inputs: surrogate model f̂αt , neighborhood model N , Constraint Set C
2: t = 0
3: Initialize x0 ∈ C
4: repeat
5: z ∼ unif(N (xt))
6: if f̂αt(z) ≤ f̂αt(xt) then
7: xt+1 ← z
8: else if unif(0, 1) ≤ exp
(
− f̂αt (z)−f̂αt (xt)s(t)
)
then
9: xt+1 ← z
10: else
11: xt+1 ← xt
12: end if
13: t← t+ 1
14: until Stopping Criteria
15: return xt
Theorem 3.2. Let −1 ≤ fˆαt(x), f(x) ≤ 1. If at any time t, and for a temperature T , we have for some  > 0:
|KL(Pˆαt‖P )− log
Z
Zˆ
| ≥ ,
then EPˆαt [φt+1 − φt] ≥ 2ηλ
2T 2 − η2. Here, KL is defined with respect to loge for convenience.
Proof. The proof is in the supplement.
Remark 2. Note that the condition in the theorem definitely implies the condition that KL(Pˆαt‖P ) > 0.
3.7 Computational Complexity
The computational complexity per time step for model learning in the proposed algorithm is in O(p) = O(dm), which
is linear in the number of Fourier coefficients. More importantly, the complexity of the proposed learning algorithm is
independent of the number of function evaluations (i.e. time step t). We also note that the complexity of the simulated
annealing is in O(d2); therefore, the overall complexity of the algorithm remains O(p) for m ≥ 2.
4 Experiments and Results
In this section, we evaluate the performance of the proposed algorithm in terms of simple regret as well as average
computational time required to draw a sample for each function evaluation. We make use of four problems: two
unconstrained combinatorial problems (Sparsification of Ising Models and Contamination Control) as well as two
combinatorial optimization problems with a sum constraint (Noisy n-Queens and optimal defect pattern in 2D nanoma-
terials). The latter problem is adopted from a real-world scenario, takes advantage of a genuine energy evaluator (as
black-box function) recognized in the molecular modeling literature, and has crucial real-life applications to designing
nano-materials for possible applications in nanoscale electronic devices Patra et al. (2018). The two unconstrained
combinatorial problems have also been considered in Ricardo Baptista (2018) and Oh et al. (2019).
We consider the performance of different algorithms in two settings: (i) finite evaluation-budget regime, and (ii)
finite time-budget regime. In the former case, we assume that each algorithm is given a fixed evaluation budget and has
access to an unlimited time budget. In this setting, we consider problems with a relatively small number of variables. In
the latter case, we assume that each algorithm, in addition to an evaluation budget, has a limited time budget and reports
the minimum obtained within that time frame. This scenario is particularly relevant in problems with a moderate number
of variables, since the computational cost for state-of-the art algorithms are prohibitive, which makes it impossible in
practice to draw a large number of samples for function evaluation.
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The results are compared against two baselines, random search (RS) Bergstra and Bengio (2012) and simulated an-
nealing (SA) Kirkpatrick et al. (1983); Spears (1993), as well as two state-of-the-art algorithms, BOCS Ricardo Baptista
(2018) and COMBO Oh et al. (2019). We use the BOCS-SA version of BOCS, as opposed to BOCS-SDP, since only
the former version has been extended to interactions of higher orders; hence, it achieves improved results in the infinite
time-budget setting when such interactions are present in the data, as shown in Ricardo Baptista (2018). In addition,
the BOCS-SA algorithm can be adapted to optimization problems with a sum constraint in a straightforward fashion.
Finally, BOCS-SA is computationally less expensive; as such, its use would also make more sense than BOCS-SDP in
the finite time-budget setting.
All the results are averaged over 10 runs. We measure the performance of different algorithms in terms of the mean
over simple regrets ± one standard error of the mean. We run the experiments on machines with CPU cores from the
Xeon E5-2600 v3 family. The function evaluations in all the experiments are linearly mapped from the original interval
[min(f),max(f)] to the target interval [−1, 1]. Hence, the function value of −1 corresponds with the desired minimum.
In many cases, we know a lower bound on min(f) and an upper bound on max(f) that enables us to scale to [−1, 1].
In other cases where the lower bound on min(f) is unknown analytically, we fix a universal level which is smaller than
all observed evaluations and compare all algorithms over all runs to this fixed level.
The sparsity parameter λ of our proposed algorithm is set to 1 in all the experiments. In our experiments, the
algorithm was relatively insensitive to the choice of this parameter. Note that both BOCS and COMBO include such
a sparsity/regularization parameter for their respective algorithms, the choice of which did not seem to impact the
outcome noticeably, in a similar fashion to our algorithm.
Finally, we note that COMBO is order agnostic, while our proposed algorithm as well as BOCS take the maximum
monomial degree m as an input parameter. The maximum order m = 2 or m = 3 is deployed for the latter algorithms
in our experiments. In particular, as shown in Ricardo Baptista (2018) and verified in our experiments, the sparsification
of the Ising models as well as the contamination control problem have natural interactions of orders higher than two
among the variables. As such, we set m = 3 in the latter two problems. In the remaining experiments, a maximum
order of m = 2 is utilized.
4.1 Sparsification of Ising Models
Let p be a zero-mean Ising model with the the probability distribution of p(z) = 1Zp exp(z
TJpz), where z ∈ {−1, 1}n,
Zp =
∑
z exp(z
TJpz) is the partition function, and Jp ∈ Rn×n is a symmetric interaction matrix. The aim
of the Ising sparsification problem is to find a sparse approximation model qx(z) = 1Zq exp(z
TJqxz) such that
∀i, j ∈ [n] : Jqxi,j = xi,jJpi,j , where xi,j ∈ {0, 1} are decision variables. The solution to this problem is given by
x = arg min
x∈{0,1}d
Φ(p||qx) + λ‖x‖1 (7)
where Φ(p||qx) is the Kullback-Leibler (KL) divergence of p and qx, and λ is a regularization parameter. The KL
divergence is expensive to compute; in addition, an exhaustive search requires 2d function evaluations, which is
infeasible in general.
We follow the same experimental setup as in Ricardo Baptista (2018) and Oh et al. (2019), where we have a 4× 4
(n = 16) Ising model with d = 24 interactions. The values of the interactions are sampled uniformly at random from
the interval [0.05, 5]. The simple regret of various algorithms for the regularization parameter λ = 0.01 is depicted
in Figure 1. The proposed algorithm is able to hit the minimum found by both COMBO and BOCS, although it
requires more function evaluations to achieve that feat. However, we point out that, as depicted in Table 1, the proposed
algorithm only takes 0.01 seconds per time step in average as opposed to 4.05 and 6.42 seconds per time step taken for
BOCS and COMBO, respectively. Despite its poor initial performance, SA is also able to virtually reach the minimum
value for this problem.
We note that the complexity of the Ising sparsification problem grows exponentially with d; hence, it is computation-
ally infeasible to obtain black-box evaluations for moderately large numbers of variables; hence, we only considered
the finite evaluation-budget setting for this particular problem.
4.2 Contamination Control
The contamination control in food supply chain Y. Hu and Wang (2010) is an optimization problem with d binary
variables representing stages that can be contaminated with pathogenic microorganisms. At each time step, one can
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Figure 1: Simple regret for the Ising Sparsification problem.
Table 1: Average computation time per step (in Seconds) over different datasets for different algorithms
DATASET d BOCS COMBO COMEX
ISING 24 40.5 64.2 0.1
CONTAMINATION 21 28.6 53.8 0.07
N-QUEENS 49 202.1 336.7 0.09
CONTAMINATION 100 454.93 587.65 1.33
N-QUEENS 144 401.28 722.05 2.87
DEFECT DYNAMICS 400 873.99 3869.92 65.5
intervene at each stage of the supply chain to reduce the contamination risk by a random rate (which follows a beta
distribution) and incur an associated cost. The goal is to minimize the overall food contamination while minimizing the
total prevention cost. As such, the minimization is carried out with respect to the set of decision variables x ∈ {0, 1}d
incorporating an `1 regularization term with a regularization parameter λ.
Following the experimental setting of Oh et al. (2019) and Ricardo Baptista (2018), we initially set d = 21 and
λ = 0.01. The results in terms of simple regret are shown in Figure 2. As we can see from this Figure, COMBO
outperforms the rest of the algorithms in that it is able to find the minimum in just over 100 function evaluations in
average. Despite its initially large regret results, BOCS is also able to find the minimum in just over 150 function
evaluations. The proposed COMEX algorithm is also competitive and is able to find the minimum in just over 200
function evaluations. Note that SA and especially RS were not able to achieve the minimum in 250 function evaluations.
Finally, we point out that the proposed algorithm takes a fraction of time required by BOCS and COMBO in order to
draw evaluation samples, as shown in Table 1.
We then increase the dimensionality of the problem to d = 100 variables. Due to the high dimensionality of this
problem, drawing samples from both COMBO and BOCS becomes computationally expensive. Therefore, in addition
to the evaluation budget of 1000, we set a finite time budget of 24 hours and run the experiments until at least one of
the budget constraint is attained. Simple regret results are depicted in Figure 2. In this setting, BOCS is only able to
draw 150 samples, while COMBO exceeds the time budget at around 100 samples. On the other hand, the proposed
algorithm is able to produce 1000 samples quickly and approach the minimum function value. Considering the high
dimensionality of this data, RS produces poor results, whereas SA incurs an eventual simple regret of 0.2 in average.
Finally, we note that COMEX is over 100 times faster than both BOCS and COMBO, as depicted in table 11.
1Note that the average computation times reported in table 1 correspond only with producing a point via the algorithm, whereas the 24-hour
budget includes both the black-box evaluation cost and the computation time of the algorithm.
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Figure 2: Simple regret for the contamination control problem with: d = 21 (top), and d = 100 (bottom).
4.3 Noisy n-Queens
We next consider a constrained optimization problem where the search space is restricted to the combinatorial domain
Cn. We adapt the acquisition function of different algorithms to this constrained domain in a straightforward manner.
More specifically, we modify the local neighborhood search in both SA (in BOCS as well as in our proposed algorithm)
and graph local search (in COMBO) to the constrained domain Cn by restricting the neighborhood to data points with
Hamming distance of two rather than one, as defined in (6).
The n-queens problem is a commonly used benchmark in combinatorial optimization literature Mukherjee et al.
(2015); Hu et al. (2003); Takenaka et al. (2000); Homaifar et al. (1992). This problem consists of finding the placement
of n queens on an n× n chessboard so that no two queens share the same row, column, or diagonal Bell and Stevens
(2009). This problem can be formulated as a constrained binary optimization problem. We use binary variables xij to
represent the placement of a queen in each square position of the chessboard given by its row and column pair (i, j), for
i, j ∈ [n]. A placement of queens is then represented by a binary vector x of length d = n× n. Hence, a solution to the
n-queens problem simultaneously meets the following constraints:
• There is exactly one queen in each row i ∈ [n]:
erows(x) =
∑
i
(
∑
j
xij − 1)2 = 0, (8)
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• There is exactly one queen in each column j ∈ [n]:
ecols(x) =
∑
j
(
∑
i
xij − 1)2 = 0, (9)
• There is at most one queen in each diagonal:
ediags(x) =
∑
`
∑
(i,j)6=(k,h)∈D`
xijxkh = 0, (10)
where D` represents the set of all the elements in the `-th diagonal, and the first summation is taken over all the
diagonals with at least one square position.
The non-negative quadratic terms in constraints (8)-(10) indicate deviations from the required number of queens in
each row, column, and diagonal, respectively. Thus, if there exists a solution to the n-queens problem given by a binary
vector x satisfying all the constraints, the minimum of
f(x) = erows(x) + ecols(x) + ediags(x) (11)
must be achieved at zero, and vice versa. We know that for n > 3 a solution to the n-queens problem indeed exists;
therefore, minimizing f(x) is equivalent to solving the constraints (8)–(10). This allows the formulation of the problem
as an unconstrained optimization one.
To provide a benchmark for the constrained optimization case, we add the redundant constraint that
∑
i
∑
j xij = n
to our formulation when generating samples, effectively reducing the search space to Cn. Thus, for each problem of
size d, we have d = n× n binary variables to optimize over, where the search space is constrained to binary vectors
with n ones. We consider a noisy version of this problem, where the function evaluations from Equation (11), having
been linearly mapped to the interval [−1, 1], incur an additive Gaussian noise with zero mean and standard deviation of
σ = 0.02.
First, we consider a smaller version of this problem with n = 7 and a finite evaluation budget of 250 samples. In
this experiment, all the algorithms are able to exhaust the evaluation budget within the allocated 24-hour time frame.
The results in terms of simple regret are depicted in Figure 3. As we can see from this figure, COMBO outperforms
all the algorithms. BOCS performs only slightly better than RS. COMEX is a close second, while being able to run the
experiment at a fraction of the time consumed by either COMBO or BOCS as indicated in Table 1.
Next, we increase the size of the problem to n = 12 and enforce a finite time budget of 24 hours. In this case,
COMBO and BOCS are unable to use the evaluation budget within the allotted time frame, and manage to draw only
100 and 150 samples, respectively. The proposed algorithm, on the other hand, is able to take advantage of the full
evaluation budget and outperforms the baselines by a significant margin, as shown in Figure 3.
4.4 Optimal Arrangement of Defect Structures in 2D Nanomaterials
Physical, chemical, and optoelectronic properties of two-dimensional transition-metal dichalcogenides (TMDs), such
as MoS2, are governed by structural defects such as Sulfur vacancies. A fundamental understanding of the spatial
distribution of defects in these low-dimensional systems is critical for advances in nanotechnology. Therefore,
understanding the dynamics of point defect arrangements at various vacancy concentrations is crucial, as those are
known to play a key role in phase transformation governing device applications Patra et al. (2018).
Given a two-dimensional grid of size d, the problem is to find the formation of a defect structure of size n (i.e.
at a given concentration factor) with the lowest energy, in which defects can be in either isolated or extended form
(i.e. several defects next to each other) or a combination of both Patra et al. (2018). Using the reactive force field
(ReaxFF) Ostadhossein et al. (2017) within LAMMPS simulation package Plimpton (1995), we are able to obtain an
energy evaluation for each selection of the defect structure. However, such function evaluations are computationally
expensive to acquire. Hence, we are interested in finding the low-energy defect structure with as few energy evaluations
as possible.
In our experiments, we deploy a 2-D MoS2 monolayer with a grid of size d = 400, following the framework
suggested in Patra et al. (2018). In particular, we are interested in finding the optimal placement of n = 16 sulfur
vacancies in the MoS2 monolayer. Considering the moderately high dimensionality of this problem, the computational
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Figure 3: Simple regret for the noisy n-Queens problem with: n = 7 (d = 49) (top), and n = 12 (d = 144) (bottom).
complexity of BOCS and COMBO renders their applicability practically impossible, as it would take several weeks to
accumulate a few hundred candidate data points for energy evaluation purposes2.
As can be observed in Figure 4 the proposed COMEX algorithm outperforms the baselines, RS and SA, in identifying
the optimal defect structure in the sample TMD grid of size d = 400 over 500 energy evaluations. In this experiment,
since the exact value of the minimum energy is unknown, for the purpose of simple regret calculations, we pick a fixed
universal energy level which is less than all the obtained function evaluations via all the algorithms in our experiments.
5 Future Work
As mentioned in Section 3, the computational cost (per time step) of the proposed COMEX algorithm is independent of
the number of function evaluations and is linear in the number of monomial terms. This is a major improvement over the
existing state-of-the-art algorithms in that the dependence on the number of function evaluations is completely eliminated
from the complexity. Nevertheless, the complexity of the algorithm with respect to the number of variables grows
polynomially, and could become expensive for problems with particularly higher orders of interactions incorporating a
large number of variables. Therefore, an important direction for future work would involve investigating the possibility
of improving this time complexity. We speculate that the proposed algorithm can be extended to accommodate such
2With a 24-hour time budget, BOCS managed to complete just over 50 steps with a simple regret of 0.59, whereas COMBO even failed to
produce that many steps.
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Figure 4: Simple regret for the optimal organization of point defect problem with n = 16 (d = 400).
computational requirements via addition of fresh experts over time in an adaptive fashion.
In this work, we utilized a simple simulated annealing method as our acquisition function model and proved our
results regarding acquisition through exponential sampling. Another avenue for future research is to develop more
efficient strategies to model the acquisition function, particularly devised for real-valued boolean functions.
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A Extension of Lemma 3.1
The results of Lemma 3.1 can be extended to the general case of Fourier coefficients with arbitrary signs, as follows.
Remark 3. Lemma 3.1 holds for the general case of Fourier coefficients αti with arbitrary signs.
Proof. Following on the idea from van der Hoeven et al. (2018), if ‖α∗‖1 ≤ 1, then one can always write α∗i =
α∗i,+ − α∗i,− where
∑
γ,i α
∗
i,γ = 1 and α
∗
i,γ ≥ 0. This is because any point inside an `1 ball is in the convex hull of
{ei,−ei}i∈[d] where ei are the canonical unit vectors. Therefore to approximate it at any time t during the algorithm
with exponential weight update, we assume that we have a set of 2p Fourier coefficients; we consider the monomial
terms +ψi(x) for the Fourier coefficients αti,+ as well as the monomial terms −ψi(x) for the Fourier coefficients
αti,−. Note that all the coefficients α
t
i,γ ,∀γ ∈ {−,+} are non-negative, and that the set of all such coefficients form
a distribution, i.e.
∑
i,γ α
t
i,γ = 1, due to the normalization in Algorithm 1. Therefore, applying Lemma 3.1 to the
extended set of Fourier coefficients completes the proof.
B Proof of Theorem 3.2
In the main paper, we used a simulated annealing based acquisition function on the surrogate model fˆ(x). This model
is very difficult to analyze. Instead, we analyze a more idealized and simpler acquisition function which is
x ∼
exp
(
− fˆαt (x)T
)
∑
x∈{−1,1}d exp
(
− fˆαt (x)T
)
where T is the temperature. Let the p.m.f of this acquired sample be Pˆαt(x).
Similarly, if we had access to the actual f , we would be using the acquisition function:
x ∼
exp
(
− f(x)T
)
∑
x∈{−1,1}d exp
(
− f(x)T
) .
Let the p.m.f of this acquired sample be P (x).
Now, we show a result that implies the following under some additional technical condition: Until the acquisition
function based on fˆαt yield samples which is close in KL divergence to samples yielded by acquisition function based
on f , average φt−1 − φt (as in Lemma 3.1) is large.
Let Zˆ =
∑
x exp
(
−fˆαt(x)/T
)
be the partition function. Similarly, let Z be the partition function associated with
P (x).
Theorem B.1 (Theorem 3.2 restated). Let −1 ≤ fˆαt(x), f(x) ≤ 1. If at any time t, and for a temperature T , we have
for some  > 0:
|KL(Pˆαt‖P )− log
Z
Zˆ
| ≥ ,
then EPˆαt [φt+1 − φt] ≥ 2ηλ
2T 2 − η2. Here, KL is defined with respect to loge for convenience.
Proof. We have:
 ≤ |KL(Pˆαt‖P )− log
(
Z
Zˆ
)
| = |EPˆαt [−
1
T
(fˆαt(x)− f(x))] + log
Z
Zˆ
− log Z
Zˆ
|
= |EPˆαt [−
1
T
(fˆαt(x)− f(x))]|
a≤ 1
T
EPˆαt [|fˆαt(x)− f(x)|]
b≤ 1
T
√
EPˆαt [|fˆαt(x)− f(x)|2] (12)
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Justifications: (a) Jensen’s inequality applied to |x|. (b) Jensen’s inequality applied to the function x2, i.e (E[|X|])2 ≤
E[X2].
Combined with Lemma 3.1, this implies:
EPˆαt [φt+1 − φt] ≥ 2ηλ
2T 2 − η2. (13)
C Learning Rate in Algorithm 1
In Algorithm 1, we use the anytime learning rate schedule of Gerchinovitz and Yu (2011), which is a decreasing function
of time t. The learning rate at time step t is given by:
ηt = min
{
1
et−1
, c
√
ln (2 p)
vt−1
}
, (14)
where c ∆=
√
2(
√
2− 1)/(exp(1)− 2) and
zγj,t
∆
= −2 γ λ `t ψj(xt)
et
∆
= inf
k∈Z
{
2k : 2k ≥ max
s∈[t]
max
j,k∈[p]
γ,µ∈{−,+}
|zγj,s − zµk,s|
}
vt
∆
=
∑
s∈[t]
∑
j∈[p]
γ∈{−,+}
αγj,s
(
zγj,s −
∑
k∈[p]
µ∈{−,+}
αµk,sz
µ
k,s
)2
.
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