Abstract. Power-law distributions have been widely observed in different areas of scientific research. Practical estimation issues include how to select a threshold above which observations follow a power-law distribution and then how to estimate the power-law tail index. A minimum distance selection procedure (MDSP) is proposed in [8] and has been widely adopted in practice, especially in the analyses of social networks. However, theoretical justifications for this selection procedure remain scant. In this paper, we study the asymptotic behavior of the selected threshold and the corresponding power-law index given by the MDSP. We find that the MDSP tends to choose too high a threshold level and leads to Hill estimates with large variances and root mean squared errors for simulated data with Pareto-like tails.
1. Introduction. In empirical studies, it is common to see observations cluster around a typical value and use mean and standard deviation to summarize the distribution. However, not all distributions satisfy this pattern and often extreme data not adequately summarized by moments is of critical importance. Power-law distributions give emphasis to extreme values in the data and therefore have attracted scientific interest. These have been used to model a wide variety of physical, biological, and man-made phenomena, e.g. the sizes of power outage [6] , the foraging pattern of various species [20] , the frequencies of family names [46] , and in-and out-degrees in social networks [5, 2, 27] . A survey of power-laws with focus on network science is given in [31] . There is also parallel literature [3, 9, 11, 33] in the extreme value and heavy-tail community more focussed on environmental science, insurance and finance. Power-laws are ubiquitous in social network modeling and power law index estimation reveals important characteristics. In particular, it allows to conclude the likelihood of having a node with large degrees. Data repositories of large network datasets such as KONECT [28] (http://konect.uni-koblenz.de/) provide estimates of power-law tail indices as one of the key summary statistics for almost all listed networks, and these estimates are obtained by computing the Hill estimate [19] of the powerlaw index of the degree distribution. A brief summary of Hill estimation is given in Section 1.1. Figure 1 presents part of the statistical summaries for the Flickr friendship data given on KONECT [28] (http://konect.uni-koblenz.de/ networks/flickr-links), and "power law exponent" corresponds to the power-law index Hill estimate of the degree frequencies.
In social network analyses, one popular modeling choice is the preferential attachment (PA) model [5, 13, 27, 26, 37] , where nodes and edges are added according to the probabilistic rule that nodes with larger degrees tend to attract more edges. Theoretically, the linear PA network models generate power-law degree distributions, and the consistency of Hill estimators based on the non-iid degree sequences in linear PA models has been justified in [44, 45] . Limit theory for degree counts in a linear PA model can be found in [4, 27, 26, 34, 35, 36, 42, 43, 44, 45] , and statistical inferences on the linear PA models are given in [15, 40, 41] .
When estimating the power-law index, an important step is to determine the cutoff value so that the distribution of observations larger than this threshold follows a power law. Following the notation used in KONECT, we need to determine the value of d min , the minimal degree, above which the degree distribution follows a power law. A threshold selection procedure is proposed in [8] , where one chooses the cutoff value that yields the smallest Kolmogorov-Smirnov distance between the empirical distribution above the threshold and the corresponding fitted power law. This selection procedure is widely adopted in the analyses of social networks, having attracted more than 6,000 citations; see, for example, [1, 7, 21, 22, 29] . It has also been encoded as an R-package called poweRlaw (cf. [16] ). We now outline this threshold selection method.
Minimum distance selection procedure (MDSP).
Mathematically, a nonnegative random variable X follows a power law distribution if its tail distribution function satisfies
for x exceeding some threshold x 0 > 0, where c > 0 is some constant and α > 0 is known as the exponent or tail index. The distribution that fulfills this relation for all x > c 1/α is called Pareto distribution. Therefore, it is also common to speak of a Pareto tail instead of a power tail.
As mentioned in [8] , empirical distributions rarely follow a power law for all values, but rather only for observations greater than some cutoff value. Therefore, there are two parameters to determine: the exponent α and the cutoff value x 0 . Provided that we have a good estimate for the threshold x 0 , we can discard all observations below x 0 and estimate α by the maximum likelihood estimator based on the remaining exceedances. More precisely, suppose random variables X i , 1 ≤ i ≤ n, are observed and denote the order statistics by X 1:n ≤ X 2:n ≤ · · · ≤ X n:n . If one uses the kth largest order statistic as a threshold, the maximum likelihood approach applied to model (1.1) leads to the well-known Hill estimator [19] (
This estimator is known to be consistent [30] and asymptotically normal [18] with rate k −1/2 , provided X n−k:n exceeds the threshold with probability tending to 1. Hence its performance strongly depends on the appropriate choice of k, the selection of which in turn requires an accurate estimate of x 0 .
Clauset and Newman [8] suggest estimating the threshold by the order statistic which minimizes the Kolmogorov-Smirnov distance between the empirical distribution of the exceedances and the Pareto distribution fitted with the larger order statistics. To be more precise, define the Kolmogorov-Smirnov distance
and use X n−k * n +1:n with
as an estimator of the unknown threshold. (If the point of minimum is not unique, we may e.g. choose the smallest one.) Since we choose the threshold that minimizes the distance between fitted and empirical tail this method is called the minimum distance selection procedure (MDSP). This method has also been adapted to binned data in [39] .
1.2. Summary. The method is widely applied in practice, particularly in Computer Science and Network Science. However, to the best of our knowledge its performance has not been analyzed even in classical contexts where data is assumed to come from an iid model of repeated sampling. We will show that the MDSP often leads to choosing a k * n that is too small, resulting in increased variance and root mean squared error (RMSE) for the Hill estimator relative to a choice which minimizes the asymptotic mean squared error.
We begin in Section 2 with the iid case assuming the underlying distribution is exact Pareto and thus k = n would be the best choice for minimizing asymptotic RMSE. It will be shown that the distribution of k * n /n can be approximated by a distribution supported by the whole interval (0, 1], so that with non-negligible probability k * n is much smaller than n. In Section 3, we analyze the asymptotic behavior of k * n if the underlying cdf satisfies (1.1) for all x > x 0 for some x 0 such that F (x 0 ) > 0, but F shows a different behavior below x 0 . In Section 4, we discuss numerical results for the performance of the MDSP applied to the in-degrees of linear preferential attachment networks. All proofs are postponed to the appendix.
The MDSP offers attractive features. The procedure yields estimates without requiring user discretion. It is readily implemented with R-packages that are well designed and can be ported into another algorithm. In network simulations the tail index estimates provided by MDSP have often proved to be reasonable, provided network parameters are close to those observed in empirical studies, cf. Section 4.3. However, this method has limitations and needs be applied with caution. Even in the classical iid case, the asymptotic theory of MDSP estimation is fairly complex and it is not an easy task to extract confidence intervals for estimates chosen with this method. Furthermore MDSP estimates of the tail index do not achieve minimal asymptotic RMSE. For the node based data of random graphs, there is no theoretical analysis available for MDSP estimates.
2. The Pareto case. Throughout this section, we assume that the observations are independently drawn from an exact Pareto distribution, that is
for some α, c > 0. Such a model rarely arises in practice, but we will see that one of the main drawbacks of the MDSP can be most easily explained in this setting. Moreover, in Section 3, this drawback will be observed in a modified form in more complex and realistic models. In the case of (2.1), a reasonable selection procedure should pick some value k close to n because the whole survival function is a power function. In fact, it can be shown that the choice k = n minimizes the mean squared error of the Hill estimator.
Note that
with rem denoting a remainder term with modulus of at most 1/k. It is well known that n 1/2 D n weakly converges to the supremum of a Brownian bridge if the Hill estimator is replaced with the true value α. More generally, Theorem 2.1 given below shows that n 1/2 D nt converges to sup s∈(0,1] |Z(s, t)| for some Gaussian process uniformly for all t ∈ [ε, 1] for any ε ∈ (0, 1). The limit process is self-similar with sup
Hence, it is more likely that its infimum is attained at some t close to 1 than in the neighborhood of some smaller value. However, with non-negligible probability the point of minimum of t → sup s∈(0,1] |Z(s, t)| is considerably smaller than 1, corresponding to a suboptimal behavior of the MDSP. 
From Theorem 2.1 we obtain the joint asymptotic distribution of the selected number k and the resulting Hill estimator provided the limiting process has a unique point of minimum:
Remark 2.3. Unfortunately, the standard techniques to prove the uniqueness of the point of minimum of a Gaussian process apparently do not carry over to our limit process. However, the simulations outlined below suggest that indeed (2.4) holds. In any case, Theorem 3 of [14] implies the following weaker result:
If all points of minimum of Empirical cdf of k * n /n for n = 100 (brown, dash-dotted), n = 1, 000 (red, dashed) and n = 10, 000 (black, dotted) and limit cdf according to (2.4) (blue, solid) for a Pareto model with α = c = 1 Figure 2 shows the empirical cdf of k * n /n calculated from 10 5 simulations of standard Pareto samples (i.e., α = c = 1) of size n ∈ {100; 1, 000; 10, 000} in comparison with the limit cdf from (2.4). (The latter was approximately calculated from 10 5 simulations of a discretized version of the limit process Z 1 on a grid with 5 · 10 4 points in each argument.) The difference between the cdf of k * n /n and the limit cdf of T is small for n = 1, 000 and hardly visible for n = 10, 000, while k * n /n is stochastically a bit smaller for n = 100.
Reading from Figure 2 , in the limit, the probability that k * n is less than (3/4)n is about 1/4, and the corresponding probabilities for n/2 and n/3 are 8.4% and 2%, respectively. So while in about 3/5 of all cases k * n is at least 0.9n, there is a non-negligible probability that k * n is substantially smaller than n. As a consequence, the variance and the root mean squared error (RMSE) of the corresponding Hill estimatorα n,k * n are much larger than those of the estimatorα n,n with minimal RMSE. In the limit, the variance ofα n,k * n is about 88% larger, resulting in an RMSE which is 37% higher. For finite sample sizes the corresponding figures are 33% for n = 100, 36% for n = 1, 000 and 37% for n = 10, 000.
The left plot of Figure 3 compares the (empirical) distribution of n 1/2 (α n,k * n − α) for n = 1, 000 with the limit distribution given in (2.4). Here the approximation is even better than in Figure 2 . The right plot shows a normal Q-Q plot of the standardized estimation errors ofα n,k * n andα n,n , respectively. While the latter estimator is asymptotically normal (as isα n, nt for all t ∈ (0, 1]), the Hill estimator based on the top k * n order statistics has much heavier tails. The heavier tail ofα n,k * n is important when constructing confidence intervals. The analyses in [8] tempt to use
, with c β/2 = Φ −1 (1−β/2) being the standard normal quantile to the level 1 − β/2, as the confidence interval with asymptotic level 1 − β. This approach, however, ignores the inherently stochastic nature of k * n and leads to a severe underestimation of the actual error. For example, the non-coverage probability of I 0.95 is greater than 8% and the one of I 0.99 larger than 2% for n ∈ {100; 1, 000}. In contrast, the confidence . Left: empirical cdf of n 1/2 (α n,k * n − α) for n = 1, 000 (red, dashed) and limit cdf according to (2.4) (blue, solid); right: normal Q-Q plot of n 1/2 (α n,k * n − α) (red) and of n 1/2 (αn,n − α) (blue) for n = 1, 000, the black dashed line is the main diagonal interval derived from (2.4)
with c * β/2 denoting the (1 − β/2)-quantile of the limit distribution of the standardized estimation error is very accurate. For β = 5% and c * β/2 ≈ 2.74 the non-coverage probability is 4.8%, for β = 1% and c * β/2 ≈ 4.09 it equals 1%. 3. Deviations from the Pareto model. In [8] , the authors assess the accuracy of the MDSP by examining whether the method is able to recover the threshold level. One example used in [8] is the simulated data which follow a pure Pareto distribution beyond the threshold but exponential below. We now provide more general analyses and consider different cases in which the data distribution deviates from the pure Pareto.
We assume that the cdf is of the type (2.1) above a threshold, whereas below it deviates from this power function. For the asymptotic analysis, it is most convenient to specify the model in terms of the quantile function
for some 0 < t 0 < 1. We will investigate whether the minimum distance selection procedure will be able to detect the change point t 0 accurately. If H jumps at t 0 , then usually it is easy to spot the break point t 0 with the naked eye in a plot of the empirical quantile function. Therefore, we focus on the more challenging case that H is continuous at t 0 . On the other hand, if H is very smooth in a neighborhood of t 0 then the behavior of the quantile function hardly changes at t 0 . In that case, one should not expect the MDSP to perform well. Moreover, in such a case the change point t 0 may be of less practical relevance. For that reason, we will analyze the asymptotic behavior of k * n /n under the additional assumption that H has a non-vanishing right hand derivative at t 0 . In addition, the performance of the MDSP will be examined for discontinuous or very smooth functions H in a small simulation study.
Note that the number of observations above the threshold F ← (1−t 0 ) = (t 0 /c) −1/α is binomially distributed with parameters n and t 0 and has mean nt 0 and these are the observations that come from a distribution with exact Pareto tail. Hence, by the normal approximation to the binomial distribution, for any sequence l n = o(n) such that n 1/2 = o(l n ), with probability tending to 1 the Kolmogorov-Smirnov distance D k will be exactly the same as in the Pareto case for all k ≤ nt 0 − l n . Conversely, if k > nt 0 + l n , then a substantial part of the observations will be smaller than the threshold and, due to the deviation from the Pareto model, the distance D k will be large. (In fact, this is the main motivation for the MDSP.) Therefore, we expect that with probability tending to 1, the minimal value of D k will not be assumed on the range {nt 0 + l n , . . . , n}. So the most interesting case arises when k deviates from nt 0 by the order n 1/2 . We will see that then a new effect emerges: the influence of the deviation from the Pareto model on D k may partly cancel out the random deviation of the fitted Pareto cdf from the empirical cdf (in the pure Pareto model), leading to an overall smaller Kolmogorov-Smirnov distance. As this effect can only occur if k is sufficiently close to nt 0 , it increases the probability that k * n takes on some value in that range. Nevertheless, as in the Pareto case, quite often the MDSP picks too small a value which leads to a substantial increase in the RMSE of the resulting Hill estimator compared with a choice of k minimizing the RMSE.
The following analog to Theorem 2.1 is weaker than what could be stated but avoids some technicalities.
Theorem 3.1. Suppose (3.1) holds for some function H which is continuous on (0, 1) and continuously differentiable on (t 0 , t 0 + δ] for some δ > 0 with lim t↓t0 H (t) =:
So while the limit process is unchanged for t < t 0 , for k ∼ nt 0 the behavior of k on the finer scale n 1/2 (instead of n) influences the asymptotic behavior of D k . Since u can be arbitrary, one expects that the asymptotic behavior of k * n /n changes in comparison with the Pareto case discussed in Section 2 as follows.
Let
In the former case, we define T * := T , in the latter
, so that in general there is no unique point of minimum of sup 0<s≤1 |Z 1 (s, u)|. Therefore, Theorem 3.1 (iii) does not directly permit conclusions about the fine scale behavior of k * n /n in the neighborhood of t 0 .
However, our simulations suggest that any point of minimum u of sup 0<s≤1 |Z 1 (s, u)| leads to the same value V * := αh 0 (u + W 1 (t 0 ) − t 0 W 1 (1)) + . The proof of Theorem 3.1 shows that the limit distribution of the Hill estimatorα n,k * n only depends on T * and V * ; cf. (A.18) and (A. 22) . For that reason, we conjecture that
weakly.
Note that asymptotically D k shows a different behavior for k ∼ nt with t < t 0 and for |k−nt 0 | = O(n 1/2 ). However, for given sample size n and k < nt 0 , it is not obvious whether to apply Theorem 3.1 (i) with t = k/n or (iii) with u = n −1/2 (k − nt 0 ). One might expect that this ambiguity is reflected in a loss of accuracy of the approximation of the cdf of k * n /n by the cdf of T * , in particular in the vicinity of t 0 . Figure 4 is the analog to Figure 2 in the present setting. More precisely, we have chosen
such that below the threshold the cdf equals a Pareto cdf with parameter β instead of α. The parameters are chosen as α = 1, β = 1/2 and t 0 = 1/2. To make the simulations comparable, the sample sizes are now chosen to be n ∈ {200; 2, 000; 20, 000} such that the expected number of observations drawn from the Pareto tail is the same as in Figure 2 . In addition, the magenta dotted line shows the cdf of T , i.e. the limit cdf in the Pareto case rescaled to the interval [0, t 0 ]. As explained above, the new limit distribution of T * has positive mass at t 0 , leading to a substantial shift of the distribution towards t 0 and thus an improved performance of the MDSP.
The distribution of k * n /n, being pre-asymptotic, smears this mass over a neighborhood of t 0 ; this effect is the stronger the smaller n is (as one has expected since the neighborhood is of the order n −1/2 ). For n = 20, 000, again the approximation of the cdf of k * n /n by the limit is almost perfect everywhere; for n = 2, 000 it is very good up to the 70%-quantile while (unlike the limit) the cdf of k * n /n has some mass above t 0 , resulting in a visible approximation error in the upper tail. For n = 200, the approximation is overall quite poor. Observe that while in the Pareto case the cdf of k * n /n is stochastically increasing with the sample size, here it is stochastically decreasing with n, because for smaller sample sizes the Kolmogorov-Smirnov test detects the deviation from the Pareto tail later and this effect is much more pronounced than the differences in the Pareto case. Figure 5 displays the normalized estimation error n 1/2 (α n,k * n − α) of the Hill estimator for sample size n = 2, 000 and its asymptotic approximation given in (3.3). As in the Pareto case, the approximation is more accurate than that for k * n /n, but it is slightly worse than in the Pareto case. Again the underestimation of the break point leads to a substantial increase of the estimation error compared with the best possible choice of k; the RMSE ofα n,k * n is about 31% higher than the minimal value which is achieved for k = 967 and about 23% higher than that ofα n,nt0 .
Finally, we briefly discuss simulation results for models where either H is not continuous at t 0 or differentiable at t 0 . More concretely, in addition to the aforementioned function H c (t) = H(t) = (t/t 0 ) 1/α−1/β − 1 1 [t0,1) (t), we consider the functions H j (t) = (t/t 0 ) 1/α−1/β − 2 1 [t0,1) (t) (i.e., the function jumps by −1 at t 0 and behaves otherwise like H c ) and . Empirical cdf of k * n /n for n = 200 (brown, dash-dotted), n = 2, 000 (red, dashed) and n = 20, 000 (black, dotted) and limit cdf of T * (blue, solid) for the piecewise Pareto model described in the text; the magenta dash-dotted line indicates the cdf of T , i.e., the properly rescaled limit cdf in the pure Pareto model. 6 shows the empirical distribution of k * n /n for these three different models. As expected, in the smooth model H d , the MDSP is not able to detect the structural change at t 0 quickly. Moreover, due to the specific effect of the deviation from the Pareto model in the neighborhood of t 0 , the procedure detects the structural break less accurately in the discontinuous model H j than in the . Empirical cdf of k * n /n for the models described by Hc (blue, solid), H j (red, dashed) and H d (brown, dash-dotted) with sample size n = 2, 000; the break point t 0 = 1/2 is indicated by the vertical line.
continuous, but not differentiable model given by H c , which puts more mass in the neighborhood of the break point t 0 = 1/2 (indicated by the dotted vertical line). It is worth mentioning that these differences are not reflected in the relative performance of the Hill estimator: for H j and H d the increase of the RMSE ofα n,k * n relative to the Hill estimator with minimal RMSE equals 30%, respectively 31%.
Remark 3.2. In extreme value theory, it is often not assumed that above some threshold the tail is exactly of Pareto type, but that the difference between the actual tail and the approximating Pareto vanishes as the threshold increases. More precisely, a so-called second order condition may be used, e.g., that
as t ↓ 0 for some non-degenerate function g and some ρ > 0. In such a setting, a plethora of methods for selecting k aiming at a minimal RMSE of the Hill estimator have been suggested; see, for instance, [3] , Section 4.7, or [17] for a comparison of some of these procedures.
Using the approach employed in the proofs of Theorem 2.1 and Theorem 3.1, one can analyze the behavior of the MDSP in such a framework, too, provided the minimum of the KolmogorovSmirnov distance D k is considered only over a set of indices k ∈ {2, . . . , k n } for some so-called intermediate sequence k n , i.e., k n → ∞, but k n /n → 0. (A related result can be found in [25] which considers the Kolmogorov-Smirnov distance for an intermediate sequence converging to ∞ sufficiently slowly such that the deviation from the Pareto model is asymptotically negligible.) It turns out that, similarly as in the case of a differentiable function H, this procedure is not able to pick a value k that asymptotically minimizes the RMSE of the Hill estimator. Moreover, simulations show that in terms of the RMSE of the Hill estimator, it is usually outperformed by other methods like the sequential procedure proposed by [12] or the bootstrap approach examined by [10] .
4. Linear preferential attachment (PA) networks. One important application of the MDSP is the network models, where the power-law behavior of the degree distribution is widely ob-served. Theoretically, the linear PA model asymptotically generates power-law degree distributions and is therefore a popular choice to model networks. In this section, we first give an overview of the linear PA model and discuss the tail behavior of the in-and out-degrees, and then summarize simulation results on the performance of the MDSP.
4.1. The linear PA model. The directed edge linear PA model [5, 27] constructs a growing directed random graph G(n) = (V (n), E(n)) whose dynamics depend on five non-negative real numbers α, β, γ, δ in and δ out , where α + β + γ = 1 and δ in , δ out > 0. To avoid degenerate situations, assume that each of the numbers α, β, γ is strictly smaller than 1. We obtain a new graph G(n) by adding one edge to the existing graph G(n − 1) and index the constructed graphs by the number n of edges in E(n). We start with an arbitrary initial finite directed graph G(n 0 ) with at least one node and n 0 edges. For n > n 0 , G(n) = (V (n), E(n)) is a graph with |E(n)| = n edges and a random number
out (u) denote the in-and out-degree of u respectively in G(n). There are three scenarios that we call the α, β and γ-schemes, which are activated by flipping a 3-sided coin whose outcomes are 1, 2, 3 with probabilities α, β, γ. More formally, we have an iid sequence of multinomial random variables {J n , n > n 0 } with cells labelled 1, 2, 3 and cell probabilities α, β, γ. Then the graph G(n) is obtained from G(n − 1) as follows. • If J n = 1 (with probability α), append to G(n − 1) a new node v ∈ V (n) \ V (n − 1) and an edge (v, w) leading from v to an existing node w ∈ V (n − 1). Choose the existing node w ∈ V (n − 1) with probability depending on its in-degree in G(n − 1):
.
• If J n = 2 (with probability β), add a directed edge (v, w) to E(n − 1) with v ∈ V (n − 1) = V (n) and w ∈ V (n − 1) = V (n) and the existing nodes v, w are chosen independently from the nodes of G(n − 1) with probabilities
• If J n = 3 (with probability γ), append to G(n − 1) a new node w ∈ V (n) \ V (n − 1) and an edge (v, w) leading from the existing node v ∈ V (n − 1) to the new node w. Choose the existing node v ∈ V (n − 1) with probability
Note that this construction allows the possibility of having self loops in the case where J n = 2, but the proportion of edges that are self loops goes to 0 as n → ∞. Also, multiple edges are allowed between two nodes.
Power law of degree distributions.
Given an observed network with n edges, let N ij (n) denote the number of nodes in G(n) with in-degree i and out-degree j. If the network is generated from the linear PA model described above, then from [5] , there exists a proper probability distribution {f ij } such that almost surely
Consider the limiting marginal in-degree distribution f
for some finite positive constant C in , and the power law index (4.5)
Similarly, the limiting marginal out-degree distribution has the same property:
f ij ∼ C out j −(1+αout) as j → ∞, as long as γδ out + α > 0, for some C out positive and (4.6)
Limit behavior of the degree counts in this linear PA model is studied in [26, 35, 36, 42, 43] . Two parametric estimation methods for this directed linear PA model are derived in [41] , giving estimates of α in and α out by simply plugging in the estimated parameters into (4.5) and (4.6), respectively. However, these estimates rely heavily on the correctness of the underlying model, which is hard to guarantee for real data. In [40] , we propose another estimation method by coupling the Hill estimation of marginal degree distribution tail indices with the MDSP. Despite the dependence structure of degree sequences, the validity of the Hill estimation for linear PA models has been addressed in [44, 45] , and numerical comparisons in [40] indicate that MDSP leads to more robust estimates against modeling error and data corruption.
Simulations.
We now further examine the performance of the MDSP in the context of linear PA models through simulations. We simulate 10,000 linear PA graphs with expected number m = 10 6 of edges. To this end, starting from a trivial core with just one node and no edges, we grow the network as described above until it has n = (α + γ)m nodes. Then we try to find an appropriate number k such that the distribution of the k largest observed in-degrees can be well fitted by a power tail.
Here we report the results for two examples of parameters estimated from the KONECT [28] data sets:
I. Baidu related pages (http://konect.uni-koblenz.de/networks/zhishi-baidu-relatedpages); II. Facebook wall posts (http://konect.uni-koblenz.de/networks/facebook-wosn-wall). Using the snap shot methodology described in [41] we estimate In Example I the RMSE of the Hill estimatorα n,k * n for the tail index of the in-degree is just 6.8% larger than the minimal RMSE over all deterministic choices of k ∈ {10, . . . , 10000} which is attained for k = 1187. In this respect, the MDSP works much better for this linear PA network model than in any situation considered in Section 2 and Section 3. The right plot of Figure 8 , which shows the RMSE of the Hill estimator as a function of k, hints at the reason for this good performance. There is a wide range of values k that lead to almost the same RMSE. So although the distribution of k * n (shown in the left plot) is spread out over the interval [500, 3500], this does not increase the RMSE substantially.
In the Facebook Example II, the loss of efficiency is much larger. Here the RMSE ofα n,k * n is about 50.0% larger than the minimal RMSE. For this model, the RMSE increases much faster as k deviates from the RMSE-minimizing value k = 523 (see the right plot of Figure 9 ). Since the distribution of k * n (with an estimated mean of 1857) puts almost all its mass on values of k much larger than the point of minimum, the sensitivity of the Hill estimator to an inappropriate selection of k leads to a rather poor performance of α n,k * n . Though the performance of the MDSP in our simulation is somewhat mixed, it yields good results in terms of the RMSE of the Hill estimator if the Hill estimator is not very sensitive to the choice of the threshold. According to further simulation results (not reported here), such a behavior seems to be more common for network data than for many popular models of iid data. Hence, we conclude that the MDSP often works well on the linear PA models under proper choices of parameters.
Conclusions.
We discussed the asymptotic and the finite sample performance of the minimum distance selection procedure. It was shown that, unlike previously proposed methods, the sample fraction k * n /n chosen by the MDSP does not asymptotically concentrate on one point. Instead, it often yields too small a value of k if there is a clear structural break in the distribution below some threshold, leading to a strongly increased variance and RMSE of the Hill estimator. On the other hand, if there is a smooth transition from the Pareto tail to a different behavior for smaller observations, the MDSP usually picks up this change point too late, again leading to a substantial increase of the RMSE of the Hill estimator.
As the simulations of linear preferential attachment networks have shown, the spread of the distribution of k * n need not always result in a large loss of efficiency of the Hill estimator. This is particularly true if the Hill estimator is rather insensitive to the choice of k over a wide range of k, because the increase in the bias with growing k is balanced by the decrease of the variance.
There may be another reason why the MDSP shows a considerably different behavior for the indegrees of linear preferential attachment networks and for iid observations. In the latter situation, for any fixed sample size, all observations are drawn from a distribution which is regularly varying, that is (1 − F (tx))/(1 − F (x)) → t −1/α as x → ∞. This is not true for the in-degrees of a linear PA model, which cannot take on values larger than the number of edges in the network. In fact, the distribution of the in-degrees changes when the sample size (i.e., the number of nodes) increases, and only in the limit the distribution has a power tail behavior. So while in the situation considered in the Sections 2 and 3 the tail index α has the same operational meaning for each sample size, for linear PA models it is defined only as a limit parameter as the number n of nodes tends to infinity. Since, strictly speaking, for any fixed n, there is no tail index, the interpretation of the RMSE of the Hill estimator is somewhat unclear in this setting.
Appendix A. Proofs. Proof of Theorem 2.1. Let U i , i ∈ N, be iid uniform rv's, ξ i , i ∈ N, be iid standard exponential rv's, and for all n ∈ N ( [32] , Cor. 1.6.9). Hence, by the quantile transformation, it suffices to prove that the assertion holds for
and F ← denoting the quantile function pertaining to F . For F according to (2.1) this simplifies to
Note that neitherD k norα n,k depend on n, so that we will drop the index n when using the latter in the remaining part of the proof. The first sum on the right hand side of (A.3) is a Riemann approximation of 1 0 log(1/t) dt = 1 with an approximation error O((log k)/k). To analyze the second sum, we use the so-called Hungarian construction (see [23, 24] ): for suitable versions of the ξ i , there exists a Brownian motion W such that max
Let LL x := log log(e e ∨ x). Then
uniformly for all 1 ≤ i ≤ k, where in the second step we have used the law of iterated logarithm.
It follows by the strong law of large numbers and a Taylor expansion of log that
Moreover, by the law of iterated logarithm,
To sum up, we have shown that
Then, by (A.4), one has, uniformly for all 1 ≤ j ≤ k,
The first factor on the right hand side equals
A Taylor expansion of log and exp shows that the second factor is equal to
. Therefore, since t(log t) 2 is bounded on the unit interval and
2), (A.5) and (A.6), we arrive at
In the last step, we replace the maximum over the discrete points j with a supremum over a whole interval and the sum with an integral. To this end, for each n, we define the Brownian motion W n (x) = n −1/2 W (nx), x ≥ 0. Then, with k = nt and j = sk
Recall that the modulus of continuity of a Brownian motion on the unit interval equals ω W (δ) = (2δ| log δ|) 1/2 a.s. Hence (A.9) sup
Thus, we conclude using the law of iterated logarithm (at 0) that, uniformly
Finally, again using (A.10), we obtain
uniformly for t ∈ [2/n, 1]. Combining (A.8), (A.9), (A.11) and (A.12), we conclude
To replace the maximum with a supremum over all s ∈ (0, 1], observe that for any s ∈ (0, 1] there is a points with |s−s| < 1/(nt) that is considered in maximum. Hence by the modulus of continuity of W n , the law of iterated logarithm and the inequality |s log s −s logs| ≤ |s −s|(1 + | log(s ∧s)|), which holds for all s,s ∈ (0, 1], one has max
. Now the assertion follows readily. 
This implies that with probability tending to 1, k * n must be larger than k n . Because k n = o(n) is arbitrary, we conclude that the sequence n/k * n is stochastically bounded. Since, by Theorem 2.1, (n 1/2 D nt ) t∈[ε,1] converges weakly to (Z 1 (t)) t∈[ε,1] (w.r.t. the supremum norm) for all ε > 0 and Z 1 is continuous on (0, 1] with a unique point of minimum, the asymptotic behavior of k * n /n follows (cf. Corollary 5.58 of [38] ). The asymptotics of the Hill estimator can be easily derived from (A.5) and the approximations established in the last part of the proof of Theorem 2.1, in particular (A.9) and (A.12).
2
Proof of Theorem 3.1. Since n −1/2 ( n(t 0 − ε n ) − nt 0 ) → −∞, the central limit theorem yields
Hence assertion (i) is an immediate consequence of Theorem 2.1.
To prove the remaining assertions, we use the same approach as in the proof of Theorem 2.1. In the present setting
The first term arises in the Pareto model and has been analyzed in the proof of Theorem 2.1; in particular, α/α P k → 1 in probability uniformly for all k ∈ { nε , . . . , n}. For the second term the continuity of H implies, for all ε > 0
Hence (A.14) α α n, nt → 1 + αIH(t)
In the present setting, the approximative Kolmogorov-Smirnov distanceD k defined in (A.1)
It has been shown in the proof of Theorem 2.1 that for all ε > 0
uniformly for k ∈ { nε , . . . , n}. Using (A.14), the strong law of large numbers and the continuity of H, we obtain
The supremum over s ∈ (0, 1] vanishes if and only if
Because H(st) = 0 for s < t 0 /t, t > t 0 , (A.16) implies H(t) = IH(t) = 0. However, then equation (A.16) cannot hold for s in a right neighborhood of t 0 /t on which H(st) does not vanish. Since the supremum is a continuous function in t, its infimum over [t 1 , 1] is strictly positive for all t 1 > t 0 . Therefore,
By standard arguments one may even find a sequence t 1 = t n,1 converging to t 0 from above sufficiently slowly such that (A.17) still holds.
Next we examineD k for k such that k/n tends to t 0 from above. To this end, we need a refined analysis of ∆ α (n, k). Recall that I 0 := min{i ∈ {1, . . . , n} | S i /S n+1 > t 0 } = nt 0 + O P (n 1/2 ). Thus
Because H vanishes on (0, t 0 ] and it is differentiable on a right neighborhood of t 0 with derivative tending to h 0 as t ↓ t 0 , we may conclude (1)) and (A.18)α n,k −α
Recall that t n,1 ↓ t 0 satisfies n 1/2 inf t∈[tn,1,1]D nt → ∞. For k ∈ { n(t 0 + ε n ) , . . . , nt n,1 } let j k := (k + nt 0 )/2 so that log(j k /k) → 0 uniformly. By a Taylor expansion, we obtain for the second factor in (A.15)
if the right hand side tends to 0 in probability. In particular, for j = j k this factor is stochastically of smaller order than (S k /S n+1 − t 0 ) + . In contrast, the third factor has the following asymptotic behavior: Recall from the proof of Theorem 2.1 that, uniformly for j ∈ {1, . . . , k},
W n (i/n) i/n − W n (k/n) k/n log j k + o P (1) (A. 21) which tends to 0 uniformly for j ∈ {I 0 , . . . , k} with I 0 := min{i | S i /S n+1 > t 0 }.
Because (S k /S n+1 − t 0 ) + = O P (n −1/2 ), (A.19) and (A.9) show that 
Here, S k /S n+1 ∨ t 0 − S j /S n+1 ∨ t 0 equals (S k /S n+1 − t 0 ) + = n −1/2 (u + W n (t 0 ) − t 0 W n (1) + o P (1)) + for j < I 0 , and it is decreasing in j ∈ {I 0 , . . . , k} with value 0 for j = k. Combining (A.21)-(A.23) with (A.15), we arrive at
uniformly for u ∈ [−C, C]. Now assertion (iii) follows by the arguments given in the last part of the proof of Theorem 2.1. 2
