Abstract. Let S be a closed orientable hyperbolic surface, and let O(K, S) denote the number of mapping class group orbits of curves on S with at most K self-intersections. Building on work of Sapir [16], we give upper and lower bounds for O(K, S) which are both exponential in √ K.
Introduction
Let S be a closed surface of genus g ≥ 2. In this note we will be interested in the growth, as a function of K, of the number O(K, S) of mapping class group orbits of curves γ in S with self-intersection number ι(γ, γ) ≤ K. Recently, Sapir [16] proved that
where d S is a constant depending only on S. Our goal is to obtain, for K large, a slightly improved lower exponential bound together with an also exponential upper bound. We show: Remark. Note that Theorem 1.1 does not say anything about the number O(K, S) for K small. See [7] for some results in that direction.
We briefly comment on the proof of Theorem 1.1. While Sapir's methods are largely combinatorial, we obtain the lower bound using a probabilistic approach. We start with a result of Lalley [11] asserting that the number of self-intersections ι(γ, γ) of a random geodesic γ is essentially proportional to the square of its length. We obtain the desired lower bound from the facts that the number of geodesics of length ≤ L grows like e L L , and that the number of times that the mapping class group orbit of a generic of length ≤ L meets the set of all curves of length ≤ L is bounded above by a polynomial in L.
To obtain the upper bound we associate to every curve γ with ι(γ, γ) ≤ K a hyperbolic metric σ γ such that the σ γ -geodesic corresponding to γ has length at most c S · √ K, for c S a constant depending only on S. It 1 follows that, at least as long as γ is filling, σ γ has injectivity radius at least ≥ e −c S · √ K . We obtain the desired upper bound by approximating the e −c S · √ K -thick part of moduli space by a δ-net C (for some small δ > 0) whose cardinality grows polynomially with K. It follows that for each γ with ι(γ, γ) ≤ K, γ can be realized on one of the surfaces in the net C with length roughly ≤ c S · √ K, and thus we obtain the desired bound by considering all curves with length ≤ c S · √ K on any of the points in the δ-net.
A metric σ γ with the needed properties has been constructed by the first author, Gaster, Patel, and Sapir [1] . However, if we were to use the metric provided by these authors, we would get an exponent in the upper bound which would be growing faster than √ g when we change g. This is why we provided an alternative construction, using circle packings, of the desired hyperbolic metric. We prove:
Theorem 1.2. Let S be a surface of finite topological type and with χ(S) < 0. For every closed curve γ there is a hyperbolic metric ρ on S with respect to which the geodesic homotopic to γ has length bounded by
Remark. Following the notation of [9] , define m K (S) to be the max, taken over all curves γ on S with K self-intersections, of the infimal length of γ over all points in Teichmüller space T (S). That is,
One interpretation of Theorem 1.2 is that it provides an upper bound for m K (S). Then let M K denote the supremum, taken over all surfaces S of finite type with χ(S) < 0, of m K (S). Gaster proves that M K grows at least linearly in K [9] , and here we remark that Theorem 1.2 provides the corresponding linear upper bound. Indeed, if ι(γ, γ) = K on any surface, the absolute value of the Euler characteristic of the subsurface it fills is at most K. Thus, Theorem 1.2 yields a hyperbolic metric with respect to which γ has length ≤ 4
We record this together with Gaster's lower bound as follows:
The paper is organised as follows. In section 2 we recall Lalley's theorems on random geodesics, and in section 3 we use these results to obtain the lower bound in Theorem 1.1. In section 4 we associate to each γ a hyperbolic metric on S satisfying the conclusion of Theorem 1.2. In section 5 we bound the cardinality of some maximal δ-net in the ǫ-thick part of moduli space with respect to the symmetric Lipschitz metric. In section 6 we complete the proof of Theorem 1.1, and we conclude with some comments and observations in section 7 which will hopefully amuse the reader.
The liouville current and random geodesics
In this section we recall some facts about random geodesics. We will formulate our results using the language of geodesic currents. We refer the reader to [4, 5, 2] for background on currents.
As in the introduction, let S be a closed surface of genus g ≥ 2 and X a hyperbolic surface with underlying topological surface S. Denote by C = C X the space of all currents on X, endowed with the weak-*-topology. Every closed geodesic in X determines a current. In this way we can identify the set S of all homotopy classes of primitive closed essential curves in X as a subset of C. In fact, the set consisting of all positive multiples of elements in S is dense in C.
The first key fact we will need about C is that the function on S which associates to each curve the length in X of the corresponding geodesic extends to a continuous function, the length function
The function ℓ X is homogenous under the action of R + , meaning that
for λ ∈ C and t > 0. In particular, we can identify the set
of unit length currents with the space P C of projective currents. This implies that C 1 X is compact. Similarly, the function on S × S which associates to a pair (γ, η) of curves their geometric intersection number ι(γ, η) extends continuously to the socalled intersection form ι : C × C → R. The intersection form is homogenous on both factors: ι(t·λ, s·µ) = st·ι(λ, µ).
There is a particularly important current associated to the hyperbolic metric on X, called the Liouville current and denoted here by λ X . A defining property of λ X is that it links the length function ℓ X and the intersection form ι(·, ·). More precisely, the length of any current is the same as its intersection with λ X :
In particular we have
where we obtain the last equality from [5] . We denote by
the unit length current associated to λ X . Unit length currents can be interpreted as probability measures on T 1 X invariant under the geodesic flow. From this point of view, the Liouville current arises from the Liouville measure, which is the measure of maximal entropy of the geodesic flow. In particular, it follows from the work of Lalley [10] that randomly chosen geodesics on X converge, once considered as currents, to λ X .
To make this precise, let S X (L) be the set of all geodesics in X of length ≤ L and recall that by Huber's theorem [6] its cardinality behaves like
meaning that the ratio between both quantities tends to 1. Now, reinterpreting a theorem of Lalley [10] one sees that as L grows, the measures
on C 1 (X) converge in the weak-*-topology on the space of measures to the Liouville measure
Here δ c is the Dirac measure on C(X) centered on the current c. Note that combining (2.2) and (2.1) we get:
for every open neighborhood U ⊂ C 1 X of λ 1 X . A corollary of Lalley's formula (2.2) is that the number of intersections of a randomly chosen geodesic is basically proportional to the square of the length [12] . More precisely, Lalley proves that for every δ > 0 we have
Again, combining this result with (2.1) and denoting
Lemma 2.2. Given a hyperbolic surface X and δ > 0 consider the set
where κ is as in (2.3). Then we have that
The lower bound
Recall that O(K, S) is the number of mapping class group orbits of curves γ in S with self-intersection number ι(γ, γ) ≤ K. In this section we prove: Proposition 3.1. Let S be a closed surface with χ(S) < 0. For every δ > 0 there is K δ,S with
Before launching into the proof of this proposition, we require two lemmas. Notation is as in the previous section.
Lemma 3.2. Let α ∈ C be a filling current. Then there is ǫ > 0 such that the set of curves
Recall that a current α is filling if it has positive intersection number ι(α, µ) with all non-zero currents µ.
Proof. Consider the continuous map
and note that, since the normalized Liouville current λ 1 X of X is filling, and since C 1 X is compact, the quantity
is positive. Now, continuity of (3.1) together with the compactness of the domain imply that there is an open neighborhood U of λ 1
for every µ ∈ U and every λ ∈ C 1 . Note that this implies that
The claim now follows from Lemma 2.1 and (2.1).
Lemma 3.3. Given a hyperbolic surface X, a full marking α and ǫ > 0, there is a constant C with
for every L and every γ ∈ G(X, α, ǫ).
Recall that a full marking is nothing other than a pants decomposition plus a transversal curve for every component of the pants decomposition. As a current, a full marking is filling.
Proof. Let d Lip stand for the Lipschitz metric on Teichmüller space T (X) of X and recall that there is a constant K = K(α, X) with
Suppose now that we have φ ∈ Map(X) a mapping class and let γ ∈ G(X, α, ǫ). We then have
and thus, up to increasing K by some fixed amount (depending only on ǫ and X), we have
Altogether, it follows that the set {η ∈ Map(X) · γ|ℓ X (η) ≤ L} has at most as many elements as the set
Now, it is known that the orbit of a point in Teichmüller space under the action of the mapping class group grows exponentially -to see that this is the case note for example that, in the thick part the Lipschitz metric and the Teichmüller metric are comparable and the Teichmüller metric has volume growth entropy 6g − 6 [3] . It follows that there is a constant K ′ such that the set (3.3) has at most K ′ · e K ′ log L+K ′ elements. Since K and K ′ are independent of L and γ ∈ G(X, α, ǫ) we obtain the existence of a constant C which is independent of both L and γ, so that
as desired.
We are now ready for the proof of Proposition 3.1:
Proof of Proposition 3.1. Let α be a full marking, ǫ > 0 such that
where G = G(X, α, ǫ) is as in the statement of Lemma 3.2, and δ positive and arbitrary. Let A = A(X, δ) be as in Lemma 2.2 and recall that by said lemma we have
The desired lower bound for O(K, S) will arise from counting mapping class group orbits of elements represented by curves in G ∩ A. Lemma 3.2 asserts that the mapping class group orbit Map(X)·γ of γ ∈ {γ ∈ G ∩ A|ℓ X (γ) ≤ L} meets this set at most C·L C times. This implies that {γ ∈ G ∩ A|ℓ X (γ) ≤ L} meets at least
It follows that the set
C+1 distinct mapping class group orbits.
The proposition follows after some elementary algebra and possibly choosing a new δ.
Finding a suitable metric
In this section we prove Theorem 1.2. We recall the statement for the convenience of the reader: Theorem 1.2. Let S be a surface of finite topological type and with χ(S) < 0. For every closed curve γ there is a hyperbolic metric ρ on S with respect to which the geodesic homotopic to γ has length bounded by
Proof. Place γ in general position (and thus no triple points) and without bigons and consider its image as a graph Γ on the topological surface S. Add (possibly ideal) edges to Γ to obtain a triangulationΓ. Now,Γ determines a topological circle packing of S; that is, circles are topological circles, each vertex corresponds to a circle and two circles are adjacent (meaning that they touch in a point) if and only if they are joined by an edge. By Koebe's Discrete Uniformization theorem [17, Theorem 4.3] , there is thus a hyperbolic structure ρ on S with respect to whichΓ is the dual graph of an actual circle packing. More concretely, we realizeΓ in such a way that each vertex v ∈ V = V (Γ) goes to the center of the corresponding circle C v and let r v be its radius. Now note that
where the 4 comes from the fact that γ goes through each vertex twice. Now, to estimate v r v consider the functions
). Then we get from the Cauchy-Schwartz inequality that
On the other hand, for each circle C v we have
Since all the disks are disjoint, and since X has area 2π|χ(X)| we then get that
Altogether we get that
as we needed to prove.
Recall now that a simple closed geodesic α in a hyperbolic surface X has a collar of width at least
.
This implies that any filling curve X has length at least log(ℓ X (α) −1 ). In particular, if the curve γ in Theorem 1.2 is filling we see that the produced hyperbolic surface satisfies the following bound on injectivity radius:
Corollary 4.1. With notation as in Theorem 1.2, suppose that γ is filling. Then we have that
for every closed geodesic α in (S, ρ).
For the sake of completeness we comment briefly on the case that γ is not filling. In that case, one can use an argument taken from [1] to modify the construction above, obtaining a new hyperbolic metric ρ ′ which still satisfies Corollary 4.1, and such that for ι(γ, γ) sufficiently large (above some universal constant not depending on S),
In fact, for any ǫ > 0 there is R(ǫ) so that for ι(γ, γ) > R, one has
We sketch this as follows. Let Y S denote the subsurface of S filled by γ. Then note that the argument used above in the proof of Theorem 1.2 applies directly to the surface Y , and produces a metric ρ Y on Y assigning length 0 to each boundary component of Y . Since ℓ(γ) ≤ 4 2|χ(S)| · ι(γ, γ), the geodesic representative for γ can not penetrate more than 2 2|χ(S)| · ι(γ, γ) into any of the standard cusp neighborhoods. We exploit this by replacing each cusp with a geodesic boundary component of length ∼ e − √ ι(γ,γ) ; by a standard geometric convergence argument, this can be done while barely changing the metric on the portion of Y in which γ resides. This produces a hyperbolic surface with totally geodesic boundary on which the length of γ still satisfies the desired upper bound. Now we simply glue a sufficiently thick copy of the complementary subsurface to Y over its boundary components to complete the construction.
Bounding the size of nets
In addition to the existence of the metric provided by Theorem 1.2, the proof of Theorem 1.1 will rely on having some control on the size of an approximating net in moduli space. Let S be a surface of finite topological type and χ(S) < 0, and consider both Teichmüller space T (S) and moduli space M(S) to be endowed with the symmetric Lipschitz metric
and we are going to be interested in the number of points that we need to approximate the thick part of moduli space with respect to this metric. More concretely, given ǫ and δ positive let
where
is the set of hyperbolic structures of S without geodesics shorter than ǫ. We prove:
Proposition 5.1. There is C, N > 0 and a function f : R + → R + all depending only on S, so that
for all ǫ, δ.
Before launching into the proof of Proposition 5.1, we require some notation. Given a pants decomposition P of S let
be the corresponding Fenchel-Nielsen coordinates of Teichmüller space; we will be following the conventions in [6] . Consider the subsets
of R 3g−3 + × R 3g−3 and, abusing notation, identify Q P = Φ P (Q P ) and accordingly identify Q P ǫ = Φ P (Q P ǫ ). Note also that when varying X ∈ Q P , the length ℓ X (γ) of a curve γ significantly increases only if the curves in P are becoming very short. More concretely, we get that for every curve γ ⊂ S there is some c P γ with
for every X ∈ Q P ǫ . The proof of Proposition 5.1 will rely on the following estimate for the symmetric Lipschitz distance between points in Q P .
Lemma 5.2.
There is a finite collection Γ of simple closed curves in S such that for all δ > 0 and X, Y ∈ Q P there is δ 0 so that
Before we address the proof of Lemma 5.2 we make an observation which will come in handy over the course of the argument. Fixing some η positive, let ǫ ≪ η also positive, and let C(ǫ) be the hyperbolic cylinder with soul of length ǫ and whose boundary components both have constant curvature and length η. We parameterise C(ǫ) = S 1 × [0, 1] in such a way that for each θ ∈ S 1 the segment t → (θ, t) is a parametrised minimal length geodesic segment between both boundary components and, (2) for each t the circle θ → (θ, t) has constant curvature.
Suppose that we are now given two such hyperbolic cylinders C(ǫ) = S 1 × [0, 1] and C(ǫ ′ ) = S 1 × [0, 1], and that for some α ∈ S 1 we consider the map
t).
A simple, but not very elegant computation yields the following bound for the Lipschitz constant of f α :
whenever ǫ, ǫ ′ are smaller than some universal constant ǫ 0 -note that the bound does not depend on the twist α ∈ S 1 . Note also that, this bound can be made very close to 1 if (1) ǫ and ǫ ′ are small and (2) the absolute value | log(ǫ) − log(ǫ ′ )| of the difference of the logarithms is also small. We now prove Lemma 5.2:
Proof of Lemma 5.2. Recall that for every finite type surface Σ there is a finite collection of curves Γ Σ such that the map
is injective [6] . We let Γ be a collection of curves which contains P and the collection Γ S\P ′ for every subset P ′ ⊂ P . We claim that this collection Γ satisfies the claim. Note now that it suffices to prove that whenever we are given sequences
In the context of (5.5), assume first that the sequences (X i ) and (Y i ) converge to some X, Y ∈ Q.
Then we have that ℓ X (γ) = ℓ Y (γ) for all γ ∈ Γ and thus that X = Y because
Otherwise, suppose that the sequence (X i ) diverges in Q, and note that this is only possible if some of the curves in P are being pinched. Passing to a subsequence we can assume that there is thus a subcollection P ′ ⊂ P such that ℓ X i (γ) → 0 if and only if γ ∈ P ′ . Note then that, since P ⊂ Γ, we also get from (5.5) that ℓ Y i (γ) → 0 if and only if γ ∈ P ′ .
It follows that, choosing η positive and small enough, after passing again to subsequences, we can assume that the thick parts X 
Since the thick parts of X i and Y i converge geometrically to the same limit X ∞ = Y ∞ , it follows that there are maps
in the correct homotopy class which, when i grows, induce more and more isometric maps φ i | X are disjoint unions of cylinders like those considered in the remark before the proof, and we can homotope φ on its restriction to each component of the thin part so that on each such cylinder, it is of the form (5.3). Moreover, since P ⊂ Γ we obtain from (5.5) and (5.4) that the Lipschitz constant of the induced map between thin parts is arbitrarily close to 1. Altogether we have that the map φ i : X i → Y i is homotopic to a map with Lipschitz constant
Since the whole argument is symmetric, we deduce that the same is true if we reverse the roles of X i and Y i . This yields that d SymLip (X i , Y i ) → 0 concluding the proof of Lemma 5.2.
Armed with Lemma 5.2, we can conclude the proof of Proposition 5.1:
Proof of Proposition 5.1. Recall that it is a theorem of Bers (see [6] ) that every surface in Teichmüller space admits a pants decomposition whose curves have length at most 26(g − 1). It follows that if P 1 , . . . , P s are pants decompositions of S such that every pants decomposition is mapping class group equivalent to one of those then we have that
Ps is a coarse fundamental domain for the action of the mapping class group on Teichmüller space. It follows that to find a δ-dense set in M ≥ǫ it suffices to find a δ-dense for each one of the sets Q P i ǫ . We state what we have to prove in these terms:
Claim. Let P a pants decomposition of S. There are C, N, ǫ 0 > 0 and a function f : R + → R + such that for all positive ǫ < ǫ 0 and δ there is a δ-dense set in
It remains to prove the claim. Since the pants decomposition is now fixed, we drop every reference to it from our notation. Let Γ be the collection of curves provided by Lemma 5.2 and consider the map
We endow the domain T (S) with d SymLip and the image R Γ with the supremum norm · ∞ . Note also that by (5.2) there is some c = c(Γ) such that for every ǫ we have
Suppose now that we are given δ and set f (δ) = δ 0 where the latter is the constant provided by Lemma 5.2. Then, given (5.6), a packing argument in euclidean space implies that (λ(Q ǫ ), · ∞ ) has a δ 0 -dense set N with at most (2c| log ǫ| + 2c) |Γ| δ −|Γ| 0 elements. Now, lemma 5.2 shows that the set λ −1 (N ) ⊂ Q ǫ is δ-dense with respect to d SymLip . The claim follows.
The upper bound
In this section we give upper bounds for the number of mapping class group orbits of curves with at most K self-intersections and conclude the proof of Theorem 1.1. We will however first consider an auxiliary quantity. Given a surface S of finite type with χ(S) < 0, and given ǫ and L positive, let S(S, ǫ, L) be the number of all Map(S)-orbits of filling curves γ ⊂ S with the property that there is (S, ρ) ∈ M ≥ǫ (S) such that ℓ ρ (γ) ≤ L. Using the results of the previous sections we bound S(S, ǫ, L) as follows:
Proposition 6.1. For every S and δ there is C such that for all ǫ and L we have
where C is a constant which depends only on the topology of the surface and where n S (ǫ, δ) is as in (5.1).
Proof. Fixing ǫ, let N be a δ-dense set in (M ≥ǫ (S), d SymLip ) with cardinality n S (ǫ, δ), and note that for every point X ∈ M ≥ǫ there is Y ∈ N and an e δ -lipschitz map X → Y . It follows that each mapping class orbit contributing to S(ǫ, L) is represented by some curve which has length at most e δ L with respect to some Y ∈ N . In other words, we have
where S Y (L) is, as in section 2, the set of all curves which have length at most L in Y . Fix now a small number like µ = 
In particular, to bound the left side it suffices to give individual bounds for each summand. This is what we will do. In fact, since all cases are identical, and with the aim of simplifying the involved notation, we will limit ourselves to the upper bound for O Fill (K, S).
The starting point is to recall that by Theorem 1.2 and Corollary 4.1 we have for every filling curve γ ⊂ S with ι(γ, γ) ≤ K a hyperbolic metric ρ on S with
We get thus from Proposition 6.1 that for all δ > 0 there is C with
Plugging in the bound for n S (·, ·) from Proposition 5.1 we get
where C ′ is a constant depending only on the topology of the surface and C ′′ depends on the topology of S and on δ. The claim follows.
Further Comments
7.1. Surfaces with punctures. The upper bound immediately applies to any orientable surface S of finite type with χ(S) < 0. However, the argument for the lower bound relies on the compactness of the space of projective currents, and the fact that length functions of curves extend continuously to finite-valued functions on the space of currents. When S has cusps, these properties need not hold, although this difficulty can be circumvented by replacing each cusp with a boundary component. For simplicity, we have elected to present proofs for the lower bound only in the setting of closed surfaces, and to simply remark that with care, a similar bound can be obtained for non-closed surfaces as well. In this setting, let X ǫ be a convex-cocompact hyperbolic surface whose convex core is homeomorphic to S and has boundary of length ǫ. In the arguments in section 2 and section 3, replace the Liouville current by the Patterson-Sullivan current, that is the current corresponding to the measure of maximal entropy for the recurrent part of the geodesic flow on X. Lalley's results still hold and the arguments still apply.
7.2. Sharpness. As there is still a gap between the lower and upper bounds, we next address the natural question of sharpness. In particular, we claim that the upper bound is in fact not sharp. Indeed, recall that the upper bound on ℓ ρ (γ) from Theorem 1.2 is of the form
where r v are the radii of a circle packing by hyperbolic disks on the surface equipped with the metric ρ. We obtain the conclusion of Theorem 1.2 by observing that since the hyperbolic area of a disk of radius r is larger than πr 2 and the disks in our circle packing have disjoint interiors, the sum on the right hand side of the above inequality is bounded above by the square root of the area of the entire surface. However, this bound is inefficient in that it includes the area of the surface which is not contained in any of the disks of the circle packing. Thus if one can estimate
where P is the set of disks in the packing, one can obtain an improved upper bound on O(K, S). We claim that in fact the difference (7.1) can be bounded away from 0. This follows from the fact that we can extend the filling curve γ to a triangulation of S which has degree bounded above by 12. Thus, the dual circle packing will also have bounded degree. Then a Lemma of Rodin-Sullivan [15] (the "ring lemma") can be used to control the shape of each uniformized triangle in the triangulation on the surface equipped with the metric ρ, which can, in principle, be used to bound from below the area missed by the packing.
On the other hand, we conjecture that the lower bound of Theorem 1.1 is sharp:
3. The size of the net. We remark that the conclusion of Proposition 6.1 is not sharp. Indeed, one can show n S (ǫ, δ) ≤ C(S, δ)| log(ǫ)| dim(T (S)) ,
for C a constant depending only on S and δ. However, improving the bound on n S (ǫ, δ) as above does not lead to an improved exponent in the upper bound for O(K, S), so for simplicity we only sketch the proof here: One first argues that given R > 0, there exists a constant T = T (R, S, δ) so that any ball of radius R in M(S) admits a δ-net of size at most T . Then for W a complete marking on S, let M W ⊂ M(S) denote the surfaces for which W is the shortest marking, and consider the map
sending X to the tuple of logs of lengths of curves in W .
