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Abstract  11 
The Lagrangian analysis of sets of particles advected with the flow fields of ocean models are 12 
used to study connectivity, i.e. exchange pathways, timescales and volume transports, 13 
between distinct oceanic regions. One important factor influencing the dispersion of fluid 14 
particles and hence connectivity is the Lagrangian eddy diffusivity, which quantifies the 15 
influence of turbulent processes on the rate of particle dispersal. Due to spatial and temporal 16 
discretization, turbulence is not fully resolved in modelled velocities, and the concept of eddy 17 
diffusivity is used to parametrize the impact of unresolved processes. However, the relations 18 
between observational- and model-based Lagrangian eddy diffusivity estimates as well as 19 
eddy parameterizations are not clear. 20 
This study presents an analysis of the spatially variable near-surface lateral eddy 21 
diffusivity estimates obtained from Lagrangian trajectories simulated with 5-day mean 22 
velocities from an eddy-resolving ocean model (INALT01) for the Agulhas system. INALT01 23 
features diffusive regimes for dynamically different regions, some of which exhibit strong 24 
suppression of eddy mixing by mean flow, and is consistent with the pattern and magnitude of 25 
drifter-based eddy diffusivity estimates. Using monthly-mean velocities decreases the 26 
estimated diffusivities less than eddy kinetic energy, supporting the idea that large and 27 
persistent eddy features dominate eddy diffusivities. For a non-eddying ocean model 28 
(ORCA05), Lagrangian eddy diffusivities are greatly reduced, in particular when the Gent and 29 
McWilliams parameterization of mesoscale eddies is employed.    30 
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1. Motivation 31 
Over the last decades, the Lagrangian analysis of fluid motion by following floating 32 
instruments has been used to investigate ocean general circulation patterns (e.g. Davis 33 
1991a,b; Poulain 2001; Lumpkin and Johnson 2013; Lumpkin et al. 2017). Additionally, an 34 
increasing amount of Lagrangian analyses is performed by advecting virtual fluid particles 35 
with the simulated flow fields of ocean models (van Sebille et al. submitted). They are 36 
employed in large-scale oceanography to study the sources, fate and transformation of water 37 
masses (Speich et al. 2001; Lique et al. 2010; Koszalka et al. 2013a,b; Gary et al. 2014; 38 
Durgadoo et al. 2017) and are particularly suited to quantify connectivity between different 39 
oceanic sites, i.e. preferential linking pathways (e.g. Rühs et al. 2013; van Sebille et al. 2013, 40 
2014), associated timescales (e.g. Blanke et al. 2002; van Sebille et al. 2011; Koszalka et al. 41 
2013a; Rühs et al. 2013), as well as volume, freshwater and heat transports (e.g. Blanke et al. 42 
2001; Biastoch et al. 2008b; Döös et al. 2012).  43 
One important factor influencing large-scale (~1000 km) connectivity is the average rate 44 
at which particles disperse. Turbulent processes, such as mesoscale (10-100 km) eddies and 45 
jets, cause fluid particles to disperse quickly and increase the rate of mass, momentum, and 46 
tracer spreading, leading to accelerated mixing (LaCasce 2008). Turbulent flow is often 47 
described via Reynolds decomposition in terms of a long-term (or slowly varying) “mean” 48 
velocity and the residual eddy component. Analogously, the concept of Lagrangian eddy 49 
diffusivity is used to quantify the rate of dispersal related to the cumulative effect of eddies. 50 
Depending on the definition of the “mean” flow, the residual eddy component may include 51 
not only mesoscale, but also seasonal to inter-annual (Rieck et al. 2015; Laurindo et al. 2017; 52 
Uchida et al. 2017) or smaller scale (if resolved but not lowpass-filtered) variability, or may 53 
specifically refer to processes not resolved by a certain flow field (Rypina et al. 2016). In this 54 
study we focus primarily on mesoscale eddy variability.  55 
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Owing to spatial and temporal discretization, turbulent processes are not fully resolved in 56 
modelled velocity fields, but parametrized instead. Simulated advective Lagrangian 57 
trajectories capture the resolved turbulence, but only implicitly include the effect of sub-grid 58 
scale parameterizations acting on the tracer and momentum equations, i.e. by altered large-59 
scale circulation pattern and along-track changes of temperature and salinity. This led to the 60 
notion that dispersal of advective Lagrangian trajectories is not sufficiently diffusive 61 
compared to particle dispersal in the real ocean. To circumvent this issue, Lagrangian 62 
diffusion parameterizations were introduced (Griffa 1996; Berloff and McWilliams 2002; 63 
Monti and Leuzzi 2010; Döös et al. 2011). These add an additional stochastic component to 64 
the advective particle displacements (or velocities or accelerations) and have already been 65 
employed in regional ocean circulation studies (De Dominicis et al. 2012; Koszalka et al. 66 
2013b; Rypina et al. 2016). 67 
However, compared to the vast amount of large-scale Lagrangian applications with ocean 68 
models, there are few comprehensive validations of eddy diffusivities associated with the 69 
simulated particle dispersal. Numerous studies presented eddy diffusivity estimates derived 70 
from drifter data (e.g. Krauss and Böning 1987; Davis 1991a,b; Swenson and Niiler 1996; 71 
Poulain 2001; Lumpkin and Flament 2001; Bauer et al. 2002; Zhurbas and Oh 2004; Sallée et 72 
al. 2008; Koszalka et al. 2011; Zhurbas et al. 2014; Peng et al. 2015). Likewise, several 73 
studies addressed the diffusivity estimation using Lagrangian trajectories simulated with 74 
velocity fields from eddy-resolving ocean models (e.g. McClean et al. 2002; Koszalka and 75 
Lacasce 2010; Griesel et al. 2010, 2014; Chen et al. 2014; Wolfram et al. 2015). Yet, there are 76 
only a handful of publications aiming at a quantitative comparison of eddy diffusivity 77 
estimates from drifter data and simulated trajectories (De Dominicis et al. 2012; Rypina et al. 78 
2012, 2016). Also, the relations between Lagrangian eddy diffusivity estimates and the 79 
optimal choice of diffusivities to be used in stochastic Lagrangian parameterizations and in 80 
the Eulerian diffusion parameterizations employed in OGCM tracer equations are not well 81 
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understood (van Sebille et al. submitted). Unresolved issues concern the difficulty to 82 
unequivocally define the “mean” flow and residual eddy component (Griesel et al. 2014), the 83 
spatial variability of eddy diffusivities associated with different turbulence regimes (Berloff 84 
and McWilliams 2002; Koszalka et al. 2011), and the sensitivity of model-based eddy 85 
diffusivity estimates to the temporal and spatial model resolution (Keating et al. 2011; 86 
Wolfram et al. 2015; van Sebille et al. submitted).  87 
In this study, we address this gap by jointly assessing lateral near-surface eddy diffusivity 88 
estimates obtained from real drifter data and trajectories simulated with the velocity output 89 
from ocean general circulation models (OGCMs) at varying horizontal and temporal 90 
resolution for the greater Agulhas system. The greater Agulhas system, located around the 91 
southern tip of Africa, is known for its vigorous eddy activity and importance for interbasin 92 
exchange of heat, salt, and momentum between the Indian and Atlantic Oceans (e.g. Beal et 93 
al. 2011). It features different dynamic regimes in a confined region (Figure 1): the Agulhas 94 
Current, a strong but stable western boundary current in the Indian Ocean, its retroflection 95 
into the eastward flowing Agulhas Return Current, and associated shedding of Agulhas eddies 96 
into the Atlantic (Lutjeharms 2006). Hence, it constitutes a good test region for evaluating 97 
spatially variable eddy diffusivity characteristics. In particular, we address the following 98 
questions:   99 
(1) What are the characteristics of lateral near-surface eddy diffusivities estimated 100 
from 2D-trajectories simulated with an eddy-resolving OGCM? 101 
(2) How do these diffusivity estimates compare to those derived from drifter data?  102 
(3) How sensitive are the diffusivity estimates to the temporal and horizontal 103 
resolution of the underlying Eulerian OGCM velocity fields? And what is the 104 
impact of the Gent and Mc Williams (GM) parametrization for baroclinic eddies in 105 
a non-eddying OGCM on the diffusivity estimates? 106 
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This manuscript is structured as follows:  In section 2, we describe the employed OGCMs, 107 
the offline performed Lagrangian experiments, the applied method for eddy diffusivity 108 
estimation, and the primary observational reference data set. In section 3, we present and 109 
discuss the results: eddy diffusivity estimates obtained from trajectories simulated with 5-day 110 
mean velocity output of an eddy-resolving OGCM (section 3.1), a comparison of those 111 
simulation-based estimates to the observation-based estimates (section 3.2), and the 112 
sensitivity of the simulation-based diffusivity estimates to the temporal and lateral OGCM 113 
output resolution, including the impact of an applied GM parametrization (section 3.3). In 114 
section 4, we further compare our diffusivity estimates with eddy diffusivity estimates based 115 
on different methods and discuss possible implications of our results for eddy 116 
parameterization approaches. Section 5 lists our conclusions.  117 
 118 
2. Data and Methods 119 
One major goal of this study is to compare eddy diffusivity estimates obtained from 120 
trajectories simulated with ocean models to those obtained from observed surface drifter data. 121 
Therefore, we calculated 2D Lagrangian trajectories resembling surface drifter tracks from the 122 
simulated flow fields of an eddy-resolving and a non-eddying global OGCM configuration, 123 
INALT01 and ORCA05, respectively. Subsequently, we derived eddy diffusivities from those 124 
simulated trajectories as well as from the Global Drifter Program (GDP; Lumpkin and Pazos, 125 
2007) data following the method employed by Zhurbas et al. (2014). Zhurbas et al. (2014) 126 
already presented global maps of drifter-derived eddy diffusivities and our updated version of 127 
their estimates for the Agulhas region serves as the primary observational reference in this 128 
study. 129 
2.1 Global Drifter Program data 130 
The GDP array of satellite-tracked surface drifting buoys is the highest spatial resolution 131 
ocean velocity data currently available and it is the cornerstone of our knowledge of near-132 
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surface submesoscale and mesoscale turbulence and turbulent diffusive regimes (Lumpkin et 133 
al. 2017). Each drifter consists of a surface buoy, with a transmitter and a temperature sensor, 134 
and a subsurface drogue centered at 15 m depth measuring near-surface mixed-layer currents.  135 
For this study we used the latitude, longitude and drifter velocity components at 6-h intervals 136 
obtained by objective interpolation (Hansen and Poulain 1996) updated through 2012 (data 137 
available at http://www.aoml.noaa.gov/phod/dac/gdp.html). Only trajectory segments with the 138 
drogue attached were considered (Lumpkin et al. 2013) and the trajectory data was low-pass 139 
filtered prior to the diffusivity calculations to remove variability in drifter positions and 140 
velocities with periods smaller than two days mostly caused by inertial oscillations.  141 
2.2 Lagrangian trajectories from ocean model simulations 142 
Ocean model simulations  143 
The global ocean/sea-ice model configurations INALT01 and ORCA05 were developed under 144 
the DRAKKAR framework (The DRAKKAR Group 2007; Barnier et al. 2014). They were 145 
formulated with the Nucleus for European Modeling of the Ocean (NEMO, version 3.1.1; 146 
Madec 2008) and implemented on a horizontal tripolar Arakawa C-grid (Mesinger and 147 
Arakawa 1976), which is Mercator-type south of 20°N. Both employed configurations have 46 148 
vertical levels with grid spacing increasing from 6 m at the surface to 250 m at depth and 149 
partially filled bottom cells.  150 
ORCA05 is a well-validated global configuration (e.g. Danabasoglu et al. 2014) with a 151 
nominal horizontal resolution of 0.5° (~43 km in the Agulhas region), which realistically 152 
represents the mean flow and interannual to decadal variability of the large-scale circulation 153 
(Biastoch et al. 2008a). It is a non-eddying OGCM configuration as to fully capture the 154 
mesoscale variability in the Agulhas region horizontal resolutions of 0.25° and finer are 155 
needed (Hallberg 2013).  156 
INALT01 is a two-way nested model configuration, which is based on the global 157 
ORCA05 configuration described above, but regionally refined between 50°S – 8°N and 158 
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70°W – 70°E  to its nominal horizontal resolution of 0.1° (~9 km in Agulhas region) to 159 
capture the complex mesoscale dynamics of the greater Agulhas system (Durgadoo et al. 160 
2013). Figure 1a shows a snapshot of the daily mean current speed at 15m depth, illustrating 161 
the ability of the model to represent e.g. Mozambique Channel eddies and Agulhas rings. 162 
INALT01 has been employed by a variety of studies investigating the local dynamics (Cronin 163 
et al. 2013; Loveday et al. 2014) and large-scale impact (Lübbecke et al. 2015; Biastoch et al. 164 
2015) of the greater Agulhas system. 165 
Both ocean/sea-ice models were spun-up for twenty years before the actual simulations 166 
were performed using interannually varying (years 1948-2007) or climatological atmospheric 167 
forcing fields from the Common Ocean–Ice Reference Experiments, version 2b (CORE v2b, 168 
Large and Yeager 2008; Griffies et al. 2009). The evolution of tracers was simulated using a 169 
Laplacian iso-neutral diffusion operator and the total variance dissipation (TVD, Zalesak 170 
1979) advection scheme. The momentum equations were formulated using a bi-Laplacian 171 
lateral diffusion operator and the energy and enstrophy conserving (EEN, Arakawa and Hsu 172 
1990) advection scheme. Diffusivity and viscosity coefficients vary horizontally according to 173 
the local grid size and are specified via their maximum values Aht0 and Ahm0 (Table 1). Further 174 
details of the INALT01 and ORCA05 simulations employed in this study are described in 175 
Durgadoo et al. (2013).  176 
Table 1 contains a summary of the model simulations providing velocity data used for 6 177 
Lagrangian experiments performed for this study. Note that: 1) one simulation with the 178 
eddying INALT01 configuration yielded three different Lagrangian experiments that differ 179 
only in the temporal resolution of the velocity fields used for the trajectory integration 180 
(SIMeddy-1d, SIMeddy-5d, SIMeddy-1m); and 2) for the non-eddying ORCA05 181 
configurations two simulations and respective Lagrangian experiments were analyzed, one 182 
with (SIMpareddy-5d) and one without (SIMnoeddy-5d) Gent and Mc Williams (GM, 1990) 183 
parametrization of baroclinic eddies. The GM parameterization mimics the impact of 184 
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baroclinic eddies on tracer fluxes by adding an extra term to the tracer equation which 185 
represents eddy induced advection (Gent et al. 1995; Gent 2011); it is determined by the GM 186 
coefficient, which is computed from the growth of the baroclinic instability as described in 187 
Treguier et al. (1997), and is allowed to vary horizontally and temporally with a cap of 1000 188 
m2 s-1. 189 
Lagrangian trajectory integration 190 
The trajectory integration was performed using the offline Lagrangian community tool 191 
ARIANE (version 2.2.6, Blanke and Raynaud, 1997). Lagrangian particles were released 192 
homogenously over the greater Agulhas system (Figure 1) at ~15 m depth, every 0.5° in both, 193 
latitudinal and longitudinal directions, every 30 days for ten years (beginning at January the 194 
15th 1996, 12:00), yielding nearly 900,000 particles for each Lagrangian experiment. 195 
Subsequently particles were advected forward in time for 60 days with the modelled 196 
horizontal velocities (for SIMpareddy-5d the Eulerian velocity combined with the eddy-197 
induced velocity from the GM parameterization was used), whereby particle positions were 198 
stored daily. As drogued surface drifters’ behavior should be mimicked, particles were kept at 199 
the same depth over the whole integration period. No additional stochastic Lagrangian 200 
parameterization was employed.  201 
The resulting trajectories represent pathways determined by the resolved Eulerian 202 
flow, or, in case of SIMpareddy-5d, by the resolved Eulerian flow combined with the 203 
mesoscale eddy induced velocity from the GM parameterization. It has been shown that 204 
including the mesoscale eddy induced transport yields a more realistic picture of the mean 205 
overturning circulation, in particular in the Southern Ocean, where the eddy-induced 206 
meridional velocity counteracts the Eulerian meridional velocity (e.g. Drijfhout et al. 2003). 207 
However, while parameterizing the advective effect of baroclinic eddies where they are not 208 
resolved by the model, GM also suppresses the explicit generation of physical as well as 209 
numerical mesoscale variability (Hallberg 2013) by flattening isopycnals. Thus, it is worth 210 
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comparing eddy diffusivity estimates from Lagrangian experiments in non-eddying ocean 211 
model simulations with- and without GM parametrization. 212 
2.3 Lagrangian eddy diffusivity estimation 213 
Lagrangian eddy diffusivities can be estimated from both single-particle and particle-214 
pair/cluster statistics (LaCasce 2008a). While particle-pair/cluster statistics are additionally 215 
suited to infer the spatial spectra of mesoscale currents, they also require a simultaneous 216 
deployment of a large number of particles in a confined area. Since, at present, GDP data 217 
fulfills this requirement only in a few regions and thus cannot be used to infer spatial 218 
variability of eddy diffusivity estimates via particle-pair or cluster statistics, we employed 219 
single-particle statistics. 220 
Theoretical background of single-particle diffusivity estimation 221 
The concept of Lagrangian diffusivity estimation has been introduced by Taylor (1922), who 222 
determined scalar single-particle diffusivities by integrating the ensemble-mean Lagrangian 223 
velocity autocorrelation function: 224 
𝑘𝑇𝑎𝑦𝑙𝑜𝑟 = lim
𝑡→∞
𝑘(𝑡) (1) 
𝑘(𝑡) = 0.5
𝑑
𝑑𝑡
⟨𝐝(𝑡)2⟩𝐿 = ⟨𝐯𝐋(𝑡) ∙ 𝐝(𝑡)⟩𝐿 = ∫ ⟨𝐯𝐋(𝑡) ∙ 𝐯𝐋(𝜏)⟩𝐿
𝑡
𝑡0
𝑑𝜏 (2) 
Whereby 𝐝(𝑡) =  𝐱(𝑡) − 𝐱(𝑡0) =  ∫ 𝐯𝐋(𝜏)𝑑𝜏
𝑡
𝑡0
  represents the particle displacement, 225 
𝐯𝐋(𝑡) = 𝜕𝐱/𝜕𝑡 is the Lagrangian velocity, and ⟨ ⟩𝐿  indicates Lagrangian averaging, i.e. 226 
averaging over an ensemble of particles at a certain time lag t after their release at 𝑡0.  227 
The Taylor approach was formulated in the idealized context of statistically 228 
homogeneous, stationary and isotropic flows. Davis (1991b) extended the Taylor framework 229 
for single-particle diffusivity estimation over inhomogeneous and anisotropic flows by 230 
introducing the eddy diffusivity tensor. The diffusivity is then calculated for an ensemble of 231 
particles originating at a certain location, or within a specified geographical region where the 232 
flow can be assumed as locally homogenous, for each tensor component 𝑘𝑗𝑘(𝐱, 𝑡) individually 233 
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(j, k are the indices for the horizontal dimensions in Cartesian space with j, k ∈ (1,2)). Instead 234 
of the absolute, only the residual velocities 𝐯𝐋
′(𝑡|𝐱, 𝑡𝑜) and displacements 𝐝
′(𝑡|𝐱, 𝑡𝑜) for each 235 
particle (passing through 𝐱 at time 𝑡0) are considered. The residual velocity is defined as the 236 
departure from the local Eulerian mean velocity; the residual displacement is defined as the 237 
total displacements minus that due to the Eulerian mean velocity. This is why, strictly 238 
speaking, the eddy diffusivity is not a pure Lagrangian, but a mixed Eulerian-Lagrangian 239 
statistic (LaCasce 2008a). 240 
Single-particle eddy diffusivity estimation thus involves the following steps: a) 241 
binning of particle trajectories on a longitudinal-latitudinal grid; b) estimation of the “mean” 242 
flow and subsequent calculation of residual Lagrangian velocities and/or displacements; c) 243 
estimation of the ensemble-mean eddy diffusivity tensor components for each bin (either in 244 
fixed coordinate or along- and across-flow directions).  245 
There are various approaches to estimate the components of the single-particle eddy 246 
diffusivity tensor 𝑘𝑗𝑘(𝐱, 𝑡), all deriving from Taylors’ and Davis diffusivity concepts, but 247 
using different procedures to reduce potential biases caused by the inhomogeneity and 248 
nonstationarity of flows, i.e. different binning techniques, “mean” flow definitions, and 249 
diffusivity estimators. Lagrangian averaging is performed using geographical bins (e.g. 250 
Swenson and Niiler 1996; Sallée et al. 2008), which may additionally overlap and/or be 251 
rotated with respect to the velocity variance axis (e.g. Lumpkin and Garzoli 2005; Peng et al. 252 
2015); Alternatively, trajectories may be clustered according to the nearest-neighbor distance 253 
(Koszalka and Lacasce 2010). The mean flow is estimated either by simple averaging or 254 
includes advanced techniques such as spline-fitting or Gauss-Markov decomposition (e.g. 255 
Bauer et al. 2002; Laurindo et al. 2017). Finally, diffusivity is estimated via the half-growth 256 
rate of the residual dispersion tensor (e.g. de Verdiere 1983; Oh et al. 2000; Rypina et al. 257 
2012, 2016), the integral of the residual velocity autocorrelation (e.g. Koszalka et al. 2011; 258 
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Peng et al. 2015), or the residual velocity-displacement tensor (e.g. Davis 1991b; Swenson 259 
and Niiler 1996; Oh et al. 2000). 260 
Single-particle eddy diffusivity estimation following Zhurbas et al. (2014) 261 
In this study, we follow the approach for diffusivity estimation used by Zhurbas et al. (2014).  262 
This approach was first introduced and thoroughly tested by random-flight simulations of 263 
Lagrangian trajectories in a sheared flow (Oh et al. 2000) and later employed in an improved 264 
version accounting for the mean flow suppression of eddy diffusivities by Zhurbas et al. 265 
(2014). Assuming isotropy in diffusivities/eddy statistics, the approach yields one time-lag 266 
and coordinate dependent scalar lateral eddy diffusivity 𝐾(𝐱, 𝑡), which is defined as the semi-267 
sum of the minor principal component of the symmetric part of the Davis diffusivity tensor 268 
(𝑘𝑝2
𝑑𝑎𝑣𝑖𝑠(𝐱, 𝑡)) and the half growth rate of the minor principal component of the single-particle 269 
dispersion tensor (𝑘𝑝2
𝑑𝑖𝑠𝑝(𝐱, 𝑡)), thus combining two frequently used approaches for diffusivity 270 
estimation: 271 
𝐾(𝐱, 𝑡) = (𝑘𝑝2
𝑑𝑎𝑣𝑖𝑠(𝐱, 𝑡) +  𝑘𝑝2
𝑑𝑖𝑠𝑝(𝐱, 𝑡))/2 (3) 
The Davis diffusivity tensor 𝑘𝑗𝑘(𝐱, 𝑡) is defined as 272 
𝑘𝑗𝑘(𝐱, 𝑡) = −〈𝑣𝐿𝑗
′(𝑡0|𝐱, 𝑡𝑜) ∙ 𝑑𝑘
′(𝑡0 − 𝑡|𝐱, 𝑡𝑜)〉𝐿 (4) 
whereby the notation 𝑑𝑖′(𝑡0 − 𝑡|𝐱, 𝑡𝑜)  represents the residual displacement for a particle 273 
passing through 𝒙 at time 𝑡0, obtained from following its trajectory backward in time for the 274 
period [𝑡0 − 𝑡, 𝑡0] . To avoid rotational eddy fluxes, which are non-diffusive, only the 275 
symmetric part of 𝑘𝑗𝑘(𝐱, 𝑡) is considered, which is here referred to as 𝑘𝑗𝑘
𝑑𝑎𝑣𝑖𝑠(𝐱, 𝑡): 276 
𝑘𝑗𝑘
𝑑𝑎𝑣𝑖𝑠(𝐱, 𝑡) = (𝑘𝑗𝑘(𝐱, 𝑡) + 𝑘𝑘𝑗(𝐱, 𝑡))/2 (5) 
The half growth rate of the single-particle dispersion tensor 𝑠𝑗𝑘(𝐱, 𝑡) is defined as 277 
𝑘𝑗𝑘
𝑑𝑖𝑠𝑝(𝐱, 𝑡) = 0.5
𝛿𝑠𝑗𝑘
𝛿𝑡
 (6) 
𝑠𝑗𝑘(𝐱, 𝑡) = 〈𝑑𝑗
′(𝑡0 + 𝑡|𝐱, 𝑡𝑜) ∙ 𝑑𝑘
′(𝑡0 + 𝑡|𝐱, 𝑡𝑜)〉𝐿 (7) 
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whereby the notation 𝑑𝑖′(𝑡0 + 𝑡|𝐱, 𝑡𝑜)  represents the residual displacement of a particle 278 
passing through 𝒙 at time 𝑡0 obtained from following its trajectory forward in time for the 279 
period [𝑡0, 𝑡0 + 𝑡]. The dispersion tensor is symmetric by construction and does not include 280 
rotational and advective eddy fluxes. 281 
If diffusivities are estimated from ensembles of trajectories passing through a fixed 282 
position x at different times,  𝑘𝑗𝑘
𝑑𝑎𝑣𝑖𝑠(𝐱, 𝑡)  yields the true time-lag dependent diffusivity, 283 
whereas 𝑘𝑗𝑘
𝑑𝑖𝑠𝑝(𝐱, 𝑡) can be biased by the shear effect. However, the limited spatial-temporal 284 
resolution of surface drifter data only allows for estimating diffusivities from ensembles of 285 
particles passing through a finite vicinity of x, in which case both measures can be positively 286 
biased by shear. Since Oh et al. (2000) showed that the minor principal components of 287 
𝑘𝑗𝑘
𝑑𝑖𝑠𝑝(𝐱, 𝑡) and 𝑘𝑗𝑘
𝑑𝑎𝑣𝑖𝑠(𝐱, 𝑡), representing across-flow diffusivities (cf. Peng et al. 2015),  are 288 
less biased by shear flow, these were chosen as (the only) representative estimates for lateral 289 
eddy diffusivities. They were obtained according to 290 
𝑘𝑝2(𝐱, 𝑡) = 𝑘𝑥𝑥(𝐱, 𝑡)𝑠𝑖𝑛
2𝜃 − 𝑘𝑥𝑦(𝐱, 𝑡)𝑠𝑖𝑛2𝜃 + 𝑘𝑦𝑦(𝐱, 𝑡)𝑐𝑜𝑠
2𝜃 (8) 
𝑡𝑎𝑛2𝜃 = 2𝑘𝑥𝑦(𝐱, 𝑡)/(𝑘𝑥𝑥(𝐱, 𝑡) − 𝑘𝑦𝑦(𝐱, 𝑡) (9) 
Consistently with Zhurbas et al. (2014) we used this approach to estimate lateral eddy 291 
diffusivities from all Lagrangian experiments and surface drifter data in overlapping 5° x 5° 292 
bins with a 2° offset in longitudinal and latitudinal direction. Residual velocities were 293 
calculated relative to climatological monthly mean currents. That means, for each bin for each 294 
month of the year, all trajectories passing that bin in the respective month were selected. 295 
Then, all trajectory positions within the bin were considered as the origin of a pseudo-296 
trajectory (overlapping pseudo-tracks were removed) and individual backward and forward 297 
displacements 𝐝(𝑡|𝐱, 𝑡𝑜)  as well as the Lagrangian velocity at the pseudo-origin 298 
𝐯𝐋(𝑡0|𝐱, 𝑡𝑜) were calculated (for the simulated trajectories Lagrangian velocities were 299 
obtained by central time-differencing of the discrete displacements). Ensemble averaging 300 
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yielded the mean displacement 〈𝐝(𝑡)〉𝐿 and the climatological monthly mean velocity 301 
〈𝐯𝐋(𝑡0)〉𝐿 that were used to derive the residual velocities and displacements as  302 
𝐯𝐋
′(𝑡0|𝒙, 𝑡𝑜) =  𝐯𝐋(𝑡0|𝐱, 𝑡𝑜) − 〈𝐯𝐋(𝑡0)〉𝐿 (10) 
𝐝′(𝑡|𝒙, 𝑡𝑜) =  𝐝(𝑡|𝒙, 𝑡𝑜) − 〈𝐝(𝑡)〉𝐿 (11) 
From these, for each set of pseudo-trajectories starting in the same month 𝑘𝑗𝑘
𝑑𝑎𝑣𝑖𝑠(𝐱, 𝑡) , 303 
𝑘𝑗𝑘
𝑑𝑖𝑠𝑝(𝐱, 𝑡) , and 𝐾(𝐱, 𝑡)  were estimated; the final diffusivity estimates were obtained as 304 
averages of the respective twelve individual estimates. Further details of the calculation, 305 
including smoothing details and small modifications with respect to the original Zhurbas et al. 306 
(2014) approach, are discussed in Appendix 1.  307 
It is important to note the time-lag dependence of diffusivity estimates. Again, following 308 
Zhurbas et al. (2014), we distinguish the maximum diffusivity Kmax, defined as the local 309 
maximum of 𝐾(𝐱, 𝑡)  within the time lag interval 1day ≤ t ≤ 20days, and the asymptotic 310 
diffusivity Kinf, defined as the local mean value of 𝐾(𝐱, 𝑡) for the time lag interval 15days ≤ t 311 
≤ 20days (Figure 2). The usage of larger time lags was avoided since the sampling error and 312 
potential biases caused by spatial and/or temporal inhomogeneity of the residual velocity field 313 
increase with time lag (Davis 1991b).  314 
From a physical or parametrization point of view, Kinf is the sought-after estimate of 315 
diffusivity, since at those large time lags the mean residual distance travelled by a fluid parcel 316 
in a certain time interval is approximately proportional to the square-root of that time interval, 317 
just as for a diffusive process in which fluid parcels undergo random walks (cf. discussion of 318 
the Lagrangian integral timescale below). Earlier studies used  Kmax (e.g. Oh et al. 2000; 319 
Lumpkin and Flament 2001; Sallée et al. 2008), but recently it has been shown that Kmax can 320 
largely overestimate the “true” diffusivity due to a suppression of mixing in areas where 321 
eddies and mean flow propagate at different speeds (Griesel et al. 2010; Klocker et al. 322 
2012a,b;  Wolfram et al. 2017).  323 
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In this work, we purposefully assess both Kinf and Kmax since the relation of the two 324 
quantifies the strength of diffusivity suppression by mean flow (Klocker et al. 2012a), and 325 
thus can be used to diagnose how well the ocean models represent these effects (i.e. the 326 
relationship between the mean flow and the eddy propagation speed along the mean flow). 327 
2.4 Pseudo-Eulerian EKE, Lagrangian eddy time and length scales 328 
In addition to Lagrangian eddy diffusivities, the pseudo-Eulerian mean EKE and Lagrangian 329 
eddy integral time (TL) and length (LL) scales were calculated in overlapping 5° x 5° bins.  330 
To be consistent with the definition of the eddy diffusivity, for which we only considered 331 
the minor principal component (i.e. the across-flow component), the pseudo-Eulerian mean 332 
EKE is defined as the minor principal component of the Lagrangian mean residual velocity 333 
covariance matrix at zero time lag 〈𝑣𝐿𝑗
′(𝑡0|𝐱, 𝑡𝑜) ∙ 𝑣𝐿𝑘
′(𝑡0|𝐱, 𝑡𝑜)〉𝐿. 334 
Mixing and thus Kinf can generally be represented as scaling with EKE and the time scale 335 
𝑇𝐿 over which mixing occurs, or equivalently, as scaling with the distance 𝐿𝐿 a particle would 336 
travel with the characteristic root mean square eddy velocity 𝑣′ (which equals √𝐸𝐾𝐸) before 337 
it mixes with its surroundings: 𝐾 = 𝐸𝐾𝐸 𝑇𝐿 = √𝐸𝐾𝐸 𝐿𝐿 (cf. LaCasce 2008b). Analogously, 338 
we estimated 𝑇𝐿  and 𝐿𝐿  using our asymptotic diffusivity estimate 𝐾𝑖𝑛𝑓  and pseudo-Eulerian 339 
mean EKE as 340 
𝑇𝐿 = 𝐾𝑖𝑛𝑓/𝐸𝐾𝐸 (12) 
𝐿𝐿 = 𝐾𝑖𝑛𝑓/√𝐸𝐾𝐸 (13) 
 𝑇𝐿 and 𝐿𝐿 represent “memory” scales over which Lagrangian residual velocities stay strongly 341 
correlated; at time and space scales much larger than 𝑇𝐿 and 𝐿𝐿, respectively, residual single-342 
particle dispersion resembles diffusive spreading. 343 
 344 
 345 
 346 
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3. Results and Discussion 347 
3.1 Eddy diffusivity estimates derived from trajectories simulated with an eddying ocean 348 
model 349 
In this section we present and discuss near-surface lateral eddy diffusivity estimates obtained 350 
from residual velocities and displacements of Lagrangian trajectories simulated with the 5-351 
day mean velocity output of the eddy resolving INALT01 hindcast experiment (Lagrangian 352 
experiment SIMeddy-5d). 353 
Time lag dependence of eddy diffusivity estimates 354 
Figure 2 shows time lag dependent ensemble mean single-particle residual dispersion and 355 
eddy diffusivity estimates for four selected 5° x 5° bins representing different dynamic 356 
regimes (Figure 1). Table 2 lists the respective pseudo-Eulerian and Lagrangian statistics. The 357 
bins are located in the eastern South Atlantic Gyre (eSAG), Agulhas Return Current (ARC), 358 
Agulhas Retroflection (AR), and Agulhas Current (AC).  359 
The eSAG is an open ocean region characterized by weak mean flow and low EKE. Its 360 
dispersion and diffusivity curves (Figure 2a,e) show the characteristic asymptotic behavior 361 
described in classical turbulence theory (LaCasce 2008): At time lags larger than ~20 days 362 
𝑠𝑝2(𝑡) grows approximately linear with time (meaning the mean residual displacement of a 363 
fluid parcel in a certain time interval is approximately proportional to the square root of that 364 
time interval), typical for the diffusive regime. Consequently, across-flow eddy diffusivities 365 
asymptotically approach a nearly constant value at those time lags and Kmax≈ Kinf ≈ 1.5 x 103 366 
m2s-1. Since the curves for 𝑠𝑦𝑦(𝑡)  and 𝑠𝑝2(𝑡)  are hardly distinguishable, and even 𝑠𝑥𝑥(𝑡) 367 
shows a similar behavior, we conclude that the spreading is approximately isotropic. In this 368 
particular case, with weak influence of mean flow and nearly isotropic particle spreading, the 369 
diffusivity estimates 𝑘𝑝2
𝑑𝑖𝑠𝑝(𝑡), 𝑘𝑝2
𝑑𝑎𝑣𝑖𝑠(𝑡), and 𝐾(𝑡) yield nearly the same results, with only a 370 
small spread towards larger time lags.  371 
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The ARC is a strong along-front current with pronounced meridional excursions, 372 
supposedly related to changes in bottom topography, and vigorous mesoscale variability 373 
(Lutjeharms and Ansorge 2001). In the ARC region dispersion and diffusivity curves (Figure 374 
2b,f) differ substantially from those described for the eSAG. They can be considered typical 375 
of a region where eddies propagate westward relative to an eastward mean flow (Boebel et al. 376 
2003; Chelton et al. 2011). On one hand, the instability of the ARC introduces high EKE, 377 
leading to an overall increased across-flow eddy diffusivity. On the other hand, the across-378 
flow eddy diffusivity is suppressed by the mean flow, as shown conceptually for the ACC by 379 
Klocker et al. (2012a). 𝑠𝑝2(𝑡), which is nearly identical to 𝑠𝑦𝑦(𝑡), increases fast at short time 380 
lags, but then levels off before finally increasing again approximately linearly with time. This 381 
yields across-flow eddy diffusivity curves to peak (and slightly oscillate) at short time lags 382 
before reaching their asymptotic value; the maximum diffusivity strongly overestimates the 383 
asymptotic diffusivity, Kmax ≈ 12.2 x 103 and Kinf ≈ 3.0 x 103 m2 s-1. Still, the diffusivity 384 
estimates 𝑘𝑝2
𝑑𝑖𝑠𝑝(𝑡)  and 𝑘𝑝2
𝑑𝑎𝑣𝑖𝑠(𝑡)  yield nearly the same results, introducing only a small 385 
spread around 𝐾(𝑡) towards larger time lags.  386 
The dispersion and diffusivity curves for the AR (Figure 2c,g) show a very similar 387 
behavior to that described for the ARC, but with even higher diffusivity values, related to a 388 
regional maximum in EKE (cf. Figure 1d). The across-flow eddy diffusivity curves peak at 389 
short time lags before reaching their asymptotic values. Thus, as for the ARC, the maximum 390 
diffusivity overestimates the asymptotic diffusivity, Kmax ≈ 21.8 x 103 and Kinf ≈ 11.2 x 103  391 
m2 s-1. However, the result for Kinf should be interpreted with caution, since, even though 392 
𝑘𝑝2
𝑑𝑖𝑠𝑝(𝑡) and 𝑘𝑝2
𝑑𝑎𝑣𝑖𝑠(𝑡) show a similar temporal evolution, their spread around the combined 393 
estimate 𝐾(𝑡) increases after their reached their maximum value. Their respective asymptotic 394 
diffusivity estimates Kinf
disp and Kinf
davis are 8.1 x 103 and 14.4 x 103  m2 s-1, respectively.  395 
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The AC, heading southwestward, is one of the strongest western boundary currents of the 396 
world ocean. However, in contrast to other western boundary currents, such as the Kuroshio 397 
or the Gulf Stream, it is remarkably stable (Lutjeharms 2006, 2007) and has lower EKE. The 398 
dispersion and diffusivity curves obtained for the AC (Figure 2d,h) most resemble those of 399 
the eSAG, without strong suppression of eddy mixing by mean flow. This indicates that local 400 
eddies propagate at approximately the same speed and in the same direction of the mean flow, 401 
which is indeed the case for Natal pulses and Mozambique eddies travelling within and at the 402 
border of the AC (Schouten et al. 2002). In contrast to open-ocean currents like the AR/ARC, 403 
where eddies can propagate westward separately from the mean flow, westward drift is 404 
impossible in the AC due to topographic constraints. However, at larger time lags, 𝑠𝑝2(𝑡) 405 
does not increase linearly. Consequently, 𝑘𝑝2
𝑑𝑖𝑠𝑝(𝑡) does not show an asymptotic behavior but 406 
steadily increases with increasing time lag, suggesting that the mean flow was not 407 
successfully removed. Moreover, 𝑘𝑝2
𝑑𝑎𝑣𝑖𝑠(𝑡)  shows a different behavior: it reaches its 408 
maximum at a time lag of ~5 days and afterwards slowly decreases with increasing time lag. 409 
Neither the asymptotic nor the maximum diffusivity can be determined unambiguously. 410 
In general, the results for the eSAG and ARC (and with some limitations also those for the 411 
AR) suggest, that even in a complex eddying flow system as represented by the greater 412 
Agulhas system with strong eddy-mean flow interaction, asymptotic diffusive regimes can be 413 
found. However, the results for the AC also highlight the limitations of a generalized binning 414 
method to quantify lateral eddy dispersion and diffusivity. Due to the spatial and probably 415 
also the temporal inhomogeneity of the residual velocity field, the eddy dispersion does not 416 
reach a diffusive regime everywhere, and the derived eddy diffusivity estimates are sensitive 417 
to the applied method. 418 
We note that the time lag interval chosen for the calculation of asymptotic diffusivity 419 
estimates adopted from Zhurbas et al. (2014) for their global analysis of surface drifters is not 420 
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perfectly suited for the simulated trajectories in the greater Agulhas system, since the 421 
diffusivities do not yet convergence in all cases. In particular, for the eSAG bin the 422 
Lagrangian integral time scale is ~11.6 days (Table 2), indicating that the diffusive regime is 423 
only reached at substantially larger time lags (section 2.4; LaCasce 2008). Indeed, 424 
convergence seems to be reached at time lags between 25 and 30 days. Yet, as changing the 425 
averaging interval does not impact the estimates substantially, we keep them as in Zhurbas 426 
(2014) for the sake of comparison.  427 
Spatial pattern of eddy diffusivity estimates 428 
Figures 3a,d,g show the spatial pattern of asymptotic eddy diffusivity estimates for the whole 429 
greater Agulhas system. The individual estimates Kinf
davis and Kinf
disp show the same general 430 
pattern and magnitude as the combined estimate Kinf: Highest eddy diffusivities are found 431 
around the AR region (cf. Figure 2g), an area with strong unstable mean flow and high EKE 432 
(Figure 1c and 5c). Relatively high eddy diffusivities also occur in regions with weaker 433 
background flow, but still high EKE, such as in the Cape Basin around the major pathway for 434 
Agulhas Rings (Schouten et al. 2000; Dencausse et al. 2010), and in the region west and south 435 
of Madagascar, where Mozambique Channel Eddies and South East Madagascar Eddies 436 
propagate (Schouten et al. 2002). In the strong but relative stable Agulhas Current, eddy 437 
diffusivities are lower due to high mean kinetic energy but comparatively low EKE. In the 438 
vicinity of the ARC (cf. Figure 2f), diffusivities are further decreased, despite locally high 439 
EKE (Figure 1c and 5c). Lowest diffusivities occur around the low-energy eSAG region.  440 
 The spatial pattern of the maximum diffusivity estimates, as exemplarily shown for the 441 
combined estimate Kmax in Figure 4a, is similar to that of the asymptotic diffusivity estimates. 442 
However, despite a general increase in magnitude, the spatial pattern of Kmax better resembles 443 
that of EKE. In particular, the region around the ARC shows strongly elevated diffusivities. 444 
The pronounced differences between Kmax and Kinf in this region can be interpreted as the 445 
imprint of eddy mixing suppression by mean flow as already discussed exemplarily for the 446 
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ARC bin (section 2.1). The relation Kmax/Kinf displayed in Figure 4d highlights all areas where 447 
Kmax greatly overestimates Kinf and thus where eddy mixing suppression is strong. The region 448 
around the ARC clearly stands out, but also in the northern part of the Antarctic Circumpolar 449 
Current (ACC) eddy mixing suppression is apparent. This fits well to the theory of eddy 450 
mixing, since both regions feature an eastward mean flow and the possibility for westward 451 
propagation of eddies. 452 
Averaging over all spatial bins yields diffusivities of ~3.3 x 103, ~3.5 x 103, and ~3.4 x 103 453 
m2 s-1 for  Kinf
davis, Kinf
disp, and Kinf, respectively. Even though the spatially averaged Kinf
disp 454 
constitutes a slightly higher estimate than the spatially averaged Kinf
davis, local differences 455 
between Kinf
davis and Kinf
disp vary in sign and magnitude. Largest discrepancies are found in the 456 
AR and ARC regions, where diffusivities differ by up to more than 5.0 x 103 m2 s-1 (Table 3). 457 
Furthermore, local discrepancies in Kinf are higher than those in Kmax (not shown), 458 
highlighting the difficulty to capture convergence of the diffusivity estimates. Even though 459 
the approach introduced by Oh et al. (2000) and formulated in its refined form by Zhurbas et 460 
al. (2014) seems to be applicable in most regions, the combined diffusivity estimate 𝐾(𝐱, 𝑡)  461 
should be interpreted with caution for areas with big discrepancies between the two individual 462 
diffusivity estimates. 463 
3.2 Comparison of eddy diffusivity estimates derived from simulated trajectories and 464 
drifter data 465 
In this section we compare diffusivity estimates obtained from Lagrangian experiment 466 
SIMeddy-5d with those obtained from drifter data (OBS). A comparison with other 467 
observational-based eddy diffusivity estimates calculated with alternative techniques is given 468 
in section 4. 469 
Estimates of Kinf and Kmax obtained from OBS and SIMeddy-5d show a good agreement in 470 
their spatial pattern (Figures 3,4); averaging over all spatial bins yields values for Kinf (Kmax ) 471 
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of ~3.4 x 103 (~5.2 x 103) and ~4.1 x 103 (~6.0 x 103) m2 s-1, for SIMeddy-5d and OBS, 472 
respectively.  473 
For nearly the whole greater Agulhas system pseudo-Eulerian mean EKE (Figure 5c,d,f, 474 
Table 2,3) is lower in SIMeddy-5d than in OBS, indicating that the on average slightly lower 475 
diffusivity values in SIMeddy-5d are mainly related to a weaker mesoscale variability. 476 
Averaging over all spatial bins yields 197 and 307 cm2 s-2 for SIMeddy-5d and OBS, 477 
respectively. Possible reasons for this discrepancy are the following: First, there are known 478 
weaknesses of the model configuration. The EKE in the open ocean is too low in most model 479 
simulations due to un- or under-resolved processes, and it is further decreased in ocean model 480 
simulations forced with relative winds, such as those employed in this study, due to enhanced 481 
surface drag (Eden and Dietze 2009). A limited representation of the depth-dependent Ekman 482 
drift in view of a too scarce vertical grid spacing (6 m at the surface) of the model may have 483 
further contributed to lowered EKE values (this follows from the fact that the kinetic energy 484 
of a layer with velocity shear always exceeds the kinetic energy of a layer of the same 485 
thickness and momentum, but with uniform velocity). Second, the discrepancy between OBS 486 
and SIM could be partially related to the nature of surface drifters, which, despite being 487 
drogued at 15m depth, do not perfectly follow the local current, but experience some 488 
additional wind-induced drift (Lumpkin and Pazos 2007; Poulain et al. 2009). Finally, the 489 
different spatio-temporal coverage of drifter data and simulated trajectories matters 490 
(Supplementary). However, keeping in mind that one-to-one comparisons of drifters and 491 
simulated trajectories are of limited use for non-assimilative models (cf. van Sebille et al. 492 
2009), a much better agreement between SIMeddy-5d and OBS seems unlikely, even if the 493 
sampling of simulated trajectories would be adjusted to fit the one of drifter data. Also, the 494 
choice of the overall time period seems to be of minor importance, since diffusivity estimates 495 
obtained from Lagrangian experiment SIMeddy5d hardly differ from Lagrangian experiment 496 
SIMeddy-5d-clim (Figures 6a,7, Table 3), which is identical to SIMeddy-5d despite for the 497 
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fact that the OGCM was forced with climatological atmospheric fields instead of 498 
interannually varying ones. This indicates an only minor impact of interannual to decadal 499 
variability on the diffusivity estimates - at least in the region of interest. 500 
Despite lower mean diffusivities in SIMeddy-5d compared to OBS, we cannot conclude 501 
that trajectories simulated with SIMeddy-5d are generally not sufficiently diffusive, because 502 
locally, the difference between SIMeddy-5d and OBS strongly varies in magnitude and sign.  503 
Since the general pattern of the difference between SIMeddy-5d and OBS is robust with 504 
respect to the method employed for diffusivity estimation (Figure 3c,f,i), a closer 505 
investigation of this pattern is justified. One can distinguish regions where 1) Kmax and Kinf 506 
are lower in SIMeddy-5d than in OBS, such as in the eSAG (Table 2) or South of 507 
Madagascar; 2) Kmax and Kinf are higher in SIMeddy-5d than in OBS, such as in a broad 508 
region west of the retroflection; 3) Kmax is lower, but Kinf is higher in SIMeddy-5d than in 509 
OBS, such as northwest of the retroflection; and 4) Kinf is lower, but Kmax is higher in 510 
SIMeddy-5d than in OBS, such as in parts of the ARC (Table 2) and at the southern boundary 511 
of the study region. In the third and fourth case, the local relation Kmax/Kinf is substantially 512 
altered (Figure 4d,e,f), implying that the local representation of eddy mixing suppression 513 
differs (e.g., in the region around the ARC, eddy mixing suppression is higher in SIMeddy-5d 514 
than in OBS). This is most likely related to the fact that the local pseudo-Eulerian mean flow 515 
sampled by SIMeddy-5d clearly features a coherent eastward current, whereas in OBS, the 516 
mean flow pattern is less clear (Figure 5a,b). 517 
 We conclude that differences in the near-surface lateral eddy diffusivity estimates 518 
between SIMeddy-5d and OBS cannot be directly linked to differences in EKE, but are also 519 
influenced by differences in Lagrangian eddy length and time scales related to the suppression 520 
of eddy mixing. Even though local differences between the diffusivity estimates from 521 
SIMeddy-5d and OBS are strongly non-uniform and can be relatively high, the frequency 522 
distributions of Kinf are remarkably similar (Figure 7, Table 3). Moreover, differences 523 
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between SIMeddy-5d and OBS seem to fall in the uncertainty range. Differences between the 524 
two methods to estimate lateral diffusivities in SIMeddy-5d are of the same magnitude as 525 
differences between SIM and OBS (cf. section 3.1, Table 2); differences between various 526 
observational approaches estimating near-surface lateral eddy diffusivity, e.g., in the ACC 527 
region, are of comparable magnitude or even bigger (Klocker et al., 2012b and references 528 
therein).  Thus, we conclude that the Lagrangian trajectories simulated with the 5-day mean 529 
output of the high-resolution ocean model INALT01 (SIMeddy-5d) capture Lagrangian eddy 530 
diffusivity characteristics of real drifter data fairly well, without the need for additional 531 
random-walk diffusion. 532 
3.3 Sensitivity of eddy diffusivity estimates derived from simulated trajectories to lateral 533 
and temporal resolution 534 
The spatial OGCM resolution determines to which degree eddies are explicitly resolved 535 
during the model simulation. The temporal model output resolution further restricts the scale 536 
of processes captured by offline simulated advective Lagrangian trajectories. In this section 537 
we quantify the sensitivity of the Lagrangian eddy diffusivity estimates to the temporal (5-day 538 
mean versus daily- and monthly- mean) model output resolution and spatial (1/10° versus 539 
1/2°) OGCM resolution, whereby we focus on Kinf. 540 
Sensitivity to the temporal model output resolution 541 
In general, studies of oceanic features from the mesoscale to basin scales require a temporal 542 
model output resolution not longer than a few days. Using offline Lagrangian analyses within 543 
a high-resolution ocean model (1/10°), Qin et al. (2014) showed that the connectivity along 544 
six major currents does not significantly change for temporal resolutions between three-day 545 
and nine-day means. However, degradation in flow characteristics occurs at lower temporal 546 
resolutions, resulting in changed transit times and transports between selected upstream and 547 
downstream sections.  548 
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The comparison of our diffusivity estimates from SIMeddy-5d and SIMeddy-1d shows 549 
that 5-day mean output is sufficient to capture the cumulative effect of eddies on particle 550 
trajectories in the greater Agulhas system: using daily mean output does not substantially 551 
change the spatial distribution (not shown) and magnitude of Kinf and the Lagrangian integral 552 
time and length scales (Table 3).  553 
SIMeddy-1m yields the same spatial pattern of Kinf as SIMeddy-5d (Figure 6b), but 554 
with a generally reduced magnitude (exception: eddy diffusivities in the northern part of the 555 
ACC and in near-coastal parts of the AR are increased compared to SIMeddy-5d), resulting in 556 
lower spatial mean values, and a slightly smaller spatial variability (Figure 7, Table 3). Even 557 
though eddy diffusivities are reduced, the spatial mean Kinf still reaches ~3.0 x 10
3 m2 s-1 558 
(compared to ~3.4 x 103 m2 s-1 in SIMeddy-5d). This suggests that monthly mean velocity 559 
fields do capture a substantial amount of eddy variability – at least in the greater Agulhas 560 
system. Yet, EKE is reduced by 26% (spatial average of 145 cm2 s-2 in SIMeddy-1m 561 
compared to 197 cm2 s-2 in SIMeddy-5d), and average TL and LL are increased (Table 3). The 562 
disproportional reduction of Kinf by only 12% again highlights that variability and changes in 563 
Kinf cannot be directly explained by changes in EKE. The results further support the idea that 564 
larger and more persistent eddy features are the dominant factors determining eddy 565 
diffusivities ( Wolfram et al. 2015). 566 
These results agree with Qin et al. (2014), who showed that the connectivity transports 567 
in the AC and AR  revealed no significant changes for monthly mean fields compared to 568 
three-day mean fields (in contrast to other investigated regions). Likewise, Biastoch et al. 569 
(2015) and Cheng et al. (2016) reported interannual to decadal variability in Agulhas Leakage 570 
transport to be captured by monthly-mean data. Yet, Qin et al. (2014) also noted that the mean 571 
transit time for the AC does change significantly for monthly mean fields compared to three-572 
day mean fields. This can be explained by the fact that in the greater Agulhas system 573 
connectivity transports, as eddy diffusivities, are dominated by the largest and most persistent 574 
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mesoscale features which are associated with the largest transports (and constitute some of the 575 
largest eddies of the world ocean), while transit time distributions are prone to be influenced 576 
by eddy variability at all scales.  577 
Sensitivity to lateral OGCM resolution 578 
By the criteria of Hallberg (2013), the ORCA05 model configuration is non-eddying in the 579 
extended Agulhas Current system, whereas INALT01 is eddy-resolving (cf. section 2.1). We 580 
already showed that SIMeddy-5d (as well as SIMeddy-1d and with slight restrictions also 581 
SIMeddy-1m) captures the general features of observed eddy diffusivities. In principle, eddy 582 
diffusivities (as well as EKE) obtained from non-eddying simulations should approach zero. 583 
In reality, the scale separation between eddies and mean flow is imperfect. Depending over 584 
which time and space scales the mean is defined, some lower frequency variance remains in 585 
the residual velocities and may lead to non-zero eddy diffusivity estimates even in so-called 586 
non-eddying ocean models. Furthermore, numerical noise introduces artificial high-frequency 587 
variability. Our analysis for SIMnoeddy-5d yields a spatial mean pseudo-Eulerian EKE of 53 588 
cm2 s-2 and corresponding Kinf of ~1.4 x 10
3 m2 s-1 (Table 3). Hence, Kinf in SIMnoeddy-5d 589 
(Figure 6c) is on average 2.0 x 103 m2 s-1 weaker than in SIMeddy-5d (cf. section 3.1), but 590 
still shows the rough spatial pattern from SIMeddy-5d  and does not reach values close to 591 
zero. Again, the reduction in EKE (~73%) is larger than that in Kinf (~58%). The reduction of 592 
estimated lateral eddy diffusivities is consistent with the reduction of estimated isopycnal 593 
eddy diffusivities of ~50-60% reported by Wolfram et al. (2015) based on simulations with an 594 
idealized ocean basin at 32 km resolution compared to simulations at 8 km resolution (their 595 
Table 2). 596 
Using the non-eddying OGCM configuration with online GM parameterization 597 
(SIMpareddy-5d) yields spatial mean pseudo-Eulerian EKE and eddy diffusivity estimates 598 
close to zero (Figure 6d). This is due to the fact that while parameterizing the advective effect 599 
of mesoscale eddies where there are not resolved by the model, GM also suppresses the 600 
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explicit generation of physical as well as numerical mesoscale variability (Hallberg 2013, cf. 601 
section 2.2).  602 
In summary, Lagrangian trajectories simulated with the output from our coarse resolution 603 
OGCM configuration do not sufficiently capture the effect of mesoscale eddies on particle 604 
dispersal, which results in too low eddy diffusivity values compared to estimates based on 605 
observations and eddy-resolving model simulations. Lagragian eddy diffusivity estimates are 606 
further reduced by the employed GM parametrization. Nevertheless, for Lagrangian particle 607 
simulations the combined Eulerian and eddy-induced velocities from a model simulation with 608 
GM may be favored over velocities from coarse resolution model simulations without GM, 609 
since they are supposed to represent large-scale circulation patterns and the advective part of 610 
particle dispersal more realistically (cf. section 2.2). In order to capture the effect of 611 
mesoscale turbulence, one could fill the gap between coarse resolution simulations and 612 
observations/high-resolution simulations by stochastic Lagrangian parameterizations (cf. 613 
section 4). 614 
 615 
4. Comparison with other eddy diffusivity estimates and implications for eddy 616 
parameterizations 617 
Comparison with other eddy diffusivity estimates for the greater Agulhas system 618 
Peng et al. (2015) derived Lagrangian eddy diffusivity estimates for the Indian Ocean from 619 
surface drifter data by using a binning technique similar to Zhurbas et al. (2014), but deriving 620 
diffusivities from the autocorrelation of residual velocities, which were calculated using the 621 
Gauss–Markov method (Lumpkin and Johnson 2013). They concluded that their diffusivity 622 
estimates (with seasonal effects removed) generally agree with the asymptotic estimates of 623 
Zhurbas et al. (2014), which can be confirmed by a closer inspection of their Figure 7 and our 624 
Figures 3g,h. In the region south of Madagascar our estimates for Kinf between  2.0 x 10
3 to 625 
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12.0 x 103 m2 s-1 correspond well to their asymptotic minor principal component diffusivity 626 
estimate κ2 of 11.5 x 103 m2 s-1 for region D7 (their table Table 2). 627 
Our results also match the Osborn-Cox diffusivity calculated from the evolution of 628 
passive tracers (simulated with surface velocities derived from AVISO sea-surface height 629 
data) by Abernathey and Marshall (2013), who reported diffusivity values between 1.0 and 630 
10.0 x 103 m2 s-1 for the greater Agulhas system (their Figure 2). The overall agreement in 631 
magnitude and spatial pattern of our particle- and their tracer-based diffusivity estimates is 632 
encouraging. It supports the applicability of the results of Klocker et al. (2012b) and Wolfram 633 
and Ringler (2017), showing that particle- and tracer-based diffusivities are similar in a 634 
simple zonal channel flow, to the complex real oceanic circulation of the greater Agulhas 635 
system.  636 
Implications for stochastic parameterizations in offline trajectory calculations 637 
To derive more diffusive pathways capturing the effect of unresolved turbulence even from 638 
coarse resolution OGCMs, stochastic Lagrangian parameterizations can be employed in 639 
offline trajectory calculations (cf. section 1). However, it is still an open question how to 640 
robustly specify an appropriate stochastic model and how to fit the associated parameters with 641 
respect to the spatial and temporal resolution of any given Eulerian ocean model output. 642 
Though we did not implement a stochastic parameterization here, our study reveals 643 
important aspects to be considered: 1) Since asymptotic diffusive regimes could be identified 644 
for different dynamic regimes in the greater Agulhas system, stochastic Lagrangian 645 
parameterizations as described in Griffa et al. (1995) may indeed be appropriate to mimic the 646 
effect of mesoscale turbulence in this region; 2) Stochastic Lagrangian parameterizations 647 
should account for the spatial variability of the diffusivity parameter, which does not 648 
necessarily scale with variability in EKE; 3) The choice of parameters in the stochastic 649 
Lagrangian parameterizations should not only account for the horizontal (and temporal) 650 
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resolution of the underlying OGCM, but should also consider possible sub-grid scale 651 
parameterizations, such as GM. 652 
Based on these considerations, we would like to emphasize that the application of a 653 
stochastic Lagrangian parameterization implies changing from a pure Lagrangian analysis of 654 
the Eulerian OGCM model output to a Lagrangian modelling approach of particle dispersion, 655 
which may break consistency with the underlying OGCM physics and thus – depending on 656 
the scientific question – may not always be desired. 657 
Relation between Lagrangian eddy diffusivity estimates and diffusivity coefficients of 658 
OGCM diffusion parameterizations 659 
The Lagrangian eddy diffusivity is a quantitative diagnostic for the cumulative effect of 660 
eddies on the Lagrangian dispersal and as such, it is used in this paper to assess simulated 661 
particle dispersal. However, others studies estimating Lagrangian eddy diffusivities from 662 
high-resolution OGCM output or drifter data are partially motivated by the desire to 663 
determine more realistic parameter values for Eulerian diffusion parameterizations in coarse-664 
resolution OGCMs. It is therefore worthwhile to compare our Lagrangian diffusivity 665 
estimates with the diffusivity coefficients used in those parametrizations, such as the Redi 666 
coefficient (Redi 1982) Aht. Aht should quantify the effect of scales not resolved in the OGCM 667 
(i.e. variability occurring below 0.1° and 0.5° for INALT01 and ORCA05 experiments, 668 
respectively) on tracer mixing rates. Important for this context, Lagrangian eddy diffusivities 669 
derived from the respective OGCM represent the effect of the (fully or partially) resolved 670 
mesoscale on tracer mixing rates. 671 
Following this reasoning, one would expect the difference in the Lagrangian eddy 672 
diffusivity estimates derived from a high-resolution OGCM experiment, e.g., SIMeddy-5d, 673 
and a coarse-resolution OGCM experiment, e.g., SIMnoeddy-5d, to be comparable in 674 
magnitude to the respective difference in the employed diffusivity coefficients. Both should 675 
be representative for the diffusive effect of mesoscale variability at horizontal scales between 676 
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0.1° and 0.5°. This is however not the case: The difference in the Lagrangian eddy 677 
diffusivities exhibit a pronounced spatial variability at magnitudes O(103) m2 s-1. Since Aht 678 
does not include spatial variability apart from its adaptation to the changing grid sizes, also 679 
the difference in Aht does not feature spatial variability. Even more strikingly, the difference 680 
in Aht only reaches magnitudes O(10
2)  m2 s-1. 681 
This indicates that either the model coefficients are not chosen optimally, or, that 682 
Eulerian diffusivity coefficients and Lagrangian eddy diffusivity estimates are two measures 683 
that cannot be easily compared.  684 
One could argue that Lagrangian eddy diffusivity estimates derived from drifter data 685 
quantify the rate of lateral dispersal in the surface mixed layer, whereas most modern ocean 686 
models, as those employed here, use isopycnal diffusivities for their sub-grid scale 687 
parametrizations. Yet, mesoscale eddies mix tracers along isopycnals and horizontally at the 688 
sea surface (Treguier et al. 1997; Abernathey et al. 2013), so that the lateral eddy diffusivities 689 
estimated from GDP data and our simulated drifter trajectories can be treated as eddy 690 
diffusivity in the surface mixed layer.  However, model diffusivities have to be tuned not only 691 
with respect to physical, but also with respect to numerical considerations. Profound 692 
simplifications in the OGCM diffusion parametrization may further inhibit a direct relation 693 
between Eulerian diffusivity coefficients and Lagrangian eddy diffusivity estimates.  Also to 694 
consider, as already stated by Rypina et al. (2016), Lagrangian diffusivity estimates constitute 695 
non-local measures, while the diffusivity coefficient for the sub-grid scale parameterization 696 
should represent the local effect of eddies. Finally, keeping in mind the challenges of 697 
Lagrangian eddy diffusivity estimation, such as removing the mean flow effect and capturing 698 
truly asymptotic regimes, Lagrangian eddy diffusivity estimates may not exclusively quantify 699 
the impact of mesoscale eddies but may be additionally influenced by methodological 700 
choices. Therefore, tuning coarse-resolution OGCM Eulerian eddy diffusivity coefficients 701 
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based on Lagrangian eddy diffusivities estimated from high-resolution models or observations 702 
remains an outstanding issue which needs to be further addressed in more dedicated studies.  703 
 704 
5. Conclusions 705 
 In this study we assessed spatially variable near-surface lateral (mesoscale) eddy diffusivity 706 
estimates obtained from both simulated Lagrangian trajectories and real drifter data for the 707 
greater Agulhas system following the approach of Zhurbas et al. (2014). Answering the three 708 
questions outlined in section 1 we showed that in this region: 709 
(1) Using 5-day mean velocity fields from the eddy-resolving ocean model configuration 710 
INALT01, asymptotic diffusive regimes could be identified for dynamically different 711 
sites, some of which exhibit strong suppression of eddy mixing by mean flow. 712 
(2) The Lagrangian model-based eddy diffusivity estimates agree in pattern and 713 
magnitude with the observational-based estimates from Zhurbas et al. (2014), and are 714 
also comparable to the tracer-based eddy diffusivity estimates provided by Abernathey 715 
and Marshall (2013). 716 
(3a) Using monthly-mean velocity output decreases the EKE, but decreases eddy 717 
diffusivity estimates disproportionally less, supporting the idea that larger and more 718 
persistent eddy features are the dominant factors determining eddy diffusivities (cf. 719 
Wolfram et al. (2015)). 720 
(3b) Using 5-day mean velocity fields from the non-eddying ocean model configuration 721 
ORCA05 greatly reduces Lagrangian lateral eddy diffusivities; if a GM parameterization 722 
is employed, diffusivities further reduce to values close to zero. 723 
These results suggest that when employing a stochastic Lagrangian parameterization to 724 
derive more diffusive trajectories from coarse-resolution model output – in particular for 725 
large-scale applications – one should consider the spatial variability of the diffusivity 726 
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parameter, which does not necessarily scale with variability in EKE, as well as possible sub-727 
grid scale parameterizations such as GM. 728 
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 746 
APPENDIX A 747 
Details of the eddy diffusivity estimation – smoothing choices and deviation from the 748 
original Zhurbas et al. (2014) approach 749 
We followed the approach by Zhurbas et al. (2014) in all fundamental steps summarized 750 
in Figure 8, which were already introduced by Oh et al. (2000), including the smoothing 751 
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approaches adjusted to the spatial-temporal coverage of drifter data. Due to the increase of the 752 
sampling error with increasing time lag (Davis 1991b), a time-dependent finite differencing 753 
was applied to obtain kjk
disp(x, t), and the tensor components kjk(x, t) and sjk(x, t) were low-754 
pass filtered with a cosine filter and time-dependent filter window length. The time increment 755 
δt was chosen to equal the filter window [t − 0.2t, t + 0.2t]. Further details can be found in 756 
Oh et al. (2000), Zhurbas and Oh (2004), and Zhurbas et al. (2014). Note that simulated 757 
drifter trajectories were processed identical to the drifter data for comparability reasons. For a 758 
pure model study with a very large number of trajectories less smoothing and non-759 
overlapping bins may be sufficient and preferred, as indicated by Figure 9: The asymptotic 760 
diffusivity estimates inferred from SIMeddy-5d hardly change when removing the time-761 
dependent filtering and differencing, and also show only small changes when changing to 762 
non-overlapping 2° x 2° bins. 763 
We deviated from the original Zhurbas et al. (2014) approach by slightly altering the 764 
quality control of drifter data to allow for speeds until 3 m s-1 (instead of removing data with 765 
speeds > 2 m s-1), since in the region of interest velocities reaching (exceeding) 2 m s-1 were 766 
reported from observations (and are apparent in the modeled velocity fields). We were further 767 
able to increase the number of considered pseudo-tracks for large time lags by extending the 768 
area over which trajectories were sampled for a certain bin (also necessary due to the very 769 
high local current velocities and thus large dispersion due to mean currents). Finally, we fixed 770 
a slight inconsistency in the estimation of Kmax which previously only considered time lags 771 
until 10 days (occasionally leading to Kinf > Kmax).  772 
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Tables 1041 
 1042 
Table 1: Summary of the global ocean general circulation model (OGCM) simulations, which 1043 
provided the velocity fields used for 6 Lagrangian experiments performed in this study. All 1044 
OGCM simulations used a Laplacian iso-neutral diffusion of tracers (with different values for 1045 
the isopycnal diffusivity coefficient Aht0) and a bi-Laplacian lateral diffusion of momentum 1046 
(with different values for the horizontal viscosity coefficient Ahm0).  1047 
 1048 
 1049 
Table 2: Statistics for 4 selected 5° x 5° bins centered on the listed coordinates: Pseudo-1050 
Eulerian mean speed and mean eddy kinetic energy (EKE), as well as asymptotic (Kinf) and 1051 
maximum (Kmax) near-surface lateral eddy diffusivity estimates, and Lagrangian integral time 1052 
(TL) and length (LL) scales obtained from surface drifter data (OBS) and Lagrangian 1053 
experiment SIMeddy-5d. 1054 
Lagrangian 
experiment 
OGCM 
configuration 
/simulation 
horizontal 
resolution 
Sub-grid scale 
parameterizations 
[Aht0] =  m
2 s-1 
[Ahm0] =  m
4 s-1 
spin-up 
forcing type/ 
period 
temporal output 
resolution/period 
SIMeddy-1d 
 
INALT01/ 
KJD308 
 
 
 
- base model: 
1/2° 
 
- nest: 
1/10° 
 
 
 
-base model: 
Aht0: 600 
Ahm0: -12x10
11 
 
-nest: 
Aht0: 200 
Ahm0: -2.125x10
10 
 
- base model: 
forcing 1978-1997 
(JD305) 
 
- nest: 
no spin-up, 
initialized with 
base model fields 
hindcast/ 
1948-2007 
(1-day mean 
fields only  
between 1995-
2007) 
1-day mean/ 
1996-2007 
SIMeddy-5d 
5-day mean/ 
1996-2007 
SIMeddy-1m 
monthly mean/ 
1996-2007 
SIMeddy-5d-clim 
INALT01/ 
KJD309 
climatological/ 
60 years 
5day mean/ 
year 49-60 
SIMnoeddy-5d 
ORCA05/ 
JD308 
globally 1/2° 
Aht0: 600 
Ahm0: -12x10
11 
forcing 1978-1997 
(JD305) 
hindcast/ 
1948-2007 
5-day mean/ 
1996-2007 
SIMpareddy-5d 
ORCA05 
JD409 
Aht0: 600 
Ahm0: -12x10
11 
+ GM 
forcing 1978-1997 
(JD405) 
climatological/ 
60 years 
5-day mean/ 
year 49-60 
Region 
Lagrangian 
experiment 
Speed 
in  
cm s-1 
EKE 
in  cm2 
s-2 
Kinf 
in 103 m2 s-1 
Kmax 
in 103 m2 s-1 
TL 
in days 
LL 
in km 
K Kdav Kdisp K Kdav Kdisp 
Eastern South Atlantic 
Gyre (eSAG; 24°S, 5°W) 
SIMeddy-5d 4 15 1.46 1.51 1.41 1.53 1.59 1.47 11.6 38.2 
OBS 5 42 1.95 2.02 1.89 1.96 2.03 1.91 5.4 30.2 
Agulhas Return Current 
(ARC; 40°S, 35°E) 
SIMeddy-5d 17 482 3.04 3.88 2.20 12.20 12.30 12.50 0.7 13.9 
OBS 15 607 4.12 4.58 3.67 8.87 8.99 8.75 0.8 16.7 
Agulhas Retroflection 
(AR; 40°S, 17°E) 
SIMeddy-5d 6 1218 11.20 14.40 8.07 21.80 22.30 21.70 1.1 32.0 
OBS 12 1266 9.81 7.75 11.90 19.20 18.30 20.10 0.9 27.6 
Agulhas Current 
(AC; 32°S, 31°E) 
SIMeddy-5d 16 193 5.25 3.40 7.10 5.31 4.23 7.15 3.2 38.2 
OBS 24 458 4.43 3.70 5.17 8.07 9.54 8.34 1.1 20.7 
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 1055 
 1056 
Table 3: Summary of spatial mean pseudo-Eulerian and Lagrangian statistics for the greater 1057 
Agulhas system obtained from surface drifter data (OBS) and the 6 Lagrangian experiments 1058 
performed in this study: near-surface pseudo-Eulerian mean speed and eddy kinetic energy 1059 
(EKE), as well as asymptotic (Kinf) and maximum (Kmax) near-surface lateral eddy diffusivity, 1060 
and Lagrangian integral time (TL) and length (LL) scales. The spatial mean has been 1061 
calculated by averaging over all 416 spatial bins. 1062 
  1063 
Lagrangian experiment 
Speed 
in  
cm s-1 
EKE 
in  cm2 
s-2 
Kinf 
in 103 m2 s-1 
Kmax 
in 103 m2 s-1 TL 
in days 
LL 
in km 
K Kdav Kdisp K Kdav Kdisp 
OBS 11 307 4.09 3.87 4.33 6.03 5.94 6.58 2.1 24.6 
SIMeddy-1d 7 200 3.42 3.29 3.56 5.10 5.04 5.28 3.8 29.0 
SIMeddy-5d 7 197 3.41 3.27 3.54 5.15 5.08 5.34 3.9 29.3 
SIMeddy-5d-clim 7 201 3.28 3.17 3.40 5.15 5.09 5.36 4.0 28.6 
SIMeddy-1m 7 145 2.99 2.86 3.10 4.35 4.26 4.55 4.4 29.6 
SIMnoeddy-5d 7 53 1.39 1.32 1.46 2.08 2.00 2.08 6.4 23.7 
SIMpareddy-5d 6 6 0.28 0.27 0.29 0.31 0.31 0.33 6.2 10.3 
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Figure caption list 1064 
 1065 
Figure 1: Eulerian fields simulated with the eddy-resolving ocean model configuration 1066 
INALT01-KJD308. a) Snapshot of the daily mean current speed at 15m depth (15-Jan-2005); 1067 
b) Long-term mean (1996-2006) Eulerian velocity speed (color shading) and direction 1068 
(vectors),  velocity vectors for speeds > 50 cm s-1 are displayed thick and at half-length 1069 
compared to vectors for speeds < 50 cm s-1; c) Long-term mean (1996-2006) Eulerian EKE, 1070 
contours are displayed for 50, 100, 300, 700, and 1300 cm2 s-2. In all subplots, the red dashed 1071 
frame surrounds the region in which virtual fluid particles were released. The black dashed 1072 
and solid frames enclose the 5° x 5° and 2° x 2° bins used for the diffusivity calculations and 1073 
plotting, respectively, for the Agulhas Current (AC), Agulhas Retroflection (AR), Agulhas 1074 
Return Current (ARC), and eastern South Atlantic Gyre (eSAG). 1075 
 1076 
Figure 2: Time lag dependent near-surface eddy dispersion and diffusivity estimates for 1077 
the four regions marked in Figure 1, obtained from Lagrangian experiment SIMeddy-1078 
5d. a-d) Zonal (𝑠𝑥𝑥, dark blue line), meridional (𝑠𝑦𝑦, light blue line), and minor principal 1079 
component (𝑠𝑝2, black dashed line) of the ensemble mean single-particle dispersion tensor; e-1080 
f) Minor principal component of the half growth rate of the single-particle dispersion tensor 1081 
(𝑘𝑝2
𝑑𝑖𝑠𝑝
, black dashed lines), minor principal component of the symmetric part of the Davis 1082 
diffusivity tensor (𝑘𝑝2
𝑑𝑎𝑣𝑖𝑠, black dotted lines), and combined lateral eddy diffusivity estimate 1083 
defined as the semi-sum of the two diffusivity measures (𝐾, black solid lines). Red horizontal 1084 
lines indicate the asymptotic lateral eddy diffusivity estimate (Kinf) inferred as the average of 1085 
K in the red shaded time lag interval 15days ≤ t ≤ 20days. Please note the different scaling of 1086 
the y-axis in all subplots. 1087 
 1088 
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Figure 3: Spatial pattern of asymptotic near-surface eddy diffusivity estimates. Shown 1089 
are results obtained from Lagrangian experiment SIMeddy-5d (upper panels), and drifter data 1090 
(OBS, middle panels), as well as the relative difference between simulations and observations 1091 
(lower panels).  Asymptotic eddy diffusivity estimates from a-c) the minor principal 1092 
component of the half growth rate of the single-particle dispersion tensor Kinf
disp; d-f) the 1093 
minor principal component of the symmetric part of the Davis diffusivity tensor Kinf
dav; and g-1094 
i) the combined lateral eddy diffusivity estimate Kinf. The relative difference is defined as 1095 
[SIMeddy-5d – OBS]/OBS, respective contours are displayed at a distance of 0.5. 1096 
 1097 
Figure 4: Spatial pattern of maximum eddy diffusivity estimates and the relation of 1098 
maximum to asymptotic eddy diffusivity estimates. Shown are results for the combined 1099 
lateral eddy diffusivity estimates obtained from  Lagrangian experiment SIMeddy-5d (upper 1100 
panels), drifter data (OBS, middle panels), as well as the relative difference between 1101 
simulations and observations (lower panels). a-c) Maximum eddy diffusivity  estimate Kmax, 1102 
included here as an approximate measure for the unsuppressed diffusivities; d-f) Relation of 1103 
Kmax to the sought-after asymptotic diffusivity estimate Kinf, quantifying the strength of eddy 1104 
diffusivity suppression (color shading), and pseudo-Eulerian mean velocity (vectors, cf. 1105 
Figure 6). The relative difference is defined as [SIMeddy-5d – OBS]/OBS, respective 1106 
contours are displayed at a distance of 0.5. 1107 
 1108 
Figure 5: Near-surface pseudo-Eulerian mean velocity and EKE. Shown are results 1109 
obtained from experiment SIMeddy-5d (upper panels) and drifter data (OBS, middle panels). 1110 
a-b) Mean speed (contours and color shading), and direction (vectors) of the pseudo-Eulerian 1111 
mean velocity.  Contours are displayed every 5 cm s-1, velocity vectors for speeds > 10 cm s-1 1112 
are displayed thick and at half-length compared to vectors for speeds < 10 cm s-1. c-d) 1113 
Pseudo-Eulerian  EKE,  contours are displayed for 50, 100, 300, 700, and 1300 cm2 s-2. e-f) 1114 
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Relative difference defined as [SIMeddy-5d – OBS]/OBS, contours are displayed at a 1115 
distance of 0.5. 1116 
 1117 
Figure 6: Sensitivity of the asymptotic eddy diffusivity estimates (Kinf) to OGCM 1118 
choices. Shown are results for the combined lateral eddy diffusivity estimates obtained from 1119 
the Lagrangian experiments performed with the eddy-resolving OGCM configuration 1120 
INALT01 a) forced with climatological atmospheric fields (SIMeddy-5d-clim), and b) forced 1121 
with interannually varying atmospheric fields, but using monthly mean velocites (SIMeddy-1122 
1m). Also shown are the results from the Lagrangian experiments performed with the non-1123 
eddying OGCM configuration ORCA05 c) without (SIMnoeddy-5d), and d) with GM 1124 
parametrization of baroclinic eddies (SIMpareddy-5d). 1125 
 1126 
Figure 7: Boxplots of the spatial distributions of a) the asymptotic eddy diffusivity 1127 
estimates Kinf and b) pseudo-Eulerian mean EKE. Shown are results for all Lagrangian 1128 
experiments employed in this study, whereby Kinf was inferred from the combined lateral 1129 
eddy diffusivity estimate. On each box, the central mark indicates the median calculated out 1130 
of the 416 overlapping 5° x 5° spatial ocean bins for the greater Agulhas system, the left and 1131 
right edges of the box indicate the 25th and 75th percentiles, respectively, and the whiskers 1132 
extend to the minimum and maximum values. The dashed vertical lines indicate the mean 1133 
values (cf. Table 3). 1134 
 1135 
Figure 8: Lateral eddy diffusivity estimation following Oh et al. (2000). 1136 
 1137 
Figure 9: Robustness of the asymptotic eddy diffusivity estimates (Kinf) with respect to 1138 
smoothing choices. Shown are the results for the combined lateral eddy diffusivity estimates 1139 
obtained from Lagrangian experiment SIMeddy-5d with different bin sizes and filters 1140 
49 
 
employed: a) overlapping 5° x 5° bins and time-dependent filtering of the diffusivity and 1141 
dispersion tensors, as well as time-dependent finite differencing as described in the method 1142 
section (same as Figure 2g); b) overlapping 5° x 5° bins, but no filtering and no time-1143 
dependent finite differencing; c) time-dependent filtering of the diffusivity and dispersion 1144 
tensors, as well as time-dependent finite differencing as described in the method section, but 1145 
non-overlapping 2° x 2° bins ; d) non-overlapping 2° x 2° bins, as well as no filtering and no 1146 
time-dependent finite differencing. 1147 
1148 
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 1149 
Figure 1: Eulerian fields simulated with the eddy-resolving ocean model configuration 1150 
INALT01-KJD308. a) Snapshot of the daily mean current speed at 15m depth (15-Jan-2005); 1151 
b) Long-term mean (1996-2006) Eulerian velocity speed (color shading) and direction 1152 
(vectors),  velocity vectors for speeds > 50 cm s-1 are displayed thick and at half-length 1153 
compared to vectors for speeds < 50 cm s-1; c) Long-term mean (1996-2006) Eulerian EKE, 1154 
contours are displayed for 50, 100, 300, 700, and 1300 cm2 s-2. In all subplots, the red dashed 1155 
frame surrounds the region in which virtual fluid particles were released. The black dashed 1156 
and solid frames enclose the 5° x 5° and 2° x 2° bins used for the diffusivity calculations and 1157 
plotting, respectively, for the Agulhas Current (AC), Agulhas Retroflection (AR), Agulhas 1158 
Return Current (ARC), and eastern South Atlantic Gyre (eSAG).  1159 
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 1160 
Figure 2: Time lag dependent near-surface eddy dispersion and diffusivity estimates for 1161 
the four regions marked in Figure 1, obtained from Lagrangian experiment SIMeddy-1162 
5d. a-d) Zonal (𝑠𝑥𝑥, dark blue line), meridional (𝑠𝑦𝑦, light blue line), and minor principal 1163 
component (𝑠𝑝2, black dashed line) of the ensemble mean single-particle dispersion tensor; e-1164 
f) Minor principal component of the half growth rate of the single-particle dispersion tensor 1165 
(𝑘𝑝2
𝑑𝑖𝑠𝑝
, black dashed lines), minor principal component of the symmetric part of the Davis 1166 
diffusivity tensor (𝑘𝑝2
𝑑𝑎𝑣𝑖𝑠, black dotted lines), and combined lateral eddy diffusivity estimate 1167 
defined as the semi-sum of the two diffusivity measures (𝐾, black solid lines). Red horizontal 1168 
lines indicate the asymptotic lateral eddy diffusivity estimate (Kinf) inferred as the average of 1169 
K in the red shaded time lag interval 15days ≤ t ≤ 20days. Please note the different scaling of 1170 
the y-axis in all subplots.  1171 
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 1172 
Figure 3: Spatial pattern of asymptotic near-surface eddy diffusivity estimates. Shown 1173 
are results obtained from Lagrangian experiment SIMeddy-5d (upper panels), and drifter data 1174 
(OBS, middle panels), as well as the relative difference between simulations and observations 1175 
(lower panels).  Asymptotic eddy diffusivity estimates from a-c) the minor principal 1176 
component of the half growth rate of the single-particle dispersion tensor Kinf
disp; d-f) the 1177 
minor principal component of the symmetric part of the Davis diffusivity tensor Kinf
dav; and g-1178 
i) the combined lateral eddy diffusivity estimate Kinf. The relative difference is defined as 1179 
[SIMeddy-5d – OBS]/OBS, respective contours are displayed at a distance of 0.5.   1180 
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 1181 
Figure 4: Spatial pattern of maximum eddy diffusivity estimates and the relation of 1182 
maximum to asymptotic eddy diffusivity estimates. Shown are results for the combined 1183 
lateral eddy diffusivity estimates obtained from Lagrangian experiment SIMeddy-5d (upper 1184 
panels), drifter data (OBS, middle panels), as well as the relative difference between 1185 
simulations and observations (lower panels). a-c) Maximum eddy diffusivity  estimate Kmax, 1186 
included here as an approximate measure for the unsuppressed diffusivities; d-f) Relation of 1187 
Kmax to the sought-after asymptotic diffusivity estimate Kinf, quantifying the strength of eddy 1188 
diffusivity suppression (color shading), and pseudo-Eulerian mean velocity (vectors, cf. 1189 
Figure 6). The relative difference is defined as [SIMeddy-5d – OBS]/OBS, respective 1190 
contours are displayed at a distance of 0.5.  1191 
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 1192 
Figure 5: Near-surface pseudo-Eulerian mean velocity and EKE. Shown are results 1193 
obtained from experiment SIMeddy-5d (upper panels) and drifter data (OBS, middle panels). 1194 
a-b) Mean speed (contours and color shading), and direction (vectors) of the pseudo-Eulerian 1195 
mean velocity.  Contours are displayed every 5 cm s-1, velocity vectors for speeds > 10 cm s-1 1196 
are displayed thick and at half-length compared to vectors for speeds < 10 cm s-1. c-d) 1197 
Pseudo-Eulerian  EKE,  contours are displayed for 50, 100, 300, 700, and 1300 cm2 s-2. e-f) 1198 
Relative difference defined as [SIMeddy-5d – OBS]/OBS, contours are displayed at a 1199 
distance of 0.5.  1200 
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 1201 
Figure 6: Sensitivity of the asymptotic eddy diffusivity estimates (Kinf) to OGCM 1202 
choices. Shown are results for the combined lateral eddy diffusivity estimates obtained from 1203 
the Lagrangian experiments performed with the eddy-resolving OGCM configuration 1204 
INALT01 a) forced with climatological atmospheric fields (SIMeddy-5d-clim), and b) forced 1205 
with interannually varying atmospheric fields, but using monthly mean velocites (SIMeddy-1206 
1m). Also shown are the results from the Lagrangian experiments performed with the non-1207 
eddying OGCM configuration ORCA05 c) without (SIMnoeddy-5d), and d) with GM 1208 
parametrization of baroclinic eddies (SIMpareddy-5d).  1209 
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 1210 
Figure 7: Boxplots of the spatial distributions of a) the asymptotic eddy diffusivity 1211 
estimates Kinf and b) pseudo-Eulerian EKE. Shown are results for all Lagrangian 1212 
experiments employed in this study, whereby Kinf was inferred from the combined lateral 1213 
eddy diffusivity estimate. On each box, the central mark indicates the median calculated out 1214 
of the 416 overlapping 5° x 5° spatial ocean bins for the greater Agulhas system, the left and 1215 
right edges of the box indicate the 25th and 75th percentiles, respectively, and the whiskers 1216 
extend to the minimum and maximum values. The dashed vertical lines indicate the mean 1217 
values (cf. Table 3).  1218 
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 1219 
Figure 8: Lateral eddy diffusivity estimation following Oh et al. (2000). 1220 
  1221 
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 1222 
 1223 
Figure 9: Robustness of the asymptotic eddy diffusivity estimates (Kinf) with respect to 1224 
smoothing choices. Shown are the results for the combined lateral eddy diffusivity estimates 1225 
obtained from Lagrangian experiment SIMeddy-5d with different bin sizes and filters 1226 
employed: a) overlapping 5° x 5° bins and time-dependent filtering of the diffusivity and 1227 
dispersion tensors, as well as time-dependent finite differencing as described in the method 1228 
section (same as Figure 2g); b) overlapping 5° x 5° bins, but no filtering and no time-1229 
dependent finite differencing; c) time-dependent filtering of the diffusivity and dispersion 1230 
tensors, as well as time-dependent finite differencing as described in the method section, but 1231 
non-overlapping 2° x 2° bins ; d) non-overlapping 2° x 2° bins, as well as no filtering and no 1232 
time-dependent finite differencing. 1233 
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