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ABSTRACT
We present Ekster, a new method for simulating star clusters from birth in a live
galaxy simulation that combines the smoothed-particle hydrodynamics (SPH) method
Phantom with the N-body method PeTar. With Ekster, it becomes possible to simulate
individual stars in a simulation with only moderately high resolution for the gas,
allowing us to study whole sections of a galaxy rather than be restricted to individual
clouds. We use this method to simulate star and star cluster formation in spiral arms,
investigating massive GMCs and spiral arm regions with lower mass clouds, from two
galaxy models with different spiral potentials. After selecting these regions from pre-
run galaxy simulations, we re-sample the particles to obtain a higher resolution. We
then re-simulate these regions for 3 Myr to study where and how star clusters form.
We analyse the early evolution of the embedded star clusters in these regions. We find
that the massive GMC regions, which are more common with stronger spiral arms,
form more massive clusters than the sections of spiral arms containing lower mass
clouds. Clusters form both by accreting gas and by merging with other proto-clusters,
the latter happening more frequently in the denser GMC regions.
Key words: galaxies: star clusters: general – galaxies: star formation – methods:
numerical
1 INTRODUCTION
Stars form in galaxies, from collapsing molecular clouds
(Lada & Lada 2003). Generally, star formation doesn’t form
stars one at a time, but whole clusters and associations are
born at similar epochs before feedback halts star formation
(Portegies Zwart et al. 2010).We see this happen mostly
on the scales of individual Giant Molecular Cloud (GMC)s
or molecular cloud complexes (e.g. Carina (Preibisch et al.
2011; Buckner et al. 2019), Sco-Cen (de Zeeuw et al. 1999;
Pecaut & Mamajek 2016; Wright & Mamajek 2018)) and
the arms of spiral galaxies (e.g. in M51, Bastian et al. 2005;
Scheepmaker et al. 2009).
Simulations of star clusters generally focus on either
starting from a single spherical or elongated cloud, allow-
ing for moderate to high resolution (e.g. Bate et al. 2003;
Fujii & Portegies Zwart 2015; Liow & Dobbs 2020), or skip
the star formation stage and take a distribution of stars as
their starting point, using a spherical Plummer (1911) or
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King (1966) distribution (e.g. Aarseth 1974; Heggie & Hut
2003), a fractal type distribution (e.g. Allison et al. 2010;
Daffern-Powell & Parker 2020; Yu et al. 2011), or by using
observed regions to inform the starting point of a simulation
(Sills et al. 2018). Such simulations either ignore the galactic
environment completely, or include it only in rudimentary
form, e.g. as a galactic tidal field. Since changing galactic dy-
namics can have a major impact on the formation of stars
(e.g. due to colliding flows, Inutsuka et al. 2015; Dobbs et al.
2020), this is not ideal.
As well as dramatic events such as mergers, bars (e.g.
Sheth et al. 2005; Hirota et al. 2014; Emsellem et al. 2015;
Vera et al. 2016; Dı́az-Garćıa et al. 2020; Maeda et al. 2020),
and the accretion of gas clouds (Alig et al. 2018) can affect
the local if not global star formation rate in galaxies. How-
ever spiral arms are the most common environment for star
formation in galaxies, with the gas dynamics of spiral arms
determining at least where star formation occurs in galax-
ies, and also potentially influencing how much star formation
occurs.
Ideally, to simulate the formation of star clusters self-
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consistently one would run a full galaxy simulation with
enough resolution to form individual stars. Computational
limits make such a simulation unfeasible however. Simula-
tions that resolve the formation of individual stars (Bate
et al. 2003; Bate 2012) are done on the scale of individual
molecular clouds, but not necessarily even a whole cloud.
Simulations focusing on larger scales (e.g. Bending et al.
2020; Smilgys & Bonnell 2017; Treß et al. 2021) therefore
simplify the stellar population into ‘sink particles’, whose
properties are calculated using sub-grid physics. These sim-
ulations ignore the dynamical evolution of the stellar popu-
lation, and don’t allow us to study the evolution of the star
clusters. More recently though, approaches have been made
to more fully represent stellar populations with individual
star particles (e.g. Hubber et al. 2013; Wall et al. 2019; Hirai
et al. 2021) even if the gas resolution is not correspondingly
high, rather than simply using sinks whose masses constitute
clusters or sub-clusters.
By following the full stellar population, this also al-
lows us to study the dynamics of the stars. This has the
advantage that it is possible to follow both the N-body dy-
namics plus the gas simultaneously, whereas typically pre-
vious simulations which follow cluster evolution using full
N-body dynamics have assumed that the gas is expelled on
some timescale and / or adopted a potential for the gas
(Geyer & Burkert 2001; Bastian & Goodwin 2006; Baum-
gardt & Kroupa 2007; Moeckel & Bate 2010; Smith et al.
2011; Pfalzner & Kaczmarek 2013; Banerjee & Kroupa 2013;
Farias et al. 2015; Shukirgaliyev et al. 2018). Following
the dynamics also allows mergers between clusters or sub-
clusters to be fully resolved. Previous spiral arm scale sim-
ulations found that cluster mergers are frequent (Smilgys
& Bonnell 2017), and simulations of both isolated GMCs
(Howard et al. 2019; Fujii & Portegies Zwart 2015) and spi-
ral arm GMCs find mergers are important for massive cluster
formation (Dobbs et al. 2021), but again these simulations
typically used sinks representing clusters. Mergers have long
been presumed to be important for the hierarchical growth
of stellar clusters (Bonnell et al. 2003; Vázquez-Semadeni
et al. 2017; Grudić et al. 2018; Chen et al. 2021).
In this paper we follow cluster formation with full N-
body dynamics in four different sections of spiral galaxies.
We start our simulations by extracting a section centred on
a GMC and a section of a spiral arm from two simulated spi-
ral galaxies, which differ in spiral arm strength. We use two
different spiral models, with different strength spiral arms
as a means of examining the role of spiral arms. Previous
work has found that spiral arms do not typically make a
large difference to the global star formation rate in numer-
ical simulations galaxies (Dobbs et al. 2011; Pettitt et al.
2017; Tress et al. 2020; Kim et al. 2020), rather the gas is
simply gathered together in the spiral arms (Elmegreen &
Elmegreen 1986; Vogel et al. 1988). Observations of nearby
arms in our Galaxy suggest they do not have a significant
role (Eden et al. 2013, 2015; Urquhart et al. 2021), how-
ever there is some recent observational evidence that spiral
arms have some impact on star formation rates over larger
galaxy samples (Yu et al. 2021). Colombo et al. (2014) also
find more massive, and strongly star forming GMCs in the
spiral arms of M51 compared to the inter-arm regions. Fur-
thermore whilst the previous numerical studies do not find
large global changes, have found that particularly massive
GMCs can form in the presence of stronger, or tidally in-
duced spiral arms (Dobbs et al. 2011; Pettitt et al. 2018)
compared to weaker or flocculent spiral arms. Small scale
models of colliding flows also find that strongly converging
flows lead to massive clusters (Dobbs et al. 2020; Liow &
Dobbs 2020). Such conditions would more likely occur in
galaxies with stronger spiral arms, or locations in galaxies
where localised strongly converging flows occur (Eden et al.
2012; Motte et al. 2014). Dobbs et al. (2021) test the lat-
ter. Here we test the former scenario where we simply vary
the arm potential, which in turn produces stronger velocity
gradients.
We aim to simulate the formation and early evolution
of the full stellar population that would form in a section of
a spiral galaxy by means of a multi-scale simulation. To this
end, we use the Astrophysical Multipurpose Software Envi-
ronment (AMUSE) (Portegies Zwart & McMillan 2018; Pelu-
pessy et al. 2013; Portegies Zwart et al. 2009) to combine
SPH with multi-scale N-body dynamics and stellar evolu-
tion in a new simulation method, which we name Ekster.
With this method we can simulate the formation of individ-
ual stars, while it also allows us to take the galactic envi-
ronment into account. This method is similar in approach to
the methods used in the Torch (Wall et al. 2019) and SIRIUS
(Hirai et al. 2021; Fujii et al. 2021) projects, though both
focus on simulating individual clouds rather than a galactic
environment - the former using grid-based hydrodynamics,
the latter using an SPH method.
The structure of this paper is as follows: in Section 2, we
introduce our simulation code, in Section 3 we discuss the
initial conditions and settings used in our simulations, we
describe the analysis of our simulations in Section 4, in Sec-
tion 5 we show the results from our simulations and discuss
their implications and we conclude in Section 6.
2 SIMULATION METHOD
To study how the galactic environment affects the forma-
tion and early evolution of star clusters, we want to simulate
both a reasonably large section of a spiral galaxy and indi-
vidual stars in the forming star clusters. At the mass resolu-
tion required to form individual stars directly from gas (e.g.
0.0011M⊙ per SPH particle in Bate et al. 2003), this is not
feasible. Our solution is to write a new simulation model that
combines a hydro simulation at relatively low resolution (in
this article: 1M⊙ per SPH particle) with a method to form
individual stars from star forming regions (“sinks”). We im-
plement this in the Ekster simulation model, which we make
publicly available via https://github.com/rieder/ekster
(Rieder & Liow 2021).
Ekster is a modular star formation simulation code that
combines gas hydrodynamics, stellar dynamics and stellar
evolution with a star formation method. It also supports ex-
ternal tidal fields and feedback processes. Ekster employs
AMUSE as the environment that combines these elements.
In this article, Ekster uses Phantom (Price et al. 2018) for
gas hydrodynamics, while stellar dynamics is done with the
high-precision, high-performance Tree/direct N-body hybrid
code PeTar (Wang et al. 2020) and stellar evolution is done
with SeBa (Portegies Zwart & Verbunt 1996; Toonen et al.
2012). We couple the gravitational dynamics between stars
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Table 1. The parameters used for the simulations presented are
listed above. dtbridge, dtPhantom and dtPeTar are the global timesteps
for the bridge, Phantom and PeTar codes respectively, rout is the
switchover radius between the tree and direct N-body methods











and gas using Bridge (Portegies Zwart et al. 2020), an AMUSE
module based on Fujii et al. (2007). Time-dependent tidal
fields are supported using the method described in Rieder
et al. (2013), and feedback from stellar winds and super-
novae is an option via stellar_winds.py (Van der Helm
et al. 2019). Support for other types of feedback (e.g. radi-
ation) is work in progress.
Our approach has several advantages over using a single
hydrodynamics code (e.g. Phantom) for this kind of simula-
tion, primarily that we can support many more star parti-
cles. Phantom is designed to support sink particles in addition
to gas, using direct N-body for the sinks and a kd-tree mech-
anism closely following Gafton & Rosswog (2011) for the gas
to integrate gravity. In our simulations, we expect the num-
ber of stars to be comparable to the number of gas particles,
which would make this a very slow approach. PeTar instead
uses a hybrid tree/direct N-body approach for integrating
its particles (based on the Pentacle method from Iwasawa
et al. 2017), combined with algorithmic regularisation for bi-
nary stars. This approach is very useful for our simulations,
as it will ensure that direct N-body gravity is used where
needed in local groups (e.g. the cores of star clusters), while
at larger distances tree gravity is still suitable. Scaling is
therefore substantially better than N2. Another advantage
of our method is its modular nature, which means that we
can easily add modules for e.g. feedback and switch out one
code for another when desired.
The settings and parameters used for the different codes
are listed in Table 1 and described in the following sections.
2.1 Gas
Gas hydrodynamics in Ekster is implemented via the SPH
code Phantom (Price et al. 2018), though other hydrodynam-
ical methods with an AMUSE interface could be used in its
place. Gas particles in Phantom are integrated on individ-
ual time steps, while a global synchronisation timestep of
dtPhantom is used (see Table 1). By necessity, all gas particles
in Phantom have an equal mass. When a star formation re-
gion forms, gas particles accreted by this region are removed
from Phantom. Conversely, gas can be added to Phantom due
to stellar feedback (stellar winds, supernovae).
2.2 Star formation
The star formation routine in Ekster is done in a way similar
to the one described in Wall et al. (2019). When gas reaches
a specified critical density (ρcrit, see Table 1) and passes ad-
ditional checks (listed below), a sink particle will form and
accrete all gas particles within a specified accretion radius
raccr. At critical density, this will lead to star forming regions
of approximately 200M⊙, which is enough to probe the IMF
without a dearth of high-mass stars (Wall et al. 2019). The
position and velocity of the sink particle are taken as the
centre-of-mass and centre-of-mass-velocity of the gas parti-
cles, while the velocity dispersion of the gas is also saved as a
property of the sink. This sink will then start forming stars
by drawing a random mass from a Kroupa (2001) initial
mass function, creating a star only if its mass is still higher
than the mass of the star. If this is the case, the star will be
placed at a random position within the accretion radius with
a velocity drawn from a Gaussian distribution centred on the
velocity dispersion of the sink. The star’s mass is subtracted
from the sink’s mass. This process continues until the sink
no longer has enough mass to form the next star, at which
point the accretion radius of the sink is shrunk to keep the
original density of the star forming region constant. The sink
then acts as an unfinished proto-star, which can still accrete
mass and potentially form new stars.
We also implement a secondary method for star forma-
tion, in which a group of sinks can act together as a mass
reservoir for star formation. This method would be suitable
when star-forming regions consisting of a single sink won’t
have enough mass to prevent a dearth of high-mass stars,
which would be the case when a higher SPH particle mass
resolution is used than in this article. This method is not
further used here, but will be described in detail in a forth-
coming article (Liow et al., submitted).
To decide if a star forming region should form, at each
timestep in the simulation we check if any gas particle has
reached a density higher than the critical density ρcrit. If this
is the case, we subject this gas particle to additional checks.
A star forming region will form if: a) the smoothing length
of the gas particle is smaller than half the accretion radius,
b) the thermal energy is less than half the potential energy,
c) the rotational energy and the thermal energy combined
are less than the potential energy, d) the total energy of the
gas within the accretion radius is negative. These checks are
similar to those in Bate et al. (1995) and Price et al. (2018,
paragraph 2.8.4). The gas particles are processed in order
of decreasing density, so any particle within the accretion
radius of an already checked particle is not checked again.
Additionally, we add an option to skip these checks when
any gas particle reaches a very high gas density of N × ρcrit,
in which case a star forming region will always be created
to prevent the code from slowing down too much. In this
article, we set N to 10.
2.3 Stars
Once stars have formed, they are added to both the stellar
evolution module (here: SeBa (Portegies Zwart & Verbunt
1996; Toonen et al. 2012)) and the stellar gravity module
(here: PeTar (Wang et al. 2020)). As the simulations in this
article are run without stellar feedback and to a limited age,
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stellar evolution is used only to determine stellar properties,
while the stellar masses are kept constant. Stellar gravity
is integrated using a combined tree/direct N-body method,
with additional support for algorithmic regularisation to in-
tegrate binary stars. We set the switchover radius from di-
rect N-body to Tree gravity rout to 0.001 parsec. Stars are
integrated without any softening, allowing for the dynamical
formation of binary stars.
2.4 Coupling gravity
We use the AMUSE module Bridge (Portegies Zwart et al.
2020) to couple gravitational interaction between the gas
particles and the stars. We use a kick-drift-kick scheme for
Bridge, in which particles are given a half-timestep kick,
then drift for a full timestep, and are then given another
half-timestep kick. These kicks are calculated by the Barnes
& Hut (1986)-type tree code Fi (Pelupessy 2005). Generally,
a tree code is sufficiently accurate in these calculations, since
the internal gravity of the gas is also handled by a tree code.
The timestep for Bridge is set to 0.0025 Myr.
2.5 Feedback
Ekster supports feedback in the form of stellar winds, su-
pernovae and radiation. Stellar winds and supernovae can be
handled by the stellar_winds.py module (Van der Helm
et al. 2019) in AMUSE. Similarly, for radiative feedback any of
the AMUSE modules for this can be used. In this article how-
ever, we do not enable feedback as the mass resolution of the
gas makes this impractical - a stellar wind particle can only
be created once a star has released a mass equal to that of
one gas particle as wind. This would make it very impractical
to use this method. We will discuss further simulations with
feedback enabled in a future article (Rieder et al., in prep.).
3 SIMULATIONS
Our initial conditions are based on snapshots from each of
two galaxy scale simulations, one of which is the simula-
tion shown in Dobbs & Pringle (2013). The other is identi-
cal apart from the spiral potential used, and ran to provide
initial conditions for this work. The dimensions and loca-
tions of the regions we extract for our cluster simulations are
shown in Table 2, as well as the mass resolution of our re-
simulations. From each simulation, we take two regions (see
also Figures 1 and 2). One region, which we denote ‘cloud’,
centres on a massive GMC, whilst the other region, which
we denote ‘arm’, centres on a section of spiral arm with a
number of lower mass clouds. Thus we have two ‘arm’ re-
gions, one in each simulation and two ‘cloud’ regions, again
one in each simulation.
3.1 Galaxy simulations
The simulation taken from Dobbs & Pringle (2013) models
the gas in a galaxy similar to the Milky Way, and adopts a
logarithmic potential to produce a flat rotation curve (Bin-
ney & Tremaine 2008), as well as a two-armed spiral pertur-
bation following Cox & Gómez (2002). The gas is initially
assigned in a disc of radius 10 kpc with a uniform surface
Table 2. Details of the simulated regions. The ‘cloud’ simulations
start with a circular region focusing on a single massive cloud,
while the ‘arm’ simulations start with a square region which con-
tain several smaller clouds. The ‘standard’ runs use the galactic
simulation from (Dobbs & Pringle 2013) whilst the ‘strong’ mod-
els use a galactic simulation with a stronger potential.
Name Particle mass X Y Width
(M⊙) (kpc) (kpc) (pc)
standard-cloud 1.0 -2.025 2.870 300
strong-cloud 1.0 -5.225 -1.050 300
standard-arm 1.0 -1.800 -1.800 600
strong-arm 1.0 2.500 0.500 600
density of 8 M⊙ pc−2. The simulation also includes heating
and cooling (Glover & Mac Low 2007), gas self gravity, and
supernova feedback, which is applied instantly when stars
are assumed to form. Although relatively simple, the super-
nova feedback effectively disperses gas in molecular clouds,
and leads to realistic cloud lifetimes, and cloud properties
(Dobbs & Pringle 2013). As the ‘standard model’ for the re-
simulations presented here, we take initial conditions from
the simulation in Dobbs & Pringle (2013) (see Figure 1).
However we also performed a second simulation (‘strong
model’, see Figure 2), which was identical to that shown in
Dobbs & Pringle (2013), except that we changed the form
of the spiral potential. We adapted the spiral potential so
that the potential is twice as strong at half the radius of the
galaxy, but drops away at the edge of the disc. Explicitly, the
spiral component from Cox & Gómez (2002) is multiplied by
a factor
F(R) = tanh(A ∗ (Ra − R)) + 1 (1)
where A = 0.25 and Ra = 6.2 kpc are constants which deter-
mine the magnitude change in the spiral arm strength, and
where the potential strength drops off with radius. We use a
tanh function as it provides a switch between 0 and 1. For the
‘strong-cloud’ model, the spiral arm potential is ∼ 1.2 times
stronger, whilst for the ‘strong-arm’ model it is ∼ 1.7 times
stronger. We used this potential so that we could increase
the strength of the potential at radii of interest, where we
select regions for our re-simulations, but not at the edge of
the simulation where boundary effects tend to be more prob-
lematic. The effect of using a stronger potential is to produce
more bound, and more massive GMCs (see also Dobbs et al.
2011). Numerous massive GMCs are visible just leaving the
arms at radii of ∼ 5 kpc in the galaxy simulation (Figure 2,
centre), whereas with the standard potential there are only
one or two such GMCs. These GMCs also form earlier in the
‘strong’ simulation.
We use the two different models to investigate how clus-
ter formation depends on the different galaxy models, and
the different morphologies of the GMCs which form (see
Figures 1 and 2). A second reason for increasing the spiral
potential is that a stronger potential should lead to higher
converging flows. We might predict that the clusters in the
model with the stronger potential are more massive and / or
form faster compared to the standard model. In Figures 1
and 2 we show the divergence of the velocity field for the
two different models. There is clearly stronger convergence
in the spiral arms in the model with the stronger potential.
In terms of the velocities of the gas, the maximum velocity
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Figure 1. The column density (top panels) and velocity divergence (lower panels) are shown for the standard potential model. Left:
standard-cloud area, centre: full galaxy with areas of interest highlighted, right: standard-arm area. The locations of the clouds are shown
in the strong-cloud and strong-arm regions, for ease of plotting the shape of the clouds has been approximated to an ellipse along the
major and minor axes of the cloud.
gradients are around 10–20 km s−1 in the standard model
across a 100 pc size region, compared to 20–30 km s−1 with
the stronger potential.
3.2 Properties of the molecular clouds
Before we show results from the simulations of cluster for-
mation, we first determine the properties of the clouds which
the clusters are born in. This is so that later we can relate
the clusters which form to their natal clouds. We identify
clouds in the original simulations using a friends of friends
algorithm (Dobbs et al. 2015), which selects particles which
are within a given distance of each other. First, we select
particles above a given density, which here is 1 cm−3. We
then select particles which are within a distance of 5 pc of
other particles, similar to previous work (Dobbs et al. 2015;
Liow & Dobbs 2020).
We show the properties of clouds along the spiral arm
region (‘standard-arm’) and in the massive cloud (‘standard-
cloud’) from the standard potential simulations in Figure 3.
We clearly see that the cloud from ‘standard-cloud’ is an
outlier compared to the ‘standard-arm’ clouds, which is not
surprising since the morphology of these areas is quite dis-
similar. The cloud from ‘standard-cloud’ is an order of mag-
nitude more massive, has a surface density which is around
twice the clouds in the ‘standard-arm’ region, and is strongly
gravitationally bound. The velocity dispersion is relatively
high, this is likely from previous stellar feedback in or close
to the clouds.
We show the properties of clouds for the strong poten-
tial model in Figure 4, again showing clouds from ‘strong-
arm’ and the massive cloud situated in ‘strong-cloud’. Again
the cloud in ‘strong-cloud’ is an outlier, with a mass typi-
cally an order of magnitude higher than the clouds in the
‘strong-arm’ region, and it has over twice as high a surface
density. The cloud in the strong-cloud region is the most
gravitationally bound, and is in fact more bound than the
equivalent cloud in the ‘standard-cloud’ region. Again the
cloud in ‘strong-cloud’ has a relatively high velocity disper-
sion but it is not the highest compared with the clouds in
the ‘strong-arm’ region.
We also examined how typical these types of environ-
ment are in the global galaxy simulations. For this we ran our
friends of friends algorithm over the entire galaxy, and iden-
tify clouds of masses > 5×105 M⊙, with a ratio of the kinetic
and potential energy Ek/|Ep | < 2, as similar to our cloud
models, and all other clouds similar to the clouds in our
arm models. For the strong potential case, there are around
5 times as many clouds which satisfy this criterion compared
to the standard potential. In terms of mass, these massive
bound clouds constitute about 25% of the mass in the strong
potential galaxy, compared to 7% of the mass for the stan-
dard potential galaxy. This substantiates our claim that the
stronger spiral potential and consequent stronger converging
flows are resulting in more massive, bound clouds.
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Figure 2. The column density (top panels) and velocity divergence (lower panels) are shown for the strong potential model. The model
clearly shows stronger convergence in the spiral arms than the standard model. Left: strong-cloud area, centre: full galaxy with areas of
interest highlighted, right: strong-arm area. The locations of the clouds are shown in the strong-cloud and strong-arm regions, for ease
of plotting the shape of the clouds has been approximated to an ellipse along the major and minor axes of the cloud.
3.3 Running the simulation
After selecting the particles in our regions of interest (see Ta-
ble 2), we re-sample the SPH particles following the method
in Bending et al. (2020). Each original particle is split into
311 new particles of 1M⊙ each.
We run simulations of each of these regions with Ekster,
using isothermal gas at 30 K. To preserve the large-scale
environment of the original galactic simulation, we include
the same tidal field used in the galaxy simulations (see Sec-
tion 3.1).
Since our simulations do not include feedback, we limit
our simulations to the embedded phase of star cluster for-
mation, i.e. up to 3 Myr (Lada & Lada 2003; Kim et al.
2021). We save a snapshot every 0.01 Myr.
4 ANALYSIS
Once stars form, we use Hop (Eisenstein & Hut 1998) to
calculate the stellar density in every snapshot and to locate
density peaks. To ensure clusters are found in the same way
in each simulation and snapshot, we explicitly set Hop to use
a relatively low threshold of > 3M⊙/pc3, an outer density
threshold of 1M⊙/pc3 and a relative saddle density threshold
factor of 0.5, while the number of neighbours to detect the
local density is set to 64. Using the density peaks, or cores,
as a starting point, we then use a different algorithm to
find clusters. Starting from the densest peak, we calculate
the radius for a sphere centred on the peak at which the
average stellar density in the whole sphere becomes less than
10M⊙/pc3. We consider all the stars in such a sphere to
be part of the same cluster, and any further density peak
residing within the cluster’s radius will be considered a sub-
cluster. For each cluster, we determine its mass, velocity
dispersion, half-mass and other Lagrangian radii, and the
radius, velocity and density of the core.
We determine the formation history of a cluster by cal-
culating the expected location of the cluster core in an earlier
snapshot as rs−1 = rs − dt ∗ vs, where dt is the time between
snapshots and rs and vs are the position and the velocity of
the core at snapshot s. We then search for the cluster nearest
to this expected location that contains at least half of the
cluster members that would have formed at this time. This
cluster is then designated the predecessor.
5 RESULTS AND DISCUSSION
In this section we present results from our simulations of
cluster formation and evolution. We compare the evolution
of the four largest star clusters between similar regions in
the two galaxies, as well as between different regions in the
same galaxy.
We find that in all four simulations, star formation
starts after ∼ 1 Myr (see Figure 5). Both of the ‘strong’
models produce a larger number of clusters than their ‘stan-
dard’ equivalent by 3 Myr, although the ‘strong-cloud’ model
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Figure 3. The radii, surface densities, kinetic divided by gravita-
tional potential energy and velocity dispersion are plotted against
mass for clouds in the ‘standard-arm’ region (blue circles) and for
the massive ‘standard-cloud’ (orange square).
Figure 4. The radii, surface densities, kinetic divided by gravita-
tional potential energy and velocity dispersion are plotted against
mass for clouds in the ‘strong-arm’ region (blue circles) and for
the massive ‘strong-cloud’ (orange square).
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Figure 5. Stellar mass fraction over time in the four simulations.
In the ‘cloud’ simulations a larger fraction of the initial mass has
been converted to stars than in the ‘arm’ simulations.
Figure 6. The number of clusters formed in the different models
is shown over time.
initially forms relatively few clusters (see Figure 6). Star
formation is strongest in the ‘cloud’ regions of each simula-
tion, but there is not a great difference between either the
‘cloud’, or the ‘arm’, regions from the ‘strong’ and ‘stan-
dard’ simulations. For the ‘cloud’ simulations, over 10% of
the gas is converted to stars, whereas in the ‘arm’ regions it
is around 3%, although we would expect that feedback may
decrease these numbers. The typical star formation efficiency
of GMCs is 1–5% (e.g. Lada & Lada 2003) but may be higher
for more massive clouds or clusters (Vutisalchavakul et al.
2016; Ochsendorf et al. 2017; Tsuge et al. 2021).
In Figure 7 we show images of the column density of
the four models in the final snapshot, with an inset showing
the most massive cluster in each simulation. As expected,
in the ‘cloud’ models stars have formed primarily towards
the centre of the clouds, in what appears by eye to be more
massive clusters. This is not that surprising since the massive
clouds selected in the ‘standard-cloud’ and ‘strong-cloud’ are
strongly gravitationally bound, and we would expect gas to
condense towards the centre (see Figures 3 and 4). In the
‘arm’ models, clusters are more spread out along the total
length of the arm. Again, this is not surprising as for the
‘arm’ models, several clouds are distributed along the spiral
arm. By eye, there is little obvious difference between the
‘strong’ and ‘standard’ models.
5.1 Cluster evolution over time
We compare the evolution of the four largest star clusters
between similar regions in the two galaxies, as well as be-
tween different regions in the same galaxy. We show the
mass (Fig. 8), velocity dispersion (Fig. 9) and half-mass ra-
dius (Fig. 10) as they evolve over time.
Figure 8 shows that cluster masses in the ‘cloud’ models
grow to considerably larger values than in the ‘arm’ models.
As we saw from Figures 3 and 4 the initial mass reservoir
of the clouds from which the clusters form in the ‘cloud’
models is quite different from the ‘arm’ models. In the ‘cloud’
models, there is ∼ 106 M⊙ of strongly gravitationally bound
gas, whereas in the ‘arm models’, the clusters form in ∼ 104−5
M⊙ clouds which may not even be bound.
Initially, the mass of the clusters increases linearly, in-
dicating a steady accretion of gas by these regions which is
converted into stars. In some instances, the increase in mass
is smooth, but in other cases (e.g. blue, green and orange
lines, top panel), we see sudden jumps in the mass1. These
happen when the core of one cluster enters the radius of
another, leading to a merger of the two. Such mergers of
clusters happen more frequently in the ‘cloud’ simulations
than the ‘arm’ simulations. As we can see from Figure 7,
top panels, insets, there are multiple smaller clusters close
to the most massive clusters in the ‘cloud’ simulations, and
some of these will merge. Mergers are visible as a peak in
the velocity dispersion, Fig. 9, often correspond to a jump in
mass, Fig. 8, and also as an increase in the half-mass radius,
Fig. 10. We can see examples of features corresponding to
a merger in the top panel of the mass and velocity disper-
sion plots (see e.g. blue lines in top panels, and explicitly
labelled in the green lines). Typically we see an increase in
mass which precedes the increase in velocity dispersion, as
the two clusters come together spatially, and then the N-
body dynamics drive an increase in the velocity dispersion.
In the ‘arm’ simulations, growth slows down for most
clusters after ∼ 1Myr, while in the ‘cloud’ simulations clus-
ters continue to grow. This is caused by the star clusters no
longer being near a reservoir of gas, either because they have
used up all the gas in their surroundings or because the stars
have decoupled from the gas. We see the decoupling occur
when the gas undergoes a shock from larger scale converging
flows, whilst the cluster becomes displaced from the shock
and is dominated by the smaller scale dynamics of the con-
stituent stars (see also Renaud et al. 2015). In the ‘cloud’
simulations, this decoupling seems to not take place and as
a result the clusters can grow larger. Figure 11 shows panels
centred on each of the four most massive clusters, in each
simulation, at a time of 3 Myr. These panels show that for
the ‘cloud’ models, there is usually still high column density
gas within at least a 10 pc radius of the cluster. By contrast,
for the ‘arm’ models, the gas column density is lower, and
1 The noise in the orange line, second panels, is due to our au-
tomated algorithm swapping between the progenitor cluster and
a merging cluster, in most other cases the algorithm just selects
the progenitor.
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in particular for the lowest mass ‘standard-arm’ cluster, the
vicinity of the cluster contains predominantly lower density
gas. Together with the increased number of mergers, this re-
sults in the ‘cloud’ simulations producing much more mas-
sive clusters than the ‘arm’ simulations, in particular the
‘strong-cloud’ simulation. Again, from Fig. 11 we also see
that for the ‘cloud’ models there are numerous, sometimes
quite massive, clusters within 10 pc of the central cluster,
indicative of the likelihood of mergers.
5.2 Cluster properties
We plot the core radius against the core density of all clus-
ters in the final snapshot in Figure 12. Here, we see that the
‘cloud’ and ‘strong’ simulations produce the largest number
of star clusters, while the distributions of core radii and core
densities are similar. This suggests that the internal struc-
ture and densities of similar size clusters are similar regard-
less of the initial simulation, which is unsurprising as these
are presumably driven mostly by N-body dynamics. We also
see that the most massive clusters exhibit the highest core
densities.
Finally, in Figure 13 we plot the cluster mass versus
the half-mass radii, again at 3 Myr. Generally there is not a
strong dependence of radius versus mass, as seen in obser-
vations (Portegies Zwart et al. 2010), though it is consistent
with the relation in Marks & Kroupa (2012, eq. 7). We also
show the young massive clusters Portegies Zwart et al. (2010,
and references therein) plotted for comparison as open cir-
cles, which are similarly aged to our clusters (<= 3.5 Myr).
We see again that the ‘cloud’ regions produce more massive
star clusters than the ‘arm’ regions. When comparing our
simulated clusters to the observed ones, we find that the
more massive of our clusters have similar masses and half-
mass radii. Pfalzner & Kaczmarek (2013) previously noted
that observed young massive clusters exhibit comparable
radii. For the lower mass clusters, there is a clearer increase
of mass versus radius, roughly in line with the observed cor-
relation between cluster masses and radii (Adams et al. 2006;
Portegies Zwart et al. 2010; Pfalzner et al. 2016). We do not
show open clusters from Portegies Zwart et al. (2010), as
these include clusters which are older than those in our sim-
ulations. Open clusters tend to have larger radii for compa-
rable masses, which could suggest that clusters expand over
time (e.g. due to gas expulsion, Banerjee & Kroupa 2017),
and move from the lower left or middle of our figure to the
upper left, as found in simulations of lower mass clusters or
associations by Pfalzner & Kaczmarek (2013).
6 CONCLUSIONS
We have simulated the formation of star clusters in two
different sections of two spiral galaxies, using the Ekster
method that combines high-precision N-body dynamics with
SPH and stellar evolution. By comparing two GMC regions
and two spiral arm regions from two different galaxies, we
find that the massive and strongly bound GMCs are able to
form larger star clusters in a shorter time compared to typi-
cal molecular clouds. This is independent of the galaxy scale
simulation from which the clouds are extracted, though such
GMCs are much more commonplace in our galaxy model
with a stronger spiral potential. These results agree with the
hypothesis in Dobbs et al. (2020) that massive clusters (and
massive GMCs, (Dobbs et al. 2011) form in more strongly
converging flows. This could potentially explain why star
formation, and the properties of molecular clouds, appear
to be more effected by spiral arms in for example M51, com-
pared to our own Milky Way Galaxy (Colombo et al. 2014,
Colombo et al., submitted).
We also find that clusters partially grow by merging
with other (proto-)clusters. This agrees with previous work
(Smilgys & Bonnell 2017), although here we are fully resolv-
ing the mergers in our models. These mergers produce clear
peaks in the velocity dispersion of the stars. Again, this is
more commonplace during the formation of massive clusters
formed in massive GMCs compared to lower mass clusters
formed in lower mass clouds. We compare the properties of
our clusters with observed clusters. We find that our more
massive clusters have similar properties to observed young
massive clusters, including a fairly constant mass radius re-
lation. Smaller clusters do show an increase in mass with ra-
dius, but tend to be lower radii compared to typical observed
open clusters, possibly because these systems are generally
younger.
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Figure 7. The four regions are shown at 3 Myr. The inset regions are 10 parsec wide and zoom in on the largest star cluster of each
simulation. The size of the stars is proportional to their radius. The column density scale is the same as Figures 1 and 2. Top row:
strong-cloud (left) and standard-cloud (right). Bottom row: strong-arm (left) and standard-arm (right).
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Figure 13. Mass versus half-mass radius for clusters at 3.0 Myr.
The most massive clusters (orange squares) have properties com-
parable to the similarly aged observed young massive clusters.
The lowest mass clusters (≲ 200 M⊙) have comparable masses,
but slightly smaller radii than those in Lada & Lada (2003), how-
ever we caution that these clusters may be dominated by very
recently inserted stars which have not yet evolved far from their
initial conditions. The grey dashed line indicates the relation from
Marks & Kroupa (2012, Eq. 7).
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