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A systematic analysis of the Burgers-Kardar-Parisi-Zhang equation in d + 1 dimensions by dy-
namic renormalization-group theory is described. The fixed points and exponents are calculated to 
two-Ioop order. We use the dimensional regularization scheme, carefully keeping the fuH d depen-
dence originating from the angular parts of the loop integrals. For dimensions less than dc = 2 we 
find a strong-coupling fixed point, which diverges at d = 2, indicating that there is nonperturbative 
strong-coupling behavior for all d 2: 2. At d = 1 our method yields the identical fixed point as in the 
one-loop approximation, and the two-loop contributions to the scaling functions are nonsingular. 
For d > 2 dimensions, there is no finite strong-coupling fixed point. In the framework of a 2 + t 
expansion, we find the dynamic exponent corresponding to the unstable fixed point, which describes 
the nonequilibrium roughening transition, to be z = 2 + 0(€3), in agreement with arecent scaling 
argument by Doty and Kosterlitz, Phys. Rev. Lett. 69, 1979 (1992). Similarly, our result for the 
correlation length exponent at the transition is I/v = €+0(E3 ). For the smooth phase, some aspects 
of the crossover from Gaussian to critical behavior are discussed. 
PACS number(s): 05.40.+j, 64.60.Ht, 05.70.Ln, 68.35.Fx 
I. INTRODUCTION 
In recent years there has been much theoretical interest 
in the dynamics of growing interfaces in random media 
[1,2]. This problem has received particular attention not 
only because of its technological importance and appli-
cations [2], but also as the simplest nontrivial example 
of dynamic scale invariance in a nonequilibrium system. 
Kardar, Parisi, and Zhang (KPZ) have proposed a sim-
ple nonlinear Langevin equation [3] which has become 
a widely accepted and by now weH-known description 
of the macroscopic aspects of a certain dass of growth 
processes. This equation is dosely related to a large va-
riety of other problems ranging from randomly stirred 
fluids [4] (Burgers equation), dissipative transport [5] 
(the driven-diffusion equation), flame-front propagation 
[6,7] (Kuramoto-Sivashinski equation), polymer physics 
[8], the dynamics of a sine-Gordon chain [9], and the be-
havior of magnetic flux lines in superconductors [10]. 
Through a simple transformation the Burgers-KPZ 
equation can be mapped onto the statistical mechanics 
of directed polymers in a random medium [8,11]. This 
problem seems to embody many of the features of more 
complex random systems such as spin glasses [12]. 
Due to the simplicity of its form, accompanied by a 
stunning complexity of its behavior, it has gradually 
taken on the role of an "Ising model of nonequilibrium dy-
namics." Therefore, any advances in understanding the 
behavior of the Burgers-KPZ equation may have broad 
impacts in both the fields of nonequilibrium dynamics as 
weH as disordered systems. 
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Assuming that a coarse-grained interface of a d-
dimensional substrate may be described by a height func-
tion hex, t) with x E JRd, KPZ proposed that the follow-
ing nonlinear Langevin equation [3]: 
8h 2 A 2 
-8 =vV h+-(Vh) +1], 
t 2 (1.1) 
governs the macroscopic (large-distance, long-time) dy-
namics of a stochastically growing interface. The first 
term in Eq. (1.1) represents the surface tension which 
prefers a smooth surface. The second term describes the 
tendency of the surface to 10caHy grow normal to itself 
and is entirely nonequilibrium in origin. The last term is 
a Langevin noise to mimic the stochastic nature of any 
growth process. In Eq. (1.1), the average growth velo city 
has been subtracted so that the noise has zero mean, Le., 
(1](x, t» = O. In the simplest case, the stochasticity is 
then described by an uncorrelated Gaussian noise with 
the second moment 
(1](x,t)1](x', t'» = 2D8d (x - x')8(t - t'), (1.2) 
where D characterizes the noise amplitude. 
The shape of the steady-state surface profile is com-
pletely characterized by the steady-state distribution 
function P(h(x, t». The leading (second) moment of P 
is the truncated two-point correlation function 
C(x, t) == ([h(xo + x, to + t) - h(xo, tO)]2). (1.3) 
In Eq. (1.3), the mean value of h has been implicitly sub-
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tracted, i.e., we use a moving reference frame such that 
(8t h(x, t)} = O. Because the equation of motion (1.1) is 
scale invariant [3], the correlation function assumes the 
scaling form 
C(x, t) = x 2XF(t/xZ ) , (1.4) 
where x == lxi. In Eq. (1.4), the roughness exponent X 
describes the scaling of the width of the interface and 
the dynamic exponent z characterizes the spread in time 
of disturbances on the surface. In the limits y = 0 and 
y -+ 00, the scaling function F(y) becomes A =const and 
B y 2x /z (with B =const), respectively, thus yielding the 
usual asymptotic scaling form of the correlation function, 
C(x,t = 0) = Ax2x , 
C(x = 0, t) = Bt2x/ z • (1.5) 
In cases where the nonlinear term in Eq. (1.1) is not 
relevant, one recovers the linear equation of Edwards and 
Wilkinson [13]. There the exponents are known exactly, 
Xo = (2 - d)/2 and Zo = 2, as expected from the ensuing 
simple diffusion equation. 
In the more interesting case where the nonlinear term 
is important, one may derive the exponent identity 
X+z=2, (1.6) 
which follows from the invariance of (1.1) with respect to 
an infinitesimal tilting of the surface [3] (h -+ h + v . x, 
x -+ x - Avt). This invariance is known as "Galilean 
invariance" due to the corresponding invariance of the 
Burgers equation [4]. Therefore, there is at most one 
independent exponent to be determined. However, that 
last link needed to determine the exponents has proven 
to be quite elusive despite considerable effort. 
In the special case of d = 1, which is realized, for 
example, in the expansion of a domain boundary sep-
arating the two phases of a two-dimensional Ising model, 
Eq. (1.1) also satisfies a ßuctuation-dissipation theorem 
(FDT). Then one can show [1] that the stationary distri-
bution function is 
Pst(h(x» = exp { - 2~ J dx (:: f} . (1.7) 
Hence X = 1/2, as if the nonlinearity were absent. Given 
the relevance of nonlinearity in d = 1, one immediately 
obtains z = 3/2 through the exponent identity Eq. (1.6). 
For dimensions d > 2 an interface described by 
the Burgers-KPZ equation is expected, on the basis 
of renormalization-group arguments [3,4], to undergo a 
transition from an asymptotically smooth to a rough pro-
file as the effective strength of the nonlinear coupling 
A2D/v3 is increased. The exponents in the rough phase 
are only known from numerical simulations. The most rc-
cent values [14] seem to settle between the Wolf-Kertesz 
conjecture [15] X/z = 1/(2d+ 1) and the one by Kim and 
Kosterlitz [16] X/z = 1/(d + 2). Despite those results 
from numerical simulations, there has been very little 
progress towards an analytical theory which goes beyond 
the original paper [3], at least on the basis of (refined) 
perturbational approaches. The main obstade within a 
systematic treatment originates from a renormalization-
group (RG) ßow towards a strong-coupling fixed point. 
Therefore, dynamic renormalization-group (DRG) meth-
ods have had very limited success. The main qualitative 
results obtained [3,4] are (i) the interface is always rough 
(i.e., the nonlinearity is relevant) for d $ 2 [17] and (ü) 
there is a dynamic phase transition between a smooth 
phase (nonlinearity irrelevant, X = Xo, z = zo) and a 
rough phase where the nonlinearity is again relevant for 
d > 2. Quantitatively, DRG provides a perturbative ac-
cess to the dynamic phase transition point via a d = 2 + f 
expansion. Unfortunately, DRG teils us virtually noth-
ing about the most interesting aspect, namely the rough 
phase of the interface. The method breaks down be-
cause the DRG fixed point describing the rough phase is 
a strong-coupling fixed point generally not accessible by 
any perturbational means. This problem persists even 
in d = 1, where the exponents themselves are already 
known exactly. 
Recently, there has been some progress in understand-
ing the behavior at the roughening transition itself, which 
is described by an unstable fixed point in the DRG thc-
ory. Doty and Kosterlitz [18] have argued that the dy-
namic exponent Zc at the KPZ roughening transition 
equals 2 for all dimensions d ~ 2. Their argument is 
based on the mapping of the Burgers-KPZ equation to 
the equilibrium model of directed polymers in a random 
medium and a standard scaling argument usually applied 
for glassy systems, also very similar to the derivation of 
hyperscaling at critical points. Basically, they condude 
that at a finitc-temperature fixed point, one expects the 
scale of the free energy (which corresponds to the height 
in the Burgers-KPZ equation) to be given by the tem-
perature, which is finite. This implies, for the roughness 
exponent, Xc = 0 and Zc = 2 via the exponent iden-
tity Eq. (1.6). This view is indeed supported by numer-
ical simulations by Tang, Nattermann, and Forrest [19]. 
Based on the one-Ioop approximation, Nattermann and 
Tang [20] also discuss the interesting crossover scaling 
behavior of the Burgers-KPZ equation. 
The purpose of this paper is to go beyond the one-
loop perturbation theory, which is plagued by some ar-
tifacts, and perform a two-Ioop calculation, in order to 
possibly darify which aspects are generally accessible to 
a DRG treatment and which are not, and also to es-
tablish certain trends, which might provide dues even 
beyond the two-Ioop approximation. We shall apply the 
field-theoretical version of the DRG in the formulation of 
Bausch, Janssen, and Wagner [21,22]. Using the dimen-
sional regularization procedure [23] for a massless thc-
ory such as that provided by Eq. (1.1) requires a dear 
distinction between infrared and ultraviolet singularities, 
only the latter to be induded in the renormalization con-
stants. Also, in order to be able to correctly describe the 
exactly known behavior in d = 1 dimensions, performing 
an f expansion turns out to be a very delicate procedure. 
For d < 2 our results indicate that such an expansion 
becomes inconsistent, the strong-coupling fixed point di-
verging for d -+ 2, which is drastically different from 
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the usual situations such as, e.g., in the paradigmatic </J4 
theory [24,25]. On the other hand, for d > 2 the now 
unstable fixed point describing the roughening transition 
may be treated in the framework of a 2 + € expansion. 
The situation here can in fact be compared to the similar 
treatment of the O(n) nonlinear u model [26], where the 
nonlinear coupling corresponds to the transition temper-
ature and is of order € too. 
During the process of completing this paper, we be-
came aware of a similar field-theoretic two-Ioop analysis 
of the Burgers-KPZ equation by Sun and Plischke [27]. 
These authors, however, apply a somewhat different pro-
cedure and most of their results are clearly incompatible 
with ours, as shall be discussed below. 
The outline of this paper is as foHows. In Sec. II 
we establish a field-theoretic formulation for the nonlin-
ear Langevin equation (1.1) and analyze the form of the 
propagators and vertices. Particular attention is paid to 
the symmetries of the Burgers-KPZ equation. We dis-
cuss the time-reversion symmetry and the existence of 
Huctuation-dissipation theorems due to detailed-balance 
properties of the underlying stochastic equation of mo-
tion. Furthermore, the Ward-Takahashi identities re-
sulting from the Galilean invariance of the Burgers-KPZ 
equation are discussed. In Sec. III we proceed with a de-
tailed description of our renormalization procedure and 
regularization scheme, elaborating especiaHy on how we 
handle the d dependences of various origins appearing in 
the singular terms. We then discuss the results of our 
two-Ioop perturbation theory, i.e., the behavior of Wil-
son's How functions, the fixed points of the RG, and the 
resulting critical exponents as functions of the dimension 
d. We shall also investigate the scaling behavior at the 
dynamic roughening transition, as weH as some features 
of the crossover from Gaussian to critical behavior in the 
Hat phase. Finally, in Sec. IV we discuss our results and 
provide an outlook on future developments. In the Ap-
pendix we present some details of the two-Ioop calcula-
tion, listing the Feynman diagrams and analytical results 
for the two-point vertex functions, and the formulas for 
evaluating the integrals in the dimensional regularization 
scheme. 
11. MODEL EQUATIONS, PERTURBATION 
THEORY, AND WARD IDENTITIES 
In this section we establish a path integral formulation 
for the nonlinear Langevin equation Eq. (1.1), where par-
ticular attention is paid to the symmetries of the Burgers-
KPZ equation. Readers who are not familiar with these 
techniques may proceed to Sec. III A, where a formula-
tion of the dynamic renormalization group is given which 
does not utilize the more formal methods described in 
this section. We note, however, that the formulation of 
dynamics in terms of path integrals provides a quite pow-
erful tool which aHows a systematic analysis of higher or-
der terms as weH as general theorems, such as Huctuation-
disspation theorems and Ward-Takahashi identities. 
A. The model and dynamic functional 
We begin by reformulating the stochastic dynamies in 
terms of path integrals. Let us consider a coarse-grained 
interface of a d-dimensional substrate, described by a 
height function h(x, t) with x E ]Rd, whose time evolution 
is governed by the Burgers-KPZ equation (the subscripts 
o will henceforth denote unrenormalized quantities), 
Bh(x, t) 2 >'0 2 8t = Vo V h(x, t) + ""2 (Vh(x, t» + 1J(x, t). 
(2.1) 
The random forces 1J(x, t) can be taken to be Gaussian 
distributed, 
with mean zero and short-ranged spatial and temporal 
correlations 
(1J(x, t» = 0, (2.3) 
(1J(x, t)1J(x', t'») = 2Do ~(d)(x - x') ~(t - t' ). (2.4) 
From the standard dynamic field theory formulation 
[21,22,28,29] of Langevin dynamies, upon averaging over 
the noise distribution and introducing auxiliary response 
fields h(x, t), one can turn the stochastic differential 
equation Eq. (2.1) into a "free energy" functional (gen-
erating functional) 
Z[j,l) = J V[h)V[ih)exp { .1[h,h) 
+ J ~x J dt [lh + jh] } (2.5) 
with the Janssen-De Dominies functional given by 
.1[h, h) = J ddx J dt{ Do hh 
- [Bh 2 >'0 ( 2] } 
-h Bt - Vo V h -""2 Vh) . (2.6) 
Correlation and response functions can now be expressed 
as functional averages with weight exp {.1[h, h]}. 
B. Perturbation theory 
The propagators and correlators are determined by the 
harmonie ("Gaussian") part 
.1o[h, h] = Li h(k) { Doh( -k) - [iw + vOk2 ] h( -k) } 
= -~ Li (h(k),h(k»A(k) (~~=~D 
(2.7) 
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of the dynamic functional, with 
A(k} = ( . -2Do iw + 1I0 k2 ) • (2.8) 
-zw + lIok2 0 
Here we have introduced k = (k, w) and defined the 
Fourier-transformed quantities by 
h(x,t} = 11 h(q,w}ei(qx-... t l , (2.9) 
using the abbreviations 1q ••• = (27f-)-d 1 ddq ... and 
f... ... = (211"}-1 1 dw···. The interaction part .1int is pro-
portional to the coupling constant Ao and given by 
- 2 Ao 1 -~ ~ ~ 
.1int[h, h] = i - (k2 • k 3 ) h(k1 }h(k2}h(k3 } 
2 {ki} 
xö (L ki ) . (2.10) 
The corresponding diagrammatic representation of the 
response and correlation propagators and the vertex is 
shown in Fig. 1. With the above perturbation theory 
at band we can now calculate the cumulants {} C of the 
correlation and response functions defined by functional 
derivatives of F[J,j] = InZ[J,j] with respect to the 
sources 1 and j, respectively: 
G N,N(k1 j ... j kNj kN+1 j ••• j kN+N ) 
= (ii(k1 ) ••• ii(kN }h(kN+1} ••• h(kN+N)}c 
ÖN+N InZ[J,j] I (2.11) 
= öl( -k1) ••• öj( -kN+N ) ,,;=0· 
It is convenient to consider the vertex functions r N ,N' 
which can be obtained from the cumulants by aLegendre 
transformation, 
r[ii,h] = -F[J,j] + J ddx J dt(iil + hj), 
where 
öF 
h= Öj' 
- öF h=__,._. 
öj 
(2.12) 
(2.13) 
In equilibrium dynamics the linear response is defined by 
adding to the Hamiltonian an external field which couples 
linearly to the field h. For nonequilibrium random pro-
cesses, however, the stationary probability distribution 
function (which is the analog of the Gibbsian measure) 
is not known apriori, except for certain cases where the 
111111111 
(0) 
FIG. 1. Basic elements of the dynamical perturbation the-
ory for the Burgers-Kardar-Parisi-Zhang equation. (a) Cor-
relation and response propagators. (b) Three-point vertex. 
potential conditions (see below) are fulfilled and the ran-
dom process obeys a detailed-balance condition [30,31]. 
Therefore, we define the linear response in terms of (de-
terministic) "external" fields b added linearly to the drift 
term in the equation of motion 
V(h) ~ V(h) + b. (2.14) 
This external field b corresponds to the source 1 in the 
generating functional. This remark should also clarify 
why ii is called a ''response field" (see Ref. [22]). 
We proceed with a simple dimensional analysis to de-
termine the engineering dimensions of the parameters 
and fields. Since the dynamic functional has to be di-
mensionless [.1] = 1, upon defining inverse length and 
time scales according to [q] = A and [w] = lIoA2, respec-
tively, we arrive at the following "naive" dimensions 
[h] = A -d/2-3 1I~3/2 D~/2 , 
[ii] = A -d/2-11l~1/2 D~1/2 , 
[ ' ] _ A-d/2+1 -3/2 D-1/2 1\0 - " 0 0 . 
(2.15) 
(2.16) 
(2.17) 
Hence the engineering dimension of the effective coupling 
constant is [A~Dolllg] = A2- d . The space dimension at 
which the effective coupling constant becomes dimension-
less is dc = 2. In simple cases such as a rjJ4 theory this 
is the dimension which separates Gaussian from critical 
behavior. However, this simple scenario is not at all what 
one finds for the Burgers-KPZ equation. As we will see 
in the following, dc = 2 is the dimension below which the 
behavior of the interface fiuctuations are described by a 
finite "strong-coupling" fixed point, which is not of order 
f = d-2, but rather oforder 0(1). Above dc = 2, on the 
other hand, the two-loop calculation yields an infrared 
unstable fixed point which is of order O(f). For effective 
coupling constants less than this unstable fixed point, 
the RG fiow tends to small coupling, i.e., the interface 
fiuctuations are described by a capillary wave Hamilto-
nian 1l oc 1 ddx(V h)2 (corresponding to Gaussian behav-
ior). When the coupling constant becomes larger than 
the value of the unstable fixed point, the RG fiow tends 
to infinity. The corresponding strong-coupling behavior 
is hence described by a strong-coupling fixed point which 
is obviously not accessible by perturbative methods (of 
any finite order in perturbation theory). Resummation 
techniques such as the quite successful mode-coupling ap-
proach [32] are needed. Those methods have been applied 
to the Burgers-KPZ problem in Refs. [5,33-38]. Theyal-
low adetermination of the critical exponents and the 
scaling functions. However, little is known to date about 
whether or in what sense those self-consistency meth-
ods constitute a controlled expansion with some possibly 
small parameter. The two-loop calculation in this paper 
provides some hints on the validity of the mode-coupling 
theory in the (1 + 1)-dimensional case (see Sec. III). 
c. Ward-Takahashi identities 
As usual, internal symmetries of the effective La-
grangian, i.e., here the Langevin equation, are important 
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in determining the number of independent renormaliza-
tion factors of the theory. The most important symmetry 
of the Burgers-KPZ equation is its behavior with respect 
to tilting of interface by an (infinitesimal) angle v (this 
corresponds to the Galilean invariance of Burgers's equa-
tion in hydrodynamics), 
h'(x, t)= h(x + Aovt, t) + v· x, 
h'(x, t)= h(x + Aovt, t). 
In Fourier space the latter equations read 
h'(q, t)= ei,xov.qth(q, t) - iv· :q o(q) , 
h'(q, t)= euov.qth(q, t). 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
The invariance of the generating functional of the vertex 
functions under the above transformations implies the 
following Ward-Takahashi identity: 
or = v ·ljdt [iAOqt (Oh~r ) h(q, t) + _ of h(q, t)) 
q q,t oh(q,t) 
+io( q) :q Oh~~, t) 1 = O. (2.22) 
Functional derivatives with respect to h( q', t') and 
h( q", t"), h( q", t") yield relations between three-point 
and two-point vertex functions 
Ao (q't' + q"t")riih (q', t' j q", t") 
- a jdtr- (' t'· "t"· t)! - hhh q, ,q, , q, , 
q q=O 
(2.23) 
AO (q't' + q"t")riiii (q', t' j q", t") 
= -aa jdtriiiih(q"t'jq",t"jq,t)! ,(2.24) 
q q=O 
or, in frequency representation, 
iAo (q. p)! fiih(q,Wj -q, -w) 
= fiihh (q - p, w; -q, -w; p, 0), (2.25) 
= riiiih (q - p, w; -q, -Wj p, 0). (2.26) 
From the diffusive dynamics and the corresponding q 
dependence of the vertices follows the exact result (valid 
to any order in perturbation theory) 
(2.27) 
Hence the fields hand h do not renormalize [39]. The 
Ward identities Eqs. (2.25) and (2.26) then yield imme-
diately that there is also no renormalization of the non-
linearity A. Therefore we shall henceforth drop the index 
o for A, previously denoting the unrenormalized quantity, 
as we have already anticipatingly done for the fields. 
111. RENORMALIZATION-GROUP THEORY 
In this section we present our results from the renor-
malization group analysis of the Burgers-KPZ equation 
to two-loop order. We focus on the main concepts and 
results. For more details we refer the reader to the Ap-
pendix, where some intermediate results for the calcu-
lations of the vertex functions and the renormalization 
constants are presented. 
A. General considerations 
By now several powerful methods have evolved, and 
are frequently used, by which dynamical critical phenom-
ena are analyzed. The method by which the Burgers-
KPZ equation has been investigated first [4] is based 
on the dynamic renormalization group as formulated by 
Ma and Mazenko [40]. This scheme is in elose analogy 
to Wilson's momentum-shell procedure [41] and has the 
appealing feature of being conceptually transparent and 
more "physical" than field-theoretic methods, which uti-
lize a mapping of the stochastic equations of motion onto 
a dynamical functional [29,28,21,22], and concepts origi-
nally developed for understanding quantum field theories 
[24,25]. The latter schemes have the advantage ofprovid-
ing a powerful tool for calculating correlation functions 
and interconnections between them in a systematic way, 
which can be crucial if one intends to go beyond one-loop 
order. 
Since the two-loop calculations will become quite com-
plicated, and there is certainly the danger that the im-
portant physical and conceptual points may be obscured 
by the tedious calculations, we regard it as useful at this 
point to review the dynamic renormalization-group pro-
cedure applying both Wilson's scheme and field-theoretic 
methods to one-loop approximation. In order to keep our 
arguments as simple as possible, we also refrain from us-
ing the mapping onto a dynamic functional in this chap-
ter and formulate the theoretical concepts by using just 
the equation of motion. 
Equation (1.1) reads in Fourier space 
h(t7) = Go(t7)l1(q} 
+~Go(t7) ( Vo(q+jq_)h(c7+)h(i-). 
2 1k (3.1) 
In Eq. (3.1) Go(q,w) = 1/(voq2 - iw) denotes the "bare 
propagator," VO(ql; q2) = -Ao ql . q2 is the "bare ver-
tex," and q± == q/2 ± k, w± == w/2 ± v. For Vo = 0, 
Eq. (3.1) is just the linear diffusion equation. For Vo =I- 0, 
the solution of Eq. (3.1) may be obtained iteratively by 
a perturbation expansion in powers of Vo. For exam-
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pIe, the lowest-order correction to the response function 
G = 8(h)/8'TJ is 
G1(Q) = Go(V + Go(Q)~dvGo(v, (3.2) 
where Co(q) = 2DoIGo(q)1 2 is the "bare correlator," and 
~l(V = - h Vo(q+jq-)Go(q-)Co(q+)Vo(q+jq) (3.3) 
represents the one-loop renormalization of the "seIf-
energy." Similarly, the lowest-order correction to the cor-
relation function is 
(3.4) 
where 
D 1 (Q) = D o + ~ h Vo(q+jq-)Co(q-)Co(q+)Vo(q+jq-) 
(3.5) 
is the one-loop renormalization of the "noise spectrum." 
Higher loop orders could in principle be obtained from 
iteration of the equation of motion Eq. (3.1). But, since 
we are mainly interested in the conceptual problems now, 
we restrict ourselves for the sake of simplicity to the 
one-Ioop approximation. (The two-Ioop contributions 
and their corresponding diagrammatic representations 
are presented in Appendix Aland will be discussed in 
Sec. IHß.) After performing the internal frequency inte-
grals one obtains for the response and correlation func-
tions at zero frequency w = 0 and in the limit q -+ 0, 
respectively, the fo11owing results: 
(3.7) 
where only the terms of lowest order in q2 have been re-
tained. It is essential to note that the prefactor 2 - d in 
Eq. (3.7) is a geometry factor, stemming from the scalar 
products in the integrand, Le., we have made use of the 
ide~tity fk(q· k)f(k) = (q2/d) fk k2 f(k) with k =1 k I. 
ThlS d-dependent prefactor has not hing at a11 to do with 
the problems in perturbation theory, resulting from in-
frared divergences, to be discussed next. Namely, the 
naive perturbation theory breaks down due to the fact 
that the integral fk k- 2 in Eqs. (3.6) and (3.7) is mani-
festly infrared (IR) divergent at the lower cutoff. These 
divergences are of real physical origin and it is exactly 
those, by which one is lead to the introduction of the 
renormalization-group concept. 
In Wilson's momentum space procedure [41] the RG 
transformation is defined as folIows. 
(1) Elimination. First, one eliminates those modes 
within a small momentum shell k E [Alb, A], where 
b = e
' 
> 1. This results in an effective (renormalized) 
propagator for the remaining modes and allows the iden-
tification of an effective surface tension (diffusion con-
stant) to one-Ioop order [4,3] 
[ >,,2Do(2-d) d-2] VW = Vo 1 +. 4vg -d- K dA l, (3.8) 
where K d = Sdl(27r)d and Sd is the surface area of the 
unit sphere in d dimensions. In an analogous way one 
finds [4,3] 
Dw = Do [1 + >..:~o (~) Kd Ad- 2 l] . (3.9) 
Note that the expressions (3.8) and (3.9) coincide in d = 
1, as is required by the additional FDT valid only at this 
specific dimension. Without loss of generality we may set 
the cut off A to unity. 
(2) Rescaling. After this elimination step has been per-
formed, the resulting model has a cutoff which is reduced 
by a factor b = e
' 
> 1. In order to remove this difference 
and arrive at a form more closely resembling the origi-
nal system, the momenta, times, and height variable are 
rescaled according to k -+ ke- I , t -+ ez1t, and h -+ exl h, 
respectively. Upon requiring that the equation of mo-
tion stays invariant under this sc ale transformation, the 
parameters and coupling constants transform as folIows: 
Vo -+ bz-2vo , 
D o -+ b-d - 2x+z D o , 
>"0 -+ bx+z - 2 >"0 . 
(3.10) 
(3.11) 
(3.12) 
Combining these contributions results in differential re-
cursion relations (for infinitesimal RG transformations 
where l « 1) [4,3,20]: 
-- =vw z-2+Kd--- --dvw [ >"~Dw (2 - d)] dl 4v{y d ' (3.13) 
dDw [ >"~Dw] 
-----;n- = Dw z - 2X - d + K d--3- , 4vw (3.14) 
d>"w 
----;u- = >"w [X + z - 2] , (3.15) 
where the suffix W indicates that the running coupling 
constants and parameters are obtained within the frame-
work of Wilson's momentum she11 method. (We shall 
later introduce another set of flow functions in the con-
text of renormalized field theory.) Note that there is 
no perturbative correction to the flow of >"w, which can 
be understood as a direct consequence of the Ward-
Takahashi identities (2.23)-(2.26). 
(3) Fixed point and critical exponents. The last step 
is to determine the exponents z and X such that the pa-
rameters vw and Dw are not changed, for we have then 
obviously arrived at a sc ale-invariant situation. We de-
fine an effective coupling constant by 
>"~Dw gw=Kd---4v{y 
and obtain, for the corresponding flow, 
(3.16) 
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dUV:Z(l) = (2 - d)gw(l) + 2(2dd- 3) g~(l) + O(g~) . 
(3.17) 
From these recursion relations one can solve for the 
RG fixed points, Le., points in parameter space which 
are invariant under scale transformations. Thus setting 
dgw(l)/dl = 0 in Eq. (3.17) yields the Gaussian fixed 
point go = 0 and also one nontrivial fixed point 
* _ d(d - 2) 
g1 - 2(2d - 3) , (3.18) 
which is positive for 0 $ d < 3/2, diverges at d = 3/2, 
then rises again from -00, crossing the zero axis at d = 2, 
and becoming positive for d > 2 (Fig. 2). In the physical 
region, 9 > 0, gi turns out to be stable ("attractive") 
for d < 3/2, thus providing nontrivial (strong-coupling) 
scaling behavior, while for d > 2 the Gaussian fixed point 
is stable. Hence, depending on its initial value, gw(l) will 
either ftow to go or to the strong-coupling "fixed point" 
gw -+ 00. Thus for d > 2 adynamie phase transition 
("roughening transition") is found, governed by the un-
stable fixed point gi. The fact that there is no finite 
positive fixed point in the range 3/2 < d < 2 will turn 
out to be an artifact of the one-Ioop approximation (see 
Sec. IIIB). 
Upon setting dvw/dl = 0, dDw/dl = 0, and gw = g*, 
one finds Zo = 2 and XO = (2 - d)/2 at the Gaussian 
fixed point, while at any nontrivial fixed point g* 1= 0 
the critical exponents become 
(d- 2) Z = 2+ -d- g*, (3.19) 
( d-2) X = - -d- g*. (3.20) 
1.0 
g 
O~ ------------------- -------------------
-1.0 ':-"--:~~:-'-:-~-'---L--'-~--'-~--L~-----'-~ 
0.0 0.5 1.0 1.5 2.5 3.0 3.5 4.0 
d 
FIG. 2. One-loop fixed point of the Burgers-KPZ equation 
as a function of the surface dimension d. The divergence at 
d = 3/2 turns out to be an artifact of the one-loop approxi-
mation_ 
Note that Eq. (3.15) forces z + X = 2, if A 1= O. Thus the 
exponent identity (1.6) holds for any finite fixed point, 
which implies that knowledge of either the ftow of vw or 
Dw suffices in order to determine the critical exponents 
in its vicinity. 
(As already mentioned, the ftow obtained from these 
one-Ioop equations still contains some artifacts, which 
are due to the low order of perturbation theory consid-
ered. Yet our concern in this section is a comparison of 
the various methods available to determine the RG ftow 
of the parameters and couplings rather than a detailed 
description of the physical behavior.) 
Let us now compare these results with the various field-
theoretic techniques using different regularization proce-
dures. In field theory, the cutoff A is set to infinity, thus 
leading to ultraviolet (UV) divergences above a certain 
critical dimension dc (in our case, dc = 2). There are ba-
sically two regularization methods, by which these inte-
grals are assigned meaningful values, that are frequently 
used in field theories: (i) reintroducing the cutoff and 
(ü) dimensional regularization. In the former case the 
original UV singularities appear as logarithms or pow-
ers of A, in the latter as 1/(dc - d) poles. The criteria 
of choosing either of them are mostly guided by conve-
nience, i.e., the amount of effort by which the correspond-
ing integrals may be evaluated. Using those more formal 
field-theoretic methods one has to be careful, however, 
especially if one deals with massless theories, as is the 
case here. Let us explain why some specific attention 
is required (see also Ref. [25], p. 161). In dimensional 
regularization [23,24] one has 
(3.21) 
which is a (nontrivial for even m) consequence of the 
dilatation property of the integrals defined here by di-
mensional continuation. This result can be regarded 
as a cancellation between infrared (IR) and ultraviolet 
(UV) divergences. This often convenient property of inte-
grals within the dimensional regularization scheme may, 
however, have quite dangerous consequences: In a field 
theory involving massless fields (for which the Burgers-
KPZ equation is an important example), the latter gen-
erate IR singularities, which, again, have the signature 
of 1/(dc - d) poles. Thus, contrary to calculations us-
ing a finite cutoff, the dimensional regularization scheme 
is in danger of mixing UV and IR poles, as is obvious 
from Eq. (3.21). It is, however, crucial to clearly sepa-
rate the UV divergences and avoid any mi:J.:ing with the 
IR singularities, as will be explained below. This really 
may be the source of many mistakes if this method is 
applied without sufficient precaution. Thus it is essen-
tial to employ an IR cutoff in the integrals. In the case of 
the Burgers-KPZ equation, we cannot simply introduce a 
mass term, however, because this would immediately vio-
late the Galilean invariance discussed in Sec. II C. There-
fore we have to evaluate all quantities explicitly at finite 
external wave vectors or frequencies. For the calculations 
in Appendix A 2, we have chosen the convenient normal-
ization point (NP): q = 0, iw/2v = 11-2 • 
so TWO-LOOP RENORMALIZATION-GROUP ANALYSIS OF THE ... 1031 
In order to make our arguments clear we want to 
very brießy review some of the fundamental ideas behind 
renormalized field theory and the connection to critical 
phenomena [24,25,42]. From the dimensional engineer-
ing in Sec. II and simple power counting arguments, it 
follows that perturbation theory fails to describe the crit-
ical theory below the critical dimension dc because of IR 
divergences (see above). Above dc , on the other hand, 
the integrals become UV divergent. These UV singular-
ities may be handled very effectively by using the well-
established technology of quantum field theory, namely, 
by introducing renormalization constants into which the 
UV poles are absorbed. From these the Callan-Symanzik 
equations can be inferred, which describe the dependence 
of the renormalized quantities on the renormalization 
scale. Already by a heuristic argument (see Ref. [42], 
p. 271), the intimate relation of the IR and UV singular-
ities may be explained as follows. As mentioned above, 
we shall have to carefully employ a finite IR cutoff, say, 
a mass parameter 1.1. (which in our case is the external 
frequency). The physical IR divergences in which we are 
primarily interested manifest themselves in the domain 
q/p. » 1 and q/A « 1, where q are the external mo-
menta. By construction the latter condition is automat-
ically satisfied in renormalized field theory. The former 
can also be read as q ~ 00 for fixed 1.1.. Note that such a 
scaling argument is possible only when the loop integrals 
are arranged in such a way that they are insensitive to 
their upper limits (this is what one does in renormaliz-
ing the theory). More specifically (and technically), a 
change in the normalization point 1.1. ~ bp. of the theory 
may be interpreted as ascale transformation q ~ q/b, 
and solving the Callan-Symanzik equation provides the 
corresponding RG ßow equations. Again the fixed points 
with respect to these (infinitesimal) scale transformations 
are investigated, and the fixed point values of Wilson's 
functions, the so-called "anomalous dimension," yield the 
critical exponents. 
Let us explain this for the case of the Burgers-KPZ 
equation. In order to renormalize the theory (i.e., remove 
the UV divergences) one introduces renormalized param-
eters, which are related to the "bare" parameters through 
renormalization factors containing all the UV poles. Be-
fore turning to the one-Ioop results, some general features 
of the renormalization, which are valid to every order in 
perturbation theory, should be noted. As discussed in 
Sec. II, the Ward-Takahashi identities Eqs. (2.23)-(2.26) 
together with Eq. (2.27) ensure that the renormalization 
involves only two independent renormalization factors, 
namely, the renormalization of the noise amplitude Do 
and the surface tension Vo. Hence we define renormal-
ized parameters by 
D = ZDDo, v = Z",vo (3.22) 
and determine these by the following normalization con-
ditions for the singular parts of the two-point vertex func-
tions 
riLiL(q,w)I:;g= -2D. 
8 r ( )Ising 8q2 iLh q, w NP = V • 
(3.23) 
(3.24) 
The NP is conveniently chosen at q = 0 and iw /2v = 1.1.2 , 
and 1/1.1. is an arbitrary length scale. We remark that 
this is not a minimal-subtraction prescription, as was ap-
plied by Sun and Plischke [27]. where just the residues 
of the l/(dc - d) poles (in the dimensional regularization 
scheme) would be included in the Z factors. Rather we 
retain the complete dependence on the dimension d in the 
geometrie prefactors originating in the angular integra-
tions [see the discussion following Eqs. (3.6) and (3.7)]. 
The corresponding Wilson functions ("', (D and the ß 
function ßg (see below) for the effective coupling constant 
A~Do go = --3-4vo (3.25) 
permit us to study the renormalization-group ßows of 
the renormalized parameters and coupling constant D, 
v, and g. Note again that due to the Ward-Takahashi 
identities there is no renormalization for the amplitude A 
of the three-point vertex to all orders of go, i.e., Z" = 1. 
Hence for the renormalized effective coupling constant 9 
one gets 
Z C d-2 g= g90 dp. (3.26) 
where we have absorbed the geometry factor Cd = 
Kdr(d/2)r(2 - d/2) = r(2 - d/2)/2d- 17fd/2 in the defi-
nition of the renormalized coupling. 
To one-Ioop order the bare vertex functions read 
riLiL(O,w)sing 
= -2Do [1 + A:~ORe (1 iW/2V: + k2) ], (3.27) 
8 r ( )sing I 8q2 iLiL q, w q=O 
[ A~Do d - 2 ( r 1 ) 1 = Vo 1- 4vg -d-Re Jk iw/2vo + k2 ,(3.28) 
where the d-dependent prefactor in the latter equation 
is of exactly the same geometrie origin as in Eq. (3.7) 
above. In d = 1 the results for the amplitude of the noise 
spectrum and the surface tension again become identical 
as is required by the ßuctuation-dissipation theorem valid 
in d = 1. This important feature would have been lost 
in a minimal subtraction prescription [43]. Applying 
dimensional regularization, the above integrals yield at 
the normalization point iw/2v = 1.1.2 : 
(3.29) 
The l/(d - 2) = l/E pole corresponds to a InA in the 
cutoff-regularization scheme and to the momentum shell 
integral proportional to 1 in Wilson's scheme. At this 
point we emphasize that this l/E pole has to be sub-
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tracted in order to renormalize the theory (i.e., remove 
the UV divergences corresponding to In A at the critical 
dimension dc = 2). Let us now demonstrate once more 
why the dimensional regularization method (with mini-
mal subtraction) is a dangerous procedure unless carried 
out with considerable precaution. Namely, one might ar-
gue that the 1/f. pole for the noise amplitude is canceled 
by the prefactor d - 2 and hence does not have to be 
incorporated in the renormalization factors [27]. In our 
opinion, that would be incorrect. This procedure would 
definitely leave UV divergences in the theory, as becomes 
obvious in the cutoff regularization scheme, where In A 
terms would survive. In summary, one should keep in 
mind that the 1/ f. poles in the dimensional regulariza-
tion scheme are essentially not hing else but a quite con-
venient way ofkeeping track oft he UV (lnA) divergences 
at the critical dimension de = 2 (the simplification is 
that the resulting integrals are much easier to carry out 
in the dimensional regularization method) j one should 
thus strictly avoid mixing these "artificial" dimensional 
lactors with others originating from purely geometrical 
properties 01 the integmls. Again, this might constitute 
a troublesome trap unless sufficient attention is paid to 
this issue. Henceforth, and in Appendix A 2, we try to 
emphasize this by clearly distinguishing between d and 
f.. 
Using the definitions (3.22), the normalization condi-
tions (3.23) and (3.24), and the one-loop results (3.27) 
and (3.28) for the singular parts of the two-point vertex 
functions, one arrives at 
ZD = 1 _ goCdltE , 
f. 
Zv = 1 + (d ~ 2) 90~dItE . 
Upon defining Wilson's ßow functions by 
and the ß function 
we find the following one-loop results: 
d - 2 2 (v = -d-g+O(g), 
ß - (d 2 2(2d - 3) ) 9-g - - d 9 
(3.30) 
(3.31) 
(3.32) 
(3.33) 
(3.34) 
(3.35) 
(3.36) 
Note that these "physical" quantities do not contain the 
artificial f. factors anymore. 
Running parameters and coupling "constants" are now 
defined by (see Sec. III B) 
(3.37) 
(3.38) 
(3.39) 
We re mark that these ßow equations are related to the 
ßow equations in Wilson's scheme by the following re-
placements [see Eqs. (3.13), (3.14), and (3.19)]: 
In(1/1)-+ I, 
D-+ Dw = De(z-2x.-d )1 , 
v-+ VW = ve(z-2)! . 
(3.40) 
(3.41) 
(3.42) 
By determining the zeros of the ß function (3.33) we find 
the same fixed points go and gi as in Wilson's scheme 
[Eq. (3.18), Fig. 2]j note, however, that we have incorpo-
rated somewhat different geometry factors in the defini-
tions ofthe renormalized coupling 9 (3.26) and 9W (3.17). 
As will be demonstrated in Sec. III B, the critical expo-
nents are given by z = 2+(~ and X = 1- (d+(n -(~)/2, 
respectively. This yields the identical results as the mo-
mentum shell procedure, demonstrating (to this order) 
that both schemes are equivalent methods in order to 
find the universal critical behavior. 
A very important final remark is in place here. In ei-
ther scheme, the above one-loop results were obtained by 
evaluating the integrals at fixed dimension. If an expan-
sion near d = 2 were applied, hardly any answer would 
have been found for d < 2, due to the divergence of the 
fixed point gi at d = 3/2. This is precisely the regime 
which is addressed by Sun and Plischke [27] in their re-
cent two-loop calculation. They do indeed find another 
finite fixed point at d = 2 with their approach, but it 
is difficult to see how this result may be consistent with 
the implicit assumption of the f. expansion that any non-
trivial fixed point be of order f.. Our own findings within 
the two-loop approximation, as explained below, rat her 
seem to indicate that a "full" 2 - f. expansion cannot 
be performed consistently, in accord with the trend al-
ready seen on the one-loop level. The situation is en-
tirely different for d > 2. Here one may follow the ideas 
exploited in the study of the O(n) nonlinear u model 
[26] and perform an f. expansion above the critical di-
mension de = 2. Naive power counting suggests that the 
theory should not be renormalizable for d > de , which 
would mean that the critical behavior could no longer 
be inferred from studying the UV limit of the theory, 
which would be ill defined. However, there appears a 
new fixed point of order e, which is IR unstable, i.e., UV 
stable, meaning that it governs the large-momentum be-
havior. Hence the theory is renormalizable despite the 
naive power-counting arguments. This is precisely what 
allows for a description of the critical properties of the 
model, for the IR-unstable fixed point physically corre-
sponds to a second-order phase transition in the system. 
Indeed, if one inserts the one-loop fixed point value (3.20) 
into Eqs. (3.21) and (3.22) for the critical exponents at 
the roughening transition, one finds that Zc = 2 + 0(e3 ) 
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and Xc = 0+ O( (3 ), in accord with the scaling argument 
by Doty and Kosterlitz [18]. 
B. Two-loop results 
In this section we return to the field-theoretic method, 
based on the dynamic functional (2.6), and present our 
results from the two-Ioop calculation. We shall primar-
ily focus on the analysis and discussion of the results. 
For some details on the calculations and technicalities 
we refer the reader to the Appendix. There is, how-
ever, one important point that we have to mention here. 
Namely, to two-Ioop order the situation becomes addi-
tionally complicated with respect to the previous discus-
sion, due to the fact that our massless field theory pro-
duces new m singularities at d = 1 and d = 3 (compare 
Appendix A2). These can only be handled by a "par-
tial" E expansion; i.e., we keep all the geometry factors, 
as explained at length above, and expand only in those d-
dependent factors stemming from the integrals as calcu-
lated in the dimensional regularization scheme, indicated 
with E instead of d in Appendix A 2. This is, we admit, 
a most subtle procedure, and together with the already 
mentioned features, it marks the essential difference to 
the approach by Sun and Plischke [27]. In our opinion, 
however, this is the only possible method in order to ap-
proach the regime d < 2 consistently, keeping the exactly 
known properties at d = 1. For d > 2, we shall eventually 
perform a "full" E expansion in the final results, where 
all the problems cited in the preceding subsection have 
already been accounted for. 
From the two-Ioop expressions for the singular parts of 
the two-point vertex functions (A23) and (A24) in Ap-
pendix AI, the normalization conditions (3.22)-(3.24), 
and the integrals in Appendix A 2, we find the following 
results for the renormalization constants: 
90 9~ d - 2 9~ ZD = 1-- - (d-l)- - ---
€ € d 2€ 
'2 
+(d - l)g~ + 0(9~), 
€ 
Zv = 1+ d - 2 [90 + (d - 1)9~ d € 2€ 
+ d - 2 9~ - (d - 1) 9~ 1 
d 2f 2E2 
_ d - 1 9~ F. (d) + 0(g'3) 
d 16f v 0 , 
where 90 = goCdJL" and we have defined 
Fv(d) = 4 - 2(6 - d)Ioo (2) + 2dI10 (2) 
+21111 (2) - 121 (2) - 7122 (2) + 2132 (2) 
(3.43) 
(3.44) 
- - 12.;5 + 1 4 
+4101 (2) - 4112 (2) - -ln -- + -. 5.;5 .;5 -1 5 
(3.45) 
The parameter integrals l r.(d) and irB(d) are defined in 
Appendix A 2. The corresponding Wilson flow functions 
Eqs. (3.32) are given by 
,. (d - 1}(2d - 1) 2 + O( 3) 
.. D = -g - d 9 g, (3.46) 
d - 2 (d - l}(d - 2) 2 
(v = -d-g + d 9 
d - 1 2 ( 3) 
-Sd"g Fv(d) + 0 9 , (3.47) 
ß - 9 (d _ 2 _ 2(2d - 3) 9 _ (d - 1)(5d - 7) g2 
9 - d d 
_ d ~/ g2Fv(d) + 0(g3») . (3.48) 
(Note that there are no €-dependent terms left in these 
expressions; specifically, there are no 1/€ poles, which 
constitutes a very nontrivial check to the calculations, 
along with the fact that at d = 1 the FDT is fulfilled, as 
required; see Appendix Al.) 
Most interestingly, the two-Ioop contributions to these 
( functions vanish at d = 1. That is, there are no sin-
gular contributions to the two-point vertex fu,nctions in 
one dimension. This is clearly a very valuable fact for 
the purpose of justifying a self-consistent approximation 
as the mode-coupling approach, where vertex corrections 
are neglected [34]. In terms ofthe fixed points, this means 
that at d = 1 the strong-coupling fixed point in the two-
loop approximation is unaltered with respect to the one-
loop result: gi = 1/2 and, of course, the critical expo-
nents are not modified either, z = 3/2 and X = 1/2. This 
is reassuring, for these values already follow from a com-
bination of the FDT (thus (: = (D) and the exponent 
identity (1.6); see Eqs. (3.57) and (3.58) below. 
The flow functions (3.46) and (3.47) permit us to study 
the renormalization-group flow for the renormalized ef-
fective coupling constant g, Eq. (3.33), as a function of 
the dimensionality of the growth problem. The general 
features of this flow and the behavior of the ensuing three 
fixed points go, gi, and g2 as functions of the dimension 
d are (Fig. 3) as folIows. 
(i) Just below the borderline dimension dc = 2 there 
are two (non-negative) fixed points, the Gaussian fixed 
point go = 0, which is unstable, and one strong coupling 
fixed point gi. The "weak-coupling" fixed point go = 0, 
describing a smooth interface, is m unstable. Hence, for 
d < 2 the RG flow always tends to the strong-coupling 
point go = 0, which is unstable, and one strong coupling 
fixed point gi. The "weak-coupling" fixed point go = 0, 
describing a smooth interface, is m unstable. Hence, for 
d < 2 the RG flow always tends to the strong-coupling 
fixed point gi, describing a rough surface. (Below d = 1 
there is an additional fixed point in the physical region, 
whose wlue diverges for d -t 1. This would constitute 
an unstable fixed point in the flow of the coupling; it ap-
pears, however, rather doubtful to extrapolate the results 
of our two-Ioop calculations beyond d = 1, as we had to 
apply the above-mentioned partial E expansion.) 
(ü) At the critical dimension dc = 2 the strong-
coupling fixed point gi, as obtained from the two-Ioop 
calculation, tends to infinity. It is not clear whether this 
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FIG.3. Two-loop fixed points ofthe Burgers-KPZ equation 
as functions of d (fulllines). It is not dear if the divergences 
at d = 1 and d = 2 are inherent to the low order of pertur-
bation expansion used, as was the case for the divergence of 
the one-loop fixed point (dashed here) at d = 3/2, or rat her 
if they represent a generic feature of the model. 
divergence of the strong-coupling fixed point at the crit-
ical dimension dc = 2 is just an artifact of the two-Ioop 
calculation or a general feature of any finite order in per-
turbation theory. We suppose that it indieates that no 
finite strong-coupling fixed point will emerge to anyorder 
in the perturbation expansion. In this sense, there is non-
perturbative strong-coupling behavior for all d 2: 2. There 
is still a considerable amount of controversy about the ex-
istence of an upper critieal dimension (not to be confused 
with the critical dimension dc = 2 obtained from power 
counting arguments), at which mean field values are re-
covered. Actually, in view of the analogy to the nonlinear 
u model, the critical dimension dc = 2 ean be regarded as 
the lower critieal dimension, sinee for dc < 2 no dynamic 
roughening transition takes place [see (i)]. The random 
directed path on a Cayley tree [44] represents a possible 
candidate for a high-dimensional limit. The existence of a 
finite upper critical dimension is supported by an expan-
sion by Cook and Derrida [45], who insert finite sections 
of the high-dimensional lattices in place of the no des of 
the Cayley tree. The validity of such an approach has 
been criticized by Fisher and Huse [12], however. Also, 
numerical simulations [14-16] suggest that there is no up-
per critical dimension. From our two-Ioop results it is not 
possible to draw any decisive conclusion about the exis-
tence of an upper critical dimension. Even higher loop 
orders are most likely not to be very useful for deciding 
upon the question of the existence of an upper critical 
dimension. What is really needed is a systematie expan-
sion in lid or some other controlled expansion capable 
of taking into account an infinite set of diagrams. A very 
recent mode-coupling analysis [38], which makes no as-
sumptions about the line shape, but is still based on an 
uncontrolled approximation, indeed yields z < 2 for all 
d. 
(iii) Above dc = 2 our two-Ioop calculations support 
the existence of three fixed points. There are two IR sta-
ble fixed points whose domain of attraction is separated 
by a critical fixed point 92 = 9~, which is IR unstable 
(hence UV stable). The critical fixed point 9~ describes 
a dynamic phase transitions and is accessible by pertur-
bation theory (it is of order i = d - 2). For 9 < 9~ 
the RG flow tends towards the weak-coupling fixed point 
9wc = 90 = 0, describing a smooth interface. For effec-
tive coupling constants larger than g~ the flow leads to 
an IR-stable strong-coupling fixed point 92 = 9sc. This 
strong-coupling fixed point seems to be inaceessible by 
a perturbational approach_ To two-Ioop order one thus 
finds 9sc = 00. 
This scenario is similar to the results obtained for the 
O(n) nonlinear u model. In a 2 + i expansion [26] one 
finds a nontrivial zero of the corresponding ß function. 
This IR-unstable fixed point defines the critical temper-
ature in exactly the same way as the above IR-unstable 
fixed point in the roughening problem defines the criti-
cal coupling at which a dynamic phase transition from 
a smooth to a rough surface takes place. This analogy 
becomes even more apparent if one considers the map-
ping of the Burgers-KPZ equation onto the statistieal 
mechanies of directed polymers in random media. For 
d > 21mbrie and Spencer [46] have shown rigorously 
that the polymer undergoes a continuous transition from 
a low temperature pinned phase to a high temperature 
phase where the disorder is irrelevant. The above found 
critical fixed point eontrols this transition. 
We now proceed to a discussion of the behavior near 
the different fixed points for d > 2. In order to relate 
the values of the , functions at the fixed point to the 
dynamic exponent z and the roughness exponent X, it is 
convenient to consider the two-point correlation function 
Chh(q,W), which acquires the scaling form 
(3.49) 
or equivalently (see Sec. I) 
Chh(X, t) = x2X.C(tlxZ) . (3.50) 
We want to analyze how this scaling form and the expo-
nents for the correlation function are related to the re-
sults obtained from renormalized field theory. Since the 
bare vertex functions are independent of the arbitrary 
momentum scale p, introduced in the RG procedure, one 
finds the following RG equation for the two-point vertex 
functions f(p"v,D,9,q,w): 
(3.51) 
where we have introduced the abbreviation (.) 
(p"v,D,g,q,w). The RG equation is readily solved with 
the method of characteristics_ The characteristics a(l) of 
Eq. (3.51) define running coupling "constants" and pa-
rameters into which these transform when p, -t p,(l) = p,l. 
They are given by the solutions to the flow equation of 
the coupling ldgldl = ßg(l) and the first-order differen-
tial equations for the parameters a = D, v 
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Id~~l) = (a(l)a(l) , (3.52) 
with the initial conditions D(l = 1) = D and v(l = 1) = 
v, namely, 
(3.53) 
Applying a dimensional analysis one finds that fr.r. and 
fr.h have dimensions D and VJ.L2, respectively. Hence the 
solutions of the RG equations read 
(3.54) 
(3.55) 
Since the two-point correlation function is related to the 
two-point vertex function by C = fr.r./lfr.hI2, one gets 
at a fixed point, with the matching condition q/J.Ll = 1, 
_ -4-2';+(;· ( w ) C(J.L, v, D, g, q, w) - q C q2+'= . (3.56) 
Hence we arrive at the following already mentioned rela-
tions: 
(3.57) 
(3.58) 
At the weak-coupling fixed point go = 0, we have X = 
1 - d/2 and Z = 2. At any nonzero fixed point g* =1= 0 
one gets 
(3.59) 
from ßg(g*) = o. Note that this exponent identity results 
ultimately from the Galilean invariance of the Burgers-
KPZ equation. Hence we find 
X = -(:, 
Z = 2 +(:. 
(3.60) 
(3.61) 
From these relations one can easily infer the exponent 
identity X + z = 2 already mentioned in Sec. I. 
Let us now investigate the two-Ioop results at the IR-
unstable (critical) fixed point g~. One can show that 
F .. (d) = 8 + O(f), where the O(f) coefficient can also 
be determined numerically FI/(d) ~ 8 - 4.0797f [see 
Eq. (A38)]. Hence one finds that in a consistent expan-
sion in both 9 and f 
__ 3 2 + O( 3 2 2 3} 
."D = -g - 2g 9 ,g f,gf ,f , {3.62} 
€ 1 2 32 23 ( .. = 2g - 2g +O(g ,g f,g€ ,€), {3.63} 
where € = d - 2. With Eq. (3.33) this yields, for the ß 
function, 
{3.64} 
which is identical to the one-Ioop function since all the 
0(g2) corrections cancel. The resulting critical fixed 
point is g~ = f - 3f2/2 + 0(f3) and there is no finite 
strong-coupling fixed point. Inserting this result for the 
unstable fixed point into the ( functions one realizes that 
all O{ f2) corrections cancel, Le., 
(D = -€ + 0(€3} , 
(: = 0 + 0(f3 ). 
(3.65) 
{3.66} 
Hence our two-Ioop calculations confirm the results by 
Doty and Kosterlitz [18] that Ze = 2 and Xc = 0 at 
the roughening transition. Note that in our perturbation 
expansion this result is due to a most remarkable and not 
at all obvious cancellation of very different contributions. 
This is a very reassuring feature of our method again, at 
least if one follows the considerations in Ref. [18]. 
Now let us reverse the argument and assume that Ze = 
2 is an exact result at the critical fixed point. Then, with 
Eqs. (3.59) and (3.61) one gets at the weak-coupling fixed 
point 
(d - 2) + (D(g;) = 0, 
(I/(g;) = o. 
(3.67) 
(3.68) 
Therefore, it should also be possible to determine the 
value of the critical fixed point from one of the latter 
equations. In fact, one obtains from Eq. (3.67) the same 
critical fixed point as from the zero of the ß function. 
However, in order to determine the value of g; up to 
terms of order 0(€3) from Eq. (3.68) one needs the co-
efficient of the 0{g2) term and the 0(g3) term of ( .. up 
to terms of order 0(€2) and 0(f1), respectively. For the 
calculation of the fixed point value from the zeros of the 
ß function, we had to know the 0(g2) term of ( .. up to 
terms of order O(f), only. From Bq. (3.47) one obtains 
upon induding an unknown three-Ioop term 
9 [ ( 4.0797 ) ] (" = d € + -1 + -8-f 9 + Ag2 , (3.69) 
where A is a constant of order 0(1). Equation {3.68} 
yields, for the critical fixed point, g; = € - 3€2/2, only 
if A = - (3/2 + 4.0797/8), i.e., one can determine the 
three-Ioop correction for the renormalization of the sur-
face tension v. 
Let us comment on the d dependence of the critical 
fixed point. Keeping the ful1 dependence of the ( func-
tion for the noise amplitude on d, one obtains, from 
Eqs. (3.46) and (3.67), for the critical fixed point 
* -1 + VI + 4{d - 1)(2d - l)(d - 2)/d (3.70) 
ge = 2{d - 1)(2d - 1}/d ' 
which in the limit of large d reduces to a finite value 
g; ~ 1/-/2. It would be interesting to see how this 
d dependence of the fixed point compares with numer-
ical simulations. Note, however, that the scale of g; is 
nonuniversal and depends on the precise definition of the 
coupling g. 
We dose this section by a discussion of the RG equa-
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tions for d > 2 and its implications on the kinetic rough-
ening transition described by the IR-unstable (repulsive) 
fixed point g~. We remark that a detailed analysis of the 
crossover scaling behavior in the weak-coupling regime 
at the one-Ioop level has been given by Nattermann 
and Tang [20]. We have shown above that the expo-
nents at the transition are given by Zc = 2 + O(f3 ) and 
Xc = 0 + O(f3 ). In the smooth phase (i.e., for cou-
pling constants 9 < g~) the effective coupling approaches 
zero. Therefore, the long-distance and long-time proper-
ties in this phase may be obtained from a perturbative 
RG study. (In the rough phase a perturbative expansion 
is not possible due to the strong-coupling behavior.) 
The proximity to the critical point can be measured in 
terms of the control parameter 0 = (g; - g) f g~, and, quite 
analogously to the treatment of the nonlinear (Y model at 
its critical point [26], we define a correlation length €(g) 
via the solution of the differential equation 
(3.71) 
Since € has the dimension of a length this can also be 
written as 
(3.72) 
i.e., 
€(g, J.L) = J.L-lgl/{d-2) 
X exp [log dg' (ßg~g') - (d _\)g,)] . (3.73) 
Close to the critical fixed point we can write 
d€ € € 
dg = ßg(g(l» = [g(l) - g~]ß~(g~) , (3.74) 
the solution of which is given by 
(3.75) 
where ß~(g;) = dßg(g)fdgl g;. Hence the critical expo-
nent for the correlation length is determined by the first 
derivative of the ß function at the critical fixed point 
11 = -lfß~(g;). Since we have shown above that all two-
loop contributions to this ß function cancel, we find that 
the correlation length exponent is 
(3.76) 
To one-Ioop order, this result was already obtained by 
Nattermann and Tang [20], who also discuss how the 
above scaling is modified to a logarithmic form at dc = 2. 
Let us now solve the RG equations, Eq. (3.51), in such 
a way that the scaling behavior at the dynamic phase 
transition becomes apparent (see also Ref. [20]). Dimen-
sional analysis teIls us that 
~ (q w) ri,J,(J.L,II,D,g,q,w) = Driiii -, -2- , 
J.L J.L 11 
(3.77) 
(3.78) 
Thus the solution of the RG equation can be written as 
(3.79) 
(3.80) 
with 
{ r dg' } D(g)= Dexp - Jo ß(g') (D(l) , (3.81 ) 
{ r dg' , } lI(g)= lIexp - Jo ß(g') (v(g) . (3.82) 
In summary, one obtains the foHowing dynamic scaling 
behavior of the correlation function: 
C(o, q,w) = M(~(g)H4(g) 6 (q~(g), wc(;(g») , 
(3.83) 
where we have defined the quantity 
We have also introduced a characteristic frequency by 
(3.85) 
Close to the critical fixed point the latter equation re-
duces to wc(€(g» oe €-Ze, with the dynamical critical 
exponent Zc = 2 + (~. One should note that this dy-
namic scaling form is quite analogous to the correspond-
ing scaling in the nonlinear (Y model [26] and the same 
condusions drawn there apply for the roughening transi-
tion as weH. Let us contrast the above scaling behavior 
with the well-known scaling behavior of a standard ~4 
model dose to its critical point. The 4>4 model depends 
on two coupling constants: the coefficient of the 4>2 term, 
which plays the role of the control parameter (reduced 
temperature) corresponding to the reduced effective cou-
pling 0 defined above, and the coefficient of the 4>4 term, 
which has no equivalent here. The scaling form of the 
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</J4 model is obtained at the IR-stable fixed point, e.g., 
obtained by an € expansion near the upper critieal di-
mension 4. In the present ease, however, there is not 
only scaling behavior at the critical fixed point, but in 
the entire "smooth" phase. This behavior, Eq. (3.83), is 
most similar to that of O( n) symmetrie models in the low 
temperature phase and more closely resembles the form 
known from erossover sealing behavior [20]. In order to 
study the crossover sealing behavior in the weak-eoupling 
phase, we use the following "resummed" expressions for 
the , and ß funetions: 
(3.86) 
(3.87) 
(3.88) 
which are identieal to the expressions above, but also 
take into account that the fixed point values can be 
equally weil obtained from the zero of the ß function 
and Eqs. (3.67) and (3.68). 
First, we consider the crossover of the correlation 
length as a function of the effective coupling g. As de-
picted in Fig. 4, the eorrelation length crosses over from 
e cx: gl/. at small couplings to e cx: Ig - g;I-V as 9 ap-
proaehes the critieal coupling g;. The crossover function 
shown in Fig. 4 is universal, i.e., a11 the nonuniversal 
scales may be absorbed in an amplitude eo for the corre-
lation length. Specificaily, the location of the crossover 
gcroBs can be obtained from Fig. 4. Similar crossover be-
havior is found for the noise amplitude D and the surface 
tension 1/, as shown in Fig. 5. The asymptotic behavior 
at the eritical fixed point is given by 
o 
o 
o .......... -'-'-:1':':0·:0. -~~~~~1-:'":0,:;-·,-~-~~~....J100 
Ig-g;l/g; 
FIG. 4. The correlation length e in the smooth phase versus 
Ig - g; 1/ g;. The correlation length crosses over from e oc gl/. 
at small couplings to e oc Ig-g; 1-" as 9 approaches the critical 
coupling g;. In the figure we have set e = 1. 
10" 
, 
, 
, 
FIG.5. The renormalized noise amplitude D(g) (solid line) 
and surface tension v(g) (dashed line) (up to a nonuniver-
sal amplitude) in the smooth phase versus Ig - g; 1/ g;. The 
noise amplitude shows a crossover from an exponential in-
crease D(g) oc eg /· at small values of 9 to apower law diver-
gence D(g) oc Ig-g;l-o" as 9 approaches the critical coupling 
g;. The renormalized surface tension v(g) crosses over from 
exponentially decreasing v(g) oc e-g / 2 to a constant at criti-
cality. The curves are plot ted for d = 3 (i.e., € = 1). 
D(g) cx: Ig - g;r·v = Ig _ g;I- 1 , 
I/(g) cx: Ig _ g;I O • 
(3.89) 
(3.90) 
The noise amplitude shows a crossover from an expo-
nential increase D(g) cx: egl· at small values of 9 to 
apower law divergence D(g) cx: Ig - g;I-·v as 9 ap-
proaches the critical coupling g;. The renormalized sur-
10' 
10" 10·' 10' 
19-9."IIIi; 
FIG.6. The characteristic frequency wc(g) (up to a nonuni-
versal amplitude) in the smooth phase versus Ig - g; 1/ g;. The 
characteristic frequency crosses over from wc(g) oc g-2/oe- g /2 
at small couplings to wc(g) oc Ig - g;I-2 as 9 approaches the 
critical coupling g;. The figure shows the result for e = 1. 
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face tension lI(g) crosses over from exponentially decreas-
ing lI(g) oe e-g!2 to a constant at criticality. Finally, the 
crossover behavior of the characteristic frequency is de-
picted in Fig. 6. It crosses over from wc(g) oe g-2!Ee -g!2 
at small couplings to wc(g) oe Ig - g~I-2 as 9 approaches 
the critieal coupling g~. 
It would be interesting to test the validity of the above 
crossover scaling, ineluding the form of the crossover 
functions, by numerieal simulation. 
IV. SUMMARY AND CONCLUSIONS 
In this paper we have given a systematic analysis of the 
Burgers-KPZ equation in d + 1 dimensions by dynamic 
renormalization-group theory. We have paid special at-
tention to the interconnections of the various renormal-
ization group techniques. 
Let us briefly summarize our main conelusions. For the 
roughening dynamies as described by the Burgers-KPZ 
equation we find the following results: (1) The roughen-
ing transition of the Burgers-KPZ equation is understood 
in terms of an IR-unstable fixed point above the (lower) 
critical dimension dc = 2. The value of this critieal fixed 
point is accessible by a 2+€ expansion, similar to an anal-
ogous expansion for the nonlinear (j model. The critical 
properties of this transition are characterized by one in-
dependent exponent. Doty and Kosterlitz have argued 
on the basis of a standard scaling argument that the dy-
namie exponent Zc at the dynamic roughening transition 
should be exactly equal to 2. From our two-Ioop cal-
culation we find that Zc = 2 + O(€3), which supports 
their considerations. We have further analyzed the scal-
ing behavior near the transition and in the smooth phase. 
Introducing a control parameter ~ = (g~ - g)/g~, which 
measures the distance to the critical point, one can de-
fine a correlation length e and calculate the correspond-
ing exponent 11. We find that 11 = 1/€+O(€3). (2) Below 
the borderline dimension dc = 2 there appear two fixed 
points, an IR-unstable Gaussian fixed point and an IR-
stable strong-coupling fixed point. Note that the strong-
coupling fixed point is not of order 0 ( €) and there is 
apparently also no other known small parameter. Hence 
the phase described by this strong-coupling fixed point 
is not accessible by a controlled perturbation theory and 
one needs nonperturbative methods (e.g., mode-coupling 
theories) to access the physies of the rough phase. The 
weak-coupling fixed point describes a smooth interface. 
But, since this fixed point is always unstable, the inter-
face is always rough below dc = 2. (3) At the critical 
dimension the strong-coupling fixed point, as obtained 
from the two-Ioop calculation, tends to infinity. It is 
not elear, whether this divergence of the strong-coupling 
fixed point is just an artifact of the two-Ioop calculation 
or a general feature of any finite order in perturbation 
theory. We suppose that it indicates that there is non-
perturbative strong-coupling behavior for all d :2: 2. 
We have also highlighted the importance of carefully 
considering the structure of the dimensional regulariza-
tion method. As explained in detail in Sec. III, some care 
is required in using this method, especially in distinguish-
ing between the dimensional dependence contained in 1/ € 
poles and d-dependent factors originating from purely ge-
ometric properties of the loop integrals. Whereas the 
1/€ poles constitute essentially not hing but a quite con-
venient way of keeping track of the UV divergences in 
the perturbation expansion, all other d-dependent fac-
tors characterize the symmetry and internal structure of 
the model. Note that with these precautions the results 
for the renormalization factors quite naturally obey the 
FDT in d = 1 dimension; it is not necessary to perform 
a separate treatment of this case. 
The two-Ioop calculations allow for no decisive conelu-
sion about the existence of an upper critical dimension, 
at which mean field values for the exponents are recov-
ered. To decide upon the existence of an upper critical 
dimension it would be highly useful to do a systematie 
expansion in l/d within the framework of the Burgers-
KPZ equation. To our knowledge, such an expansion is 
not yet available at the present time. 
Very recent results by Tu [38], who has solved the 
mode-coupling equations without assuming any specific 
line shape, indieate that z < 2 for all dimensions d. 
However, the results obtained from mode-coupling the-
ories are not quite conelusive, since it is not known in 
what sense such theories constitute a controlled expan-
sion. Nevertheless, resummation techniques such as the 
mode-coupling theory are at present the only available 
analytical technique to study strong-coupling behavior. 
For the (1 + l)-dimensional case there is very elose 
agreement between numerical simulations and the results 
obtained from mode-coupling theory [34]. Our two-Ioop 
calculations demonstrate that for d = 1 all singular two-
loop corrections vanish. This is a highly nontrivial result, 
because for this to be the case, the vertex corrections en-
tering the calculations of the correlation and response 
functions must cancel each other. It is exactly those ver-
tex corrections, which are neglected by mode-coupling 
theory, however. Hence our RG analysis provides a dis-
tinct hint why this approach has been so successful in 
1 + 1 dimension. Yet further analysis is required to elar-
ify this point [47]. 
Summarizing, it would thus be of interest to further in-
vestigate the behavior of the strong-coupling fixed point 
by a systematic l/d expansion, as well as by mode-
coupling theory in high dimensions. In addition, it would 
be interesting to know how the value of the critical 
fixed point (obtained within the two-loop calculation)-
especially its d dependence-and the crossover scaling 
analysis in the smooth phase compare with results from 
numerical simulations. 
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APPENDIX A 
In this appendix, we list the explicit results for the 
perturbation theory to two-Ioop order. Appendix Al 
comprises the Feynman diagrams and the corresponding 
analytical expressions, while we present the evaluation 
of the relevant integrals in dimensional regularization in 
Appendix A 2. 
(a) (b) 
111111111 
(c) 
(d) 
(e) (I) 
(8) (h) 
(i) 
FIG. 8. Feynman diagrams for the dynamical perturbation 
expansion offii,,(q,w) to two-loop order. 
1. Two-loop perturbation theory 
ror the two-point vertex functioDS 
This section comprises the Feynman diagrams to two-
loop order for the Burgers-Kardar-Parisi-Zhang equation 
and the corresponding momentum integrals. The inte-
grations over the internal frequencies have already been 
performed using the residue theorem. 
We start with a list of the contributions to two-loop 
order to the fully wave-vector- and frequency-dependent 
two-point vertex functions. In writing down the diagram-
matic expansion for the dynamic functional one has to 
take into account restrictions which follow from causal-
ity. In Sec. II we have not written down the Jacobian 
..7[h] = 'D[71]/'D[h]. In general the Jacobian depends on 
the discretization of the Langevin equation (needed to 
give a proper definition to the path integral). As can be 
shown quite generally [22] the Jacobian cancels the equal 
time contractions of the field hand the response field h. 
Keeping in mind (or by choosing a discretization with 
the Jacobian equal to 1) one can omit the Jacobian in 
the dynamic functional. The Feynman diagrams, which 
ac count for the restrictions imposed by causality [48], are 
depicted in Figs. 7 and 8 for riiii(q,w) and riih(q,w), 
respectively. In case of the former, adding the terms 
corresponding to both opposite time directions, respec-
tively, provides some simplifications. The corresponding 
analytical expressions are, for riiii(q,w) and riih(q,w), 
respectively, 
(Al) 
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).4D3 1 (q2/4_ p2)2 f (q/4-p/2)2_k2 
(c) + (d) = ;vtRe p (q/2 + p)2(q/2 _ p)4 lk iw/2vo + q2/4 + p2 
(q/2 - p)2[(q/4 - p/2)2 + k 2 ]_ 2[(qk)/2 - (pkW 
X~~~~~~~~~~~~~~77~~ (q/4 - p/2 + k)2(q/4 - p/2 - k)2[3(q/2 - p)2/4 + k2] 
[2 (q/2_p)2 (1 3(q/2- P)2/4 + k2)] 
x + iw/2vli + (q/2 + p)2/2 + (q/2 - p)2/4 + k2 + iw/2vo + q2/4 + p2 ' (A2) 
).4D3 1 (q2/4 - p2)2 1 
(e) = - ;vgO Re p (q/2 + p)2(q/2 _ p)2 iw/2vo + q2/4 + p2 
f [(q/4 - p/2)2 - k2]2 
X lk (q/4 - p/2 + k)2(q/4 - p/2 - k)2[3(q/2 - p)2/4 + k2 ] 
X(2+ (q/2_p)2 ) 
iw/2vo + (q/2 + p)2/2 + (q/2 - p)2 /4 + k2 ' (A3) 
)'öD~ 1 q2/4 - p2 f (qk)/2 + (pk) 
(1) + (g) = -----;gRe p (q/2 + p)2(q/2 _ p)2 lk (q/2 _ P _ k)2 
q2/4 - (p + k)2 (qk)/2 - (pk) - (q/2 _ p)2 
x iw/2vo + q2/4 + (p + k)2 (q/2 - p - k)2 + (q/2 - p)2 + k2 
( Re 1 1 (q/2_ p)2) 
x iw/2vo + q2/4 + p2 + iw/2vo + q2/4 + p2 iw/vo + (q/2 - p - k)2 + (q/2 + p)2 + k2 ' (A4) 
(A5) 
x (-iW/2vo: q2/4 + p2 + iw/vo + (q/2 - P - ~)2 + (q/2 + p)2 + k2 ) j (A6) 
. 2 )'~Do 1 q2/4 - p2 q2 - 2(qp) 
(a) + (b) = zw + voq + 4v~ p (q/2 _ p)2 iw/2vo + q2/4 + p2 ' (A7) 
_ )'ÖD~ 1 q2/4 - p2 q2 + 2(qp) f (q/4 - p/2)2 - k2 
(c) - - 32v8 p (q/2 + p)2 (iw/2vo + q2/4 + p2)2 A (q/4 - p/2 + k)2(q/4 - p/2 - k)2 
(q/2 - p)2[(q/4 - p/2)2 + k 2 ]_ 2[(qk)/2 - (pk)]2 
x iw/2vo+ (q/2+p)2/2+ (q/2-p)2/4+k2 ' (A8) 
d =-)'öD~l q2/4_ p2 q2_2(qp) 
( ) 32v8 p (q/2 - p)4 iw / 2vo + q2 /4 + p2 
X r (q/4 - p/2)2 - k 2 (q/2 - p)2[(q/4 - p/2)2 + k 2 ]_ 2[(qk)/2 - (pkW 
lk 3(q/2 - p)2/4 + k 2 (q/4 - p/2 + k)2(q/4 - p/2 - k)2 
x +. 1 + -. ,:"":::,,,_-,,---,-::-,--_..,,-[1 (q/2_p)2 ( 3(q/2- P)2/4 + k2)] 
zw/2vo + (q/2 + p)2/2 + (q/2 - p)2/4 + k2 zw/2vo + q2/4 + p2 ' (A9) 
e = _ ),öD~ 1 q2/4 - p2 q2 - 2(qp) 
( ) 32v8 p (q/2 - p)4 iw/2vo + q2/4 + p2 
r (q/4 - p/2)2 - k 2 (q/2 - p)2[(q/4 - p/2)2 + k 2]_ 2[(qk)/2 - (pk)]2 
x lk 3(q/2 - p)2/4 + k2 (q/4 - p/2 + k)2(q/4 - p/2 - k)2 ' (A10) 
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(All) 
A~D~ 1 q2 - 2(qp) { (qk)/2 + (pk) 
(g) = 8vg p (q/2 - p)2(iw/2vo + q2/4 + p2) J,. (q/2 - P - k)2 
q2/4 - (p + k)2 (qk)/2 - (pk) - (q/2 _ p)2 
x~.~~~~--~~~ 
,w/2vo + q2/4 + (p + k)2 (q/2 - P - k)2 + (q/2 - p)2 + k 2 
( 1 2(q/2 - p)2 ) 
X + iw/vo+(qf2-p-k)2+(q/2+p)2+k2 ' (A12) 
h = A~D~ 1 q2 + 2(qp) { (qk)/2 + (pk) 
() 8vg p (q/2 + p)2(iw/2vo + q2/4 + p2) J,. (q/2 - p - k)2 
q2/4 - (p + k)2 (qk)/2 - (pk) - (qf2 _ p)2 
x~~~~~~~~~~~~--~~~~~~~~ 
iw/2vo + q2/4 + (p + k)2 iw/vo + (q/2 - P - k)2 + (q/2 + p)2 + k2 ' (A13) 
o A~D~ 1 q2 + 2(qp) { (qk)2/4 - (pk)2 
(,) = - 8vg p (qf2+p)2(iw/2vo+q2/4+p2) J,. k2 
~ß-~+~2 1 
X iw/2vo + q2/4 + (p + k)2 iw/vo + (q/2 - P - k)2 + (q/2 + p)2 + k2 
A~D~ 1 q2 - 2(qp) { [(qk)2/4 - (pk)2][q2/4 - (p + k)2] 
- 8vg p (q/2 - p)2(iw/2vo + q2/4 + p2) J,. k2[iw/2vo + q2/4 + (p + k)2] 
X 1 (1+ 2(q/2-p)2 ) 
(q/2 - P - k)2 + (q/2 - p)2 + k2 iw/vo + (q/2 - P - k)2 + (q/2 + p)2 + k2 ' (A14) 
o A~D~ 1 q2 - 2(qp) { (qk)/2 + (pk) q2/4 - (p + k)2 
(J) = 4vg p (qf2 - p)2 J,. k2(q/2 - p - k)2 iw/2vo + q2/4 + (p + k)2 
(qk)/2 - (pk) - k2 (qf2 _ p)2 
X (q/2 _ p _ k)2 + (q/2 - p)2 + k2 iw/vo + (q/2 - P - k)2 + (qf2 + p)2 + k 2 0 (A15) 
Upon collecting the several contributions, these expressions simplify considerablyo One find!! that the vertex 
functions may be split into UV-singular and UV-regular parts according to riiii = r&? + r;:;:g, and similarly 
riih = r&,,: + rt:g 0 After some tedious but elementary algebra one arrives at the following explicit results: 
__ ( )reg -R {(o 2)[A~D~ 1 q2/4_ p2 1 
r hh q,w - e lW+Voq 4v6 p (q/2+p)2iw/2vo+q2/4+p2 
{ 1 (qk)/2 + (pk) (qk)/2 - (pk) - k 2 
x J,. iw/2vo + q2/4 + (p + k)2 k2(q/2 - p - k)2 iw/vo + (q/2 - p - k)2 + (q/2 + p)2 + k2 
A~D~ 1 q2/4 - p2 { 1 (qk)/2 + (pk) 
+ v6 p (qf2 + p)2(q/2 - p)2 J,. iw/2vo + q2/4 + (p + k)2 k 2(q/2 - p - k)2 
x (q/2 - p)2k2 - [(qk)/2 - (pkW (Re 1 
(q/2 - p - k)2 + (q/2 - p)2 + k2 iw/2vo + q2/4 + p2 
+ 1 (q/2 _ p)2 )] } 
iw/2vo + q2/4 + p2 iw/vo + (q/2 - P - k)2 + (q/2 + p)2 + k2 ' (A16) 
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_ reg __ . 2 [A~D~ 1 q2(q2j4 + p2) - 2(qp)2 
rhh(q,w) - (zW+Voq) 8vg p(qj2+p)2(iwj2vo+q2j4+p2) 
{ 1 (qk)j2 + (pk) (qk)j2 - (pk) - k2 
X lk iwj2vo + q2j4 + (p + k)2 P(qj2 - P - k)2 iwjvo + (qj2 - P - k)2 + (qj2 + p)2 + k 2 
+A~D~l q2(q2j4+p2)_2(qp)2 { 1 
4vg p (qj2 + p)2(qj2 - p)2(iwj2vo + q2j4 + p2) lk iwj2vo + q2j4 + (p + k)2 
(qk)j2 + (pk) (q/2 - p)2k2 - [(qk)j2 - (pk)]2 
X~~~~~~~~~~~~--77.~~~~~~ 
k 2(qf2 - P - k)2 iwjvo + (q/2 - P - k)2 + (q/2 + p)2 + k 2 
A~D~ 1 q2 - 2(qp) { 1 (qk)j2 + (pk) 
+ 4vg p (q/2 - p)2 lk iw/2vo + q2/4 + (p + k)2 P(q/2 - P - k)2 
(q/2 - p)2k2 - [(qk)/2 - (pk)]2 ] 
x [(q/2 _ P _ k)2 + (q/2 - p)2 + k 2][iw/vo + (q/2 - P - k)2 + (q/2 + p)2 + k 2] , (AI8) 
_ sing_. 2 A5DOl q2/4_ p2 q2(q2/4+p2)_2(qp)2 
rhh(q,W) -ZW+Voq + 4v~ p(q/2+p)2(qj2-p)2 iwj2vo+q2/4+p2 
+A~D~l q2/4_ p2 q2(q2j4+p2)_2(qp)2 { (qj4-p/2)2_k2 
16v8 p (q/2 + p)2 (iw/2vo + q2/4 + p2)2 lk (qj4 - pj2 + k)2(qj4 - pj2 - k)2 
+ A~D~ 1 q2/4 - p2 q2(q2/4 + p2) - 2(qp)2 { (q/2 - p)2k2 - [(qk)/2 - (pkW 
8vg p (q/2 + p)2(q/2 - p)2 (iw/2vo + q2/4 + p2)2 lk (q/4 - p/2 + k)2(q/4 - p/2 - k)2 
+ A~D~ 1 q2/4 - p2 q2 - 2(qp) { (q/2 - p)2k2 - [(qk)/2 - (pkW 
8vg p (q/2 - p)4 iw/2vo + q2/4 + p2 lk (q/4 - pj2 + k)2(q/4 - p/2 - k)2 
A~D~ 1 q2/4 - p2 q2 - 2(qp) 
- 16vg p (q/2 - p)2 iw/2vo + q2/4 + p2 
{ (q/2 - p)2k2 - [(qk)/2 - (pkW 
x lk (q/4-p/2+k)2(qj4-p/2-k)2[3(q/2-p)2/4+P]' (AI9) 
A powerful check to these lengthy calculations is the investigation of the situation at d = 1, where the above 
expressions simplify considerably. Using some elementary algebra again, one finds at d = 1 
(A20) 
which ensures the validity of the fluctuation-dissipation theorem, for both renormalized moment um- and frequency-
dependent quantities v(q,w) and D(q, w), defined as the left- and right-hand sides of Eq. (A20), respectively, coincide. 
The explicit result reads 
[ A5DoR 1 1 A~D~R 1 (qj2 - p)2 1 1 v ( q, w) = Vo 1 + -- e . + -- e -:-.--:---=.:...---::-,,:-.:...---::-:-=:-4vg p zwj2vo + q2j4 + p2 16vg p (tw/2vo + q2j4 + p2)2 k k(q/2 - P - k) 
A~D~ R ( . 2 1 qj2 - PLI 
--- e (zwjvoq) 
8vg p iw j2vo + q2 /4 + p2 k iw j2vo + q2j4 + (p + k)2 
X q/2 _lp _ k iwjvo + (qj2 _ p _ :)2 + (q/2 + p)2 + k 2 )] , (A21) 
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which already is a useful and interesting result of the two-Ioop calculation on its own standing. 
We now return to the general d-dimensional case. In evaluating the UV-singular contributions, one has to be careful 
to choose a NP where either q or w is finite in order not to interfere with the m singularities, which would show up 
as poles in l/(d - 2), too. A convenient choice for the NP is q = 0, iw/2v = JL2 j thus we find 
For the derivation of the latter expression, the following relations have proven very useful: 
1 (qp)f(p)= ~ 1 p2 f(p) , 
11(qp)(qk)(Pk)f(P,k)= ~ 11(pk)2f(p,k). 
2. Integrals in dimensional regularization 
(A22) 
(A23) 
(A24) 
(A25) 
In this section we list the results for the above integrals, as obtained from the dimensional regularization scheme 
[23,24]: 
(A26) 
(A27) 
(A28) 
(A29) 
(A30) 
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= (d - 1) (2 - €)C~Jl2E r(1- €)r(1 + €) [(3 _ €)L (d) _ 10 - 3€ I (d) 
32€ r(1 - €/2)r(1 + €/2) 00 2 11 
3-€ 7(4-€) 4-€ 1 ( x(l-x) 
+-4-121 (d) + 16 h2(d) - -8-132 (d) + 2 Jo (1 + x _ X 2)2-E/2 dx 
_ 4 - € [1 (d) _ i (d)]] (d _ 1) C~Jl2E r(I - €)r(1 + €/2) (_2 __ (2 _ €)) 
4 01 12 + 16€2 r(1 - €/2) 1 + € 
Here Cd = r(2 - d/2)/2d- l 7rd/ 2 is a geometry factor, while 
I (d) - t r1 y(l - yY dxd 
r. - Jo Jo [x(l- x)y2 + (1 - y)(3 + y)/4]·+2-d/2 Y 
and 
- r1 r1 (1 - yY 
l r .(d) = l r .(d) - Jo Jo [x(1 - x) + 1 _ y]B+2_d/2 dxdy 
are parameter integrals emerging upon the use of Feynman parametrization. Finally, we note that 
and 
r(1 - €)r(1 + €/2) 
r(1 - €/2) 
r(1 - €)r(I + €) 
r(1 - €/2)r(1 + €/2) 
r1 x(I - x) dx = _6_ ln J5 + 1 _ ~ 
Jo (1 + x - x 2)2 5J5 J5 - 1 5 
(A32) 
(A33) 
(A34) 
(A35) 
(A36) 
(A37) 
are to be used when performing the € expansion leading to the results for the Z factors. Note also that at d = 2 
- - 12 J5 + 1 4 
8100 (2) - 4110 (2) - 21111 (2) + 121 (2) + 7122 (2) - 2132 (2) - 4101 (2) + 4112 (2) + 5J51n J5 _ 1 - 5" + 4 
[1] For arecent review, see J. Krug and H. Spohn, in 
So lids Far From Equilibrium: Growth, Morphology and 
De/ects, edited by C. Godriche (Cambridge University 
Press, Cambridge, 1992). 
[2] See, e.g., H. van Beijeren and I. Nolden, in Structure and 
Dynamics 0/ Sur/aces II, edited by W. Schommers and P. 
von Blakenhagen (Springer-Verlag, Berlin, 1987); see also 
T. Hwa, M. Kardar, and M. Paczuski, Phys. Rev. Lett. 
66, 441 (1991), for a discussion of the nonequilibrium 
aspect. 
[3] M. Kardar, G. Parisi, and Y.-C. Zhang, Phys. Rev. Lett. 
56, 889 (1986); E. Medina, T. Hwa, M. Kardar, and Y.-
= 8 - Fv (2) = O. (A38) 
C. Zhang, Phys. Rev. A 39, 3053 (1989). 
[4] D. Forster, D. R. Nelson, and M. J. Stephen, Phys. Rev. 
A 16, 732 (1977). 
[5] H. van Beijeren, R. Kutner, and H. Spohn, Phys. 
Rev. Lett. 54, 2026 (1985); H. K. Janssen and B. 
Schmittmann, Z. Phys. B 63, 517 (1986). 
[6] J. Krug and H. Spohn, Europhys. Lett. 8, 219 (1989). 
[7] V. S. L'vov and I. Procaccia, Phys. Rev. Lett. 69, 3543 
(1992); I. Proccacia, M. H. Jensen, V. S. L'vov, K. Snep-
pen, and R. Zeitak, Phys. Rev. A 46, 3220 (1993). 
[8] M. Kardar and Y.-C. Zhang, Phys. Rev. Lett. 58, 2087 
(1987). 
so TWO-LOOP RENORMALIZATION-GROUP ANALYSIS OF THE ... 1045 
[9] S. Zalesky, Physica D 34, 417 (1989) and references 
therein. 
[10] T. Hwa, Phys. Rev. Lett. 69, 1552 (1992). 
[11] D. A. Huse, C. L. Henley, and D. S. Fisher, Phys. Rev. 
Lett. 55, 2924 (1985); M. Kardar and Y.-C. Zhang, ibid. 
58, 2087 (1987). 
[12] For arecent review, see D. S. Fisher and D. A. Huse, 
Phys. Rev. B 43, 10728 (1991); see also G. Parisi, J. 
Phys. (Paris) 51, 1595 (1990); M. Mezard, ibid. 51, 1831 
(1990). 
[13] S. F. Edwards and D. R. Wilkinson, Proc. R. Soc. London 
Sero A 381, 17 (1982). 
[14] B. M. Forrest and L.-H. Tang, Phys. Rev. Lett. 64, 1405 
(1990); T. Ala-Nissila, T. Hjelt, and J. M. Kosterlitz, 
Europhys. Lett. 19, 1 (1992); T. Ala-Nissila, T. Hjelt, J. 
M. Kosterlitz, and O. Venäläinen, J. Stat. Phys. '72,207 
(1993). 
[15] D. E. Wolfand J. Kertesz, Europhys. Lett. 4, 651 (1987). 
[16] J. M. Kim and J. M. Kosterlitz, Phys. Rev. Lett. 62, 
2289 (1989). 
[17] Strict1y speaking, the one-Ioop perturbation theory in 
Refs. [3,4] gives a strong-coupling fixed point for d < 3/2 
only. But this is an artifact of the one-Ioop approxima-
tion and will be corrected by the two-Ioop calculations 
presented in this paper. 
[18] C. A. Doty and J. M. Kosterlitz, Phys. Rev. Lett. 69, 
1979 (1992). 
[19] L.-H. Tang, T. Nattermann, and B. M. Forrest, Phys. 
Rev. Lett. 65, 2422 (1990). 
[20] T. Nattermann and L.-H. Tang, Phys. Rev. B 45, 7156 
(1992). 
[21] H. K. Janssen, Z. Phys. B 23, 377 (1976). 
[22] R. Baussch, H. K. Janssen, and H. Wagner, Z. Phys. B 
24, 113 (1976). 
[23] G. 't Hooft and M. Veltman, Nucl. Phys. B 44, 189 
(1972). 
[24] D. J. Amit, Field Theory, the Renormalization Group, 
and Critical Phenomena, 2nd ed. (World Scientific, Sin-
gapore, 1984). 
[25] J. Zinn-Justin, Quantum Field Theory and Critical Phe-
nomena (Clarendon Press, Oxford, 1989). 
[26] A. M. Polyakov, Phys. Lett. 59B, 79 (1975); E. Brezin 
and J. Zinn-Justin, Phys. Rev. B 14, 3110 (1976); D. R. 
Nelson and R. A. Pelcovits, ibid. 16, 2191 (1977); see 
also Ref. [24], Chap. 11.6, and Ref. [25], Chap. 27. 
[27] T. Sun and M. Plischke, Phys. Rev. E 49, 5046 (1994). 
[28] C. de Dominicis, Nuovo Cimento Lett. 12, 567 (1975); J. 
Phys. (Paris) Colloq. 3'7, Cl-247 (1976). 
[29] P. C. Martin, E. D. Siggia, and H. H. Rose, Phys. Rev. 
A 8, 423 (1973). 
[30] U. Deker and F. Haake, Phys. Rev. A 11, 2043 (1975). 
[31] R. Graham, in Quantum Stati&tics in Optics and Solid-
State Physics, Springer Tracts in Modern Physics Vol. 66 
(Springer-Verlag, Berlin, 1973). 
[32] For a review of the application of mode-coupling theories 
to dynamic critical phenomena see, e.g., K. Kawasaki, 
in Phase Transitions and Critical Phenomena, edited by 
C. Domb and M. S. Green (Academic Press, New York, 
1976), Vol. 5a. 
[33] J. Krug, Phys. Rev. A 36, 5465 (1987). 
[34] T. Hwa and E. Frey, Phys. Rev. A 44, R7873 (1991). 
[35] J. P. Bouchaud and M. E. Cates, Phys. Rev. B 4'7, R1455 
(1993); 48, 635(E) (1993). 
[36] J. P. Doherty, M. A. Moore, J. M. Kim, and A. J. Bray, 
Phys. Rev. Lett. '72, 2041 (1994). 
[37] E. Frey and H. Schinz (unpublished): We have repeated 
the numerical calculations ofRefs. [35,36] and find agree-
ment with the results of Ref. [36], but disagree with the 
upper critical dimension found in Ref. [35]. 
[38] Y. Tu (unpublished). 
[39] Sun and Plischke [27], however, obviously do not agree 
here. Instead they claim a singular contribution to 
rhh(O,w). In our opinion it is impossible to have such sin-
gular contributions for the following reasons. The identi-
ties in Sec. 11 C are exact relations, which follow from 
Galilean invariance and the diffusive dynamics of the 
Burgers-KPZ equation. Those exact relations restrict the 
number of independent renormalization factors, as is weH 
known from many other models in critical dynamies (see, 
e.g., Ref. [22]). In the dynamic functional for the Burgers-
KPZ equation there are only four terms, which can be 
renormalized by the introduction of the same number of 
counter terms or (equaHy weIl) by the same number of 
renormalization factors. Hence, if the theory is renormal-
izable, the maximum number of renormalization factors 
is four. We have introduced three, one for the noise am-
plitude, surface tension, and nonlinearity, respectively. In 
order to be complete, we could have introduced one more 
Z factor to account for possible renormalizations of the iw 
term in the dynamic functional. The way to do that is to 
some extent arbitrary. One choice would be to introduce 
an additional parameter in the iw term; another choice 
is to introduce a renormalization factor for the fields h 
and h. Whatever the choice would be, the exact relation 
in Sec. 11 C, following from the diffusive behavior of the 
Burgers-KPZ equation, implies that the corresponding 
Z factor equals 1. Additionally, the Galilean invariance 
yields that the nonlinearity does not renormalize. Hence 
we are left with two nontrivial renormalization factors. 
[40] S. K. Ma and G. F. Mazenko, Phys. Rev. B 11, 4077 
(1975). 
[41] K. G. Wilson and J. Kogut, Phys. Rep. 12 C, 75 (1974). 
[42] C. Itzykson and J.-M. Drouffe, Statistical Field Theory 
(Cambridge University Press, Cambridge, 1989), Vol. 1. 
[43] Sun and Plischke [27] recover the FDT at d = 1 by con-
sidering the one-dimensional case separately. Then they 
proceed with a 2 - e expansion in the framework of which 
one would not expect the FDT to hold when one ex-
trapolates to e = 1. Note that we do not have to treat 
the one-dimensional case separately. Rather it comes out 
quite naturally, if one makes a clear distinction between 
1/ e poles (UV singularities) and pure geometrical factors. 
The validity of the FDT is then a quite powerful check 
of the method employed. 
[44] B. Derrida and H. Spohn, J. Stat. Phys. 51, 817 (1988). 
[45] J. Cook and B. Derrida, Europhys. Lett. 10, 195 (1989); 
J. Phys. A 23, 1523 (1990). 
[46] J. Z. Imbrie and T. Spencer, J. Stat. Phys. 52, 609 
(1988). 
[47] E. Frey, T. Hwa, and U. C. Täuber (unpublished). 
[48] There are several diagrams shown in the work by Sun 
and Plischke [27] that violate causality; however, they 
are assigned a zero value eventually; see the Appendix of 
Ref. [27]. 
