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Abstract
We give some new bounds for the clique and independence numbers of a graph
in terms of its eigenvalues. In particular we prove the following results.
Let G be a graph of order n, average degree d, independence number α (G) , and
clique number ω (G) .
(i) If µn is the smallest eigenvalue of G, then
ω (G) ≥ 1 + dn
(n− d) (d− µn) .
Equality holds if and only if G is a complete regular ω-partite graph.
(ii) if µn is the smallest eigenvalue of the complement of G, and 2 ≤ d < n− 1,
then
α (G) >
(
n
d+ 1
− 1
)(
ln
d+ 1
−µn − ln ln (d+ 1)
)
.
For d sufficiently large.this inequality is tight up to factor of 4 for almost all d-regular
graphs.
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1 Introduction and main results
In this note we give some new relations between graph spectra and clique and indepen-
dence numbers, a topic recently studied in [8], [9] and [12]. Most of our results stem from
inequalities conceived initially as eigenvalue bounds.
Our notation follows [1] and [2]; in particular, G (n) stands for a graph of order n,
and G (n,m) stands for a graph of order n and size m. Given a graph G, we write ω (G)
and α (G) for its clique and independence numbers. The eigenvalues of the adjacency
matrix and the Laplacian of G are denoted as µ (G) = µ1 (G) ≥ · · · ≥ µn (G) and
0 = λ1 (G) ≤ · · · ≤ λn (G) = λ (G) respectively.
1
1.1 A universal bound on α (G)
In [12] we proved that if G = G (n,m) and ω (G) = ω, then
µn (G) < − 2
ω
(
2m
n2
)ω
n. (1)
As shown in [12] this inequality is tight up to a constant factor for several classes of
graphs, but a complete investigation of this issue seems diﬃcult at present. Here we use
(1) to derive a lower bound on α (G) , thus giving other cases of tightness.
Theorem 1 Let G = G (n,m) , d = 2m/n, and τ =
∣∣µn (G)∣∣ . If d ≥ 2, then
α (G) >
(
n
d+ 1
− 1
)(
ln
d+ 1
τ
− ln ln (d+ 1)
)
. (2)
It is known ([6], [4]) that if d is suﬃciently large, then
α (G) = 2 (1− ε) n
d
ln d, (3)
τ ≤ (2− ε)√d− 1
for almost every d-regular graph. For every such graph, our inequality implies that
α (G) >
1
2
(1− ε) n
d
ln d,
hence, it is tight up to a factor of 4.
Suppose n2/3+ε ≤ d ≤ n/ log2 n. As shown in [5] almost every graph G of average
degree d satisﬁes (3). On the other hand, as proved in [7], almost every such graph
satisﬁes τ ≤ (2− ε)√d. Thus, as above, we see that our inequality is tight up to a factor
of 4.
1.2 Results related to the Tura´n theorem
In [16] Wilf showed that if G = G (n,m) and ω (G) = ω, then
µ (G) ≤ ω − 1
ω
n. (4)
Note ﬁrst that, in view of µ (G) ≥ 2m/n, inequality (4) implies the concise Tura´n
theorem:
m ≤ ω − 1
2ω
n2. (5)
Inequality (4) can be strengthened in two ways.
2
1.2.1 A spectral concise Tura´n theorem
In [11], proving a conjecture of Edwards and Elphick [3], we showed that if G = G (n,m)
and ω (G) = ω, then
µ2 (G) ≤ 2ω − 1
ω
m. (6)
Clearly, in view of (5), this result implies (4).
Letting µ (G) = µ, from (6) we obtain
ω (G) ≥ 2m
2m− µ2 , (7)
and, using the fact that µ (G) + µ
(
G
) ≥ n− 1, we also have
α (G) ≥ n (n− 1)− 2m
n (n− 1)− 2m− (n− 1− µ)2 . (8)
To see when equality holds in (7) and (8), we shall prove the following theorem.
Theorem 2 Let G = G (n,m) , ω (G) = ω ≥ 2 and µ = µ (G) . If G is a graph with no
isolated vertices, then the equality
µ2 = 2
ω − 1
ω
m (9)
holds if and only if one of the following conditions holds:
(i) ω = 2 and G is a complete bipartite graph.
(ii) ω ≥ 3 and G is a complete regular ω-partite graph.
If G is a graph with no isolated vertices, equality in (7) holds precisely when either
(i) or (ii) holds.
Since µ (G) + µ
(
G
)
= n − 1 precisely when G is regular, equality holds in (8) if and
only if G is a union of α (G) cliques of equal size.
1.2.2 A spectral precise Tura´n theorem
Write Tω (n) for the ω-partite Tura´n graph of order n. In [15] we proved that if G = G (n)
and ω (G) = ω, then
µ (G) < µ (Tω (n)) (10)
unless G = Tω (n) .
It is obvious that (10) implies (4); however, a subtler question arises here:
Question Suppose G = G (n) . Is it true that if µ (G) < µ (Tr (n)) , then e (G) <
e (Tr (n))?
If this implication is true, then (10) implies the precise Tura´n theorem, viz.: if G =
G (n) and ω (G) = ω, then e (G) < e (Tω (n)) unless G = Tω (n) .
It is easy to see that the implication is true for r = 2.
3
1.2.3 A bound involving the smallest eigenvalue
Combining Tura´n’s theorem and inequalities about the smallest eigenvalue of a graph, we
give a simpler version of (1).
Theorem 3 Let G = G (n,m) and d = 2m/n. Then
ω (G) ≥ 1 + dn
(n− d) (d− µn (G)) . (11)
Equality holds if and only if G is a complete regular ω-partite graph.
Note that for triangle-free graphs we obtain
µn (G) ≤ − d
2
n− d,
slightly improving (1).
Theorem 3 raises the following natural question:
Question Is it possible to deduce the concise Tura´n theorem from (11)?
1.2.4 Laplacian eigenvalues and the Tura´n theorem
In [14] we gave a bound involving the largest Laplacian eigenvalue:
Let G = G (n,m), d = 2m/n, ω (G) = ω, and λ = λn (G) . Then
ω (G) ≥ 1 + dn
λ (n− d) , (12)
with equality holding if and only if G is a regular complete ω-partite graph.
Hence, using the fact that λn
(
G
)
= n − λ2 (G) and setting λ2 = λ2 (G) , we deduce
that
α (G) ≥ 1 + (n− 1− d)n
(n− λ2) (1 + d) , (13)
with equality holding if and only if G is the union of α (G) disjoint cliques of equal order.
The bounds (12) and (13) are equivalent and each of them implies the concise Tura´n
theorem. Indeed, from (12), we have
ω (G) ≥ 1 + dn
λ (n− d) ≥ 1 +
d
n− d =
n2
n2 − 2m,
and (5) follows.
Observe also that for regular graphs inequalities (11) and (12) are equivalent, but for
general graphs they are uncomparable.
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It is worth mentioning that the similar inequality
ω (G) ≥ 2m
2m− (λ (G)−∆(G))2 , (14)
proved in [9], is always vacuous, in view of the following statement.
Proposition 4 For every nonempty graph G = G (n,m) ,
2m
2m− (λ (G)−∆(G))2 ≤ 2. (15)
1.3 An inequality due to Wilf
Let
S (n) = {(u1, . . . , un) : u21 + · · ·+ u2n = 1 and u1 + · · ·+ un = 0} ,
and for every u = (u1, . . . , un) ∈ S (n) set
θ+ (u) = min
ui>0
|ui|−1 , θ− (u) = min
ui<0
|ui|−1 .
In [16] Wilf gave the following result:
Let G = G (n) be a d-regular graph, µn (G) = µn, and u be a unit eigenvector to µn.
Then
α (G) ≥ n
2
n (d+ 1) + (µn + 1)max {θ2+ (u) , θ2− (u)}
. (16)
Equality holds in (16) for an amazing variety of regular graphs, including all bipartite
graphs, dense multipartite graphs with equal parts and disjoint unions thereof. Note,
however, that in most cases the vector u must be speciﬁcally chosen to obtain equality in
(16). A closer inspection reveals the reason for this exceptional performance.
Theorem 5 For every d-regular graph G = G (n) with adjacency matrix A,
α (G) =
n2
n (d+ 1) + min {(〈u, Au〉 + 1) θ2
−
(u) : u ∈ S (n)} .
Clearly Theorem 5 implies (16) by taking u to be a unit eigenvector to µn (G) and
selecting the better of the two vectors u and −u.
In [9] inequality (16) has been extended to arbitrary graphs. We do not comment on
this extension, since it seems rather poor for very irregular graphs, e.g., for every graph
G with a dominating vertex it gives only α (G) ≥ 1.
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2 Proofs
Proof of Theorem 1 Setting α (G) = α and applying (1), we see that
α >
2n
τ
(
n (n− 1)− nd
n
)α
=
2n
τ
(
1− d+ 1
n
)α
.
Indeed assume for a contradiction that (2) fails, that is to say,
α ≤
(
n
d+ 1
− 1
)(
ln
d+ 1
τ
− ln ln (d+ 1)
)
=
(
n
d+ 1
− 1
)
ln
(
d+ 1
τ
/ ln (d+ 1)
)
.
Then we have
α >
2n
τ
(
1− d+ 1
n
)α
> e−α
d+1
n−d−1 ≥ 2n
τ
exp
(
− ln
(
d+ 1
τ
/ ln (d+ 1)
))
=
2n
τ
· τ
d+ 1
log (d+ 1) >
(
n
d+ 1
− 1
)(
ln
d+ 1
τ
− ln ln (d+ 1)
)
,
a contradiction completing the proof. 2
Proof of Theorem 2 It is clear the either of (i) and (ii) implies (9). We shall prove
the converse. Let P (n) be the set of vectors (x1, . . . , xn) with x1 ≥ 0, . . . , xn ≥ 0, and
x1 + · · ·+xn = 1. Recall a result of Motzkin and Straus [10]: if A is the adjacency matrix
of a graph G of order n, and x ∈ P (n) , then
〈Ax,x〉 ≤ 1− 1/ω (G) . (17)
We also recall the brief proof of (6): Let x = (x1, . . . , xn) be a unit eigenvector to µ.
By the Cauchy-Schwarz inequality we have
µ2 =
( ∑
ij∈E(G)
xixj
)2
≤ ∑
ij∈E(G)
1
∑
ij∈E(G)
|xi|2 |xj |2 = 2m
∑
ij∈E(G)
|xi|2 |xj |2 . (18)
Since ‖x‖ = 1, the result of Motzkin and Straus implies that
∑
ij∈E(G)
|xi|2 |xj |2 ≤ 1− 1
ω
, (19)
giving (6).
In view of (9) we have equality in (18) and (19). Hence, the condition for equality in
Cauchy-Schwarz inequality gives
1 = cxixj whenever ij ∈ E (G) (20)
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for some ﬁxed number c 6= 0. Hence if ij ∈ E (G) , then xi 6= 0 and xj 6= 0. In particular
x has no zero entries.
To use the fact of equality in (19), we ﬁrst recall the conditions for equality in Motzkin-
Straus’s result: let A be the adjacency matrix of a graph G of order n and let 〈Ax,x〉 =
1−1/ω for some x = (x1, . . . , xn) ∈ P (n) . Set N = {i : i ∈ [n] , xi > 0} . Then N induces
a complete ω-partite subgraph G′ ⊂ G. Moreover, if N1, . . . , Nr are the parts of G′, then∑
i∈Ns
xi = 1/ω for all s ∈ [r].
Since equality holds in (19) and x has no zero entries, we see that G is a complete
ω-partite graph with parts N1, . . . , Nω such that
∑
i∈Ns
|xi|2 = 1/ω for all s ∈ [ω]. This
completes the proof for ω = 2. Let now ω ≥ 3. Select a vertex j ∈ Ns. In view of (20), we
have xi = xj for all i, j /∈ Ns, and so |N1| = · · · = |Nω| , completing the proof. 2
Proof of Theorem 3 For every u ∈ V (G) , write d (u) for the degree of u and t (u) for
the number of triangles containing u. In Lemma 2 of [12] we proved that if G = G (n,m)
is a graph with no isolated vertices, then
µn (G) ≤ 2n
(n2 − 2m)
∑
u∈V (G)
t (u)
d (u)
− 4m
2
n (n2 − 2m) . (21)
Since the neighbors of any vertex u induce a Kω-free graph, Tura´n’s theorem implies
that
t (u) ≤ ω − 2
2 (ω − 1)d
2 (u) .
Applying (21), we obtain
µn (G) ≤ 2n
(n2 − 2m)
∑
u∈V (G)
t (u)
d (u)
− 4m
2
n (n2 − 2m)
≤ 2n
(n2 − 2m)
∑
u∈V (G)
ω − 2
2 (ω − 1)d (u)−
4m2
n (n2 − 2m)
=
(ω − 2)nd
(ω − 1) (n− d) −
d2
(n− d)
and the result follows after simple algebra.
The case of equality follows by a routine argument as in [14]. 2
Proof of Proposition 4 It is known that λ+µn (G) ≤ ∆ (see, e.g., [15]). We also have,
2m =
n∑
i=1
µ2i (G) ≥ µ21 (G) + µ2n (G) ≥ 2µ2n (G) ,
implying that
(λ−∆)2 ≤ µ2n (G) ≤ m,
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and the assertion follows. 2
Proof of Theorem 5 Write A for the adjacency matrix of G. Letting P (n) be as in the
proof of Theorem 2 and restating the Motzkin-Straus result for the independence number,
we see that
1
α (G)
= min {〈(A+ I)x,x〉 : x ∈ P (n)} .
Set j = (1/n, . . . , 1/n) ∈ P (n) and let
R (n) =
{
(u1, . . . , un) : min
i
ui ≥ −1/n and u1 + · · ·+ un = 0
}
R0 (n) =
{
(u1, . . . , un) : min
i
ui = −1/n and u1 + · · ·+ un = 0
}
.
Observe that there is a bijection between P (n) and R (n) since every x ∈ P (n) can be
represented uniquely as
x = j+ u,
where u ∈ R (n) . Hence, for every x ∈ P (n) , we obtain
〈(A+ I)x,x〉 = 〈(A + I) (j+ u) , (j+ u)〉
= 〈Aj, j〉 + 〈Ij, j〉+ 2 〈(A + I) j,u〉+ 〈(A+ I)u,u〉
=
d+ 1
n
+ 〈Au,u〉+ 〈u,u〉 ,
and so,
1
α (G)
=
d+ 1
n
+min {〈Au,u〉+ 〈u,u〉 : u ∈ R (n)} . (22)
Since for nonempty regular graphs we have
min {〈Au,u〉 + 〈u,u〉 : u ∈ R (n)} ≤ (µn (G) + 1) 〈u,u〉 ≤ 0,
the minimum is attained for some u ∈ R0 (n) . The function
f (v) =
1
n
θ− (v)v
is a one-to-one mapping of S (n) onto R0 (n). Hence, in view of
1
α (G)
=
d+ 1
n
+min {〈Au,u〉 + 〈u,u〉 : u ∈ R0 (n)}
=
d+ 1
n
+
1
n2
min
{
(〈Av,v〉+ 1) θ2
−
(v) : v ∈ S (n)} ,
the proof is completed. 2
.
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