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This paper deals with a class of Boltzmann equations on the
real line, extensions of the well-known Kac caricature. A distinguish-
ing feature of the corresponding equations is that therein, the colli-
sion gain operators are defined by N-linear smoothing transforma-
tions. These kind of problems have been studied, from an essen-
tially analytic viewpoint, in a recent paper by Bobylev, Cercignani
and Gamba [Comm. Math. Phys. 291 (2009) 599–644]. Instead, the
present work rests exclusively on probabilistic methods, based on
techniques pertaining to the classical central limit problem and to
the so-called fixed-point equations for probability distributions. An
advantage of resorting to methods from the probability theory is that
the same results—relative to self-similar solutions—as those obtained
by Bobylev, Cercignani and Gamba, are here deduced under weaker
conditions. In particular, it is shown how convergence to a self-similar
solution depends on the belonging of the initial datum to the do-
main of attraction of a specific stable distribution. Moreover, some
results on the speed of convergence are given in terms of Kantorovich–
Wasserstein and Zolotarev distances between probability measures.
1. Introduction. In this paper we consider a kinetic-type evolution equa-
tion, introduced and studied in [9], which includes some well-known one-
dimensional Maxwell models. If φ(t, ξ) denotes the Fourier–Stieltjes trans-
form
φ(t, ξ) :=
∫
R
eiξvρt(dv) (ξ ∈R)
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of a time-dependent probability measure ρt on the real line R, the equation
under interest is

∂
∂t
φ(t, ξ) + φ(t, ξ) = Qˆ(φ(t, ·), . . . , φ(t, ·))(ξ) (t > 0, ξ ∈R),
φ(0, ξ) = φ0(ξ),
(1.1)
where, given N characteristic functions φ1, . . . , φN ,
Qˆ(φ1, . . . , φN )(ξ) := E[φ1(A1ξ) · · ·φN (ANξ)] (ξ ∈R).(1.2)
The expectation E in (1.2) is taken with respect to the distribution of a given
vector A= (A1, . . . ,AN ) of positive real-valued random variables defined on
a probability space (Ω,F , P ). The initial condition φ0 is a characteristic
function of a prescribed real random variable X0 with distribution function
F0(x).
Notice that different equations for probability dynamics considered in lit-
erature are special cases of (1.1): the one-dimensional Kac caricature [20],
some one-dimensional dissipative Maxwell models [5, 26, 28], some mean con-
servative models used to describe economical dynamics (see, e.g., [24, 27]),
some models for mixture of Maxwell gases [10]. In addition, using results
in [8, 9], it can be shown that the isotropic solutions of the multidimen-
sional inelastic Boltzmann equation [7] are functions of one-dimensional
Fourier–Stieltjes transforms which are solutions of (1.1) for a suitable choice
of (A1, . . . ,AN ) and φ0. Finally, we recall that this kind of kinetic equations
describes the evolution of the limit (in a suitable sense) of a pure jump
Markov process, representing K interacting particles, when K diverges; see,
for instance, [17].
For simplicity of notation in the rest of the paper we write Qˆ(φ) instead
of Qˆ(φ, . . . , φ).
The aim of this paper is to study the asymptotic behavior of the solution φ
of (1.1) as t→+∞.
One can distinguish two different situations:
• the solution φ(t, ξ) converges, as t→+∞, to a stationary solution, that
is, a characteristic function φ∞ such that
φ∞ = Qˆ(φ∞);(1.3)
• there exists µ∗ (depending on the initial condition φ0) such that the
rescaled solution
w(t, ξ) := φ(t, e−µ
∗tξ)(1.4)
converges as t→+∞ to a nondegenerate limit.
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To understand the nature of this limit, let us observe that the re-scaled
solution, w, satisfies the following new equation:

∂
∂t
w(t, ξ) + µ∗ξ
∂
∂ξ
w(t, ξ) +w(t, ξ) = Qˆ(w(t, ·))(ξ),
w(0, ξ) = φ0(ξ).
(1.5)
When µ∗ = 0 equation (1.5) reduces to (1.1) and, clearly, w is simply φ. The
stationary equation associated to (1.5) is, for every µ∗,
µ∗ξ
∂
∂ξ
w∞(ξ) +w∞(ξ) = Qˆ(w∞)(ξ),
which can be re-written, after easy computations, as an integral equation
for a Fourier–Stieltjes transform
w∞(ξ) =
∫ 1
0
Qˆ(w∞)(τ
µ∗ξ)dτ.(1.6)
It is important to note that, if a characteristic function w∞ satisfies (1.6),
then
φ(t, ξ) :=w∞(exp{µ
∗t}ξ)
satisfies the original Kac-like equation (1.1) with initial condition φ0(ξ) =
w∞(ξ). Following [9], we shall use the name self-similar solution for a solu-
tion w∞ of (1.6) (when it exists), although the name self-similar solution is
usually devoted to w∞(exp{µ
∗t}ξ).
In terms of random variables, (1.6) becomes
X
L
=Θµ
∗
N∑
i=1
AiXi,(1.7)
where (X,X1, . . . ,XN ) are stochastically independent random variables with
the same characteristic function w∞, Θ is a random variable with uniform
distribution on (0,1) and (X,X1, . . . ,XN ), Θ and (A1, . . . ,AN ) are stochas-
tically independent. Moreover, Z1
L
=Z2 means that the random variables Z1
and Z2 have the same law. Qˆ is usually called smoothing transformation,
and equations of kind (1.6), or equivalently (1.7), are referred to as fixed
point equations for distributions.
In [9] Maxwell models of type (1.1) are considered from a very general
point of view and some key properties that lead to the self-similar asymp-
totics are established mainly by analytic techniques. The goal of our paper is
to study convergence to self-similar solutions by means of probabilistic meth-
ods. Via a suitable probabilistic representation of the solution of (1.1) we
resort to central limit theorems and fixed point equations for distributions. In
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this way we are able to extend some results presented in [9]. The main result
we obtained is the proof of long-time convergence of the rescaled solution
to a self-similar solution essentially under the natural hypothesis that the
initial condition belongs to the domain of normal attraction of a stable dis-
tribution. Our approach is a generalization of the methods developed in [3],
where only the convergence to stationary solutions for (1.1) and (1.2) with
N = 2 has been studied. We mention that in [4] a probabilistic approach has
been used to study the solutions of a kinetic equation in which the collision
gain operator is a (bilinear) inhomogeneous smoothing transformation.
The general idea of representing solutions to Kac-like equations in a prob-
abilistic way dates back at least to [25]; this approach has been fully formal-
ized and employed in the derivation of various results in the last decade; see,
for example, [11, 16]. For the original Kac equation, probabilistic methods
have been used in many papers; see [31] for a review.
The paper is organized as follows. Section 2 contains the statements of
our main theorems. In Section 3 we derive the stochastic representation of
solutions to (1.1). Section 4 contains the statements of some intermediate
results concerning sums of random variables indexed by random N -ary re-
cursive trees. All proofs are completed in Section 5.
2. Main results. From now on we assume that Ai are nonnegative ran-
dom variables such that
P
{
N∑
i=1
I{Ai > 0} ∈ {0,1}
}
< 1, E
[
N∑
i=1
I{Ai > 0}
]
> 1.(2.1)
In the theorems below the initial condition F0 will satisfy one of the
following hypotheses (Hγ), where γ belongs to (0,2]:
(H1) either (a)
∫
R
|v|dF0(v)<+∞ and m0 =
∫
R
v dF0(v) or (b) F0 is a
symmetric distribution function and satisfies the condition
lim
x→+∞
x(1−F0(x)) = c
+
0 <+∞, limx→−∞
|x|F0(x) = c
+
0 <+∞(2.2)
with c+0 > 0;
(H2) 0< σ
2
0 :=
∫
R
|v|2 dF0(v)<+∞ and
∫
R
v dF0(v) = 0;
if γ ∈ (0,1) ∪ (1,2)
(Hγ) F0 satisfies the condition
lim
x→+∞
xγ(1− F0(x)) = c
+
0 <+∞, limx→−∞
|x|γF0(x) = c
−
0 <+∞(2.3)
with c+0 + c
−
0 > 0 and, in addition,
∫
R
v dF0(v) = 0 if γ > 1.
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Accordingly, define
gˆγ(ξ) :=


eim0ξ, if γ = 1 and (a) of (H1) holds,
e−pic
+
0 |ξ|, if γ = 1 and (b) of (H1) holds,
e−σ
2
0 |ξ|
2/2, if γ = 2 and (H2) holds,
e−k0|ξ|
γ(1−iη0 tan(piγ/2) sign ξ),
if γ ∈ (0,1) ∪ (1,2) and (Hγ) holds,
(2.4)
where
k0 = (c
+
0 + c
−
0 )
π
2Γ(γ) sin(πγ/2)
, η0 =
c+0 − c
−
0
c+0 + c
−
0
.(2.5)
Notice that, except when γ = 1 and (a) of (H1) holds, gˆγ is the Fourier–
Stieltjes transform of a centered stable law of exponent γ and (2.3) of (Hγ)
is equivalent to saying that F0 belongs to the domain of normal attraction
of a γ-stable law gγ with Fourier–Stieltjes transform gˆγ . See, for example,
Chapter 17 of [15].
It is worthwhile to recall that a distribution function F0 belongs to the
domain of normal attraction of a stable law of exponent γ if for any se-
quence of independent and identically distributed real-valued random vari-
ables (Xn)n≥1 with common distribution function F0, there exists a sequence
of real numbers (cn)n≥1 such that the law of n
−1/γ
∑n
i=1Xi − cn converges
weakly to a stable law of exponent γ ∈ (0,2].
2.1. Convergence to self-similar solutions. Our main result states that,
under suitable assumptions, the rescaled solution w, defined in (1.4), con-
verges to a mixture of centered stable characteristic functions. The prob-
ability distribution of the mixing measure is characterized as a particular
(positive) solution of the fixed point equation
Z
L
=ΘS(γ)
N∑
i=1
Aγi Zi,(2.6)
where, as usual, (Z,Z1, . . . ,ZN ) are i.i.d., Θ is a random variable with uni-
form distribution on (0,1), (Z,Z1, . . . ,ZN ), Θ and (A1, . . . ,AN ) are stochas-
tically independent and S : [0,∞)→ [−1,∞] is the convex function defined
by
S(s) := E
[
N∑
j=1
Asj
]
− 1(2.7)
with the convention that 00 = 0. In other words, the Fourier–Stieltjes trans-
form of the mixing measure will be characterized as a particular solution of
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the integral equation
v(ξ) =
∫ 1
0
E
[
N∏
i=1
v(ξAγi τ
S(γ))
]
dτ.(2.8)
Note that, thanks to (2.1), one has 0 < S(0) ≤N − 1; hence if S(s)<+∞
for some s, then S(q)< +∞ for every q in (0, s). We point out that there
is a simple connection between the function s 7→ S(s), widely used in the
probabilistic fixed point literature, and the so-called spectral function s 7→
µ(s) introduced in [9], more exactly
µ(s) :=
S(s)
s
(s > 0).
Finally, we observe that the function S(s) is such that
E
[
ΘS(s)
N∑
i=1
Asi
]
= 1
for every s, provided S(s) < +∞. In the next proposition we collect some
useful results concerning equation (2.6), or equivalently (2.8).
Proposition 2.1. Fix γ in (0,2]. Assume that µ(δ) < µ(γ) < +∞ for
some δ > γ. Then:
(i) there is a unique probability distribution ζ∞,γ on R
+, with∫
R+
zζ∞,γ(dz) = 1,
such that if Z has law ζ∞,γ, then it satisfies (2.6), or equivalently v∞,γ(ξ) :=∫
R+
eiξzζ∞,γ(dz) is a solution of (2.8);
(ii) the equation µ(q)− µ(γ) = 0 has at most one solution q∗γ 6= γ, and
we set, by convention, q∗γ := +∞ if the unique solution is q = γ;
(iii) ζ∞,γ is degenerate if and only
∑N
i=1A
γ
i = 1 almost surely. Moreover,
if P{
∑N
i=1A
γ
i = 1} < 1 and p > γ,
∫
R+
zp/γζ∞,γ(dz) < +∞ if and only if
p < q∗γ.
In the next theorems we assume that (Hγ) holds true for some γ in (0,2],
and we study the self-similar limit of the rescaled solution w for µ∗ = µ(γ).
We will see that the nondegeneracy of the limit will depend on the shape of
the spectral function µ.
Theorem 2.2. Let (2.1) be in force. Assume that (Hγ) holds true for
some γ in (0,2] and that µ(δ)<µ(γ)<+∞, for some δ > γ. Then, there is
a probability measure ρ∞,γ such that:
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(i) The characteristic function of ρ∞,γ is a self-similar solution; that is,
w∞,γ(ξ) :=
∫
R
eiξvρ∞,γ(dv) is a solution of (1.6) for µ
∗ = µ(γ) and
lim
t→+∞
φ(t, e−tµ(γ)ξ) =w∞,γ(ξ)(2.9)
for every ξ ∈R. Moreover,
w∞,γ(ξ) =
∫
R+
gˆγ(ξz
1/γ)ζ∞,γ(dz),
where ζ∞,γ is given in (i) of Proposition 2.1, and gˆγ is defined in (2.4).
(ii) If γ 6= 1,2 or if γ = 1 and (b) of (H1) holds, then ρ∞,γ is a γ-stable
distribution if and only if
∑N
i=1A
γ
i = 1 almost surely. Moreover∫
R
|v|pρ∞,γ(dv)<+∞ if and only if p < γ.
(iii) If γ = 1 and (a) of (H1) holds, then ρ∞,γ = δm0 if and only if∑N
i=1Ai = 1 almost surely. Moreover, if P{
∑N
i=1Ai = 1} < 1, then∫
R
|v|pρ∞,1(dv) < +∞ for p > 1 if and only if p < q
∗
1 [where q
∗
1 is defined
in (ii) of Proposition 2.1].
(iv) If γ = 2, then ρ∞,2 is a Gaussian distribution if and only if
∑N
i=1A
2
i =
1 almost surely. Moreover, if P{
∑N
i=1A
2
i = 1} < 1, then
∫
R
|v|pρ∞,2(dv) <
+∞ for p > 2 if and only if p < q∗2 [where q
∗
2 is defined in (ii) of Proposi-
tion 2.1].
The previous result can be rephrased in terms of random variables as
follows. Let Vt be a random variable whose characteristic function is the
unique solution φ(t, ξ) to problem (1.1). Such a Vt is given explicitly in
Section 3 (see Proposition 3.2). Then, Theorem 2.2 states the convergence in
distribution of e−µ(γ)tVt to a random variable V∞ = Z
1/γ
∞,γSγ , where Z∞,γ and
Sγ are stochastically independent, Z∞,γ is the unique solution of (2.6) with
E[Z∞,γ ] = 1 and Sγ is either a stable random variable or the constant m0.
The following theorem considers the cases in which the rescaling e−µ(γ)t
provides a degenerate limiting solution, that is V∞ = 0.
Theorem 2.3. Let (2.1) be in force. Assume that (Hγ) holds true for
some γ in (0,2]. If µ(δ)< µ(γ)<+∞, for some 0< δ < γ, then
lim
t→+∞
φ(t, e−tµ(γ)ξ) = 1 (ξ ∈R).
2.2. Comparison with previous results. In [9] the Chauchy problem (1.1)–
(1.2) is studied under the hypothesis that A1, . . . ,AN are exchangeable ran-
dom variables with finite moments of any order. The convergence of the
rescaled solution to the self-similar one is obtained under the same hypothe-
ses on the spectral function µ assumed in Theorem 2.2, in two different
situations:
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- when F0 is a symmetric distribution function and
1− φ0(ξ) = |ξ|
γ +O(|ξ|γ+ε) (ξ→ 0)(2.10)
for some γ ≤ 2 and ε > 0;
- when F0 is supported by R
+ and L0(ξ) :=
∫
R+
e−ξv dF0(v) satisfies
1−L0(ξ) = ξ
γ +O(|ξ|γ+ε) (ξ→ 0+)(2.11)
for some γ ≤ 1 and ε > 0.
Some results on moments of the self-similar solutions are proved under
the stronger assumption that the distributions of the Ai’s have compact
support.
The probabilistic approach enables us to weaken the hypotheses both on
the Ai’s and on the initial condition φ0. In particular, we require neither the
symmetry [except for (b) in assumption (H1)] nor the positiveness of the
initial data. Moreover, (Hγ) is weaker than (2.10) and (2.11). In fact, if F0
is symmetric, then it satisfies (2.3) for 0< γ < 2 if and only if
1− φ0(ξ) = k0|ξ|
γ(1 + o(1))
as |ξ| → 0, and σ20 < +∞ if and only if 1 − φ0(ξ) =
σ20
2 |ξ|
2(1 + o(1)). See
Theorem 1.3 of [18]. On the other hand, if F0 is supported by R
+ and its
Laplace transfom satisfies (2.11) for γ < 1, by Theorem 4 in Section XII.5
of [14], it follows that (2.3) holds true. Finally, if (2.11) holds for γ = 1, it
follows immediately that
∫
R+
v dF0(v)<+∞.
2.3. Rates of convergence. In the following we show that, under some
additional hypotheses, the convergence stated in Theorem 2.2 takes place at
an exponential rate in suitable metrics.
Recall that the Wasserstein distance of order δ > 0 between two random
variables X and Y , or equivalently between their probability distributions,
is defined by
lδ(X,Y ) := inf
(X′,Y ′)
(E|X ′ − Y ′|δ)1/max(δ,1).(2.12)
The infimum is taken over all pairs (X ′, Y ′) of real random variables whose
marginal distributions are the same as those of X and Y , respectively. In
general, the infimum in (2.12) may be infinite; a sufficient (but not necessary)
condition for finite distance is that both E|X|δ <+∞ and E|Y |δ <+∞. For
more information on Wasserstein distances see, for example, [29].
The next theorem is the natural generalization of Theorem 5 in [3].
Theorem 2.4. Let (2.1) be in force. Assume that (Hγ) holds true for
some γ in (0,2) and that µ(δ)< µ(γ), for some γ < δ with 1≤ γ < δ ≤ 2 or
γ < δ ≤ 1. Let Vt and V∞ be as above. Then
lδ(e
−µ(γ)tVt, V∞)
max(δ,1) ≤ clδ(X0, V∞)
max(δ,1)e−tδ[µ(γ)−µ(δ)](2.13)
with c= 1 if δ ≤ 1 and c= 2 otherwise.
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Clearly, (2.13) is meaningful only if lδ(X0, V∞) < +∞. When γ = 1 and
(a) of (H1) holds, it follows that E|V∞|
δ <+∞ by (iii) of Theorem 2.2, since
it is easy to see that δ < q∗1 . Hence, in this case, lδ(X0, V∞) < +∞ when-
ever E|X0|
δ < +∞. When γ 6= 1 or when γ = 1 and (b) of (H1) holds, the
requirement lδ(X0, V∞)< +∞ is nontrivial since, by Theorem 2.2, one has
E[|V∞|
δ] = +∞. The following lemma provides a sufficient criterion tailored
to the situation at hand.
Lemma 2.5. Assume, in addition to the hypotheses of Theorem 2.2, that
δ < 2γ and that F0 satisfies (Hγ) in the more restrictive sense that there
exists a constant K > 0 and some 0< ε < 1 with
|1− c+0 x
−γ −F0(x)|<Kx
−(γ+ε) for x > 0,(2.14)
|F0(x)− c
−
0 (−x)
−γ |<K(−x)−(γ+ε) for x < 0.(2.15)
Provided that δ < γ/(1− ε), it follows lδ(X0, V∞)<+∞.
We have not been able to prove Theorem 2.4 for γ = 2. On the other
hand we are able to give the speed of convergence for every γ in (0,2] with
respect to the Zolotarev metrics Zs. The metric Zs is defined, for s=m+α,
m being a nonnegative integer and 0<α≤ 1, by
Zs(X,Y ) := sup{E[f(X)− f(Y )] :f ∈ Fs},(2.16)
where Fs is the set of real-valued functions on R which at all points have
the mth derivatives such that |f (m)(x) − f (m)(y)| ≤ |x− y|α. For more in-
formation see, for example, [36].
In general the finiteness condition Zs(X,Y ) is not easy to check. It turns
out that if
∫
xr(dFX(x)−dFY (x)) = 0 for any integer r≤m and
∫
|x|s|dFX(x)−
dFY (x)|<+∞, where FX and FY are the distribution functions of X and Y ,
then Zs(X,Y ) < +∞. See Theorem 1.5.7 in [36]. The estimates proved in
the next theorem are interesting in particular for the case γ = 2, for which
the above sufficient conditions for the finiteness of Zs(X0, V∞) are easily
verified.
Theorem 2.6. Let (2.1) be in force. Assume that (Hγ) holds true for
some γ in (0,2] and that µ(δ)< µ(γ), for some γ < δ. Let Vt and V∞ be as
above. Then
Zδ(e
−µ(γ)tVt, V∞)≤Zδ(X0, V∞)e
−tδ[µ(γ)−µ(δ)] .(2.17)
In particular, if γ = 2, δ ≤ 3 and E|X0|
δ <+∞, then
Zδ(e
−µ(γ)tVt, V∞)≤ ce
−tδ[µ(γ)−µ(δ)] ,(2.18)
where
c :=
1
Γ(1 + δ)
(E|X0|
δ +E|V∞|
δ)<+∞.
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3. Marked recursiveN -ary random trees and probabilistic interpretation
of the solutions. The notion of N -ary random trees will be used to describe,
in a probabilistic way, the solution of (1.1). This approach is a generalization
of the probabilistic representation presented in [3], where binary trees were
considered in order to describe the solution when Qˆ is a bilinear smoothing
transformation.
3.1. Random N -ary recursive trees. Recall that a rooted tree is said to
be a planar tree when successors of the root and recursively the successors
of each node are equipped with a left-to-right order. For any integer number
N ≥ 2 an N -ary tree is a (planar and rooted) tree where each node is either
a leaf (i.e., it has no successor) or it has N successors. We define the size
of the N -ary tree t, in symbol |t|, by the number of internal nodes. Any
N -ary tree with Nk + 1 nodes has size k and possesses fk := (N − 1)k + 1
leaves. We now describe a (natural) tree evolution process which gives rise
to the so-called “random N -ary recursive tree.” The evolution process starts
with T0, an empty tree, that is, with just an external node (the root). The
first step in the growth process is to replace this external node by an internal
one with N successors that are leaves; in this way we get T1. Then with
probability 1/N (i.e., the number of leaves) one of these N leaves is selected
and again replaced by an internal node with N successors. In this way one
continues. At every time k, Tk is an N -ary tree with k internal nodes.
A very important issue is that N -ary trees have a recursive structure.
More precisely we can use the following recursive definition of N -ary trees:
an N -ary tree t is either just an external node or an internal node with N
subtrees that are again N -ary trees. We shall denote these subtrees by
t(1), . . . , t(N).
Recall also that every N -ary tree can be seen as a subset of
U := {∅} ∪
[⋃
k≥1
{1,2, . . . ,N}k
]
.
As usual ∅ is the root, and if v = (v1, . . . , vk) (vi ∈ {1, . . . ,N}) is a node
of an N -ary tree then the length of v is |v| := k, moreover (v, vk+1) :=
(v1, . . . , vk, vk+1), and (v,∅) := v. For every 1≤ i≤ k, set v|i := (v1, . . . , vi)
and v|0 = ∅. Finally, given an N -ary tree t we shall denote by L(t) the
set of the leaves of t. For more details on N -ary recursive trees see, for
instance, [12].
For every integer k ≥ 1, set
Jk :=
{
i= (i1, . . . , iN ) ∈N
N
0 :
N∑
j=1
ij = k− 1
}
,
where N0 = 0∪N, and denote by Tk,N the set of all N -ary trees with size k.
Notice that i ∈ J1 if, and only if, i1 = · · ·= iN = 0. Finally, for every i in Jk,
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set
Cki = {t ∈ Tk,N : |t
(j)|= ij, j = 1, . . . ,N}.
The following proposition states some properties of random N -ary recur-
sive trees.
Proposition 3.1. Let (Tk)k≥1 be a sequence of random N -ary recursive
trees. For every k ≥ 1, every i in Jk and every t in Tk,N ,
P{T
(1)
k = t
(1), . . . , T
(N)
k = t
(N)|Tk ∈C
k
i }
(3.1)
=
N∏
j=1
P{T|t(j)| = t
(j)}I{|t(j)|= ij}
and
P{Tk ∈C
k
i }= pk(i),(3.2)
where for k ≥ 1,
pk(i) :=
(
k− 1
i1, . . . , iN
) ∏N
l=1
∏il−1
m=0 fm∏k−1
r=0 fr
(3.3)
with the convention that
∏−1
r=0 fr = 1. Finally, (|T
(1)
n |/n, . . . , |T
(N)
n |/n) con-
verges almost surely to a vector (U1, . . . ,UN ) with Dirichlet distribution of
parameters (1/(N − 1), . . . ,1/(N − 1)), for n→+∞.
3.2. Wild series and probabilistic representation of the solutions. To start
with we will write the Wild series expansion of φ(·, t). This kind of expansion
can be easily derived using a general result contained in [21]. For every t≥ 0
and k ∈N0, set
bk :=
∏k−1
i=0 fi
(N − 1)kk!
and
ζ(t, k) := bke
−t(1− e−(N−1)t)k.(3.4)
Remark 1. Note that ζ(t, ·) is the probability density of a negative
binomial random variable of parameters (1/(N −1), e−(N−1)t). Indeed, since
fi = (N − 1)i+1 for i= 0,1, . . .
bk =
(1/(N − 1))k
k!
,
where for every nonnegative real number r, and every nonnegative integer n
(r)n =
n−1∏
i=0
(r+ i) =
Γ(r+ n)
Γ(r)
and (r)0 = 1.
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Using Remark 1 above and Theorem 1.1 in [21] it is a simple matter to
deduce that the unique global solution to (1.1) is given by
φ(t, ξ) =
∑
k≥0
ζ(t, k)qk(ξ),
where (qk)k is a sequence of characteristic functions recursively defined by
setting q0(ξ) = φ0(ξ) and, for k ≥ 1,
qk(ξ) =
∑
i∈Jk
pk(i)Qˆ(qi1 , . . . , qiN )(ξ),
where pk is defined in (3.3). This representation is the generalization of the
Wild series, which is obtained, when N = 2, in [34]. It is easy to see that
φ(t, ·) is a characteristic function.
The Wild series expansion suggests a probabilistic interpretation for the
solutions as sums of random variables indexed by N -ary recursive random
trees. On a sufficiently large probability space (Ω,F , P ), let the following be
given:
• a family (Xv)v∈U of independent random variables with common distri-
bution function F0;
• a family (A1(v),A2(v), . . . ,AN (v))v∈U of independent positive random vec-
tors with the same distribution of (A1, . . . ,AN );
• a sequence of N -ary recursive random trees (Tn)n∈N;
• a stochastic process (νt)t≥0 with values in N0 such that P{νt = k}= ζ(t, k)
for every integer k ≥ 0, where ζ(t, k) is defined in (3.4).
Write A(v) = (A1(v),A2(v), . . . ,AN (v)) and assume further that
(A(v))v∈U, (Tn)n≥1, (Xv)v∈U and (νt)t>0
are stochastically independent.
For each node v = (v1, . . . , vk) in U, set
̟(v) :=
|v|−1∏
i=0
Avi+1(v|i)
and ̟(∅) = 1. Now recall that L(Tn) is the set of leaves of Tn, and define
W0 :=X∅
and, for every n≥ 1,
Wn :=
∑
v∈L(Tn)
̟(v)Xv .
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Proposition 3.2. Equation (1.1) has a unique solution φ(t, ·), which
coincides with the characteristic function of Vt :=Wνt.
Let us conclude this section rewriting Wn in an alternative form. In the
following we will use both forms, according to our convenience. For each
n≥ 1 we shall denote by
{β1,n, . . . , βfn,n}
the weights associated to the leaves of Tn, that is, if
L(Tn) = {L1,n, . . . ,Lfn,n}
(in left-to-right order) βi,n =̟(Li,n). Hence we can rewrite Wn as
Wn =
fn∑
j=1
βj,nXj,n,
where Xj,n :=XLj,n .
4. Some limit theorems for sums of random variables indexed by N -ary
recursive trees. Let us sketch our approach to the study of the asymp-
totic behavior of φ(t, e−µ(γ)tξ). From the probabilistic interpretation given
in Proposition 3.2, we obtain that φ(t, e−µ(γ)tξ) is the characteristic function
of the rescaled random variable e−µ(γ)tVt = e
−µ(γ)tWνt . Hence, we look for
a positive function n 7→mn(γ) such that
(Nt(γ), W˜νt) :=
(
e−µ(γ)tmνt(γ)
1/γ ,
fνt∑
j=1
βj,νt
mνt(γ)
1/γ
Xj,νt
)
(4.1)
converges weakly as t→+∞, in order to obtain the convergence of e−µ(γ)tVt =
Nt(γ)W˜νt . This will be done in several steps. First of all we will study, for
suitable mn(γ)’s, the weak limit of
W˜n :=
Wn
mn(γ)1/γ
=
1
mn(γ)1/γ
fn∑
j=1
βj,nXj,n,(4.2)
which is a sum of random variables from a triangular array. Notice that a di-
rect application of a central limit theorem is not possible, since the weights
mn(γ)
−1/γβj,n are not independent. However, one can apply a central limit
theorem to the conditional law of W˜n, given the array of weights βj,n and
(Tn)n≥1. To this end, we shall prove that under suitable assumptions, if
mn(γ) :=
n−1∏
k=0
(
1 +
S(γ)
fk
)
,(4.3)
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S(γ) being defined in (2.7), then
M˜n(γ) :=
1
mn(γ)
fn∑
j=1
βγj,n
converges a.s. to a limit M˜∞(γ) and that maxj=1,...,fn βj,nmn(γ)
−1/γ con-
verges to zero in probability as n→+∞. As a consequence we will find that
the weak limit of W˜n is a scale mixture of γ-stable laws, where the scale
mixing measure is the law of M˜∞(γ)
1/γ . From the asymptotic results on W˜n
we will easily deduce the weak convergence of the random vector (4.1) for
t→+∞.
4.1. The martingale of weights. Let γ be a given positive real number
such that E[
∑N
i=1A
γ
i ]<+∞. For every integer number n≥ 1, set
Mn(γ) :=
∑
v∈L(Tn)
̟(v)γ =
fn∑
j=1
βγj,n.(4.4)
Note that
M˜n(γ) =
Mn(γ)
mn(γ)
and, if S(γ) = 0, then M˜n(γ) =Mn(γ).
The following proposition generalizes Lemma 2 in [3].
Proposition 4.1. For every γ > 0 such that E[
∑N
i=1A
γ
i ]<+∞, one has
E[Mn(γ)] =mn(γ) =
((S(γ) + 1)/(N − 1))n
(1/(N − 1))n
and, as n→+∞,
mn(γ) = n
S(γ)/(N−1) Γ(1/(N − 1))
Γ((S(γ) + 1)/(N − 1))
(
1 +O
(
1
n
))
.(4.5)
Moreover, M˜n(γ) is a positive martingale with respect to the filtration
Gn = σ((A(v))v∈J (Tn), T1, . . . , Tn),
where J (Tn) denotes the set of the internal nodes of Tn, and E[M˜n(γ)] = 1.
Hence, M˜n(γ) converges almost surely to a random variable M˜∞(γ) with
E[M˜∞(γ)]≤ 1.
For every γ > 0, set
β
(γ)
(n) := maxv∈L(Tn)
̟(v)
mn(γ)1/γ
= max
j=1,...,fn
βj,n
mn(γ)1/γ
and recall that µ(γ) = S(γ)/γ.
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Proposition 4.2. If for some δ > 0 and γ > 0 one has µ(δ) < µ(γ)<
+∞, then β
(γ)
(n) converges in probability to 0. Moreover, if in addition δ < γ
one has that M˜n(γ) converges almost surely to 0, that is, M˜∞(γ) = 0. While,
if γ < δ, M˜n(γ) converges in L
1 to M˜∞(γ) and hence E[M˜∞(γ)] = 1.
Proposition 4.3. Assume that E[
∑N
i=1A
γ
i ] < +∞. Let M˜∞(γ) be the
same random variable defined in Proposition 4.1, and denote its character-
istic function by ψ∞,γ . Then ψ∞,γ satisfies the following integral equation:
ψ∞,γ(ξ) = E
[
N∏
i=1
ψ∞,γ(A
γ
i U
S(γ)/(N−1)
i ξ)
]
(ξ ∈R),(4.6)
where U = (U1, . . . ,UN ) has Dirichlet distribution of parameters (1/(N − 1),
. . . ,1/(N − 1)) and (A1, . . . ,AN ) and U are stochastically independent.
Note that (4.6) is equivalent to
M
L
=
N∑
i=1
Aγi U
S(γ)/(N−1)
i Mi,(4.7)
where (M,M1, . . . ,Mn) are stochastically independent random variables with
the same law of M˜∞(γ), and (M,M1, . . . ,Mn), U and (A1, . . . ,AN ) are
stochastically independent.
4.2. Convergence of W˜n and of (Nt(γ), W˜νt). Now we study the limiting
distribution of W˜n defined by (4.2).
Proposition 4.4. Let (2.1) be in force. Let γ belong to (0,2], and as-
sume that there exists δ > 0 such that µ(δ)<µ(γ)<+∞. Assume that con-
dition (Hγ) holds true; then
lim
n→+∞
E[eiξW˜n ] = E[gˆγ(M˜∞(γ)
1/γξ)](4.8)
for every ξ ∈R, where M˜∞(γ) is the same random variable defined in Propo-
sition 4.1 and gˆγ is defined in (2.4).
At this stage, recall that Nt(γ) = e
−µ(γ)tmνt(γ)
1/γ .
Proposition 4.5. Under the assumptions of Proposition 4.4,
lim
t→+∞
E[eiξ1Nt(γ)+iξ2W˜νt ]
= E[eiξ1cγD
µ(γ)/(N−1)
]E[gˆγ(M˜∞(γ)
1/γξ2)], (ξ1, ξ2) ∈R
2,
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where D has gamma distribution with shape parameter 1/(N − 1) and scale
parameter 1,
cγ :=
(
Γ(1/(N − 1))
Γ((S(γ) + 1)/(N − 1))
)1/γ
,(4.9)
M˜∞(γ) is the same random variable defined in Proposition 4.1, M˜∞(γ)
and D are stochastically independent and gˆγ is defined in (2.4). As a con-
sequence,
lim
t→+∞
φ(t, e−µ(γ)tξ) = E[gˆγ(cγD
µ(γ)/(N−1)M˜∞(γ)
1/γξ)] (ξ ∈R).(4.10)
The result in (4.10) is the core of Theorems 2.2 and 2.3 presented in
Section 2.1. The further properties of the limiting distribution are proved in
Section 5.3.
5. Proofs.
5.1. Proofs of Section 3.
Proof of Proposition 3.1. Let us first prove (3.2). Recall that J1 =
{(0, . . . ,0)} and for i= (0, . . . ,0)
P{T1 ∈C
1
i }= P{|T
(1)
1 |= 0, . . . , |T
(N)
1 |= 0}= 1 = p1(i).
For every k ≥ 1 and j = 1, . . . ,N ,
P{|T
(l)
k+1|= |T
(l)
k |, l 6= j, |T
(j)
k+1|= |T
(j)
k |+ 1||T
(l)
k |, l= 1, . . . ,N}
=
f
|T
(j)
k |
fk
.
This means that the problem of evaluating probability (3.2) can be reduced
to a Po´lya urn scheme, where one starts with N balls of N different colors,
and at each step a ball is randomly drawn from the urn and replaced with N
balls of the same color. Hence, for every k ≥ 2 and i= (i1, . . . , iN ) ∈ Jk
P{|T
(l)
k |= il, l= 1,N}=
(k− 1)!∏N
l=1 il!
∏N
l=1
∏il−1
m=0 fm∏k−1
r=0 fr
= pk(i),
which is (3.2).
Let us prove (3.1) by induction. For k = 1 equality (3.1) is trivially true.
Let us suppose (3.1) holds for k. Let t ∈ Tk+1,N and i = (i1, . . . , iN ) =
(|t(1)|, . . . , |t(N)|) ∈ Jk+1, then
P{T
(1)
k+1 = t
(1), . . . , T
(N)
k+1 = t
(N), Tk+1 ∈C
k+1
i }
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= P{T
(1)
k+1 = t
(1), . . . , T
(N)
k+1 = t
(N)}
=
∑
j=1,...,N
j : ij≥1
∑
t∗j∈Aj,t
P{T
(1)
k+1 = t
(1), . . . , T
(N)
k+1 = t
(N)|T
(l)
k = t
(l), l 6= j, T
(j)
k = t
∗
j}
×P{T
(l)
k = t
(l), l 6= j, T
(j)
k = t
∗
j},
where
Aj,t = {t
∗
j ∈ Tij−1,N :∃v ∈L(t
∗
j ) such that t
∗
j ∪ {(v,1), . . . , (v,N)}= t
(j)}.
By construction of a random N -ary tree, if ij ≥ 1 and t
∗
j ∈Aj,t,
P{T
(1)
k+1 = t
(1), . . . , T
(N)
k+1 = t
(N)|T
(l)
k = t
(l), l 6= j, T
(j)
k = t
∗
j}=
1
fk
(5.1)
and
P{Tij = t
(j)}=
1
fij−1
∑
t∗j∈Aj,t
P{Tij−1 = t
∗
j}.(5.2)
Furthermore, in view of the induction hypotheses and (3.2), one gets
P{T
(l)
k = t
(l), l 6= j, T
(j)
k = t
∗
j}
(5.3)
=
N∏
l=1
P{Til = t
(l)}
P{Tij−1 = t
∗
j}
P{Tij = t
(j)}
pk(i1, . . . , ij − 1, . . . , iN ).
Hence, from (5.1), (5.2) and (5.3), one obtains
P{T
(1)
k+1 = t
(1), . . . , T
(N)
k+1 = t
(N)}
=
N∏
l=1
P{Til = t
(l)}
∑
j=1,...,N
j : ij≥1
pk(i1, . . . , ij − 1, . . . , iN )
fk
∑
t∗j∈Aj,t
P{Tij−1 = t
∗
j}
P{Tij = t
(j)}
=
N∏
l=1
P{Til = t
(l)}
∑
j=1,...,N
j : ij≥1
fij−1
fk
pk(i1, . . . , ij − 1, . . . , iN )
=
N∏
l=1
P{Til = t
(l)}pk+1(i1, . . . , iN ),
where the last equality is obtained by direct replacement of the expression
of pk(i1, . . . , ij − 1, . . . , iN ). Note that, using the Po´lya urn interpretation,
|T
(l)
k | represents the numbers of balls of color l drawn in the first k−1 steps.
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Hence, using the results in [6], the almost sure convergence of (|T
(l)
k |/(k−1) :
l = 1, . . . ,N) follows by the strong law of large numbers for exchangeable
sequences. 
Proof of Proposition 3.2. We need only to prove that qn(ξ) =
E[eiξWn ], for every n≥ 0. This is clearly true for n= 0. For n≥ 1, write
Wn =
N∑
j=1
Aj(∅)
[ ∑
v∈L(T
(j)
n )
|v|−1∏
i=0
A(j)vi+1(v|i)X
(j)
v
]
,
where A(j)(v) = A((j, v)), X
(j)
v = X(j,v), and, by convention, if L(Tn) = ∅
the term between square brackets is equal to X(j). Since (A
(j)(v),X
(j)
v )v∈U,
j = 1, . . . ,N , are independent, with the same distribution of (A(v),Xv)v∈U,
using (3.1) and the induction hypothesis, one proves that
E[eiξWn |A(∅), |T (1)n |, . . . , |T
(N)
n |] =
N∏
j=1
q
|T
(j)
n |
(ξAj(∅)).(5.4)
At this stage the conclusion follows easily by using (3.2); indeed,
E[eiξWn ] = E
[
N∏
j=1
q
|T
(j)
n |
(ξAj(∅))
]
=
∑
i∈Jn
E
[
N∏
j=1
qij(ξAj)
]
pn(i) = qn(ξ).

5.2. Proofs of Section 4.
Proof of Proposition 4.1. Clearly̟(v)I{v ∈ L(Tn)} is Gn-measurable,
and hence Mn(γ) is Gn-measurable. We first prove that
E[Mn+1(γ)|Gn] =Mn(γ)(1 + S(γ)/fn).(5.5)
Given a sequence (Tn)n≥1 of random N -ary recursive trees, one can define
a sequence (Vn)n≥1 of U-valued random variables such that
Tn+1 = Tn ∪ {(Vn,1), . . . , (Vn,N)}
for every n ≥ 0, where V0 = ∅ and Vn ∈ L(Tn). The random variable Vn
corresponds to the random vertex chosen to generate Tn+1 from Tn. Hence,
by construction, P (Vn = v|T1, . . . , Tn) = I{v ∈ L(Tn)}1/fn for every n ≥ 1
and P (Vn = v|Gn) = 1/fnI{v ∈L(Tn)}. At this stage one can write
E[Mn+1(γ)|Gn]
=Mn(γ) + E
[ ∑
v∈L(Tn)
̟(v)γ(A1(v)
γ + · · ·+AN (v)
γ − 1)I{Vn = v}
∣∣∣Gn
]
=Mn(γ) + S(γ)
∑
v∈L(Tn)
̟(v)γE[I{Vn = v}|Gn] =Mn(γ)(1 + S(γ)/fn).
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Taking the expectation of both sides gives E[Mn+1(γ)] = E[Mn(γ)](1+S(γ)/fn).
Since E[M1(γ)] = S(γ) + 1 and f0 = 1, it follows immediately that
E[Mn(γ)] =
n−1∏
i=0
(1 + S(γ)/fi) =mn(γ).(5.6)
See (4.3). Since fi = (N − 1)i+1, by simple algebra one gets that
mn(γ) =
Γ((S(γ) + 1)/(N − 1) + n)Γ(1/(N − 1))
Γ((S(γ) + 1)/(N − 1))Γ(1/(N − 1) + n)
=
((S(γ) + 1)/(N − 1))n
(1/(N − 1))n
.
At this stage, recall that, given two positive real numbers x and y,
Γ(x+ n)
Γ(y + n)
= nx−y
(
1 +O
(
1
n
))
as n→ +∞, which proves (4.5). Finally, (5.5) and (5.6) yield that M˜n(γ)
is a (Gn)n-martingale since Mn(γ)≥ 0 and E[Mn(γ)]<+∞ for every n≥ 1.
The last part of the theorem follows by classical martingale theory. 
Proof of Proposition 4.2. Observe that
[β
(γ)
(n)]
δ ≤
∑
v∈L(Tn)
̟(v)δ
mn(γ)δ/γ
;
hence for every ε > 0, by Markov’s inequality and (4.5), one gets
P{β
(γ)
(n) > ε} ≤ P
{ ∑
v∈L(Tn)
̟(v)δ
mn(γ)δ/γ
≥ εδ
}
≤
1
εδmn(γ)δ/γ
E[Mn(δ)]
=
mn(δ)
εδmn(γ)δ/γ
≤
Cδ,γ
εδ
n(δ/(N−1))(S(δ)/δ−S(γ)/γ)
=
Cδ,γ
εδ
n(δ/(N−1))(µ(δ)−µ(γ)) .
This proves the first statement. When δ < γ, one has δ/γ < 1, and hence,
using Minkowski inequality and (4.5), one gets
E[M˜n(γ)
δ/γ ]≤
1
mn(γ)δ/γ
E
[ ∑
v∈L(Tn)
̟(v)δ
]
≤
mn(δ)
mn(γ)δ/γ
≤Cδ,γn
(δ/(N−1))(µ(δ)−µ(γ)) ,
which proves the second statement. Assume now that δ > γ. In order to
prove the last part of the statement let us show that M˜n(γ) is uniformly
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integrable. To this end, observe that
M˜n+1(γ) =
∑
v∈L(Tn)
̟(v)γ
mn(γ)
[1 + (
∑N
k=1Ak(v)
γ − 1)I{Vn = v}]
1 + S(γ)/fn
,
and hence
M˜n+1(γ)− M˜n(γ) =−
M˜n(γ)S(γ)
fn(1 + S(γ)/fn)
+
1
mn+1(γ)
∑
v∈L(Tn)
̟(v)γ
(
N∑
k=1
Ak(v)
γ − 1
)
I{Vn = v}.
At this stage write
|M˜n+1(γ)− M˜n(γ)|
δ/γ
≤ 2δ/γ−1
|M˜n(γ)|
δ/γ |S(γ)|δ/γ
f
δ/γ
n |1 + S(γ)/fn|δ/γ
+
2δ/γ−1
mn+1(γ)δ/γ
∑
v∈L(Tn)
̟(v)δ
∣∣∣∣∣
N∑
k=1
Ak(v)
γ − 1
∣∣∣∣∣
δ/γ
I{Vn = v}
≤
2δ/γ−1|S(γ)|δ/γ
|1 + S(γ)/fn|δ/γ
1
f
δ/γ
n
f δ/γ−1n
∑
v∈L(Tn)
̟(v)δ
mn(γ)δ/γ
+
2δ/γ−1
mn+1(γ)δ/γ
∑
v∈L(Tn)
̟(v)δ
∣∣∣∣∣
N∑
k=1
Ak(v)
γ − 1
∣∣∣∣∣
δ/γ
I{Vn = v}.
Taking the expectation one gets
E|M˜n+1(γ)− M˜n(γ)|
δ/γ
≤
2δ/γ−1|S(γ)|δ/γ
|1 + S(γ)/fn|δ/γ
1
fn
E
[ ∑
v∈L(Tn)
̟(v)δ
mn(γ)δ/γ
]
+
2δ/γ−1
mn+1(γ)δ/γ
1
fn
E
[ ∑
v∈L(Tn)
̟(v)δ
]
E
∣∣∣∣∣
N∑
k=1
Aγk − 1
∣∣∣∣∣
δ/γ
≤C1
1
fn
[
mn(δ)
mn(γ)δ/γ
+
mn(δ)
mn+1(γ)δ/γ
]
by (4.5)
≤C2
1
fn
nδ(µ(δ)−µ(γ))/(N−1) ≤C3n
δ(µ(δ)−µ(γ))/(N−1)−1.
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Since µ(δ)<µ(γ), it follows that∑
i≥1
E[|M˜i+1(γ)− M˜i(γ)|
δ/γ ]<+∞.(5.7)
By the convexity of S(s), it is easy to see that µ(s) < µ(γ) if γ < s < δ.
Hence, without loss of generality, one can suppose that γ < δ ≤ 2γ. Since
(M˜n)n≥1 is a martingale (cf. Proposition 4.1) and 1< δ/γ ≤ 2, the Topchii–
Vatutin inequality (see, e.g., [2]) gives
E|M˜n(γ)|
δ/γ ≤ E|M˜1(γ)|
δ/γ + 2
n∑
i=2
E|M˜i(γ)− M˜i−1(γ)|
δ/γ .
Combining this last inequality with (5.7), one obtains
sup
n≥1
E|M˜n(γ)|
δ/γ <+∞.
Hence (M˜n(γ))n is uniformly integrable and then converges in L
1 to M˜∞(γ)
with E[M˜∞(γ)] = limnE[M˜n(γ)] = 1. 
Proof of Proposition 4.3. Let ψn(ξ) = E[e
iξM˜n(γ)]. Arguing as in
the proof of Proposition 3.2 and using the same notation, we get
M˜n(γ) =
N∑
j=1
Aj(∅)
γ
m
|T
(j)
n |
(γ)
mn(γ)
∑
v∈L(T
(j)
n )
∏|v|−1
i=0 (A
(j)
vi+1(v|i))
γ
m
|T
(j)
n |
(γ)
and then
ψn(ξ) = E
[
N∏
j=1
ψ
|T
(j)
n |
(ξAγj∆
(j)
n )
]
,
where
∆(j)n =
m
|T
(j)
n |
(γ)
mn(γ)
=
(
|T
(j)
n |
n
)S(γ)/(N−1)(1 +O(1/|T (j)n |)
1 +O(1/n)
)
.
Now note that, for a suitable constant C, ∆
(j)
n ≤ C for every j almost
surely and, by Proposition 3.1, (∆
(1)
n , . . . ,∆
(N)
n ) converges almost surely to
(U
S(γ)/(N−1)
1 , . . . ,U
S(γ)/(N−1)
N ) where (U1, . . . ,UN ) has Dirichlet distribution
of parameters (1/(N − 1), . . . ,1/(N − 1)). At this stage write
ψn(ξ) = E
[
N∏
j=1
ψ∞,γ(ξA
γ
j∆
(j)
n )
]
+Rn
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with
Rn = E
[
N∏
j=1
ψ
|T
(j)
n |
(ξAγj∆
(j)
n )−
N∏
j=1
ψ∞,γ(ξA
γ
j∆
(j)
n )
]
.
By dominated convergence one gets
lim
n→+∞
E
[
N∏
j=1
ψ∞,γ(ξA
γ
j∆
(j)
n )
]
= E
[
N∏
j=1
ψ∞,γ(ξA
γ
jU
S(γ)/(N−1)
j )
]
.
It remains to show that Rn converges to zero. Recall that, given 2N complex
numbers a1, . . . , aN , b1, . . . , bN with |ai|, |bi| ≤ 1, then∣∣∣∣∣
N∏
i=1
ai −
N∏
i=1
bi
∣∣∣∣∣≤
N∑
i=1
|ai − bi|.
Hence
|Rn| ≤
N∑
j=1
E|ψ
|T
(j)
n |
(ξAγj∆
(j)
n )− ψ∞,γ(ξA
γ
j∆
(j)
n )|
≤
N∑
j=1
E
[
sup
x : |x|≤|ξAγjC|
|ψ
|T
(j)
n |
(x)−ψ∞,γ(x)|
]
.
Since point-wise convergence of characteristic functions yields the same con-
vergence on every compact set, and ψn converges to ψ∞,γ , one has that
supx : |x|≤C |ψn(x)−ψ∞,γ(x)| converges to zero when n goes to +∞ for every
C < +∞. By Proposition 3.1 |T
(j)
n | converges almost surely to +∞, hence
dominated convergence yields that supx : |x|≤|ξAγjC| |ψ|T (j)n |
(x)−ψ∞,γ(x)| con-
verges almost surely to zero as n goes to +∞ and then, by dominated con-
vergence, Rn converges to zero. 
In order to prove Proposition 4.4, let us consider the following central
limit result. Assume that (ajn)jn is an array of positive weights, and let rn
be a diverging sequence of integer numbers. Given any array of identically
distributed and row-wise independent random variables (Xjn)n≥1,j=1,...,rn
with probability distribution function F0, set
S˜n :=
rn∑
j=1
ajnXjn.
Moreover assume that, for some γ in (0,2],
lim
n→+∞
rn∑
j=1
aγjn = a∞ and limn→+∞
max
j=1,...,rn
ajn = 0.(5.8)
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It is not hard to prove the following.
Lemma 5.1. Let (5.8) and (Hγ) be in force for γ in (0,2]. Then
lim
n→+∞
E[eiξS˜n ] = gˆγ(ξa
1/γ
∞ )(5.9)
for every ξ ∈R, gˆγ being defined in (2.4).
Proof. The proof can be obtained, following the same line of the proofs
of Lemmas 4, 5, 6 in [3], as a consequence of the central limit theorem for
triangular array; see, for example, [15]. 
Proof of Proposition 4.4. Denote by B the σ-algebra generated
by {Tn, βj,n :n ≥ 1, j = 1, . . . , fn}. The proof is essentially an application
of Lemma 5.1 to the conditional law of W˜n given B. By Propositions 4.1
and 4.2, every divergent sequence (n′) of integer numbers contains a diver-
gent subsequence (n′′)⊂ (n′) for which M˜n′′(γ) converges almost surely to
M˜∞(γ), and β
(γ)
(n′′) converges almost surely to zero. Hence by Lemma 5.1
we obtain limn′′→+∞E[e
iξW˜n′′ |B] = gˆγ(ξM˜
1/γ
∞ (γ)) almost surely. Dominated
convergence theorem yields limn′′→+∞E[e
iξW˜n′′ ] = E[gˆγ(ξM˜
1/γ
∞ (γ))]. Since
the limiting function is independent of the arbitrarily chosen sequence (n′),
a classical argument shows that the last limit is true with n→+∞ in place
of n′′→+∞. 
Proof of Proposition 4.5. Let us first prove that when t goes to +∞,
νte
−t(N−1) converges in distribution to a random variable D with Gamma
distribution of parameters (1/(N − 1),1). Since νt is a negative binomial
random variable of parameters (1/(N − 1), exp{−(N − 1)t}), for every inte-
ger k
P{νt ≤ k}=
Γ(k+1+ 1/(N − 1))
Γ(k+ 1)Γ(1/(N − 1))
∫ e−(N−1)t
0
x1/(N−1)−1(1− x)k dx;
see formula (5.31) in [19]. Hence, for every y > 0, after setting kt = ⌊ye
(N−1)t⌋
(where ⌊x⌋ is the integer part of x), one can write
P{νte
−(N−1)t ≤ y}
= P{νt ≤ kt}
=
Γ(kt +1+ 1/(N − 1))
Γ(kt +1)Γ(1/(N − 1))
∫ e−(N−1)t
0
x1/(N−1)−1(1− x)kt dx
=
Γ(kt +1+ 1/(N − 1))
Γ(kt +1)Γ(1/(N − 1))
1
[ye(N−1)t]1/(N−1)
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×
∫ y
0
u1/(N−1)−1
(
1−
u
ye(N−1)t
)kt
du
=
1+O(1/kt)
Γ(1/(N − 1))
[
kt
ye(N−1)t
]1/(N−1)
×
∫ y
0
u1/(N−1)−1
(
1−
u
ye(N−1)t
)ye(N−1)tkt/(ye(N−1)t)
du.
Since kt/ye
(N−1)t → 1, by dominated convergence one gets
lim
t→+∞
P{νte
−(N−1)t ≤ y}=
1
Γ(1/(N − 1))
∫ y
0
u1/(N−1)−1e−u du.
At this stage, since νt converges in probability to +∞, (4.5), Slustky’s the-
orem and the continuous mapping theorem yield that
lim
t→+∞
E[eiξNt(γ)] = E[eiξcγD
µ(γ)/(N−1)
](5.10)
for every ξ in R. Setting un(ξ) := E[e
iξW˜n ] by Proposition 4.4 we know that
lim
n→+∞
un(ξ) = E[gˆγ(ξM˜∞(γ)
1/γ)] =: u∞(ξ)(5.11)
for every ξ in R. For every diverging sequence (tn)n write
E[eiξ1Ntn (γ)+iξ2W˜νtn ] = u∞(ξ2)E[e
iξ1Ntn(γ)] +Rn,
where
Rn = E[e
iξ1Ntn(γ)(eiξ2W˜νtn − u∞(ξ2))].
It is easy to show that
lim
n→+∞
|Rn| ≤ lim
n→+∞
E|uνtn (ξ2)− u∞(ξ2)|= 0
by dominated convergence, since νtn converges in probability to +∞, and
(5.11) holds. The result now follows from (5.10). The second part of the
statement follows immediately by the continuous mapping theorem. 
5.3. Proofs of Section 2. Under the hypotheses of Proposition 4.4, (4.10)
yields that, when γ 6= 1 or when γ = 1 and condition (b) of (H1) holds,
e−µ(γ)tVt converges in distribution to a scale mixture of stable laws. The
scale mixing measure is the law of cγD
µ(γ)/(N−1)M˜∞(γ)
1/γ , with D and
M˜∞(γ) stochastically independent. While if γ = 1 and condition (a) of (H1)
holds, then e−µ(γ)tVt converges in distribution to m0c1D
µ(1)/(N−1)M˜∞(1).
Again the mixing measure is the law of c1D
µ(1)/(N−1)M˜∞(1). At this stage,
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in order to complete the proof of the main theorems of Section 2.1, it remains
to study in more detail the distribution of cγD
µ(γ)/(N−1)M˜∞(γ)
1/γ .
The more interesting case is µ(δ)< µ(γ) for δ > γ. Proposition 4.3 shows
that the law of M˜∞(γ) satisfies the fixed point equation for distributions (4.7).
We will show that the law of cγγDS(γ)/(N−1)M˜∞(γ) and the limit law of
e−µ(γ)tVt satisfy a fixed point equation too. In view of known results on this
kind of equations, we will be able to complete the proof of Theorem 2.2 of
Section 2.1.
In what follows denote by Beta(a, b) [Gamma(a, b), resp.], a > 0 and b > 0,
the beta distribution of parameters a and b (the gamma distribution of shape
parameter a and scale parameter b, resp.). We will need the following result.
Lemma 5.2. Let D1, . . . ,DN , V be independent random variables where V
has Beta(1/(N −1),1) distribution, and Di has Gamma(1/(N −1),1) distri-
bution for every i. Let D and U = (U1, . . . ,UN ) be stochastically independent,
D with Gamma(1/(N − 1),1) distribution and U with Dirichlet distribution
of parameters (1/(N − 1), . . . ,1/(N − 1)). Then
(DU1,DU2, . . . ,DUN)
L
= (V D1, V D2, . . . , V DN ).
Proof. Set S =
∑N
i=1Di. S is a Gamma(N/(N − 1),1) random vari-
able, and S and V are stochastically independent. It is easily seen that SV is
a Gamma(1/(N−1),1) random variable. Now define U˜ := (D1/S, . . . ,DN/S)
and D˜ := SV . It is well known that U˜ has a Dirichlet distribution of param-
eters (1/(N −1), . . . ,1/(N −1), and S and U˜ are independent; see, for exam-
ple, Section 10.4 in [15]. Hence, it turns out that U˜ and D˜ are stochastically
independent. Clearly
(D˜U˜1, . . . , D˜U˜N ) = (V D1, . . . , V DN ),
which proves the claim. 
Proposition 5.3. Let the assumptions of Proposition 4.4 be in force,
and let v∞,γ be the characteristic function of c
γ
γDS(γ)/(N−1)M˜∞(γ). Then v∞,γ
satisfies the integral equation (2.8), that is,
v∞,γ(ξ) =
∫ 1
0
E
[
N∏
i=1
v∞,γ(ξA
γ
i τ
S(γ))
]
dτ.(5.12)
Moreover, if w∞,γ denotes the characteristic function of the limit in distri-
bution of e−µ(γ)tVt, then w∞,γ satisfies equation (1.6) for µ
∗ = µ(γ), that
is,
w∞,γ(ξ) =
∫ 1
0
E
[
N∏
i=1
w∞,γ(Aiτ
µ(γ)ξ)
]
dτ =
∫ 1
0
Qˆ[w∞,γ ](τ
µ(γ)ξ)dτ.(5.13)
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Proof. Recall that ψ∞,γ denotes the characteristic function of M˜∞(γ).
Hence, from the independence of D and M˜∞(γ), we have
v∞,γ(ξ) = E[ψ∞,γ(ξc
γ
γD
S(γ)/(N−1))].
Since ψ∞,γ satisfies equation (4.6), we can write
v∞,γ(ξ) = E
[
N∏
i=1
ψ∞,γ(A
γ
i (UiD)
S(γ)/(N−1)cγγξ)
]
,
where U = (U1, . . . ,UN ), (A1, . . . ,AN ) and D are independent, U has Dirich-
let distribution of parameters (1/(N − 1), . . . ,1/(N − 1)) and D has
Gamma(1/(N −1),1) distribution. By Lemma 5.2 if (D1, . . . ,DN , V ) are in-
dependent random variables, Di with Gamma(1/(N − 1),1) distribution, V
with Beta(1/(N − 1),1) distribution and (D1, . . . ,DN , V ) and (A1, . . . ,AN )
independent, then we can write
v∞,γ(ξ) = E
[
N∏
i=1
ψ∞,γ(A
γ
i (V Di)
S(γ)/(N−1)cγγξ)
]
= E
[
N∏
i=1
v∞,γ(A
γ
i V
S(γ)/(N−1)ξ)
]
.
Then (5.12) follows since V 1/(N−1) has uniform distribution on (0,1).
As for the second part, let gˆγ be defined in (2.4). From Proposition 4.5
we know that
w∞,γ(ξ) = E[gˆγ(cγD
µ(γ)/(N−1)M˜∞(γ)
1/γ)].
Define Z = cγγDS(γ)/(N−1)M˜∞(γ); then (5.12) is equivalent to
Z
L
=ΘS(γ)
N∑
i=1
Aγi Zi,(5.14)
where (Z,Z1, . . . ,ZN ) are i.i.d., Θ has uniform distribution on (0,1) and
(Z,Z1, . . . ,ZN ), Θ and (A1, . . . ,AN ) are independent. Then from (5.14) and
from the analytic form of gˆγ we get
w∞,γ(ξ) = E[gˆγ(ξZ
1/γ)] = E
[
N∏
i=1
gˆγ(ξΘ
µ(γ)AiZ
1/γ
i )
]
= E
[
N∏
i=1
w∞,γ(ξΘ
µ(γ)Ai)
]
,
and this completes the proof. 
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In order to prove Proposition 2.1 we need to recall few important results
on fixed point equations for distributions. Assume that B = (B1, . . . ,BN ) is
a vector of nonnegative random variables. Consider the following fixed point
equation:
ν = T (ν),(5.15)
where, given any probability distribution ν, T (ν) is the law of
∑N
i=1BiYi,
where B and (Y1, . . . , YN ) are stochastically independent, and (Y1, . . . , YN )
are stochastically independent and identically distributed random variables
with distribution ν. Clearly, (5.15) is equivalent to equation
φ(ξ) = E
[
N∏
i=1
φ(Biξ)
]
(5.16)
for the corresponding Fourier–Stieltjes transforms. Equations (2.8), (4.6),
(5.12) and (5.13) have this form for a suitable B. In order to describe the
fixed points of (5.15), we introduce the convex function a : [0,∞)→ [0,∞] by
a(s) := E
[
N∑
j=1
Bsj
]
(5.17)
with the convention that 00 = 0.
Proposition 5.4 ([1, 13, 22, 23]). Assume that condition (2.1) holds
true with Bi in place of Ai, that P{Bi = 0 or 1 ∀i= 1, . . . ,N}< 1 and that
a(1) = 1.
(i) If
∑N
j=1Bj = 1 almost surely, then a(s)≥ 1 for every s < 1 and a(s)≤
1 for every s > 1. Moreover, the unique solution ζ of (5.15) with
∫
R+
ζ(dv) =∫
R+
vζ(dv) = 1 is the degenerate probability distribution ζ(·) = δ1(·);
(ii) If P{
∑N
j=1Bj = 1} < 1 and if a(s) < 1 for some s > 1, then (5.15)
has a unique solution ζ with
∫
R+
ζ(dv) =
∫
R+
vζ(dv) = 1. Moreover ζ is non-
degenerate and, for any p > 1,
∫
R+
vpζ(dv)<+∞ if and only if a(p)< 1.
Proof of Proposition 2.1. Equation (2.8) is of type (5.16) with Bi =
AγiΘ
S(γ), Θ being an uniform random variable on [0,1] independent from
(A1, . . . ,AN ). Hence, in this case, the function a defined in (5.17) becomes
a(s) := aγ(s) =
S(γs) + 1
S(γ)s+ 1
.
Clearly aγ(1) = 1. Now, since δ > γ and S(γ)/γ = µ(γ)> µ(δ)≥−1/δ, it is
easy to see that the convex function q 7→ aγ(q/γ) is equal to 1 in q = γ and
strictly smaller than 1 in q = δ. Since µ(q)−µ(γ) = 0 if and only if aγ(q/γ) =
1, it follows that equation µ(q)− µ(γ) = 0 has at most one solution q∗γ 6= γ.
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This proves (ii). Noticing that δ/γ > 1 and aγ(δ/γ)< 1, by Proposition 5.4,
(i) follows. Since Θ and A are independent, ΘS(γ)
∑N
i=1A
γ
i = 1 almost surely
if and only if
∑N
i=1A
γ
i = 1 almost surely. Hence, by (ii) of Proposition 5.4,
ζ∞,γ is degenerate if and only if
∑N
i=1A
γ
i = 1 almost surely. Finally, using
that aγ is convex, aγ(1) = 1 and aγ(δ/γ) < 1, it follows that aγ(p/γ) < 1
if and only if p < q∗γ . Again by (ii) of Proposition 5.4, whenever ζ∞,γ is
nondegenerate,
∫
R+
vp/γζ∞,γ(dv)<+∞ if and only p < q
∗
γ . 
Proof of Theorem 2.2. Proposition 4.2 yields that E[M˜∞(γ)] = 1,
since µ(γ)> µ(δ) for δ > γ. An easy computation shows that E[cγγDµ(γ)γ/(N−1)] =
1 and then E[cγγDµ(γ)γ/(N−1)M˜∞(γ)] = 1. Hence, recalling that v∞,γ is the
characteristic function of cγγDµ(γ)γ/(N−1)M˜∞(γ), by (5.12) of Proposition 5.3
and (i) of Proposition 2.1, the law of cγγDµ(γ)γ/(N−1)M˜∞(γ) is equal to ζ∞,γ .
At this stage (2.9) follows by (4.10). Moreover, from (5.13) of Proposition 5.3,
w∞,γ is a solution of (1.6) for µ
∗ = µ(γ). The proof of (i) is complete.
In order to prove (ii) let us observe that, from the properties of γ-stable
distributions, it follows that
∫
R+
vpρ∞,γ(dv)<+∞ if and only if p < γ and∫
R+
vp/γζ∞,γ(dv)<+∞, but for p < γ,∫
R+
vp/γζ∞,γ(dv)≤
(∫
R+
vζ∞,γ(dv)
)p/γ
= 1.
It remains to show that ρ∞,γ is a γ-stable distribution if and only if
∑N
i=1A
γ
i =
1 almost surely. This follows from (iii) of Proposition 2.1 and the fact that
e−|ξ|
γk1(1−iη1 tan(piγ/2) sign ξ)(5.18)
=
∫
R+
e−|ξ|
γzk0(1−iη0 tan(piγ/2) sign ξ)ζ∞,γ(dz)
if and only if k1 = k0, η1 = η0 and ζ∞,γ = δ1. Let us prove the last claim.
Write (5.18) for ξ > 0 with ξγ = x, and differentiate the resulting identity
with respect to x to obtain
−k1(1− iη1 tan(πγ/2))e
−xk1(1−iη1 tan(piγ/2))
(5.19)
=
∫
R+
k0z(1− iη0 tan(πγ/2))e
−xk0(1−iη0 tan(piγ/2))ζ∞,γ(dz).
Taking the limit for x ↓ 0, recalling that
∫
R+
zζ∞,γ(dz) = 1, by dominated
convergence one gets
k1(1− iη1 tan(πγ/2)) = k0(1− iη0 tan(πγ/2))
and hence k1 = k0 and η0 = η1. At this stage it suffices to recall that a scale
mixture of stable laws is an identifiable family of distributions. See, for
example, [32].
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Analogously, (iii) and (iv) follow from (5.12) of Proposition 5.3 and from (iii)
of Proposition 2.1. 
Proof of Theorem 2.3. Recall that µ(δ)< µ(γ) for δ < γ, hence by
Proposition 4.2 yields that M˜∞(γ) = 0, and this completes the proof. 
Proof of Theorem 2.4. We shall assume that lδ(X0, V∞)<+∞, since
otherwise the claim is trivial. Then, there exists an optimal pair (X∗, Y ∗)
realizing the infimum in the definition of the Wasserstein distance,
∆ := l
max(δ,1)
δ (X0, V∞) = l
max(δ,1)
δ (X
∗, Y ∗) = E|X∗ − Y ∗|δ.(5.20)
Let (X∗v , Y
∗
v )v∈U be a sequence of independent and identically distributed
random variables with the same law of (X∗, Y ∗), which are further inde-
pendent of (νt)t≥0, (Tn)n≥1, (A(v))v∈U . By Proposition 3.2 it follows that∑fνt
j=1X
∗
j,νtβj,νt has the same law of Vt, whereX
∗
j,n =X
∗
Lj,n
and Lj,n is defined
at the end of Section 3. Moreover, since the characteristic function of V∞
is a solution of (1.6) with µ∗ = µ(γ), as already noted in the Introduction,
the characteristic function of eµ(γ)tV∞ is a solution of (1.1) with φ0 =w∞,γ .
Hence, applying once again Proposition 3.2, we get that eµ(γ)tV∞ has the
same law of
∑fνt
j=1 Y
∗
j,νt
βj,νt , where Y
∗
j,n = Y
∗
Lj,n
. For the sake of simplicity
write (X∗j , Y
∗
j ) in place of (X
∗
j,n, Y
∗
j,n). We can write
l
max(δ,1)
δ (e
−µ(γ)tVt, V∞)
= l
max(δ,1)
δ (e
−µ(γ)tVt, e
−µ(γ)teµ(γ)tV∞)
= e−δµ(γ)tl
max(δ,1)
δ (Vt, e
µ(γ)tV∞)
≤ e−δµ(γ)t
∑
n≥0
ζ(t, n)E
[∣∣∣∣∣
fn∑
j=1
X∗j βj,n −
fn∑
j=1
Y ∗j βj,n
∣∣∣∣∣
δ]
= e−δµ(γ)t
∑
n≥0
ζ(t, n)E
[
E
[∣∣∣∣∣
fn∑
j=1
(X∗j − Y
∗
j )βj,n
∣∣∣∣∣
δ∣∣∣∣Gn
]]
,
where ζ(t, n) is the density of νt [see (3.4)] and Gn = σ(A(v)v∈J (Tn), T1, . . . , Tn).
Now, if 0< γ < δ ≤ 1, then Minkowski’s inequality yields
E
[
E
[∣∣∣∣∣
fn∑
j=1
(X∗j − Y
∗
j )βj,n
∣∣∣∣∣
δ∣∣∣∣Gn
]]
≤ E
[
E
[
fn∑
j=1
βδj,n|X
∗
j − Y
∗
j |
δ
∣∣∣∣Gn
]]
(5.21)
= E
[
fn∑
j=1
βδj,n
]
∆,
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where ∆ is defined in (5.20). We now want to prove a similar inequality for
1 ≤ γ < δ ≤ 2. First of all we need to observe that, in addition to E|X∗j −
Y ∗j |
δ = lδδ(X0, V∞) < +∞, we have also that E(X
∗
j − Y
∗
j ) = 0. If γ 6= 1 the
claim follows since by hypothesis E(X∗j ) = E(X0) = 0 and E(Y
∗
j ) = E(V∞) =
0, thanks to the fact that V∞ is a mixture of centered stable random variables
of exponent γ > 1. When γ = 1 and (a) of (H1) holds, the proof of the claim is
similar. When γ = 1 and (b) of (H1) holds, the proof requires more care, since
E|X0| = E|V∞| = +∞. Let F∞(y) be the probability distribution function
of V∞, that is, F∞(x) =
∫
(−∞,x] ρ∞,γ(dy), and recall that as an optimal pair
one can choose (X∗, Y ∗) = (F−10 (U), F
−1
∞ (U)), U being a uniform random
variable on (0,1) and F−10 (F
−1
∞ , resp.) is the quantile function of F0 (F∞,
resp.); see, for example, [29]. Note that E|X∗j −Y
∗
j |
δ <+∞, which yields that
E|X∗j −Y
∗
j |=
∫ 1
0 |F
−1
0 (u)−F
−1
∞ (u)|du <+∞. Since F0 and F∞ are symmet-
ric distribution functions, it is easy to see that F−10 (U)−F
−1
∞ (U) is a sym-
metric random variable, and hence E(F−10 (U)−F
−1
∞ (U)) = E(X
∗
j −Y
∗
j ) = 0.
Summarizing, if 1≤ γ ≤ 2, we have E(X∗j −Y
∗
j ) = 0 and E|X
∗
j −Y
∗
j |
δ <+∞.
Hence we can apply the Bahr–Esseen inequality (see [33]) to obtain
E
[
E
[∣∣∣∣∣
fn∑
j=1
(X∗j − Y
∗
j )βj,n
∣∣∣∣∣
δ∣∣∣∣Gn
]]
≤ E
[
2
fn∑
j=1
βδj,n|X
∗
j − Y
∗
j |
δ
∣∣∣∣Gn
]
(5.22)
= 2E
[
fn∑
j=1
βδj,n
]
∆.
Combining (5.21) and (5.22) with Proposition 4.1 we obtain
l
max(δ,1)
δ (e
−µ(γ)Vt, V∞)
≤ c∆e−δµ(γ)t
∑
n≥0
ζ(t, n)E
[
n∑
j=1
βδj,n
]
= c∆e−δµ(γ)t
∑
n≥0
e−t(1− e−(N−1)t)n
(1/(N − 1))n
n!
((S(δ) + 1)/(N − 1))n
(1/(N − 1))n
= c∆e−δµ(γ)t
∑
n≥0
e−t(1− e−(N−1)t)n
((S(δ) + 1)/(N − 1))n
n!
with c= 1 if 0< γ < δ ≤ 1 and c= 2 if 1≤ γ < δ ≤ 2, and the thesis follows
since ∑
n≥0
(r)n
n!
(1− q)n = q−r
for every q ∈ (0,1) and r > 0. 
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Proof of Lemma 2.5. The proof of this lemma follows step by step
the proof of Lemma 1 in [3]. By Lemma 9 in [3], if δ < γ/(1 − ε), it suf-
fices to prove that the probability distribution function of V∞, that is,
F∞(x) =
∫
(−∞,x] ρ∞,γ(dy), satisfies (2.14) and (2.15) with the same con-
stants c+0 and c
−
0 as the initial condition F0 (possibly after diminishing ε
and enlarging K). The proof is based on the representation of F∞ as a mix-
ture of stable laws. More precisely, let Gγ be the distribution function whose
Fourier–Stieltjes transform is gˆγ as in (2.4); then
F∞(x) = E[Gγ((Z)
−1/γx)],
where Z has distribution ζγ,∞; see Theorem 2.2. Since γ < δ < 2γ, then there
exists a finite constant K > 0 such that |1 − c+0 x
−γ − Gγ(x)| ≤ Kx
−δ for
x > 0, and similarly for x < 0; see, for example, Sections 2.4 and 2.5 of [35].
Using that E[Z] = 1 and C := E[Zδ/γ ]<∞ [by (iii) of Proposition 2.1 since
δ < q∗γ ], it follows further that
|1− c+0 x
−γ −F∞(x)| ≤ E[|1− c
+
0 ((Z)
−1/γx)−γ −Gγ(Z
−1/γx)|]
≤ E[K(Z)δ/γx−δ] =CKx−δ.
This proves (2.14) for F∞, with ε= δ−γ and K
′ =CK. A similar argument
proves (2.15). 
Proof of Theorem 2.6. The proof follows the same line of the proof
of Theorem 2.4. Assume that Zδ(X0, V∞)<+∞, since otherwise the claim
is trivial. Consider two sequences of independent and identically distributed
random variables (Xj)j≥1 and (Yj)j≥1, Xj with common distribution func-
tion F0 and Yj with the same law of V∞. In addition assume that (Xj)j≥1,
(Yj)j≥1, (νt)t≥0 and (βj,n)j,n are stochastically independent. Recall that, as
noted in the proof of Theorem 2.4, eµ(γ)tV∞ has the same law of
∑fνt
j=1 Yjβj,νt .
First of all it is clear, by the definition of Zδ , that
Zδ(e
−µ(γ)tVt, V∞) = Zδ
(
e−µ(γ)t
fνt∑
j=1
Xjβj,νt, e
−µ(γ)t
fνt∑
j=1
Yjβj,νt
)
≤
∑
n≥0
ζ(t, n)Zδ
(
e−µ(γ)t
fn∑
j=1
Xjβj,n, e
−µ(γ)t
fn∑
j=1
Yjβj,n
)
.
An important property of the Zolotarev’s metric Zδ is that it is ideal of
order δ, that is,
Zδ(cX, cY ) = c
δZδ(X,Y )
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(see, e.g., Theorem 1.4.2 in [36]), which yields that
Zδ(e
−µ(γ)tVt, V∞)≤
∑
n≥0
ζ(t, n)e−δµ(γ)tZδ
(
fn∑
j=1
Xjβj,n,
fn∑
j=1
Yjβj,n
)
.
Now, by Proposition 1 in [30],
Zδ
(
fn∑
j=1
Xjβj,n,
fn∑
j=1
Yjβj,n
)
≤ E
[
fn∑
j=1
βδj,n
]
Zδ(X0, V∞).
In conclusion, we get
Zδ(e
−µ(γ)tVt, V∞)≤Zδ(X0, V∞)e
−δµ(γ)t
∑
n≥0
ζ(t, n)E
[
fn∑
j=1
βδj,n
]
.
At this stage the first part of the thesis follows exactly as in the last part
of the proof of Theorem 2.4. It remains to show that, if γ = 2, δ ≤ 3 and
E|X0|
δ <+∞, then
Zδ(X0, V∞)≤
1
Γ(1 + δ)
[E|X0|
δ + E|V∞|
δ],
which, by Theorem 2.2(iii) is finite. To prove the last inequality recall that,
given two random variables X and Y , if 2< δ ≤ 3, then
Zδ(X,Y )≤
1
Γ(1 + δ)
[E|X|δ +E|Y |δ],
provided that E[X] = E[Y ] and E[X2] = E[Y 2]; see Theorem 1.5.7 in [36]. In
our case by Theorem 2.2(i)–(iii), E[X0] = E[V∞] = 0, E[X
2
0 ] = σ
2
0 , E[V
2
∞] =
σ20
∫
R+
zζ∞,2(dz) = σ
2
0 . 
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