Chemical and electrical synapses shape the dynamics of neuronal networks. Numerous theoretical studies have investigated how each of these types of synapses contributes to the generation of neuronal oscillations, but their combined effect is less understood. This limitation is further magnified by the impossibility of traditional neuronal mean-field models -also known as firing rate models, or firing rate equations-to account for electrical synapses. Here we analyze the dynamics of heterogeneous populations of quadratic integrate-and-fire (QIF) neurons with both chemical and electrical coupling. To this aim, we derive an exact firing rate model that describes the collective dynamics of the QIF network in a unified framework valid for both electrical and chemical coupling. Networks with instantaneous chemical synapses display a well-known bifurcation scenario characterized by a codimension-2 Cusp point and, thus, by the presence of persistent asynchronous states for strong excitatory coupling. The inclusion of electrical coupling generally implies the emergence of a supercritical Hopf bifurcation and, hence, neuronal synchrony. This dramatically transforms the Cusp scenario into a bifurcation scenario characterized by three codimension-2 points (Cusp, Takens-Bogdanov, and Saddle-Node Separatrix Loop), which is generic for the dynamics of heterogeneous QIF networks with both chemical and electrical coupling.
Chemical and electrical synapses shape the dynamics of neuronal networks. Numerous theoretical studies have investigated how each of these types of synapses contributes to the generation of neuronal oscillations, but their combined effect is less understood. This limitation is further magnified by the impossibility of traditional neuronal mean-field models -also known as firing rate models, or firing rate equations-to account for electrical synapses. Here we analyze the dynamics of heterogeneous populations of quadratic integrate-and-fire (QIF) neurons with both chemical and electrical coupling. To this aim, we derive an exact firing rate model that describes the collective dynamics of the QIF network in a unified framework valid for both electrical and chemical coupling. Networks with instantaneous chemical synapses display a well-known bifurcation scenario characterized by a codimension-2 Cusp point and, thus, by the presence of persistent asynchronous states for strong excitatory coupling. The inclusion of electrical coupling generally implies the emergence of a supercritical Hopf bifurcation and, hence, neuronal synchrony. This dramatically transforms the Cusp scenario into a bifurcation scenario characterized by three codimension-2 points (Cusp, Takens-Bogdanov, and Saddle-Node Separatrix Loop), which is generic for the dynamics of heterogeneous QIF networks with both chemical and electrical coupling. 
I. INTRODUCTION
Collective oscillations and synchrony are prominent features of neuronal circuits, and are fundamental for the welltimed coordination of neuronal activity [1] . Such oscillations are shaped by the presence of excitatory and inhibitory synapses. Next to these chemical synapses, electrical synapses -neuronal gap junctions-are ubiquitous elements across brain regions that largely contribute to neural synchrony [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . The emergence of fast neuronal oscillations is often linked to the presence of inhibitory neurons, whose synchronous firing provides the necessary negative synaptic feedback to produce self-sustained collective oscillations. However, these synchronous states are often fragile with respect to the presence of heterogeneities [11] [12] [13] [14] [15] . Gap junctions may counteract this and can hence greatly enhance synchronization [16] .
Chemical and electrical coupling have an unquestionable role in the generation of brain oscillations. Yet, most theoretical work has focused on the analysis of networks with either inhibitory or electrical coupling alone -see, e.g., [17] [18] [19] [20] [21] [22] [23] [24] -, and only a limited number of studies explores large networks with both types of interactions [16, [25] [26] [27] [28] [29] [30] . This lack of theoretical advances might be due to the technical challenges when including electrical coupling in neuronal mean field theories -often called firing rate models, or firing rate equations (FRE)-, which are common tools for the analysis and modeling in neuroscience, see e.g. [17, [31] [32] [33] .
cal and chemical synapses and demonstrate that the presence of electrical coupling critically determines the bifurcation scenario of the neuronal network. Finally, we discuss our results in Section V.
II. QUADRATIC INTEGRATE-AND-FIRE NEURONS WITH ELECTRICAL AND CHEMICAL SYNAPSES
We consider a large population of globally electrically and chemically-coupled QIF neurons, with membrane potentials {V j } j=1,...,N and N 1. Their dynamics reads
where τ denotes the cells' common membrane time constant and
is the mean membrane voltage. To model the action potential, the continuous dynamics Eq. (1) is supplemented by a discrete resetting rule. Here, we assume that if V j reaches infinity, neuron j emits a spike and its membrane potential is reset to minus infinity [62] . The term η j represents an external input current flowing into cell j. The constants J and g quantify the coupling strengths for interactions through chemical and electrical synapses, respectively. In the absence of coupling, J = g = 0, the QIF neurons are either quiescent (η i < 0), or oscillatory (η i > 0) with frequency
These two dynamical regimes of individual neurons are connected by a saddle-node on the invariant circle (SNIC) bifurcation, which occurs when η i = 0, with f i = 0. The coupling via chemical synapses is mediated by the mean synaptic activation function
t k j denotes the time of the k-th spike of the j-th neuron, δ(t) is the Dirac delta function, and τ s is a synaptic time constant [63] . The synaptic weight J can be positive or negative depending on whether the chemical synapses are excitatory or inhibitory, respectively [64] .
We note that electrical coupling is mediated by the mean membrane voltage v, to which all cells are diffusively coupled with strength g ≥ 0. Once a neuron fires, the effect of gap junctions on the post-synaptic cells depends on the spike shape -and thus on the particular neuron model-and the effects on the other cells are not obvious. At first glance, gap junctions tend to equalize the membrane potentials of the neurons they connect and may favor synchrony. Yet, if a large 2 . The two neurons are either uncoupled (black thin curves, g = 0), weakly coupled (red curves, g = 1), or strongly coupled (blue thick curves, g = 6). We used τ = 10 ms and J = 0.
fraction of cells in the network is quiescent, gap junctions may suppress oscillations and neural synchrony. We illustrate this phenomenon -known as 'Aging transition' [41, 42] for two nonidentical QIF neurons that are coupled via a gap junction. These results are relevant for the analysis of the firing rate model performed in Sections III and IV.
A. Strong coupling limit of two electrically coupled QIF neurons
We consider a network of N = 2 nonidentical QIF neurons with dynamics Eq. (1). The neurons are coupled via gap junctions only, i.e. J = 0 but g > 0. We are interested in the strong coupling limit g 0 when η 1 > 0 and η 2 < 0. In Fig. 1 we depict the corresponding time series of cell 1 (panel a) and cell 2 (panel b). Black thin curves correspond to the dynamics of the uncoupled (g = 0) cells: cell 1 fires periodically, while cell 2 remains quiescent. When the neurons are electrically coupled (red curves), the membrane voltage of cell 2 displays a series of so-called 'spikelets', see e.g. [5] . Moreover, the electrical interaction brings cell 1 closer to its firing threshold and, hence, its frequency f 1 is reduced. When g is increased further, cell 1 becomes quiescent (blue thick curves).
Although analyzing the dynamics of the two cells for arbitrary coupling strength g is a challenge, there exists a simple and general result valid in the large g limit, and of relevance for the large-N analysis carried out below. Indeed, for large g, the dynamics of the N = 2 network simply depends on the sign of the mean current [42] 
Forη > 0, the quiescent cell eventually becomes selfoscillatory as g is increased from zero. By contrast, forη < 0, the oscillatory cell eventually turns quiescent in the strong coupling limit; see the blue lines in Fig. 1 [65] . 
III. FIRING RATE MODEL
In the following, we introduce the firing rate model corresponding to the thermodynamic limit of Eq. (1). The detailed derivation of the model closely follows the lines of [34] and is given in Appendix A.
For N → ∞, one can drop the indices in Eq.
(1) and define a density function ρ such that ρ(V |η, t) dV denotes the fraction of neurons with membrane potentials between V and V + dV and parameter η at time t. In the limit of instantaneous synaptic processing, i.e. for τ s → 0, Eq. (3) reduces to s(t) = r(t) with r(t) being the population-mean firing rate. If the external currents are distributed according to a Lorentzian distribution centered around η =η with half-width ∆, we find that the asymptotic mean-field dynamics evolves according to the following FRE
Since r and v are the firing rate and membrane potential, respectively, they determine the total voltage density for the network Eq. (1), which turns out to be a Lorentzian distribution centered at v(t) and of half-width πr(t),
The structure of the FRE Eqs. (4) reveals an interesting feature: Electrical coupling is solely mediated by the firing rate through the negative feedback term −gr in the r-dynamics Eq. (4a), and not by membrane potential differences [66] . That is, electrical coupling leads to a narrowing of the voltage distribution Eq. (5), i.e. a decrease in firing rate. This confirms our initial sketch that electrical coupling tends to equalize the neurons' membrane potentials and, under suitable conditions, this may promote synchrony. By contrast, chemical coupling shifts the center of the distribution Eq. (5) 
Chemical coupling (g = 0) phase plane and bifurcation analysis of the FRE (4) allows for understanding the collective dynamics of the QIF network.
IV. ANALYSIS OF THE FIRING RATE EQUATIONS A. Electrical vs. chemical coupling
In the absence of chemical coupling, our previous discussion of the case N = 2 hints at two distinct dynamical regimes for positive and negative values ofη. With respect to the fixed points of the FRE (4) for J = 0, we find the v-nullcline to be
Note that ifη is negative, there exists a range of 'forbidden' values of v * . Fig. 2 (a) shows the nullclines forη < 0 and for different values of the ratio g/ √ ∆. Since the majority of the neurons is quiescent, an increase in coupling strength g causes active neurons to reduce firing, which leads to a progressive decrease of the firing rate r * . By contrast, in Fig. 2 (b) the majority of the cells are self-oscillatory,η > 0, and strong electrical coupling forces quiescent neurons to fire. This yields an increase of v * . Interestingly, the firing rate r * is a nonmonotonic function of g/ √ ∆: While v * remains negative, the voltages are pushed to subthreshold values, decreasing the firing rate. This behavior is reverted when v * becomes positive and all voltages are pushed towards values above the firing threshold. The different behaviors of the FRE (4) with electrical coupling for positive and negative values ofη are clearly revealed in the corresponding bifurcation diagrams shown in Figs. 3(a,c) .
The case of networks with only chemical coupling, g = 0, is simpler. The bifurcation diagram depicted in Fig. 3(b) shows that v * remains always negative and converges asymptotically to zero as J increases. The firing rate r * , depicted in . We used g = 3,η = 1 and τ = 10 ms.
Fig. 3(d)
, displays the characteristic shape of traditional firing rate models [17, [31] [32] [33] , and also increases with J. Forη < 0 and strong excitatory coupling, the system undergoes a cusp bifurcation and two saddle-node (SN) bifurcations are created. This implies the existence of a parameter regime where a persistent, high-activity state (stable focus) coexists with a lowactivity state (stable node) -see Fig. 6 (a), and [34] . The coexistence between persistent and low-activity states for negativeη also occurs in networks with electrical synapses, since a SN bifurcation occurs at large g in the left branch of the vnullcline of Fig. 3(a) (not shown). However, the fixed points that emerge at this bifurcation are both unstable. We next explore the linear stability of the fixed points of the FRE (4), see also Appendix C. We find that a Hopf bifurcation occurs along the boundary
with a frequency given by
The Hopf boundary Eq. (6) is depicted in red in the phase diagrams of Figs. 5, 6. Note thatη/∆ → +∞ as g → 0 according to Eq. (6), which indicates that electrical coupling is a necessary ingredient for the Hopf bifurcation to exist [67] .
To confirm the presence of collective oscillations in the original network of electrically coupled QIF neurons with dynamics Eq. (1), we carried out numerical simulations and compared them with those of the FRE (4). Fig. 4 shows the time series of the firing rate in the full and in the reduced system, which display a good agreement. In panel (a) we considered a network with electrical coupling only. The period Fig. 4(a) .
of the oscillations, T ≈ 33.2 ms, is close to the theoretical value at criticality, given by Eq. (7): 1/f H = 10π ≈ 31.4 ms. Therefore, in absence of chemical coupling and near the Hopf bifurcation, the frequency of the oscillations depends on the most likely value of the natural frequency, i.e.
√η /(τ π)., and is nearly independent of the coupling strength g. This result suggests that the onset of collective oscillations via the Hopf instability in networks of electrically coupled QIF neurons occurs like the transition to synchronization in the Kuramoto model of coupled phase oscillators [43] . Indeed, when considering a network with only electrical coupling, J = 0, we find: (i) In the limit of weak electrical coupling, the Hopf boundary Eq. (6) can be written as
Forη = 1, Eq. (8) coincides with the formula for Kuramoto's critical coupling for synchrony [43] .
(ii) As previously noticed, macroscopic oscillations emerge with a frequency determined by the most likely η-value,η. (iii) The Hopf bifurcation is always supercritical; cf. Appendix D. Taken together, forη > 0 and given a certain level of heterogeneity ∆, synchronization begins with the nucleation of a small cluster of oscillators with natural frequencies Eq. (2) close to f H , and the transition is always achieved by increasing the electrical coupling strength g. This is in contrast to networks with chemical coupling and synaptic kinetics and/or delays, where synchrony is only realized for weak heterogeneity and weak coupling, see, e.g., [14, 15] .
The phase diagram depicted in Fig. 5 characterizes the dynamics of the firing rate model Eq. (4) with electrical coupling, J = 0. The red curve corresponds to the Hopf bifurcation line given by Eq. (6). According to Eq. (7), the frequency of the collective oscillations approaches zero asη → 0. This indicates that the Hopf line ends in a Takens-Bogdanov (TB) bifurcation atη = 0, see inset of Fig. 5 . At this codimension-2 point, the Hopf boundary tangentially meets a SN bifurcation and a homoclinic bifurcation. The homoclinic line moves parallel to the Hopf line for a while, it makes a sharp backward turn and then tangentially joins onto the upper branch of the SN bifurcation curve (two branches of SN bifurcations are created at the Cusp point), at a saddle-node-separatrixloop (SNSL) point. At this point the SN boundary becomes a SNIC boundary that, together with the Hopf and homoclinic lines, encloses the region of synchronization (Sync) featuring collective oscillations. Moreover, we encounter bistability between two attractors (two fixed points, or a fixed point and a limit cycle) in the small region surrounded by the two SN lines and the homoclinic bifurcation. Finally, the SNIC curve asymptotically approachesη = 0 as g/ √ ∆ → ∞ (as suggested by the N = 2 analysis in Section II A). In this limit, all neurons are strongly coupled (g → ∞) and/or are nearly identical (∆ → 0) so that they behave as a single QIF neuron with input currentη [68] .
B. Networks with chemical and electrical coupling
We finally analyze the dynamics of a population of QIF neurons with both chemical and electrical synapses. Fig. 6(a) presents the possible dynamical regimes of a population with chemical synapses only, g = 0. In contrast to networks with pure electrical coupling, where the bifurcation scenario is determined by the presence of three codimension-2 points, cf. Fig. 5 , here we only find a Cusp point. This entails the presence of a persistent activity state (stable focus) coexisting with an asynchronous, low-activity state (stable node) within the cusp-shaped region in the top-left corner of Fig. 6(a) , see also [34] .
Including electrical coupling, g > 0, yields the Hopf bifurcation given by Eq. (6), which joins onto the lower branch of the SN bifurcation curve at a TB point, see Figs. 6(b-d) . The bifurcation scenario for networks with electrical and chemical synapses matches that for networks with electrical synapses only: Similar to Fig. 5 , the Hopf line cuts through the cuspshaped region and the TB bifurcation demarcates the point where the Hopf boundary and the lower SN line intersect. Then, the persistent state becomes only stable in a small parameter region confined between the Hopf and the SN lines emanating from the Cusp point, see Fig. 6(b) . As electrical coupling is increased, the TB points moves closer to the Cusp bifurcation, which results in an even smaller range of parameters for which the persistent state is stable. This is in agreement with numerical results using large networks of noisy, conductance-based and QIF neurons. Interestingly, it has been hypothesized to be a possible reason why electrical synapses are rarely found experimentally between excitatory neurons [44] .
Returning to the analysis of the FRE (4), we find for low values of g that synchronization emerges predominantly for excitatory (chemical) coupling, J > 0, see Fig. 6(b) . As electrical coupling is increased, the Sync region extends to the inhibitory region, J < 0, and to larger values ofη. In this coupling regime, the emergence of collective oscillations mainly occurs via a SNIC bifurcation for excitation and via a Hopf bifurcation for inhibition, see Fig. 6 (c). For even larger electrical coupling, the TB point moves further into the inhibitory region. It can be shown that the TB point behaves proportional to (η,J) TB ∝ (g 2 , −g 3 ) in the limit g → ∞. That is, for strong electrical coupling the J-coordinate of the TB bifurcation rapidly decreases towards minus infinity whereas the other coordinate stays relatively close to theη = 0 axis. The SNIC bifurcation therefore tilts towards a vertical line close to theη = 0 axis, see Fig. 6(d) . Hence, strong electrical coupling coerces all neurons to behave as a single QIF neuron with common input η =η and the SNIC bifurcation becomes the only transition between the two possible dynamical regimes, asynchrony or collective oscillations.
With our approach, we can disentangle the complementary roles of electrical and chemical synapses in shaping the dynamics of the QIF network. In brief, electrical coupling promotes synchrony. At the same time, it greatly reduces the persistent activity state, cf. how the cusp-shaped region becomes vanishingly small for increasing g in Fig. 6 . Excitatory coupling, on the other hand, allows for the coexistence of persistent and low-activity states. It cannot independently induce collective oscillations, unless synaptic delays and/or kinetics are considered [14, 15, 52, 58] . Still, excitatory coupling can catalyze collective oscillations as synchronous firing imposes a common refractory period on all neurons, cf. [44] .
V. CONCLUSION AND DISCUSSION
We investigated the collective dynamics of a large network of heterogeneous QIF neurons, with two types of synaptic interactions: Chemical and electrical. The analysis has been performed using the firing rate model Eq. (4), which we obtained from the original network of QIF neurons Eq. (1). Specifically, in the thermodynamic limit, we found that the population's mean-field dynamics is described exactly by a system of two ordinary differential equations for the center and the width of the distribution of membrane potentials -or, equivalently, for the population-mean membrane potential v and firing rate r. These FRE reveal two interesting features about electrical coupling: (i) While in the original network of QIF neurons electrical coupling is mediated by membrane potential differences, at the mean-field level the electrical interaction is solely mediated by the mean firing rate r; (ii) Chemical coupling shifts the center of the distribution of membrane potentials, while electrical coupling tends to reduce the width of the distribution, potentially promoting the emergence of synchronization.
The analysis of the FRE shows a distinct behavior of networks with chemical versus networks with electrical coupling. In networks with chemical coupling, both the firing rate and the mean membrane potential are increasing functions of the synaptic strength J, see Figs. 3(b,d) . In addition, for negative values ofη and strong excitatory coupling, the system may display bistability between a low activity state (node) and a persistent, high-activity state (focus) [34] . This bistability has its origin in a codimension-2 Cusp point -see Fig. 6 (a)-, which determines all possible dynamical regimes of the QIF network with chemical synapses. By contrast, the bifurcation scenario for networks with electrical synapses is much richer, as it is determined by the presence of three codimension-2 points: Cusp, TB, and SNSL, see The onset of oscillations via a supercritical Hopf bifurcation in QIF networks with electrical coupling is strikingly similar to that of the Kuramoto model [43] , with neurons frequency-locking around the most likely η-valuesee Eq. (7)-at a critical coupling approximately given by the formula Eq. (8). This resemblance was already pointed out for networks of electrically coupled two-compartment conductance-based neurons [25] . The mean field analysis in [22] also shows that the frequency of the emerging oscillations in electrically coupled networks of leaky integrate-andfire neurons equals the mean firing rate of the neurons. Moreover, a weakly nonlinear analysis indicates that the super-or sub-critical character of the Hopf bifurcation depends on the shape of the action potentials [22] . For the QIF model, the spikelet elicited in a postsynaptic cell by the transmission of a presynaptic spike has a net excitatory effect --see Fig. 1(b) . According to the analysis in [22] , this may correspond to a supercritical Hopf bifurcation. By performing a weakly nonlinear analysis of the FRE (4) in Appendix D, we can confirm the result that the Hopf bifurcation is always supercritical.
Near the Hopf bifurcation, in networks with electrical synapses, the frequency of the oscillations is nearly independent of the coupling strength g and, as discussed previously, depends only on the the most likely η-value, see Fig. 4(a) . The presence of chemical coupling leads to a shift in the frequency of the oscillations, as predicted by Eq. (7), see Fig. 4(b) . Excitatory synapses increase the frequency, whereas it is decreased for inhibition. Likewise, we find that the amplitude of the oscillations is greatly reduced when neurons also interact via inhibition -see Figs. 6 and 4-which is consistent with the numerical results in [25] .
The bifurcation scenario for networks with electrical coupling remains qualitatively the same for networks with both electrical and chemical coupling -see Fig. 6 . The generality of this scenario is confirmed in other studies analyzing closely related systems [45] [46] [47] [48] . However, we emphasize that certain populations of phase oscillators with Lorentzian distributions of heterogeneity may display singular behavior, see [48] [49] [50] .
Together with the firing rate model derived in [28] , the FRE (4) constitute a unique example of a firing rate model with both electrical and chemical coupling -in Appendix B, we show that relaxing an approximation invoked in [28] , the model in [28] simplifies to Eq. (4). The numerical simulations of the original QIF network Eq. (1) are in perfect agreement with the FRE (4), see Fig. 4 , underlining the validity of the reduction method applied. Much in the spirit of traditional firing rate models [17, [31] [32] [33] , the FRE (4), and variants thereof, are analytically tractable, see [14, 15, 34, 39, [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] . Interestingly, the fixed points of the FRE (4) with chemical synapses (g = 0, J = 0) can be cast in the form of a traditional firing rate model
where
is the so-called transfer function of the heterogeneous QIF network [14, 15, 55, 61] . The FRE (4) with electrical synapses (g = 0), however, cannot be written in the form of Eq. (9). Hence, the link between traditional firing rate models and the FRE (4) is lost when electrical coupling is considered.
for the mean membrane potential v is obtained summing up the N differential equations Eq. (1):
Although this is not a closed equation for v and r, one finds that the last term -corresponding to diffusive coupling-cancels to zero.
[67] For non-instantaneous inhibitory synapses, oscillations emerging through a Hopf bifurcation are also encountered for weak coupling and weak heterogeneity, see e.g. [14, 15] . To keep our analysis simple, here we do not consider this case, since Eqs. (4) become higher-dimensional and phase plane analysis is no longer possible in this case.
[68] Exactly the same scenario is found in systems of globally, sinusoidally-coupled 'active rotators'. Such systems are, in fact, closely related to the dynamics (1) with J = 0 [45] [46] [47] [48] .
Appendix A: Derivation of the Firing Rate Equations
In the thermodynamic limit, N → ∞, we drop the indices for the individual neuronal dynamics Eq. (1), and denote ρ(V |η, t)dV as the fraction of neurons with membrane potentials between V and V + dV , and parameter η at time t. Accordingly, the parameter η becomes a continuous random variable that is distributed according to a probability distribution function, which here is considered to be a Lorentzian L ∆,η (η) of half-width ∆ and centered atη,
The conservation of the number of neurons leads to the continuity equation
where we explicitly included the velocity given by the continuous equivalent of Eq. (1). We also defined the mean value of the membrane potential as
Next, we consider the family of conditional density functions [34] ρ(V |η, t) = 1 π
which are Lorentzian functions with time-dependent halfwidth x(η, t), centered at y(η, t). Substituting (A4) into the continuity equation (A2), we find that, for each value of η, variables x and y must obey two coupled equations,
that can be written in complex form as
where w(η, t) ≡ x(η, t) + iy(η, t). For a particular value of η, the firing rate r of the population of QIF neurons is related to the width x of the Lorentzian ansatz (A4). Specifically, the firing rate r(η, t) for each η value at time t is the probability flux at infinity: r(η, t) = ρ(V → ∞|η, t)V (V → ∞|η, t), which yields the identity x(η, t) = πr(η, t).
Hence, integrating this quantity over the distributions of currents (A1) provides the mean firing rate
Likewise, we can link the center y(η, t) of the Lorentzian distribution (A4) with the mean of the (conditional) membrane potential via
Note that the Lorentzian distribution does not have finite moments so that the integral in Eq. (A9) needs to be taken as the Cauchy principal value (i.e. p.v.
The integrals in (A8,A10) can be evaluated closing the integral contour in the complex η-plane and using Cauchy's residue theorem. The integrals must however be performed carefully, so that the variable x(η, t) remains non-negative. To make the analytic continuation of w(η, t) from real to complex-valued η, we define η ≡ η r + iη i . This continuation is possible into the lower half-plane η i < 0, since this guarantees the half-width x(η, t) to remain non-negative: ∂ t x(η, t) = −η i > 0, at x = 0. Therefore, we perform contour integration in (A8) and (A10) along the arc |η|e iϑ with |η| → ∞ and ϑ ∈ (−π, 0). This contour encloses one pole of the Lorentzian distribution (A1). Then, we find that the firing rate and the mean membrane potential depend only on the value of w at the pole of L ∆,η (η) in the lower half η-plane:
As a result, we only need to evaluate (A6) at η =η − i∆, and obtain a system of FRE composed of two ordinary differential equations as given in Eq. (4),
in terms of the population-mean firing rate r and the population-mean membrane potential v. Multiplying the Lorentzian ansatz (A4) by L ∆,η (η) and integrating over η, we finally obtain the total density of neurons Eq. (5) as
where we again applied Cauchy's residue theorem by using that the ansatz Eq. (A4) is analytic in the lower η-complex plane. Hence, the total density of the population of QIF neurons is a Lorentzian distribution centered at v(t) and halfwidth πr(t), which evolves according to the FRE (4).
Appendix B: Connection between the FRE in [28] and Eq. (4) The derivation of the FRE (4) is exact in the thermodynamic limit, and does not rely on any approximation. Here we show that the Eqs. (2.35&2.36) in [28] reduce to our Eq. (4) after adopting a limit in which the derivation performed in [28] becomes exact.
In contrast to our Eq. (4b), note that Eq. (2.36) in [28] contains a diffusive term,
where the function Q(t) is defined as
with 0 < 1, and ρ = √ 2 + 2 − 1 − . The variable z in Eq. (B2) is the complex Kuramoto order parameter (the bar denotes complex conjugation), which is related to the variables r and v in the FRE (4) via the change of variables [34] 
The parameter , defined in Eq. (2.7) in [28] , was used to approximate the mean voltage v, see also [44] . In the limit → 0 this approximation becomes exact, but this limit was not considered in [28] . In consequence, to use the Eqs. (2.35&2.36) in [28] , the infinite series Eq. (B2) was truncated after 100 terms, and the bifurcation analysis of the mean-field model could only be performed numerically. Using the geometric series formula (|z| < 1) and the transformation of variables Eq. (B3), we find
Hence we have showed that the diffusive term (B1) identically vanishes when the mean-field reduction becomes exact (i.e. in the limit → 0), and the FRE in [28] reduce to Eqs. (4).
Appendix C: Bifurcation analysis of the Firing Rate Equations
The FRE (4) have five free parameters. The number of effective parameters can be reduced to three through nondimensionalization, defining
and rescaling variables as
Then, the firing rate model becomes
dṽ dt =ṽ 2 +η −r 2 +Jr,
The fixed points (r * ,ṽ * ) of Eq. (C1) satisfỹ
Then, the time differentiation is transformed as
Plugging Eqs. (D1,D2,D4) into Eq. (C1) gives
and
Critical eigenvectors Using Eqs. (C3,C4), we define the critical frequency as
so that the matrix Eq. (D6) can be written as
The right-eigenvector of Eq. (D9) is
Imposing the condition u L u R = 1, the left-eigenvector of L 0 is
Analysis of multiple scales
At order , Eq. (D5) is
This system of differential equations has a general solution
which is the so-called neutral solution. 
with the coefficients a = 4g where primes refer to differentiation with respect to T . An oscillatory solution with amplitude R = R s and phase ψ = ωT + ψ 0 , with
