AI for public health: Self-screening for eye diseases by Liu, X et al.
Xiaohui Liu and Gongxian Cheng, University of London 
John X. Wu, Moorfields Eye Hospital 
EDICAL DIAGNOSTIC TESTS 
give doctors important clinical information. 
Such tests normally require a specially 
designed instrument and a medical operator’s 
attention; a doctor then analyzes the test 
results. These testing instruments are often 
very expensive and not widely available for 
mass screening-for example, testing in 
large-scale field investigations, general prac- 
titioner clinics, and public halls. To make 
these tests easily accessible to the commu- 
nity, thus improving recognition of early 
signs of disease, we must seek an economi- 
cal way of providing the tests without com- 
promising reliability. 
Developing a test capable of mass screen- 
ing involves three important issues. delivery, 
interface, and interpretation. First, the test 
should be easy to deliver without too much 
cost or comproimse in its reliability. Second, 
the test interface should adequately support 
the subject undertaking the test, preferably 
providing a self-testing environment where 
no instructions from a medical operator are 
necessary. Third, the test system should be 
able to interpret the test results, to give the 
subject a general warning of possible prob- 
lems, without a doctor’s involvement. 
For the last 10 years, we’ve developed a 
self-screening test in which PCs without spe- 
cialized hardware can examine the visual 
field. To address the thee issues, the test sys- 
tem has three main AI components. ma- 
chine-learning programs (for example, 
A SOlVEZARE-BASED VISUAL-FIELD TESTING SYSTEM 
INCORPORATES SEVERAL AI COMPONENTS, INCLUDING 
MYCHINE LEARNING, AN INTELLIGENT USER INTERFACE, 
AND PATTERN DISCOVERY; THIS SYSTEM HAS BEEN 
SUCCESSFULLY USED FOR SELF-SCREENING IN SEVERAL 
DIFFERENT PUBLIC ENVIRONMENTS. 
neural networks and decision-tree induc- 
tion), an intelligent user interface, and a pat- 
tem-discovery model. Operating on portable 
or desktop computers, this system has been 
successfully used in several different public 
environments. 
Perimetry 
Visual-field testing, calledperzmetuy, can 
provide early detection of eye diseases such 
as glaucoma and optic neuritis (see the 
“Glaucoma and optic neuntis” sidebar for a 
bnef descnpuon of each) Penmetry requires 
a medical operator to explan and momtor the 
test, and a perimeter, a specially designed 
instrument that checks how wide the subject 
can see when focusing on the fixation point 
on the screen The instrument can display a 
large number of stimuli varying in sizes and 
intensities and can record the subject’s re- 
sponses It offers facilities for inspecting var- 
ious reliability factors such asJixatzon losses, 
false negative responses, and false positive 
responses (see the “Reliability factors” 
sidebar) 
Figure 1 depicts a standard perimeter in 
use Perimeters of this type have been suc- 
cessfully tned in clinical environments The 
problem is that they are specially designed, 
very expensive, and not widely available 
Theruse is restncted mostly to eye hospitals. 
Therefore, making them available for mass 
screening is difficult. On the other hand, peo- 
ple should undergo visual-field testing at the 
earliest possible stage By the time a person 
has displayed overt symptoms and has been 
referred to a hospital for eye exarmnation, the 
visual-field loss might already be at an 
advanced stage and not easily treated 
For many years, psychophysical re- 
searchers, influenced by the pioneer work of 
M. Flocks and h s  colleagues,l have been by- 
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ing to apply CRT (cathode ray tube) tech- 
nology as a stimulus-display device for 
visual-function testing. Flocks’ group and his 
followers partially addressed the test-delivery 
issue-in theory, using television for eye test- 
ing lets many ordinary people perform the 
test without additional cost. However, this 
idea was not properly developed and real- 
ized, largely because human behavioral vari- 
ants during testing made obtaining reliable 
test results difficult, especially in a self- 
testing environment. The collected data con- 
tained much noise, making the interpretation 
of the results particularly difficult. Also, such 
an approach did not address the issue of 
the interface between the subject and the 
machine; communication was essentially 
one-way. Finally, the machine did not record 
the test results, and interpretation of the data 
recorded on paper was tedious. 
Computer-controlled video perimetry, 
the first visual-stimuli-generating program 
implemented on portable PCs, has demon- 
strated early success in detecting visual- 
field damage, especially under certain con- 
trolled test environments.2 Like Flocks’ 
work, CCVP partially addresses the deliv- 
ery issue by using PCs as testing machines, 
and the data collected from individual sub- 
jects contain much measurement noise. 
Unlike Flocks’ work, this software-based 
approach addresses the interface issue: 
communication between 
the subject and the PC is 
two-way. Moreover, on- 
line interpretation of test 
results is possible. 
AI for visual-field 
self -screening 
To develop an effective 
self-screening system, we 
integrated AI methods with 
CCVP. Figure 2 shows the 
transformation from a stan- 
dard perimetry system to 
a self-screening system. 
Three software components 
made this transformation 
possible. First, in place of 
the specially designed peri- 
meter and its associated 
testing methods, the self- 
Figure 1. A standard perimetry, which tests a subiect‘s visual field. 
screening system uses software-controlled 
perimetry that operates on PCs. Second, 
instead of having an experienced medical 
operator constantly monitoring the subject 
during the test, the system incorporates an 
intelligent user interface, which allows help- 
ful interaction between the subject and the 
test. Third, rather than asking a doctor to 
make sense of the test results, the system 
Glaucoma and optic neuritis 
attempts to provide the subject with impor- 
tant information regarding his or her visual 
function. This requires data-analysis capa- 
bilities, especially the understanding of how 
various diseases manifest themselves in the 
test data. 
Because we are primarily interested in 
screening-identifying individuals who are 
most likely to develop serious eye diseases- 
Glaucoma affects approximately one in 30 people over the age of 
40 and is the second-largest cause of blindness in the developed 
world Glaucoma is a condition, sometimes associated with high pres- 
sure in the eye, that over many years can damage the retinal nerve 
fibers at the back of the eye. A badly affected person only notices what 
she or he is directly lookmg at and misses things to the sides (a bit like 
goes away within a week or so, hut the blurred vision lasts for weeks 
to several months Optic neuritis can be a serious problem that leads to 
significant visual disability. 
For decades, physicians have treated ophc neuritis with steroids 
However, because steroids can cause adverse side effects, the search 
continues for the best treatment of the dsease. 
wearing blinkers). Severe cases can eventually result in complete 
blindness. The earlier the condition is detected, the better the chance 
of preserving sight with treatment. 
The diagnosis of glaucoma normally requires a variety of clinical 
information such as disk appearance, intraocular pressure, and visual 
field. However, only visual-field testing, called perimetry, provides 
early detection of the disease. 
Optic neuritis is the most common optic-nerve disease to affect 
young people. The average age at the first attack is 31 years, but 
teenagers and people over 40 might develop this disease for the first 
time. It is an inflammatory disease that affects more women than men. 
Its exact cause is unknown, but the symptoms are blurred central 
vision (the vision used to read and see fine detail), reduced color 
vision, and reduced sensation of light brightness. Commonly there is 
aching pain in the eye made worse by eye movement. The pain often 
Reliability factors 
For perimetric results to be valid, the subject must focus on the 
fixation point The subject’s fixation can be checked by presenting 
stimuli in his or her blind spot If the subject responds, afixatzon 
loss has resulted. 
Occasionally during each test, the projector moves as If to pre- 
sent a stimulus but does not do so If the Subject responds, a false 
posirwe response has occurrecl 
At other times, the perimeter presents a stimulus that is much 
brighter than normal, but the Subject does not respond This is a 
false negative response 
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ing” in Figure 2 means there is no need for a 
doctor to get involved in identifying the dan- 
ger, it does not mean that no doctor is re- 
quired in the diagnosis and treatment. 
Software-based perimetry. Figure 3 dem- 
onstrates how this perimetry works. The test 
examnes several locations on the test screen 
that correspond to crucial positions in the 
visual field. The test screen consists of a 
number of objects of the same type, at any 
stage of the test, only one of them (the stim- 
ulus) is moving. Prompted by the test, the 
subject, using one of his arms supporting his 
chin in front of the fixation point (the sml-  
ing face on the screen), clicks on the mouse 
to respond to the stimulus Figure 4 shows a 
sample test screen, with six test locations 
(numbered). 
The CCVP program obtans repeated mea- 
surements over test locations. This should 
ensure that the system reliably estimates the 
subject’s visual function even if one or more 
measurement cycles include noise in the form 
of false positive or false negative responses 
However, software-based perimetry poses 
significant problems We no longer have the 
dedicated hardware capable of monitoring 
the subject’s behavior and providing relia- 
bility indicators Also, we no longer have the 
luxury of a standard test environment where 
we can stnctly control important factors such 
as light and viewing distance Therefore, the 
software-based test will naturally be less reli- 
able in that the data collected from subjects 
will contain more measurement noise. 
The principle we have adopted for identi- 
fying noise is that the interesting properties in 
data are more stable than noise.’ For example, 
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Figure 3. Softwure-bused visual-field exuminution. 
Figure 4. A computer-controlled video perimetry (CCVP) screen luyout. The numbers indicute the test locations. 
the property that a normal person with no 
visual-function loss can usually see the stim- 
uli on the test screen is more stable than the 
fluctuation in data caused by occasional false 
negative responses for whatever reasons. The 
key to implementing this pnnciple is to iden- 
tlfy the more stable parts of the data. The less 
stable parts of the data, which are inconsistent 
with those features, will then be exposed. 
Using the SOM. We have developed a com- 
putational method for identifying measure- 
ment noise primarily using Teuvo Kohonen’s 
self-organizing maps.4 An SOM consists of 
two layers of nodes. The input layer is a vec- 
tor of N nodes that present the input pattems 
to the network, and the output layer is often a 
2D array of A4 output nodes (the output map). 
Figure 5 shows a simple Kohonen network 
with two input and nine output nodes. Each 
input node fully connects to every output node 
through a connection weight, so each output 
node has an associated weight vector. 
An SOM defines a mapping from the input 
data space onto a set of nodes on the output 
map and can map similar input patterns onto 
geometrically close output nodes. When the 
SOM receives an input vector, the algorithm 
computes the distance between it and each 
of the weight vectors. The output node whose 
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Figure 5. A simple Kohonen network. 
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Figure 6. Reflecting fatigue on the self-organizing map (SOM) output map. 
weight vector is closest to the input vector is 
called the winner node or the location of the 
response. The response's exact magnitude 
need not be determined: the algorithm sim- 
ply maps the input vector onto this location 
on the output map.4 It then defines a sym- 
metric neighborhood of nodes surrounding 
the winner node. The algorithm updates the 
winner node and those in the neighborhood 
such that their weight vectors gradually get 
closer to the current input vector. 
Adding visual-field test data. Applying the 
SOM to the visual-field test data involves 
these steps? 
(1) Define the terms: First, Vis the input 
data set such that each v' E V, a vector 
of N dimensionality with values over 
the set (0 ,  1}, corresponds to the 
response pattern from one measurement 
cycle such that v i  is 1 if the subject can 
see the kth stimulus in the cycle, and 0 
otherwise. A is the output space and M 
is the number of output nodes. Second, 
Wis a set of connection-weight vectors 
where each output node j (1  4 j 5 M) is 
associated with a connection weight 
vector of N dimensionality of the form 
wJ = (wJ1, .. ., wJN), where wJk is the con- 
nection weight between the input node 
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k and the output node j .  Third, 77 is the 
gain value that affects the rate of adjust- 
ment of the connection-weight vectors; 
N, is a round neighborhood of the out- 
put node c; and r is the radius of N,. For 
any output node j ,  j E N, if the distance 
between c and j in the output map is not 
greater than r. 
( 2 )  Initialize the output map's topology and 
size. Set the value for M. 
( 3 )  Initialize the weights. Initialize the con- 
nection weights to random values over 
the interval [0.0, 1.01, and normalize 
both the input vectors and the connec- 
tion-weight vectors. Initialize and r. 
(4) Present the new input. Set i to i + 1 and 
present input vector v'. 
( 5 )  Select the minimum distance. Compute 
the distance between the input vector vi 
and each output node j :  
N 
d(V' ,Wij  = C ( v b  - Wjkj2 
k=l  
Designate the winner node with the 
minimum distance as c. 
(6) Update the weights and neighborhood. 
Adjust the connection-weight vectors 
of c and N,-that is, for each node j E 
N ,  perform wj(new) = wj(old) + 77 [vi - 
wp)]. Decrease both rand 77. 
(7) Repeat by going to Step 4. This iteration 
process continues until it produces a sta- 
ble network. In our experiments, we 
used several thousand input vectors to 
train the network and iteratively sub- 
mitted them 100 times in random orders 
to achieve convergence. 
Once this method obtains a stable net- 
work, the network operates in recall mode, 
in which the map responds to an input vector 
without modifying its weights. As we men- 
tioned before, the system computes the dis- 
tance between each input vector and its 
weight vector, and the competition among 
nodes follows. 
In our application, a single input vector, 
representing the results of a single measure- 
ment cycle, consists of a 2D array of mea- 
surements taken at six locations; one or more 
stimuli test each location. A single field test 
consists of 10 such cycles and therefore gen- 
erates 10 input vectors. Because each input 
vector produces a winner node, a single field 
test produces 10 winner nodes; they consti- 
tute a transition trajectory on the output map 
(see Figure 6). 
Figure 6 demonstrates the results of one 
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Perform the test 
Report the 
test to doctor 
Figure 7. Functions of the intelligent user interface, compared to a standard visual-field test. 
particular test performed on a subject’s right 
eye. One of the map’s physical meanings, 
produced by calculating the average sensi- 
tivity (the proportion of positive responses) 
of all the input vectors associated with each 
output node,5 is as follows. The top-right 
region of the map is most sensitive, and the 
sensitivity gradually fades toward the bot- 
tom-left region. Therefore, we can easily see 
that this subject could see most of the time 
during the first six measurement cycles. The 
nodes of the next four cycles move away 
from the first node to some nodes with lower 
sensitivity values, which indicates that the 
subject cannot see as clearly. This is most 
likely a case of fatigue; we can then delete 
the data vectors associated with nodes 6 
through 9. 
This method can identify the more stable 
part of the data (and therefore measurement 
noise) and provide information about the 
subject’s behavior during the test. For exam- 
ple, it can indicate whether the subject had a 
reliable test or demonstrated behaviors that 
adversely affect the test’s a c c ~ r a c y . ~  
A rule for identzhing stable data. Because 
SOM maps similar input vectors onto geo- 
metrically close winner nodes, we can form a 
general rule for identifying the more stable part 
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of the data: If most of the winner nodes center 
around one particular region, the input data 
vectors associated with these nodes constitute 
the more stable part of the data. One way of 
implementing this rule would be to search for 
the maximum set of neurons that occupies the 
smallest topographical area on the output map. 
In particular, we can use an evaluation func- 
tion (see Equation 1)  for this purpose; the 
objective is to find a subset of winner nodes, 
S, that minimizes the value of F(S). 
F(S)  = A(S(k) ) /k2  
( k = P , P -  1, ..., LP/2+ 11) (1)  
P i s  the total number of winner nodes (IO) ;  A 
denotes the topographical area in the map 
occupied by a subset of winner nodes; S ( k )  
represents a subset of winner nodes with k 
members. 
Intelligent user interface. Figure 7 illus- 
trates how the medical operator normally 
manages the standard visual-field test and 
how the IUI helps provide self-screening. 
Normally, the operator invites a subject for 
a test, explains the test to the subject, and 
enters the subject’s details. The operator then 
monitors and controls the test, and reports 
the results to the doctor. 
For self-screening, a subject examines the 
visual field out of his or her interest in the 
early detection of possible diseases. An ex- 
planation model explains the test and proce- 
dure, and the subject enters the data. Self- 
testing then proceeds under the system’s 
guidance. Finally, the system issues a report, 
informing the subject whether he or she has 
passed the test and, if not, which part of the 
visual field appears to have problems. The 
report is based on results from the pattern- 
discovery model, which we’ll discuss later. 
One of the key considerations in the devel- 
opment of the test interface was how to han- 
dle human behavioral instability during the 
test so that the subjects would make fewer 
mistakes (false positive or false negative 
responses). The major behavioral factors are 
learning effects, inattention, and fatigue. 
Learning effects. Subjects are more likely to 
make mistakes the first time they take the 
test. Subjects who have taken the test before, 
but who are retested after a considerable time 
interval, might also make mistakes. 
The IUI provides self-training sessions for 
such users before the actual test. The pro- 
gram keeps the subjects in the training ses- 
sion until it judges them to be familiar with 
the test. It bases this judgment on response 
time (from when the screen displays a stim- 
ulus to when the subject responds). If the 
response times for most of the responses col- 
lected during the test are close to each other 
and no great irregularity exists, the subject 
can move on to the actual test. 
Inattention. To keep the subject alert during 
the test, we’ve taken care to ensure that tak- 
ing the test is an interesting experiince rather 
than something that the subject “has to do.” 
Techniques include 
a feedback system that uses sound and 
text to indicate the subject’s performance, 
an adaptive fixation point that uses smil- 
ing and frowning faces to attract the sub- 
ject’s attention, 
employing interesting test stimuli, and 
customized test strategies for individuals. 
For example, one of the original test 
screens consists of a number of vertical bars 
with a central circle for the fixation point (see 
Figure 4). The program tests a fixed number 
of bars, using several different stimuli, 
including bar movement and flicker. Some 
subjects might find this screen layout and 
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these test stimuli monotonous, and therefore 
have difficulty concentrating on the test. So, 
we developed alternative screen layouts and 
test stimuli. For example, we’ve used cars 
and faces rather than vertical bars. Instead of 
the simple movements of bars as stimuli, we 
have headlights flashing and windshield 
wipers moving.6 These developments have 
led to a test that allows several different 
screen presentations, each providing a dif- 
ferent test image and presenting different 
degrees of stimuli. 
Also, we introduced a special function to 
check whether the subject is really concen- 
trating on the test. The display of the stimuli 
on the screen is now irregular-for exam- 
ple, stopping for a while after a fixed num- 
ber of regular displays. This strategy is par- 
ticularly effective for dealing with subjects 
who anticipate the frequency of presentation 
of the stimuli. 
Fatigue. We’ve also concentrated on reduc- 
ing fatigue, which often causes noise in the 
data. Not every subject needs to go through 
the same number of measurement cycles. 
The test results from the first few cycles 
might provide sufficient information. There- 
fore, determining whether the system has 
obtained sufficient information at a certain 
stage of the test is important. If it has, we can 
stop testing. 
This kind of dynamic visual-field testing 
strategy has these key steps: 
(1) Calculate the sensitivities of a few initial 
measurement cycles. 
(2) Use these calculated sensitivities to pre- 
dict the sensitivity of all 10 cycles. 
(3) Calculate the squared error between the 
sensitivity of a few initial cycles and the 
predicted sensitivity of all 10 cycles. 
(4) Compare the squared error with a pre- 
determined tolerance. If the squared 
error is less than the acceptable toler- 
ance, stop testing. Otherwise, perfom 
another measurement cycle, and repeat 
Steps 1 to 4. 
We tested this strategy on a set of visual- 
field data involving six test locations, four 
test stimuli, and 10 measurement cycles. We 
multiple regression, and decision-tree induc- 
tion to implement Step 2.7 The strategy kept 
the number of measurement cycles relatively 
low without much adverse effect on diag- 
nostic accuracy. In particular, Quinlan’s deci- 
used techniques such as neural networks, 
sion-tree induction program, C4.5: achieved 
approximately 95% accuracy while saving 
on average two measurement cycles per test. 
We built the prediction (classification) mod- 
els in the form of decision trees, using four 
attributes, eleven classes, and several hun- 
dred cases. 
To illustrate these attributes and classes, 
here are the clinical test results for one sub- 
ject at location 3 (see Figure 4): 
Stimulus 1 0 1 1 1 0  1 1 1 1 0  
Stimulus 2 1 1 1 0  1 1 1 1 1 0  
Stimulus 3 0 1 1 1 1 1 1 1 1 1 
Stimulus 4 0 1 1 1 1 1 1 1 0  0 
TO KEEP THE SueJECT ALERT 
DURING THE TEST, WE’m 
TAKEN CARE TO ENSURE THAT 
THE TEST IS AN INTER- 
ESTING EXPERIENCE RATHER 
THAN SOMETHING THAT THE 
SUBJECT “HAS TO DO. ” 
The first column of digits shows the results 
for the first cycle; this subject made no 
response to Stimulus 1, responded to Stimu- 
lus 2, and made no responses to Stimuli 3 and 
4. The second column shows that, on the sec- 
ond cycle, the subject responded to all four 
stimuli, and so on. 
Suppose we try to use the sensitivity val- 
ues of the first five measurement cycles to 
predict the sensitivity values of all 10 cycles 
for Stimulus 1. In this case, 0.6 (3/5) ,  0.8 
(4/5), 0.8 (4/.5), and 0.8 (4/.5) are the sensi- 
tivity values for the four stimuli after the first 
five cycles, and 0.7 (7/10) is the sensitivity 
value for Stimulus 1 after all 10 cycles. [0.6, 
0.8,0.8,0.8,0.7] can then become one of the 
several hundred cases for building the clas- 
sification (prediction) model in Quinlan’s 
C4.5. We use the sensitivity values for all 
four stimuli after five cycles to predict the 
sensitivity value of Stimulus 1 after 10 cycles 
(and likewise for the prediction of the other 
three). The first four elements are the at- 
tribute values, and the last element (0.7 in 
this example) is the value of the class vari- 
able. The class variable has eleven possible 
values (0, 0.1, 0.2, .. ., l ) ,  because we are 
concerned about the number of positive 
responses out of a total of 10 (0,1,2, . . ., 10). 
Pattern-discovery model. At the end of a 
visual-field self-testing, subjects are natu- 
rally interested in knowing whether their 
vision is abnormal. The average sensitivity 
values for different testing locations give an 
overall assessment of how well the subject 
has done. However, an indication of the 
likely diagnosis based on these sensitivity 
values and on the relationships between dif- 
ferent test locations would be desirable. For 
example, if the sensitivity values for a sub- 
ject are low for testing locations 3 and 4 (see 
Figure 4) but high for other testing locations, 
might the subject have a certain eye disease? 
To determine which test results indicate 
possible eye disease, we compiled over 3,000 
clinical test records from patients with vi- 
sual-field loss from glaucoma and optic neu- 
ritis. We then analyzed them using interac- 
tive data exploration where a data analyst 
steered the discovery p r o c e ~ s . ~  
The analyst performed three important 
tasks. First, the analyst used relevant domain 
knowledge to form initial hypotheses regard- 
ing what to explore in the data. Second, the 
analyst organized and preprocessed different 
data sets according to various criteria such 
as disease types and sampling considerations 
before using those sets to extract the behav- 
ioral relationships between test locations. 
Third, after the relevant features were ex- 
tracted by neural networks and were dis- 
played by visualization techniques, the ana- 
lyst organized, observed and analyzed them. 
This was very much an interactive, iterative 
process where the analyst made numerous 
decisions-for example, whether to select 
more specific data or to take alternative ac- 
tion, whether any patterns detected had any 
significant meanings, and whether they could 
be validated. 
Assuming that true features are more 
repeatable than false ones, we verified the 
features found from the left-eye group using 
those from the right-eye group. With glau- 
comatous data, we found a strong correlation 
among locations in the upper hemifield (1, 
3, and 5 in Figure 4), and in the lower hemi- 
field (2,4, and 6). This finding is consistent 
with that of early research on conventional 
visual-field test methods. For optic-neuritis 
data, we have also found a strong correlation 
between certain pairs of retinal locations, but 
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Figure 8. The distribution of clinical diagnosis by an ophthalmologist: (a) selected patients who passed the test (the 
control group, n = 45); (b) patients who failed the test ( n  = 33). 
this time across the two hemifields.’ Topo- 
graphic analysis of clinical chorioretinal 
changes (changes to the choroid, a vascular 
membrane near the retina, or to the retina) 
related to the sensitivity at these six test loca- 
tions has confirmed this finding. These dis- 
covered patterns then become useful in pro- 
viding warnings to the subject regarding the 
possible danger. 
Self-screening in the 
community 
Our self-screening system has been used 
in a World Health Organization program for 
preventing optic neuritis,’O in occupational 
health screening,I’ and, most recently, in a 
pilot study by the UK’s Medical Research 
Council to detect people with glaucoma. 
These studies have been conducted to evalu- 
ate the test’s acceptance (that is, how many 
people agree to take the test) in different pri- 
mary-care settings. 
In the WHO study-mass screening for 
visual-field loss caused by optic neuritis- 
the subjects were from a farming community 
in Africa. These subjects were largely com- 
puter-illiterate; the test was conducted in 
farmers’ houses, using portable PCs. In the 
occupational health study-screening for 
ocular abnormalities and vision defects-the 
subjects were the employees of a large 
telecommunication company. These subjects 
were young (the average age was about 30) 
and healthy, and they used computers daily; 
the test was performed in the company’s 
oftices using PCs connected by a local-area 
network. In the glaucoma study, the subjects 
were patients of a general practice, and the 
test was conducted in the waiting room, using 
a desktop PC. Each study examined a large 
number of subjects and reported good accep- 
tance of the test. 
Let’s look at the third study in more detail. 
The test was offered during routine atten- 
dance at a large urban general practice in 
North London and was conducted by the sub- 
jects themselves in the waiting room. For a 
three-month period during the pilot study, all 
patients aged 40 or older who routinely 
attended the practice were offered the test. 
Upon entering the clinic, each patient re- 
ceived an information sheet explaining the 
purpose of the pilot study, the nature of glau- 
coma and the visual-field test, what to expect 
during and after the test, and information 
about whom to contact if they wished to 
know more about the test in general or were 
concerned about their own results. Each 
interested patient then signed a consent form. 
Of the 925 people tested during the three- 
month period, 33 failed the test. That is, the 
results indicated an abnormality in their 
visual field. These 33 people, together with 
45 of those who passed the test (controls), 
were later assessed clinically in the practice 
by an ophthalmologist. 
Figure 8 summarizes the results. The over- 
all picture is clear: the group who failed the 
test had many more eye problems than the 
group who passed the test. For example, 70% 
of those who passed the test (controls) had a 
normal visual field, and none of them was a 
confirmed glaucoma case. On the other hand, 
82% of the people who failed the test had var- 
ious visual defects, including 34% confirmed 
glaucoma cases and 9% glaucoma suspects 
(those who had increased intraocular pres- 
sure or whose optic disc appeared abnormal, 
but who had no visual-field loss). 
These findings are particularly encourag- 
ing. An overwhelming majority of the sub- 
jects did not consider the possibility of hav- 
ing any eye problems when they visited the 
clinic. This opportunistic test has shown high 
34 
sensitivity and has allowed for the early 
detection of eye diseases such as glaucoma. 
Acceptance is also one of the most impor- 
tant issues in evaluating a screening test or 
an opportunistic test. Although little was 
done to increase the number of patients par- 
ticipating (no advertising, and little stimula- 
tion from the clinic staff), this study showed 
higher-than-expected acceptance: of the 
1,215 people who were offered the test, 925 
(76%) accepted. (The acceptance of oppor- 
tunistic tests in city practices generally 
ranges from 50% to 70%.) This is an encour- 
aging finding in such an elderly population 
during a very short period. 
We’ve concluded that testing patients in a 
general practitioner’s waiting room offers a 
good opportunity to screen patients effi- 
ciently and without additional cost. More- 
over, it provides patients with an interesting 
alternative to the usual activities in the wait- 
ing room-reading newspapers and maga- 
zines, chatting with others, and so on. 
BLIC HEALTH IS THE COLLEC- 
tive action taken by society to protect and 
promote the health of entire populations.’* 
Medical screening, with its focus on the pre- 
vention of disease at the population level, is 
one of the most important tools contributing 
to public health. 
As computers become ever more accessi- 
ble, software-based tests are an qbvious 
approach to mass screening in the commu- 
nity without additional hardware costs. Al- 
though an overwhelming majority of general 
practices in UK have PCs, no solid evidence 
indicates that this has led to significant clin- 
ical improvement.13 One of the problems is 
the lack of clinically orientated software for 
general practitioners. By making such soft- 
ware available in GPs’ clinics, we could eff- 
ciently use existing computing resources and 
provide additional medical care to the com- 
munity at minimal capital cost. 
Widespread implementation of clinically 
oriented software in primary-care systems 
might ultimately help improve health care 
and its cost-effectiveness. We plan to use this 
test system in more public environments to 
gain more experience, which will allow us to 
improve the system further. 
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