Statistical methods for estimation, testing, and clustering with gene expression data by Lithio, Andrew
Graduate Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2017
Statistical methods for estimation, testing, and
clustering with gene expression data
Andrew Lithio
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/etd
Part of the Biostatistics Commons, and the Genetics Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Lithio, Andrew, "Statistical methods for estimation, testing, and clustering with gene expression data" (2017). Graduate Theses and
Dissertations. 15560.
https://lib.dr.iastate.edu/etd/15560
Statistical methods for estimation, testing, and clustering with gene expression
data
by
Andrew Joseph Lithio
A dissertation submitted to the graduate faculty
in partial fulfillment of the requirements for the degree of
DOCTOR OF PHILOSOPHY
Major: Statistics
Program of Study Committee:
Dan Nettleton, Co-major Professor
Ranjan Maitra, Co-major Professor
Alicia Carriquiry
Jarad Niemi
Vivekananda Roy
Iowa State University
Ames, Iowa
2017
Copyright c© Andrew Joseph Lithio, 2017. All rights reserved.
ii
DEDICATION
For my wife Gracie, who loves and supports me unconditionally.
iii
TABLE OF CONTENTS
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
CHAPTER 1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 DNA and RNA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 RNA Sequencing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Differential Expression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5 High-dimensional Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.6 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
CHAPTER 2. HIERARCHICAL MODELING AND DIFFERENTIAL EX-
PRESSION ANALYSIS FOR RNA-SEQ EXPERIMENTS WITH IN-
BRED AND HYBRID GENOTYPES . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2 INLA and ShrinkBayes . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.3 Normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.4 Prior Specification for βi . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 Estimation and Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5 Simulation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
iv
CHAPTER 3. TESTING FOR MONOTONE EXPRESSION PATTERNS
WITH RNA-SEQ DATA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.1 Tests for Ordered Means . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.2 Analysis of RNA-seq Data . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.3 Computation of β˜ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Monotone Likelihood Ratio Test and Related Tests . . . . . . . . . . . . . . . . 37
3.3.1 σ2 known, V∆ = I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.2 σ2 known, V∆ known . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.3 σ2 unknown, V∆ known . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3.4 Monotone LRT in voom-limma . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.5 Alternative Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 Simulation Experiment and Results . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
CHAPTER 4. AN EFFICIENT k-MEANS-TYPE CLUSTERING ALGO-
RITHM FOR DATASETS WITH MISSING VALUES . . . . . . . . . . . . 62
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2.2 A Hartigan-Wong-type algorithm for clustering with incomplete records 68
4.2.3 Initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2.4 Estimating the number of groups . . . . . . . . . . . . . . . . . . . . . . 73
4.3 Performance Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.3.1 Illustration on SDSS Data . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.3.2 Simulation Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
v4.4 Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.4.1 Identifying the kinds of gamma-ray bursts . . . . . . . . . . . . . . . . . 86
4.4.2 Identifying kinds of activation in a finger-tapping experiment . . . . . . 89
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
CHAPTER 5. CLUSTERING IN THE PRESENCE OF REPLICATES . . . 103
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.3 Application: Hartigan-Wong k-means with Replicates . . . . . . . . . . . . . . 106
5.3.1 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.3.2 Simulation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.3.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
CHAPTER 6. CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
vi
ACKNOWLEDGEMENTS
I am grateful for the opportunity to work under and learn from Dr. Nettleton. In my time
at Iowa State, I have benefited from his generosity with his time and work, his dedication to
his students and profession, and his diligence and attention to detail. If I cannot match the
quality of his work, I hope to at least carry those examples with me.
I am also in debt to Dr. Maitra, who was always eager to assist me in my work and career.
I did not earn, but am thankful for, his encouragement, generosity, and patience.
Finally, thank you to my parents, Tom and Cindy, whose unwavering love and support has
been ever present in my life.
vii
ABSTRACT
This thesis is comprised of a collection of papers on the analysis of gene expression data,
namely high-throughput RNA-sequencing (RNA-seq) data, with some methods generalizable to
other scientific data. We first introduce a method for identifying differentially expressed genes
using an empirical-Bayes-type analysis of RNA-seq data that employs efficient computational
algorithms. A generalizable method for reparameterization is discussed, and simulation is
used to demonstrate its importance in test performance. Next, exact tests for a monotone
mean expression pattern are developed and incorporated into an existing pipeline for analysis
of RNA-seq data. The advantages of computing exact p-values and of borrowing information
across genes are demonstrated. The monotone tests are compared to existing tests and shown to
perform favorably, particularly on data where the monotone hypothesis is appropriate. Finally,
we extend existing k-means clustering algorithms to accommodate data with missing values
and replicates. Among many other uses, clustering is often performed on gene expression
patterns as an exploratory or summarizing tool. We show that in many cases, the extended
algorithms improve upon existing methods and techniques without requiring significantly more
computational expenditure.
1CHAPTER 1. INTRODUCTION
This dissertation develops methods for the analysis of genetic data, with a focus on high-
throughput RNA sequencing (RNA-seq) data. Chapters 2 and 3 are concerned specifically
with the identification of differentially expressed genes using RNA-seq data. Chapters 4 and
5 extend algorithms for k-means clustering to facilitate analysis of data with missing values
and replications, respectively. Clustering is the problem of partitioning a potentially large
number of multi-dimensional observations into groups. While clustering is often applied to
gene expression data, it is commonly used in other fields, and in Chapter 4 is applied to data
on gamma-ray bursts and functional magnetic resonance imaging.
1.1 DNA and RNA
Every living cell contains DNA, which completely encodes all the biological information
about that organism. DNA is made up of two complementary strands that are weakly bonded
to each other and twisted to create its iconic double helix shape. Each strand is a chain of
nucleotides. There are four types of nucleotides, distinguished by their bases: adenine (A),
guanine (G), cytosine (C), and thymine (T). The strands are complementary in that adenine
always bonds with thymine, and cytosine bonds with guanine. Thus, the nucleotides forming
one strand uniquely determine the components of the second strand. Certain sections of DNA,
called genes, act as codes for creating proteins, which are essential in any living organism and
perform a wide array of biological functions. To create a protein, a gene is transcribed into
messenger RNA (mRNA), which encodes the types, numbers, and order of amino acids needed
to form the protein in three-nucleotide sequences called codons. The mRNA is then translated
into a protein.
21.2 RNA Sequencing
Knowledge of which proteins are being created, and how many are being created, can be
extremely valuable for understanding how an organism is behaving on a molecular level. RNA-
seq is designed to sample mRNA transcripts that are present in a cell at a given point in time
and identify which genes the transcripts correspond to. This yields a count for each gene that
acts as a measure of how much it is being expressed.
The RNA-seq data in this dissertation were generated by Illumina sequencers. Briefly,
high-throughput RNA sequencing generally begins with extracting mRNA from each sample,
and reverse transcribing the transcripts to complementary DNA (cDNA). Transcripts are also
fragmented to manage transcript length, amplified to better measure the mRNA of interest, and
fitted with adapter sequences to aid in sequencing. It is also common practice to add identifying
sequences referred to as barcodes, allowing multiple samples to be sequenced simultaneously.
The prepared fragments are then sequenced by again leveraging the complementary nature
of the nucleotides, but using fluorescently-tagged nucleotides. The sequencer is then able
to systematically match nucleotides to all of the fragments and record the output as light
intensities. The process of translating the light intensities to nucleotides, then matching the
resulting sequences of nucleotides to genes, is the subject of much research, but not the focus
of this dissertation. After sequencing, the added barcode portion of each transcript is used to
assign the transcript to the correct sample.
1.3 Differential Expression
Chapters 2 and 3 present methods that identify genes that are differentially expressed
across different groups of samples. For example, the data detailed in Chapter 2 may be used
to understand what genes are either more or less “active” when certain lines of maize are
subjected to drought conditions, as opposed to grown under control conditions. Knowledge of
which genes are involved in adapting to drought stress may help scientists in developing more
robust strains of maize or other essential crops. Generally, identifying differentially expressed
3genes can potentially aid in understanding functions of genes and gene pathways, development
of drugs or treatments, and more.
While RNA-seq yields a remarkable amount of information on the mRNA concentration of
every gene, there are also a number of obstacles to overcome before identifying differentially
expressed genes. Two considerations addressed in Chapter 2 are library size and gene length.
The library size, or total number of fragments read from each sample, may vary greatly, and
should therefore be accounted for when comparing different samples. Genes are also composed
of different numbers of nucleotides and different proportions of each nucleotide, and thus may
yield different numbers of fragments simply due to their respective lengths and compositions.
The process of accounting for these differences is typically referred to as normalization. Because
differential expression involves comparisons within each gene, most normalization focuses on
sample-to-sample differences. When building a hierarchical model as in Chapter 2, it is also
useful to normalize across genes.
1.4 Clustering
Chapters 4 and 5 discuss k-means clustering, which is one of many approaches to clus-
tering. Clustering can be a useful tool for exploring and understanding data, particularly
high-dimensional data. It is common to cluster genes identified as differentially expressed in
order to better understand estimated expression patterns and the relationships between dif-
ferent genes of interest. k-means clustering is notable for its ease of use and computational
efficiency. This dissertation addresses two common characteristics of data that present obstacles
for k-means algorithms, missing values and replicates. We aim to adapt existing computational
routines to make the best use of the given data, avoiding both discarding information and
making unnecessary assumptions about its structure.
1.5 High-dimensional Data
Each chapter of this dissertation addresses the challenges and benefits of working with high-
dimensional data. While RNA-seq yields information on tens of thousands of genes, experiments
4often include relatively few samples. The lack of replication potentially limits our power for
identifying differentially expressed genes, but we can often borrow information across other
genes to overcome this limitation. Information can be borrowed across genes for estimation
of mean counts, the variance of the counts, and statistical signficance. Additionally, some
methods become computationally challenging as the dimensions of the data grow.
Chapter 2 explores building an effective model for RNA-seq data that may be analyzed
using efficient, but non-standard computational routines. Comparing different tests in Chapter
3, we see the largest differences in performance between those tests that borrow information
across genes for estimation of variance, and those that do not. In Chapters 4 and 5, we show
that replications or incomplete observations need not impose significant extra computational
burdens or require pre-processing when clustering data. Solutions such as omitting data with
missing values, imputing estimates for missing values, and averaging or omitting replications
are unnecessary, and in some cases harmful. In all of these cases, the assumptions made in the
course of an analysis are critical. We identify when steps may be taken to improve agreement
between data and assumptions, or how methods may be altered to better suit our needs.
1.6 Thesis Organization
As previously described, Chapters 2 and 3 each address detection of differentially expressed
genes, but with different goals. Chapter 2 explores alternative computation methods for car-
rying out an empirical-Bayes-type analysis, and the inherent challenges involved. An emphasis
is placed on the importance of parameterization in such models. Chapter 3 develops a test
for a certain class of differentially expressed genes – those with monotone expression patterns.
Computation of exact p-values is discussed for likelihood-based tests in a variety of settings,
and it is shown that some of these tests fit naturally into existing RNA-seq analyses, and have
increased power for detecting genes with the desired monotone pattern. Finally Chapters 4 and
5 address another common component of gene expression studies, k-means clustering. Popular
algorithms are extended to accommodate data with missing values or replicates, respectively,
both of which are possible in genetic data. It is shown that in many cases, these extensions per-
5form better than common alternatives, such as operating only on replicate means, or imputing
estimates for missing values.
6CHAPTER 2. HIERARCHICAL MODELING AND DIFFERENTIAL
EXPRESSION ANALYSIS FOR RNA-SEQ EXPERIMENTS WITH
INBRED AND HYBRID GENOTYPES
A paper published in the Journal of Agricultural, Biological, and Environmental Statistics
Andrew Lithio and Dan Nettleton
Abstract
The performance of inbred and hybrid genotypes is of interest in plant breeding and genetics.
High-throughput sequencing of RNA (RNA-seq) has proven to be a useful tool in the study of
the molecular genetic responses of inbreds and hybrids to environmental stresses. Commonly
used experimental designs and sequencing methods lead to complex data structures that require
careful attention in data analysis. We demonstrate an analysis of RNA-seq data from a split-
plot design involving drought stress applied to two inbred genotypes and two hybrids formed
by crosses between the inbreds. Our generalized linear modeling strategy incorporates random
effects for whole-plot experimental units and uses negative binomial distributions to allow
for overdispersion in count responses for split-plot experimental units. Variations in gene
length and base content, as well as differences in sequencing intensity across experimental
units, are also accounted for. Hierarchical modeling with thoughtful parameterization and
prior specification allows for borrowing of information across genes to improve estimation of
dispersion parameters, genotype effects, treatment effects, and interaction effects of primary
interest.
2.1 Introduction
Over the past decade, many statistical methods have been developed for analyzing high
throughput RNA sequencing (RNA-seq) data. RNA-seq enables the sequencing of entire tran-
7sciptomes, yielding counts associated with the mRNA abundance corresponding to each gene
or genetic feature. Due to the cost of RNA-seq, experiments typically have relatively few exper-
imental units, yet still result in high dimensional data, since there are often tens of thousands
of genetic features measured for each experimental unit. To detect differentially expressed
(DE) genes, RNA-seq data are commonly analyzed using frequentist or moderated frequentist
methods, such as those implemented in edgeR (Robinson et al., 2010a), DESeq (Anders and
Huber, 2010), and limma (Smyth, 2005), but because of the high dimensionality, fully Bayesian
methods are not often used.
edgeR and DESeq both use a negative binomial model with a generalized linear model
(GLM) framework. This allows each package to accommodate arbitrary fixed-effects models,
but neither allows for the use of random effects. The two packages differ in estimation of
the negative binomial dispersion parameter, but both take a shrinkage approach, estimating a
common or trended dispersion for the entire data set, then shrinking the dispersion estimates
of each feature towards that common estimate or trend. DESeq2 extends the idea of shrinkage
across genetic features to logarithmic fold change estimates to help account for high variance
in fold change estimates for low-count genes (Love et al., 2014).
Methods originally developed for the analysis of microarray data, including limma, have
been adapted for RNA-seq data (Law et al., 2014). To extend to count data, limma uses the
voom procedure, calculating a non-parametric estimate of the mean-variance relationship to
generate weights for a linear model analysis of log transformed counts with empirical Bayes
shrinkage of variance parameters. Law et al. (2014) argue that this procedure, and the use
of log-transformed normal models, allows for more accurate modeling of the mean-variance
relationship, while also yielding better small sample properties and permitting the use of a
wider range of statistical tools than procedures based on count models.
Alternatives to both the count-based GLM and the transformed normal theory classes of
methods include non-parametric approaches such as samr (Li and Tibshirani, 2013), and the
empirical Bayes approach introduced by baySeq (Hardcastle and Kelly, 2010), which estimates
posterior probabilities of a pre-specified set of models. Although also using the negative bino-
mial distribution for the count data, model specification in baySeq essentially entails specifying
8different partitions of samples, where samples within each group share the same set of parame-
ters. For a further introduction to these and other methods for differential expression analysis
of RNA-seq data, see Lorenz et al. (2014).
The most widely used statistical methods for RNA-seq data analysis discussed above have
freely accessible software and are much more computationally efficient than fully Bayesian
methods. The approach we pursue enjoys the flexibility and information-sharing capabilities
of a fully Bayesian approach, while maintaining computational affordability via integrated
nested Laplace approximation (INLA). INLA facilitates quick and accurate approximations of
the marginal posteriors of latent Gaussian fields with a non-Gaussian response (Rue et al.,
2009). The R package ShrinkBayes leverages the speed of INLA and the potential of parallel
computing to facilitate an empirical-Bayes-type analysis of RNA-seq data, approximating the
marginal posteriors of interest relatively quickly (Van De Wiel et al., 2013). The empirical
Bayesian approach provides a natural mechanism for borrowing information across genes for
estimation of means and dispersion parameters. A major advantage of ShrinkBayes over com-
monly used frequentist-based methods is its ability to share information across genetic features
while accounting for random effects in models for complex experimental designs.
In this paper, we illustrate the use of INLA and ShrinkBayes for the analysis of data from
a complex experimental design like others common in agricultural studies. We analyze an
RNA-seq data set from maize. The data consist of counts associated with the abundance of
nearly 30,000 genetic features for replicate plant samples of four different genotypes, each grown
under two different treatments. The data collection process gives the data additional split-plot
structure. After constructing an appropriate model and estimating the hyperparameters of
prior distributions, we illustrate estimation and inference for simple effects, main effects, and
interactions.
The remainder of the paper is arranged as follows. Section 2 details the experimental
design and structure of the data. Section 3 gives a brief review of INLA, the methods used in
ShrinkBayes, and the model constructed for the analysis of the maize data. Section 4 reports
results from fitting the model to the maize data. Section 5 summarizes a small simulation
study, and we conclude with a discussion in Section 6.
92.2 Data
Throughout this paper, we consider an RNA-seq data set from maize that includes eight
RNA samples from each of two inbred lines (B73 and Mo17) and their hybrids (B73 × Mo17
and Mo17 × B73) formed by reciprocal crosses where the male and female parental genotypes
are reversed. Throughout the remainder of the paper, we use BB, MM, BM, and MB as
abbreviations for these four genotypes. From each genotype, RNA samples were drawn from
each of four different plants subjected to drought stress conditions and from four other plants
grown under control conditions. Plants were grown and processed in four blocks, with each
combination of treatment and genotype represented in each block.
Although all samples were sequenced simultaneously, the manner in which they were pre-
pared and arranged for sequencing added additional structure to the data that should be
accounted for in modeling and analysis. All 32 RNA samples (4 blocks × 4 genotypes × 2
treatments) were sequenced in the eight lanes of a single Illumina flowcell. (See Nettleton
(2014) for a general introduction to sequencing on flowcells from a statistical perspective.) The
BB, MM, BM, and MB RNA samples corresponding to any single block and treatment combi-
nation were sequenced together in a single lane. Each sample within each lane was associated
with a different identifying “barcode” so that each sequenced RNA fragment (known as a read)
could be attributed to the sample from which it originated. The concept of a Latin square
was used to match barcodes with genotypes within each block. The layout of the sequencing
design is depicted in Table 2.1, where C and D are used to designate the control and drought
treatment conditions.
Based on the layout in Table 2.1, the experiment has a structure similar to that of a split-
plot design. The whole-plot portion of the experiment is arranged as a randomized complete
block design with four blocks, lane as the whole-plot experimental unit, and treatment (C vs.
D) as the whole-plot factor. Genotype (BB, MM, BM, or MB) is the split-plot factor, and
barcode is an additional blocking factor whose effects, though not expected to be large, will be
accounted for in our modeling and analysis.
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Table 2.1: RNA sequencing design
Lane 1 2 3 4 5 6 7 8
Block 1 1 2 2 3 3 4 4
Treatment C D C D C D C D
Barcode 1 BB BB MM MM BM BM MB MB
Barcode 2 MM MM BM BM MB MB BB BB
Barcode 3 BM BM MB MB BB BB MM MM
Barcode 4 MB MB BB BB MM MM BM BM
For each of the 32 samples represented by a cell in Table 2.1, a read count associated with
RNA abundance for each of 29, 985 genetic features was derived from sequencing. The number
of bases that compose each feature (length) and the proportion of the bases that are guanine or
cytosine (GC content) of each feature were recorded. Our primary objective is to build a model
for these count data and use Bayesian methods to identify differentially expressed features via
INLA and ShrinkBayes.
2.3 Methods
2.3.1 Model
For each i = 1, . . . ,m = 29, 985 and each j = 1, . . . , n = 32, let Yij denote the observed read
count for genetic feature i and experimental unit j, and let LLi and GCi be the log length and
GC content of feature i, respectively. We consider a generalized linear mixed-effects model for
the read count data. Such models are inherently hierarchical. At the data level of the hierarchy,
we assume
Yij ∼ Negative Binomial(eηij , eνi),
where E(Yij) = e
ηij and Var(Yij) = E(Yij) + e
νi{E(Yij)}2. Conditional on all ηij and νi values,
all the Yij counts are assumed to be mutually independent. At the next level of the hierarchy,
we assume ηij is a linear combination of feature-specific fixed effects (contained in a vector
βi), feature-specific random effects (contained in a vector ui), a smooth function (h) of feature
length and GC content, and a sample-specific normalization factor (Tj) given by
ηij = x
′
jβi + z
′
jui + h(LLi, GCi) + Tj . (2.1)
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The terms h(LLi, GCi) and Tj are offsets included for normalization purposes as described in
Section 2.3.3. The other terms in equation (2.1) are defined as follows.
For k = 1, . . . , 8, the kth component of βi (βik) is a fixed effect for the kth combination
of treatment and genotype as indicated in Table 2.2. If the experimental unit j is associated
with the kth combination of treatment and genotype, then x′j is the kth row of the 8 × 8
identity matrix (I8×8) so that x′jβi = βik. The feature-specific vector of random effects ui
contains eight random effects for lanes, four random effects for blocks, and four random effects
for barcodes and is assumed to follow a multivariate Gaussian distribution with mean 0 and
diagonal variance with blocks σ2LiI8×8, σ
2
BLiI4×4, and σ
2
BCiI4×4. The vector zj is a vector of
length 16 indicating the lane, block, and barcode of experimental unit j. For example,
z′1 = [ 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 ]
signifies that experimental unit 1 was sequenced in lane 1, was in block 1, and was associated
with barcode 1.
Table 2.2: Model parameters for each treatment and genotype combination
Treatment Genotype Model (2.1) Parameter
C BB β1
C MM β2
C BM β3
C MB β4
D BB β5
D MM β6
D BM β7
D MB β8
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At the final stage of our hierarchical model are priors for the feature-specific parameters:
ν1, . . . , νm
iid∼ N(µν , σ2ν),
β1, . . . ,βm
iid∼ N(µβ,Σβ),
σ−2L1 , . . . , σ
−2
Lm
iid∼ Gamma(ωL, φL),
σ−2BL1, . . . , σ
−2
BLm
iid∼ Gamma(1, 10−5), and
σ−2BC1, . . . , σ
−2
BCm
iid∼ Gamma(1, 10−5).
The unspecified hyperparameters µν , σ
2
ν ,µβ,Σβ, ωL, and φL, which we represent collectively
by $, are estimated from the data through the empirical Bayes procedure described in Sec-
tion 2.3.2. We specify relatively diffuse priors for the precisions of the blocking factors (block
and barcode), but we choose to estimate the parameters of the prior for the lane variance
components because, as the whole-plot experimental units, lanes play an important role in
inferences involving the whole-plot treatment factor.
2.3.2 INLA and ShrinkBayes
INLA is an alternative to Markov chain Monte Carlo methods for latent Gaussian models,
with the advantage of greater computational speed without sacrificing accuracy. INLA provides
a deterministic approximation to marginal posterior distributions, as well as an approximation
of the marginal likelihood. Because it is common in RNA-seq analyses to assign a negative
binomial likelihood to the observed counts, and to model some function of the mean using an
additive linear predictor, we can readily apply INLA to RNA-seq data by assigning Gaussian
priors to the coefficients in our linear predictors.
The methods introduced by Van De Wiel et al. (2013), and implemented in the R package
ShrinkBayes, utilize INLA to facilitate an empirical-Bayes-type analysis of RNA-seq data,
making use of the high dimensionality of the data to shrink both dispersion and regression
parameter estimates. ShrinkBayes aims to allow for flexibility in the count model and in
experimental design, while facilitating shrinkage of multiple parameters and addressing multiple
testing. We achieve shrinkage of the parameters of interest by estimating the hyperparameters
of the distributions according to the following paradigm.
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As an example, consider estimation of $ν = (µν , σ
2
ν), the hyperparameters of the Gaussian
prior for ν1, . . . , νm. For simplicity, initially suppose the hyperparameters in $ other than $ν
are known. Let Yi be a vector containing the counts for genetic feature i, with distribution
F$(Yi) defined by the model in Section 2.3.1. We can express the Gaussian prior for ν1, . . . , νm
as
pi$ν (ν) =
∫
pi$(ν|y)dF$(y), (2.2)
where pi$(ν|Yi) is the posterior of νi given Yi. Assuming Y1, . . . ,Ym are draws from the
distribution F$, the above integral can be approximated by
1
m
∑m
i=1 pi$(ν|Yi). Van De Wiel
et al. (2013) showed that finding $ν such that
pi$ν (ν) ≈
1
m
m∑
i=1
pi$(ν|Yi) = piEmp$ (ν)
is approximately equivalent to the conventional empirical Bayes approach of choosing hyper-
parameters that maximize the marginal likelihood. ShrinkBayes finds such an $ν through an
iterative algorithm, first using initial values for $ν to approximate pi$(ν|Y1), . . . , pi$(ν|Ym)
via INLA, then drawing a large sample from the distribution defined by piEmp$ (ν), finding the
value of $ν that maximizes the likelihood of the sample according to pi$ν , and repeating until
convergence. In practice, all the elements of $ are unknown, and the remaining elements of
$ are estimated concurrently using an analagous approach. See Van De Wiel et al. (2013) for
further details on updating the estimate of $, theoretical properties of the iterative procedure,
simultaneous shrinkage of parameters, and other features of ShrinkBayes. Upon convergence,
INLA is again used to approximate marginal posterior distributions of interest for use in testing,
which is explained in detail in Section 2.4.
For the maize data discused in Section 2.2, our interest is in identifying genetic features
that substantially change expression level across combinations of treatment and genotype.
In the context of the model specified in Section 2.3.1, we seek features for which |c′βi| is
large for some contrast vector c that defines a comparison of interest. As an example, with
c′ = [1,−1, 0, 0, 0, 0, 0, 0], the magnitude of c′βi = βi1 − βi2 measures the extent of differential
expression for between the parental genotypes BB and MM under control conditions for the
ith feature. A contrast like βi1−βi2 is often referred to as a log “fold change” because it repre-
14
sents a log ratio of means, appropriately adjusted for random effects and normalization factors.
In addition to approximating marginal posteriors for individual feature-specific parameters,
ShrinkBayes is able to estimate marginal posteriors for linear combinations of feature-specific
parameters, including log fold changes and differences in log fold changes. This allows estima-
tion and inference for a variety of contrasts that may be of interest. In Section 2.4, we show
how to use the marginal posteriors estimated by ShrinkBayes to draw conclusions about three
specific example contrasts in an analysis of the maize data.
2.3.3 Normalization
Normalization can account for differences in the total number of reads per sample and RNA
composition of samples, and has been shown to be necessary for comparison across samples
(Dillies et al., 2013; Robinson et al., 2010b). Furthermore, biases introduced by the GC content
and length of each feature have been well documented, but are not typically consistent across
data sets (Oshlack et al., 2009; Benjamini and Speed, 2012). A common approach to normaliza-
tion is including an offset in the linear predictor, as we have done in Section 2.3.1 by use of the
h(LLi, GCi) and Tj terms. We use the log of the trimmed mean of M values (TMM) for Tj to
normalize between samples (Robinson et al., 2010b). However, we also include a gene-specific
term h(LLi, GCi). Using the counts from all experimental units, we fit a smoothing spline to
response log(count+1), with GC content and log feature length as explanatory variables, using
the mgcv package in R. Some characteristics of the estimated function, displayed in Figure 2.1,
show the nontrivial relationship that exists between read count abundance and the length and
GC content of genetic features. For each feature, the fitted value of the estimated function
at the feature’s GC content and length is included in the linear predictor as h(LLi, GCi) in
equation (2.1).
2.3.4 Prior Specification for βi
In Section 2.3.1, we assumed β1, . . . ,βm
iid∼ N(µβ,Σβ). Riebler et al. (2014) described
techniques for using ShrinkBayes to estimate joint priors, but estimation of an unstructured 8×8
covariance matrix Σβ is currently intractable using these techniques. One natural simplification
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Figure 2.1: Estimated mean log(count +1) as a function of GC content for selected log lengths
(left), and as a function of log length for selected GC contents (right).
would be to assume the Σβ is diagonal and to proceed with empirical Bayes hyperparameter
estimation and approximate posterior inference under independent priors. We executed that
strategy for the maize data using ShrinkBayes to obtain (for all i = 1, . . . ,m and k = 1, . . . , 8)
a posterior median β̂ik for βik. Figure 2.2 shows a scatterplot of the points {(β̂ik, β̂ik∗) : i =
1, . . . ,m} for each k < k∗ with k, k∗ ∈ {1, . . . , 8}.
All the scatterplots show strong correlations between posterior medians. Although cor-
relation between posterior medians does not, in general, imply a need for dependent priors,
we would expect much less correlation in the scatterplots if Σβ were truly diagonal. Instead,
the scatterplots are consistent with the idea that variation in expression level across genetic
features is a dominant source of variation in transcript abundance levels as measured by read
counts. Lund et al. (2012) discussed this phenomenon for microarry-based measures of tran-
script abundance. In the maize RNA-seq data, some genetic features have many thousands of
reads across all eight combinations of treatment and genotype. Other genetic features tend to
have single-digit read counts regardless of treatment and genotype. Variations in expression
level within genetic feature are often relatively small compared to differences in expression
level across genetic features, even after accounting for variations due to gene length and GC
16
Figure 2.2: Scatterplot matrix of posterior medians of each βk (the parameter for the kth
combination of genotype and treatment as defined in Table 2) for every gene when assuming a
diagonal Σβ under the original parameterization.
content as discussed in Section 3.3. This suggests that Σβ should have relatively large diagonal
elements and positive off-diagonal elements that are non-negligible in magnitude.
To estimate the hyperparameters in Σβ in a more suitable way, we consider a reparameter-
ization. Let the spectral decomposition of Σβ be Σβ = QΛQ
′, where Q is an orthogonal 8× 8
matrix and Λ is a diagonal 8 × 8 matrix. Then Q′βi has mean Q′µβ and diagonal variance
Λ. Because Σβ is unknown, we use Σ̂β, defined as the sample variance-covariance matrix of
βˆ1, . . . , βˆm from Figure 2.2, as an empirical approximation of Σβ. We then compute the spec-
tral decomposition Σ̂β = Q̂Λ̂Q̂
′, and define a new parameter θi = Q̂′βi for all i = 1, . . . ,m.
We can readily use ShrinkBayes to estimate hyperparameters and perform posterior inference
for the maize data by specifying
θ1, . . . ,θm
iid∼ N(µθ,Σθ),
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where Σθ is a positive definite, diagonal matrix. The implied prior for βi = Q̂θi is then
multivariate Gaussian with mean µβ = Q̂µθ and variance Σβ = Q̂ΣθQ̂
′, a non-diagonal
positive definite matrix. Whereas model (2.1) has a single component of βi for each treatment
and genotype, the elements of θi in the alternative parameterization are orthogonal linear
combinations of the βi parameter vectors. For the given data,
Q̂′ =

0.382 0.346 0.350 0.346 0.374 0.344 0.341 0.343
0.498 −0.504 −0.012 −0.017 0.489 −0.507 −0.026 −0.016
−0.361 −0.351 0.236 0.377 −0.303 −0.350 0.406 0.411
0.330 0.197 0.412 0.431 −0.412 −0.264 −0.408 −0.301
−0.515 0.107 −0.067 0.454 0.535 −0.087 −0.467 0.042
−0.304 0.111 0.484 −0.178 0.266 −0.157 0.396 −0.615
0.072 0.571 −0.523 0.131 −0.015 −0.518 0.329 −0.045
0.075 −0.339 −0.373 0.545 −0.041 0.363 0.264 −0.490

.
Note that, as defined by the loadings in the first row of Q̂′, θi1 is approximately a constant times
the average of the elements of βi and, hence, is proportional to a general log expression level for
gene i. Likewise, for gene i on the log scale, θi2 corresponds roughly to the difference between
the parents (BB minus MM) averaged over treatments, θi3 may be interpreted as an approxi-
mate difference between hybrids and parents averaged over treatments, and θi4 approximates
the difference between treatments averaged over genotypes. According to the corresponding
eigenvalues, the first linear combination accounts for 94.3% of the total variance in Σ̂β, and
the first four linear combinations together account for over 99.5% of the total variance in Σ̂β.
Figure 2.3 shows the analog of Figure 2.2 for the alternative parameterization and prior specifi-
cation. The scatterplots of posterior medians θˆ1, . . . , θˆm show very little correlation, indicating
that the use of independent priors for the elements of θi may be considerably more reasonable
than using independent priors for the elements of βi.
As another benefit of reparameterization, note that the “V” pattern of the θ3×θ2 scatterplot
in Figure 2.3 clearly differs from the remaining plots, and points us towards a possible set of
DE genes where the expression level of one parent may differ from a common level of expression
shared by the other parent and the hybrids. Since genes with large |θ2| have a large difference
18
Figure 2.3: Scatterplot matrix of posterior medians of each θk (the kth orthogonal combination
of genotype-treatment parameters) for every gene using the alternative parameterization of
Table 2.2. Note the reduced correlations and the ”V” pattern of the θ3 × θ2 cell.
between parents, and genes with large θ3 have hybrids expressed more highly than parents, on
average, the genes found at the top of the “V” may consist of one parent with low expression
and one parent and both hybrids with high expression. Although this plot may miss features
whose expression patterns differ across treatments, the intersection of genes with large |θ2| and
genes with large θ3 may contain many features of interest.
2.4 Estimation and Testing
Estimates of $ under both the original and alternative parameterization are reported in
Table 2.3.
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Table 2.3: Hyperparameter estimates based on the original (left half) and alternative (right
half) parameterizations
Parameter Mean Standard Deviation Parameter Mean Standard Deviation
β1 −0.148 2.014 θ1 0.200 3.633
β2 −0.049 1.856 θ2 −0.096 0.951
β3 −0.004 1.808 θ3 0.136 0.436
β4 0.001 1.795 θ4 −0.004 0.237
β5 −0.124 1.979 θ5 −0.009 0.042
β6 −0.046 1.847 θ6 0.008 0.040
β7 0.021 1.774 θ7 −0.006 0.024
β8 0.002 1.785 θ8 −0.004 0.021
ν 3.952 0.820 ν 3.803 0.941
Parameter Shape Rate Parameter Shape Rate
σ−2L 55.338 0.999 σ
−2
L 62.477 0.997
After estimating $, we are able to approximate the marginal posterior distribution for
each parameter and any desired linear combinations of parameters. To demonstrate testing
for differential expression, we consider the three comparisons defined in Table 2.4, representing
simple effects, main effects, and interactions, respectively. The simple effect T1 represents a log
fold change between the two parents under control conditions. The main effect T2 examines the
log fold change between treatments averaged over all four genotypes. The interaction effect T3
represents the change, across treatments, in the log fold change between hybrids. T1, T2, and
T3 can be viewed as tests involving the split-plot factor, the whole-plot factor, and split-plot
factor by whole-plot factor interaction, respectively. Although Table 2.4 lists each test in terms
of β1, . . . , β8, getting each contrast c
′βi in terms of the alternative parameterization θ1, . . . , θ8
is straightforward, since c′βi = c′
(
Q̂θi
)
=
(
c′Q̂
)
θi.
The marginal posterior distributions of the linear combinations T1, T2, and T3 were ap-
proximated for each feature using ShrinkBayes and the model defined in Section 2.3.1 with the
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Table 2.4: Example comparisons of interest
Label Comparison Linear Combination
T1 Control BB vs. Control MM Simple Effect β1 − β2
T2 Control vs. Drought Main Effect
β1+β2+β3+β4
4 − β5+β6+β7+β84
T3 Treatment × Hybrid Interaction β3 − β4 − β7 + β8
alternative parameterization discussed in Section 2.3.4. Posterior medians were computed to
serve as point estimates of T1, T2, and T3. In addition to point estimates, we also calculated
the posterior probability of differential expression for each feature and each linear combination.
As an example, we define a feature to be DE for T1 if |T1| ≥ log(1.25) for that feature. This
definition of differential expression corresponds to an increase of at least 25% in the expression
level of one parent relative to the other. The threshold 1.25 is an arbitrary choice that we
have made here simply for the sake of illustration. Depending on the goals of an investigator,
smaller or larger thresholds could be selected. Based on the 1.25 threshold, the null hypothesis
of equivalent expression is then H0 : |T1| < log(1.25). Van De Wiel et al. (2013) recommended
using a conservative adjustment to the posterior probability of the null hypothesis, P (H0|Y),
given by
P II(H0|Y) = min{P (T1 < log(1.25)|Y), P (T1 > − log(1.25)|Y)}
to avoid the case of an extremely vague posterior returning a small posterior probability of
the null hypothesis. We denote this conservative estimate of posterior probability of equivalent
expression, P II(H0|Y), as the local false discovery rate, lfdr. The posterior probability of dif-
ferential expression, 1−P II(H0|Y) = 1−lfdr, was calculated for every feature. This process was
repeated with T2 and T3, using the same definition of differential expression (|T2| ≥ log(1.25)
and |T3| ≥ log(1.25)). Figure 2.4 shows a plot of the posterior probability of differential ex-
pression vs. posterior median for each linear combination, with vertical lines representing a
1.25-fold change in either direction.
Van De Wiel et al. (2013) recommended the use of Bayesian false discovery rate (BFDR)
to control the experiment-wise false discovery rate (Lewin et al., 2007; Ventrucci et al., 2011).
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Figure 2.4: Posterior probabilities of fold change greater than 1.25 against posterior medians
for contrasts T1, T2, and T3. We have little power for contrast T3 and declare very few genes
DE.
Making use of the local false discovery rate for the ith feauture (lfdr i), we define BFDRi to be
the average of all lfdr values for features with lfdr less than or equal to lfdr i. If we wish to
maintain a 0.05 FDR, we simply declare all features with BFDR ≤ 0.05 to be DE.
2.5 Simulation Study
To evaluate the properties of our approximated posterior probabilities and investigate the
value of reparameterization in data similar to our motivating case, we conducted a sequence
of brief simulation studies, differing only in how the expected counts and dispersion parameter
of each genetic feature were determined. In each simulation, we generated data from the
negative binomial model, with a constant dispersion parameter within each genetic feature.
For Simulation 1, we generated data using the model of Section 2.3.1 and the corresponding
estimated hyperparameters from Section 2.4 as the true values. For Simulation 2, we took the
posterior means for each parameter obtained in Section 2.4 as the truth. For Simulation 3, we
used the estimated means and dispersions from a standard edgeR analysis of the maize data
as the truth. The edgeR analysis used TMM normalization (Robinson et al., 2010b), Cox-
Reid profile-adjusted likelihood to estimate dispersion parameters (McCarthy et al., 2012), and
treated block and barcode as fixed effects, but omitted lane. Including both lane and genotype
by treatment effects would result in a rank deficient design matrix, because each lane contains
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Figure 2.5: Mean partial area under the ROC curve (pAUC) using ShrinkBayes over 10 simu-
lated data sets for each of three contrasts (T1, T2, and T3) in Simulations 1, 2, and 3.
samples from only one of the treatments. So the column of the design matrix corresponding to
the effect of drought, for example, would be equal to the sum of the columns corresponding to
the effects of the lanes containing drought-stressed samples (lanes two, four, six, and eight), and
therefore the design matrix would not be of full column rank. Thus, for the given experimental
design, lane cannot be modeled using fixed effects alongside genotype and treatment effects.
Treating lane effects as random (as we have done in our model defined in Section 2.3.1) is not
possible in the current version of edgeR. While Simulation 1 presents ideal conditions, with
the model exactly matching the data generating mechanism, Simulations 2 and 3 represent
progressively greater departures from our model in order to test the robustness of our methods.
In each setting, we simulated 10 data sets of identical dimensions and repeated the analysis
of Section 2.4 under both the original parameterization and prior specification with diagonal
Σβ and the alternative parameterization and prior specification where Σβ is non-diagonal. For
each simulated data set, we estimated the smooth function h(LLi, GCi) and calculated the
TMM normalization factors from the simulated data in the same manner as before. Then,
for each parameterization/prior specification, we estimated new hyperparameters based on
the simulated data, and used the hyperparameters to compute lfdr and BFDR values for
all features. We evaluated performance using two measures: empirically estimated FDR when
setting the nominal FDR at 0.05, and the partial area under the receiver operating characteristic
curve (pAUC) for false positive rate ranging from 0 to 0.1.
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Figure 2.6: Mean false discovery rates using ShrinkBayes over 10 simulated data sets while
attempting to control FDR at .05 for each of three contrasts (T1, T2, and T3) in Simulations 1,
2, and 3.
Figure 2.5 depicts the mean pAUC of the test of each contrast (T1, T2, and T3) of interest
under each simulation setting, accompanied by the corresponding standard error bars. For
the first two simulation settings, we observe the ordering of genetic features from the analysis
based on the alternative parameterization outperformed that of original parameterization. This
relation does not hold for T2 and T3 in Simulation 3. The analogous plots of FDR in Figure 2.6
show a general tendency towards liberal testing under the original parameterization. However,
under the alternative parameterization, we see adequate control of FDR, albeit erring towards
lower than specified FDR, with the exception of T1 under Simulation 3.
To illustrate why the original parameterization leads to liberal testing and does not permit
control of FDR, we consider the implied priors from the observed data on T2 under each
parameterization. Using the left half of Table 2.3, it is straightforward to find that the implied
prior on T2 under the original parameterization is Gaussian with mean −0.013 and standard
deviation 1.315. This corresponds to a prior probability of differential expression of 0.865.
Under the alternative parameterization, however, the implied prior on T2 is Gaussian with
mean −0.011 and standard deviation 0.167. With a similar mean but much smaller standard
deviation, the prior probability of differential expression under the alternative parameterization
is only 0.187. Given a prior probability of differential expression almost five times greater for
the original parameterization than for the alternative, it is not surprising to observe high false
discovery rates for T2 under the original parameterization, but accurate or low false discovery
rates under the alternative parameterization.
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While Simulation 3 is intended to represent a greater departure from our model than the
first two settings, it may in fact represent a systematically difficult case for methods such as the
alternative parameterization that effectuate significant shrinkage of parameters. Simulation 3
uses point estimates from an edgeR analysis to set true parameter values, but does not take into
account the standard error of those point estimates. In negative binomial regression, maximum
likelihood estimates of linear combinations of fixed effects (like those produced by edgeR) tend
to have higher variances for low-count data. All else being equal, it is more likely that a
higher variance point estimate will be far from zero. Therefore, many of the genes simulated in
Simulation 3 as differentially expressed are low-count genes. The analysis under the alternative
parameterization shrinks the corresponding fold change estimates towards the prior mean, but
under the original parameterization’s more variable priors seen in Table 2.3, less shrinkage
occurs. Since we also observe more shrinkage in low-count genes than in high-count genes, in
a scenario such as Simulation 3 where many low-count genes are DE, the lack of borrowing
information across genes in the original parameterization actually works as an advantage. For
high-count genes in Simulation 3, performance under the alternative parameterization is similar,
if not superior, to that of the original parameterization.
2.6 Discussion
We have carried out an empirical-Bayes-type analysis of RNA-seq data in order to identify
differentially expressed genetic features. The computational efficiency of INLA and the addi-
tional tools of ShrinkBayes make this possible to do quickly and without advanced programming
by the user, while still providing uncommon levels of modeling flexibility. We discussed how
careful parameterization can lead to more appropriate model specification, and also demon-
strated a simple method to control for variation arising from GC content and feature length
by estimating a smooth function and including the fitted value as an offset in the linear pre-
dictor. Finally, we demonstrated how to use the marginal posterior distributions computed by
ShrinkBayes to test whether a feature is DE, and conducted a simple simulation experiment
to show the importance of parameterization and that we can adequately control for FDR in a
conservative manner, assuming a reasonable model specification.
25
The methods of ShrinkBayes allow for a fast Bayesian analysis of high-dimensional data
via simplified functions and pre-compiled routines. While models commonly used for RNA-seq
data readily fit into the INLA framework, INLA’s requirement of a latent Gaussian field does
somewhat limit modeling choices, and its inability to compute marginal posterior for nonlinear
combinations of parameters limits the number of types of testable hypotheses. We furthermore
find that performance varies both under different tests and under departures from the model,
and further work is required to increase the robustness of these methods.
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CHAPTER 3. TESTING FOR MONOTONE EXPRESSION PATTERNS
WITH RNA-SEQ DATA
A paper to be submitted to Biometrics
Andrew Lithio and Dan Nettleton
Abstract
Building on existing tests for ordered means, we develop exact tests of equality of Gaussian
means against a monotone alternative. The tests are applied in a linear model framework al-
lowing for heterogeneous variances via a known positive-definite covariance matrix. We propose
a method for incorporating these tests into the voom-limma pipeline for analysis of RNA-seq
data. A simulation experiment shows that the inclusion of moderated error variances produced
by limma greatly improves performance of both a likelihood-based and an existing alternative
test for ordered means, and that both have greater power for detection of genes with monotone
expression patterns than existing tests supported by limma.
3.1 Introduction
Likelihood-based tests for an ordered alternative were first considered by Bartholomew in
a series of papers (Bartholomew, 1959a,b, 1961a,b). Prior to that work, Jonckheere (1954)
developed a distribution-free test for ordered alternatives. In this paper, our focus lies on
simple increasing or decreasing orderings, µ1 ≤ µ2 ≤ . . . ≤ µk or µ1 ≥ µ2 ≥ . . . ≥ µk, with at
least one strict inequality, where µi represents the mean of the i
th group. We will also refer to
these as one-sided tests of ordered means, and to the test for the union of these two orderings
as the two-sided, or monotone test. Note that the increasing alternative, for example, can also
be expressed with k − 1 inequalities, µ2 − µ1 ≥ 0, µ3 − µ2 ≥ 0, . . . , µk − µk−1 ≥ 0. We will use
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this formulation in the remainder of the paper to more easily visualize the test statistics and
critical regions for k = 3 groups.
In this paper, we further develop exact tests for a two-sided ordered alternative, then apply
them to RNA-seq data. Specifically, we show that the moderated error variances estimated in
the voom-limma pipeline (Ritchie et al., 2015) may be incorporated into a two-sided ordered test
to facilitate borrowing information across genes. We use simulated RNA-seq data to evaluate
the performance of these tests against existing tests, including the test introduced by Williams
(1971) and unrestricted tests supported by limma.
We are motivated by the experiment discussed in Zuo et al. (2016). The authors investigate
three different maize genotypes: homozygous B73, homozygous p1-ww714, and the F1 hybrid
of B73 and p1-ww714. The B73 and p1-ww714 genomes are identical, but for a small region
of 301 genes from chromosome 1S that is duplicated in p1-ww714. Thus, we have maize whose
genotypes differ only in that they have 2, 3, or 4 copies of a small region of genes. Three
samples of each genotype were analyzed using high-throughput RNA-sequencing. We wish to
test whether expression of genes in the duplicated region, or of other genes whose expression
may depend on genes in the duplicated region, is monotonically related to the number of gene
copies, which is referred to as the dosage. A two-sided test is necessary to facilitate detection
of genes that are either up-regulated or down-regulated by increasing the number of copies
of the duplicated region. A randomized complete block design with three blocks and treating
genotype as treatment was used, so a modeling strategy that accounts for the effects of multiple
factors is required.
Section 3.2 contains existing results for likelihood-based tests for one-sided ordered alter-
natives, details on the methods of voom and limma, and computation of constrained maximum
likelihood estimates (MLE). The development of two-sided tests is illustrated in Section 3.3,
followed by the incorporation of moderated error variances produced by limma. Existing com-
peting tests are also discussed. A simulation experiment is detailed in Section 3.4, where
performance of likelihood-based tests are compared to that of Williams (1971) and existing
limma tests on the basis of control of false discovery rate, power to detect non-null monotone
expression patterns, and area under the receiver operating characteristic curve.
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3.2 Background
3.2.1 Tests for Ordered Means
For independent, normally distributed observations from k groups, Bartholomew (1959a)
introduces χ¯2 and F¯ statistics for one-sided tests of ordered means and shows their distributions
under a null hypothesis of equal means are mixtures of χ2 and F random variables, respectively,
with varying degrees of freedom. Early results for the mixing proportions of these distributions,
henceforth referred to as χ¯2 weights, are given for k = 3, 4. A third one-sided test statistic,
E¯2, is introduced in Bartholomew (1961a), and has a null distribution given by a mixture of
Beta random variables, whose mixing proportions are also the χ¯2 weights. The form of the F¯
statistic used in this paper was later introduced by Kudo (1963), and has a mixture of scaled
F random variables as its null distribution.
A large body of research on the computation of χ¯2 weights now exists. We discuss what is
known about χ¯2 weights in the context of a more general formulation of inequality-constrained
testing given in Shapiro (1988). Consider the projection of a multivariate normal vector of
length k − 1 with a covariance matrix V onto a closed, convex cone C. Then the vector of χ¯2
weights w(k− 1,V , C) represents probabilities of where on C the projection of the multivariate
normal vector lies. For example, for C = Rk−1+ , wi(k − 1,V , C) is the probability that the
projection onto C has exactly i positive elements. Gourieroux et al. (1982) give a closed-form
expression for w(k − 1, I,Rk−1+ ), and Kudo (1963) shows that for k ≤ 4, w(k − 1,V ,Rk−1+ )
can be expressed as a summation of known Gaussian probabilities. Shapiro (1988) reviews
these and other results and extends them to cases where C is any convex cone. Alternatively,
Silvapulle and Sen (2011) advocate simulation as a straightforward and flexible strategy for
approximating w(k−1,V , C). In our examples and motivating data set, we have k = 3 groups,
and therefore two restrictions for the one-sided test, µ2 − µ1 ≥ 0 and µ3 − µ2 ≥ 0 in the case
of the increasing alternative. The corresponding weights are known to be
w(2,V ,R2+) =
(
cos−1(ρ)
2pi
,
1
2
,
1
2
− cos
−1(ρ)
2pi
)T
= (q, 0.5, 0.5− q)T ,
(3.1)
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where ρ is the correlation coefficient specified by V . Note that the weights are non-negative
and sum to one; more characteristics are given in Proposition 3.6.1 of Silvapulle and Sen (2011).
We now define the model and notation we will use in the remainder of the paper, then state
known distributional results for the χ¯2, E¯2, and F¯ statistics in that notation. Let
Y = Xβ + ,  ∼ N(0, σ2W ), (3.2)
where Y is an n×1 vector, X is a known n×p matrix of full rank with p < n, β is an unknown
p× 1 vector, and W a known n×n covariance matrix. In our application, W will be diagonal,
but in general it may be any positive-definite matrix. Assume without loss of generality that
if σ2 is known, σ2 = 1, and that β is parameterized such that there exists a subvector β∆ of β
of length k − 1 such that
β∆ =

β∆,1
...
β∆,k−1
 =

µ2 − µ1
...
µk − µk−1
 ,
and let C be the (k − 1) × p matrix such that Cβ = β∆. Let Θ0 = {β : β∆ = 0}, ΘI = {β :
β∆ ≥ 0}, ΘD = {β : β∆ ≤ 0}, and ΘM = ΘI ∪ ΘD. Then the hypotheses for the increasing
one-sided test can be stated as
H0 : β ∈ Θ0 and HI : β ∈ ΘI \Θ0.
Denote the MLE of β subject to β ∈ Θt for t = 0, I,D as β˜t, the MLE of β subject to β ∈ ΘM
as β˜, the unrestricted MLE of β as βˆ. Let V = (XTW−1X)−1 be the unscaled covariance of
βˆ, and the likelihood ratio statistic be
Λ =
sup{L(β|Y ) : β ∈ Θ0}
sup{L(β|Y ) : β ∈ ΘI} =
L(β˜0|Y )
L(β˜I |Y ) .
Denote Q(β) as the weighted sum of squared errors for a given value of β,
Q(β) = (Y −Xβ)TW−1(Y −Xβ),
and the unscaled variance of βˆ∆ as V∆ = var(βˆ∆)/σ
2 = CV CT . Then the following results
are well-known:
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1. If σ2 is known,
χ¯2I = Q
(
β˜0
)
−Q
(
β˜I
)
is a monotone function of Λ, and its null distribution can be expressed as
P (χ¯2I ≤ c|H0) =
k−1∑
i=0
wi
(
k − 1,V∆,Rk−1+
)
P
(
χ2i ≤ c
)
,
with the vector of χ¯2 weights as described above. (Here and elsewhere, we use χ20 to
represent the distribution that places probability one at 0.)
2. If σ2 is unknown,
E¯2I =
Q
(
β˜0
)
−Q
(
β˜I
)
Q
(
β˜0
)
is a monotone function of Λ, and its null distribution can be expressed as
P (E¯2I ≤ c|H0) =
k−1∑
i=0
wi
(
k − 1,V∆,Rk−1+
)
P
(
Beta
(
i
2
,
1
2
(n− p+ k − 1− i)
)
≤ c
)
.
3. If σ2 is unknown,
F¯I =
Q
(
β˜0
)
−Q
(
β˜I
)
Q
(
βˆ
)
/(n− p)
is not equivalent to a likelihood ratio statistic, but its null distribution can be expressed
as
P (F¯I ≤ c|H0) =
k−1∑
i=0
wi
(
k − 1,V∆,Rk−1+
)
P (iFi,n−p ≤ c) .
4. The test statistics for a decreasing alternative, χ¯2D, E¯
2
D, and F¯D are defined similarly,
with β˜D in the place of β˜I , and have null distributions identical to those given in 1, 2,
and 3, respectively.
While the F¯I statistic is not a likelihood ratio test, it is closely related to E¯
2
I , and can
be motivated by drawing parallels to traditional ANOVA F -tests. The E¯2 and F¯ tests were
compared in Wright (1988) for selected single-factor designs and orderings, with a particular
focus on power. Simulation results support the intuition that the E¯2 test is slightly more
powerful when β satisfies the alternative, but F¯ can be more sensitive to departures from the
null hypothesis when the true value of β does not satisfy the alternative.
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Each of the three test statistics for a monotone alternative is equal to the maximum of
the corresponding test statistics under increasing and decreasing alternatives. Performing the
appropriate one-sided test at double the desired significance level is therefore often a reasonable
approximation of the two-sided test (Bartholomew, 1959b), and simple upper and lower bounds
for the p-value are readily available. In a multiple-testing setting such as RNA-seq, however,
information gained from the distribution of p-values can be used to control false discovery rate
(FDR). Therefore, we use the approach suggested by Bartholomew (1959b) to obtain exact
p-values. Let EI and ED denote the events where the test statistic for an increasing and
decreasing alternative, respectively, is greater than c. Then the exact tail probability under
the null hypothesis with the monotone alternative is
P (EI or ED|H0) = P (EI |H0) + P (ED|H0)− P (EI and ED|H0)
= 2P (EI |H0)− P (EI and ED|H0).
In Section 3.3, we will illustrate exact computation of P (EI and ED|H0) for each of the test
statistics for k = 3 groups.
3.2.2 Analysis of RNA-seq Data
The R package limma was originally created for identifying differentially expressed genes
in microarray experiments (Smyth, 2005). It assumes a hierarchical model for the data, where
each gene follows a linear model. For gene g, assume
E(Yg) = Xβg,
where Yg is a vector of normalized expression summaries, X is a known, full-rank design matrix,
and βg is a vector of coefficients. Also assume
Var(Yg) = σ
2
gWg,
where Wg is a known, positive definite weight matrix and σ
2
g is the unknown error variance.
Given independent estimators βˆg and s
2
g of βg and σ
2
g , respectively, assume
βˆg ∼ N
(
βg, σ
2
gVg
)
,
34
where Vg is a known positive definite, and
s2g|σ2g ∼
σ2g
dg
χ2dg ,
where dg is the residual degrees of freedom for the linear model of gene g. Now suppose
1
σ2g
ind∼ 1
d0s20
χ2d0 .
Assuming conditional independence across genes, given the values of s2g,
E−1
(
1
σ2g
∣∣∣∣s2g) = d0s20 + dgs2gd0 + dg = s˜2g.
Smyth (2005) then shows the following:
1. Under the null hypothesis H0g : βgj = 0, t˜gj =
βˆgj
s˜g
√
vgj
∼ td0+dg , where vgj is the jth
element of the diagonal of Vg. Intuitively, d0 can be thought of as a measure of the
amount of extra information borrowed from other genes via the hierarchical model.
2. Simultaneous contrasts of βg can also be tested using s˜
2
g. For any (k − 1)× p matrix Cg
of rank k − 1, under H0g : Cgβg = 0,
F˜g =
(Cgβˆg)
T
(
s˜2gCgVgC
T
g
)−1
(Cgβˆg)
k − 1 ∼ Fk−1,d0+dg .
3. The marginal distribution of s2g is a scaled F distribution,
s2g ∼ s20Fdg ,d0 .
Using this result, closed form estimators of s20 and d0 are derived by matching the first
two central moments of log s2g to their empirical values.
4. Smyth (2005) argues convincingly that the closed form estimators of d0 and s
2
0, dˆ0 and
sˆ20 respectively, are close approximations, and therefore the distributions of t˜gj and F˜g
computed using dˆ0 and sˆ
2
0 under the null hypothesis closely follow tdˆ0+dg and Fk−1,dˆ0+dg ,
respectively.
RNA-seq data does not readily fit into this linear model framework, however, because
RNA-seq provides counts, rather than continuous measures of transcript abundance. Popular
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methods for analysis of RNA-seq data include edgeR and DESeq2. The counts for each gene are
assumed to follow negative binomial distributions, with the log of the mean a linear function of
sample-specific normalization factors and unknown user-sepecified parameters corresponding
to the experimental design, such as genotype or treatment effects. The unknown parame-
ters, including gene-specific dispersions, are estimated using maximum likelihood, although the
dispersion parameters are typically moderated, such as shrunk towards a common value, or
towards an estimated smooth function of each gene’s overall level of expression (Love et al.,
2014; Robinson et al., 2010; Robinson and Smyth, 2008). Extensions to this approach include
quasilikelihood methods (Lun et al., 2016; Lund et al., 2012) and shrinkage of fold-change esti-
mates, particularly in low-count genes where the variance of the log fold-change is large (Love
et al., 2014; McCarthy et al., 2012). Some Bayesian approaches also assume counts within a
gene follow a negative binomial distribution (Van De Wiel et al., 2013; Hardcastle and Kelly,
2010).
As an alternative to count-based methods, Law et al. (2014) propose to log-transform
the normalized count data, estimate the mean-variance relationship, and then apply limma
to the log-transformed data and observation weights (which define a diagonal W using our
previous notation) determined by the estimated mean-variance trend. Simulations show that
performance using this voom-limma method compares favorably to that of established count-
based methods in terms of power and ability to control error rate (Law et al., 2014; Soneson
and Delorenzi, 2013).
In the following developments, we will drop the gene specific subscript g for simplicity. We
also make the slightly stronger assumption that Y itself is normally distributed, which implies
the desired distributional results for βˆ and s2. Given a collection of p-values, we apply the
methods of Nettleton et al. (2006) to estimate the true number of null hypotheses, n0, denoted
as nˆ0. Then, following Storey (2002), we define FDR as the expected proportion of type I errors
among all rejected null hypotheses (with the proportion defined as 0 when no null hypotheses
are rejected) and compute q-values by
q(i) = min
j≥i
p(j)nˆ0
j
,
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where p(j) is the j
th ordered p-value. To obtain approximate control of FDR at level α, we
reject the null for any qi < α.
3.2.3 Computation of β˜
We now briefly discuss computation of β˜, the MLE of β subject to β ∈ ΘM = ΘI ∪ ΘD.
Because β˜I and β˜D are the MLEs of β under increasing and decreasing means, respectively,
β˜I = argsup{β:β∈ΘI}L(β|Y ) and β˜D = argsup{β:β∈ΘD}L(β|Y ). It immediately follows that
β˜ = argmax{β˜I ,β˜D}L(β|Y ). Thus, one possible approach for computation of β˜ is to use
established quadratic solvers to find both β˜I and β˜D.
Alternatively, we know that under Gaussian errors, the (generalized) least squares estimator
βˆ is the MLE of β, and is also normally distributed with a covariance of σ2V . If βˆ ∈ ΘM ,
then βˆ = β˜. If βˆ /∈ ΘM , then β˜ will lie on the boundary of ΘM , and is in fact the closest V -
orthogonal projection onto the boundary of ΘM (Silvapulle and Sen, 2011). But membership
in ΘM only depends on the value of βˆ∆, and because βˆ follows a normal distribution, the
marginal distribution of βˆ∆ is also Gaussian. Therefore, only βˆ∆ and V∆ are required to find
β˜∆. The following theorem (which is stated and proved as Theorem 6.1 in Monahan (2008),
for example) is useful for showing that given βˆ∆ and V∆, we can find not only find β˜∆, but
also Q
(
β˜0
)
−Q
(
β˜
)
.
Theorem 3.1. Let Q(β) be as previously defined, KTβ be a set of linearly independent es-
timable functions, and βˆH be part of a solution to the restricted normal equations with constraint
KTβ = m. Then
Q
(
βˆH
)
−Q
(
βˆ
)
=
(
KT βˆ −m
)T [
KT
(
XTX
)−1
K
]−1 (
KT βˆ −m
)
.
It can be seen this Theorem extends to generalized least squares by considering the trans-
formation W−1/2Y , where W−1/2W−1/2 = W−1. We then have
Q
(
β˜0
)
−Q
(
β˜
)
= ||β˜∆||2V∆ =
(
β˜∆
)T
V −1∆ β˜∆,
because β˜0 is estimated subject to the restriction Cβ = β∆ = 0.
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Thus, as we develop the monotone tests (whose statistics we denote by χ¯2M , E¯
2
M , and F¯M ),
we may limit our attention to βˆ∆ = [βˆ∆1 , βˆ∆2]
T and V∆. When σ
2 is unknown, we will also
require the corresponding denominator, either Q
(
β˜0
)
for E¯2M , or
Q(βˆ)
n−p for F¯M .
3.3 Monotone Likelihood Ratio Test and Related Tests
We now demonstrate computation of β˜ and computation of exact p-values for a likelihood
ratio test with a monotone alternative, in the context of model (3.2), for k = 3. In the spirit of
Silvapulle and Sen (2011), we will consider three successive cases. We first assume σ2 = 1 and
V∆ = I. We then relax the second assumption, and let V∆ be a known covariance matrix, and
finally also let σ2 be unknown. This third case is of the most practical use in the voom-limma
pipeline. For the third case, we also discuss the F¯M statistic for a monotone alternative. As
with the one-sided test, it is straightforward to show that our test statistics Q
(
β˜0
)
−Q
(
β˜
)
and
Q(β˜0)−Q(β˜)
Q(β˜0) are monotone functions of Λ when σ
2 is known, and unknown, respectively.
In each of the following, we consider the hypotheses
H0 : β ∈ Θ0 and HM : β ∈ ΘM \Θ0.
3.3.1 σ2 known, V∆ = I
We will first illustrate a direct derivation of the null distribution of χ¯2M , followed by a
more generalizable method following the strategy suggested by Bartholomew (1959b). Without
loss of generality, assume σ2 = 1. The left-hand panel of Figure 3.1 depicts examples of
constrained MLEs and labels the first and third quadrants as A1 and divides the second and
fourth quadrants into A2 and A3. As indicated in Section 3.2.1, in the context of model (3.2),
the horizontal axis β∆1 = µ2 − µ1 is the mean difference between groups 1 and 2, the vertical
axis β∆2 = µ3 − µ2 is the mean difference between groups 2 and 3. Then Θ0 is represented by
the origin β∆1 = β∆2 = 0, and ΘM is represented by A1. As previously described, for βˆ∆ ∈ A1,
β˜ = βˆ. Otherwise, β˜∆ is the shortest V∆-orthogonal projection onto A1. Table 3.1 summarizes
computation of β˜∆ and χ¯
2
M for each case.
38
Table 3.1: β˜∆ and χ¯
2
M as a function of βˆ∆
Case β˜∆ χ¯
2
M = ||β˜∆||2V∆
βˆ∆ ∈ A1 βˆ∆ βˆ2∆1 + βˆ2∆2
βˆ∆ ∈ A2
(
0, βˆ∆2,
)T
βˆ2∆2
βˆ∆ ∈ A3
(
βˆ∆1, 0
)T
βˆ2∆1
●
●
●
●
●
A1
A1
A2
A2
A3
A3
β^∆ = β~∆
β^∆
β^∆
β~∆
β~∆
||β~ ∆|
|2 = β
^ ∆1
2 +
β^ ∆2
2
||β~
∆ || 2
= β^
∆2
2
||β~∆||2 = β^∆1
2
β
∆1
=
−β
∆2
β∆1
β ∆
2
B
B
χM
2
= c
(
c
,
 
−
c)
●
β∆1
β ∆
2
β ∆
2
β ∆
2
Figure 3.1: Left panel: Constrained MLE and computation of χ¯2M for σ
2 = 1 and V∆ = I.
Right panel: The rejection region of χ¯2M for σ
2 = 1 and V∆ = I lies outside the shaded area.
B denotes
{
βˆ∆ : χ¯
2
I ≥ c, χ¯2D ≥ c
}
, the intersection of the rejection regions for the increasing
and decreasing tests.
Under the null hypothesis, P (βˆ∆ ∈ A1) = 12 , independent of ||βˆ∆||2 (Silvapulle and Sen,
2011). Furthermore, because βˆ∆ is bivariate normal with covariance I by assumption in this
first case, we have βˆ2∆1 + βˆ
2
∆2 ∼ χ22.
Next, we note χ¯2M = βˆ
2
∆2 for βˆ∆ ∈ A2 and χ¯2M = βˆ2∆1 for βˆ∆ ∈ A3, or
χ¯2M = max{βˆ2∆1, βˆ2∆2} for βˆ∆ ∈ A2 ∪A3.
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Under the null hypothesis, P (βˆ∆ ∈ A2∪A3) = 12 , and βˆ2∆1 and βˆ2∆2 are independent χ21 random
variables given βˆ∆ ∈ A2∪A3. Thus, for βˆ∆ ∈ A2∪A3, χ¯2M has the distribution of max{Z21 , Z22},
where Z21 and Z
2
2 are two independent χ
2
1 random variables. Collecting the preceding, under
H0,
χ¯2M =

βˆ2∆1 + βˆ
2
∆2 ∼ χ22 if βˆ∆ ∈ A1
max{βˆ2∆1, βˆ2∆2} ∼ max{Z21 , Z22} if βˆ∆ ∈ A2 ∪A3
(3.3)
and
P (χ¯2M ≥ c) =
1
2
P (χ22 ≥ c) +
1
2
(
1− P (χ21 ≤ c)2
)
.
This type of direct derivation of the null distribution of χ¯2M is possible for a few special cases
outside of V∆ = I. Alternatively, we can use the approach from Bartholomew (1959b). Let
χ¯2I and χ¯
2
D denote the test statistics from the tests for increasing means and decreasing means,
respectively. Note that χ¯2M = max{χ¯2I , χ¯2D}. Then, under H0,
P (χ¯2M ≥ c) = P (χ¯2I ≥ c) + P (χ¯2D ≥ c)− P (χ¯2I ≥ c, χ¯2D ≥ c)
= 2P (χ¯2I ≥ c)− P (χ¯2I ≥ c, χ¯2D ≥ c),
with the last step holding because both the increasing and decreasing test statistics are known
to follow the same χ¯2I null distribution. The right-hand panel of Figure 3.1 depicts the critical
region of the monotone test, which is outside of the shaded area marking all βˆ∆ such that
χ¯2M ≤ c. The region B denoted by the dashed lines in the second and third quadrants depicts
the set
{
βˆ∆ : χ¯
2
I ≥ c, χ¯2D ≥ c
}
. By the arguments above, the dashed lines lie on βˆ∆1 = ±
√
c
and βˆ∆2 = ±
√
c. Since βˆ∆1, βˆ∆2
iid∼ N(0, 1) under H0, by symmetry, P (βˆ∆ ∈ B) = 2Φ(−
√
c)2,
where Φ is the standard normal distribution function. Thus, for c > 0,
P
(
χ¯2M ≥ c
)
= 2P
(
χ¯2I ≥ c
)− P (χ¯2I ≥ c, χ¯2D ≥ c)
= 2
[
w2
(
2, I,R2+
)
P
(
χ22 ≥ c
)
+ w1
(
2, I,R2+
)
P
(
χ21 ≥ c
)]− 2Φ (−√c)2
= 2
[
1
4
P
(
χ22 ≥ c
)
+
1
2
P
(
χ21 ≥ c
)]− 2Φ (−√c)2
=
1
2
P
(
χ22 ≥ c
)
+ P
(
χ21 ≥ c
)− 2Φ (−√c)2
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It is straightforward to see that the distributions specified by the direct and by the two-sided
method are equivalent.
3.3.2 σ2 known, V∆ known
Again assume σ2 = 1. Consider the transformation γ = Aβ∆, where A is such that
V −1∆ = A
TA. Then γˆ ∼ N(γ = Aβ∆, I), and an equivalent test is
H0 : γ ∈ Γ0 and HM : γ ∈ ΓM \ Γ0
where Γ0 = {γ : A−1γ = 0} and ΓM = {γ : A−1γ ≥ 0 or A−1γ ≤ 0}. Also, ||γ||2 =
βT∆V
−1
∆ β∆ = ||β∆||2V∆ . Due to the invariance of MLEs, γˆ = Aβˆ∆, and we need only to find γ˜,
the constrained MLE of γ, to compute χ¯2M . The left-hand panel of Figure 3.2 is the analogue
to Figure 3.1 with a known V∆ and the axes transformed to the γ coordinate system.
●
●
●
●
●
A1
A1
A2
A2
A3
A3
γ^ = γ~
γ^
γ^
γ~
γ~
2pi(0.
5 −
q) = θ
||γ~ ||
2 =
||β^ ∆|
| V µµ2
||γ~||2
||γ~||2 = γ^12
γ1
γ 2
B
B
χM
2
= c
g1=
( c , ψ
)
●
γ1
γ 2γ 2 γ 2
Figure 3.2: Left panel: Constrained MLE and computation of χ¯2M for σ
2 = 1 and a known V∆,
with q as defined in Equation 3.1. Right panel: The rejection region of χ¯2M for σ
2 = 1 and
a known V∆ lies outside the shaded area. B denotes
{
γˆ : χ¯2I ≥ c, χ¯2D ≥ c
}
, the intersection of
the rejection regions for the increasing and decreasing tests.
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Note the acute angles of A1 result from a negative correlation (ρ) between βˆ∆1 and βˆ∆2.
We will assume a negative correlation throughout the remainder of this paper, but a positive
correlation follows the same procedure with at most minor changes to account for the domains of
trigonometric functions. Recalling the definition of q in Equation 3.1, the angle θ = 2pi(0.5−q),
depends on the correlation ρ; as ρ→ 0, θ → pi2 , and as ρ→ −1, θ → 0. γ˜ is still the orthogonal
projection of γˆ onto the boundary of ΓM when γˆ /∈ ΓM . The right-hand panel of Figure 3.2 is
the analogue of Figure 3.1, with the solid line again representing all γ such that χ¯2M = c, and
the dashed lines enclosing B marking the set
{
γˆ : χ¯2I ≥ c, χ¯2D ≥ c
}
. We again write
P
(
χ¯2M ≥ c
)
= 2P
(
χ¯2I ≥ c
)− P (χ¯2I ≥ c, χ¯2D ≥ c)
= 2
[
w2
(
2,V∆,R2+
)
P
(
χ22 ≥ c
)
+ w1
(
2,V∆,R2+
)
P
(
χ21 ≥ c
)]− P (γˆ ∈ B)
= 2
[
(0.5− q)P (χ22 ≥ c)+ 12P (χ21 ≥ c)
]
− P (γˆ ∈ B)
= (1− 2q)P (χ22 ≥ c)+ P (χ21 ≥ c)− P (γˆ ∈ B) .
To find P
(
γˆ ∈ B), we first show that the coordinates of the vertices of B are functions
of c and θ. As depicted in the right panel of 3.2, the vertex g1 = (
√
c, ψ) clearly lies on the
line γ1 =
√
c. Recall θ = 2pi(0.5 − q), and set δ = tan(θ). Then δ is the slope of one of the
boundaries of A1. Note g1 lies on the line that is orthogonal to the dotted line γ2 = δγ1, and
intersects with it at (a, δa), where a2 + (δa)2 = c. Then a = −
√
c
δ2+1
. It then follows that
g1 =
(√
c, ψ = δa+
a−√c
δ
)
.
For computation of P (γˆ ∈ B), we propose an affine transformation of γ with necessary
shear to transform B to a union of two rectangles and a reflection about the y-axis. Noting
that θ also denotes the angle between the dashed lines in the right-hand panel of Figure 3.2,
the corresponding affine transformation will be υ = Uγ, where
U =
 −1 0
tan(pi2 − θ) 1
 .
The left-hand panel of Figure 3.3 depicts the rejection region in Figure 3.2 as a function of υ.
This transformation simplifies the computation of P (γˆ ∈ B) = P (Uγ ∈ UB) to two times the
value of the bivariate normal distribution function with covariance UUT evaluated at Ug1.
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Figure 3.3: Left panel: Figure 3.2 transformed by υ = Uγ for computation of P (υ ∈ B).
The rejection region of χ¯2M for σ
2 = 1 and a known V∆ lies outside the shaded area. B
denotes
{
Uγˆ : χ¯2I ≥ c, χ¯2D ≥ c
}
, the intersection of the rejection regions for the increasing and
decreasing tests. Right panel: The rejection region of E¯2M for σ
2 unknown and V∆ known lies
outside the shaded area and within the unit circle. B = ⋃4i=1Bi denotes {ξˆ : E¯2I ≥ c, E¯2D ≥ c},
the intersection of the rejection regions for the increasing and decreasing tests.
3.3.3 σ2 unknown, V∆ known
When σ2 is unknown, the methods of the previous section for finding β˜∆ still hold, but the
likelihood ratio test is now in the form of the E¯2 statistic. The null distribution of E¯2M is
P (E¯2M ≥ c) = 2P (E¯2I ≥ c)− P (E¯2I ≥ c, E¯2D ≥ c)
= (1− 2q)P
(
Beta
(
1,
n− p
2
)
≥ c
)
+ P
(
Beta
(
1
2
,
n− p− 1
2
)
≥ c
)
− P (E¯2I ≥ c, E¯2D ≥ c)
To find P (E¯2I ≥ c, E¯2D ≥ c), again transform β∆ by γ = Aβ∆, so that now
γˆ ∼ N(Aβ∆, σ2I),
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but now consider
ξˆ =
γˆ√
Q
(
β˜0
) .
We now show that, transformed to polar coordinates, ξˆ is distributed under the null at a
uniform angle within the unit circle with a squared radius
r2 =
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
γˆ√
Q
(
β˜0
)
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
2
∼ Beta
(
1,
n− p
2
)
.
Suppose β∆ = 0. Note that∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
γˆ√
Q
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∣∣∣∣∣∣∣∣
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=
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)
−Q
(
βˆ
)
Q
(
β˜0
)
=
Q
(
β˜0
)
−Q
(
βˆ
)
Q
(
βˆ
)
+Q
(
β˜0
)
−Q
(
βˆ
) ,
=
(
Q
(
β˜0
)
−Q
(
βˆ
))
/σ2
Q
(
βˆ
)
/σ2 +
(
Q
(
β˜0
)
−Q
(
βˆ
))
/σ2
,
where Q
(
βˆ
)
/σ2 ∼ χ2n−p independent of
(
Q
(
β˜0
)
−Q
(
βˆ
))
/σ2 ∼ χ22. Thus,
r2 ∼ Beta
(
2
2
,
n− p
2
)
.
Furthermore, ξˆ2
ξˆ1
= γˆ2/σγˆ1/σ is distributed as the ratio of two independent, standard normal random
variables, and thus ξˆ2
ξˆ1
∼ Cauchy(0, 1). Therefore, using a two-argument version of tan−1, the
angle of ξˆ,
η = tan−1
(
ξˆ2
ξˆ1
)
∼ Uniform(0, 2pi),
with the distribution following from a straightforward change of variable.
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The right-hand panel of Figure 3.3 again depicts the rejection region of the monotone test,
with B = ⋃4i=1Bi denoting the set {ξˆ : E¯2I ≥ c, E¯2D ≥ c}. By the symmetry of B , the uniform
distribution of η, and the independence of η and r2, P (ξˆ ∈ B) = 4P (ξˆ ∈ B1). It follows that
P
(
E¯2I ≥ c, E¯2D ≥ c
)
can be found via the double integral below, with limits as defined in the
paragraph following the expression.
P
(
E¯2I ≥ c, E¯2D ≥ c
)
= 4P
(
ξˆ ∈ B1
)
= 4
∫ η2
η1
∫ 1
c/ cos2(η)
2
(
1− r2)
2pi
dr2dη
=
2
pi
∫ η2
η1
1− 2c
cos2 (η)
+
c2
cos4 (η)
dη
=
2
pi
[
η − 2c tan (η) + c
2 (2 + cos (2η)) tan (η)
3 cos2 (η)
]η2
η1
As depicted in the right-hand panel of Figure 3.3, ξˆ ∈ B1 if ξˆ1 >
√
c and η ∈ (η1, η2), where
ηt = tan
−1(gt2/gt1) for gt = (gt1, gt2), t = 1, 2.
But r = ξˆ1cos(η) , so the limits for r
2 immediately follow. The limits of integration for η are
functions of g1 and g2. Clearly, both points fall on the line ξ1 =
√
c, and in fact, g1 =(√
c, δa+ a−
√
c
δ
)
just as before, with δ = tan(θ) and a = −
√
c
δ2+1
. Since g2 lies on the unit
circle, we also have g2 = (
√
c,
√
1− c). Given η1 and η2, we need only evaluate the integral
above, and subtract it from 2P (E¯2I ≥ c) to get the desired tail probability.
In addition to the E¯2M test, we can also find exact p-values for the monotone F¯M test. We
adopt the same union-intersection of one-sided tests approach to get the null distribution
P
(
F¯M ≥ c
)
= 2P
(
F¯I ≥ c
)− P (F¯I ≥ c, F¯D ≥ c)
= (1− 2q)P (2F2,n−p ≥ c) + P (F1,n−p ≥ c)− P
(
F¯I ≥ c, F¯D ≥ c
)
.
We take a similar approach to computation of P
(
F¯I ≥ c, F¯D ≥ c
)
as in the case of known
V∆ and known σ
2. Again transform β∆ by γ = Aβ∆, so that now γˆ ∼ N
(
Aβ∆, σ
2I
)
, but
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now consider
ξˆF =
γˆ√
Q
(
βˆ
)
/(n− p)
=
γˆ
s
.
The rejection region for F¯M is the same shape as the one in Figure 3.2, but in the ξ
F coordinate
system. Because s2 is independent of βˆ, under the null hypothesis, ξˆF is distributed as a
multivariate t with n− p degrees of freedom, centered at 0, with covariance I, or
ξˆF ∼ tn−p(0, I).
For computational ease, we again perform the affine transformation UξˆF , with U defined
as previously, yielding a region such as the one in the left-hand panel of Figure 3.3, but now
P (F¯I ≥ c, F¯D ≥ c) is two times the value of the bivariate t distribution function with covariance
UUT and n− p degrees of freedom evaluated at Ug1 .
3.3.4 Monotone LRT in voom-limma
Given the form of the F¯ statistic, a natural extension is to incorporate the moderated error
variance estimates produced by limma, s˜2. The proof that the one-sided ordered test
F¯I˜ =
Q
(
β˜0
)
−Q
(
β˜
)
s˜2
has a null distribution of
P (F¯I˜ ≤ c|H0) =
k−1∑
i=0
wi
(
k − 1,V∆,Rk−1+
)
P (iFi,n−p+d0 ≤ c),
where d0 is the corresponding degrees of freedom, proceeds directly from the proof of the null
distribution of F¯I , using s˜
2 in place of s2 and the previous properties of s˜2 shown by Smyth
(2005). It follows that the two-sided test will have a null distribution of
P (F¯M˜ ≥ c) = 2P (F¯I˜ ≥ c)− P (F¯I˜ ≥ c, F¯D˜ ≥ c)
= (1− 2q)P (2F2,n−p+d0 ≥ c) + P (F1,n−p+d0 ≥ c)− P (F¯I˜ ≥ c, F¯D˜ ≥ c).
The discussion of P (F¯I ≥ c, F¯D ≥ c) also applies to P (F¯I˜ ≥ c, F¯D˜ ≥ c), with the exception
that the final step relies on the bivariate t distribution function with covariance UUT and
n− p+ dˆ0 degrees of freedom.
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3.3.5 Alternative Tests
We have developed three exact tests for the monotone alternative that we may apply to
voom-tranformed and weighted data: E¯2M , F¯M , and F¯M˜ . We now introduce four existing
testing procedures as alternatives, two that can be performed by limma, and a test based on
the difference between the extreme means under the monotone order restriction, using either
s2 or s˜2 to estimate error variance. First, we may perform the moderated F -test with an
unrestricted alternative, with
H0 : β∆ = 0 and HA : β∆ 6= 0.
We would naturally expect this test to have less power inside of the region corresponding to
monotone genotype effects, although limma theoretically achieves improved performance by
using s˜2. More closely related to our two-sided ordered alternative, we may also impose a
linear relationship between the response mean and the number of copies of the duplicated
region. Rather than treating genotype as a factor when constructing the design matrix X, we
can treat the number of copies of the duplicated region as a quantitative variable. Let β be the
coefficient of β corresponding to the column of the design matrix X that contains the number
of copies of the duplicated region. Then we can perform a moderated t-test of
H0 : β = 0 and HA : β 6= 0.
This alternative parameter space corresponds to the β∆1 = β∆2 line, excluding the origin, as
we are testing a null of equal genotype means vs. the alternative
µ2 − µ1 = µ3 − µ2 = β 6= 0,
or
β∆1 = β∆2 = β 6= 0.
Finally, we also consider a test for ordered means introduced in Williams (1971), which
is commonly referred to as the Williams test. As with the likelihood-based tests, most work
has focused on the one-sided test, but the statistic can easily be adapted for a two-sided test.
Simulations show that the Williams test performs comparably to the χ¯2 test and better than
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Jonckheere’s test for simple orderings, particularly as k increases (Williams, 1971; Marcus,
1976; Williams, 1972). In a similar vein as Farnan et al. (2014), the Williams test statistic we
use
RM =
µ˜3 − µ˜1
s
=
β˜∆1 + β˜∆2
s
alludes to a typical t-test, with µ˜i representing the constrained MLE of the mean of group
i under HM . Additionally, we will evaluate the test using the moderated error variances
produced, by limma,
RM˜ =
β˜∆1 + β˜∆2
s˜
.
As the null distribution of RM is only known for special cases for the one-sided test, we will
obtain p-values using the following simulation procedure:
1. For each gene, simulate ξF(r) ∼ tn−p(0, I) for r = 1, . . . , nB. In this paper, we used
nB = 50, 000. These correspond to draws from the null distribution of ξˆ
F , and can be
used to find constrained MLEs ξ˜(r) as in Figure 3.2.
2. For each gene and each r, find Aξ˜(r) =
(
β˜∆
)(r)
/s.
3. For each gene and each r, compute R
(r)
M .
4. For each gene, approximate the p-value as∑nB
r=1 I(|R(r)M | ≥ |RM |)
nB
.
An approximate p-value for RM˜ can be found in the same manner, but using n − p + d0
degrees of freedom in the first step. Because A is different for each gene, the computational
time required is many times greater than that for the likelihood ratio and F¯M tests, at least for
the k = 3 case. However, total computing time for a set of 26, 000 genes is still well under 10
minutes on any modern personal computer. The rejection region of the Williams test is similar
to the one depicted in Figure 3.2, but the circular segments of region A1 (as depicted in the
left-hand panel of Figure 3.2) are replaced by straight lines. The vertices of the resulting shape
depend onthe matrix A, so a general comparison of the rejection regions for F¯M and RM is not
possible, but they are clearly closely related in this case.
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3.4 Simulation Experiment and Results
To evaluate the performance of each of the seven possible tests, we simulate 100 sets of
10, 000 genes for each combination of specified proportions of null genes and genes with mono-
tone expression patterns. To obtain a distribution for gene expression levels and patterns, we
perform an edgeR analysis on the data set of Zuo et al. (2016). This produces estimates of the
sample-specific normalization factors and gene-specific block and genotype effects, as well as
estimates of the negative binomial dispersion parameter for each of the 26, 354 genes included
in the analysis. We will use these values to simulate negative binomial count data. We also
obtain edgeR estimates under the null hypothesis of equal means to use when simulating null
genes. The distributions of p-values obtained from both our F¯M˜ and the edgeR likelihood ratio
test of equal means for an unrestricted alternative yield estimates of the proportion of null
genes, pi0, near 0.98. We will therefore simulate data with pi0 = 0.98, 0.95, 0.9, 0.85, 0.75. To
select genes to be simulated as null, we apply a convex decreasing density estimator (Langaas
et al., 2005) to the p-values of the edgeR test to get pˆi0g, the estimated probability that gene g
is null. We then randomly sample genes with replacement using selection probabilities for each
gene g set to
pˆi0g∑
j pˆi0j
. Genes chosen to be null are assigned parameters from the edgeR analysis
under the null hypothesis.
Non-null genes are simulated as either monotone or non-monotone. If each possible ordering
of means were equally likely, we would expect 1/3 of genes to have a monotone expression
pattern. In our observed data, of the genes with p-values below the 5th percentile, about 85%
had estimated genotype effects in a monotone order. Therefore, we set the proportion of non-
null genes that are monotone, piM , to either 1/3, 2/3, or 0.85. Note that the proportion of genes
simulated to be non-null and monotone is then (1− pi0)piM . The remaining non-null genes are
simulated to have non-monotone expression patterns. To select true means for the non-null
genes, we use the edgeR-estimated expression patterns to create monotone and non-monotone
sets. We then randomly select from each set, with replacement, using probability for the gth
gene proportional to 1− pˆi0g.
49
We then simulate each gene independently from a negative binomial distribution with the
specified means and dispersion parameter. This yields a matrix of counts which we may then
analyze with voom and perform the tests of interest at a nominal FDR α level of 0.05. We
compare the performance of each test using three measures. First, we find the partial area
under the receiver operating characteristic curve (pAUC) for false positive rate ranging from
0 to 0.1. We define a false positive as rejecting the null hypothesis for a null-generated gene;
rejecting the null hypothesis for a non-null, non-monotone gene is classified as a true positive.
To evaluate performance specifically on monotone genes, we also record the proportion of non-
null, monotone genes that each test classifies as non-null. Finally, we examine the empirically
estimated FDR of each test, again defining a false discovery only as rejecting the null hypothesis
for a true null gene.
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Figure 3.4: Partial area under the receiver operating characteristic curve (pAUC) for false
positive rate ranging from 0 to 0.1 for each of 7 different tests under each simulation setting.
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Figure 3.4 displays the pAUC values from 100 simulated data sets of each test for every
combination of values pi0 and piM . We observe that the three tests not using limma’s moderated
error variance are outperformed by those that do for every case. In fact, each of these three
tests has relatively low capability for distinguishing between null and non-null genes compared
to the other four, and consequently will be left out of the remaining figures. However, we still
note that when the proportion of monotone genes is low, the pAUC of E¯2M lags behind that of
F¯M and RM ; as piM increases, E¯
2
M begins to perform better than the two other unmoderated
tests. This echoes the results of Wright (1988) discussed in Section 3.2.1 indicating that when
the truth satisfies the alternative hypothesis of monotone genotype effects, the E¯2M test will
outperform the unmoderated F¯M test.
Of the four remaining tests, the linear dosage test performs slightly worse than F¯M˜ , RM˜ ,
and the limma test with an unrestricted alternative, except when the proportion of monotone
genes is highest. This is to be expected, as the linear dosage test has the most restrictive
alternative, and the ROC curve most closely corresponds to the test of equal means against an
unrestricted alternative. For piM =
1
3 , the pAUC from the unrestricted limma test is slightly
higher than from F¯M˜ and RM˜ , but by piM =
2
3 the relationship is reversed, and for piM = 0.85
(a realistic value for our motivating data set) the two monotone tests clearly outperform the
unrestricted test.
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Figure 3.5: Proportion of rejected null hypotheses by tests using limma’s moderated error
variance among non-null, monotone genes under each simulation setting.
Figure 3.5 shows the proportion of non-null, monotone genes declared to be non-null by
each of the four remaining tests. In almost every case, RM˜ is the most powerful, followed
by F¯M˜ , and then the limma tests. Looking at each row, which corresponds to holding pi0
constant while increasing piM , it appears that the proportion of monotone genes declared non-
null often increases within each test type, and that the sensitivity of the linear dosage test
increases at a higher rate than that of the unrestricted test. Also note that the proportion
detected by each test tends to increase within each column of plots, when pi0 decreases with
piM held constant. A possible explanation for this pattern lies in the distribution of expression
patterns used to generate the data. On average, genes with the smallest p-values in the observed
data set tended to have expression patterns estimated to be monotone. Thus, genes differing
greatly from the null might be more likely to be used as part of the distribution of monotone
expression patters. Then as more monotone genes are simulated, either by increasing piM or
52
decreasing pi0, the greater number of non-null monotone genes offer much more evidence that
the entire distribution of p-values is non-uniform, and that the number of non-null genes is
larger. This, especially for the monotone and linear dosage tests that are more sensitive to
monotone departures from the null, results in a greater increase of detected monotone genes
than non-null, non-monotone genes, yielding an increase in the proportion of monotone genes
detected.
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Figure 3.6: Proportion of rejected null hypotheses that are Type I errors by tests using limma’s
moderated error variance under each simulation setting, when attempting to control FDR at a
0.05 level.
Figure 3.6 plots the proportions of true null genes among rejected null hypotheses of each
of the four remaining tests under each simulation setting when attempting to control FDR
at a 0.05 level. The tests are nearly universally conservative, with medians at or below 0.05.
Note that as the number of non-monotone, non-null genes increases, the linear dosage test
in particular become more conservative than desired. The estimated FDRs of F¯M˜ and RM˜
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are remarkably similar to those of the unrestricted test, indicating that the monotone tests
may retain limma’s demonstrated ability to control FDR. Finally, recall that the RM˜ test had
slightly higher power than the other tests, and correspondingly Figure 3.6 shows it also has
slightly higher estimated FDR. This is evidence that the orderings of genes implied by F¯M˜ and
RM˜ are not significantly different, but that in these simulations, RM˜ has slightly higher power
than F¯M˜ , particularly for true monotone genes.
That F¯M˜ and RM˜ are competitive with the unrestricted limma test, and even achieve
higher pAUC as the proportion of monotone genes increases, is encouraging. Furthermore,
both of these monotone tests show increased sensitivity to genes that have true underlying
monotone expression patterns, but still control FDR at levels similar to standard limma tests.
This indicates these tests may be applied to all genes in cases where any differential expression
is of interest, but increased power for detection of monotone genes is desired, as they are
also capable of detecting non-monotone departures from the null hypothesis. The Appendix
contains results for a similar simulation study, however, instead of using p-values from an edgeR
test to determine the gene selection probabilities, p-values from the F¯M˜ test are used. Because
F¯M˜ is more sensitive to monotone departures from the null, one might expect the simulated
non-null and monotone genes to be more difficult to detect. However, analogs for Figures 3.4–
3.6 show the same relationships between tests and parameter settings that we observed using
edgeR-based selection probabilities.
Table 3.2: Number of rejected null hypotheses at 0.05 level of FDR control for each test
Test F¯M˜ RM˜ Unrestricted Linear Dosage
Num. Rej. 213 310 173 235
Table 3.2 displays the number of rejected null hypotheses by each test for the observed data
from Zuo et al. (2016). For these data, dˆ0 = 5.74, whereas n− p = 5. It is worth noting that,
among these four sets of genes, each smaller set is nearly a proper subset of each larger set. For
example, the unrestricted test only identified two genes as differentially expressed that were
not also identified by the test using F¯M˜ . This represents an example of our previous claim that
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the monotone tests may be applied to all genes without fear of missing significant amounts of
non-monotone, non-null genes. However, the nature of the three genotypes studied here makes
monotone genotype effects likely, and limits the number of detectable non-null, non-monotone
genes. In cases where genomes have greater differences and there is not a strong a priori belief
in monotone expression patterns, it would not be surprising to observe the unrestricted test
with greater power than the monotone and linear dosage tests, particularly for those genes that
have strong, non-monotone departures from the null.
3.5 Discussion
We have demonstrated computation of exact p-values for two-sided tests of ordered means.
The χ¯2M and E¯
2
M tests are equivalent to likelihood ratio tests. The F¯M test is closely related to
the E¯2M test, but can be readily integrated with the voom-limma pipeline for analysis of RNA-
seq data by substituting the denominator with limma’s moderated error variances, s˜2g. The
Williams test represents another method that can incorporate s˜2g and is particularly well-suited
to monotone means, as opposed to other orderings. Our simulation experiment showed that,
provided we use a test that uses s˜2g to borrow information across genes, tests with monotone
alternatives are able to outperform tests supported by limma with increased sensitivity to
monotone expression patterns, without sacrificing ability to control FDR. Of course, tests with
monotone alternatives can have reduced sensitivity for detecting non-monotone departures from
the null. Thus, the methods we propose are specifically for experiments or studies in which
monotone changes in expression are of particular interest.
This paper focused on k = 3 groups to match our motivating application. The same
approaches may be taken as k increases, but computation of exact p-values, as well as the χ¯2
weights w(k − 1,V ,Rk−1+ ), quickly becomes more difficult, and simulation-based strategies to
approximate both the weights and the p-values may be more practical. A related problem
would be to treat a monotone expression pattern as the null hypothesis, and the unrestricted
case as the alternative,
H0 : β ∈ ΘM and HA : β ∈ Rp \ΘM .
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In this case, the null hypothesis is a union of cones, and the least favorable null value is not
necessarily at β∆ = 0. Additionally, the null distribution of p-values is not uniform and depends
on the true value of β, further complicating simultaneous testing procedures.
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3.6 Appendix
As detailed in Section 3.4, an additional set of simulations was also performed using an
alternate set of gene-selection probabilities. Instead of using p-values from the edgeR test, p-
values from the F¯M˜ test on the data of Zuo et al. (2016) were used. All other parameter settings
and methods were identical those described in Section 3.4. Figures 3.4– 3.6 are reproduced
below for simulations using F¯M˜ -based gene selection probabilities, but conclusions drawn from
this sampling scheme match those from Section 3.4.
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Figure 3.7: For data simulated using F¯M˜ -based gene selection probabilities, partial area under
the receiver operating characteristic curve (pAUC) for false positive rate ranging from 0 to 0.1
for each of 7 different tests under each simulation setting.
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Figure 3.8: For data simulated using F¯M˜ -based gene selection probabilities, proportion of
rejected null hypotheses by tests using limma’s moderated error variance among non-null,
monotone genes under each simulation setting.
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Figure 3.9: For data simulated using F¯M˜ -based gene selection probabilities, proportion of
rejected null hypotheses that are Type I errors by tests using limma’s moderated error variance
under each simulation setting, when attempting to control FDR at a 0.05 level.
62
CHAPTER 4. AN EFFICIENT k-MEANS-TYPE CLUSTERING
ALGORITHM FOR DATASETS WITH MISSING VALUES
A paper to be submitted to IEEE Transactions on Knowledge and Data Engineering
Andrew Lithio and Ranjan Maitra
Abstract
The k-means algorithm is the most popular nonparametric clustering method in use, but
cannot be applied to datasets containing incomplete records. The usual approach to handling
missing data is to either impute the values under assumption of missing-at-random or to ignore
the records with missing values, and then to use the desired clustering method. We develop
an efficient version of the k-means algorithm that allows for clustering cases where not all the
features have been observed. Our extension is called km-means and reduces to the k-means
algorithm when all features are available for all observations. We also provide strategies to
initialize our algorithm and to estimate the number of groups in the dataset. Illustrations
and simulations demonstrate the efficacy of our approach in a variety of settings and patterns
of missing data. Our methods are also applied to the clustering of astronomical data on
gamma-ray bursts and to the analysis of activation images obtained from a functional magnetic
resonance imaging experiment.
4.1 Introduction
The need for partitioning datasets into categories arises in many diverse applications (Mich-
ener and Sokal, 1957; Hinneburg and Keim, 1999; Maitra, 2001; Feigelson and Babu, 1998) and
has a long history (Jain, 2010; Hartigan and Hartigan, 1975; MacQueen et al., 1967; Lloyd,
1982; Kettenring, 2006; Xu and Wunsch, 2009; Melnykov and Maitra, 2010; Maitra et al., 2012).
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Clustering remains an active area of research in statistics, machine learning and the applied
sciences, with development not only on computational challenges (Zhao et al., 2009) but also
on data-driven extensions such as semi-supervised clustering (Basu et al., 2004) and dimension
reduction (Roweis and Saul, 2000). Datasets often have missing values in some features, or
variables, presenting another obstacle for common clustering algorithms and software pack-
ages. Two convenient approaches for clustering data with missing values are marginalization
and imputation (Wagstaff and Laidler, 2005; Little and Rubin, 2014), both of which permit the
use of traditional clustering methods without any further modification. Marginalization, also
called deletion, typically refers to removing from the dataset any observation record missing
a value in at least one feature. An alternative approach, used by some authors, is to remove
the features that have missing records entirely from the dataset. Hybrid methods of the two
deletion schemes as in Chattopadhyay and Maitra (2017) are also used. Yet another whole-data
strategy (Hathaway and Bezdek, 2001) uses the complete records for clustering, followed by a
partial distance approach to classify the incomplete observations. This approach inherently
assumes a missing-completely-at-random mechanism for the unobserved records and features.
Imputation, on the other hand, predicts the missing values, and then assumes those esti-
mates to be equivalent to known and indistinguishable from the observed data. There is sub-
stantial work on imputation methods (Honaker et al., 2011; Buuren and Groothuis-Oudshoorn,
2011; Donders et al., 2006; Park et al., 2016). But because the imputed observations are treated
no differently from observed data, the assumptions used in imputing the values are of critical
importance. Indeed, Wagstaff and Laidler (2005) illustrate how imputation can substantially
degrade performance when model assumptions are violated.
A third approach to clustering with partially missing data avoids marginalization or imputa-
tion but instead develops methods that inherently incorporate the partial nature of the observed
data. Methods adopting this approach include those using soft constraints (Sarkar and Leong,
2001; Wagstaff, 2004), rough sets (Simin´ski, 2013), and the k-means algorithm of Himmelspach
and Conrad (2010) that uses the partial distance of Dixon (1979) and that was also employed in
the classification step of Hathaway and Bezdek (2001). Sarkar and Leong (2001) modify fuzzy
clustering by estimating distances between cluster prototypes and incomplete observations.
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Another approach to incorporating missing values in fuzzy clustering (Simin´ski, 2013; Simn´ski,
2014; Simin´ski, 2015) estimates the cluster centers from the completely observed records and
then imputes multiple values for each missing value. Lower weights are assigned to the aug-
mented observations, which are then included in the objective function. A k-means algorithm
with soft constraints named KSC (Wagstaff, 2004) also separates the data into two sets, but
here the sets are composed of completely observed and partially observed features, instead of
observations. The partially observed features are used to create soft constraints that are added
to the objective function, essentially acting as an additional penalty. This penalty depends on
a user-specified weight that Wagstaff and Laidler (2005) suggests should be determined using
a priori knowledge about the importance of the partially observed features, or tuned using a
labeled subset of data. This methodology works only when all records have complete informa-
tion on at least one feature. Himmelspach and Conrad (2010) analyze performance of several
fuzzy and k-means clustering algorithms on two synthetic datasets and show that a k-means
approach using partial distance is the best performer. Most recently, Chi et al. (2016) developed
a majorization-minimization (Hunter and Lange, 2004; Lange, 2016) approach called k-POD
that can essentially be understood as an iterative imputation approach, where the imputed
values are the current cluster means. Each iteration involves clustering the augmented data
using k-means and then updating the imputed values through the cluster means. The k-POD
algorithm is implemented in the R (R Core Team, 2017) package kpodcluster (Chi and Chi,
2014). k-POD is initialized using the k-means++ algorithm (Arthur and Vassilvitskii, 2007),
but applied on the dataset that is first augmented by imputing the missing values with feature
means. At convergence, k-POD locally minimizes the objective function of the k-means algo-
rithm using partial distances. However, the repeated application of k-means at every iteration
is computationally expensive. Also, the literature is sparse on how the number of groups K
should be estimated for data with incomplete records when K is unknown.
In this paper, we develop a k-means-type efficient clustering algorithm for incomplete
records called km-means. Our proposal generalizes the algorithm of Hartigan and Wong (1979),
which is popular in statistical literature and software, to accommodate incomplete observations.
We also discuss the objective function and the computation of changes to the objective function
65
caused by changing the cluster assignment of an observation. These expressions play central
roles in our generalization of the Hartigan and Wong (1979) algorithm. An initialization strat-
egy is also provided, as well as an adaptation of the jump statistic (Sugar and James, 2003) to
estimate the number of groups in the dataset. Section 4.2 provides our methodological develop-
ments and the algorithm. The performance of our methodology is comprehensively evaluated
in Section 4.3 through a series of large-scale simulation experiments for data sets of different
sizes, numbers of groups, and with different missingness mechanisms and clustering complex-
ities. Our methods are then applied in Section 4.4 to determining the kinds of gamma-ray
bursts in the Burst and Transient Source Experiment (BATSE) 4Br catalog (Paciesas et al.,
1999), as well as the types of activated regions of the brain obtained from functional magnetic
resonance imaging data from a series of simple experiments. We conclude with some discussion
in Section 4.5.
4.2 Methodology
4.2.1 Preliminaries
Let X = {X1, . . . ,Xn} be observation records of p features with each Xi possibly having
some features not recorded. Let Yi be a binary vector of p coordinates with jth element
Yij = I(Xij is recorded), where Xij is the jth element of Xi and I(·) is the indicator function
taking value 1 if the function argument is true and zero otherwise. Let pi =
∑p
j=1 Yij be the
number of recorded features for Xi. At this point, we assume that K is known. Our objective
is to find the partition C = {C1, C2, . . . , CK} with centers µ1, ...,µK that minimizes
WK =
K∑
k=1
n∑
i=1
p∑
j=1
I(Xi ∈ Ck)Yij(Xij − µkj)2. (4.1)
For any given partition C, (4.1) is minimized at
µˆkj =
∑n
i=1 I(Xi ∈ Ck)YijXij∑n
i=1 I(Xi ∈ Ck)Yij
.
For data without any missing features, Yij = 1 ∀ i, j, andWK is the usual within-cluster sum of
squares (WSS). With incomplete records, usingWK as the objective function can be motivated
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using homogeneous spherical Gaussian and nonparametric distributional assumptions, as we
show next.
Result 4.1. Suppose that each group is Gaussian-distributed with homogeneous spherical dis-
persions. That is, conditional on Xi ∈ Ck and Yi, suppose that each Xij ind∼ N(µkj , σ2). Then,
given the correct partitioning, minimizing (4.1) is equivalent to maximizing the loglikelihood
function of the parameters µ1, . . . ,µK and σ given the observed Xijs. This optimal value is
attained at
µˆkj =
∑n
i=1 I(Xi ∈ Ck)YijXij∑n
i=1 I(Xi ∈ Ck)Yij
and σˆ2 =WK/
n∑
i=1
pi, (4.2)
for j = 1, 2, . . . , p and k = 1, 2, . . . ,K.
Proof. The loglikelihood function of σ, C, and µ1, . . . ,µK given the observed data is, but for
an additive constant not depending on those parameters, is given by
`(µ1, . . . ,µK , σ
2,C|X1, . . . ,XK) = −
n∑
i=1
pi log σ
2
−
K∑
k=1
n∑
i=1
p∑
j=1
YijI(Xi ∈ Ck)(Xij − µkj)2
2σ2
.
For a given C, the second term is free of µ1, . . . ,µK and σ at the maximizing likelihood estimates
given by (4.2) (Johnson and Wichern, 2013). It follows that finding the partition minimizing
σˆ is equivalent to maximizing the loglikelihood over all µ1,µ2, . . . ,µK , σ, and C.
The k-means algorithm, however, does not rely on distributional assumptions, even though
it may be framed in a parametric setting (Maitra and Ramler, 2009; Maitra et al., 2012). We
now show that even without the Gaussian distributional assumption underlying Result 4.1, the
following holds:
Result 4.2. Suppose that given Y1,Y2, . . . ,Yn and the true partitioning C, the first two con-
ditional central moments of each Xij are free of Yij and the k for which Xi ∈ Ck. That
is, let E[(Xij − µkj)2 | Xi ∈ Ck, Yij ] = σ2, where E[Xij | Xi ∈ Ck, Yij ] = µkj. Then
E[Wk | Y1,Y2, . . . ,Yn] = (np¯ − Kp)σ2, where p¯ =
∑n
i=1 pi/n. Thus, minimizing Wk, after
conditioning on Y1,Y2, . . . ,YK and the true clustering C, is equivalent in expectation to mini-
mizing an unbiased estimator for σ2.
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Proof. Let the number of observations assigned to cluster k be
nkj =
n∑
i=1
I(Xi ∈ Ck)Yij .
We assume nkj ≥ 1 for every combination of k and j. From the assumptions in the theorem,
we have
E[Wk | Y1,Y2, . . . ,Yn] =
p∑
j=1
K∑
k=1
n∑
i=1
YijE[I(Xi ∈ Ck)(Xij − µˆkj)2 | Yij ]
=
p∑
j=1
K∑
k=1
(nkj − 1)σ2
= σ2
p∑
j=1
K∑
k=1
(nkj − 1)
= σ2
(∑
i
pi −Kp
)
= (np¯−Kp)σ2
A similar result holds with only small modifications if some nkj = 0.
We now make a few comments in light of Result 4.2.
1. Result 4.2 shows that as long as each feature in each group has the same conditional
variance σ2, the missingness mechanism does not, on the average, impact the objective
function (4.1). This is, indeed, a stronger statement than Result 4.1.
2. Timm and Kruse (1998) have contended that minimizing (4.1) can lead to bias in fuzzy
clustering. Therefore, they propose to add a “correction term” to replace the missing
features with the value of the corresponding cluster center plus an error term in a bid
to more accurately represent the distance between the cluster center and the complete
record. We contend that for k-means clustering, adding a “correction term” is unnec-
essary in expectation. Indeed, the pseudo-random realizations add uncertainty in the
computations, and can impede the algorithm’s convergence and stability, especially in
cases with higher clustering complexity.
3. The objective function of Chi et al. (2016) is also effectively equivalent to WK . Let X
be the n× p matrix of observed data, µ be the k× p matrix of cluster centers, and A be
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an n × k matrix indicating cluster membership of each observation. We write that A is
a member of the set H = {A ∈ {0, 1}n×k : A1 = 1}. Then the objective for completely
observed data is minA∈H,µ ||X −Aµ||2F , where ||X||2F =
∑
i,j x
2
ij denotes the Frobenius
norm. For partially observed data, let Ω = {(i, j) : Yij = 1}, and define the projection
operator of any n × p matrix X onto Ω as [PΩ(X)]ij = YijXij . Then Chi et al. (2016)
argue that minA∈H,µ ||PΩ(X) − PΩ(Aµ)||2F = WK is the natural objective function for
partially observed data.
4. Operationally, the approach of Chi et al. (2016) is the same as replacing Xij in WK with
µˆkj for any Yij = 0, and then using the k-means algorithm at every iteration.
Chi et al. (2016)’s use of k-means at every iteration can be computationally demanding, so
we next develop an algorithm in the spirit of the Hartigan and Wong (1979) that eliminates the
need for iterations within an iteration and reduces required computations within the algorithm
to those groups and observations that have been recently updated.
4.2.2 A Hartigan-Wong-type algorithm for clustering with incomplete records
The Hartigan and Wong (1979) algorithm for k-means clustering of data with no missing
values relies on the quantities ∆•−k,i and ∆
•+
l,i , which are respectively the decrease in WSS
resulting from removing Xi from cluster Ck, and the increase in WSS resulting upon adding
observation Xi to cluster Cl. Then ∆•−k,i = n•kδ2•i,Ck/(n•k + 1) and ∆•+l,i = n•l δ2•i,Cl/(n•l −1), where
n•k = |Ck| is the number of observations currently assigned to Ck and δ2•i,Ck = ‖Xi − µˆk‖2 is
the squared Euclidean distance between Xi and the center of Ck. Our proposal modifies the
computation of ∆•−k,i and ∆
•+
l,i to correspond to changes in WK . We will call these modified
quantities ∆−k,i and ∆
+
l,i. Of particular note is how n
•
k and δ•i,Cl are adapted. Our modification
for n•k changes to the (feature-specific) number of available observations in Ck in each feature.
Recall that the number of available observations assigned to cluster k in dimension j is nkj =∑n
i=1 I(Xi ∈ Ck)Yij . We define the modified measure for the squared distance between Xi
and µˆk as δ
2
i,Ck =
∑p
j=1 YijY
(k)
j (Xij − µˆkj)2 =
∑p
j=1 δ
2
ij,Ck , where Y
(k)
j = I(nkj > 0) and
δ2ij,Ck = YijY
(k)
j (Xij − µˆkj)2. We now state and prove the forms of ∆−k,i and ∆+l,i:
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Result 4.3. The increase in WK upon transferring observation Xi′ into cluster Cl is ∆+l,i′ =∑p
j=1 nljδ
2
i′j,Cl/(nlj + Yi′j). Also, the decrease in Wk by moving observation Xi′ out of cluster
Ck is ∆−k,i′ =
∑p
j=1 nkjδ
2
i′j,Ck/(nkj − Yi′j).
Proof. First we consider the increase in Wk as Cl grows to Cl′ , where Cl′ = {Cl,Xi′}. Note that
in this case, the jth coordinate of the lth group mean changes to µˆl′j = (nljµˆlj+Yi′jXi′j)/(nlj+
Yi′j). For brevity, we denote I[Xi ∈ Cl] as ICli . Then
∆+l,i =
n∑
i=1
I
Cl′
i δ
2
i,Cl′ −
n∑
i=1
ICli δ
2
i,Cl
=
n∑
i=1
p∑
j=1
[
I
Cl′
i δ
2
ij,Cl′ − I
Cl
i δ
2
ij,Cl
]
=
n∑
i=1
p∑
j=1
[
Yij(Xij − µˆl′j)2ICl′i − Yij(Xij − µˆlj)2ICli
]
=
p∑
j=1
n∑
i=1
(YijX
2
ijI
Cl′
i − YijX2ijICli )− 2
p∑
j=1
n∑
i=1
(YijXijµˆl′jI
Cl′
i − YijXijµˆljICli )
+
p∑
j=1
n∑
i=1
(Yijµˆ
2
l′jI
Cl′
i − Yijµˆ2ljICli )
The first term equals
∑p
j=1 Yi′jX
2
i′j . The inner summation in the second term is
n∑
i=1
(YijXijµˆl′jI
Cl′
i − YijXijµˆljICli ) = (nlj + Yi′j)µˆ2l′j − nljµˆ2lj
= (nljµˆlj + Yi′jXi′j)
2/(nlj + Yi′j)− nljµˆ2lj
= [(nljµˆlj + Yi′jXi′j)
2 − nlj(nlj + Yi′j)µˆ2lj ]/(nlj + Yi′j)
= [2nljµˆljYi′jXi′j + Yi′jX
2
i′j − nljYi′jµˆ2lj ]/(nlj + Yi′j)
so that the second term is −2∑pj=1[2nljµˆljYi′jXi′j +Yi′jX2i′j−nljYi′jµˆ2lj ]/(nlj +Yi′j). Similarly,
the third term is
∑p
j=1[2nljµˆljYi′jXi′j + Yi′jX
2
i′j − nljYi′jµˆ2lj ]/(nlj + Yi′j). Combining all three
70
terms, we get
∆+l,i =
p∑
j=1
[
Yi′jX
2
i′j −
2nljµˆljYi′jXi′j + Yi′jX
2
i′j − nljYi′jµˆ2lj
(nlj + Yi′j)
]
=
p∑
j=1
nljYi′jX
2
i′j − 2nljµˆljYi′jXi′j + nljYi′jµˆ2lj
(nlj + Yi′j)
=
p∑
j=1
nlj
nlj + Yi′j
Yi′j(Xi′j − µˆlj)2
≡
p∑
j=1
nlj
nlj + Yi′j
Yi′jY
(l)
j (Xi′j − µˆlj)2
=
p∑
j=1
nlj
nlj + Yi′j
δ2i′j,Cl .
Similar calculations show the reduction in WK is ∆−k,i′ =
∑p
j=1 nkjδ
2
i′j,Ck/(nkj − Yi′j).
Our calculations above provide the wherewithal for computing the changes in WK in the
presence of partially observed records. We now detail the steps of our algorithm. Our algorithm
is similar to Hartigan and Wong (1979) but uses the derivations obtained in Result 4.3. The
specific steps are as follows:
Step 1: Initial Assignments: Obtain initializing values {µˆ(−1)k ; k = 1, 2, . . . ,K} using methods
to be introduced in Section 4.2.3. Use these initial values to obtain ξ(0) = (ξ
(0)
1 , . . . , ξ
(0)
n )
and ψ(0) = (ψ
(0)
1 , ψ
(0)
2 , . . . , ψ
(0)
n ) where
ξ
(0)
i = argmin
1≤k≤K
δ2i,Ck and ψ
(0)
i = argmin
1≤k≤K;k 6=ξ(0)i
δ2i,Ck
are the indices of the closest and second closest cluster means to Xi. In general, let ξ
(t)
denote the cluster assignment of every observation at iteration t. Let C(0) be the partition
defined by ξ(0). Update µˆ(0) given C(0).
Step 2: Live Set Initialization: Put all cluster indices in the live set L. Thus, {1, 2, . . . ,K} ∈ L.
Step 3: Optimal-transfer Stage: At the tth iteration, we have ξ(t), ψ(t), and cluster means
µˆ(t). For each i = 1, 2, ..., n, suppose that ξ
(t)
i = k. Next, do (a) or (b) according to
whether k is in the live set L or not:
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(a) Case (k ∈ L): Let k∗ = argminb6=k ∆+b,i. If ∆+k∗,i ≥ ∆−k,i, leave Xi as currently
assigned, setting ξ
(t+1)
i = ξ
(t)
i , leaving µˆ
(t+1)
k unchanged, and setting ψ
(t+1)
i = k
∗.
Otherwise transfer Xi to cluster k
∗, setting ξ(t+1)i = k
∗ and updating both µˆ(t+1)k
and µˆ
(t+1)
k∗ . Also, assign ψ
(t+1)
i = k and move cluster indices k and k
∗ to the live set
L.
(b) Case (k /∈ L): Do as in Step 3(a), but compute argminb∈L∆+b,i, the minimum
increase in WK only over the members of the live set.
Step 4: Termination Check: The algorithm terminates if L = ∅, the live set is empty. This
will be the case if no transfers were made in Step 3. Otherwise, proceed to Step 5.
Step 5: Quick Transfer Stage: For each observation i = 1, 2, . . . , n, let ξ
(t)
i = k and ψ
(t)
i = k
∗.
We need not check observation Xi if both k and k
∗ have not changed in the last n
steps. If ∆+k∗,i ≥ ∆−k,i, no change is necessary, so ξ(t+1)i , ψ(t+1)i , µˆ(t+1)k , and µˆ(t+1)k∗ are left
unchanged. Otherwise, we set ξ
(t+1)
i = k
∗ and ψ(t+1)i = k, and update µˆ
(t+1)
k and µˆ
(t+1)
k∗ .
Step 6: Live Set Updates: Any cluster that is modified by the previous quick transfer step is
added to the live set until at least the end of the next optimal-transfer stage. Any cluster
not updated in the previous n optimal-transfer steps is removed from the live set.
Step 7: Transfer Switch: If no transfer has taken place in the last n quick-transfer steps, return
to Step 3 (Optimal-transfer). Otherwise, return to Step 5 (Quick-transfer).
Our algorithm is an adaptation of Hartigan and Wong (1979) necessitated by the use of
the partial distance (Himmelspach and Conrad, 2010) and WK , which as per Results 4.1 and
4.2 is the appropriate function to optimize. The km-means algorithm prevents missing values
from affecting estimation of the cluster means or contributing to the value WK for a given
partition, but allows the observed features of incomplete observations to be considered and
assigned clusters. Further, our approach differs from k-POD in that we operate directly to find
the locally best partition minimizing WK , while k-POD develops a majorization function that
can be minimized at each iteration using a traditional k-means algorithm. We now provide
some strategies for initializing our algorithm.
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4.2.3 Initialization
Appropriate initialization of k-means algorithms can not only speed up convergence, but
also yield final clusterings that are closer to the global minimum of the objective function
(Maitra, 2009b; Jain, 2010). Although many initialization methods (Astrahan, 1970; Milligan,
1980; Bradley and Fayyad, 1998; Maitra, 2009b; Ostrovsky et al., 2013) exist, k-means++ is
a popular and relatively inexpensive initialization method that produces clusterings that are
at worst O(log k) competitive with the optimal clustering (Arthur and Vassilvitskii, 2007). In
effect, k-means++ creates initial centers that are appropriately spread out for a given data set.
The general k-means++ algorithm is as follows:
1. Set the first center, µˆ1 = Xi, where Xi is chosen randomly from {Xi; i = 1, 2, ..., n}.
2. To initialize cluster A, compute pi = d
2
i /(
∑n
i=1 d
2
i ), where d
2
i = mink=1,...,A−1 d
2
i,k and di,k
is some distance measure between observation i and the kth cluster center µˆk.
3. Repeat Step 2 until all K clusters have been initialized.
To apply the above to the context of incomplete records, it would seem natural to use d2i,k = δ
2
i,Ck
to compute the weights needed, where δ2i,Ck is as defined in Section 4.2.2. It turns out, however,
that a more effective strategy is to use d˜2i,k = δ˜
2
i,Ck = δ
2
i,Ck/
∑p
j=1 YijY
(k)
j . The use of d˜
2
i,k is
related to adopting a partial distance strategy as in Hathaway and Bezdek (2001). Note that
δ2i,Ck is not a true distance measure, as the triangle inequality does not hold, and further δi,Ck = 0
implies only thatXi and µˆk are equal in the dimensions where both have recorded or calculated
values, respectively. Denoting Y (k) = (Y
(k)
1 , Y
(k)
2 , . . . , Y
(k)
p ), and since E(Xi | Xi ∈ Ck) = µk
as in the development of Section 4.2.1, we have
E(δ2i,Ck | Yi,Yk,Xi ∈ Ck) = E
 p∑
j=1
YijYkj(Xij − µkj)2|Yi,Yk,Xi ∈ Ck

= σ2
p∑
j=1
YijYkj .
Thus δ˜2i,Ck provides a more appropriate measure of Xi’s potential contribution to the error
variance than δ2i,Ck . Figures 4.8 and 4.9 in the Appendix depict execution times and clustering
73
accuracy for selected simulation settings when using δ2i,Ck and δ˜
2
i,Ck in weighting for initialization,
and are discussed in Section 4.3.2.2. Briefly, they show that δ˜2i,Ck -weighting leads to shorter
execution times and, on average, slightly more accurate partitions. In light of these observa-
tions, we proceed using initializations obtained using δ˜2i,Ck -weighting. For each clustering, we
generate 100Kp initializations of our algorithm to account for the increasing number of local
minima as K and p increase.
4.2.4 Estimating the number of groups
In practice, K is often not known a priori and needs to be assessed from the data. There are
many available methods (Krzanowski and Lai, 1988; Milligan and Cooper, 1985; Hamerly et al.,
2003; Pelleg et al., 2000; Maitra et al., 2012) for estimating K in the context of completely
observed data. A computationally inexpensive method that has performed well in many k-
means contexts is the jump statistic of Sugar and James (2003), so here we adapt the approach
to our setting. The development of the jump statistic is motivated by rate distortion theory,
with the number of clusters estimated based on the rate of decrease of the average Mahalanobis
distance between each observation and its assigned cluster center as K increases. In the usual
k-means setting, the jump statistic chooses Kˆ = argmaxK∈K Dˆ
−p/2
•,K − Dˆ−p/2•,K−1 where K is the
set of all values of K under consideration, and the estimated distortions Dˆ•,K = WSSK/np
with Dˆ•,0 ≡ 0. We have observed that merely replacing WSSK above with the optimized WK
does not yield satisfactory results. Instead, we also replace p in the average distortion and
jump statistic calculations with the average effective dimension p¯. Note that, as per Result 4.2,
WK/np¯ is a biased estimator of σ2 given the true cluster assignments, and the MLE of σ2
under the assumptions of Result 4.1. Thus, our proposal to select the optimal K is to choose
Kˆ = argmaxK∈K Jk = argmaxK∈K Dˆ
−p¯/2
K − Dˆ−p¯/2K−1 , with estimated distortions modified to be
DˆK = WK/np¯. As before, we set Dˆ0 ≡ 0. The use of a measure of effective dimension
was initially suggested in Sugar and James (2003) for cases with strong dependence between
features. Simulations indicate that using p¯ in place of p for missing data yields an improved
estimator for K and also improves partitioning performance.
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4.3 Performance Assessment
We first illustrate and evaluate our methodology on the dataset introduced in Wagstaff
(2004). We next perform a comprehensive simulation study to evaluate the different aspects of
our algorithm. Performance in all cases was measured numerically and displayed graphically.
Our methods and its competitors were evaluated in terms of the Adjusted Rand index (AR)
(Hubert and Arabie, 1985). The AR index is commonly used as a measure of agreement between
two clusterings, in this case between the true cluster labels and the labels returned by either
clustering method. The index attains a maximum value of 1 if the two partitions are identical
and has an expected value of zero when the partitioning has been done by chance.
4.3.1 Illustration on SDSS Data
We first illustrate the effectiveness of km-means on the small subset of data from the Sloan
Digital Sky Survey (SDSS) used in Wagstaff and Laidler (2005). The SDSS contains millions
of observations of astronomical bodies, but our subset consists of 1507 observations, with 1220
galaxies and 287 stars. The five included features are brightness (measured in psfCounts), size
(in petroRad), a measure of texture, and two measures of shape (M e1 and M e2), which we will
refer to as Shape1 and Shape2. All of the observations are complete, except for 42 galaxies that
are missing both measures of shape. It is important to note that the (few) incomplete records
follow a pattern in that all the missing values are limited to the two features corresponding
to shape. Figure 4.10 in the Appendix provides a graphical display of the dataset, with color
corresponding to the true classifications of star or galaxy. Many of the features are heavily
skewed, while the shape measures are predominantly marked by very long tails both in the left
and right directions.
In order to use km-means, which relies on a homogeneous spherical dispersion structure for
all the clusters, we first transform, center, and scale each feature. For brightness and texture
we use a log (base 10) transformation. The remaining features contain negative values, so for
these variables, we use the inverse hyperbolic sine transformation (Burbidge et al., 1988) given
by h(u; θ) = arcsinh(θu)/θ for θ 6= 0 and h(u; 0) = u. For the three variables, we chose θ to
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be visually adequate to moderate the skewness/peakedness, setting θ = 10 for each variable.
We note that other values of θ could also have been used, but in our experience, the results
are not sensitive to small changes in θ. The transformed data were then centered and scaled
by the sample standard deviation of each feature. For the SDSS data, k-POD and km-means
yield identical clusterings. Using these labeled data, we examine the clustering returned by
km-means for K = 2 groups for its ability to distinguish between stars and galaxies in the entire
data set, ability to distinguish between stars and galaxies in the incomplete observations, and
the effect of deleting incomplete observations.
The K = 2 km-means (and k-POD) clustering has an AR index of 0.988. The results of
clustering in the transformed variable space are shown in the scatterplot matrix of Figure 4.1.
(Here, color indicates membership in the final grouping from km-means, with shading corre-
sponding to the observation’s true classification.) If one considers the clusters as classifying
stars and galaxies, only 4 galaxies are misclassified. Furthermore, every galaxy (and therefore
every observation) with missing values is correctly classified. In this case, k-means clustering
on only the complete observations results in an identical partition on the complete observa-
tions. Thus, for these data, it appears that km-means is able to correctly cluster the incomplete
observations, but that the inclusion of the incomplete observations has no effect on the clus-
tering of the complete observations. Given that the incomplete observations make up a small
percentage of the larger of the two clusters, the lack of a difference is not unexpected. We note
also that the jump statistic is indeterminate in estimating the number of groups. This is also
not surprising when considering the results presented in Wagstaff and Laidler (2005), where
agreement between clusterings and the partition determined by galaxy and star classification
increases as the number of groups increases.
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Figure 4.1: Scatterplots, univariate densities, and correlations of the transformed features of
the SDSS data. The three colors correspond to the observed combinations of the two clusters
specified by the K = 2 km-means clustering and the true classification of each observation.
The performance of km-means (and k-POD) is far better than that of any of the methods
reported in Figure 1a of Wagstaff and Laidler (2005), where the best performer for K = 2 had
AR ≈ 0.2. While we are unable to identify the reasons for the poorer performance reported in
that paper, it is probable that our transformation to remove skewness and subsequent scaling
may have had an important role in our better performance. Despite the transformations, it is
clear that the features are not independent. There is clear separation between the two clusters
in both brightness and size, which are strongly negatively correlated. Thus other approaches to
clustering may also be worth looking into. However, this dataset offers a valuable illustration of
km-means and indicates promising performance. We now proceed to evaluate the performance
of km-means in several large-scale simulation experiments.
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4.3.2 Simulation Studies
4.3.2.1 Experimental Framework
Here we thoroughly evaluate the km-means algorithm on a series of experiments encom-
passing different clustering complexities, different proportions of missing values, and different
missingness mechanisms. Because the km-means algorithm inherently assumes data with homo-
geneously and spherically dispersed groups, we restrict our attention to this framework. Within
this setting, we simulated clustered data of different clustering complexities as measured by
the generalized overlap measure of (Maitra and Melnykov, 2010) and implemented in the R
package MixSim (Melnykov et al., 2012) and the C package CARP (Melnykov and Maitra,
2011). (For this paper, we used the R package.) The generalized overlap is a single-value
summary of the pairwise overlap between any two clusters and takes higher values for greater
overlap between groups (i.e., when there is higher clustering complexity). We use ω˚ to denote
the generalized overlap in this paper. We simulated clustered data of different dimensions (p),
different numbers of groups (K), different sample sizes (n) and different proportions (λ) of in-
complete records. For each of (K,n, p, λ, ω˚) settings, we considered four different mechanisms
of missingness which led to the incompleteness of the records, as discussed next.
Missingness Mechanisms Missing data are traditionally categorized into one of three
different types: missing completely at random (MCAR), missing at random (MAR), and not
missing at random (NMAR) (Little and Rubin, 2014). When data are MCAR, the probability
that an observation has a missing value depends neither on the observed values, nor on the
value of the missing data. To simulate MCAR data, we randomly remove data independent of
dimension and cluster. On the other hand, under MAR, the probability that an observation has
a missing value may depend on the observed values, but not on the true values of the missing
data. To simulate data under the MAR mechanism, we randomly remove data in only 40%
of the dimensions, leaving the other features completely observed. This approach is similar to
the one used in Chi et al. (2016). Note that to obtain an overall proportion of missing data
λ, the proportion of data missing in the partially observed dimensions will be higher, in our
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case 2.5λ. When the probability that a value is missing depends on its true value, we say the
data are NMAR. We include two different mechanisms for NMAR. In the following, NMAR1
refers to data that are MCAR, but only in specified clusters. We use NMAR2 to refer to data
where in specified clusters, the appropriate bottom quantiles of each dimension are removed.
The NMAR2 setting was also introduced in Chi et al. (2016). As with the MAR simulation, a
higher proportion of data than λ will be removed in the partially observed clusters to obtain
the desired overall proportion of missing data.
Our experimental setup thus had a multi-parameter setup, with values as indicated in
Table 4.1.
Table 4.1: Values for each parameter used in simulation study.
Parameter Values
Clusters (K) 4, 7
Observations (n) 500, 1000, 5000
Dimension (p) 5, 10
Overall Proportion of Missing Data (λ) 0.05, 0.1, 0.2, 0.3
Overlap (ω˚) 0.001, 0.01, 0.05
Missingness Mechanism MCAR, MAR, NMAR1, NMAR2
The CARP and MixSim packages afford us the possibility of providing general assessments
of clustering performance in different settings. Therefore, for each value of (K,n, p, λ, ω˚) and
each missingness mechanism, we generated 50 synthetic datasets within the given experimental
paradigm in order to assess performance. Thus, our simulation consisted of a total of 28,800
simulated datasets.
Additional Implementation Details We compared performance of km-means with k-
POD (through its R implementation kpodcluster) because both km-means and k-POD are
geared towards optimizing (4.1). The availability of k-POD through kpodcluster also makes
it straightforward to use. We compared performance in terms of execution speed, as well as
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clustering efficacy, as measured by AR, when K is known. k-POD is naturally slower than km-
means, due to its repeated application of the k-means algorithm. Therefore, we used 100Kp
initializations for km-means but only 5 initializations for k-POD. The performance gains for
km-means from using 100Kp initializations rather than 5 initializations of km-means are in
most cases minimal, and the use of unequal numbers of initializations across methods reflects
how each would most likely be used in practice. We also evaluated performance of our modified
jump statistic in deciding K. We restricted our use of the jump statistic estimator to km-means.
We chose our candidate Ks to be in the set {1, 2, . . . , 2Ktrue} where Ktrue was the true K
under which the particular simulated dataset was obtained. We now report performance of
each of the methods.
4.3.2.2 Results
In the following, we first address the clusterings of km-means and k-POD when K is known,
followed by performance in clustering performance when K is unknown and estimated using
our modified jump statistic in conjunction with km-means.
Execution Times Figure 4.2 displays the ratio of k-POD and km-means execution times,
given that K is known. Even though km-means uses a far greater number of initializations (on
the scale of 20kp), it is in nearly all cases at least as fast as k-POD. Paired t-tests of the execution
times show that km-means is significantly faster at an α = 0.05 level in all but two settings.
Much of this difference can be attributed to the efficiency of the algorithms. In essence, for
each initialization, k-POD must perform an entire k-means routine at each iteration, whereas
km-means handles missing data within one k-means routine. Thus, with the exception of some
special cases discussed in the Section 4.3.2.2 below, we would expect km-means to be more
efficient. (Note, however, that in these few cases, km-means would still have been faster if both
km-means and k-POD were to have been run with the same number of initializations.)
Initialization Figures 4.8 and 4.9 in the Appendix display the execution times and perfor-
mance of our km-means algorithm when initialized using δ
2
i,Ck - and δ˜
2
i,Ck -weighting as described
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Figure 4.2: Ratio of execution times between km-means and k-POD (below the dashed line at
y = 1 indicates k-POD takes longer) for 50 simulated data sets in each simulation setting.
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in Section 4.2.3, for selected settings. In general, initialization done using δ˜2i,Ck -weighting leads
to faster clustering than when using δ2i,Ck -weighting. In terms of final clustering performance
measured by AR, δ˜2i,Ck -weighting leads to better results than δ
2
i,Ck -weighting. This improved
speed and performance is most pronounced in the case of lower K. In the few settings where
δ2i,Ck -weighting is marginally better on average, the ARs for those clusterings are more widely-
dispersed. It is interesting to note that of the two NMAR methods, clusterings on NMAR2
data are more accurate within each weighting relative to NMAR1. In this paper, we only report
results from km-means using the δ˜
2
i,Ck -weighting.
Overall Comparisons Figure 4.3 displays the AR values of each clustering method in
each simulation setting. Excluding NMAR1 data, km-means performs at least as well as k-
POD, with significant one-sided paired t-tests in all but 5 settings. However, k-POD has
a clear advantage in a number of NMAR1 cases. First, we note that while the AR values
from k-POD are higher in these cases, km-means actually attains a lower value of WK . We
contend that for NMAR1 data in particular, k-POD has an inherent advantage due to the data
being missing completely at random within the selected clusters. At each iteration of k-POD,
cluster means are effectively imputed for missing values, which then influence the subsequent
clusterings and estimates of cluster means. Under NMAR1, the imputed values are appropriate
estimates, but under NMAR2 (and many other forms of NMAR), those imputed values may
have deleterious effects. This line of reasoning may also help explain why the difference in
execution times between the two methods for MCAR data shrinks as the proportion of missing
data increases. As expected, performance for both methods suffers as the proportion of missing
data and the clustering overlap increase, but both methods perform admirably even outside of
MCAR data.
Estimating K via the modified jump statistic Results on the jump statistic estimator
of K are found in Figures 4.4 and 4.5. Figure 4.4 shows that Kˆ often correctly estimates
K, but underestimates K in more difficult cases, particularly when K increases. Errors are
most strongly correlated with the proportion of missing data and cluster overlap, with poor
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Figure 4.3: Adjusted Rand Index (AR) for km-means and k-POD for 50 simulated data sets in
each simulation setting.
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estimation of K when K, ω˚, and λ are at their highest values. There is noticeable difficulty
estimating K in MAR data at K = 7, but in each case results improve as n increases. Recall
that MAR data is missing significant proportions of values in selected features. When data
are heavily missing in this exact manner, but the partially observed features are known to be
of importance, it may be more appropriate to use the soft constraints approach of Wagstaff
(2004). We also observe a tendency to underestimate K in each NMAR setting. This is to be
expected, possibly even desired, because the NMAR settings can require removing the majority
of the values in clusters selected to be partially observed. Particularly as the overlap between
clusters increases, it is not surprising that the jump estimator would underestimate K, and
instead assign the remaining observations with high proportions of missing values to nearby
clusters. Thus, we see limited improvement in Kˆ as n increases in the NMAR settings. Finally,
Figure 4.5 plots the AR of the final clusterings using Kˆ, confirming observations drawn from
Figures 4.4 and 4.3. While the observed AR using Kˆ tend to be less than or equal to the AR
obtained using K, the differences are not large, and we see AR of close to one for lower values
of ω˚ and λ. We also see that in many cases, the AR value for NMAR1 data is lower than those
from other types of missingness. This can be traced back to the tendency to underestimate K
in NMAR1 data in particular.
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Figure 4.4: Difference between estimated number of clusters (Kˆ) by the modified jump statistic
and the true number of simulated clusters (K) for 50 simulated data sets in each simulation
setting.
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Figure 4.5: Adjusted Rand values from km-means clusterings using the estimated number of
clusters (AR(Kˆ)) for 50 simulated data sets in each simulation setting.
The results of our large-scale simulation experiments indicate that our km-means algorithm
generally performs well, over several different cluster sizes, missingness mechanisms, and pro-
portions of missing values. Our modified jump statistic estimator is also is effective in selecting
the number of groups.
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4.4 Application
We now apply our methods to two practical problems where the observed records are
incomplete and where the data may not be known to be MCAR. Further in these two cases,
the true K is also not be known in advance. The first application is with regard to defining
kinds of gamma-ray bursts, while the second application involves finding the types of activation
regions detected using data obtained from function magnetic resonance imaging during a left-
hand finger tapping experiment.
4.4.1 Identifying the kinds of gamma-ray bursts
Gamma-ray bursts (GRBs) are bright electromagnetic events of cosmological origin de-
tectable from many light years away. Questions on their origin remain unresolved (Chat-
topadhyay et al., 2007; Piran, 2005; Ackermann et al., 2014; Gendre et al., 2013) with many
researchers having hypothesized that there are several sub-populations of GRBs (Shahmoradi
and Nemiroff, 2015; Mazets et al., 1981; Norris et al., 1984; Dezalay et al., 1992). The ex-
act number and descriptive properties of these groups is unknown and potentially of interest.
Historically, GRBs have been classified using a variety of methods and using different charac-
teristics, with a traditional focus on duration (Kouveliotou et al., 1993; Fraley and Raftery,
2002). However, many researchers (Feigelson and Babu, 1998; Mukherjee et al., 1998) have
contended that clustering using only one or two variables misses additional structure present,
so recently there has been an increased focus on using more variables in clustering GRBs.
The BATSE 4Br catalog is particularly comprehensive in recording the duration, intensities,
and compositions of 1,973 GRBs (Chattopadhyay and Maitra, 2017). Some of these records
have zeroes, but as explained in Chattopadhyay and Maitra (2017), these zeroes are actually
observations that should be considered as not recorded. Most researchers, including, for exam-
ple Chattopadhyay et al. (2007) or Chattopadhyay and Maitra (2017), have usually classified
the GRBs by discarding observations with incomplete records. A few others such as Mukherjee
et al. (1998) have ignored the fact that the zeroes in the catalog are not recorded values but
rather placeholders for unobserved values. Mukherjee et al. (1998) and Chattopadhyay et al.
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(2007) used six derived variables to classify GRBs. The six variables were T50, T90, P256, Ft,
H32 and H321, where Tpi denotes the time by which pi% of the flux arrive, P256 denotes the
peak fluxes measured in bins of 256 milliseconds, Ft represents the total fluence of a GRB, and
H32 and H321 measure the spectral hardness using the ratio of the channel fluences (F(20−50),
F(50−100) in the first case and F(20−50), F(50−100) and F(100−300) in the second, where F(a−b)
denotes the time-integrated fluences in the spectral channel of between a and b keV ). The six
variables are all right-skewed, and therefore traditionally analyzed in the log-scale. We follow
this practice, but for the remainder of this section will drop the logarithm in our descriptions
for notational simplicity. Chattopadhyay and Maitra (2017) used a whole data strategy with
Gaussian mixture model assumptions on the 1599 GRBs with complete records on these six
variables and concluded that there are five distinct kinds of GRBs, with three of these groups
less distinct than the others. A separate exercise involving 1929 GRBs with only five variables
(dropping Ft, which is missing for 374 GRBs, and dropping 44 other GRBs which also have
missing records in the other variables) also found five groups, but those five groups were less
separated when compared to the five groups found using the six variables.
Our km-means algorithm can directly cluster all records in the catalog, including the missing
values. However, like the k-means algorithm, it assumes spherical and homogeneous clusters.
Therefore, the variables should be on similar scales and relatively uncorrelated. However, the
correlations between T50 and T90 and between H32 and H321 are very high (0.967 and 0.962,
respectively), so one variable in each pair is largely redundant. We replace T50 and T90 for
each GRB by their average, denoted by T¯ , and also replace the spectral hardness ratios H32
and H321 for each GRB by their average, H¯. (For two variables, the first principal component
obtained from the corresponding correlation matrix is the same as taking the sum of the two
variables.) Thus, we have a four-variables case (including the features T¯ , P256, Ft, H¯) with
missing values as indicated in Table 4.2. We then center and scale each of the variables using
sample means and standard deviations. Most notably in Table 4.2, 19% of GRBs are missing
values for P256. Figure 4.6 provides a matrix of scatterplots and correlations for each of the
pairs of the four variables. We observe relatively low correlations between variables, though Ft
is moderately positively correlated with T¯ and P256.
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Figure 4.6: Scatterplots, univariate densities, and correlations of the four variables used for the
1, 973 GRBs from the BATSE 4Br. Note that T¯ corresponds to the average of log10(T50) and
log10(T50), H¯ corresponds to the average of log10(H32) and log10(H321), and Ft and P256 refer
to their base-10 logarithms. The three colors correspond to the three clusters specified by the
final km-means clustering.
Table 4.2: Number of missing values in each variable in the 1, 973 observations in the BATSE
4Br data.
Variable T¯ P256 Ft H¯
# Missing 0 1 374 44
We applied km-means to these records, with 100pmax(K, 10) initializations for values of
K = 1, 2, . . . , 20, and obtained the solution minimizing WK , as defined in (4.1), for each K.
We then computed the jump statistic Jk for each k.
Figure 4.11 in the Appendix shows the corresponding distortions (Dˆk) and jump statistics
for each value of K. While there are large jumps around K = 9, 10 and K = 14, . . . , 20, we
observe the largest jump at Kˆ = 3. Clusterings for K = 21, . . . , 30 did not yield any larger
jumps. The three groups are represented by different colors in Figure 4.6 – the diagonal entries
in that figure represents the estimated densities for the three classes. On the duration-flux-
89
fluence-hardness spectrum, the three groups can be characterized as low-low-low-high, high-
low-intermediate-low and high-high-high-intermediate. The first group (green in Figure 4.6) is
most separated from the others, particularly seen in T¯ , while the second and third clusters show
a higher degree of overlap. While these results differ from those of Chattopadhyay and Maitra
(2017), they do arrive at the same conclusion of 3 groups as Chattopadhyay et al. (2007). Some
of the differences with Chattopadhyay and Maitra (2017) may be due to the use of the summa-
rized variables for T¯ and H¯. Indeed, applying k-means and the jump statistic estimator to only
the completely observed observations, rather than the entire, partially observed data, also finds
three groups, which is differs from reported results on all the six variables (Chattopadhyay and
Maitra, 2017). We note, however, that the difference between J3 and the next largest value
is much smaller when using only the completely observed observations, rather than the entire,
partially observed data, indicating that the incomplete observations provide further evidence
for K = 3.
4.4.2 Identifying kinds of activation in a finger-tapping experiment
Functional magnetic resonance imaging (fMRI) is a noninvasive imaging tool used to deter-
mine cerebral regions that are activated in response to a particular stimulus or task (Bandettini
et al., 1993; Belliveau et al., 1991; Kwong et al., 1992; Ogawa et al., 1990). The simplest exper-
imental protocol involves acquiring images while a subject is performing a task or responding
to a particular stimulus, and relating the time course sequence of images after correction and
processing to the expected response to the input stimulus (Friston et al., 1994; Lazar, 2008).
However, there are concerns about the inherent reliability and reproducibility of the identified
activation (Maitra et al., 2002; Gullapalli et al., 2005; Maitra, 2009a). Maitra (2010) illustrates
an example of differing activation maps obtained over twelve different sessions, where the same
subject performed a simple finger-tapping experiment in each session. We seek to combine ac-
tivation maps across each experiment to help understand the nature of brain activation in this
experiment. It would be advantageous to have the ability to incorporate results from different
fMRI studies without the need to re-analyze each experiment. Next, we show that this problem
can be cast as an incomplete-records clustering problem.
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Our data for this experiment is from a left-hand finger-tapping experiment of a right-
hand-dominant male. The data were acquired over twelve regularly-spaced sessions over the
course of two months. Each dataset was preprocessed and voxel-wise Z-scores were obtained
that quantified the test statistic under the hypothesis of no activation at each voxel. Here,
a voxel represents a small three-dimensional region of the brain. The statistics from each
session were thresholded using cluster-thresholding methods (Woo et al., 2014). Because of
concerns that the subject may have been inadvertently tapping his right hand fingers (Maitra,
2010), the activation statistics for one session were dropped from our study. Thus, there are
a total of eleven replicated test statistics. Our interest is then in classifying the voxels using
their corresponding activation test statistics. Note that because of the thresholding, activation
statistics are not available across all replicates. Table 4.3 lists the number of voxels above
thresholding at each replication. There are 2827 total voxels that were identified as activated
in at least one session, with a maximum of five missing values across replications. There are
only 156 voxels without any missing values. Thus, our goal is to cluster voxels based on the
Z-scores of eleven replications, where incomplete records arise because not all replications have
a score for each voxel. The use of Z-scores (and the independence over replications because of
the substantial time between any two sessions) makes this an ideal case for the assumption of
homogeneous spherical dispersions for each sub-population of voxels.
Table 4.3: Number of voxels recording values in each replication in the fMRI experiment.
replication 1 2 3 4 5 6 7 8 9 10 11
# voxels 2103 2413 2666 1731 2378 1543 2583 2408 1834 894 1251
As before, we run the km-means algorithm to convergence, with 100pmax(K, 10) initializa-
tions using the methods in Section 4.2.3, for K = 1, 2, . . . , 20. As for the GRB data, the jump
statistic identified three groups.
The resulting groups are displayed in Figure 4.7 separately, for each of the twelve experi-
ments. The first group (denoted by red) consists of 235 voxels whose average mean Z-score is
10.31, the second (yellow) group has 965 voxels with average mean Z-score 6.83, and the third
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(blue) group includes 1627 voxels with an average mean Z-score of 4.96. The first group is
where the activation is most emphatic and is almost entirely in the right primary motor cortex
(M1), the ipsi- and contra-lateral pre-motor cortices (pre-M1), and the supplementary motor
cortex (SMA). The other two groups of voxels represent two different kinds of milder activation
and are primarily located in the right pre-SMA, and interestingly also in the left M1, pre-M1,
and the SMA. This last observation is an interesting finding and is suggestive that activation
in a right-hand dominant male is also associated in the left hemisphere of the brain even when
it is the non-dominant task that is active. It is important to note that following a whole data
strategy in this experiment would not have been able to identify this additional finding because
almost all the 156 voxels that have non-thresholded Z-scores for all eleven replication (no
missing values) are in the right hemisphere. Our application here demonstrates an important
approach to amalgamating the results from different fMRI activation studies.
Figure 4.7: Regions of activation detected from voxels in eleven replications of an fMRI study.
4.5 Discussion
We have extended the Hartigan-Wong k-means clustering algorithm to the case for datasets
that have incomplete records. We do so by by defining a (partial) distance measure and objec-
tive function that ignores missing feature values. The modified objective function necessitates
adapting Hartigan and Wong (1979)’s algorithm to account for incomplete records. We call
the resulting algorithm km-means. We also provide modifications to the k-means++ initializa-
tion method and the jump statistic for estimating the number of clusters. This represents an
intuitive addition to the body of work seeking to avoid discarding partially observed data or
imputing data. Simulations show this is an efficient and effective method for handling missing
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values, and application to astronomical data yielded results in line with expectations. The
km-means approach was also valuable in the analysis of fMRI data, where the vast majority
of observations (voxels) were treated as partially observed, and located in the same area. Our
proposed methods in this paper thus provide a practical approach to k-means-type clustering
in the presence of incomplete observations.
There are a number of issues that might benefit from further attention. In the context
of km-means, there is a need for more research into initialization for partially observed data.
In addition to considering weighting schemes such as δ2i,k and δ˜
2
i,k, alternative methods for
choosing the initial center, µˆ1, may also lead to improved results. For example, we may limit
µˆ1 to only completely observed data, or assign weights for choosing µˆ1 proportional to how
many observed values each Xi has. Early results indicate each of these strategies lead to
comparable results in most cases. The use of k-means and Euclidean distances for applications
such as in the case of clustering of GRBs is not always appropriate. Therefore, appropriate
adjustments are required for handling non-spherically dispersed groups of data or datasets with
unequal variances. Methods such as model-based clustering (Melnykov and Maitra, 2010) may
need to be modified for this purpose. Finally, we note that it may also be possible to extend the
general approach of this paper to data containing observations with repeated measures. Thus,
while we have provided an efficient algorithm for finding homogeneous spherically-dispersed
clusters in the case of incomplete records, several issues requiring further attention remain.
Bibliography
Ackermann, M., Ajello, M., Asano, K., Atwood, W., Axelsson, M., Baldini, L., Ballet, J.,
Barbiellini, G., Baring, M., Bastieri, D., et al. (2014). Fermi-lat observations of the gamma-
ray burst grb 130427a. Science, 343(6166):42–47.
Arthur, D. and Vassilvitskii, S. (2007). k-means++: The advantages of careful seeding. In
Proceedings of the eighteenth annual ACM-SIAM symposium on Discrete algorithms, pages
1027–1035. Society for Industrial and Applied Mathematics.
93
Astrahan, M. M. (1970). Speech analysis by clustering, or the hyperphome method. Stanford
A I Project Memo.
Bandettini, P. A., Jesmanowicz, A., Wong, E. C., and Hyde, J. S. (1993). Processing strategies
for time-course data sets in functional mri of the human brain. Magnetic Resonance in
Medicine, 30:161–173.
Basu, S., Bilenko, M., and Mooney, R. J. (2004). A probabilistic framework for semi-supervised
clustering. In Proceedings of the tenth ACM SIGKDD international conference on Knowledge
discovery and data mining, pages 59–68. ACM.
Belliveau, J. W., Kennedy, D. N., McKinstry, R. C., Buchbinder, B. R., Weisskoff, R. M.,
Cohen, M. S., Vevea, J. M., Brady, T. J., and Rosen, B. R. (1991). Functional mapping of
the human visual cortex by magnetic resonance imaging. Science, 254:716–719.
Bradley, P. S. and Fayyad, U. M. (1998). Refining initial points for K-Means clustering. In
Proceedings of the 15th International Conference on Machine Learning, pages 91–99. Morgan
Kaufmann, San Francisco, CA.
Burbidge, J. B., Magee, L., and Robb, A. L. (1988). Alternative transformations to handle
extreme values of the dependent variable. Journal of the American Statistical Association,
83(401):123–127.
Buuren, S. and Groothuis-Oudshoorn, K. (2011). mice: Multivariate imputation by chained
equations in r. Journal of statistical software, 45(3).
Chattopadhyay, S. and Maitra, R. (2017). Gaussian-mixture-model-based cluster analysis finds
five kinds of gamma ray bursts in the batse catalog. Monthly Notes of the Royal Astronomical
Society.
Chattopadhyay, T., Misra, R., Chattopadhyay, A. K., and Naskar, M. (2007). Statistical
evidence for three classes of gamma-ray bursts. The Astrophysical Journal, 667(2):1017.
Chi, J. T. and Chi, E. C. (2014). kpodclustr: An r package for clustering partially observed
data. version 1.0.
94
Chi, J. T., Chi, E. C., and Baraniuk, R. G. (2016). k-pod: A method for k-means clustering
of missing data. The American Statistician, 70(1):91–99.
Dezalay, J.-P., Barat, C., Talon, R., Syunyaev, R., Terekhov, O., and Kuznetsov, A. (1992).
Short cosmic events - A subset of classical GRBs? In Paciesas, W. S. and Fishman, G. J.,
editors, American Institute of Physics Conference Series, volume 265 of American Institute
of Physics Conference Series, pages 304–309.
Dixon, J. K. (1979). Pattern recognition with partly missing data. IEEE Transactions on
Systems, Man, and Cybernetics, 9(10):617–621.
Donders, A. R. T., van der Heijden, G. J., Stijnen, T., and Moons, K. G. (2006). Review:
a gentle introduction to imputation of missing values. Journal of clinical epidemiology,
59(10):1087–1091.
Feigelson, E. D. and Babu, G. J. (1998). Statistical Methodology for Large Astronomical
Surveys. In McLean, B. J., Golombek, D. A., Hayes, J. J. E., and Payne, H. E., editors, New
Horizons from Multi-Wavelength Sky Surveys, volume 179 of IAU Symposium, page 363.
Fraley, C. and Raftery, A. E. (2002). Model-based clustering, discriminant analysis, and density
estimation. Journal of the American statistical Association, 97(458):611–631.
Friston, K. J., Jezzard, P., and Turner, R. (1994). Analysis of functional mri time-series. Human
Brain Mapping, 1:153–171.
Gendre, B., Stratta, G., Atteia, J., Basa, S., Boe¨r, M., Coward, D., Cutini, S., D’Elia, V.,
Howell, E., Klotz, A., et al. (2013). The ultra-long gamma-ray burst 111209a: the collapse
of a blue supergiant? The Astrophysical Journal, 766(1):30.
Gullapalli, R. P., Maitra, R., Roys, S., Smith, G., Alon, G., and Greenspan, J. (2005). Reli-
ability estimation of grouped functional imaging data using penalized maximum likelihood.
Magnetic Resonance in Medicine, 53:1126–1134.
Hamerly, G., Elkan, C., et al. (2003). Learning the k in k-means. In NIPS, volume 3, pages
281–288.
95
Hartigan, J. A. and Hartigan, J. (1975). Clustering algorithms, volume 209. Wiley, New York.
Hartigan, J. A. and Wong, M. A. (1979). Algorithm as 136: A k-means clustering algorithm.
Journal of the Royal Statistical Society. Series C (Applied Statistics), 28(1):100–108.
Hathaway, R. J. and Bezdek, J. C. (2001). Fuzzy c-means clustering of incomplete data. IEEE
Transactions on Systems, Man, and Cybernetics, Part B (Cybernetics), 31(5):735–744.
Himmelspach, L. and Conrad, S. (2010). Clustering approaches for data with missing values:
Comparison and evaluation. In 2010 Fifth International Conference on Digital Information
Management (ICDIM), pages 19–28.
Hinneburg, A. and Keim, D. (1999). Cluster discovery methods for large databases: from the
past to the future. In Proceedings of the ACM SIGMOD International Conference on the
Management of Data.
Honaker, J., King, G., Blackwell, M., et al. (2011). Amelia ii: A program for missing data.
Journal of statistical software, 45(7):1–47.
Hubert, L. and Arabie, P. (1985). Comparing partitions. Journal of classification, 2(1):193–218.
Hunter, D. R. and Lange, K. (2004). A tutorial on mm algorithms. The American Statistician,
58(1):30–37.
Jain, A. K. (2010). Data clustering: 50 years beyond k-means. Pattern recognition letters,
31(8):651–666.
Johnson, R. and Wichern, D. (2013). Applied Multivariate Statistical Analysis. Always learning.
Pearson Education, Limited.
Kettenring, J. R. (2006). The practice of cluster analysis. Journal of classification, 23:3–30.
Kouveliotou, C., Meegan, C. A., Fishman, G. J., Bhat, N. P., Briggs, M. S., Koshut, T. M.,
Paciesas, W. S., and Pendleton, G. N. (1993). Identification of two classes of gamma-ray
bursts. The Astrophysical Journal, 413:L101–L104.
96
Krzanowski, W. J. and Lai, Y. (1988). A criterion for determining the number of groups in a
data set using sum-of-squares clustering. Biometrics, pages 23–34.
Kwong, K. K., Belliveau, J. W., Chesler, D. A., Goldberg, I. E., Weisskoff, R. M., Poncelet,
B. P., Kennedy, D. N., Hoppel, B. E., Cohen, M. S., Turner, R., Cheng, H.-M., Brady, T. J.,
and Rosen, B. R. (1992). Dynamic magnetic resonance imaging of human brain activity
during primary sensory stimulation. Proceedings of the National Academy of Sciences of the
United States of America, 89:5675–5679.
Lange, K. (2016). MM Optimization Algorithms. SIAM.
Lazar, N. A. (2008). The Statistical Analysis of Functional MRI Data. Springer.
Little, R. J. and Rubin, D. B. (2014). Statistical analysis with missing data. John Wiley &
Sons, New York.
Lloyd, S. (1982). Least squares quantization in pcm. IEEE transactions on information theory,
28(2):129–137.
MacQueen, J. et al. (1967). Some methods for classification and analysis of multivariate ob-
servations. In Proceedings of the fifth Berkeley symposium on mathematical statistics and
probability, volume 1, pages 281–297, Oakland, CA, USA.
Maitra, R. (2001). Clustering massive datasets with applications to software metrics and
tomography. Technometrics, 43(3):336–346.
Maitra, R. (2009a). Assessing certainty of activation or inactivation in test-retest fMRI studies.
Neuroimage, 47:88–97.
Maitra, R. (2009b). Initializing partition-optimization algorithms. IEEE/ACM Transactions
on Computational Biology and Bioinformatics, 6:144–157.
Maitra, R. (2010). A re-defined and generalized percent-overlap-of-activation measure for stud-
ies of fMRI reproducibility and its use in identifying outlier activation maps. Neuroimage,
50(1):124–135.
97
Maitra, R. and Melnykov, V. (2010). Simulating data to study performance of finite mixture
modeling and clustering algorithms. Journal of Computational and Graphical Statistics,
19(2):354–376.
Maitra, R., Melnykov, V., and Lahiri, S. (2012). Bootstrapping for significance of compact
clusters in multi-dimensional datasets. Journal of the American Statistical Association,
107(497):378–392.
Maitra, R. and Ramler, I. P. (2009). Clustering in the presence of scatter. Biometrics, 65:341
– 352.
Maitra, R., Roys, S. R., and Gullapalli, R. P. (2002). Test-retest reliability estimation of
functional mri data. Magnetic Resonance in Medicine, 48:62–70.
Mazets, E. P., Golenetskii, S. V., Ilinskii, V. N., Panov, V. N., Aptekar, R. L., Gurian, I. A.,
Proskura, M. P., Sokolov, I. A., Sokolova, Z. I., and Kharitonova, T. V. (1981). Catalog
of cosmic gamma-ray bursts from the KONUS experiment data. I. Astrophysics and Space
Science, 80:3–83.
Melnykov, V., Chen, W.-C., and Maitra, R. (2012). Mixsim: An r package for simulating data
to study performance of clustering algorithms. Journal of Statistical Software, 51(12):1–25.
Melnykov, V. and Maitra, R. (2010). Finite mixture models and model-based clustering. Statis-
tics Surveys, 4:80–116.
Melnykov, V. and Maitra, R. (2011). CARP: Software for fishing out good clustering algorithms.
Journal of Machine Learning Research, 12:69 – 73.
Michener, C. D. and Sokal, R. R. (1957). A quantitative approach to a problem in classification.
Evolution, 11:130–162.
Milligan, G. W. (1980). The validation of four ultrametric clustering algorithms. Pattern
Recognition, 12:41–50.
Milligan, G. W. and Cooper, M. C. (1985). An examination of procedures for determining the
number of clusters in a data set. Psychometrika, 50(2):159–179.
98
Mukherjee, S., Feigelson, E. D., Jogesh Babu, G., Murtagh, F., Fraley, C., and Raftery, A.
(1998). Three Types of Gamma-Ray Bursts. The Astrophysical Journal, 508:314–327.
Norris, J. P., Cline, T. L., Desai, U. D., and Teegarden, B. J. (1984). Frequency of fast, narrow
gamma-ray bursts. Nature, 308:434.
Ogawa, S., Lee, T. M., Nayak, A. S., and Glynn, P. (1990). Oxygenation-sensitive contrast in
magnetic resonance image of rodent brain at high magnetic fields. Magnetic Resonance in
Medicine, 14:68–78.
Ostrovsky, R., Rabani, Y., Schulman, L. J., and Swamy, C. (2013). The effectiveness of lloyd-
type methods for the k-means problem. J. ACM, 59(6):28:1–28:22.
Paciesas, W. S., Meegan, C. A., an d Michael S. Briggs, G. N. P., Kouveliotou, C., Koshut,
T. M., Lestrade, J. P., ough, M. L. M., Brainerd, J. J., Hakkila, J., Henze, W., Preece, R. D.,
Connaughton, V., rc Kippen, R. M., Mallozzi, R. S., Fishman, G. J., Richardson, G. A., and
Sahi, M. (1999). The fourth batse gamma-ray burst catalog (revised). The Astrophysical
Journal Supplement, 122(2):465.
Park, L. A. F., Bezdek, J. C., Leckie, C., Kotagiri, R., Bailey, J., and Palaniswami, M. (2016).
Visual assessment of clustering tendency for incomplete data. IEEE Transactions on Knowl-
edge and Data Engineering, 28(12):3409–3422.
Pelleg, D., Moore, A. W., et al. (2000). X-means: Extending k-means with efficient estimation
of the number of clusters. In ICML, volume 1, pages 727–734.
Piran, T. (2005). The physics of gamma-ray bursts. Rev. Mod. Phys., 76:1143–1210.
R Core Team (2017). R: A Language and Environment for Statistical Computing. R Foundation
for Statistical Computing, Vienna, Austria.
Roweis, S. T. and Saul, L. K. (2000). Nonlinear dimensionality reduction by locally linear
embedding. science, 290(5500):2323–2326.
99
Sarkar, M. and Leong, T.-Y. (2001). Fuzzy k-means clustering with missing values. In Pro-
ceedings of American Medical Informatics Association Annual Symposium (AMIA), pages
588–592.
Shahmoradi, A. and Nemiroff, R. J. (2015). Short versus long gamma-ray bursts: a comprehen-
sive study of energetics and prompt gamma-ray correlations. Monthly Notices of the Royal
Astronomical Society, 451:126–143.
Simin´ski, K. (2013). Clustering with missing values. Fundamenta informaticae, 123(3):331–350.
Simin´ski, K. (2015). Rough subspace neuro-fuzzy system. Fuzzy Sets and Systems, 269:30–46.
Simn´ski, K. (2014). Rough fuzzy subspace clustering for data with missing values. Computing
& Informatics, 33(1).
Sugar, C. A. and James, G. M. (2003). Finding the number of clusters in a dataset:
An information-theoretic approach. Journal of the American Statistical Association,
98(463):750–763.
Timm, H. and Kruse, R. (1998). Fuzzy cluster analysis with missing values. In Fuzzy Informa-
tion Processing Society-NAFIPS, 1998 Conference of the North American, pages 242–246.
IEEE.
Wagstaff, K. (2004). Clustering with missing values: No imputation required. In Banks, D.,
House, L., McMorris, F., Arabie, P., and Gaul, W., editors, Classification, Clustering, and
Data Mining Applications, pages 649–658. Springer.
Wagstaff, K. L. and Laidler, V. G. (2005). Making the most of missing values: Object clustering
with partial data in astronomy. In Astronomical Data Analysis Software and Systems XIV,
volume 347, page 172.
Woo, C.-W., Krishnan, A., and Wager, T. D. (2014). Cluster-extent based thresholding in
fMRI analyses: Pitfalls and recommendations. Neuroimage, 91:412419.
Xu, R. and Wunsch, D. C. (2009). Clustering. John Wiley & Sons, NJ, Hoboken.
100
Zhao, W., Ma, H., and He, Q. (2009). Parallel k-means clustering based on mapreduce. In
IEEE International Conference on Cloud Computing, pages 674–679. Springer.
4.6 Appendix
l l
l
l
ll
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l lll
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l ll l
l
l
l
l
l
l
l
l
ll
l
ll
ll
l
l l
l l
l
l
l
l
l
l
ll
l
l
l
l
l
l l
l
l
l
l
ll
l l
l
ll
l
l l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
λ = 0.05
ω° = 0.001
λ = 0.05
ω° = 0.01
λ = 0.05
ω° = 0.05
λ = 0.1
ω° = 0.001
λ = 0.1
ω° = 0.01
λ = 0.1
ω° = 0.05
λ = 0.2
ω° = 0.001
λ = 0.2
ω° = 0.01
λ = 0.2
ω° = 0.05
λ = 0.3
ω° = 0.001
λ = 0.3
ω° = 0.01
λ = 0.3
ω° = 0.05
K
=
4
K
=
7
MAR
MCAR
NMAR
NMAR2
MAR
MCAR
NMAR
NMAR2
MAR
MCAR
NMAR
NMAR2
MAR
MCAR
NMAR
NMAR2
MAR
MCAR
NMAR
NMAR2
MAR
MCAR
NMAR
NMAR2
MAR
MCAR
NMAR
NMAR2
MAR
MCAR
NMAR
NMAR2
MAR
MCAR
NMAR
NMAR2
MAR
MCAR
NMAR
NMAR2
MAR
MCAR
NMAR
NMAR2
MAR
MCAR
NMAR
NMAR2
5
10
15
20
10
20
30
40
50
Missingness Mechanism
Ex
e
cu
tio
n 
Ti
m
e 
(se
co
nd
s)
Initialization δ~i,Ck2 δi,Ck2
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2
i,Ck - and δ˜
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i,Ck -weighting for initializations.
Only settings with p = 10 and n = 1, 000 are shown.
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CHAPTER 5. CLUSTERING IN THE PRESENCE OF REPLICATES
A paper to be submitted to Biometrics
Andrew Lithio and Ranjan Maitra
Abstract
Scientific data often include replicates; for example, gene expression studies commonly
sequence multiple biological replicates. For the purposes of clustering, it is common to simply
average the replicates and apply established methods to the means. Alternatively, one could
adapt the desired method or model to incorporate the full data set. We discuss the consequences
of averaging replicated data, and explore setting where it is most and least harmful to do so. As
an example, we develop a k-means algorithm for replicated data in the style of Hartigan-Wong,
and compare the accuracy of its clusterings with those from the averaged data. It is shown
that even for spherical data with equal variances, using the means of replicated data is not
recommended when the number of replicates is unequal.
5.1 Introduction
Experimental replication is a foundational principle of scientific study that facilitates the
estimation of variance. This in turn allows for improved estimation of means, tests for statistical
significance, and other inferential procedures. Because most popular clustering methods were
not developed for data with replicates, it is common to simply average the replicates and
cluster the means directly. This approach, however, discards potentially valuable information
contained in the full data with replicates. We argue that in many cases it is preferable to avoid
simply clustering the means.
The remainder of the paper is as follows. Section 5.2 reviews popular methods for clustering,
and how they are applied to data with replicates. In the analysis of genetic data in particular, a
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number of model-based clustering methods for replicates have been proposed, as well as methods
for incorporating within-observation variance to augment clustering of means. In Section 5.3 we
offer an example of how existing clustering methods can be adapted by developing a k-means
algorithm for data with replicates, extending the approach of Hartigan and Wong (1979). We
then use simulated data to explore the clustering accuracy of k-means using replicated data
compared to using only means. We end with a discussion in Section 5.4 of when one should
avoid operating on averaged data.
5.2 Background
Partitioning data into a given number of clusters can be a valuable tool for grouping,
classifying, summarizing, or informally exploring data. When data contains replicates, it is
common to simply average the replicates before applying one’s chosen clustering algorithm
(Maitra, 2009a; Qin, 2006; Dougherty et al., 2002). There are many different approaches
to clustering, including hierarchical (agglomerative or divisive), partitional, and probabilistic
(Jain, 2010).
Hierarchical algorithms essentially create a tree, beginning with either all observations in
separate clusters (agglomerative) or all observations in one cluster (divisive). At each step,
clusters are either merged or divided until the opposite state is achieved. A possible strat-
egy for incorporating replicated data into an agglomerative approach while avoiding averaging,
named FITSS (forcing-into-the-same-subtree) by Yeung et al. (2003), is to begin by forcing
any replicates to merge before algorithmically determining which clusters to merge together.
In essence, this acts as an initialization grouping replicates together. In simulations tailored to
microarray data, the FITSS approach performed poorly compared to other available methods.
One could also take a similar approach to divisive clustering, where it is forbidden to sepa-
rate replicates. FITSS, however, is straightforward to implement using popular software for
hierarchical algorithms such as mclust (Fraley et al., 2012). A Bayesian approach to agglom-
erative clustering is presented in Cooke et al. (2011), in which replicates are used to estimate
variability, but observation means are used in the actual clustering procedure.
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A number of model-based approaches to clustering have been developed, primarily for ap-
plication to gene expression data. Medvedovic et al. (2004) develop both finite and infinite
Gaussian mixture models, and corresponding samplers, for clustering expression patterns in
microarray data. Variance within replicates is not required to be equal to within-cluster vari-
ance, and the models allow for non-spherical variance if desired. Li et al. (2015) propose
using replicates for a bootstrap procedure, where the bootstrapped data are clustered using
a Gaussian mixture model, and the final clustering is assembled through a consensus of the
bootstrapped clusterings. It is argued that this procedure is robust to outliers. Liu et al. (2007)
build a Gaussian mixture model specifically accounting for probe-level measurement error, ob-
taining a mean expression level and variance for each combination of gene and condition. An
EM-type algorithm is then used to estimate unknown parameters, and BIC is used to choose
the number of clusters. Similarly, Ng et al. (2006) propose a Gaussian mixture formulated as
a multi-level linear mixed-effects model, also estimated using an EM algorithm. The method
is applied not only to data with replicates, but longitudinal data and data with repeated mea-
sures. Lin et al. (2004) first use a two-component noise model to transform data, resulting
in homogeneous variance and symmetric residuals among replicates. A mixture model, with a
fixed number of components, is then proposed for the normalized, transformed data.
At least two modifications of partitional clustering have been proposed. Hughes et al. (2000)
proposed using the replicates to help estimate error variances, and using those to weight the
measures of distance or similarity used for clustering. Tjaden (2006) argues that this approach
is not suited for clustering using correlation, which is common in gene expression studies.
Rather than use estimated error variances in the distance matrix, the proposed algorithm
called CORE incorporates them in the objective function of a k-means-type algorithm. In the
following section, we will show that if one desires to use k-means, only a few simple changes
are necessary to the Hartigan-Wong algorithm to accommodate the full data set.
Yeung et al. (2003) evaluate the performance of many of the preceding approaches in the
context of microarray data. Methods considered include computing means and applying hier-
archical models, k-means with Euclidean distance or correlation, FITSS, and mixture models
related to those of Medvedovic et al. (2004) that incorporate replicates. Also, the ideas of
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Hughes et al. (2000) are applied in conjuction with various hierarchical and partitional meth-
ods. A simulation study showed that the infinite mixture model further developed in Medve-
dovic et al. (2004) gave the most accurate and stable clusterings, but that hierarchical methods
using variance of replicates to weight the similarity/distance matrix also worked well. Besides
the focus specifically on microarray data, we note that simulation experiments in Yeung et al.
(2003) generate equal numbers of replicates for every observation and in every dimension.
A core tenet of modern data science is to avoid discarding information. Reducing data to
only the observation means almost necessarily entails ignoring potentially valuable information
about variance and covariance. Even in the case of homogeneous and spherical variances, if
there are unequal numbers of replicates across observations or across dimensions, the means
themselves will have differing variances. Only under certain assumptions about the distribution
and structure of the data are the means and sample variances of each observation sufficient
for the entire dataset. In the following section, we develop a k-means procedure under the
assumption that replicates have conditional independence properties. We show that because
k-means also assumes homogeneous and spherical variances, each observation can be reduced
to its means and the number of replicates in each dimension. We will see, however, that there
are special cases where only clustering the means and ignoring the numbers of replicates yields
equivalent or superior results.
5.3 Application: Hartigan-Wong k-means with Replicates
5.3.1 Algorithm
The Hartigan-Wong algorithm is a well-known routine for dividing “[n] points in [p] dimen-
sions into K clusters so that the within-cluster sum of squares is minimized” (Hartigan and
Wong, 1979). The algorithm obtains a local minimum where no movement of a point to a
different cluster will reduce the within-cluster sum of squares. While not guaranteed to find a
partition that achieves a global minimum for within-cluster sum of squares, the Hartigan-Wong
method remains notable in part due to its simplicity of implementation and computational ef-
ficiency.
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Consider a set of observations X = X1, ...,XN , where each Xi is a collection of vectors
Xi = {Xi1, . . . ,Xip} and for any j, Xij = [Xij1 . . . Xijnij ]T is of length nij . Then N is the
number of observations, each Xi is a collection of p vectors, possibly of varying lengths, and
nij is the number of recorded values for observation Xi in dimension j. Let K be the number
of clusters, which we assume to be known, and C = {C1, ..., CK} be a clustering with centers
µ1, ...,µK . For simplicity, we will assume nij ≥ 1 for every i, j, but a similar approach can
be taken even if nij = 0 for some combinations of i and j. Then our objective function, the
within-cluster sum of squares, is
WK =
K∑
k=1
N∑
i=1
p∑
j=1
nij∑
l=1
I(Xi ∈ Ck)(Xijl − µkj)2 (5.1)
It is clear that
µˆkj =
∑N
i=1 I(Xi ∈ Ck)
∑nij
l=1Xijl∑N
i=1
∑nij
l=1 I(Xi ∈ Ck)
minimizes WK for a given clustering C. Note
∑nij
l=1 I(Xi ∈ Ck) = nij if Xi ∈ Ck, and 0
otherwise. Using the within-cluster sum of squares as our objective function most closely
corresponds to the assumption that the covariance structure of the clusters is identical to the
covariance structures of each observation. In the context of gene expression data, for instance,
WK treats replicates as biological replicates, where variance arises out of both technical and
biological variation. One would expect that the variance between technical replicates, only
representing technical variation and measurement error, would be different than the within-
cluster variance.
To apply the algorithm of Hartigan and Wong (1979) to data with replicates, all that
remains is to find expressions for the decrease in WK resulting from removing observation i
from any cluster A, and the increase in WK resulting from adding observation i to any other
cluster B. We shall denote these quantities as ∆A(i)
− and ∆B(i)+, respectively. For data
with no replications, Hartigan and Wong show that ∆¯A(i)
− =
nAδ
2
i,CA
nA−1 , and the decrease in
WK from moving observation i from cluster B by ∆¯B(i)+ =
nBδ
2
i,CB
nB+1
, where nA is the number
of observations currently assigned to cluster A and δ2i,CA is the squared Euclidean distance
between observation i and the current estimated center of cluster A, ||X¯i − µˆA||2. To adapt
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these values for WK and data with replicates, let ηAj =
∑N
i=1 I(Xi ∈ Ck)nij be the number
of recorded values in dimension j currently assigned to cluster A. We now show that for data
with replicates, ∆A(i)
− and ∆B(i)+ have a similar form as ∆¯A(i)− and ∆¯B(i)+, but contain
an additive term equal to the sum of squared errors within observation i. The additive term,
which only depends on the values of observation i, then plays no role when considering whether
to transfer an observation to another cluster.
Result 5.1. The increase inWK from transferring observation Xi into cluster CB is ∆B(i)+ =∑p
j=1
ηBjnij
ηBj+nij
||X¯ij·−µˆBj ||2+
∑nij
l=1(Xijl−X¯ij·)2. Similarly, the decrease inWK from transferring
observation Xi out of cluster CA is ∆A(i)
− =
∑p
j=1
ηAjnij
ηAj−nij ||X¯ij·− µˆAj ||2 +
∑nij
l=1(Xijl− X¯ij·)2.
Proof. Assume WLOG X1 /∈ CB, and let CB′ = {CB,X1}. Let µˆB and µˆB′ be the corre-
sponding estimated cluster means. The increase in within-cluster sum of squares realized from
transferring observation X1 to cluster B is ∆B(1)
+ =
∑p
j=1 ∆Bj(1)
+, where
∆Bj(1)
+ =
N∑
i=1
nij∑
l=1
[
(Xijl − µˆB′j)2I(Xi ∈ CB′)− (Xijl − µˆBj)2I(Xi ∈ CB)
]
=
N∑
i=1
nij∑
l=1
[
(X2ijl − 2XijlµˆB′j + µˆ2B′j)I(Xi ∈ CB′)
−(X2ijl − 2XijlµˆBj + µˆ2Bj)I(Xi ∈ CB)
]
=
n1j∑
l=1
X21jl +
N∑
i=1
nij∑
l=1
[
(µˆ2B′j − 2XijlµˆB′j)I(Xi ∈ CB′)− (µˆ2Bj − 2XijlµˆBj)I(Xi ∈ CB)
]
=
n1j∑
l=1
X21jl + ηBjµˆ
2
Bj − (ηBj + n1j)µˆ2B′j
=
n1j∑
l=1
X21jl + ηBjµˆ
2
Bj −
(
n1jX¯1j· +
∑N
i=1
∑n1j
l=1XijlI(Xi ∈ B)
)2
ηBj + n1j
=
n1j∑
l=1
X21jl +
η2Bjµˆ
2
Bj + ηBjn1jµˆ
2
Bj
ηBj + n1j
+
−η2Bjµˆ2Bj − 2ηBjµˆBjn1jX¯1j· − n21jX¯21j·
ηBj + n1j
=
n1j∑
l=1
X21jl +
ηBjn1j
ηBj + n1j
(
µˆ2Bj − 2µˆBjX¯1j·
)− n21jX¯21j· + n1jηBjX¯21j· − n1jηBjX¯21j·
ηBj + n1j
=
n1j∑
l=1
X21jl +
ηBjn1j
ηBj + n1j
(
µˆ2Bj − 2µˆBjX¯1j· + X¯21j·
)− n21jX¯21j· + n1jηBjX¯21j·
ηBj + n1j
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=
ηBjn1j
ηBj + n1j
||X¯1j· − µˆBj ||2 +
n1j∑
l=1
X21jl − n1jX¯21j·
=
ηBjn1j
ηBj + n1j
||X¯1j· − µˆBj ||2 +
n1j∑
l=1
(X1jl − X¯1j·)2
The term on the left is reminiscent of the quantity used by the standard Hartigan-Wong
algorithm, with the exception of incrementing by nij instead of 1, and in the case of unequal
replicates across dimensions, having to calculate it for each dimension instead of having a
constant nBnB+1 multiplier for all dimensions. The term on the right depends only on the within-
observation variance. The derivation for the reduction in within-cluster sum of squares when
removing Xi from cluster A is similar, and yields the expression ∆A(i)
− =
∑p
j=1 ∆Aj(i)
−,
where
∆Aj(i)
− =
ηAjnij
ηAj − nij ||X¯ij· − µˆAj ||
2 +
nij∑
l=1
(Xijl − X¯ij·)2.
The algorithm of Hartigan and Wong (1979) operates by considering ∆A(i)
− > ∆B(i)+,
or ∆A(i)
− −∆B(i)+ > 0. Thus, the within-observation variance terms in ∆A(i)− and ∆B(i)+
cancel out. We need only compute the terms on the left, which are the scaled Euclidean
distances between the observation mean and the current cluster center in each dimension.
Therefore, the increase in computational complexity of k-means when considering data with
replicates is negligible. With ∆A(i)
− and ∆B(i)+ defined, we now detail our algorithm following
the approach of Hartigan and Wong (1979) using observations X1, . . . ,XN .
Step 1: Initial Assignments Assignment of initializing values {µˆ(−1)L ;L = 1, 2, ...,K} is dis-
cussed in the following section. Use these initial values to obtain initial values for
ξ = [ξ1, ξ2, . . . , ξN ]
T and ψ = [ψ1, ψ2, . . . , ψN ]
T by
ξ
(0)
i = argmin1≤k≤K ||X¯i· − µˆ(−1)k ||2 and ψ(0)i = argmin1≤k≤K;k 6=ξ(0)i ||X¯i· − µˆ
(−1)
k ||2.
These are the indices of the closest and second closest cluster means to the means of Xi,
and ξ(t) will denote the cluster assignment of every observation at iteration t. Let C(0)
be the partition defined by ξ(0). Update µˆ(0) given C(0).
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Step 2: Live Set Initialization Put all clusters in the live set L. For subsequent steps, any
cluster that is modified by the previous quick transfer step is added to the live set until
at least the end of the next optimal-transfer stage. Any cluster not updated in the
previous N optimal-transfer steps is removed from the live set.
Step 3: Optimal-transfer Stage At the tth iteration, we have ξ(t), ψ(t), and cluster means µˆ(t).
Do the following for each observation i = 1, 2, ..., N . Suppose that ξ
(t)
i = k. If cluster k
is in the live set, do Step 4a, otherwise do Step 4b.
Step 4a: (k ∈ L) Suppose B = argminb6=k∆b(i)+. If ∆B(i)+ ≥ ∆k(i)−, leaveXi in its current
cluster, setting ξ
(t+1)
i = ξ
(t)
i , leaving µˆ
(t+1)
k unchanged, and setting ψ
(t+1)
i = B. But
if ∆B(i)
+ < ∆k(i)
−, we transfer Xi to cluster B, setting ξ
(t+1)
i = B and updating
both µˆ
(t+1)
k and µˆ
(t+1)
B . Also, assign ψ
(t+1)
i = k , and move clusters k and B to the
live set L.
Step 4b: (k /∈ L) Do Step 4a, but computing argminb∈L∆b(i)+, the minimum increase in
WK only over the clusters in the live set.
Step 5: Termination Check Stop if L = ∅, the live set is empty. This will be the case if no
transfers were made in Step 4. Otherwise, proceed to Step 6.
Step 6: Quick Transfer Stage Consider each observation i = 1, 2, . . . , N . Let ξ
(t)
i = A and
ψ
(t)
i = B. We need not check observation i if both A and B have not changed in the last
N steps. If ∆B(i)
+ ≥ ∆A(i)−, no change is necessary, so ξ(t+1)i , ψ(t+1)i , µˆ(t+1)A , and µˆ(t+1)B
are unchanged. Otherwise, set ξ
(t+1)
i = B and ψ
(t+1)
i = A, and update µˆ
(t+1)
A and µˆ
(t+1)
B .
Step 7: Transfer Switch If no transfer has taken place in the last N quick-transfer steps, return
to Step 4 (Optimal-transfer). Otherwise, return to Step 6 (Quick-transfer).
The Hartigan-Wong algorithm requires initial values, or seeds for cluster means. Effective
seeds of k-means algorithms can both speed up convergence and avoid local minimums of the
objective function (Maitra, 2009b; Jain, 2010). We propose use of k-means++ on the observa-
tion means to initialize the cluster centers. k-means++ is a popular and relatively inexpensive
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initialization method that produces clusterings that are at worst O(log k) competitive with
the optimal clustering (Arthur and Vassilvitskii, 2007). In effect, k-means++ creates initial
centers that are appropriately spread out for a given data set. For each clustering, we gen-
erate 100Kp initializations to account for the increasing number of local minima as K and p
increase. Finally, we now show that under certain conditions, clustering observation means
using the algorithm of Hartigan and Wong (1979) is equivalent to clustering the full data set
by the algorithm described in this section.
Result 5.2. Given equivalent initializations, for data with equal numbers of replicates for
every observation in every dimension (nij = r), the algorithm of Hartigan and Wong (1979)
for clustering only observation means, or scaled observations means, and the algorithm for
clustering the full data set with replicates are identical.
Proof. Note that for the case of equal numbers of replicates r and no missing data, the number
of recorded values in dimension j belonging to cluster K, ηKj , is the same for every j and a
multiple of the number of observations assigned to cluster K, nK . Specifically, ηKj = rnK for
every cluster K and every dimension j. Then,
∆A(i)
− −∆B(i)+ =
∑
j
∆Aj(i)
− −∆Bj(i)+
=
(rnA)r||X¯i· − µˆA||2
(rnA)− r −
(rnB)r||X¯i· − µˆB||2
(rnB) + r
=
nAr||X¯i· − µˆA||2
nA − 1 −
nBr||X¯i· − µˆB||2
nB + 1
= r[∆¯A(i)
− − ∆¯B(i)+].
Then
∆A(i)
− −∆B(i)+ > 0 ⇐⇒ ∆¯A(i)− − ∆¯B(i)+,
so at each step after initialization, the means-only and replicates approaches will be equivalent.
Result 5.3. Given equivalent initializations, for data with equal numbers of replicates for every
observation within each dimension (nij = nj), the algorithm of Hartigan and Wong (1979) for
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clustering only observation means multiplied by
√
nj and the algorithm for clustering the full
data set with replicates are identical.
Proof. For the case of equal numbers of replicates nj within each dimension, the number of
recorded values in dimension j belonging to cluster K, ηKj , is a multiple of the number of
observations assigned to cluster K, nK . Specifically, ηKj = njnK for every cluster K and each
dimension j. Let Yijl =
√
njXijl, with corresponding cluster centers νKj =
√
njµKj . Then,
∆A(i)
− −∆B(i)+ =
∑
j
∆Aj(i)
− −∆Bj(i)+
=
∑
j
(njnA)nj(X¯ij − µˆAj)2
(njnA)− nj −
(njnB)nj(X¯ij − µˆBj)2
(njnB) + nj
=
∑
j
nAnj(X¯ij − µˆAj)2
nA − 1 −
nBnj(X¯ij − µˆBj)2
nB + 1
=
∑
j
nA(
√
njX¯ij −√njµˆAj)2
nA − 1 −
nB(
√
njX¯ij −√njµˆBj)2
nB + 1
=
∑
j
nA(Y¯ij − νˆAj)2
nA − 1 −
nB(Y¯ij − νˆBj)2
nB + 1
=
nA||Y¯i· − νˆA||2
nA − 1 −
nB||Y¯i· − νˆB||2
nB + 1
= ∆¯A(i,Y )
− − ∆¯B(i,Y )+,
Where ∆¯A(i,Y )
− denotes the reduction in WK resulting from removing observation i from
cluster A when clustering the observation means of Yijl. Then
∆A(i)
− −∆B(i)+ = ∆¯A(i,Y )− − ∆¯B(i,Y )+,
so at each step after initialization, the means-only and replicates approaches will be equivalent.
5.3.2 Simulation Study
To compare the performance of k-means on observation means against k-means for repli-
cated data, we simulate homogeneous spherically clustered data with replicates using the R
package MixSim (Melnykov et al., 2012) with varying dimensions, numbers of clusters, degrees
of overlap, and varying data structures. MixSim is the R interface for the C -package CARP
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from Melnykov and Maitra (2011). We define overlap of simulated clusters by generalized over-
lap (ω˚) (Maitra, 2010), where greater values of ω˚ indicate greater amounts of overlap between
clusters. For each simulation setting we generate 50 data sets, then compare the performance of
each clustering method given the true number of clusters using the adjusted Rand index (AR)
(Hubert and Arabie, 1985). AR is a measure of agreement between two clusterings, in this case
between the true cluster labels and the labels returned by either clustering strategy. AR has
an expected value of 0 in the case of random partitions, and equals 1 if the two partitions are
equivalent (Yeung and Ruzzo, 2001).
Data were simulated from mixtures of multivariate normal distributions with homogeneous
and spherical variance. The mixing proportions were randomly generated with a lower bound
of 13K , where K is the number of clusters. Each combination of the parameter values listed
in Table 5.1 was used to generate data. To create differing numbers of replicates datasets
with equal numbers of replicates were generated, then either entire replicates were removed
(creating unequal numbers of replicates across observations, referred to with prefix “Un”), or
individual values were removed (creating unequal numbers of replicates across observations
and dimension, indicated by prefix Miss). Replicates or values were removed in each of two
different patterns, completely at random (suffix CAR) and not at random (suffix NAR), and at
different rates (λ). The CAR method is independent of the cluster, observation, or simulated
value. The NAR method is intended to test the robustness of our clusterings, removing data
from only half of the clusters (rounded down to the nearest integer), and removing values in
order of lowest observed value to highest. For the Miss method, values in the selected clusters
were ranked across dimension, and the lowest ones were removed according to the specified λ.
For the Un method, replicates were ranked by their average value across all dimensions, then
removed at the desired rate of λ.
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Table 5.1: Values for each parameter used in simulation study.
Parameter Values
Clusters (K) 4, 7
Observation (n) 500, 1000, 2500
Dimension (p) 5, 10
Replicates (r) 3, 8
Overlap (ω˚) 0.01, 0.1, 0.35
Censoring Method Unequal Replicates (Un), Missing Values (Miss)
Pattern Completely At Random (CAR), Not at Random (NAR)
Censoring Level (λ) 0.25, 0.5
As established by Result 5.2, because we are using equivalent initializations for clustering
the replicated data and the observation means, results for data with equal replicates and no
missing values are identical for every K, n, p, r, and ω˚. While ω˚ = 0.35 indicates a high degree
of overlap, as r increases, the overlap between observation means decreases
5.3.3 Simulation Results
Figure 5.1 displays AR values for clusterings using only the means and clusterings using
the algorithm of Section 5.3.1 (identified as the “Rep” method in figures) for data generated as
UnCAR. Results are remarkably similar, though we tend to see the most difference at λ = 0.5
with higher amounts of overlap. Note that the variance in the number of replicates is largest
at λ = 0.5. While small differences do exist, they are of limited practical significance. For
the results on UnNAR data displayed in Figure 5.2, though, there are a number of scenarios
where clustering using means outperforms clustering using all replicates. The largest differences
appear for the highest levels of λ, ω˚, and r. The difficulty, which is inherent to k-means
clustering, is due to the imbalance in the sizes of the clusters. As noted in Wu et al. (2009),
k-means is known to struggle when some clusters are much larger than others. This is not
unexpected, as the objective of k-means is simply to minimize the sum of squared errors. The
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settings where clustering using means performs better than clustering using all replicates are
cases where: (1) overlap is reasonably high, meaning clusters are close together, (2) some
clusters are left with r replicates, and some have replicates removed at high rates, so that we
have unbalanced clusters, and (3) observations have the same number of replicates in each
dimension, so that observation means will still have spherical variances. Thus, these are cases
where using means has limited negative impact, but has the positive effect of creating more
balanced clusters.
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Figure 5.1: Adjusted Rand Index (AR) for clustering only observation means (Mean) and the
full data set with replicates (Rep) for 50 simulated data sets where observations have unequal
numbers of replicates completely-at-random (UnCAR).
Figure 5.3 displays AR values for data generated as MissCAR, that is, data with unequal
numbers of replicates across observations and dimensions, independent of cluster membership.
Here we see that clustering using replicates outperforms clustering only the means in nearly
every situation, with the largest differences at λ = 0.5, which we have noted creates the highest
variance in the number of replicates used in this simulation study. Means of observations
with differing numbers of replicates in each dimension have non-spherical variance, violating
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Figure 5.2: Adjusted Rand Index (AR) for clustering only observation means (Mean) and the
full data set with replicates (Rep) for 50 simulated data sets where observations have unequal
numbers of replicates not-at-random (UnNAR).
a key assumptions of k-means. In other words, clustering only the means requires treating
every mean as containing the same amount of information, but this is not the case when there
are differing numbers of replicates. Figure 5.4 shows a similar pattern in MissNAR data for
λ = 0.25, but reversed for λ = 0.5. This is simply because at λ = 0.5, the data closely resemble
UnNAR data– in most observations, there is only one replicate in each dimension in the selected
clusters. This again creates unbalanced clusters, where WK is dominated by observations from
certain clusters to the extent where the cluster centers that achieve the minimum value of WK
do not closely match their true values. If one suspects such an imbalance between clusters, an
alternative approach to clustering should be investigated.
5.4 Discussion
Clustering data with replicates should be done only after careful consideration of the struc-
ture and distribution of the data. Model-based clustering methods extended to data with
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Figure 5.3: Adjusted Rand Index (AR) for clustering only observation means (Mean) and the
full data set with replicates (Rep) for 50 simulated data sets where observations have missing
values completely-at-random (MissCAR).
replicates have been shown to give more accurate and stable clusterings in a variety of con-
texts. We have shown that in the case of k-means clustering, a Hartigan-Wong-style algorithm
for minimizing the sum of squared errors in data with replicates only requires observation
means and the number of recorded values in each dimension. Thus, computational complexity
is not meaningfully increased. When there are equal numbers of replicates in each dimension
for every replicate, this problem is equivalent to clustering observation means. For data with
equal replicates in each dimension, but differing numbers of replicates across observations, we
see a slight improvement in clustering over only clustering observation means. More signifi-
cant improvement can be seen when observations have unequal numbers of replicates across
dimensions. In this case, observation means no longer have a spherical covariance structure.
It appears the only case in which k-means clustering on only observations means outperforms
clustering with replicates is when replicates cause the data to be severely unbalanced across
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Figure 5.4: Adjusted Rand Index (AR) for clustering only observation means (Mean) and the
full data set with replicates (Rep) for 50 simulated data sets where observations have missing
values not-at-random (MissNAR).
clusters. This, however, is a more general challenge of k-means clustering, and such a case is
not likely in many practical applications.
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CHAPTER 6. CONCLUSION
The vast quantities of data being produced today create many opportunities for the ad-
vancement of knowledge, but also creates demands on the advancement of methods. This
dissertation has put forth several advancements for the analysis of RNA-seq data in particular,
and advocated for a more careful approach to incomplete and replicated data, with demon-
strated applications to clustering.
Chapters 2 and 3 developed and demonstrated different methods for detecting differentially
expressed genes. Chapter 2 explored utilizing recently developed computational methods to
perform an empirical-Bayes-type analysis on RNA-seq, and the additional challenges that arise
with such an approach.
In particular, parameterization, which is irrelevant in many popular frequentist RNA-seq
methods, becomes an important consideration. We proposed a data-based reparameterization
method to achieve approximately uncorrelated parameters, and showed its importance in the
subsequent tests for differentially expressed genes. Chapter 3, however, developed additional
tests that fit within an existing RNA-seq pipeline. When one suspects a monotone expression
pattern, or a dosage effect, test performance may be improved by specifying the appropriate
alternative hypothesis. We introduced a likelihood-based test and adapted an existing test for
ordered means based on the difference between the extreme means under the monotone alter-
native that both showed increased ability to detect genes with monotone expression patterns,
while still controlling the false discovery rate at the desired level.
Chapters 4 and 5 addressed another component of gene expression studies, clustering. Each
chapter adapted a popular k-means clustering algorithm to improve treatment of data, first
discussing data with missing values, then data with replicates. More generally, these chapters
advocated a more careful treatment of data when clustering. In many cases, one can avoid
discarding potentially useful information, such as observations with missing values or infor-
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mation about the variance between replicates. Especially for data with unequal numbers of
replicates, clustering performance can be improved, and in the case of k-means, at little added
computational cost.
