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Abstract—In this article we obtain the sharp asymptotic formulas for the eigenvalues and eigen-
functions of the non-self-adjoint operators generated by a system of the Sturm–Liouville equations
with Dirichlet and Neumann boundary conditions. Using these asymptotic formulas, we ﬁnd a
condition on the potential for which the root functions of these operators form a Riesz basis.
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1. INTRODUCTION
We consider the diﬀerential operators Dm(Q) and Nm(Q) generated in the space Lm2 [0, 1] by the
diﬀerential expression
l(y) = −y′′(x) +Q (x)y(x) (1.1)
with Dirichlet
y (1) = y (0) = 0, (1.2)
and Neumann
y
′
(1) = y
′
(0) = 0 (1.3)
boundary conditions respectively, where Lm2 [0, 1] is the set of the vector functions f = (f1, f2, . . . , fm)
with fk ∈ L2 [0, 1] for k = 1, 2, . . . ,m and Q(x) = (qi,j (x)) is an m×m matrix with complex-valued
summable entries qi,j (x) . The norm ‖.‖ and inner product (., .) in Lm2 [0, 1] are deﬁned by
‖f‖ =
( 1ˆ
0
|f (x)|2 dx
)1/2
, (f, g) =
1ˆ
0
〈f (x) , g (x)〉 dx,
where |.| and 〈., .〉 are respectively the norm and the inner product in Cm.
Note that general results concerning the Riesz basis property of ordinary diﬀerential operators of
higher order and more complicated boundary-value problems, when the equations and the boundary
conditions contain nonlinear functions of the spectral parameter, were obtained in the papers of A. A.
Shkalikov. In [1]–[5], he proved that the root functions (eigenfunctions and associated functions) of
the operators generated by an ordinary diﬀerential expression with summable matrix coeﬃcients and
regular boundary conditions form a Riesz basis with parentheses and only the functions corresponding
to splitting eigenvalues should be included in the parentheses. In particular, if the boundary conditions
are strongly regular and there are no asymptotically splitting eigenvalues, then one has the ordinary
Riesz basis. Luzhina [6] generalized these results to boundary-value problems in which the coeﬃcients
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depend on the spectral parameter. The diﬀerential operators in the space of vector-valued functions with
quasiperiodic and periodic boundary conditions were considered in [7]–[11].
This paper can be regarded as a continuation of the paper [7], where we investigated the diﬀerential
operator Tm(Q) generated in the space Lm2 [0, 1] by the diﬀerential expression (1.1) and the boundary
conditions whose scalar case (the case m = 1) are strongly regular. The main results of [7] are the
following.
Suppose that qi,j ∈ Lm2 [0, 1] and all eigenvalues μ1, μ2, . . . , μm of the matrix
C =
1ˆ
0
Q (x) dx (1.4)
are simple. Then, large eigenvalues of Tm (Q) consist of sequences {λk,1} , {λk,2} , . . . , {λk,m}
satisfying the asymptotic formula
λk,j = μk,j +O(αk) +O
(
ln |k|
k
)
,
where μk,j is the eigenvalue of Tm (C) and αk is the maximum of the Fourier coeﬃcients of the
entries qi,j of Q relative to the eigenfunctions of T1 (0) corresponding to the eigenvalues near to
(πk)2. The normalized eigenfunction Ψk,j(x) of Tm(Q) corresponding to λk,j satisﬁes
Ψk,j(x) = Φk,j(x) +O(αk) +O(k
−1 ln |k|),
where Φk,j(x) is the normalized eigenfunction of Tm (C) corresponding to μk,j. The root functions
of Tm (Q) form a Riesz basis in Lm2 (0, 1).
In this paper, we obtain sharper asymptotic formulas (2.19) and (2.20) (see the end of the paper)
for the eigenvalues and eigenfunctions of the operators Dm(Q) and Nm(Q) generated by (1.1)– (1.2)
and (1.1)– (1.3) respectively. Moreover, we replace the condition qi,j ∈ Lm2 [0, 1] by the weaker condition
qi,j ∈ Lm1 [0, 1] . We investigate the operator Dm(Q) and then explain that the investigation of Nm(Q)
is almost the same. Note that, in the papers [7]–[11], we considered the operator Tm(Q) as a
perturbation ofTm(C) by (Q−C).However, in the present paper, in order to obtain a sharper asymptotic
formula for λk,j and Ψk,j(x), we consider the operator Dm(Q) as a perturbation of Dm(C − C2k) by
(Q(x)− C + C2k), where
C2k =
1ˆ
0
Q (x) cos 2πkx dx. (1.5)
To describe the obtained formulas, let us recall some well-known results and introduce some notations.
Since the Dirichlet boundary conditions are regular it easily follows from the well-known classical
investigations [12] that the eigenvalues of the operator Dm(Q) consist of m sequences
{λk,1 : k ∈ N}, {λk,2 : k ∈ N}, . . . , {λk,m : k ∈ N}
satisfying
λk,j = (kπ)
2 +O(|k|1−1/m).
Therefore, we have the following relations to use for the proof of the asymptotic formulas:
|λk,j − (kπ)2 | < c1|k|1−1/m,
|λk,j − (πn)2 | > c2(||k| − |n||)(|k| + |n|), ∀n = ±k, k  1, (1.6)∑
n:n>d
1
|λk,j − (πn)2| <
c3
d
, ∀ d > 2|k|  1, (1.7)
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∑
n:n =±k
1
|λk,j − (πn)2| = O(k
−1 ln |k|), (1.8)
∑
n:n =±k
1
|λk,j − (πn)2|2
= O(k−2), (1.9)
where the symbol cm for m = 1, 2, ..., stands for a positive constant whose exact value is inessential and
k  1 means that k is a suﬃciently large number. To obtain the asymptotic formulas for Dm(Q), let us
analyze the eigenvalues and the eigenfunctions of the operators Dm(0) and Dm(C −C2k), where C and
C2k are deﬁned in (1.4) and (1.5). It is clear that
{ϕp,q(x) =
√
2 (sin pπx) eq : q = 1, 2, . . . ,m, p = 1, 2, ... } (1.10)
where
e1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
1
0
...
0
⎞
⎟⎟⎟⎟⎟⎟⎠
, e2 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0
1
...
0
⎞
⎟⎟⎟⎟⎟⎟⎠
, . . . , em =
⎛
⎜⎜⎜⎜⎜⎜⎝
0
...
0
1
⎞
⎟⎟⎟⎟⎟⎟⎠
are the orthonormal system of eigenfunctions of the operator Dm(0) and the corresponding eigenvalues
are (πp)2 for p = 1, 2, ....
2. MAIN RESULTS
First of all, for the eigenvalues and the eigenfunctions of the operator Dm(C − C2k), we prove the
following obvious proposition:
Proposition 2.1. Suppose that the eigenvalues μ1, μ2, . . . , μm of the matrix C are simple. Then:
(a) For large values of k, the eigenvalues μ1(k), μ2(k), . . . , μm(k) of the matrix C −C2k are simple
and
μj(k) = μj + o(1) (2.1)
for k → ∞, where j = 1, 2, . . . ,m. The normalized eigenvector vj(k) of the matrix C − C2k
corresponding to the eigenvalue μj(k) satisﬁes
vj(k) = vj + o(1)
for k → ∞, where vj is the normalized eigenvector of the matrix C corresponding to the eigen-
value μj.
(b) For k  1, the eigenvalues and eigenfunctions of the operators
Lm(C − C2k), (Lm(C − C2k))∗
lying in the c1|k|1−1/m neighborhoods of (kπ)2 are
(πk)2 + μj(k), (πk)
2 + μj(k)
for j = 1, 2, . . . ,m and the corresponding eigenfunctions are
Φk,j(x) = vj(k)
√
2 sin kπx, Φ∗k,j(x) = v
∗
j (k)
√
2 sin kπx
respectively, where v∗j (k) is the eigenvector of (C − C2k)∗ corresponding to the eigenvalue μj(k).
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Proof. Since the entries qi,j of the matrix Q are integrable functions, their cosine Fourier coeﬃcients
1ˆ
0
qi,j (x) cos 2πkx dx,
tend to zero as k → ∞. Therefore, we have C2k = o(1) as k → ∞. Thus, the proof of (a) follows from
well-known facts of perturbation theory in ﬁnite-dimensional space (see [13], Chap. 2). Using
(C − C2k)vj(k) = μj(k)vj(k),
one can easily verify that
Lm(C − C2k)Φk,j(x) =
(
(πk)2 + μj(k)
)
Φk,j(x).
This, together with (1.6), shows the validity of (b) for the operator Lm(C −C2k). To prove this for the
operator (Lm(C − C2k))∗, it suﬃces to note that
(Lm(C − C2k))∗ = Lm ((C − C2k)∗) ,
since the Dirichlet boundary condition is self-adjoint.
To obtain the asymptotic formulas for the eigenvalue λk,j and eigenfunction Ψk,j of Dm(Q), we use
the following formula
(λk,j − (πk)2 − μi(k))(Ψk,j ,Φ∗k,i) = ((Q− C + C2k)Ψk,j,Φ∗k,i) (2.2)
obtained from
Dm(Q)Ψk,j = λk,jΨk,j (2.3)
by multiplying both sides of (2.3) by Φ∗k,i(x) and then using the equalities
Dm(Q) = Dm(C − C2k) + (Q− C + C2k), (Dm(C − C2k))∗Φ∗k,i = ((πk)2 + μi(k) )Φ∗k,i.
To prove sharp asymptotic formulas for the eigenvalues, we ﬁrst show that the right-hand side of (2.2) is
O(k−1 ln |k|) (see Lemma 2.2 ) for all j and i and then prove for each eigenfunctionΨk,j ofDm(Q), where
k  1, that there exists a root function of (Dm(C −C2k)))∗, denoted by Φ∗k,j, such that (Ψk,j,Φ∗k,j) is a
number of order 1 (see Lemma 2.3). For this, we also use the formula
(Ψk,j, ϕn,s) =
(Ψk,j, Q
∗ϕn,s)
λk,j − (πn)2
, ∀n = ±k, (2.4)
which can be obtained from (2.3) by multiplying both sides by ϕn,s(x) and using the relation
Dm (0)ϕn,s(x) = (πn)
2 ϕn,s(x).
Further, for n ∈ N, k  1, s, j = 1, 2, . . . ,m, we use the inequality
|(Ψk,j, Q∗ϕn,s)| < c4 (2.5)
whose proof is almost the same as that of inequality (19) from [8]. Thus, by (2.4) and (2.5), we have
|(Ψk,j, ϕn,s)| < c4∣∣∣λk,j − (πn)2
∣∣∣ , ∀n = ±k, k  1.
This inequality with (1.7), (1.8), and (1.9) gives us the inequalities∑
n:n>d
| (Ψk,j, ϕn,s) | < c5
d
, ∀ d > 2|k|, k  1, (2.6)
∑
$n:n =±k
| (Ψk,j, ϕn,s) | = O(k−1 ln |k|), (2.7)
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n:n =±k
| (Ψk,j, ϕn,s) |2 = O(k−2) (2.8)
respectively for all s = 1, 2, . . . ,m, which we shall use in the proof of the lemmas.
Lemma 2.2. For any i = 1, 2, . . . ,m and j = 1, 2, . . . ,m, the following equality holds:(
Ψk,j, (Q
∗ −C∗ +C∗2k)Φ∗k,i
)
= O(k−1 ln |k|). (2.9)
Proof. Since
Φ∗k,i(x) ≡ v∗i (k)
√
2 sin kπx,
in order to prove (2.9), it suﬃces to show that(
Ψk,j, (Q
∗ − C∗ + C∗2k)ϕ∗k,s
)
= O(k−1 ln |k|) (2.10)
for s = 1, 2, . . . ,m. To this end, we estimate (Ψk,j, Q∗ϕ∗k,s) and (Ψk,j, (C
∗ − C∗2k)ϕ∗k,s) separately.
To estimate the ﬁrst one, let us prove that, for n ∈ N, k  1, s, j = 1, 2, . . . ,m,
(Ψk,j, Q
∗ϕk,s) =
∑
q=1,2,...m; p∈N
(qs,q,k−p − qs,q,k+p) (Ψk,j, ϕp,q), (2.11)
where
qs,q,j =
1ˆ
0
qs,q (x) cos jπx dx.
It follows from (2.6) that the decomposition of Ψk,j(x) with respect to the orthonormal basis (1.10) is of
the form
Ψk,j(x) =
∑
p=1,2, ... ,d
q=1,2, ... ,m
(Ψk,j, ϕp,q)ϕp,q(x) + gd(x), where sup
x∈[0,1]
|gd(x)| < c6
d
. (2.12)
On the other hand, using (1.10) and the trigonometric equality 2 sinx sin y = cos(x− y)− cos(x+ y),
one can easily verify that
(ϕp,q, Q
∗ϕn,s) = qs,q,n−p − qs,q,n+p. (2.13)
Putting (2.12) in (Ψk,j, Q∗ϕn,s), letting d tend to ∞, and then using (2.13), we obtain (2.11). Now let
us estimate the right-hand side of (2.11) for p = k and p = k. By (2.7), we have∑
q=1,2,...m; p =k
(qs,q,k−p − qs,q,k+p) (Ψk,j, ϕp,q) = O(k−1 ln |k|).
This, together with (2.11), implies
(Ψk,j, Q
∗ϕk,s) =
∑
q=1,2,...m
(qs,q,0 − qs,q,2k) (Ψk,j, ϕk,q) +O(k−1 ln |k|). (2.14)
On the other hand, one can readily see that
(Ψk,j, (C
∗ − C∗2k)ϕk,s) =
∑
q=1,2,...m
(qs,q,0 − qs,q,2k) (Ψk,j, ϕk,q). (2.15)
Thus, (2.10) follows from (2.14) and (2.15)
Lemma 2.3. Suppose that the eigenvalues μ1, μ2, . . . , μm of the matrix C are simple. Then for
each eigenfunction Ψk,j(x) of Dm(Q), where k  1, there is an eigenfunction of (Lm(C − C2k))∗ ,
denoted by Φ∗k,j, satisfying ∣∣(Ψk,j,Φ∗k,j)∣∣ > c7.
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Proof. Since (1.10) is an orthonormal basis of Lm2 [0, 1] , we have
Ψk,j(x) =
∑
i=1,2, ... ,m
(∑
n∈N
(Ψk,j, ϕn,i)ϕn,i(x)
)
,
‖Ψk,j‖2 =
∑
i=1,2, ... ,m
|(Ψk,j, ϕk,i)|2 +
∑
i=1,2, ... ,m
( ∑
n:n =k
|(Ψk,j, ϕn,i)|2
)
. (2.16)
On the other hand, it follows from (2.8) that
∑
i=1,2, ... ,m
( ∑
n:n =k
|(Ψ :k,j, ϕn,i)|2
)
= O
(
1
k2
)
. (2.17)
Using the equality ‖Ψk,j‖ = 1 and (2.17) in (2.16), we obtain
∑
i=1,2, ... ,m
|(Ψk,j, ϕk,i)|2 = 1 +O
(
1
k2
)
.
Thus, there exists an index p such that
|(Ψk,j, ϕk,p)|2 > 1
m+ 1
. (2.18)
Since the eigenvalues μ1, μ2, . . . , μm of the matrix C are simple, the corresponding eigenvectors
v1, v2, . . . , vm form a basis in Cm. Therefore, using (2.18) and the equality
ϕk,p(x) = ep
√
2 sin kπx,
we see that there exists an index, denoted by j, such that∣∣∣(Ψk,j, v∗j√2 sin kπx
)∣∣∣ > c8,
where v∗j is the eigenvector of C
∗ corresponding to the eigenvalue μj. This, together with the equalities
Φ∗k,j(x) = v
∗
j (k)
√
2 sin kπx v∗j (k) = v
∗
j + o(1)
(see Proposition 2.1) implies that
∣∣(Ψk,j,Φ∗k,j)∣∣ =
∣∣∣(Ψk,j, v∗j (k)√2 sin kπx
)∣∣∣ > 1
2
c8
for k  1. The lemma is proved.
Suppose that all the eigenvalues μ1, μ2, . . . , μm of the matrix C are simple. Dividing both sides of
equality (2.2) for i = j by (Ψk,j,Φ∗k,j) and using Lemma 2.2 and Lemma 2.3, we see that, for large k,
the eigenvalues λk,1, λk,2, . . . , λk,m of Dm (Q) lie in an O(k−1 ln |k|) neighborhood of the eigenvalues
(πk)2 + μj(k) for j = 1, 2, . . . ,m of Dm(C − C2k). On the other hand, by (2.1) we have
| μj(k)− μi(k) |> 1
2
min
i =j
| μj − μi |> c9,∀ i = j.
Therefore, if λk,j lies in an O(k−1 ln |k|) neighborhood of the eigenvalues (πk)2 + μj(k), then
| λk,j − μi(k)− (πk)2 |>| μj(k)− μi(k) | − | λk,j − μj(k)− (πk)2 |≥ 1
2
c9.
Using this and repeating the proof of Theorem 2 from [7], we obtain the following theorem:
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Theorem 2.4. Suppose that all eigenvalues μ1, μ2, . . . , μm of the matrix C are simple. Then there
exists a number N such that all eigenvalues λk,1, λk,2, . . . , λk,m of Dm (Q) for |k| ≥ N are simple
and satisfy the asymptotic formula
λk,j = (πk)
2 + μj(k) +O(k
−1 ln |k|), (2.19)
where μj(k) is the eigenvalue of the matrix C − C2k. The normalized eigenfunction Ψk,j(x) of
Lm(Q) corresponding to λk,j satisﬁes
Ψk,j(x) =
√
2vj(k) sin kπx+O(k
−1 ln |k|), (2.20)
where vj(k) is the normalized eigenfunction ofC −C2k corresponding to μj(k). The root functions
of Dm (Q) form a Riesz basis in Lm2 (0, 1).
To obtain the asymptotic formulas for the eigenvalues λk,j and eigenfunctions Ψk,j of the operator
Nm (Q) generated by the Neumann boundary conditions (1.3), we consider Nm(Q) as a perturbation of
Nm(C + C2k) by (Q− C − C2k) and, for simplicity of notation, the eigenvalues and eigenfunctions of
Nm (Q) are also denoted by λk,j and Ψk,j , respectively. Therefore, instead of (2.2), using
(λk,j − (πk)2 − ρi(k))(Ψk,j , u∗j (k) cos kπx) = ((Q− C − C2k)Ψk,j, u∗j (k) cos kπx)
and repeating the proof of Theorem 2.4, we obtain the following theorem, where ρj(k) is the eigenvalue
of the matrix C + C2k and u∗j (k) is the eigenfunction of (C +C2k)
∗ corresponding to ρj(k).
Theorem 2.5. Suppose that all eigenvaluesμ1, μ2, . . . , μm of the matrixC are simple. Then, there
exists a number N such that all eigenvalues λk,1, λk,2, . . . , λk,m of Nm (Q) for |k| ≥ N are simple
and satisfy the asymptotic formula
λk,j = (πk)
2 + ρj(k) +O(k
−1 ln |k|).
The normalized eigenfunction Ψk,j(x) of Nm(Q) corresponding to λk,j satisﬁes
Ψk,j(x) =
√
2uj(k) cos kπx+O(k
−1 ln |k|),
where uj(k) is the normalized eigenfunction ofC +C2k corresponding to ρj(k). The root functions
of Nm (Q) form a Riesz basis in Lm2 (0, 1).
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