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The Industrial Internet of Things (IIoT) are transforming industries through emerging tech-
nologies such as wireless networks, edge computing, and machine learning. However, IIoT
technologies are not ready for control systems for industrial automation that demands con-
trol performance of physical processes, resiliency to both cyber and physical disturbances,
and energy efficiency. To meet the challenges of IIoT-driven control, we propose holistic
control as a cyber-physical system (CPS) approach to next-generation industrial automa-
tion systems. In contrast to traditional industrial automation systems where computing,
communication, and control are managed in isolation, holistic control orchestrates the man-
agement of cyber platforms (networks and computing platforms) and physical plant control
at run-time in an integrated architecture. Specifically, this dissertation research comprises
the following primary components.
Holistic wireless control: The core of holistic wireless control is a holistic controller compris-
ing a plant controller and a network controller cooperating with each other. At run-time
xv
the holistic controller generates (1) control commands to the physical plant and (2) net-
work reconfiguration commands to wireless networks based on both physical and network
states. This part of dissertation research focused on the design and evaluation of holistic
controllers exploiting a range of network reconfiguration strategies: (1) adapting transmis-
sion redundancy, (2) adapting sampling rates, (3) self-triggered control, and (4) dynamic
transmission scheduling. Furthermore, we develop novel network reconfiguration protocols
(NRP) as actuators to control network configurations in holistic control.
Holistic edge control: This part of dissertation research explores edge computing as a multi-
tier computing platform for holistic control. The proposed switching multi-tier control (SMC)
dynamically switches controllers located on different computation platforms, thereby ex-
ploiting the trade-off between computation and communication in a multi-tier computing
platform. We also design the stability switch between local and edge controllers under infor-
mation loss from another perspective, based on co-design of edge and local controllers that
are designed via a joint Lyapunov function.
Real-time wireless cyber-physical simulators: To evaluate holistic control, we extend the
Wireless Cyber-Physical Simulator (WCPS) to integrate simulated physical plants (in Simulink)
with real wireless networks (WCPS-RT ) and edge computing platforms (WCPS-EC ). The
real-time WCPS provides a holistic environment for CPS simulations that incorporate wire-
less dynamics that are challenging to simulate accurately, explore the impacts and trade-off
of computation and communication of multi-tier platforms, and leverage simulation support




The Industrial Internet of Things (IIoT) are transforming industries through emerging tech-
nologies such as wireless networks, edge computing, and machine learning. However, IIoT
technologies are not ready for control systems for industrial automation that demands con-
trol performance of physical processes, resiliency to both cyber and physical disturbances,
and energy efficiency. To meet the challenges of IIoT-driven control, we propose holistic
control as a cyber-physical systems (CPS) approach to next-generation industrial automa-
tion systems. CPS are integrations of cyber and physical processes. Embedded computers
and networks monitor and control the physical processes, usually with feedback loops where
physical processes affect computations and vice versa [1]. We propose a holistic control
framework by closing the loop between the cyber and the physical components. Industrial
networked control systems (NCS) are excellent examples of the advances in CPS. Our holis-
tic control framework builds upon current technologies to develop the next generation of
IIoT, where the cyber and physical components can cooperate at run-time given cyber and
physical states.
With the adoption of industrial wireless standards such as WirelessHART [2] and ISA100
[3], wireless sensor-actuator networks (WSANs) are being deployed in CPS worldwide for
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their advantages in reducing deployment and maintenance cost. However, existing WSANs
are usually used for monitoring applications. There remain significant challenges in sup-
porting feedback control systems over WSANs due to concerns about the dependability of
wireless networked control system (WNCS) [4]. First, compared with traditional NCS with
wired networks, the control performance of WNCS can be compromised by data loss due
to dynamic channel conditions in WSANs. This is undesirable because control performance
is closely related not only to the factory’s profits, but also machine operator’s safety and
the environment. Second, a wireless device that requires a power cord is often impracti-
cal in industry settings [5, 6]. In practice, an independent and reliable power supply (e.g.,
battery) is often mandatory. Given the difficulty to replace batteries in harsh industrial
environments, to ensure a reliable connection between the controllers and the sensors and
actuators despite the long distance, the key to the design of field devices and wireless stan-
dards (e.g., WirelessHART) is to maximize the battery life of the devices such that they
could be battery powered for 4 to 10 years. Therefore, it is crucial to improve the energy
efficiency of WSANs while maintaining control performance in a WNCS. Finally, WNCS
must be resilient to both disturbance to the physical plant and interference to the wireless
networks. Therefore, a practical and dependable industrial WNCS must meet the following
requirements: (1) control performance, which brings economic benefits; (2) energy efficiency,
which reduces maintenance cost; and (3) resiliency, which prevents accidents.
Although control system performance is heavily influenced by WSAN reliability, traditionally
the physical plant and the network are controlled separately at run-time. The physical plant
is run by a controller designed based on certain assumptions about the communication
network. However, the unpredictable wireless conditions of a WSAN mean that the wireless
network design goals cannot be guaranteed, leading to unsafe physical plant operations.







































Figure 1.1: Traditional design (left) vs. holistic control (right) of WNCS
any knowledge of the current requirements of the control system. These approaches often
overlook the natural loop that exists between the cyber and physical components. Notably,
the required level of network reliability depends on the physical states of the plant. When the
physical plant is in an unsafe state, it requires highly reliable communication. Conversely,
when the physical plant is in a safe steady state, it is more tolerant to data loss, which
may in turn allow the network to conserve network resources. In addition, when there
are limited network capacity, the network resources should be dynamically allocated to
multiple control loops based on their physical states in order to ensure the performance
of all physical plants. Hence, instead of seeing the network as a transparent mechanism to
transfer control information when needed, controllers should bidirectionally interact with the
network controller as the dynamics of the physical system evolve.
Building on this insight, we propose a holistic wireless control framework where the network
controller and the plant controller operate in a closed-loop fashion. In this holistic wireless
control framework, the holistic controller is endowed with the capability of generating net-
work reconfiguration commands in addition to the physical plant at run-time, based on both
physical and network states, as shown in Fig. 1.1. Wireless network, as a part of actuator,
reconfigures itself based on network reconfiguration commands of the holistic controller. By
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coordinating the plant control and network management, holistic control can enhance the
dependability of WNCS in the face of both physical disturbance and wireless interference.
It can also improve the network efficiency when the states of plants allow data loss.
Our research and contributions on holistic control for CPS approaches the problem of holistic
controller designs, network reconfiguration protocol (NRP) designs and implementations, and
network/ hardware-in-the-loop simulations. We have developed four holistic control strate-
gies for holistic controller by generating a set of network reconfiguration variables based on
physical and network states. We first presented a heuristic holistic controller example that
(1) adapts transmission redundancy of wireless network. Then, we generalize the designs of
holistic controller by incorporating more rigorous and sophisticated approaches, namely (2)
rate adaptation (RA) and (3) self-triggered control (ST). In addition, we developed (4) dy-
namic transmission scheduling for WNCS, which allocates limited network resources capacity
to multiple control loops at run-time in order to optimize the overall control performance.
Then we enable run-time network reconfiguration by tailoring NRP for each network re-
configuration variable generated by the above holistic controllers. There is lack of network
mechanism tailored for holistic control strategies, since run-time network reconfiguration is
challenging for wireless network especially multi-hop time division multiple access (TDMA)
mesh WSAN. We design and implement novel, efficient and robust run-time network adap-
tation mechanisms to support holistic control strategies in real WSAN.
The emergence of cloud and edge computing facilitate multi-tier computing platforms for
industrial automation. As the computing platforms located further away, the computation
capacity and the communication latency increase, and the network reliability decreases.
Multi-tier computing platforms provide the flexibility to choose proper computation tier, and
the corresponding communication protocols and computing algorithms. The new generation
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of industrial automation systems features a two-tier computing architecture comprising local
and edge computing platforms. Traditionally, industrial automation relies on local controllers
running on microcontrollers or programmable logic controllers (PLC) often embedded in
control plants with wired connections to sensors and actuators. Edge computing platforms
comprise edge servers located on industrial premises. Edge servers may communicate with
control systems through wireless technologies. Despite their flexibility, wireless networks may
suffer from data loss due to cyber interference. The reduced reliability of wireless network
results in degradation of the control performance. Therefore, compared with local controllers,
edge servers provide the advantages of computation capacity at the cost of communication
reliability and latency.
We have explored holistic edge control. For industrial control in the presence of unpre-
dictable wireless conditions, we present Switching Multi-tier Control (SMC) to exploit edge
computing. SMC can dynamically optimize control performance while guaranteeing stability
by switching between local and edge controllers in response to changing network conditions.
SMC employs a data-driven approach to derive optimal computing platforms based on ma-
chine learning models extracted from simulations, while guaranteeing system stability based
on an extended Simplex approach tailored for distributed multi-tier platforms. In a case
study of an industrial robotic control system, SMC significantly outperformed both a local
controller and an edge controller in the face of varying data loss in a wireless network. We
also design the stability switch between local and edge controllers under information loss
from another perspective, based on co-design of edge and local controllers that are designed
via a joint Lyapunov function.
Simulation tools are of vital importance for evaluating the performance of holistic control,
including physical control performance under normal condition or interference, reliability
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and energy efficiency of the reconfigurable network. We extend the Wireless Cyber-Physical
Simulator (WCPS) to integrate simulated physical plants (in Simulink) with real wireless
networks (WCPS-RT ) and edge computing platforms (WCPS-EC ). The real-time WCPS
provides a holistic environment for CPS simulations that incorporate wireless dynamics that
are challenging to simulate accurately, explore the impacts and trade-off of computation and
communication of multi-tier platforms, and leverage simulation support for controllers and
plants.
Our main contributions include:
1. We propose the holistic control framework to enhance the performance, resiliency, and
efficiency through orchestrating wireless networks, computing platforms, and physical
plants.
2. We have established holistic wireless control by closing the loop between network man-
agement and plant control. Adaptations are based on the states of both physical plants
and wireless networks. We develop holistic wireless control strategies
• adapting transmission redundancy
• adapting sampling rate
• self-triggered control
• dynamic transmission scheduling
We tailor network reconfiguration protocols for network reconfiguration variables cho-
sen by above holistic control strategies
3. We have explored holistic edge control by exploiting multi-tier computing platforms
for high-performance control. We develop
6
• a learning-based switching multi-tier control
• a stability switch based on co-design of edge and local controllers
4. We build hybrid cyber-physical simulators: WCPS-RT and WCPS-EC, real-time network-
in-the-loop simulators that integrates simulated plants, real wired/wireless networks,
and real computation platforms, in order to study and evaluate holistic control
The rest of the dissertation is organized as follows. Chapter 2 introduces the background
of WNCS and edge-based multi-tier control systems, as well as our holistic wireless control
architecture. Chapter 3 describes our preliminary case study on wireless routing and control,
which demonstrates that networking and plant control are closely intertwined with each
other in static case. Chapters 4–6 present holistic wireless control. Chapter 4 introduces
holistic wireless control that adapts transmission redundancy. Then we generalize the designs
of holistic wireless control by incorporating more rigorous and sophisticated approaches.
Chapter 5 explores two efficient holistic control designs to improve control performance at
low energy cost. As the last Chapter of holistic wireless control, Chapter 6 proposes an
optimal dynamic scheduling strategy that optimizes overall control performance of multiple
control loops by allocating limited network resources at run-time. Chapters 7–8 present
holistic edge control. Chapter 7 discusses a learning-based switching multi-tier control, and
Chapter 8 introduces a stability switch based on co-design of edge and local controllers.




In this chapter, we describe the models of wireless networked control systems (WNCS) and
edge-based multi-tier control systems. Then we give a overview of our holistic wireless
networked control architecture.
2.1 Wireless Networked Control Systems
Industrial WNCS apply wireless networks to deliver information from a collection of sensors
to a controller and then back from the controller to the actuators in the plant. Below,
we explain how each of the components in our architecture interacts to close the control
feedback loop. Fig. 2.1 shows the WNCS architecture. The plant controller controls the
physical plants by communication with sensors and actuators through a wireless network.
At time k, a sensor sends measurements y(k) to a controller over the wireless network. At
the controller side, based on the received measurements ŷ(k), the controller generates the
actuation command u(k) and sends it to the actuator over the wireless network. The actuator
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then applies û(k) to the plant. If u(k) fails to be delivered by the deadline, the actuator
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Figure 2.1: WNCS architecture
2.1.1 Physical Plant
Without loss of generality, the plants are modeled as nonlinear discrete-time systems:





where k ∈ N is the time index, x(k) ∈ Rn is the state vector, and u(k) ∈ Rm is the actuation
vector. In practice, linearization techniques may be employed to approximate a nonlinear
system with a linear time-invariant system (LTI) model described by (2.2) since a wide
variety of systems can be represented with satisfactory accuracy by LTI model:
x(k + 1) = Ax(k) +Bu(k), y(k) = Cx(k), (2.2)
where y(k) ∈ Rp is the output vector, A ∈ Rn×n, B ∈ Rn×m, and C ∈ Rp×n.
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2.1.2 Controller
Feedback stabilizing or tracking control design for a nonlinear system (2.1) or linear system
(2.2) is one of the fundamental problems in control theory. However, it is not the focus





which renders the resultant closed-loop system globally asymptotically stable when there is
no packet loss in wireless network, i.e., the following Theorem holds.
Theorem 2.1.1. [7, Thm 4.2] Let x = 0 be an equilibrium point for the closed-loop system




. There exists a continuously differentiable Lyapunov
function V : Rn → R such that,
(i) V (0) = 0 and V (x) > 0, ∀x 6= 0









< 0, ∀x 6= 0
then x = 0 is globally asymptotically stable.
State Feedback Controller
Controllable (A,B) implies the existence of a linear state feedback controller u(k) = Kx(k)
which renders the closed-loop control system (2.2) asymptotically stable. The stability anal-
ysis of the resultant control system can be conducted by using the Lyapunov theory. Sys-



















x(k) = −x(k)>Qx(k), (2.4)
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where P,Q are positive definite matrices. P and Q satisfy the discrete-time Lyapunov
equation:
(A+BK)>P (A+BK)− P = −Q. (2.5)
Model Predictive Controller

















where u(k) = {u(k), u(1|k), ..., u(N−1|k)}, x(i|k) for 1 ≤ i ≤ N−1 is the state corresponding
to u(k), and N the prediction horizon. The positive definite functions l(x, u) and F (x)
represent the stage cost and the terminal cost, respectively. At time k, the MPC controller
solves an optimization problem by minimizing the cost function (2.6), subject to state/control
constraints along the state trajectory and a terminal constraint x(N |k) ∈ Xf ⊂ X. That
the system is stabilizable implies that the optimization problem has an optimal solution









. It also indicates that there exist functions F (·), l(·, ·),Kf (·)
satisfying A1 to A4 [9, Sec. 3.3].
A1: Xf ⊂ X, where Xf is closed and 0 ∈ Xf .
A2: Local controller Kf (x) ∈ U, ∀x ∈ Xf .
A3:
(
f(x) + g(x)Kf (x)
)









≤ 0, ∀x ∈ Xf .
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2.1.3 Wireless Network
IEEE 802.15.4 is a technical standard designed for low cost and low data rate communication,
which is suitable for those large-scale process control systems in the field. Adopting the IEEE
802.15.4 physical layer, we develop the NRP by extending three network protocols.
IEEE 802.15.4
A superframe is a collection of timeslots repeating in time. For IEEE 802.15.4-based network,
in beacon enabled mode, the superframe is bounded by beacons sent by the coordinator.
As shown in Fig. 2.2, the beacon frame transmission starts at the beginning of the first
slot of each superframe. The beacons are used to synchronize the attached devices, to
identify the network, and to describe the structure of the superframes. During the inactive
period, the coordinator and end nodes are able to enter a low-power mode, such as sleep
mode. The active period is composed of contention-access period (CAP) and contention-free
period (CFP). During CAP, devices compete for media access using the MAC scheme of
carrier sense multiple access/ collision avoidance (CSMA/CA). For applications with real-
time performance requirements, the network manager (NM) dedicates guaranteed time slots
(GTSs) during CFP. As specified by IEEE 802.15.4 MAC protocol [10], the NM can allocate











Figure 2.2: Structure of the IEEE 802.15.4 superframe
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WirelessHART Standard
WirelessHART standard [2] is tailored for industrial wireless control applications by select-
ing a set of specific network features that enable timely and highly reliable communication.
A WirelessHART network is a wireless multi-hop mesh network consisting of a number of
field devices connected to a gateway through access points. The network is managed by a
centralized network manager, usually collocated with the gateway. The network manager
collects topology information from the field devices, computes routes and transmission sched-
ules, and disseminates routing information and schedules among field devices. Transmissions
are scheduled based on a time slotted channel hopping (TSCH) MAC protocol, which can
provide a deterministic and collision-free communication, and which works perfectly with
periodic communication. A superframe is a collection of time slots repeating in time. Each
time slot is 10 ms, long enough to accommodate a transmission and its acknowledgement.
For transmissions between pairs of nodes, a time slot can either be dedicated or shared. In a
dedicated slot, only one sender is allowed to transmit. In a shared slot, more than one sender
competes for one transmission opportunity.
Low-power Wireless Bus
Low-power Wireless Bus (LWB) [11] is based on Glossy [12], a fast-flooding protocol that ex-
ploits the constructive interference among concurrent transmissions of radios. The flooding
process is entirely driven by radio events. Under LWB, nodes take turns to flood their pack-
ets in a time-triggered fashion using Glossy flooding according to a single global schedule.
A sink node is responsible for disseminating the schedule to all the nodes in the network.
Thus, the multi-hop many-to-all communication can be regarded as a single communication
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resource (shared bus) that runs on a single clock [13]. Adopting LWB as the underlying com-
munication protocol brings significant benefits. Thanks to Glossy flooding, communication
in LWB is topology independent. Besides, LWB is a wireless protocol that provides deter-
ministic end-to-end latency given a global schedule [11], which largely simplifies the analysis
of system stability. Additionally, fast Glossy flooding achieves propagation latency within
10 ms over 100 nodes (8 hops, 3 Txs). We can take the advantage to realize fast network
reconfiguration by quickly flooding network configurations across the entire network.
2.2 Edge-based Multi-tier Control Systems
2.2.1 Multi-tier Architecture
Our multi-tier architecture is shown in Fig. 2.3. At time step k, the remote controller
determines control input ur(k) based on the estimated state xe(k) and references, and then
sends these signals to the local controller; the local controller can generate the local control
input ul(k) by adopting local control law ul(k) = hl(x(k)). The local controller passes on
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Figure 2.3: Multi-tier architecture
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Providing control input to actuators directly, the remote controller has sufficient authority
to shape the closed-loop system performance. However, this treatment may lead to the
dilemma encountered in the direct architecture: unsatisfactory stability and sophisticated
control design. The local controller is therefore introduced to lift this concern. This idea is
consistent with results in [14], where the optimal location of controllers is investigated. It
concludes that controllers should be collocated with the actuator when packets are allowed
to be infinity long.
2.2.2 Edge-based Industrial Control
Fig. 2.4 shows an example of a three-tier control system comprising local, edge, and cloud
computing platforms. A local controller runs on a single chip microcomputer (SCM) or a
programmable logic controller (PLC) located near the sensors and actuators with the low-
est communication latency. An edge controller, located in an edge cloud that communicates
with the plant via wired/wireless local area networks (LAN), has more computation capacity
with moderate communication latency. A cloud controller operates in remote data centers
connected to the industrial plant through the Internet. It has the the massive computation
capacity but also the largest and variable communication latency. The key differences among
those tiers are the computation capacities and communication latency, which increase as the
computation platform is located progressively further away. Despite the rapid growth of edge
and cloud computing in various applications, the application of edge and cloud computing
to industrial control systems remain in its infancy. Compared with a local platform, edge
and cloud platforms provide the advantages of computation capacity, flexibility, and man-






























Figure 2.4: Three-tier control system
2.3 Holistic Wireless Control Architecture
Compared to traditional computing systems, a unique dependability challenge of cyber-
physical systems is to maintain dependable control under disturbance from both the cyber
and physical sides. Note that poor control performance or even system instability may lead to
significant damage in a physical plant. Maintaining control performance under disturbances
is therefore a fundamental dependability concern in industrial control systems. A dependable
industrial WNCS must be resilient against disturbances in both the wireless networks and
the physical plant. The key contribution of our holistic control approach is enhancing the
dependability of such systems through network adaptation based on the control performance
of the physical plant, thereby integrating cyber and physical components.
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2.3.1 Holistic Control Design
As shown in Fig. 2.5, our holistic control system maintains dependability under cyber and
physical disturbances as follows: (1) wireless interferences and physical disturbances worsen
physical control performance, which is reflected in an increase in the Lyapunov function
in the controller; (2) the network manager generates network configuration commands if
the Lyapunov function is higher than the upper threshold; (3) each node configures itself
after receiving the configuration commands from the network manager; and (4) the resulting
improvement in network reliability causes the control performance to recover. In this way, the
holistic control framework for WNCS: (1) closes the loop between network and control; (2)









































Figure 2.5: Holistic control architecture. It comprises (1) holistic controllers: monitor con-
trol performance, and compute network configurations and control commands; (2) network:
transmits control commands and re-configures itself when needed.
During the control design, we focus on three key areas to achieve our objective of design-
ing a stable controller over a wireless network. First, we show that in an ideal case, where
the network delivers every packet with no delay, the control policy results in asymptotically
stable executions. We achieve this goal by rendering Theorem 2.1.1 holds. Second, we con-
figure the wireless network to increase reliability, i.e., guaranteeing the Theorem 2.1.1 holds,
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where β is the smallest eigenvalue of Q. Given (2.7) and (2.8), we can get the upper bound










Third, we use certain adaptation principles to build a holistic algorithm that guarantees the
stability of the physical plant while simultaneously reducing the power usage of the wireless
network, and optimizing control performance. We will introduce the principles tailored for
certain WNCS settings in the rest of the dissertation.
2.3.2 Network Management
As explained in Chapter 1, the performance of the wireless network and the closed-loop con-
trol system are intertwined. Among all the statistics one can use to measure the performance
of a wireless network, the packet delivery ratio (PDR) is at first sight the most significant
for control applications, since a perfect PDR implies that all the information sent through
the network is eventually delivered. On the other hand, a high PDR in multi-hop networks
comes with long delays due to redundant transmission and route diversity, which can be
longer than the information flow deadlines. Network reliability can be achieved through
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means such as routing and scheduling diversity, packet retransmission, or channel diversity,
among others. In addition to PDR, the data flow rates of a WSAN have direct impacts on
control performance and energy cost. The higher the rates, the better the control perfor-
mance, but the higher the energy cost [15]. Self-triggered control (ST) [16], an aperiodic
event-driven control design, improves the efficiency of the network. The first single-hop
wireless network protocol for aperiodic control is presented in [17]. However, due to the
lack of network protocol, aperiodic control designs have not been adopted in multi-hop mesh
networks. Besides, wireless networks, especially low-power and low-cost industrial wireless
networks, have limited throughput. For instance, IEEE 802.15.4 physical layer supports data
rate of up to 250 kbit/s. The control performance of WNCS largely depends on how much
network resource they are able to obtain.
Therefore, in this dissertation, we propose novel holistic controllers, capable of balancing
physical and wireless requirements while maintaining the stability of the plant. The holis-
tic controller will simultaneously compute actuation signals and command the network to
update its configurations. To address the lack of network reconfiguration protocols tai-
lored for holistic control, since run-time network reconfiguration is challenging, especially
for multi-hop mesh network, we design and implement novel, efficient and robust network
reconfiguration protocols to support holistic control strategies in real wireless networks.
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Chapter 3
Wireless Routing and Control
Despite considerable success in theoretical advancements in WNCS design, however, there are
few empirical studies on WNCS that combine state-of-the-art control design and standard-
based industrial WSANs under realistic wireless conditions. This chapter presents a cyber-
physical study on a wireless process control system to systematically explore the interactions
between wireless routing and control design, a problem that has received little attention in
the literature. On the network side, the WirelessHART standard supports two alternative
routing strategies, including single-path source routing and multi-path graph routing, where
graph routing reduces packet loss through path diversity at the cost of additional overhead
and energy consumption. On the control side the system integrates an observer based on an
Extended Kalman Filter with a model predictive controller and an actuator with a buffer
for recent control inputs. The case study is implemented in the Wireless Cyber-Physical
Simulator (WCPS) [18, 19] that integrates Simulink with a WirelessHART protocol stack
based on a realistic wireless model and on traces collected from a real-world wireless testbed.
Our experiments demonstrate that a WNCS can have different levels of resilience to packet
loss for sensing and actuation. Specifically, in our case study, while the state observer is
highly effective in mitigating the effects of packet loss from the sensors to the controller,
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the control performance is more sensitive to packet loss from the controller to the actuators
despite the buffered control inputs.
Motivated by this observation, we propose an asymmetric routing approach for WSANs. In
contrast to traditional WSANs that employ a uniform routing strategy in the entire network,
asymmetric routing can employ different routing strategies for sensing and actuation. This
flexible routing approach enables a cyber-physical co-design approach to wireless control
design in which routing strategies can be tailored for the characteristics of control design.
For example, in our case study, an asymmetric routing configuration (source routing for
sensing and graph routing for actuation) effectively improves performance under significant
packet loss. Our results highlight the importance of co-joining the design of wireless network
protocols and control in WNCS.
The contributions of this work are three-fold.
• A cyber-physical framework that integrates state-of-the-art control techniques such
as observers, MPC and buffered actuation, all connected through a standard-based
WirelessHART network;
• An asymmetric WSAN routing approach that enables differentiated redundancies of
sensing and actuation under the proposed control framework;
• A systematic case study that presents in-depth interaction of wireless routing and
control in a holistic fashion.
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3.1 Related Work
WSAN has received significant attentions as a new communication paradigm for industrial
cyber-physical systems [20]. Routing is an essential element of industrial WSANs because
of its impacts on the reliability, latency and schedulability of wireless communication over
multi-hop mesh topologies. Detailed requirements in low-power routing and lossy networks
were introduced in [21]. A graph routing algorithm for WirelessHART was presented in
[22]. Schedulability analysis under graph routing in WirelessHART networks was introduced
in [23]. A conflict-aware real-time routing algorithm for industrial WSAN was presented
in [24]. An energy-efficient routing approach was introduced in [25]. Energy-aware routing
for real-time and reliable wireless industrial sensor networks was introduced in [26]. These
works focus solely on the network without considering the control aspect of a WNCS.
Several promising control approaches have been proposed to deal with uncertainties in
WNCS. Examples include passivity-based control [27], event-triggered [28] and self-triggered
control [29], and distributed control [30]. State observers such as Kalman filters have been
proposed to enhance a system’s resiliency against uncertainties [31, 32] and intermittent ob-
servations [33]. While the results are encouraging, these works do not consider routing in a
wireless mesh network.
Cyber-physical co-design has emerged as an effective approach for WNCS design. A co-
design of transmission scheduling and control was explored in [34]. Sampling rate selection
for WNCS was studied in [35]. Etherware in [36, 37] introduced a middleware architecture
for WNCS comprised of state observers, MPC and actuation buffers. Etherware was de-
signed based on a WiFi network and did not investigate the issue of routing in industrial
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wireless mesh networks. To our best knowledge, none of aforementioned works addressed
the interaction between routing and control, which is the focus of our work.
3.2 WNCS Architecture
We consider a WNCS consisting of a physical plant, a centralized controller, and a shared
WSAN. Sensors and actuators communicate through a multi-hop wireless mesh network.
In sensing, sensors send their measurements to the controller. Actuation commands com-
puted by the controller are sent to actuators during actuation through the same WSAN.
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Figure 3.1: WNCS architecture for wireless routing and control. Sensor measurements from
sensors are transmitted wirelessly to the observer, which generates estimated system states.
The controller takes estimated system states and computes actuation commands, which again
are transmitted to actuators wirelessly. We introduce a buffer for actuators such that we
can reuse previously buffered actuation inputs when packet drops happen.
On the control side, we use state-of-art control schemes. We use a state observer in sensing
to mitigate nuisances caused by the wireless network, and we control the system using a
Model Predictive Control (MPC) scheme. Then, in actuation, we introduce a buffer, which
stores a sequence of control commands computed by the controller. We first introduce the
control design. Then the wireless network design is introduced.
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3.2.1 Control Design
Sensing with Extended Kalman Filter
State observers such as Kalman filters have been shown to be resilient against uncertain-
ties [33, 31, 32]. We have implemented an Extended Kalman Filter (EKF) as part of our
cyber physical case study to robustly estimate the state of the physical plant under packet
loss in the wireless network.
An EKF is in practice a recursive algorithm with two main steps: prediction and update.
In simple terms, the prediction step estimates the states of the system associated with the
previous step. Then, the update step compares the current outputs estimation with newly
arrived sensing data, and improves the estimation of the current state variables. Yet, when
packets are dropped by the wireless network, the update step needs to be modified, as
described by Sinopoli et al. in [33]. That is, when the wireless network drops a sensing
packet the update step is disregarded, therefore returning the same value as the prediction
step. In our WSAN design, we use a modified EKF with a similar idea.
Model Predictive Control with Buffers
As a controller for our closed-loop WSAN system, we have adopted a Model Predictive Con-
trol scheme (MPC, also referred to as Receding Horizon Control) [38]. MPC is implemented
by solving a finite-horizon optimal control problem, with horizon T > 0, every ∆ seconds,
where usually ∆ is the sampling rate of a discrete-time and ∆  T . An ideal MPC has
a horizon T as large as possible, to approximate infinite-horizon optimal control, and ∆ as
small as possible, to observe the state often and therefore react to changes fast. In real-world
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applications, however, as T increases, so does the computation cost, which in turn forces us
to choose a smaller T or a larger ∆.
Although a sequence of control commands, corresponding to the whole time horizon of length
T , are computed by the MPC, only the first sample is commonly used for actuation while
the rests are discarded. To improve the resilience, instead of transmitting the first sample,
we transmit a certain sequence of values in the prediction horizon. This sequence is received
by a buffer next to the actuator, and feeds the actuator with one control input per time
sample. If the wireless network does not drop packets, then the buffer is completely replaced
with a new sequence of control inputs every time sample. But if the wireless network drops
a packet, then the buffer simply applies the next available control input, which has already
been received in the last packet that arrived successfully. We refer to this approach as
a buffered actuation. Even though buffered actuation is not a new term [39, 40], to our
knowledge, this is the first chapter studying it in conjunction with a wireless mesh network
based on the WirelessHART standard. In particular, we present what we believe to be the
first systematic study of the interaction between wireless routing protocols and control.
As in Fig. 3.1, the state observer takes plant measurements ŷ(k)to produce estimated system
states x̂(k); an MPC takes x̂(k), compares them with the reference signal and generates a
sequence of predicted control commands
[
u(k), u(k + 1), . . . , u(k + w − 1)
]
with a length of
w, which we explain later in more detail. The sequence is later stored in a buffer on the
actuator and û(k), the control command corresponding to the current time, is applied to the
actuator.
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3.2.2 Wireless Network Design
WirelessHART Architecture
We adopt a WirelessHART [2] architecture for our WSAN design. WirelessHART uses
multiple channels defined in IEEE 802.15.4 physical layer specification, and adopts channel
hopping for the sake of channel diversity. Any excessively noisy channel will be blacklisted
by the centralized network manager.
A WirelessHART network is a multi-hop mesh network consisting of a number of field devices
connected to a gateway through access points. The network is managed by a centralized
network manager. The network manager collects topology information from the field devices,
computes routes and transmission schedules, and disseminates the routing information and
schedules among field devices. Transmissions are scheduled based on Time Division Multiple
Access (TDMA) comprised of 10ms time slots. For transmissions between sender/receiver
pairs, a time slot can either be dedicated or shared. In a dedicated slot, only one sender is
allowed to transmit. In a shared slot, more than one sender competes for one transmission
opportunity.
Routing Strategies
WirelessHART supports two alternative routing strategies: graph routing and source rout-
ing. Source routing provides a single route for each data flow, whereas graph routing firstly
allocates a primary path from the source to the destination and further adds a backup path
from each intermediate node to the destination. As shown in Fig. 3.2, in source routing, only
one sender/receiver pair will be considered for the first transmission and the retransmission.
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Figure 3.2: Source and graph routing
In graph routing, the network manager allocates a dedicated slot for the first transmission,
followed by a retransmission slot between the same sender/receiver pair; finally, the network
manager allocates a second retransmission in a shared slot for the same sender but a different
receiver on the routing graph. In other words, graph routing supports up to three transmis-
sion attempts for a single packet, which as we show later, significantly improves end-to-end
delivery ratios.
Despite differentiated redundancies offered by graph and source routing, there are more
tradeoffs between the two in terms of cost. For example, more retransmissions in graph
routing potentially will cause higher energy costs. Further, in a control system driven by
a TDMA network, a design employing graph routing will need more time slots, and thus a
longer network period, which in turn results in lower control frequency. Source routing, on
the other hand, features less energy consumption, faster network periods, but worse network
reliability. We show results with more details in Section 3.4.
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Asymmetric Routing
Traditional WSAN networks such as WirelessHART employs a uniform routing strategy
across an entire network. That is, if the operator chooses graph routing, a graph routing
protocol will be used for all flows in the network. However, we observe that the control
system has different levels of resiliency to packet loss for sensing and actuation.
Indeed, past results in state observers for intermittent measurements [33] prove their effec-
tiveness in mitigating the effects of packet loss from sensors to controller. But there are no
similar theoretical results to mitigate losses from controller to actuators; thus we must rely
on heuristics such as the use of actuation buffers.
Motivated by this key observation, we propose a novel asymmetric routing approach tailored
for wireless control. Under asymmetric routing, the sensing and actuation routes can be
configured independently from each other, so that different routing strategies may be used
for sensing and actuation. For example, as the control system is less vulnerable to packet
loss for sensing than that for actuation, we choose to employ source routing for sensing and
graph routing for actuation. Note that the flexibility of asymmetric routing enables a cyber-
physical co-design approach by tailoring the routing strategies based on the characteristics
of the control systems. As a result, the network can use graph routing to provide reliable
communication to the part of the control system that is more vulnerable to packet loss,
while employing source routing to the more resilient part of the control system to conserve
network resources and energy, thereby combining the benefits of graph routing and source
routing. As demonstrated in our case study (see Section 3.4), asymmetric routing clearly
outperforms traditional designs with uniform routing.
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While the asymmetric routing approach can be based on any source and graph routing
algorithms, our current implementation extends the energy-efficient source routing and graph
routing algorithms presented in [25]. Those original algorithms were designed to improve
the network lifetime of a WirelessHART network, e.g., the operation time till the first field
device’s battery runs out. As many WSANs operate on batteries in industrial environments,
network lifetime is an important concern for industrial WSANs. Due to the extra paths
and transmissions involved in graph routing, the graph routing algorithm results in shorter
network lifetime than the source routing algorithm. In [25] the source routing and graph
routing algorithms were designed as separate algorithms, each of which was applied to the
entire network when used. We extend and combine those algorithms in an asymmetric
routing framework, where different routing strategies can be applied to sensing and actuation.
3.3 Case Study Design
In this section, we first introduce a nonlinear exothermic chemical reaction system as our
control plant. We then introduce a detailed design of the Extended Kalman Filter and
buffered actuation; the WSAN implementation will be introduced in the end.
All the following design and case studies are performed in WCPS [18], an open-source sim-
ulator for holistic simulations of WNCS. WCPS supports co-simulation of control systems
implemented in Simulink and WSAN implemented in TOSSIM. WCPS has previously been
used for realistic case studies of wireless structural control systems [18, 41], of wireless pro-
cess control systems [19], and it was recently used to build a benchmark problem for wireless
















Figure 3.3: Exothermic chemical reaction plant
A diagram of our dynamical system, consisting of the exothermic chemical reaction of two
fluids flowing between a collections of tanks, is shown in Figure 3.3. Although our dynamical
system only considers a few state variables, its dynamic overall behavior is similar to that
of many industrial process control systems, such as irrigation networks [29] or oil refiner-
ies [43]. Our choice of this plant is also motivated by its rich nature, since the system’s state
considers a mix of chemical, temperature, and fluid level variables, involving both fast and
slow dynamics.
The system is comprised of four tanks: Tank 1 is fed with chemical reagent a via a Reagent
Tank connected with a pump, and Tank 2 is fed with chemical reagent b in a similar fashion.
Tank 1 is placed higher than Tank 2; then the fluid in Tank 1 flows into Tank 2 due to the
gravity. The liquid levels of Tank 1 and Tank 2 are denoted L1(t) and L2(t), respectively.
The temperature of the solution in Tank 2 is denoted T2(t). The concentrations of chemical
reagents a and b in Tank 2 are denoted by A(t) and B(t), respectively. There are two
actuator inputs in this system consisting of the pumps feeding Tanks 1 and 2, denoted u1(t)
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Figure 3.4: Open-loop step response
and u2(t), respectively. We use L1(t), L2(t), T2(t) and outgoing flow speeds of Tank 1,
Tank 2, and Reagent Tank 1 as sensing (monitoring) variables, and u1(t) and u2(t) as two
actuation variables.
Table 3.1 shows the list of parameters modeling the dynamic behavior of our plant. To
simplify our notation, we define:
g(L) = α arctan(β L), (3.1)
which we use to approximate the pressure of a fluid in a tank’s output pipe with fluid level
L.
The level of fluid in Tank 1 is modeled using the following differential equation:
A1 L̇1 = −k1 g(L1) + u1. (3.2)
Similarly, the level of fluid in in Tank 2 is modeled by:
A2 L̇2 = k1 g(L1)− k2 g(L2) + u2. (3.3)
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The dynamical model for the temperature in Tank 2 is:
A2 L2 Ṫ2 = Hc
(
k1 t1 g(L1)− A2 T2 g(L2) + t2 u2
)






where an exothermic reaction that transforms reagents a and b into solution c, produces heat




a0 k1 g(L1)− k2Ag(L2)








Fig. 3.4 shows the response of the plant when a step is applied in each input, u1 and u2,
at t = 1. We observe that the step response of the plant becomes stable at about t = 30.
Therefore, the time constant of the plant’s response to a step is roughly 6 seconds [44].
3.3.2 Observer and Controller Implementation
As explained above, we use an Extended Kalman Filter for intermittent observations, de-
scribed in [33], as our observer, and a Model Predictive Control scheme with signal buffers





, which is sent to the EKF via the wireless network. It is worth noting
that the EKF also receives the input u(k) computed by the MPC scheme, as is common with
dynamical state observers, which require the inputs and outputs of the plant to estimate its
states. Yet, the input actually applied to the plant is û(k), which is equal to u(k) whenever
the wireless network successfully delivers a packet, but it differs from u(k) whenever the
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Table 3.1: Plant parameters
Name Physical Meaning Value
L1, L2 fluid levels of Tanks 1 and 2 —, — m
T2 temperature in Tank 2 —
◦C
A, B concentrations of reagents a and b in Tank 2 —, — mol/L
u1, u2 input flow rate of Pump 1 Pump 2 —, — L/s
Hr reaction energy generation rate — J/s
A1, A2 cross sectional areas of Tank 1 and Tank 2 2, 2 m
2
k1, k2 flow rates of the pipes in Tank 1 and Tank 2 1, 1 L/s
√
m
t1, t2 temperatures of reagents a and b 20, 20
◦C
Hc heat generated per mol of reaction 0.5 J
◦C/mol
h2 power of heater 40 J/s
a0, b0 concentrations of a, b in each Reagent Tank 1, 1 mol/L
ra, rb, rc reaction rates of reagents a, b, and c 1, 1, 1
Ea activation energy of chemical reaction 1 J
◦C/mol
R molar gas constant 8.134 J/Kmol
α, β pipe flow model parameters 2, 0.5
kr reaction rate constant 0.2 mol/s
network fails to deliver the latest input update (in that case û(k) equal the next available
packet in the buffer, as explained in Section 3.3.3). We added this simplification in our
closed-loop implementation because the buffer is located remotely from the EKF. Hence
our state observer has no way of knowing (without delay) whether û(k) equals u(k) or not.
Assuming that all actuation packets are successfully delivered is a reasonable compromise in
this situation.
Our MPC scheme solves a discrete-time finite-horizon constrained Linear-Quadratic Regu-
lator (LQR) optimal control problem at each time step. Given u(k − 1), we linearize the
system around this control signal and use those matrices in our controller, satisfying safety
box constraints for states and inputs. An integrator was added to the controller model to
eliminate the steady-state bias in our regulation objective; hence the controller considers a
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Figure 3.5: Buffered actuation mechanism
The prediction horizon was chosen as N = 21; yet due to constraints in the network packet
size, we only transmit to the buffer 8 of the 21 input samples in each iteration. The resulting
quadratic programming optimization problem was solved in Matlab/Simulink using Gurobi
optimizer [45].
3.3.3 Buffered Actuation
As mentioned above, we place a buffer on each actuator. The size of the buffer is primarily
decided by the capacity of an IEEE 802.15.4 packet, as we assume that actuation commands
are carried by one packet per control period. The packet size defined by IEEE 802.15.4 is
128 bytes, comprised of an 11 byte header, a 7 byte metadata, and a 110 byte payload. We
allocate 60% of the payload area (64 bytes) for actuation values while saving the rest for
other uses, e.g., periodic actuator compensation or calibration. In our study, we use float
data types for actuation values, which take 4 bytes per value. The 64 bytes buffer-size also
defines a bound for the allowable size of transmitted actuation values through wireless, i.e.,
8 pairs of u1 and u2.
Fig. 3.5 shows how the buffered actuation works in our design. With a buffer size of 8
elements, in time step 1, if there is no packet drop, the first value u(k) on the rightmost will
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Figure 3.6: Results of EKF and buffered actuation: (a) temperature measurement before
EKF and with 60% sensing packet drops; (b) temperature after EKF and with 60% sensing
packet drops; (c) temperature measurement with 60% actuation packet drops; (d) zoom in
view of (c).
be used for actuation, replacing all the information in the buffer with the newly received
data. In step 2, if the actuation packet is lost, the remaining values in the buffer, headed
by u(k + 1), will be shifted right, and u(k + 1) will be used for actuation. This shifting and
reuse mechanism goes on whenever packets are dropped until all values are used. In the
worst case, after 8 consecutive packets are lost, the actuator will retain the value u(k + 7)
until a new actuation packet arrives.
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Figure 3.7: Link failure ratio
3.3.4 Implementation of WSAN
Our WSAN uses the WirelessHART network protocol stack in WCPS 2.0. The Wire-
lessHART stack includes a multichannel TDMA MAC layer, a real-time transmission sched-
uler, and a routing layer supporting source routing and graph routing [19]. We have im-
plemented the asymmetric routing framework that allows any combinations of source and
graph routing strategies to be used for sensing and actuation.
The simulated WSAN employs the topology of 16 nodes from the WSAN testbed at Wash-
ington University [46]. The WSAN includes 16 nodes and has an average sensor-controller-
actuator distance of 4 hops. We collect the traces of received signal strengths and noise
from the testbed as inputs to the wireless simulations in TOSSIM, the standard simulator of
TinyOS with a realistic link model. To evaluate the WNCS under a wide range of wireless
conditions, we introduce offsets to the noise traces to simulate varying levels of noise. By
varying the offset in different experiments, we can simulate network conditions ranging from
normal conditions to stress tests with excessive packet drops. Fig. 3.7 shows link failure
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ratios under different average noise strengths. The statistical distributions are based on all
bidirectional links in the topology with 500 transmissions per link. The lowest noise level
(-82 dBm) results in a 15% link failure ratio, while the highest noise level (-72 dBm) causes
around 98% link failures, which represents extreme conditions such as adversarial jamming
attacks or extreme weather conditions.
3.4 Case Study Results
In the following case study, we use the exothermic chemical reaction system introduced
earlier. The control goal is to reach a target temperature in Tank 2 (see Fig. 3.3). Pumps
on Reagent Tank 1 and Reagent Tank 2 are used as two actuators. We will first test and
compare the resilience of the state observer and actuation buffer to packet drops. We will
then explore the trade-off between source and graph routing in terms of network performance
and cost. Finally we will evaluate the performance of the integrated WNCS through holistic
simulations.
3.4.1 EKF and Buffered Actuation Results
We tested our network under high stress conditions for the resilience and robustness of our
closed-loop implementation. Figs. 3.6a and 3.6b show the performance of the EKF when
60% of the sensing packets are dropped. We observe that the EKF does a very good job at
filtering out jitters caused by sensing packet drops. Fig. 3.6c shows closed-loop temperature
control results when 60% of the actuation packets are dropped, hence relying on the buffers
to cover for the lost data. In this case, we see an obvious overshoot caused by actuation
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Figure 3.8: Wireless network results
packet drops. Zooming in Fig. 3.6d reveals an overshoot of over 2 ◦C. These results support
our conjecture that actuation is more vulnerable to packet drops than sensing.
3.4.2 Network Results
To simplify our exposition, and follow the implementation described in Section 3.2.2, we will
denote abbreviate source routing as S and graph routing as G. Moreover, we will consistently
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Figure 3.9: Data rates for the actuator
denote the sensing routing approach first and the actuation routing second. For example,
S/G corresponds to source routing for sensing and to graph routing for actuation.
Fig. 3.8a shows sensing delivery ratio as a function of the noise strength. We observe that
delivery ratios of all routing approaches degrade as the strength of noise increases. G/G and
G/S consistently outperform other approaches because of the redundancy offered by graph
routing. Note that -74 dBm noise has over 60% link failures in Fig. 3.7, yet we still see
that G/G reaches nearly 60% multi-hop delivery ratios, which shows the strength of graph
routing in improving network reliabilities.
Fig. 3.8b shows actuation delivery ratios. We observe similar trend as above, where S/G
and G/G achieve better delivery ratios than the rest. Recall that graph routing needs more
time slots because it allocates 3 slots for each packet, whereas source routing only allocates 2
slots. As such, we get an asymmetry in the maximum frequency supported by each routing
approach, where S/S and S/G support up to 5 Hz flows, while G/S and G/G support up to
3 Hz.
Fig. 3.8c shows the system lifetime performance of the network. In this simulation, we
include two simulations for S/S and S/G, the first with flows at 5 Hz and the second with
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flows at 3 Hz, so we can compare the results across all routing approaches. We assume a
general battery capacity of 8640 J, which is the typical capacity of two AA batteries. We
define the system lifetime as the time to deplete the first node in the network. We observe
that the system lifetime of all routing approaches degrades as the noise level increases, due
to increasing retransmissions. S/S (3 Hz) has best system lifetime because it has the fewest
transmissions. We observe that the S/G (5 Hz), however, has the worst system lifetime,
because we use graph routing for actuation and also because it runs at a higher frequency.
On the other hand, S/G (3 Hz) is at the second best, which confirms the impact of control
frequency on system lifetime.
Fig. 3.9 shows actuation data rates at the noise strength of -76 dBm, where nearly 40% of
the packets are dropped, as shown in Fig. 3.7. S/S and S/G, which support up to 5 Hz flows,
clearly show higher data rates. Moreover, we observe S/G and G/G have less degradation
due to the better reliability of graph routing in actuation.
3.4.3 Wireless Control Results
To evaluate our control results, we adopt two metrics: Mean Absolute Error (MAE) and
Maximum Absolute Error (MaxAE). MAE is the normalized time-average of the absolute
error between the closed-loop responses using wired control (i.e., no packet drops) and wire-
less control. MaxAE is the maximum value of the same absolute error.
Fig. 3.10 shows the MAE for the control, i.e., regulating T2, with −74 dBm noise in the
network. Here −74 dBm noise features around 60% end-to-end delivery ratio (i.e., 40% loss)
for both sensing and actuation, which also implies that the control system operates normally






























Figure 3.11: Maximum absolute error for temperature control with noise strength = -74
dBm
5 Hz using S/S and S/G, where S/G has smaller error than S/S, as expected. The right
plot shows 3 Hz control with all four routing approaches, where G/G outperforms the other
approaches, also as expected. A cross comparison between both plots reveals that S/G
achieves the smallest IA error, since S/G runs at a higher frequency than G/G and G/S,
while it has better actuation reliability than S/S. This is interesting as it clearly shows
trade-offs between WSAN reliability and control frequency.
Fig. 3.11 shows the MaxAE for the control goal. As in Fig. 3.10, we have 5 Hz results on the
left and 3 Hz on the right. We observe a similar trend as before, with S/G outperforming
the other approaches. This again shows the importance of taking advantage of appropriate
tradeoffs between wireless routing and control frequency. With increasing attention on cyber
physical attacks, it would be interesting to see how our design reacts in extremely challenging
conditions. We next introduce results under harsher noise conditions.
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3.4.4 Results under Harsh Wireless Conditions
In the following study, we further level up the noise in our simulation to -73 dBm. We note
-73 dBm features 85% median link failures, as shown in Fig. 3.7. We observe around 35%
end-to-end delivery ratio for both sensing (Fig. 3.8a) and actuation (Fig. 3.8b). Fig. 3.12
shows the MAE of both 5Hz and 3Hz control. We note G/G and G/S can only support
up to 3Hz control, and Fig. 3.12 represents their best achievable performance. In Fig. 3.12,
we see that S/G (5Hz) behaves the best among both the 5Hz and the 3Hz methods. We
note the MAE under -73dBm noise is 1.5-2 times larger than that in Fig. 3.10, which is
because the former has 35% delivery ratio while the latter has 60%. Among 3Hz control in
Fig. 3.12(b), we see G/G performs the best because it has better reliability for both sensing
and actuation. G/S in Fig. 3.12(b) has a larger MAE than S/G, which again proves that
actuation data is more vulnerable to packet drops than sensing.
Fig. 3.13 shows the MaxAE with -73 dBm noise and around 65% data loss ratio for both
sensing and actuation. We see significant challenges on the control result, as the MaxAE
reaches up to 3 ◦C in 3Hz control. Given such challenging wireless conditions, 5Hz control
with S/G in Fig. 3.13(a) achieves the smallest MaxAE at a small variance. This again proves
































Figure 3.13: Maximum absolute error for temperature control with noise strength = -73
dBm
3.5 Conclusion
This work explores the interactions of wireless routing and control through a cyber-physical
case study on a wireless process control system. Our case study integrates a networked
control design and a realistic wireless mesh network based on the WirelessHART standard.
We observe the control system has different levels of resilience to packet loss for sensing
and actuation. We then propose the asymmetric routing approach, where different routing
strategies can be selected for sensing and actuation. We further present a cyber-physical
co-design approach to tailor the routing strategies for sensing and actuation based on the
resiliency of control to packet loss. Holistic simulations show that asymmetric routing de-
signed based on the cyber-physical co-design approach can effectively enhance the resiliency
of WNCS under a wide range of wireless conditions. Our results highlight the importance




We present an example holistic wireless control design that employs a network adaptation
algorithm that dynamically adjusts the number of retransmissions used to send certain actua-
tion commands based on the physical plant conditions. We demonstrate through simulations
that our holistic wireless control can enhance system dependability under both sensor dis-
turbance and wireless interference, while avoiding allocating retransmissions not needed for
the purpose of control.
As shown in Fig. 4.1, our holistic control system maintains dependability under cyber and
physical disturbances as follows: (1) the deterioration of physical control performance is
reflected in an increase in the Lyapunov function in the controller; (2) the holistic controller
#Tx adaptation commands based on the value of Lyapunov function; (3) wireless network
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Figure 4.1: Holistic control architecture for adapting #Tx
4.1 Related Work
Networked control systems (NCS) are some of the best examples of industrial internet of
things, and therefore have been extensively studied in the past decade. Thus, extensions of
the traditional Kalman filter have been proposed for state estimation based on intermittent
observations [33, 47, 48], enabling the use of lossy networks and delayed information in
feedback control applications. New sampling methods, such as event-based and self-triggered
control, have been developed to reduce communication traffic over wireless networks [28, 29].
These results have addressed important problems related to cyber-physical co-design, and
have validated the intuition that more network resources are needed when the physical
states are away from a stable equilibrium point, while few network resources are needed
when the physical states are close to a stable steady-state. However, scheduling the number
of packets that a network must transmit to control a system is only one side of the problem,
since networks in general, and wireless networks in particular, can choose among many
configurations (e.g., number of retransmissions, scheduling, and routing) to deliver those
packets [20, 49, 50, 51, 22, 52, 53]. In other words, instead of abstracting the network as a
transparent mechanism to transfer control information when needed, networked controllers
should bidirectionally interact with the network manager as the dynamics of the physical
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system evolve. That is, the control system and the network should be managed in a dynamic
and holistic manner.
Dynamic stability has been demonstrated under several network configurations and commu-
nication conditions, including studies of delayed packet delivery and non-independent packet
losses [54, 55, 30, 56]. However, stability guarantees for networked control systems typically
come in the form of minimal requirements that a network must guarantee, such as bounds in
data loss or in latency, thus disregarding cooperative approaches to adapt network conditions
to physical plant performance, and vice versa. Even network protocols designed with control
systems in mind, such as WirelessHART [2], can guarantee only a specific level of reliability
and performance under certain assumptions, thus potentially violating the sufficient con-
ditions established in those theoretical results, especially when there are cyber or physical
disturbances, or even malicious attacks. Indeed, in the case of industrial wireless environ-
ments, these disturbances take the form of cross-protocol interference, physical obstacles,
power failures, extreme weather, and sensor failures, among many others.
The impacts of network retransmissions as well as the sampling rate on control performance
have been studied in wireless control design. Previous works [57, 15, 58, 59] explored the
trade-offs between the sampling period (latency), reliability, network energy consumption,
and the overall system performance. While those works focused on either control design or
static network and control co-design, our holistic management framework can dynamically
change network configurations based on the states of the physical systems at runtime. As
an example of holistic control, we employ retransmissions as the mechanism to manipulate
network reliability in response to physical system states. In the future, we plan to incorporate
other adaptation mechanisms, such as sampling rates, in holistic control.
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From a networking perspective, several groups have worked on tailoring wireless network
protocols for control systems applications. For example, a cooperative MAC method was
proposed to maintain control performance under unbounded delay, burst of packet loss,
and ambient wireless traffic [60]. Bernardini and Bemporad have proposed a communica-
tion strategy between sensors and the controller that minimizes the data exchange over the
wireless channel [61]. Also, several groups have considered specific scheduling and control
schemes for closed-loop systems with stability guarantees [34, 18, 57, 62, 63, 27]. Our ef-
fort is complementary to those works, in that we aim to develop a holistic cyber-physical
management framework for WNCS instead of developing new network protocols.
In previous chapter, we have experimentally investigated the effect of harsh network condi-
tions on control loops. We have also developed specific routing and scheduling protocols to
mitigate their effect. In this chapter we build upon our previous results, developing a holistic
management scheme that, instead of asking the network for a fixed minimum set of perfor-
mance conditions, updates both the control algorithm and network configurations, resulting
in robust and safe physical execution and efficient network information flow. As shown in
Section. 4.5, our holistic management scheme enhances the dependability of the closed-loop
system, even in the presence of high wireless background noise and sensor malfunctions.
4.2 WNCS Architecture
Since the working conditions of industrial plants are typically too harsh for controllers to op-
erate, and since one industrial PC is supposed to control multiple loops, controllers are always
located far away from the plants in wireless industrial process control deployments. There-
fore, standard industrial WNCS use multi-hop networks, such as ISA [3], WirelessHART [2],
47
and ZigBee [64], to deliver information from a collection of sensors to a remote controller
and then back from the controller to the actuators in the plant. In this work, we adopt and
enhance a state-of-the-art cyber-physical architecture for industrial WNCS. On the physi-
cal side, we adopt resilient control designs that integrates a model predictive controller, a
state observer, and an actuation signal buffer. On the cyber side, we employ the Wire-
lessHART standard to enhance network reliability. Below, we explain in detail how each of
the components in our architecture interacts to close the control feedback loop.
4.2.1 Physical Plant and Controller
Fig. 4.2 shows the closed-loop system architecture that we consider in this chapter, which
closely follows to the architecture we considered in [65]. We assume that the plant is a
linear time-invariant system, governed by equation (2.2). We assume that the pair (A,B) is




















Figure 4.2: System architecture
Sensor measurements yt are transmitted to a remote controller via the wireless network. At
time t, the wireless network delivers a vector ŷt, which is either equal to yt−1 or is a no-
data signal if the packet is unable to be delivered within the time sampling deadline. The
vector ŷt is delivered to an intermittent observation Kalman filter [33], which produces an
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estimated state vector x̂t regardless of whether the wireless network was capable of delivering
the sensing information.
At the core of the remote controller is a model predictive control (MPC) scheme that at each










+ xTt+N S xt+N ,
subject to xt = x̂t,
xj+1 = Axj +B uj,
xj ∈ X , uj ∈ U , j ∈ {t, . . . , t+N−1},
xt+N ∈ Xf ,
(4.1)
where N ≥ 0 is the time horizon, Q,S ∈ Rn×n are positive semi-definite, R ∈ Rm×m is
positive definite, U ⊂ Rm is the input constraint set, and X ,Xf ⊂ Rn are the state safety
and final constraint sets, respectively. We denote by {u∗t,j}t+N−1j=t the optimal input signal at
time t, which is the minimizer associated with value V (x̂t) in (4.1). Note that the controller
in (4.1) can also be used to control the system in (2.2) around any state reference x̄ ∈ X ,
satisfying
(A− I) x̄+B ū = 0, for some ū ∈ U . (4.2)
We assume that x̄ ∈ X and ū ∈ U .
The MPC scheme in (4.1) sends the resulting sequence of optimal inputs, {u∗t,j}t+N−1j=t , over
the wireless network. Whenever the sequence successfully traverses the wireless network, it
overwrites the old sequence stored in a buffer that periodically feeds the plant actuators.
Hence, if the packet containing the input sequence is successfully delivered at time t, then
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the actuator will apply the vector u∗t,t. If, instead, the packet is dropped, then the actuator
will apply the vector u∗t−1,t, and a similar procedure is repeated if consecutive actuation
packets are dropped. Thus, the buffer allows us to feed the actuator with an optimal (albeit
potentially obsolete) input, even if N packets are consecutively dropped, as explained in [65].
It is worth noting that while the state observer provides robust and theoretically sound
protection against loss of sensing information, the buffers delivering samples to the actuators
are implemented following a heuristic approach. Indeed, one would expect that if the MPC
scheme is properly tuned and there are no external disturbances, then any two consecutive
actuation signals, say u∗t,t+1 and u
∗
t+1,t+1, will not be very different. The limit case occurs
when the plant reaches steady-state and no external disturbances are applied to the plant,
where the MPC scheme computes N identical samples every time, i.e., u∗t,j = ū for each
j. Thus, in that case, our buffer heuristics allow us to withstand the loss of N consecutive
actuation packets without a control performance loss. This situation is exemplified in both
simulations in Section 4.5.
4.2.2 Wireless Network and Manager
We adopt a WirelessHART [2] architecture for our WSAN design, which is tailored for ap-
plications in industrial wireless process automation by selecting a set of specific network
features that enable timely and highly reliable communication. A WirelessHART network is
a wireless multi-hop mesh network consisting of a number of battery-powered field devices
connected to a gateway through access points. The network is managed by a centralized
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network manager, usually collocated with the gateway. The network manager collects topol-
ogy information from the field devices, computes routes and transmission schedules, and
disseminates routing information and schedules among field devices.
WirelessHART adopts the IEEE 802.15.4 physical layer, designed for low cost and low data
rate communication. Transmissions are scheduled based on a time slotted channel hopping
(TSCH) MAC protocol, which can provide a deterministic and collision-free communication
compared to CSMA/CA, and which works perfectly with periodic communication. Each
time slot is 10 ms, long enough to accommodate a transmission and its acknowledgement.
For transmissions between pairs of nodes, a time slot can either be dedicated or shared. In a
dedicated slot, only one sender is allowed to transmit. In a shared slot, more than one sender
competes for one transmission opportunity. WirelessHART networks operate on a 2.4 GHz
ISM band, and they can use up to 16 channels, as defined in the IEEE 802.15.4 physical
layer standard. Also, WirelessHART networks adopt channel hopping for channel diversity,
periodically changing the communication channel according to a predetermined schedule.
At the network layer, the WirelessHART protocol supports two types of routings, namely,
source and graph routing. Source routing provides a single (primary) path from source to
destination, while graph routing consists of a single primary path and a backup path for
each node on a primary path.
As explained in Chapter 1, the performance of the wireless network and the closed-loop con-
trol system are intertwined. Among all the statistics one can use to measure the performance
of a wireless network, the packet delivery ratio (PDR) is at first sight the most significant
for control applications, since a perfect PDR implies that all the information sent through
the network is eventually delivered. On the other hand, a high PDR in multi-hop networks
comes with long delays due to redundant transmission and route diversity, which can be
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Figure 4.3: Average PDR measured for different retransmission indices under different wire-
less background noise conditions
longer than the information flow deadlines. Therefore, in this chapter, we propose a novel
holistic controller, capable of balancing physical and wireless requirements while maintain-
ing the stability of the plant. The holistic controller will simultaneously compute actuation
signals and command the network to update its configuration as a function of current PDR
measurements and worst-case state performance predictions.
Network reliability can be achieved through means such as packet retransmission, route
diversity, or channel diversity, among others. Our design adopts a mechanism in which
the number of transmissions of a certain route changes according to the conditions of the
network and the physical plant. In this chapter, we avoid modifying more than one network
configuration parameter to simplify our presentation and avoid an unnecessarily complex
algorithm.
The transmission number (#Tx) is at the center of the tradeoff between reliability and net-
work resources, i.e., more transmissions lead to a higher delivery ratio at a cost of network
resources. Fig. 4.3 depicts the relationship between end-to-end delivery ratio and the re-
transmission number (#ReTx) under a 16-node WSAN. There is a diminishing return in
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(a) Open-loop unstable plant













(b) Open-loop stable plant
Figure 4.4: Mean absolute error (MAE) for different retransmission indices under different
wireless background noise conditions, evaluated on two linear systems: one open-loop unsta-
ble (a), the other open-loop stable (b). Note how higher PDRs have different consequences
depending on the properties of the physical plant.
PDR improvement as the #ReTx increases. (The settings of this group of experiments are
the same as in Section 4.5)
On the other hand, higher packet delivery ratios do not immediately imply a good closed-
loop performance in the physical plant, as shown in Fig. 4.4. (The settings of this group of
experiments are also the same as in Section 4.5) Indeed, the internal properties of the physical
plant, such as its stability, inherently limit and shape the effect that improvements in network
communication have on the final control objective. Our new holistic controller collects and
intertwines information from both the physical system and wireless network, adapting all
the available parameters towards the goal of stable and safe physical executions.
In this work, we aim not only to find theoretical sufficient conditions to guarantee the
stability of the physical plant, but also to provide an implementable algorithm for the holistic


































Figure 4.5: Dependable architecture under cyber and physical interferences
4.3 Holistic Controller Design
Compared to traditional computing systems, a unique dependability challenge of cyber-
physical systems is to maintain dependable control under disturbance from both the cyber
and physical sides. Note that poor control performance or even system instability may lead to
significant damage in a physical plant. Maintaining control performance under disturbances
is therefore a fundamental dependability concern in industrial control systems. A dependable
industrial WNCS must be resilient against disturbances in both the wireless networks and
the physical plant. The key contribution of our holistic control approach is enhancing the
dependability of such systems through network adaptation based on the control performance
of the physical plant, thereby integrating cyber and physical components.
As shown in Fig. 4.5, our holistic control system maintains dependability under cyber and
physical disturbances as follows: (1) wireless interferences and physical disturbances worsen
physical control performance, which is reflected in an increase in the Lyapunov function
in the controller; (2) the network manager generates network adaptation commands if the
Lyapunov function is higher than the upper threshold; (3) each node reconfigures the number
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of transmissions (#Tx) after receiving the adaptation commands from the network manager;
and (4) the resulting improvement in network reliability causes the control performance to
recover.
In this section, we focus on three key areas to achieve our objective of designing a stable
controller over a WirelessHART multi-hop network. First, we show that in an ideal case,
where the network delivers every packet with no delay, the MPC scheme in (4.1) results in
asymptotically stable executions. We achieve this goal by showing that the function V (x),
defined in (4.1), is in fact a Lyapunov function. Second, we find theoretical bounds for the
worst-case evolution of the Lyapunov function V (x). Thus, if the wireless control architecture
described in Section 4.2 results in values of the Lyapunov function that violate the worst-case
bounds, then we must adjust the parameters in the wireless network to increase reliability.
Third, we use this adaptation principle to build a holistic algorithm that guarantees the
stability of the physical plant while simultaneously reducing the latency and power usage of
the wireless network.
4.3.1 Stable Control of the Physical Plant
Our holistic controller uses a combination of theoretical guarantees and real-time observa-
tions to decide how many transmissions must schedule each node in the wireless network.
At the core of our algorithm is the guarantee that, using an ideal network, the MPC scheme
defined in Section 4.2 results in (exponentially) asymptotically stable trajectories. Without
loss of generality, we assume throughout this section that x̄ = 0 and ū = 0, as defined
in (4.2), to simplify our notation.
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We follow the strategies described in [66] and [9, Sec. 3.3] to prove the stability of our MPC
scheme. In particular, using the notation in (4.1), given the matrices Q and R, we compute
P as the unique positive definite solution of the following discrete-time algebraic Riccati
equation:
P = AT P A+Q− AT P B (R +BT P B)−1BT P A, (4.3)
and we define
K = −(R +BT P B)−1BT P A. (4.4)
Lemma 4.3.1. Assume that X and U are polytopes, i.e., X = {x | Γx x ≤ bx} and U =
{u | Γu u ≤ bu}, and consider the MPC scheme in (4.1).










then the system in (2.2) is asymptotically stable and V (x) is a Lyapunov function.
Proof. It is sufficient to show that we satisfy the conditions in Assumptions A1 to A4 in [9,
Sec. 3.3], where κf (x) = K x. Indeed, Assumptions A1 and A2 are trivially satisfied thanks
to our definition in (4.5). Assumption A3 follows Lemma 1 in [66], and Assumption A4 is
satisfied since a simple algebraic manipulation of (4.3) implies that:
(A+BK)T S (A+BK)− S +Q+KT RK = (1− β) (Q+KT RK), (4.6)
where the right-hand side is a negative semi-definite matrix, as desired.
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Note that β allows us to easily adjust the transient response while maintaining the stability
guarantee. Also note that in pathological situations, the set Xf in (4.5) could be empty or
have no interior. A discussion regarding those situations is beyond the scope of this chapter;
we refer the interested reader to [67, Ch. 5.2.3].
Our holistic controller uses the value of the Lyapunov function V (x̂t) to test if the wireless
network has an undesired impact on the performance of the physical plant. Our test requires
calculating three parameters, {αi}3i=1, as explained below.
Lemma 4.3.2. Consider V (x) as defined in (4.1). Let P0 be a positive definite matrix
computed recursively via the time-varying discrete-time Riccati equation:
Pk−1 = A
T Pk A+Q− AT Pk B (R +BT Pk B)−1BT Pk A, (4.7)
with PN = S, and with α1 as the smallest eigenvalue of P0. Then V (x) ≥ α1 ‖x‖2.
Proof. If we relax the optimization problem by setting U = Rm and X = Xf = Rn, then
we obtain a finite-horizon LQR problem. As explained in [68, Ch. 4.1], the value of a finite-
horizon LQR problem with an initial condition of x is xT P0 x; hence V (x) ≥ xT P0 x ≥
α1 ‖x‖2.
Note that if we choose β = 1, then P0 = P , as defined in (4.3); thus we simplify the numerical
calculation of α1.







+ AN S AN , (4.8)
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and let α2 be the largest eigenvalue of M . Then V (x) ≤ α2 ‖x‖2.
Proof. The proof follows directly after noting that uj = 0 for each j is a feasible input signal.
Thus V (x) ≤ xT M x ≤ α2 ‖x‖2.
Lemma 4.3.4. Consider the system in (2.2) with the closed-loop controller in (4.1). Let α3






be the optimal input signal associated with the value function V (xt).














belongs to the feasible set of


















V (xt+1)− V (xt) ≤ −xtQxt ≤ −α3 ‖xt‖2, (4.10)
where we use the result in (4.6) after eliminating all the repeated terms in (4.9) and V (xt).
Using the parameters {αi}3i=1, we now obtain two results that will become the test conditions
to evaluate the performance loss of the physical control loop due to information loss in the
wireless network.
Lemma 4.3.5. Consider the system in (2.2) with the closed-loop controller in (4.1). If
V (x) ≤ α1 γ, then ‖x‖2 ≤ γ.
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Proof. Suppose that ‖x‖2 > γ, then V (x) ≥ α1 ‖x‖2 > α1 γ. The result follows, using the
contrapositive of the argument above.
Lemma 4.3.6. Consider the system in (2.2) with the closed-loop controller in (4.1). Then,











V (xt). The desired result follows by induction.
4.3.2 #Tx Adaptation
As explained in Section 4.2, among all the configuration parameters of the wireless network
that we can modify, we have chosen to adapt the #Tx, denoted ηt, that each node in the
network uses to determine the maximum number of retries used to send a packet before
it is dropped. While one can intuitively expect that more transmissions should improve
the physical control loop performance, they come associated with longer delays and shorter
battery lifetimes for the nodes. Moreover, it is not immediately clear how to quantify the
impact that more transmissions have in the control loop, as shown in Fig. 4.4.
The value of the Lyapunov function V (x̂t) at each t for each control loop, together with
the bounds in the lemmas above, give us a constructive testing mechanism to evaluate the
impact that the loss of information in the WSN has on the physical plant. Suppose that
a setpoint x̄ has been computed as in (4.2), and a desired maximum deviation from that
setpoint, γ, has been defined, i.e., the goal is to maintain ‖xt − x̄‖2 ≤ γ for each t ∈ N.
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To build a #Tx adaptation algorithm based on the analytical results above, we must first
establish a set of principles that our algorithm must satisfy:
1. If V (xt) ≤ α1 γ, then ηt+1 ≤ ηt, i.e., ηt will not increase, since the physical plant is
within acceptable bounds, as shown in Lemma 4.3.5.
2. Given λ ∈ (0, 1), if V (xt) ≥ λα1 γ, then ηt+1 ≥ ηt, i.e., ηt will not decrease, since the
physical plant might approach the safety bound in Lemma 4.3.5.





V (xt), then ηt+j ≤ ηt, i.e., ηt will not increase, since the physical
plant is evolving towards its equilibrium point within expected bounds, as shown in
Lemma 4.3.6.
4. If the current PDR, denoted ρt, is below a threshold, say ρt < ρmin, then ηt+1 ≥ ηt, i.e.,
ηt will not decrease, since the network must maintain a minimum connectivity level.
The parameter λ is used to create a dead-band between increases and decreases of the #Tx.
Indeed, if V (xt) ∈ [λα1 γ, α1 γ] then ηt remains constant. Our #Tx adaptation algorithm
for each control loop is described in detail in Alg. 1. Given a control loop, we measure
the current packet delivery ratio ρt on each iteration, and we compute V (x̂t). The variable
δ is used as an internal state to determine whether the last #Tx change was an increase
(δ = 1) or a decrease (δ = 0). The parameter λ ∈ (0, 1) determines the width of the
dead-band for the Lyapunov function when #Tx is left unchanged. The parameter τ1 ∈ N
is the minimum number of iterations it takes the wireless network to propagate the new
transmission schedule, as explained in Section 4.4. The parameter τ2 ∈ N is used to slow
the rate of the #Tx decreases, since those might eventually result in violations of the safety
bound in Lemma 4.3.5. Finally, the parameters ηmax and ρmin are chosen such that all routes
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Algorithm 1: #Tx adaptation algorithm for each control loop.
Input: t, τ1, τ2 ∈ N, t0 = t, λ ∈ (0, 1), ρmin ∈ [0, 1], ηmax ∈ N, δ = −1, and an initial
#Tx ηt ∈ {1, . . . , ηmax}.
Output: #Tx ηt
Loop
Evaluate V (x̂t) as defined in (4.1);
Measure the PDR ρt;
if V (x̂t) < λα1 γ and ηt > 0 and ρt ≥ ρmin then
//If V (x̂t) keeps below λα1 γ for time period of τ2, and ρt ≥ ρmin,
#Tx decreases




if t− t0 > τ2 then
t0 ← t;
ηt+j ← ηt − 1 for each j ≤ τ1;
t← t+ τ1;
end
else if V (x̂t) > α1 γ and ηt < ηmax then
//If V (x̂t) crosses the increase thresholds, #Tx increases
if δ 6= 1 then
t0 ← t;
end




)t−t0 V (x̂t0) then
δ ← 1;









can be scheduled and minimum network control information can still be delivered. Since the
calculation of V (x̂t) is necessary for MPC to compute the control command for the actuator,
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the goal of the algorithm is to compare the ρt, V (x̂t) with its thresholds and decide whether
to decrease, increase, or maintain the #Tx. Therefore, Alg. 1 is lightweight, with O(1)
complexity.
Our control strategy cannot mathematically guarantee the closed-loop system stability of
the WSAN unless extra assumptions are considered, which is a common approach in the lit-
erature [69, 56, 70]. The applicability and appropriateness of these assumptions depend on
the particular properties of the industrial plant at hand, thus we avoid imposing a particular
framework in this work. Instead, our algorithm takes a best-effort approach towards balanc-
ing closed-loop performance and network load, which is a practical heuristic in real-world
scenarios. The stability of our algorithm hinges on the relation between dropped actuation
packets and their impact on the empirical Lyapunov function at each iteration, which has
been studied in the past [71, 29].
4.4 Network Reconfiguration
In this section, we introduce a practical run-time reconfiguration protocol for the Wire-
lessHART network. To facilitate changing the number of transmissions per hop at run time,
the centralized scheduler on the network manager reserves enough slots to accommodate a
transmission and the maximum number of retransmissions for each intended transmission
over a link. This additional constraint can be incorporated in any scheduling policy. Ac-
cording to the WirelessHART standard, we enable packet retransmissions for links on the
primary path for both source and graph routings. Specifically, when the scheduler schedules
transmissions over each link, it should reserve ηmax dedicated slots, i.e., we first reserve a
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time slot for packet transmission, and then allocate ηmax − 1 slots for its retransmissions,
where ηmax is the maximum number of transmissions per hop.
Our previous research has demonstrated that a WNCS can have different levels of resilience
to packet loss for sensing and actuation. Motivated by the asymmetric routing idea in [65], we
develop an asymmetric scheduling approach in which the number of packet transmissions of
the sensing and actuation phase can be configured independently. Considering that sensing
data are less vulnerable to packet loss because of the state observer, we do not allocate
retransmissions for sensing packets. However, we allow the holistic controller to adaptively
adjust the number of transmissions for actuation packets of each control loop, based on the
physical and network conditions. This need for adjustment stems from the fact that the
control performance is more sensitive to packet loss from the controller to the actuators,
despite the buffered control inputs.
We next present a run-time transmission adaptation protocol. As already explained, the
network manager generates a schedule that allocates enough slots to accommodate the max-
imum #Tx over each link defined by the Tx adaptation algorithm. Each schedule entry is
represented by a tuple [slot offset, channel, sender, receiver, flowID, #Tx(flowID)]. A trans-
mission schedule is called a superframe, and repeats itself during runtime. The slot offset is
the relative time slot number in a superframe. The flowID specifies the flow a transmission
belongs to, and #Tx(flowID) indicates the current #Tx of this flow, enabling the protocol
to configure #Tx of each flow independently. In Table 4.1, 1Tx to 3Tx presents a TDMA-
schedule for two flows, F1 and F2, that deliver data through nodes A→ B→ C and A→ B
→ D, respectively, when #Tx(F1) and #Tx(F2) vary from one to three transmissions. The
superframe has a length of 12 time slots. Note that other routing and scheduling algorithms
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optimize network resource usage to enhance network scalability, but these are not within the
scope of this work.
We adopt a piggyback mechanism to disseminate a newly computed #Tx for a certain control
loop (flow) generated by the holistic controller. A network manager, which is co-located
with a holistic controller, can incorporate the updated #Tx and the #Flow into all the
periodic actuation packets in this control loop. Hence, all nodes along the actuation routes
of certain control loops can receive this update. This piggyback mechanism helps reduce
communication cost by utilizing existing periodic communication. Once a node receives a
#Tx switch command, it will apply a new #Tx at the beginning of the next superframe.
However, if a node fails to receive the command due to packet loss, it will continue to use
the current #Tx until any actuation packet is received. Therefore, it is possible that, at the
same time, different nodes along the route of a flow may use different #Tx. Nevertheless,
it is still possible for nodes to eventually receive the update since they are always scheduled
to communicate at the slot allocated for their first transmission attempts over a link. For
example, in Table 4.1, the transmissions colored red represent the current schedule for flow
F1 (A → B → C) and F2 (A → B → D), when a controller issues a command to update
#Tx(F1) from 1 to 2, and #Tx(F2) = 3. In this example, the update reaches node A and
B at time slot 1, but fails to arrive at C at time slot 4 due to packet loss. Hence, A and B
switch to 2Tx, while C continues to use 1Tx. Although B and C use different #Tx, it is
still possible for C to receive actuation and mode switch commands from B in the following
superframe, since B and C will always communicate at slot 4 regardless of #Tx. The #Tx
of F2 is unaltered during the process since there is no #Tx update for F2.
The dependability of the holistic management system should also be considered. According
to WirelessHART standard, a network can handle failures in a network manager through
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replication [72]. Specifically, a network can support redundant network managers. However,
there must be one and only one active network manager per network. The active network
manager is responsible for keeping the standby network managers synchronized. Switchover
between network managers may be initiated by a fault detection mechanism or manually
initiated. In a holistic control system, the holistic controller and network manager will be
replicated in a similar fashion to the current WirelessHART standard in order to handle
failures in the network management system.
Table 4.1: Piggyback algorithm superframe examples
#Tx Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6 Slot 7 Slot 8 Slot 9 Slot 10 Slot 11 Slot12
1 A→B B→C A→B B→D
2 A→B A→B B→C B→C A→B A→B B→D B→D
3 A→B A→B A→B B→C B→C B→C A→B A→B A→B B→D B→D B→D
It is worth noting that this work mainly discusses WSANs that are revivable under moderate
cyber and physical attacks. Thus we set ρmin to guarantee relatively high PDRs of wireless
networks in Section. 4.3.2. Under extreme conditions, a larger portion of piggyback packets
may be lost. In this case, sending commands to switch modes by broadcasting or flooding
might be a better solution.
4.5 Case Study
In this section, we introduce a systematic case study for our holistic WSAN controller. It
is extremely challenging to conduct experiments on industrial control systems in the field,
especially under cyber and physical disturbances. Small lab-scale equipment, on the other
hand, is usually too small for realistic wireless experiments. To overcome this challenge,
we developed WCPS, an open-source simulator that integrates realistic simulations of both
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wireless networks and physical plants. WCPS integrates Simulink and TOSSIM, a state-
of-the-art sensor network simulator featuring a realistic wireless model seeded by real-world
wireless traces [18, 19, 65]. Both Simulink and TOSSIM are among the leading simulators
in the control and networking communities, respectively. Furthermore, the WirelessHART
network protocol stack is implemented as part of WCPS 2.0 [19], including protocols at the
routing (Source and Graph Routing) and MAC layers. To the best of our knowledge, WCPS
is the first simulator that supports all these WirelessHART features with a realistic wireless
link model.
In this work, we have implemented the run-time #Tx reconfiguration mechanism presented
in Section 4.4 in WCPS 4.0. Additionally, we have included multi-rate functionality in the
simulation. In practice, industrial plant models mostly operate continuously or at very high
frequencies. However, the wireless communication and controller execute at a relatively low
frequency because of the network latency and computational latency. Therefore, we incor-
porate multi-rate functionality in WCPS, which simulates the plant, wireless network, and
controller operating at multiple rates. Additionally, we have simulated the computational
and communicational latency of each module in the wireless control loop.
On the physical side, to represent an industrial process system, we use two 5-state linear
time-invariant plants that share the same WSAN. One of the plants is open-loop unstable,
and the other is open-loop stable. We also present the case study results of a realistic load
positioning system in order to show the generality of our algorithm [73]. On the cyber
side, we simulate a 16-node WSAN using the WCPS simulator [74], seeded with real-world
wireless traces as explained in [19, 65]. Besides studying the behavior of the algorithms
presented in Sections 4.3 and 4.4, we also test the performance of our system under both
cyber and physical disturbances. We will present a case study of the open-loop unstable
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plant in the first four subsections. Then, in Section 4.5.5, to form a multi-loop simulation,
we will include an open-loop stable plant that shares a WSAN with that open-loop unstable
plant.
4.5.1 Experimental Setting
The plant is defined in (2.2), with the following parameters:
A =

0.717 −1.367 −0.218 −0.867 −0.899
0.078 0.209 −0.105 −0.511 −0.466
0.122 0.891 1.305 0.511 0.666
−0.243 −1.383 −0.610 −0.023 −0.932





















Note that the set of eigenvalues of A is equal to {0.413, 0.563, 0.624, 1.068, 1.006}. Since there
are two eigenvalues outside the unit circle, the plant is open-loop unstable. The parameters
of the MPC scheme in (4.1) are chosen as follows:
Q =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 5 0




439 518.37 942.57 220.13 588.16
518.37 633.85 1124.8 266.03 708.54
942.57 1124.8 2045.3 483.1 1274.2
220.13 266.03 483.1 129.01 309.01


















Also, ū = 0.2, R = 0.08, N = 50, X = R5, and U = {|u| ≤ 40}, where S, K, and Xf are
computed as described in Lemma 4.3.1 with β = 1.1. The parameters of Alg. 1 are λ = 0.1,
τ1 = 5, τ2 = 500, γ = 16, α1 = 1.977, α2 = 8.223 · 106, and α3 = 1, where {αi}3i=1 are
computed as described in Lemmas 4.3.2 to 4.3.4.
We upgrade WCPS [74] as a platform for holistic wireless control simulations. WCPS
employs a federated architecture that integrates Simulink [75] for simulating the physical
system dynamics and controllers, and TOSSIM [76] for simulating WSANs. In this work, we
have incorporated the run-time #Tx reconfiguration mechanism, multi-rate functionality,
and simulation of computation and communication delays into WCPS 4.0. Since sensing
measurements and control commands are sent via WSAN periodically, time-driven scheduling
is adopted, as is shown in Fig. 4.6. We determine the length of each event based on its worst-
case execution time.
We simulate a wireless network consisting of 16 nodes, where each simulation is based upon
data traces collected from our WSAN testbed at Washington University. The collected
information includes the received signal strength indicator (RSSI) and electromagnetic noise,
which are used as inputs for the wireless link model in WCPS. The WSAN in this study
consists of six sensing flows and two actuation flows. A sensing flow delivers sensing data
from a sensor node to the controller, while an actuation flow delivers control commands
to an actuator. Given pairs of sources and destinations, we adopt the strategy of lifetime-
maximization source routing presented in [25], which prolongs the network lifetime while it
preserves reliability. We use only two pairs of sensing and actuation flows for two control
loops. The extra sensing flows are reserved for redundant measurements, as it is commonly
designed in industrial scenarios. The maximum distance from a sensor to an actuator is
4 hops.
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Since WirelessHART employs the TSCH MAC, we schedule those 8 flows in the order of
flowID under the constraints of avoiding transmission conflict and channel contention in
channel 22 and 23. A transmission conflict occurs when a node becomes a common node
as sender or receiver in each time slot. Channel contention occurs when all channels are
assigned to other transmissions in a certain time slot. The resultant superframe length of
this WSAN is 140 ms, i.e., 14 fixed time slots. The WSAN sensing delay (TS) and actuation
delay (TA) are set to 60 ms and 80 ms, respectively. The worst-case execution times of the
controller and the state observer are 30 ms and 0.2 ms among 10000 operations, respectively.
Hence, we set the computation delay of the controller (TC) to 30 ms, and the Kalman Filter
delay (TKF ) to 10 ms, because the granularity of our simulation is 10 ms. Therefore, we
set the frequencies of the WSAN, the MPC controller, and the KF state observer in our
simulations to 5 Hz, and the frequencies of the plants to 100 Hz. Note that the control
command executed at time Tk is based on the sensor measurements at Tk−1, as is shown in
Fig. 4.6. Since we are using MPC, at time Tk, we use {u∗j,k}k−1j=k−N . In this way, we mitigate
the delay of all the modules and the effects of the actuation packet loss in the wireless control
loop.
Because of the asymmetric resiliency of the sensing and actuation sides [65], we adopt an
asymmetric scheduling strategy. For sensing flows, we do not provide any packet retransmis-
sion since the state observer mitigates the impact of packet loss, as explained in Section 4.2.
For actuation flows, we set the maximum #Tx to ηmax = 4. As explained in Section 4.2.2,
there is a diminishing return of PDR improvements as #Tx increases. Therefore, we set
ηmax = 4 to efficiently improve PDR at reasonable cost. As a reasonable figure, we set the
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Figure 4.6: Time-driven scheduling of WNCS
4.5.2 Simulation under Wireless Interference
We consider a disturbance on the wireless network caused by an increase in background
noise on all channels, which is common when a wireless sensor network is under wide-band
continuous jamming attack. In this case, the channel hopping and channel blacklisting func-
tionality of the WirelessHART standard might fail. Our simulation considers an increased
value for the background noise for the first 70 s of −75 dBm, and a reduction to a standard
value for the rest of the simulation of −78dbm, as shown in Fig. 4.7c. Note that the physical
plant is unstable and in a transient state for the first 70 s; hence a low actuation packet
delivery ratio would likely lead to diverging trajectories.
In this simulation (Fig. 4.7), there are two interesting observations. First, the #Tx is
increased twice, first at t = 0 s, and again at t ≈ 33.2 s. The first increase is due to a
violation of the safety bound condition in Lemma 4.3.5, while the second is due to a violation
of the worst-case Lyapunov evolution in Lemma 4.3.6. By time t ≈ 80 s, the physical plant
is well below the safety bound, implying that Alg. 1 successfully adapted to the higher
wireless background noise. Second, once the background noise is reduced, our algorithm






















































Figure 4.7: Holistic controller simulation under wireless interference. The wireless back-
ground noise is higher for the first 70 s, resulting in a #Tx adaptation.
even under a significant number of actuation packet drops. Note that once the physical plant
reaches a steady state, the optimal input sent through the network is almost constant, with
u∗t,j ≈ ū for each j. In this case, the actuation buffer, explained in Section. 4.2 and Fig. 4.2,
almost completely mitigates the information lost in the wireless network due to lower #Tx.
Fig 4.8 is a zoomed-in view of the first 40 seconds in Fig. 4.7. Fig. 4.8a and Fig. 4.8b
validate our result in Lemma 4.3.5 of using the Lyapunov function as a simple and practical
test for safety. Also, the top green dashed line in Fig. 4.8a is the bound induced by the
worst-case evolution of the Lyapunov function, as explained in Lemma 4.3.6, which results












































Figure 4.8: Zoom in of the simulation in Fig. 4.7 for the time interval [0, 40] s.
We compare our holistic control approach against two existing approaches. In each boxplot
in Fig. 4.9, Fig. 4.13, and Fig. 4.16, from left to right, we present the results of five sets of
simulations under the different management approaches:
• HC: our holistic control approach.
• PN: the physical plant and the network are controlled separately. In this traditional
approach, the controller controls the physical plant, while the network manager adapts
the number of transmissions based on network reliability without considering control
performance. The network adaptation algorithm changes the number of transmissions
(#Tx) based on two PDR thresholds, namely, the #Tx increase threshold (80%) and
the #Tx decrease threshold (90%). The network manager increases #Tx by 1 when
the PDR drops below the increase threshold, and reduces #Tx by 1 when the PDR
reaches 90%.
• 2Tx, 3Tx, 4Tx: fixed numbers of transmissions, at 2, 3, and 4, respectively. Existing
WSANs typically employ a fixed number of transmissions.
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(a) Mean Absolute Error (MAE)








(b) Average number of scheduled Txs













(c) Average number of actual Txs per packet

























Figure 4.9: (a) MAE, (b) average #Tx, (c) average #Actual Tx, and (d) battery life for
different #Tx adaptation algorithms under wireless interference. The algorithms are our
holistic controller (HC), pure network adaptation (PN), and constant transmission numbers
equal to 2, 3, and 4, respectively.
In all experimental settlings, we adopt the same physical control design based on the buffered
MPC explained in Section 2.1.1. If an actuation packet adopts 1 Tx, the average packet
delivery ratio is around 23% under a noise level of −75 dbm, and around 53% even under
a noise level of −78 dbm, which will damage system performance. Thus, we set at least 1
retransmission for actuation packets. Each algorithm is simulated 40 times, and unstable
executions are discarded to avoid distorting the average computations. It is worth noting
that fixed 2Txs results in 10 unstable simulations, and both PN and fixed 3, 4 Txs result in
1 unstable simulation, while HC stabilizes all the executions.
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Fig. 4.9 compares (a) the Mean Absolute Error (MAE) of the physical states, (b) the number
of scheduled transmissions (#Tx for short in the rest of the dissertation), (c) the average
number of actual transmissions per actuation packet (#Actual Tx for short in the rest of
the dissertation), and (d) the system lifetime with various wireless network configuration
methods. In reality, #Actual Tx is often less than scheduled #Tx. For example, if the
sender gets the Acknowledgement from the receiver at the first try, it will not send an extra
time since the packet has already been received. As another example, if the packet is lost
in previous hops, the sender has no packet to send. The #Actual Tx is one determinant
of battery life. We assume wireless motes use AA batteries, with a capacity of 8640 J. We
define the system lifetime as the battery life of the most consuming node in the network,
and calculate battery life based on the method in [24]. According to Fig. 4.9a and Fig. 4.9b,
while our HC algorithm has a comparable MAE to PN and 4 Txs, its average scheduled
#Tx is around 2. Fig. 4.10 shows the ratio for #Actual Tx with various wireless network
configuration methods. HC has the highest ratio of 0 and 1 actual Tx per packet, since the
system performances are sometimes acceptable even though the PDR is not high enough. At
the same time, HC can also adjust the #Actual Tx to 4 to guarantee control performance
when needed. Fig. 4.9c and Fig. 4.9d show that the #Actual Tx and the system lifetime of
our HC algorithm are also similar to 2Tx. Furthermore, HC extends the system lifetime for
more than one month over PN.
Fig. 4.11 compares the relationship between MAE and the #Actual Tx, as well as the system
lifetimes for different network configuration algorithms. HC’s data points are concentrated in
the bottom left area of Fig. 4.11a, which indicates that this algorithm acquires smaller MAE
with fewer #Actual Tx. The simultaneous increase of both MAE and #Actual Tx can be
explained by the intuition of HC that poorer system performances will cause an increase of
#Actual Tx. On the other hand, no extra transmissions will be adopted when the physical
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Figure 4.10: Ratio for #Actual Tx under wireless interference











(a) Relationship between MAE and #Actual Tx




















(b) Relationship between MAE and battery life
Figure 4.11: Relationship between MAE and #Actual Tx as well as system lifetime for
different #Tx adaptation algorithms under wireless interference. The algorithms are HC
(red), PN (black), and fixed #Tx (blue), respectively.
system is in a good condition. This trend indicates that network resources are adapted well,
based on the status of the physical plant. The same facts are reflected in Fig. 4.11b.
4.5.3 Simulation under Sensor Disturbance
We now consider an external bias applied to the physical plant sensor, modeling either










































































Figure 4.12: Holistic controller simulation under physical disturbance
equation (2.2) becomes yt = C xt + ωt for ωt ∈ R. In this simulation, we keep the wireless
background noise constant at an arbitrary −76 dBm.
Fig. 4.12 shows the results of our simulation, where a disturbance is applied in the interval
[70, 120] s, with ωt = 0.5. Again, we focus our attention on two outcomes of this simulation.
First, our algorithm twice lowers the #Tx to 1, while maintaining the stability of the physical
plant. Note that the actuation packet delivery ratio in both situations is well below standard
acceptable values, yet the use of an actuation buffer mitigates any significant impact that
the information loss has in the physical plant. Second, the plant remains stable under the
application and later release of the physical disturbance, both times thanks to an increase
in the #Tx. This phenomenon validates our cyber-physical approach, where a controller
that is designed to mitigate imperfections in the communication channels, together with a
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(c) Average number of actual Txs per packet

























Figure 4.13: (a) MAE, (b) average #Tx, (c) average #Actual Tx, and (d) battery life
for different #Tx adaptation algorithms under a sensor bias disturbance. The algorithms
are our holistic controller (HC), pure network adaptation (PN), and constant transmission
numbers equal to 2, 3, and 4, respectively.
network manager that is aware of the performance of the physical plant, jointly result in an
efficient and safe control system.
Fig. 4.13 is analogous to Fig. 4.9, but it considers the physical disturbance described above.
Under sensor disturbance, fixed 2Txs results in one unstable simulation among 40, whereas
none of the other algorithms produce unstable simulations. Yet, HC results in executions
with MAE comparable to constantly having a #Tx equal to 3, as shown in Fig. 4.13a, while
achieving an average #Tx of 2.5, as shown in Fig. 4.13b. Fig. 4.14 shows the ratio for the
#Actual Tx. HC also obtains the highest ratios of 0 and 1 actual Tx per packet, since the
system performances sometimes are acceptable even though the PDR is not high enough.
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Figure 4.14: Ratio for #Actual Tx under sensor bias disturbance











(a) Relationship between MAE and #Actual Tx




























(b) Relationship between MAE and battery life
Figure 4.15: Relationship between MAE and #Actual Tx as well as system lifetime for
different #Tx adaptation algorithms under sensor bias disturbance. The algorithms are HC
(red), PN (black), and fixed #Tx (blue), respectively.
Occasionally, HC increases the #Actual Tx to 3 and 4 in an effort to handle physical attacks.
According to Fig. 4.13c and Fig. 4.13d, the #Actual Tx of actuation WSAN nodes and the
system lifetime of the WSAN are almost equal to the baseline of fixed 2 Txs. Compared
to PN, HC is significantly more efficient, validating our principle of choosing the network
configuration based on the performance of the physical plant.
Fig. 4.15 also presents similar results as Fig. 4.11, in that the data points of HC concentrate
in the bottom left area of Fig. 4.15a and the bottom right area of Fig. 4.15b. Therefore,
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HC allows a WSAN to be more resilient to both cyber and physical attack by adjusting its
network configuration when needed. It also prolongs the system lifetime while keeping MAE
within reasonable values.
4.5.4 Load Positioning System under Both Cyber and Physical
Interferences
To show the generality of our framework, we also run simulations of a realistic system-load
positioning system [73, 77], which positions the load (L) using a motor with a ballscrew
transmission. The motor is attached rigidly to a movable base platform (B). The load
positioning is a 4-state nonlinear system as described in [77]. When the system is operated
at the low frequencies found in industrial settings, the stiffness of the ballscrew and the
potential energy stored in it are neglected in the model. The system can be simplified as
a 4-state linear system [73]. The state vector is defined as xt = [xL(t) ẋL(t) xB(t) ẋB(t)],
where xL is the displacement of the load relative to the base platform, xB is the absolute
displacement of the base platform, and ẋL and ẋB are the speeds of the relative and absolute
movements accordingly. We would like to stabilize the states of the load positioning system
to the origin in this case study. The dynamics of the system are defined as in (2.2), where
A =

0 1 0 0




































Here, dL = 15, mL = 600, dB = 10, mB = 20, and kB = 5 are system parameters of the
load and base platform, such as the mass, damping, and stiffness. In this case study, the
parameters of the MPC scheme in (4.1) are chosen as follows:
Q =

0.1 0 0 0
0 0.1 0 0
0 0 0.1 0




13.16 170.30 8.07 169.70
170.30 4041.1 85.98 4055.8
8.07 85.98 7.38 86.82









Also, R = 0.05, N = 12, X = R4, and U = {|u| ≤ 40}, where S, K, and Xf are computed
as described in Lemma 4.3.1 with β = 1.1. We set the frequencies of the WSAN, the MPC
controller, and the KF state observer in our simulations to 4 Hz.
We have run simulations of the load positioning system under both cyber (background noise
is −75 dbm in the first 250 s, and −78 dbm from 250 s to 700 s) and physical (sensor
bias from 370 s to 420 s) interferences. Again, we conduct five groups of simulations using
WCPS as in Sections 4.5.2 and 4.5.3. We adopt the cost function of MPC (Fig. 4.16a) as a
metric of control performance, and we use the average number of scheduled Txs (Fig. 4.16b)
to measure the cost of the WSN. As concluded in Fig. 4.16a, HC can achieve comparable
control performance to that of constantly having a #Tx equal to 4, while achieving an
average scheduled #Tx of 2.3, as shown in Fig. 4.16b.
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(a) Mean of the cost function








(b) Average number of scheduled Txs
Figure 4.16: (a) Control Cost, (b) average #Tx for different #Tx adaptation algorithms
under sensor bias disturbance. The algorithms are our holistic controller (HC), pure network
adaptation (PN), and constant transmission number equal to 2, 3, and 4, respectively.
4.5.5 Multi-loop Control System
In this section, to form a multi-loop simulation, we include an open-loop stable plant that
shares the WSAN with the plant described in Section 4.5.1. For this plant, the set of
eigenvalues of A is equal to {0.4, 0.6, 0.96 + 0.02i, 0.96− 0.02i, 0.8}. Since all eigenvalues are
inside the unit circle, the plant is open-loop stable. The control loop of the plant described
in Section 4.5.1 uses the same sensing and actuation flows as in previous sections. The added
control loop of the open-loop stable plant uses another pair of sensing and actuation flows in
the WSAN. Fig. 4.17 shows the simulation results of the added control loop under the same
wireless interference as in Section 4.5.2.
As is shown in Fig. 4.17d, during the transient state, the #Tx is adjusted to 2 for the
first 23 s. Since the plant is open-loop stable, the Lyapunov function in Fig. 4.17b quickly
decreases, and the #Tx remains at 1 after the transient state ends. It is worth noting
that, for open loop stable plants that stabilize at the equilibrium point, the system can






























































































(b) Average scheduled #Tx per packet
Figure 4.18: (a) MAE, (b) Scheduled # Tx of open-loop unstable and open-loop stable
plants, respectively, under wireless interference. The #Tx adaptation algorithm is HC.
in Fig. 4.18, the open-loop stable system can achieve smaller MAE with fewer # Tx, which
indicates that our holistic management framework is effective in allocating WSAN resources
for the multi-loop system, based on the characteristics of physical plants. In this case, it
is possible to allocate those network resources to other lower priority applications, such as
network health reports. However, the lower priority applications would have to be preempted
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if the actuation packets claim the network resources. It is also possible to adopt other real-
time scheduling and routing methods to balance the allocation of the network resources to
multiple control loops based on their properties, such as open-loop stability, time constant
and run-time Lyapunov function. We will address those issues in our future work.
4.6 Conclusion
In this work, we have proposed a holistic cyber-physical management framework to enhance
the dependability of WNCS under both cyber and physical disturbances. The holistic man-
agement approach coordinates the physical control and network management mechanisms
to safely control the physical plant while efficiently allocating wireless network resources.
We then design a concrete holistic controller that considers the worst-case evolution of the
Lyapunov function of the plant under ideal network conditions, together with the run-time
packet delivery ratio of the wireless network, and that decides the number of transmissions
for each wireless flow. We have implemented the holistic controller and the network manage-
ment mechanism in the WCPS simulator. A case study that systematically explores both
control and wireless performances has been presented using real-world wireless traces. Simu-
lation results show that our holistic controller is capable of maintain safe physical operation
in the presence of sensor disturbances and significant wireless interference. These results
shed light on a new family of dependable cyber-physical systems that provides dependable
control while efficiently allocating wireless network resources.
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Chapter 5
Adapting Sampling Rate and
Self-Triggered Control
In this chapter, we generalize the designs of holistic controller by incorporating more rigorous
and sophisticated approaches. We explore two efficient holistic control designs to improve
control performance at low energy cost [78, 79].
We develop holistic wireless control approaches that incorporate two alternative strategies,
rate adaptation (RA) and self-triggered control (ST). We note that RA introduces adaptation
in a traditional time-driven control framework, while ST is a representative event-driven
control approach. Exploring both strategies in holistic control allow us to investigate the
design tradeoff involved in holistic control design.
We propose an optimal RA problem [79]. The objective of RA optimization is to dynamically
adapt sampling rate in order to minimize a cost function that incorporates both control
performance and communication cost subject to candidate rate ranges, system dynamics by



























Figure 5.1: Holistic control architecture for sampling rate adaptation
ST [16] triggers sensing and actuation events only when certain control performance is
predicted to be lost [78, 79]. The self-triggered strategy we present is motivated by [17].
Since a decreasing Lyapunov function V (xt) is the certificate of stability, the desired con-
trol performance is defined by a decreasing function S(xt), upper bounding the evolution of
Lyapunov function V (xt). The predicted time of the next sensing and actuation events is


























Figure 5.2: Holistic control architecture for self-triggered control
Specifically, the contributions of this work are five-fold.
• We introduce a new holistic control architecture that integrates multi-hop wireless
networks running the Low-power Wireless Bus (LWB) protocol [11] and two alternative
control strategies, RA and ST;
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• We present two online RA approaches based on heuristics and optimal rate selections,
respectively, and establish stability of the resultant closed-loop control system;
• We design robust network adaptation mechanisms to support RA and ST, respectively,
in multi-hop LWB networks;
• We build WCPS-RT, a real-time network-in-the-loop simulator that integrates MAT-
LAB/Simulink and a physical WSAN testbed to evaluate wireless control systems;
• We empirically explore the tradeoff between communication cost and control perfor-
mance under alternative holistic control approaches.
5.1 Related Work
Due to the benefits of flexibility and low deployment and maintenance cost, WNCS are
expanding their applications over industry processes, autonomous warehouses and smart
factories [80]. However, WNCS face serious challenges due to the inherent dynamics in
wireless conditions and limited energy resources in wireless networks [20]. The problem of
resilient and efficient wireless control has been investigated in the fields of control theory,
wireless networks, and more recently network-control co-designs [4].
In control theory, state observers [33] (e.g., extended Kalman filter) have been introduced
to handle packet loss and communication latency in WNCS. To reduce communication cost,
aperiodic control has been proposed as an alternative to periodic control. Examples include
event-triggered control [71, 81] and self-triggered control [16]. However, existing implemen-
tation of aperiodic control was based on a single-hop wireless network [17] instead of the
multi-hop WSANs that are widely adopted in process industries due to their flexibility and
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scalability in industrial environments. Supporting aperiodic control on a multi-hop WSAN
is challenging because industrial WSAN standards usually employ TDMA protocols for pre-
dictable communication. The aperiodic communication triggered by aperiodic control is
incompatible with the periodic, time-driven nature of communication in industrial multi-
hop WSANs.
In wireless networks, given the latency, packet delivery, and energy consumption bounds
by control designers, network designs can achieve optimized energy-efficiency [82], reliabil-
ity [83], load balancing [84], and real-time performance [13] under various wireless channel
conditions and network topologies. Breath [82] is proposed to minimize the energy cost
while ensuring a desired packet delivery rate and delay of the WSAN by adjusting routing,
MAC, radio power and sleeping discipline. SchedEX [83] is proposed to minimize delay while
providing reliability guarantees by producing the TDMA schedule. QU-RPL [84] achieves
load balancing and improves end-to-end reliability based on queue utilization. Blink [13]
supports hard real-time communication in multi-hop WSAN at low energy cost. However,
few of those protocols are cognizant of control performance directly. Better network perfor-
mance does not always imply good control performance of the physical plant. Indeed, the
internal properties of the physical plant, such as its stability, inherently influence the impact
of improvements in network communication on control performance.
Recent effort on network-control co-design aims to jointly optimize the network and control
at design time. Previous works on sampling rate optimization [85, 86, 15, 58, 87] exploit the
freedom of sampling rates to optimize control performance under various network protocols
and system settings. For wired control, Li et al. [85] minimize useful information loss under
network bandwidth constraints. Our project differs from this work in the objective of opti-
mizing control performance while lowering energy cost of WSAN. Goswami et al. [86] handle
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both real-time and control performance constraints by modeling ECUs over a FlexRay bus.
While the work is based on a wired network, FlexRay shares similarities to LWB used in
our system in their TDMA-based scheduling approach. Our project differs from the work in
our focus on online rate adaptation, while Goswami et al. tackled the optimization problem
of offline optimization. Furthermore, we also address self-triggered control approaches and
network adaptation protocols.
For wireless control, Demirel et al. [15] design packet forwarding policies over an unreliable
and energy-constrained WSAN; Saifullah et al. [58] optimize sampling rates under the end-
to-end deadline constraints of data flows in a WirelessHART mesh network; Kim et al. [87]
focus on control over IEEE 802.11 networks. Asymmetric routing [65] enhances control
performance and network efficiency by applying different routing strategies to sensing and
actuation data flows since sensing and actuation can have different levels of robustness to
packet loss.
However, all these efforts focus on offline designs instead of online adaptation, which limits
the resiliency and efficiency of WNCS operating in dynamic conditions (e.g., under network
interference and physical disturbance; under transient state or steady state). Online rate
optimization has been investigated in [57, 88, 89] for different objectives. Specifically,
Bai et al. [57] minimize tracking error under the constraints of network capacity and delay
requirement; Bao et al. [88] optimize the control performance over noisy channels under
total bit-rate constraint; Colandairaj et al. [89] adapt sampling rates using a static sampling
policy based on control performance and network performance in an IEEE 802.11b network.
This chapter considers the energy cost of WSANs, and the design and implementation of
the network reconfiguration mechanisms for RA over a multi-hop WSAN under the LWB
protocol, which are not addressed by these previous works. In prior work [90], we proposed
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the concept of holistic control that co-joins network management and physical control at run
time. As a simple proof of concept, we presented a holistic control example that adjusts the
numbers of transmissions (Txs) based on physical states. In this chapter, we generalize the
designs of holistic control by incorporating more sophisticated control approaches, namely
RA and ST. The new control approaches require more sophisticated network reconfigura-
tion mechanisms that are both efficient and robust. Furthermore, the alternative control
approaches (time-driven vs. event-driven) allow us to explore the design tradeoff involved
holistic control in multi-hop WSANs.
It is challenging to conduct experiments on industrial control systems in the field, espe-
cially under cyber and physical disturbances. Lab-scale equipment, on the other hand, is
usually too small for realistic cyber-physical experiments, particularly for multi-hop wireless
networks. Therefore, simulation tools are of vital importance to WNCS. Truetime [91] is
a MATLAB/Simulink-based tool, which enables simulations of CPU scheduling, commu-
nication and control algorithms. NCSWT [92] integrates MATLAB/Simulink and NS-2 for
modeling and simulation of NCSs. Neither of the native wireless simulations of Truetime nor
the NS-2 simulator can accurately model the probabilistic and irregular packet receptions
of WSANs [93, 94]. WCPS [18] integrates MATLAB/Simulink and TOSSIM [95] specifi-
cally designed to emulate complex temporal link dynamics of WSANs. However, given the
complexity of wireless communication in physical environments, simulators cannot always
capture the real-world behavior of WSANs. Network-in-the-loop simulations have recently
been developed to address the limitation of wireless simulations by incorporating physical
wireless networks [30]. Experiments presented in [17] integrate two double-tank systems
with a single-hop wireless network. Baumann et al. [96, 97, 98] integrate two real inverted
pendulums and a 13-node multi-hop WSAN testbed, achieving sampling rates of tens of
millisecond. However, the physical plants in laboratory settings used in those experiments
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cannot represent large-scale industrial processes and are limited to the specific lab-scale phys-
ical plants. In this work, we design and implement a general network-in-the-loop simulator
which integrates MATLAB/Simulink simulations and a 70-node WSAN testbed.
5.2 WNCS Architecture
Fig. 5.3 depicts the holistic wireless control architecture. The holistic controllers (1) con-
trol the physical plants by communicating with sensors and actuators through a multi-hop
WSAN, and (2) reconfigure the WSAN based on control needs at run time. Multiple control
loops share the same WSAN, which is the most common deployment in the field [20, 99, 100].
As shown in Fig. 5.3, at time t, a sensor sends its measurements yt to a remote holistic con-
troller over the multi-hop WSAN. A state observer [33] estimates the state of the plant.
Based on the estimated state x̂t, the holistic controller generates both (1) the control com-
mands (ut) and (2) the network reconfiguration signal (Rt or Tn). Two instances of holistic
controller, namely RA and ST, are introduced. For RA (or ST), the control commands ut
and the updated sampling rate Rt (or next event time Tn) generated by the holistic controller
are sent to the WSAN through flooding. For the control commands, the actuator receives ut
and applies ût to the physical plant. If ut fails to be delivered by the deadline, the actuator
reuses the control input received in the last period, ût−1. For network reconfiguration, every
node in the network reconfigures its communication schedule based on Rt or Tn. The details
of control and network designs for RA is presented in Sec. 5.3.
In this chapter, control design and analysis are performed for the physical plant which can
be modelled as a linear time-invariant system (LTI) in equation (5.1).













Figure 5.3: Holistic WNCS architecture
where t is the time index, xt ∈ Rn is the state vector, ut ∈ Rm is the input vector, yt ∈ Rp is
the output vector, A ∈ Rn×n, B ∈ Rn×m, and C ∈ Rp×n. We assume that the pair (A,B) is
controllable and that the pair (A,C) is observable. This implies the existence of a linear state
feedback controller ut = Kxt which renders the closed-loop control system asymptotically
stable. Note that the proposed wireless network reconfiguration mechanisms however are
not limited to LTI systems, and are applicable to nonlinear and time-varying systems.
The stability analysis of the resultant control system can be conducted by using the Lyapunov
theory. System (5.1) is stable if there exists a positive definite Lyapunov function [8]








xt = −x>t Qxt, (5.3)
where P,Q are positive definite matrices. P and Q satisfy the discrete-time Lyapunov
equation:
(A+BK)>P (A+BK)− P = −Q. (5.4)
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5.2.1 Wireless Sensor-Actuator Network
Low-Power Wireless Bus (LWB)
The WSAN extends the LWB [11] protocol to support data communication and network
reconfiguration for holistic control. LWB is based on Glossy [12], a fast-flooding protocol that
exploits the constructive interference among concurrent transmissions of radios compatible
with the IEEE 802.15.4 standard. The flooding process is entirely driven by radio events,
i.e., a transmission is triggered by completing a packet reception, which drastically speeds
up the process and provides microsecond-level WSAN synchronization. Under LWB, nodes
take turns to flood their packets in a time-triggered fashion using Glossy flooding according
to a single global schedule. A sink node is responsible for disseminating the schedule to all
the nodes in the network. Thus, the multi-hop many-to-all communication can be regarded
as a single communication resource (shared bus) that runs on a single clock [13].
Adopting LWB as the underlying communication protocol brings significant benefits. Thanks
to Glossy flooding, communication in LWB is topology independent. Besides, LWB is a
wireless protocol that provides deterministic end-to-end latency given a global schedule [11],
which largely simplifies the analysis of system stability. Additionally, fast Glossy flooding
achieves propagation latency within 10 ms over 100 nodes (8 hops, 3 Txs). We can take the
advantage to realize fast network reconfiguration by quickly flooding network configurations
across the entire network, an important feature as network reconfiguration is a key element
of holistic control.
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Implicit scheduling of multi-rate LWB
Unlike prior work [13] which uses a centralized scheduler node to operate scheduling algo-
rithms, we tailored LWB for implicit scheduling. All nodes schedule themselves based on
information from holistic controllers, such as flooding rates or next event timers of each
control loop. We define a data flow of WSAN as fi,j, which transmits data from a source
node si,j to a destination node di,j, where i ∈ {1, 2, ..., n} is the control loop index, and
j ∈ {1, 2, ...,mi} is the flow index of the control loop i (li). Accordingly, n is the number of
control loops, and mi is the number of data flows in li. For example, the control loop l1 has
two data flows f1,1 and f1,2, among which f1,1 is a sensing flow transmitting measurements
from a sensor node (s1,1) to a controller node (d1,1), and f1,2 is an actuation flow transmitting
control command from a controller node (s1,2) to an actuator (d1,2). A MIMO control loop
can have multiple sensing and actuation flows. The update rate of control commands in the
control loop li is denoted as Ri. The operation period of li is Ti =
1
Ri
. We assume the rates
of the flows in one control loop are equal.
In implicit scheduling of data flows, each node stores a static global schedule of all data flows,
denoted by entries fi,j[si,j, di,j, ti,j], ti,j is the relative time slot reserved for flow fi,j in LWB
period T = 1
R
. LWB operates at the highest rate of all the control loops, R = max
1≤i≤n
Ri.
Fig. 5.4 shows a simple static schedule. We assume there are three control loops and each
loop has one flow. All loops have same rate R1 = R2 = R3 =
1
T
. Thus, the rate of LWB is
R = 1
T
. Therefore, we get the static schedule entries: f1,1[2, 1, 1], f2,1[3, 4, 2], f3,1[4, 1, 3]. In
each period T , the synchronization message S is flooded by the sink node in the beginning
of every period, followed by three data slots assigned for three flows.
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f3,1, 4 → 1, 1T Hz)
This static schedule is calculated assuming each control loop runs at its highest candidate
rate. The static schedule can be calculated offline using any scheduling algorithm, e.g., EDF
or RM. In practice, industrial process control systems usually run at sampling rates lower
than 1 Hz [101]. By adopting fast Glossy flooding (flooding a packet over 100 nodes within
10 ms [12]), WSAN can guarantee the schedulability of tens of data flows, which suggests
the feasibility of the static schedule. We refer interested readers to [102, 13] for network
designs with tighter real-time requirements.
To implement multi-rate LWB using implicit scheduling, besides the static global schedule,
the only information that all nodes need are the rates of all the control loops Ri. In order
to make the implicit scheduling work properly, the potential Ti of all the loops should be
set to integral multiples of the shortest period T . Then each node can independently decide
whether to flood fi,j or sleep at ti,j within the time interval [(k − 1)T, kT ], k = 1, 2, 3, ...,
depending on Ri. Fig. 5.5 shows an example of the implicit scheduling with the static






, and R3 =
1
4T
. All nodes flood f1,1 at the first
data slot of every period T, flood f2,1 at the second data slot every other period T, and flood
f3,1 at the third data slot every 4T. They sleep at the rest blank data slots.
f1,1S f2,1 f3,1 f1,1S... f1,1S f2,1... f1,1S f1,1S f2,1 f3,1... ... ...
t0 T 2T 3T 4T
Figure 5.5: Implicit scheduling (f1,1, node2 → node1, 1T Hz; f2,1, 3 → 4,
1
2T





In implicit scheduling, since each node stores the static schedule, the network reconfiguration
commands can be generated by any source nodes in WSAN distributively, in contrast to
centralized scheduling in which the whole schedule is sent by the sink in the beginning of each
period T . We will present how network reconfiguration signals, such as Ri, are disseminated
in Sec. 5.3.2.
5.2.2 Holistic Management
As shown in Fig. 5.6, we develop a holistic control architecture that bridges the gap between
the plant control and WSAN management. Based on the current status of physical plants
and WSAN, the holistic controller generates two kinds of commands at the same time, one
for dynamically adjusting the network configuration, and the other for operating the physical
plants. In the following two sections, we focus on two specific efficient holistic control designs:
rate adaptation and self-triggered control over a multi-hop mesh network.
Holistic
Controller Plant




Figure 5.6: Holistic management of WNCS for RA and ST
5.3 Rate Adaptation
The data flow rates of a WSAN have direct impacts on control performance and energy cost.
The higher the rates, the better the control performance, but the higher the energy cost [15].
In this section, in order to ensure the control performance while reducing the network energy
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cost, we adjust the rates of the WSAN based on control performance during runtime. We
introduce the holistic controller design and the network design of rate adaptation (RA).
5.3.1 Control Design
We propose two online RA strategies. First is a heuristic-based RA which selects rate based
on physical states and customized thresholds. Second is an optimal RA by minimizing a
certain performance metric characterizing the control performance and communication cost.
Finally, the stability of the resultant closed-loop control system is established. Please note
that, in this chapter, the sampling rate of multiple loops are adapted in a distributed way.
That is, each loop has its own holistic controller. Each loop determines its own sampling
rate (Ri) individually. The rate is calculated and potentially adapted every sampling period.
We discuss the RA strategies for loop i.
Heuristic rate adaptation
We employ a similar adaptation algorithm proposed in [90] (Alg. 1). The value of the
Lyapunov function V (xt) in (5.2), the metric of the control performance, provides the bounds
of the state error. Given (5.2),
α1||xt||2 ≤ V (xt) ≤ α2||xt||2, (5.5)
where α1 and α2 are the smallest and largest eigenvalues of P , respectively. The value
of V (xt) is used to update the rate. Given a customized state error bound, denoted as
se = ||xse||2, we set the rate increasing threshold VIth = α1||xse||2. Based on (5.5), we
have ||xt||2 ≤ ||xse||2, if V (xt) ≤ VIth. Furthermore, we adopt a more stringent decreasing
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Algorithm 2: Heuristic rate adaptation algorithm for loop i
Input: xt, t, τ , t0 = t, λ, candidate rates (ascending): {Ri,1, Ri,2, ..., Ri,s}, current Ri = Ri,j ,
Ai, Bi,K, P,Q
Output: updated Ri
Calculate V (xt) as defined in (5.2), and VDth, VIth;
if V (xt) remains below VDth for a time interval of τ , and Ri > Ri,1 then
Ri ← Ri,j−1;//Ri decreases
else if V (xt) > VIth and Ri < Ri,s then
if last rate adaptation is a decrease then
t0 ← t; Ri ← Ri,j+1;//Ri increases
end
if last rate adaptation is an increase and V (xt) > (1− βα2 )
t−t0V (xt0) then





threshold VDth to indicate that the system performs well, VDth = λα 1||xse||2, λ ∈ (0, 1). If
V (xt) remains below VDth for a customized time interval τ , the control system is regarded
in good condition. Given (5.3),
V (xt+1)− V (xt) ≤ −β||xt||2, (5.6)
where β is the smallest eigenvalue of Q. Given (5.5) and (5.6), we can get the upper bound
of the ideal Lyapunov function, described by (5.7). We set this bound as the trigger of
succeeding rate increases.
V (xt+j) ≤ (1− β/α2)jV (xt). (5.7)




A disadvantage of the aforementioned heuristics-based RA is that it requires hand tuning that
can be challenging for complex control systems. Furthermore, it does not offer a systematic
way to balance control system performance and communication cost, the two important and
conflicting concerns in WNCS. Henceforth, we formulate rate selection as an optimization
problem. The objective of the optimization problem is to minimize a cost function that
incorporates both control performance and communication cost.
As described in Sec. 5.2.1, each candidate period of a feedback control loop is an integral
multiple of the smallest sampling period T . Let Ts = nsT be the least common multiple of all
candidate periods of a feedback control loop. In order to compare the control performance
resulting from different rates, we rewrite all possible systems with different sampling rates
in the slowest time frame Ts in a process referred to as lifting [103].











where ut+iT,1 is the control input during time interval [t+ iT, t+ (i+ 1)T
)





eAc(T−τ)Bcdτ, where Ac and Bc are the system matrices of the original continuous
system dynamics ẋ = Acx + Bcu. For the lowest sampling rate 1/Ts, the corresponding
system does not need lifting and has the dynamics
xt+nsT = Adnsxt +Bdnsut,ns (5.9)
where ut,ns is defined over [t, t + nsT ), and Adns = e




make a fair evaluation for systems resultant from different rates, we rewrite the slowest
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system (5.9) as
xt+nsT = Adnsxt +
[









where ut,ns = ut+iT,ns , i ∈ {0, . . . , ns−1}, and Adns = Ansd1 . Finally we can rewrite the system



















d1Bd1ut,ns , if Ri = 1/Ts
(5.11)
Based on (5.11), the states and inputs of systems with all candidate rates are lifted to the
lowest rate. We are now ready to formulate rate selection as an optimization problem. Let
us evaluate the cost function over a horizon of N sample periods corresponding to the lowest
sample rate, i.e., the horizon for performance evaluation lasts NTs seconds. Since each loop
can select its rate individually, we can formulate n independent optimization problems, where
n is the number of feedback control loops. Coordination between different control loops is
part of our future work. The optimization problem for loop i has decision variables of an
N-dimensional vector Ri(k), where kth element Ri(k) represents sample rate during time
interval [t+ (k − 1)Ts, t+ kTs
)
. Finally, cost function is defined as a weighted combination








































represents control performance including state cost and con-




[ut+jTs,1, . . . , ut+jTs+(ns−1)T,1]
>, if Ri(j) = 1/T
...
[ut+jTs,ns , . . . , ut+jTs+(ns−1)T,ns ]
>, if Ri(j) = 1/Ts.
In (5.12), the communication cost is linearly proportional to sampling rate Ri(j). Constant
ε1 is to weight state error versus control cost, and ε2 is to weight control performance ver-
sus communication cost. When ε2 approaches 0, which means that network energy cost is
ignored, the WNCS is prone to stay at the fastest sampling rate to achieve better control
performance. We define this scenario as cheap network in analogy with cheap control, which
is the case WR = 0 [104] when evaluate control performance. As a result, the optimization

















d1Bd1ut+(j−1)Ts,ns , if Ri(j) = 1/Ts
(5.13c)
ut = Kxt. (5.13d)
The optimization problem (5.13) has N integer decision variables. Since the decision vari-
ables Ri(j) belongs to a finite set of candidate rates, the optimal rate adaptation prob-
lem is an integer programming problem, which could be computationally expensive to
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solve at every sampling period. To reduce the computational complexity, we simplify
(5.13) by assuming that the control system stays at the same rate over the horizon, i.e.,
Ri(1) = . . . = Ri(N) = Ri. Accordingly, the cost function is given by





>WRut+j(Ri) + ε2Ri}. (5.14)
The simplified optimization problem takes the following formulation
minimize
Ri
J (xt, Ri) (5.15a)













d1Bd1ut+(j−1)Ts,ns , if Ri = 1/Ts
(5.15c)
ut = Kxt. (5.15d)
Although the simplified optimization problem (5.15) is an integer programming problem, for
each loop i it has only one scalar decision variable Ri (instead of N in (5.13)). Furthermore,
the number of candidate rates is usually small in practice, which significantly reduces the
computation complexity. We solve the optimization problem by brute force search. Note
that the system matrixes of rate lifting can be calculated offline. Given a horizon of N , M
candidate rates, and ns =
Ts
T
, the computation complexity is O(MNns). We also evaluate
the computation cost in MATLAB/Simulink on a 2.5 GHz Intel Core i7 processor. The
settings of the experiments are the same as in Sec. 5.6.2 (ns = 2
M−1). Fig. 5.7 shows the
execution time of solving (5.15) for 2000 times. As shown in Fig. 5.7A, with candidate rates
M = 3, the median and worst-case execution time when horizon N < 25 is below 1 ms
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and 2.1 ms, respectively. As shown in Fig. 5.7B, with N = 10, the median and worst-case
execution time when M ≤ 6 is below 4 ms and 11 ms, respectively. The execution time
is negligible compared with the 1 s sampling period. These results show that the problem
(5.15) is online solvable.





















(A) Various N , M = 3




















(B) Various M , N = 10
Figure 5.7: Execution time of solving (5.15) with various horizon N and number of candidate
rates M
Remark 5.3.1. Since we target industrial process control systems with sampling rates lower
than 1 Hz [101], we tailor the rate selection for our WSAN design with an assumption
of the existence of “worst-case-guaranteed” schedule in Sec. 5.2.1. Hence there is no net-
work resource/schedulability constraint, and the rate selections of multiple loops can be done
individually.
For systems with schedulability constraints, we can provide schedulability guarantee by gener-
alizing the optimal RA problems (5.13) and (5.15) to incorporate schedulability constraints.
We replace the objective function in [58] Eq.(8) by
∑n
i=1 J (xt,Ri) and adding system dy-
namic constraints (5.11) of all loops. Since we apply LWB, as studied in [13], the real-time
scheduling constraints can be simplified from multi-processor task scheduling in [58] to uni-
processor case. However, given that the configuration space of the corresponding centralized
optimization problem is much larger than (5.13) and (5.15), and the introduce of schedu-
lability constraints, the resultant optimization problem can be computationally expensive to
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solve online. In addition, this approach requires centralized management of the control loops.
Extending our work to consider schedulability constaint is part of future work.
Stability analysis
Deploying the aforementioned RA algorithms renders the closed-loop control system being
a switched system, whereas the switch is governed by the RA algorithm. Since it is difficult,
if not impossible, to formulate the analytic formula of the switching sequence, we borrow
the stability result for switched systems with arbitrary switching. Stability analysis tools
for switched systems can be found in [105] and references therein. This work performs
stability analysis and control design based on a well-received result: if there exists a common
Lyapunov function for all subsystems, then the stability of the switched system is guaranteed
under arbitrary switching. It is revealed that the construction of such a common Lyapunov
function among all candidate rates can be formulated as a Linear Matrix Inequality (LMI)








− P < 0, ∀Ri ∈ {Ri,1, . . . , Ri,s} (5.16)
where A(Ri) and B(Ri) are discretized system matrices of loop i corresponding to the sample
rate Ri. If there is a feasible solution for the LMI problem (5.16), then V (xt) = xt
>Pxt is
the common Lyapunov function of all candidate rates, and the stability is established.
The aforementioned stability analysis, in a deterministic setting, provides a strategy to
search for a common Lyapunov function V (xt). As described in Sec. 5.2.1, the latency
bound of LWB is deterministic [12, 11]. In our test cases, the latency is shorter than one
sampling period. Stability analysis under network latency of below one sampling period is
well studied. We refer interested readers to [106, 96]. The stability analysis can be generalized
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to take indeterministic network latency and packet loss into account, which consequently
leads to stochastic stability. Stability analysis under different network scenarios has been
intensively studied in control community, and are not the focus of this chapter. We refer
interested readers to stability analysis addressing network latency [106, 107] and packet
loss with different distribution patterns [56, 108]. Despite the simplifications, our stability
analysis provides practical guidance towards balancing the closed-loop control performance
and network rate in real-world scenarios involving network latency and packet loss, as shown
in case studies under network and physical interference in Secs. 5.6.4-5.6.6.
Remark 5.3.2. The existence of a single common Lyapunov function (5.16) for all can-
didate rates is a conservative but easy-to-check stability condition. The relaxation of con-
servativeness has been intensively studied in control community, and leads to numerous re-
sults [109, 110, 111]. For example, work [109] proposed to replace the single common Lya-
punov function with a switched Lyapunov function, and established a sufficient condition of
stability as stated in the following theorem.
Theorem 5.3.3 ([109], Thm. 4). If there exist symmetric matrices S(Ri), matrices G(Ri)
and U(Ri) such that ∀(Ri, Rj) G(Ri) +G(Ri)> − S(Ri) (A(Ri)G(Ri) +B(Ri)U(Ri))>
A(Ri)G(Ri) +B(Ri)U(Ri) S(Rj)
 > 0 (5.17)
then state feedback control gain K(Ri) = U(Ri)G(Ri),∀Ri ∈ {Ri,1, . . . , Ri,s} stabilizes the
system.
The results in [109] shows the tradeoff between a single Lyapunov function for simplicity and
a switched Lyapunov function that is less conservative but numerically hard to check.
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5.3.2 Network Reconfiguration
In this section, we present a run-time RA protocol for a mesh WSAN. Packet loss has
non-negligible impacts on WNCS, especially in network reconfiguration. We also discuss its
packet loss recovery.
Candidate rates selection
Sec. 5.3.1 considers how to adjust the rate of each loop. The candidate rates are also
important design factors. To ensure that the rate transient processes work properly, the
potential rates of each loop need to be designed intentionally. First, according to Sec. 5.2.1,
when the offline scheduler schedules data flow fi,j, it reserves time slots for fastest rate R.
Second, the candidate periods of all the loops should be integral multiples of the shortest
period T = 1
R
. Third, to ensure that the RA works properly with packet loss recovery, which



















) are in Table 5.1. A filled
unit indicates that a packet is sent in that time slot. According to Sec. 5.3.1, in order to
guarantee stability, a common Lyapunov function should exist by solving the LMI problem
formulated by subsystems induced by all candidate rates.

























Network reconfiguration based on piggyback
The holistic controller of li adopts a piggyback mechanism to disseminate a newly computed
Ri for data flow fi,j. The holistic controller of li piggybacks Ri with the actuation command.
The data field of the actuation packet is [li, Ri, Datai]. Because of the flooding nature of
LWB, all nodes in the network can receive this update. Once a node receives an updated
Ri, it will calculate a new schedule based on Ri, as described in Sec. 5.2.1.
The distributed network reconfiguration based on piggyback has several benefits over the
conventional centralized network reconfiguration. First, this piggyback mechanism helps
reduce energy cost by utilizing existing actuation data flows, saving the time and energy
needed to calculate and deliver the whole schedule in every period. Second, the network
reconfiguration commands can be flooded by any source nodes in WSAN distributively, in
contrast to centralized scheduling, in which the whole schedule should be sent by the sink.
In addition, implicit and distributed scheduling using piggyback is more reliable than a
centralized scheduler. Packet loss in implicit scheduling affects only one loop, but the packet
loss of centralized scheduling can affect all data flows.
Table 5.2: Packet loss recovery for rate adaptation of flow f11
t1,1 t1,1 + T t1,1 + 2T t1,1 + 3T t1,1 + 4T t1,1 + 5T
Updated rate Ri R1,1 R1,2 R1,2 R1,2
Node 2∗ R1,1(1) R1,1(1)→ R1,2 R1,2(1) R1,2(/) R1,2(1) R1,2(/)
Node 3 R1,1(1) R1,1(1)→ R1,2 R1,2(1) R1,2(/) R1,2(1) R1,2(/)
Node 4 R1,1(1) R1,1(0) R1,1(1)→ R1,2 R1,2(/) R1,2(1) R1,2(/)
Packet loss recovery
If a node loses the packet with the updated rate of li, it will use the current Ri until another
packet of li is received. Therefore, it is possible that, at the same time, different nodes along
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the route of a flow are using different rates. Nevertheless, it is still possible for nodes to
eventually receive the update. The transmissions of three nodes in Table 5.2 represent an
example of packet loss recovery for flow f1,1 (source s1,1 is node 2), when a holistic controller
updates the rate from R1,1 to R1,2 at the second period (t1,1 + T ). {1, 0, /} in brackets
following R1,j indicate that the node receives a packet, loses a packet, and remains sleeping,
separately, correspond to schedule of R1,j as shown in Table 5.1. The update rate is received
by nodes 2 and 3, but fails to arrive at node 4 within the second period (t1,1 + T ) due to
packet loss. Hence, the rates of nodes 2 and 3 switch to R1,2, while node 4 continues to use
R1,1. Although node 4 use different rate, it is still possible for it to receive update rate in the
third period (t1,1 + 2T ), since relative slot t1,1 in the third period is the common slot shared
by R1,1 and R1,2. If all candidate rates are harmonic, i.e., share as many common slots as
possible, the node will recover faster from packet loss.
5.4 Self-triggered control
Self-triggered control (ST) [16], an aperiodic event-driven control design, improves the effi-
ciency of the network. The first single-hop wireless network protocol for aperiodic control
is presented in [17]. However, due to the lack of network protocol, aperiodic control designs
have not been adopted in multi-hop mesh networks. In this section, we respectively introduce
control design and network design of ST.
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5.4.1 Control design
In event-triggered control, trigger condition is checked in every sampling period. The time of
actuation event cannot be known in advance, which requires the network to reserve resource
for unknown events. The ST relaxes this requirement by predicting the future events based
on system models. Intuitively, ST triggers sensing and actuation events only when certain
control performance is predicted to be lost. The self-triggered strategy we present in this
chapter is motivated by [17]. Since a decreasing Lyapunov function V (xt) = x
>
t Pxt is the
certificate of stability (P is achieved in Sec. 5.3.1), the desired control performance is defined
by a decreasing function S(xt), upper bounding the evolution of Lyapunov function V (xt):
V (xt) ≤ S(xt). Provided that V (xt) ≤ S(xt) holds and S(xt) is decaying over time, the
closed-loop system is stabilized [16, 17]. The predicted time of the next sensing and actuation
events is tk = min{t > tk−1|V (xt)− S(xt) ≥ 0}. Here, we adopt a feasible decreasing S(xt),
as follows:
S(xt) = V (xtk−1)e
−γV (xtk−1 )
δ(t−tk−1). (5.18)
We induce the term γV (xtk−1)
δ, γ, δ > 0, which makes the decreasing rate of S(xt) adapt
to the value of the Lyapunov function (state error). That is, when V (xtk−1) is large, which
indicates severe state error, the S(xt) decreases faster. Therefore, the sensing and actuation
events are more likely to be triggered. On the other hand, when V (xtk−1) is small, which
indicates the current states are close to equilibrium point, the S(xt) decreases slower. The
sensing and actuation events are unnecessary and less likely to be triggered. Please note that
unlike event-triggered control, the trigger condition of which is checked in every sampling
period, self-triggered control checks the trigger condition based on predictions based on
system model, which makes it less resilient to disturbance. In order to provide robustness
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guarantees of the self-triggered control, an upper bound of the inter-transmission interval
should be customized based on [17, 112, 113].
5.4.2 Network protocol for self-triggered control
Self-triggered transmissions
Due to the predictive nature of ST, the network knows a priori when the event will be
triggered by the holistic controllers. Therefore, nodes know the next time when they should
wake up and flood data. Within the inter-transmission interval, the nodes sleep. Thus, the
energy costs of nodes can be reduced compared with periodic control at the highest rate.
Similar to the network protocol of RA, the holistic controller uses the piggyback mechanism
to disseminate a newly computed time of next transmission Tni for all data flows of li.
Again, Tni should be integral multiples of T . The holistic controller piggybacks Tni with
the actuation command. Therefore the data field of the actuation packet is [li, Tni, Datai].
Because of flooding, all nodes in the network can receive this update. In a node, each data
flow has an event timer. Once a node receives a Tni, it will set the value of Timeri,j to Tni
and start counting down from the next period. If the Timeri,j expires, the node will wake up
and flood in the pre-assigned relative slots ti,j within T . Fig. 5.8 shows an example of self-
triggered transmissions based on LWB. At the first period, f2,1 is flooded, and node 3, which
is the source of f2,1, receives and floods Tn2 = 3T at slot that is assigned for f2,1. Therefore,
the next f2,1 is reserved and transmitted 3T later at the fourth period. At the second period,
f1,1 and f3,1 are transmitted, and Tn1 = T , Tn3 = 2T , respectively. Therefore, the next f1,1
is reserved and transmitted at the third period, and f3,1 at the fourth period.
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S f2,1 f1,1 f3,1 f1,1 f2,1 f3,1 f1,1 f3,1
1T 2T 2T3T 3T 1T 5T 3T
S S S S... ... ... ... ...
t0 T 2T 3T 4T
23 4 2 3 4 2 4 Source node ID
Tn
Figure 5.8: Self-triggered transmission based on LWB (f1,1, node2 → node1; f2,1, 3 → 4;
f3,1, 4 → 1)
Why not event-triggered transmissions
We adopt ST instead of event-triggered control. In event-triggered control, trigger conditions
are checked every sampling period. Source node is aware of whether the event is triggered
in current period, and it does not flood if the trigger condition is not violated. However,
other nodes in mesh WSAN do not know the trigger time in advance, they still wake up and
keep listening in case certain events are triggered in current period. Therefore, event-trigger
control systems over a multi-hop mesh network cannot reduce duty cycle of the network. As
shown in Fig. 5.9, at the first period, the source node of f2,1, node 3, notices the event is
triggered. It floods f2,1 in the second relative time slot. Since all other nodes are listening,
they receive and forward f2,1. Different from ST, all nodes keep awake in the first and third
relative time slots in case the trigger conditions of f1,1 and f3,1 are violated.
f1,1S f2,1 f3,1 f1,1 f2,1 f3,1 f1,1 f2,1 f3,1 f1,1 f2,1 f3,1 f1,1 f2,1 f3,1S S S S... ... ... ... ...
t0 T 2T 3T 4T
23 4 2 3 4 2 4 Source node ID
Figure 5.9: Event-triggered transmission based on LWB
Packet loss recovery for ST
If all nodes receive Tni, and are synchronized well, they wake up and flood fi,j at the same
time. However, unlike rate adaptation based on LWB, which can self-recover from packet
loss, self-triggered transmissions based on LWB are less resilient to packet loss. If a node
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fails to receive Tni, it is possible that it will not wake up at the right time for the next
transmission and will become unsynchronized with other nodes for fi,j forever. Table 5.3
shows an example of the impact of packet loss on flow f1,1, when a holistic controller predicts
a series of inter-transmission intervals (Tn1). {1, 0, /} in brackets following Tn1 indicate that
the node receives a packet, loses a packet, and remains sleeping, separately, correspond to
its inter-transmission interval Tn1. In this example, the update inter-transmission time
Tn1 = T is received by nodes 2 and 3, but fails to arrive at node 4 in first period (t1,1) due
to packet loss.
Table 5.3: Impact of packet loss on self-triggered control of flow f1,1
Time t1,1 t1,1 + T t1,1 + 2T t1,1 + 3T t1,1 + 4T t1,1 + 5T
Inter-transmission time: Tn1 T 2T 2T 2T
Node 2∗ 2T (1)→ T T (1)→ 2T 2T (/) 2T (1) 2T (/) 2T (1)
Node 3 2T (1)→ T T (1)→ 2T 2T (/) 2T (1) 2T (/) 2T (1)
Node 4 2T (0) 2T (/) 2T (0) 2T (/) 2T (0) 2T (/)
Hence, the nodes 2 and 3 schedule next transmissions in the second period (t1,1 + T ), while
node 4 uses last Tn1 = 2T and schedules next transmission in the third period (t1,1 +2T ). In
the second period, nodes 2 and 3 receive new Tn1 = 2T , and schedule the next transmissions
in the fourth period (t1,1 + 3T ). Node 4 sleeps at this period and loses the updated inter-
transmission time again. If the system goes on like this, node 4 becomes unsynchornized
with other nodes and loses all packets. Therefore, it is of vital importance to come up with
effective and efficient strategies to recover from packet loss. We propose the following packet
loss recovery strategy: if a node wakes up but does not receive a packet with Tni, it should
re-awake at the highest rate R, until another packet with Tni is received.
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5.5 WCPS Real-time
To experiment with wireless control over real-world WSANs, we develop wireless cyber-
physical simulator real-time (WCPS-RT).
5.5.1 Architecture of WCPS-RT
WCPS-RT integrates MATLAB/Simulink Desktop Real-time (SLDRT) [75] and a 3-floor
WSAN testbed [114, 115]. The architecture of WCPS-RT is shown in Fig. 5.10. Note that


























Simulink Desktop Real-Time Plant Side
Figure 5.10: Architecture of WCPS-RT
SLDRT is used to simulate the physical part of the WNCS: physical plants, controllers,































































































Figure 5.11: 3-floor WSAN testbed in Jolley Hall of Washington University in St. Louis
continuously or at very high rates. However, the wireless communication and controller
execute at a relatively low rate because of the communication and computation latencies.
Therefore, SLDRT modules are operated at different rates in our design.
The 3-floor WSAN testbed is deployed on the 3rd to 5th floors of Jolley Hall at Washington
University in St. Louis, as in Fig. 5.11. It consists of 70 TelosB motes. Each mote is equipped
with Chipcon CC2420 radio compliant with the IEEE 802.15.4 standard and a TI MSP430
microcontroller. 40 Raspberry Pis with a backplane network are used for the management
of the WSAN [20].
The interfaces between SLDRT and WSAN are socket connections between the PCs that
run SLDRT and the Pis, and serial connections between the Pis and the end nodes. In this
way, the end nodes si,j, di,j of the sensing and actuation flows fi,j can be any nodes in the
testbed.
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5.5.2 Real-time Network-in-the-loop Simulation
Both SLDRT and the 3-floor WSAN testbed operate in real-time. To evaluate the real-
time performance of the WCPS-RT, we measure the latency caused by each module. In our
design, sensing and actuation flows have the same overhead induced by interfaces, since they
have the same types of interfaces between physical parts and WSAN as in Fig. 5.10, and all


































Figure 5.12: Timeline of WCPS-RT
We use the latencies of one actuation flow as an illustrative example. First, we adopt the
Precision Time Protocol (PTP) to synchronize the PC that runs SLDRT and the Pis. PTP
is a protocol used to synchronize clocks throughout a network. It achieves clock accuracy in
the sub-microsecond range [116]. Then, we record the completion timestamps of each module
on corresponding machines (1) the physical modules, (2) the actuation flow from Simulink to
s1,1, (3) the transmissions in WSAN, (4) the actuation flow from d1,1 to Simulink. Finally, we
draw the timeline of WCPS-RT and analyze the latencies, as shown in Fig. 5.12. We set the
sampling period to 1s, which is the fastest update time supported by most industrial WSAN
products. From the timeline, the total overhead induced by interfaces between Simulink
and the node is less than 26 ms (2.6%). More than 966 ms is reserved for communication
over the WSAN in each period, among which around 175 ms is utilized for transmissions
in this example. The results validate the real-time performance of WCPS-RT. Please note
that 26 ms overhead is acceptable when we use WCPS-RT to simulate industrial processes
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like oil refinery and mining, sampling periods of which are usually longer than 1 s [101].
However, it is not acceptable in faster sampling period of tens of milliseconds. We will work
on shortening this overhead in the future. We refer interested readers to [102, 13, 96] for
network and WNCS designs with tighter time requirements.
5.6 Evaluation
In this section, we describe systematic trials of our wireless control designs using WCPS-RT.
On the physical side, to represent an industrial process system, we use up to five 4-state
load positioning systems that share the same WSAN. On the WSAN side, we evaluate the
proposed network protocols over a 70-node WSAN testbed [114, 115].
Because the state observer provides robust and theoretically sound protection against loss
of sensing information [33, 31, 32], the WNCS are more sensitive to packet loss on the ac-
tuation side of WSAN [65]. Thus, we focus on comprehensive actuation-network-in-the-loop
simulations. We then empirically evaluate the tradeoff between rate adaptation (RA) and




We run simulations of a realistic load positioning system [73, 77], which positions a load (L)
using a motor with a ballscrew transmission. The motor is attached rigidly to a movable
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base platform (B). The load positioning is a 4-state nonlinear system as described in [77].
When the system is operated at low rates as in real industrial applications, the stiffness of
the ballscrew and the potential energy stored in it are neglected in the model. The system
can be simplified as a 4-state linear system [73]:
ẋt = Acxt +Bcut, yt = Ccxt, (5.19)
Ac =

0 1 0 0





















1 0 0 0
]
.
Here, dL, mL, dB, mB, and kB are parameters of the load and base platforms, such as the
mass, damping, and stiffness. The state vector is defined as xt = [xL(t) ẋL(t) xB(t) ẋB(t)]
T ,
where xL is the displacement of the load relative to the base platform, xB is the absolute
displacement of the base platform, and ẋL and ẋB are the speeds of the relative and absolute
movements. We will stabilize the states of the load positioning system to the origin.
There are two kinds of plants. The first kind is denoted as PLANT1, dL = 15, mL = 100,
dB = 10, mB = 10, kB = 5, and K = [−1.9393 − 13.1373 0.0842 − 13.0264]. The
second kind is denoted as PLANT2, dL = 10, mL = 15, dB = 3, mB = 5, kB = 2,
and K = [−1.0076 − 0.6317 − 0.1954 − 0.3814]. The second kind has lower mass and
damping, therefore their response time is shorter than that of PLANT1. In holistic controller,
we discretize the continuous-time models (5.19) using step-invariant transformation at its
corresponding sampling sampling period Ti: ATi = e




For each control loop, given the discrete-time model, K, and Q, we can get P , α1, α2, and β
according to (5.16), (5.5), and (5.6), respectively. For all loops, Q = I4, WQ = I4, WR = 1,
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γ = 1, and δ = 2. We will adjust and evaluate some parameter selections of RA, such as
VIth, λ and τ of heuristic RA algorithm, and ε2 of the optimal RA problem.
WSAN settings
The network protocols for RA and ST use Contiki [117]. The LWB operates at the rate
R = 1 Hz. The global static schedule has one synchronization slot, with a length of 25 ms,
and 2-5 data slots, with lengths of 18 ms. 70 nodes participate in the transmissions. The
synchronization packet is disseminated by the sink node (node 164) every 1 s. The synchro-
nization packet size is 6 bytes, and the data packets are 25 bytes. Each data slot is used
to transmit the control command ut and network reconfiguration signals R or Tn of each
control loop. Fig. 5.11 shows the source and destination pairs of five actuation flows over
3-floor WSAN. The Tx power is 0 dbm, and the retransmission number is 3.
WCPS-RT settings
We simulate the WNCS using WCPS-RT, which integrates a 70-node WSAN and SLDRT.
We simulated two control loops sharing a WSAN for statistical results from Sec. 5.6.3 to
Sec. 5.6.6. Loop l1 controls a PLANT1. Loop l2 controls a PLANT2. The SLDRT modules
of two loops are shown in Fig. 5.13. Each loop has its own holistic controller, and the
controllers and the actuators communicate via actuation flows sharing the same WSAN.
And we simulate five control loops sharing a WSAN to show the scalability of WCPS-RT











































































Figure 5.13: SLDRT modules of WCPS-RT
As presented in Sec. 5.5.1, modules in Fig. 5.13 operate at different rates. The physical plants
run at 100 Hz. Kalman filters and actuators run at 1 Hz. The “worst-case-guaranteed”
WSAN and controllers run at 1 Hz, and WSAN and controllers can adjust their rates
and operate ST during runtime, based on control needs. In RA, we choose candidate rates:
1 Hz, 0.5 Hz, 0.25 Hz, which are reasonable rates for our load positioning systems with time
constants of roughly 30 s. And they are also typical rates in industrial process control [101].
In order to provide robustness guarantees of the self-triggered control [17], we set the upper
bound of the inter-transmission interval as 10 s.
5.6.2 Evaluation of Optimal and Heuristic Rate Adaptation Algo-
rithms
We first evaluate the optimal and heuristic RA algorithms. Since they are control designs,
we temporarily run simulations under ideal network (100% packet delivery ratio and no
latency) in Sec. 5.6.2. We then run network-in-the-loop simulations with different holistic
control approaches under different physical and network conditions in Secs. 5.6.3-5.6.7.
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Heuristic rate adaptation
We first evaluate the online heuristic RA. Fig. 5.14 shows how heuristic RA works. Take
PLANT1 as an example. We introduce physical disturbance by injecting a constant bias
into the actuator from 120 to 140 s, as shown in plot (a). Plot (b) shows the Lyapunov
function V (xt). The two dashed lines, from upper to lower, are the thresholds for increase
and decrease of rate. Plot (c) shows the sampling rate adaptation. Tn indicates the time till
the next packet Tx, i.e., sampling period in RA. Plots (d) and (e) show the control command
ut and physical states xt, respectively. During the transient (0− 60 s and 120− 160 s), the
control performance is poor, which is reflected by a large value of V (xt). When V (xt) is above
the increase threshold, the holistic controller increases the rate. When x is approaching the
origin (80 − 120 s and 170 − 200 s), as indicated by the decreases of V (xt), and V (xt) is












































Figure 5.14: Response curve of heuristic rate adaptation
Fig. 5.15 shows the impact of parameter tuning in heuristic rate selection, i.e., the increased
threshold VIth, decreased threshold coefficient λ, and the test time interval τ . Each marker
in this figure is obtained by carrying out 20 rounds of simulations. We use the mean absolute
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error (MAE) as the metric of control performance, and the number of packets sent through
WSAN as the metric of energy cost. The value of X-axis is the mean of MAEs in 20 rounds
of simulations, and the value of Y-axis is the mean of total number of packets. As described
in Sec. 5.3.1, VIth = α1||xse||2, VDth = λα1||xse||2. Thus, the intuition is that smaller VIth
makes rate increase more often, and smaller λ and longer τ make rate decrease less often.
We can see that with fixed τ and λ, the MAE decreases at the cost of more network energy
consumption as VIth becomes smaller. There is a diminishing return of control performance
improving as increase of energy cost. Fig. 5.15A shows that λ mostly does not affect the
trajectory of curves, which indicate relationship between MAE and network energy cost.
With fixed VIth and τ , MAE decreases at more energy cost when λ is smaller. The same
holds for τ in Fig. 5.15B that MAE decreases at more energy cost when τ is longer.
80 90 100 110 120 130 140 150









 = 2s,  = 0.5
 = 2s,  = 0.2
 = 2s,  = 0.1
 = 2s,  = 0.02
 = 2s,  = 0.01
 = 2s,  = 0.005
(A) Various λ
80 90 100 110 120 130 140 150




































 = 2s,  = 0.1
 = 5s,  = 0.1
 = 10s,  = 0.1
 = 20s,  = 0.1
 = 50s,  = 0.1
(B) Various test interval τ
Figure 5.15: Impacts of parameters in heuristic RA
Optimal rate adaptation
We evaluate the optimal RA. Fig. 5.16 shows how optimal RA works. Plot (b) shows the
values of objective function J of three candidate rates and the optimal rate solution of the
optimization problem (5.15). During the transient processes around 0− 50 s and 125− 150
s, the control performance dominates J . Therefore high sampling rate minimizes J . While
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when the system is stable during 80 − 120 s and 180 − 200 s, the communication cost
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Figure 5.16: Response curve of optimal RA
a systematic balance between energy cost and control performance through adjusting the
weight (ε2) in J . Fig. 5.17 shows the relationship between MAE, communication cost, and
ε2. Each marker is obtained by 20 rounds of simulations. Larger ε2 reduces energy cost at
the cost of control performance and vice versa. Considering the diminishing return of MAE
improvement, proper ε2 could be chosen to achieve small MAE at the cost of reasonable
network energy cost.
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Figure 5.17: Impact of ε2 in optimal RA
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Heuristic RA: various parameters
Envelop of heuristic RA
Figure 5.18: Compare optimal RA and
heuristic RA
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Comparison between optimal and heuristic approaches
The optimal RA is able to systematically balance energy and control performance. It does
not need any threshold compared to heuristic RA. However, since we propose to adapt the
rate at run-time, computational complexity of the algorithms matters. Optimal RA problem
is an integer programming problem. Its computational complexity is higher than the heuristic
approach with the complexity of O(1). Fig. 5.18 compares the performance of optimal and
heuristic approaches. The markers on the lower left of the figure indicate better performance
that can achieve smaller MAE with less energy cost. We can see that the optimal RA has
slightly better performance than the best envelop of the heuristic approach. The envelop is
achieved by arbitrarily tuning combinations of parameters 90 times as shown in Fig. 5.15.
On the other hand, tuning ε2 in optimal RA is more efficient to balance energy and control
performance. However, we can also see that the advantage of optimal RA is less remarkable
when the requirement of control performance is stringent, as shown in the right bottom part
of Fig. 5.18. Since we have a specific and stringent requirement on control performance, i.e.,
||xse||2 = 0.1, λ = 0.1 and τ = 10 s, we choose to adopt heuristic RA in the rest of sections.
5.6.3 Normal Network and Physical Conditions
We then run network-in-the-loop simulations. We evaluate the WNCS under normal con-
ditions. The WSAN operated on IEEE 802.15.4’s channel 26. The average packet delivery
ratio is 99.15%. And there is no physical disturbance. We present the results of five sets of
network-in-the-loop simulations under the different management approaches:
(1) RA: Fig. 5.19A shows the response curves of loop 1. In plot (b), each dot indicates Txs
of one packet, and the y-axis of the dot is the time till the next Tx. When x is approaching
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the origin, as indicated by the decreases of V (xt), and V (xt) is below the decrease threshold
for τ = 10 s, the rate of the WSAN starts to decrease, as shown in (b). The rate changes
from 1 Hz (1 Tx every 1 s), to 0.5 Hz (1 Tx every 2 s) at t = 53 s, then to 0.25 Hz (1 Tx
every 4 s) at t = 64 s.
(2) ST: Fig. 5.19B shows the response curve of ST. In (b), since V (xt) decreases, the inter-
transmission interval changes from 1 s to 10 s at t = 48 s. When V (xt) increases at around
60 s to 90 s, Tn reduces to 1 s as soon as the timer expires.
(A) time-driven control with rate adaptation
(B) self-triggered control
Figure 5.19: Response curve under normal condition
(3) Fixed rate time-driven control: Existing WSANs typically employ time-drive transmis-
sions with fixed rates, so we use three fixed rates of 1 Hz, 0.5 Hz and 0.25 Hz, denoted by
1, 2, 4 in following statistical results.
Next we run each experiment for 20 rounds with different initial values to statistically com-
pare different approaches. Fig. 5.20 shows the performances of two loops. Both RA and ST
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can achieve similar control performances with fixed rate of 1 Hz, with a network cost (# of
packets) reduction of more than 50%. Loop 2 has network cost reduction of more than 62%,
since it has shorter time constant. For both loops, ST is more aggressive in saving network
cost than RA.
































(A) performance of loop 1
































(B) performance of loop 2
Figure 5.20: Performance under normal condition
In reality, the total energy cost, including the synchronization cost, is of interest. Therefore,
we analyze power cost over the WSAN in detail. We collect the time spent in transmitting
and listening per node per second using the Energest module [118] provided by Contiki OS.
The sum of transmitting and listening time is the radio-on time of the collection period, and
the node sleeps in the rest of the period. We adopt the energy model in [25] to estimate
the energy cost. Fig. 5.21A and Fig. 5.21B show that the energy cost are consistent with
duty cycle. Fig. 5.21A shows the average energy cost of all 70 nodes is consistent with the
number of packets going through WSAN. RA and ST save 40% energy, which is higher than
energy cost of loop1 and loop2 alone in Fig. 5.20, since energy estimation includes the cost
of synchronization every second. However, in the case of the maximum energy cost, ST costs
124
more than RA, which can be explained by the fact that the node incurs the maximum energy
cost due to packet loss. Facing packet loss, the node with the ST protocol keeps listening
at a high energy cost because of its recovery mechanism. Whereas the node with the RA
protocol applies self-recovery mechanism without extra energy cost. To verify this difference,
we analyze the power cost of two nodes. Node 103 has a higher packet reception ratio than
node 124. Fig. 5.21C shows that ST transmissions are not as efficient as RA for node 124,
due to its recovery mechanism. Fig. 5.22 shows the relationship between MAE and energy
cost under normal condition. Each data point indicates the MAE and energy cost of one
round of experiment. Data points of RA and ST are concentrated in the bottom left of the
figure, which indicates that those approaches achieve smaller MAE with lower energy cost.







































(A) energy cost of all WSAN nodes


































(B) duty cycle of all WSAN nodes








































(C) energy cost of different nodes
Figure 5.21: Energy cost under normal condition
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Figure 5.22: Relationship between MAE and energy cost under normal condition
5.6.4 Network Interference
We operate WSAN over channel 22 (2.460 GHz) of IEEE.802.15.4, and we introduce net-
work interference by continuously sending jamming packets over an overlapping channel 11
(2.462 GHz) of WiFi. The average packet delivery ratio is reduced to 65.9%. Fig. 5.23 shows
the response curves of RA and ST. In Plot (b), each dot indicates that the actuator receives
a packet. Both methods stay longer at high rate than in normal condition to compensate
the impact of interferences. And both the network protocols can recover from packet drops.
Fig. 5.24 shows the statistical results under network interference. In this case, both RA
and ST guarantee the control performance, at the cost of more energy consumption than
Sec. 5.6.3. ST consumes more energy than RA, due to its packet loss recovery mechanism.
Fig. 5.25 shows the relationship between MAE and energy cost under network interference.
Data points of RA and ST are concentrated in the bottom middle, which indicates that those
approaches achieve smaller MAE with higher energy cost than normal case due to recovery
from network interference, but still lower than 1 Hz sampling. The simultaneous increase of
both MAE and energy cost can be explained by the intuition of efficient holistic control that
poorer system performance will cause the increase of the rates and number of events. On
the other hand, no extra energy is cost when the system is in good condition. This trend
indicates that network resources are adapted well based on the states of the physical plants.
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(A) time-driven control with rate adaptation
(B) self-triggered control
Figure 5.23: Response curve under network interference




























Figure 5.24: Performance under network interference
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Figure 5.25: Relationship between MAE and energy cost under network interference
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5.6.5 Physical Disturbance
We introduce physical disturbance by adding a constant bias to actuators from 120 s to 140 s.
As shown in Fig. 5.26, both RA and ST adapt rates to 1 Hz under the physical disturbance.
However, the time ST (t = 130 s) reacts to the disturbance is later than RA (t = 126 s),
since ST has longer Tn (10 s). Fig. 5.28 shows the statistical results. In Fig. 5.28A, both
RA and ST have similar MAE with a fixed rate of 1 Hz, and can save more than 30% of
the energy. However, in Fig. 5.28B, the ST performs worse than RA within the interference
interval. The longer Tn (10 s) makes ST response to disturbance slower than time-driven
management. Fig. 5.27 shows the relationship between MAE and energy cost under physical
disturbance. Data points of RA and ST are concentrated in the bottom left of the figure,
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(B) self-triggered control
Figure 5.26: Response curve under physical interference
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Figure 5.27: Relationship between MAE and energy cost under physical disturbance





























(A) time interval of one round: 0 s – 300 s































(B) time interval of physical interference: 120s – 180s
Figure 5.28: Performance under physical interference
5.6.6 Both Network and Physical Interferences
We run experiments with both network and physical interferences in Sec. 5.6.4 and Sec. 5.6.5.
Fixed rate of 0.25 Hz causes the instability of the system. Therefore, we do not show the
results of 0.25 Hz. Fig. 5.29 shows the statistical results that both RA and ST guarantee the
control performance at the costs of more energy consumption than in Sec. 5.6.5. ST costs
more energy than RA, due to the recovery mechanism. Fig. 5.30 shows the relationship
between MAE and energy cost under both network and physical interferences. Data points
RA and ST are concentrated in the bottom left, which indicates that those approaches
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achieve smaller MAE with lower energy cost. The simultaneous increase of both MAE and
energy cost indicate that network resources are allocated properly based on the states of the
physical plants.






























Figure 5.29: Performance under network and physical interferences
3 3.5 4













Figure 5.30: Relationship between MAE and energy cost under both network and physical
interferences
To summarize, in normal physical and network condition, RA and ST can achieve similar
control performance to a conventional fixed rate of 1 Hz, while improving energy efficiency.
Besides, ST is more aggressive in energy saving than RA. However, when there are inter-
ferences, RA has better performance and energy efficiency than ST, because ST has an
embedded recovery mechanism, which costs more energy under packet loss, and a longer
inter-transmission interval, which makes ST response slowly to disturbance.
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5.6.7 Scalability and Flexibility of WCPS-RT
Although above experimental results are based on two control loops. WCPS-RT has the
scalability to operate more control loops. In addition, it has the flexibility that end nodes
of the data flows can be any nodes in the testbed. As an example, we simulate five control
loops sharing a WSAN. Loops l1, l3, and l5 control 3 PLANT1s. Loops l2 and l4 control
2 PLANT2s. Fig. 5.11 shows the source and destination pairs of five actuation flows over
3-floor WSAN. Table 5.4 shows the MAEs and energy costs in one round (200 s) of network-
in-the-loop simulation under normal condition. Loops l1, l3, and l5 have larger MAEs and are
more sensitive to different rates than l2 and l4, since l2 and l4 with lower mass and damping
are easier and faster to stabilize. Although there is some randomness in single simulation, it
is obvious that RA and ST can achieve similar control performance with fixed rate of 1 Hz,
while save energy for more than 47%.
Table 5.4: Performance of five-loop simulation
MAE1 MAE2 MAE3 MAE4 MAE5 Energy (mW)
1 0.9666 0.2891 0.9509 0.2292 0.9630 5.2730
2 1.2529 0.3158 1.2800 0.2723 1.6537 3.0461
4 1.5129 0.3131 1.6886 0.2701 1.8859 2.0233
RA 0.9435 0.2623 0.9458 0.2987 0.9671 2.7966
ST 0.9764 0.3148 1.0243 0.3151 0.9943 2.5209
5.7 Conclusion
Wireless control faces significant challenges due to data loss and energy constraints in wire-
less networks. In this chapter, we present efficient holistic control approaches based on rate
adaptation (RA) and self-triggered control (ST). The holistic control architecture can not
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only ensure control performance under wireless and physical interferences, but also reduce
network energy consumption. Furthermore, we design network reconfiguration mechanisms
based on LWB to support RA and ST. In addition, we build WCPS-RT that integrates MAT-
LAB/Simulink and a three-floor WSAN testbed for experimental validation of control over
real-world WSANs. Our empirical studies show that both RA and ST result in improvement
of control performance and energy efficiency when compared to traditional control systems
at fixed sampling rates. The advantage in energy efficiency of ST, however, diminishes under





The status quo is that, it remains challenging to close the loop at the control-to-actuation
side over wireless network due to multiple reasons. First, wired networks, such as Ether-
net, use twisted pairs and fiber optic links, resulting in high data rate of up to hundreds of
Gbit/s. In contrast, wireless networks, especially low-power and low-cost industrial wireless
networks, have limited throughput. For instance, IEEE 802.15.4 physical layer supports data
rate of up to 250 kbit/s. The control performance of WNCS largely depends on how much
network resource they are able to obtain. Second, the physical isolation of wired networks
ensure supreme link quality and resiliency to external environment changes. However, link
qualities of wireless networks are prone to environmental factors such as obstacles, noises,
interferences, extreme weather, as well as human interference in the form of cyber attacks.
Poor link quality can cause significant data packet loss, resulting in degradation of the control
performance. Finally, most wireless network designs focus on network performances, over-
looking control performances which directly determine the profits and the safety of a factory.
Therefore, a practical wireless network design for WNCS must target the improvement of
the control performance by taking limited network resource allocation and the impact of link
quality into consideration.
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In this chapter, we bridge the gaps between control performance and network design by
exploring the direct impact of network link quality and network resource allocation on the
physical control. As shown in Fig. 6.1, we propose an optimal dynamic scheduling strategy
that optimizes overall control performance by allocating limited network resources based on
























Figure 6.1: Holistic control architecture for optimal dynamic scheduling
We consider N control loops that share the same WSAN. We formulate an optimal scheduling
problem that solves for the schedule s(k) at run-time that optimizes the overall control cost
subject to limited network capacity.
Our major contributions in this work include:
• incorporate link quality prediction of wireless network;
• provide a tractable method for optimal network scheduling based on predictions of
both link quality and the control performance;
• establish stability guarantees for the closed-loop system with optimal scheduling;
• illustrate the efficacy of our strategy on the high-fidelity TOSSIM simulation environ-
ment in spite of constant and variable background noises, and physical disturbance.
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6.1 Related work
The past decade has witnessed sustained interest in exploring WNCS and expanding their
applications over industry automation [80, 20], in the views of network design, control system
design, and more recently, network and control co-design.
From a network design perspective, several approaches are presented to address resource
allocation. For example, Huang et al. [119] propose an adaptive time slot allocation scheme
for IEEE 802.15.4, which considers low latency and fairness of packet waiting time; Zhan et
al. [120] allocate network resource by adjusting the slot length adaptively in accordance with
the data size of the end device. Given link quality, end-to-end packet delivery ratio (PDR)
can be effectively improved by retransmission [121], channel selection [122], routing [115],
and reachability-aware scheduling [83], etc. However, few are targeting optimizing control
performance.
On the control system side, many control designs based on the physical plant models as
well as on network parameters are performed to maintain the performance. To name a few,
Sinopoli et al. [33] discuss Kalman filtering with intermittent measurement; Gao et al. [123]
investigate robust output tracking control subject to time delay between controllers and
actuators; Ma et al. [124] explore the design freedom of system architectures and propose a
smart actuation architecture; Wang et al. [125, 126, 108] model packet loss as a Bernoulli
or Markov-type process and establish stochastic stability of the resultant WNCS. However,
most control designs consider only application-level network parameters, such as latency and
PDR, instead of lower-level parameters, such as link quality and signal-to-noise ratio (SNR).
However, with only application level information, it is hard to fully utilize and manage
network resource for control performance.
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More recently, network and control co-designs aim to jointly design the control and network
to eliminate the effects of limited throughput and poor link quality of wireless networks,
among which there are network resource allocation designs tailored for control performance
of WNCS. Saifullah et al. determine [58, 15] sampling rates to optimize control performance.
Gatsis et al. [127] propose distributed control-aware random network access policies for each
sensor so that all control loops are stabilizable. Lješnjanin et al. [56] allocate network resource
by finding optimal node, which minimize cost function of model predictive control (MPC),
in every network time instant. Ma et al. [90, 78] propose the concept of holistic control
that cojoins network reconfiguration and physical control over multi-hop mesh network.
However, [58, 127] assume perfect link quality, and none of [15, 56, 90] models the effects of
link quality on control performance. Peters et al. [128] present co-design of scheduler and
controller by deriving optimal control as well as determining transmitting control commands
in contention access period (CAP) or contention free period (CFP), or no transmission at
all, targeting IEEE 802.15.4 MAC. However, they assume that PDR is constant and do not
consider retransmission in scheduling, which is a key factor of improving PDR and control
performance [121].
In this chapter, we explore the direct impact of network link quality and network resource
allocation on the physical control system performance, and formulate an optimal dynamic
scheduling strategy to optimize the control performance by balancing the number of trans-
missions among multiple control loops.
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6.2 WNCS Architecture
Fig. 6.2 shows the architecture of the multi-loop WNCS. The controllers are typically located
far from the physical plants. One reason is that plants operate in environments which may
not be conductive to hardware implementation of control algorithms. Another reason is one
control algorithm may be responsible for multiple plants, and therefore, a larger centralized
unit of computation may be required to implement such an algorithm.
Actuators
( )u k









Figure 6.2: Architecture of WNCS ( red and blue dashed arrows indicate actuation and
sensing flows, respectively)
6.2.1 Physical Plant and Controller
We consider N control loops that share the same wireless network. Each control loop is
associated with an individual plant. For the ith loop, the corresponding plant is modeled as
a nonlinear discrete-time system of the form:
xi(k + 1) = fi(xi(k), ui(k)), (6.1)
where k is the time index, i ∈ {1, 2, . . . , N} is the loop index, xi(k) ∈ Rni is the state vector,
and ui(k) ∈ Rmi is the actuation vector that renders the closed-loop system asymptotically
stable when there is no packet loss in network. For simplicity, we state all definitions and
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theorems for the case when the equilibrium point is at the origin of Rni . There is no loss
of generality because any equilibrium point can be shifted to the origin via a change of
variables [129].
At time k, a sensor sends measurements yi(k) to a controller over the wireless network. At
the controller side, a state observer [33] estimates the states of the plant. Based on the
estimated state x̂i(k), the controller generates the control command ui(k) and sends it to
the actuator over the wireless network. The actuator then applies ûi(k) to the plant. The
logical zero-order hold (ZOH) mechanism is one of the most popular and simplest approaches
to discard disordered messages [96, 106, 130, 131, 4]. If a control input message is lost, the
input stays constant since ZOH is used at the actuator, i.e., if ui(k) fails to be delivered by
the deadline, the actuator reuses the control input of last period, ûi(k − 1).
6.2.2 Wireless Network
Using IEEE 802.15.4-based network, we schedule sensing and actuation flows of the control
loops. The background of IEEE 802.15.4 is described in Sec. 2.1.3. As specified by IEEE
802.15.4 MAC protocol [10], the network manager (NM) can allocate up to 7 slots in CFP.
The limitations of IEEE 802.15.4 MAC protocol was discussed and modified by [17, 132],
such that the number of slots assigned to CAP and CFP becomes a free design parameter.
WirelessHART and ISA100 also support customized number of slots in CFP. In this chapter,
we target WNCS with real-time performance requirements, thus focus on the scheduling of
the CFP, whereas CAP can be reserved for other uses.
The NM manages the network and its devices. In most network architectures, the NM, the
application controller, and the coordinator of WSAN are co-located. The NM communicates
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with controllers and the coordinator via a reliable wired network with ignorable packet drop
and latency.
We propose a NM that utilizes the information of predicted link quality and the knowledge
of predicted control performance from the controller to obtain optimal scheduling. As a
result, the NM dynamically schedules the data flows of the WNCS based on its knowledge
of both the wireless network and the physical plants at run-time. Then the NM notifies the
coordinator of the updated schedule, and the coordinator broadcasts the updated schedule
in the beacon at the beginning of the next superframe. In this way, field nodes that receive
the beacon update their schedules accordingly.
Remark 6.2.1. In a multi-loop WNCS, the NM allocates the network resource based on the
predicted link quality and control performance of each loop. When the scheduled number of
transmissions of loop i, denoted by ηi, is assigned to be zero, the actuation event of loop i is
not triggered. By determining ηi as 0 or Z+, actuation events of control loops are skipped or
triggered by the NM. Thus, the network resource allocation is a special kind of event-triggered
control. 
Recover from Beacon Packet Loss
In a star network, for upstream (sensing) flows, if a beacon message is received by an up-
stream node, the node wakes up and sends sensing flow at the assigned time slots indicated by
the beacon. However, if the beacon message, which contains the updated schedule generated
by the NM, is lost, dynamic scheduling may cause collisions between flows. For instance,
if a sensor fails to receive the updated schedule, it will not be able to update its newly
assigned time slots, and will keep transmitting sensing flows to the controller at previous
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assigned time slots, which may be assigned to other flows according to the updated schedule.
Therefore, for simplicity, we propose to reserve fixed time slots for sensing flows and only
dynamically schedule actuation flows.
For downstream (actuation) flows, if a beacon message is received by a downstream node, the
node shall wake up and listen at the assigned time slots indicated by the beacon. We propose
a packet loss recovery strategy to improve the resiliency of beacon packet loss. If no beacon
packet has been received by a node, the node wakes up and keeps listening for the whole
superframe. This strategy results in longer listening time and higher energy expenditure of
wireless nodes if and only if the beacon message is lost. Besides, the longer listening time
will not cause any collision.
6.3 Link Quality
We adopt a general metric – packet reception ratio (PRR) – to represent the link quality
since maximization of the successfully transmitted packets is the basic objective to most
networks [133]. The NM dynamically generates schedules for the WSAN based on predicted
PRRs of all links. Besides, physical layer characteristics such as received signal strength
indicator (RSSI), SNR, and link layer characteristics such as link quality indicator and
expected transmission count also indicate the quality of wireless link [133].
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6.3.1 Link Quality Prediction
Holt’s additive trend prediction method [134, 135] is employed to predict PRR of next m
transmissions,
S(k) = αPRR(k) + (1− α)
(
S(k − 1) + T (k − 1)
)
T (k) = γ
(
S(k)− S(k − 1)
)
+ (1− γ)T (k − 1)
P̂RR(k +m|k) = S(k) +mT (k)
(6.2)
where PRR(k) is the current measured PRR of a specific link, S(k) denotes an estimate
of the current level of the series, T (k) represents an estimate of current trend (slope), m
is a positive integer representing the steps ahead, P̂RR(k + m|k) is the predicted PRR m
transmissions ahead, α and γ (0 < α, γ < 1) are the level and slope smoothing parameter,
respectively.
6.3.2 Results of Link Quality Prediction
In our study, wireless traces from 4 links of the WSAN testbed at Washington University [115]
have been collected, which contain the connectivity and RSSI data [19]. In addition, we use
controlled background noise strength to simulate various network conditions. Both the RSSI
and controlled noise strength are fed into a high-fidelity wireless simulator – TOSSIM [65, 76].
Fig. 6.3 shows PRRs (91,000 packets for each data point) of four links under controlled noise
levels. The PRRs vary among links under the same noise levels since the RSSIs are different.
The PRR under the lowest noise level (−84 dBm) is the highest. Under the same noise
levels, links with higher RSSIs (link1 > link2 = link4 > link3) yield higher PRRs.
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Figure 6.3: PRRs under various noise levels













Figure 6.4: Sliding-window PRRs of link 3
Fig. 6.4 shows the sliding-window PRRs of link 3 under noise levels of −84 dBm and −75
dBm, respectively. The horizontal axis is the number of packets transmitted via link 3. The
window size is 15 in this case study. 1-step PRR prediction results are shown in Fig. 6.5.
We use link 3 under noise level of −75 dBm as an example, and we choose α = 0.9, γ = 0.1
in (6.2). We can see that PRR prediction (red dashed line) matches well with measured
PRR (blue solid line). The mean absolute error (MAE) of the PRR predictions is shown in
Fig. 6.6. The prediction error increases as the prediction step size increases. 1-step prediction
error is less than 4%, and 5-step prediction error is less than 10%. Note that as the noise
level increases from −84 dBm to −75 dBm, the prediction error increases. This indicates
that the noise level affects the prediction accuracy. However, we achieve more than 90% of
prediction accuracy for all simulated scenarios.
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Figure 6.5: 1-step PRR prediction under noise −75dBm (link 3)




























Figure 6.6: PRR prediction errors of link 3 under various noise
6.4 Optimal Scheduling
In this section, we propose an optimal dynamic scheduling strategy that optimizes control
performance by allocating limited network resources based on predictions of both link quality
and control performance at run-time. We formulate the optimal scheduling strategy as a
nonlinear integer program, which is relaxed into a linear programming (LP) problem. Finally,
we present a heuristic algorithm of sorting control loops by the descending order of their costs
in each superframe for shortening the latency of needy loops.
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6.4.1 Multi-loop Control System Modeling
Simplifications and assumptions
We use s to represent the schedule of next superframe. The number of transmission (η) is at
the center of the tradeoff between reliability and network resources, i.e., more transmissions
lead to a higher packet delivery ratio (PDR) at a cost of network resources [90]. Denote ηi
the number of transmission of loop i in schedule s. For example, ηi = 2 indicates that loop
i is assigned 2 transmission slots. Our scheduling problem is to determine and balance ηi
among control loops by predicting link quality and physical system performance.
We focus on the actuation (downstream) packet scheduling problem. This is because the
state observer provides robust and theoretically sound protection against loss of sensing
information [33, 31, 32], and the WNCS are more sensitive to packet loss on the actuation
side of the wireless network [65]. We refer readers who are interested in sensing packet
scheduling problem to [136].
In Secs. 6.4.2, 6.4.3, and 6.5, we focus on modeling packet loss and schedule the actuation
packets for the control loops in the ascending order of the loop number in each superframe.
For ease of analysis, we assume strict periodicity of actuation packets. This restriction is
lifted in our simulation to allow realistic packet timing.
To simplify the problem, we assume all loops have the same sampling period. A potential
method for relaxing this assumption is to use sampled-data control techniques discussed in,
for example, [103], i.e., rewriting systems with different periods in the slowest time frame
(least common multiple of all sampling periods).
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Packet delivery modeling














Note that µφi(s) depends on PRR of the link and the number of transmissions in schedule
s. Given link failure ratio of link i (loop i) as βi = 1− PRRi, we have PDR
µφi(s) = 1− β
ηi
i . (6.3)
Here, PDR is a function of link quality and schedule.
6.4.2 Optimal Scheduling Formulation
At time k, controller determines control u(k) based on state x(k) and system model (6.1).
Network manager ought to come up with a schedule s(k) based on x(k), u(k), PRR, and
system model (6.1). In fact, optimal scheduling solves for s(k) based on the predicted
state x(k + 1) which implicitly depends on schedule s(k) through PDR. The logical zero-
order hold (ZOH) mechanism is one of the most popular and simplest approaches to discard
disordered messages [4, 96, 106, 130, 131]. If a control input message is lost, the input stays
constant since ZOH is used at the actuator, i.e., if ui(k) fails to be delivered by the deadline,
the actuator reuses the control input of last period, ûi(k − 1). If the control systems are
very dynamically unstable, alternatives approaches should be adopted to utilize the lost
information in filter bank. It is not the focus of this work. We refer interested readers to
[137, 138].
Specifically, state x̂i(k + 1) for loop i can be inferred from xi(k), ui(k), and φi as follows
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1. packet of loop i at t = k arrives (closed loop):
ûci(k) = ui(k), xi(k + 1) = x̂
c







2. packet ui(k) is lost, and ûi(k − 1) is actuated (open loop):












= xTi (k)Wixi(k), (6.6)












= xT (k)Wx(k), (6.7)
where x(k) =
[
x1(k) x2(k) . . . xN(k)
]T
, and
W = blkdiag(W1,W2, ...,WN). blkdiag is the block-diagonalize operator that constructs a
diagonal matrix from input matrices. We will see in Sec. 6.5 that this objective function
provides some benefits in terms of the guarantee of mean-square stability for LTI systems.




























































ηi ≤ L (6.10b)
ηi ∈ {0, 1, . . . , L},∀i ∈ {1, 2, ..., N}, (6.10c)
where L is the total number of slots assigned for all actuation flows in each superframe. The
constraint (6.10b) indicates the requirement of schedulability. The constraint (6.10c) means
that the transmission number should be a non-negative integer. Problem (6.10) is an integer
programming problem. Furthermore, the objective function is nonlinear in η as can be seen
from (6.9). It is well-known that this class of problems is NP-hard [139].
6.4.3 Run-time Optimal Scheduling
Since we are targeting a scheduling problem that must be solved for every superframe, its
tractability is of vital importance.
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Binary linear programming
We propose a transformation of variables to recast Problem (6.10) into a binary linear
programming (BLP) problem. The resultant BLP problem is equivalent to Problem (6.10)
by introducing the binary variable T̃ij ∈ {0, 1} that flags the magnitude of ηi, which implies
the change of decision space from {0, 1, . . . , L}N to {0, 1}N(L+1):
T̃ij =

1, ηi = j, j ∈ {0, 1, . . . , L}
0, otherwise.
(6.11)




































According to the linearity of mathematical expectation, the expectation of the overall cost

















By defining T̃ =
[
T̃10 T̃11 ... T̃1L T̃20 T̃21 ... T̃2L ... T̃NL
]T
, we can see that the

















. Problem (6.10) is reduced to a binary









jT̃ij ≤ L (6.15b)
L∑
j=0
T̃ij = 1 (6.15c)
T̃ij ∈ {0, 1},∀i ∈ {1, 2, ..., N},∀j ∈ {0, 1, 2, ..., L} (6.15d)
Note that we rewrite the constraint (6.10b) as (6.15b). In order to ensure each loop i has




0 1 2 ... L
][
T̃i0 T̃i1 T̃i2 ... T̃iL
]T
. (6.16)
There are many integer linear programming solvers such as Gurobi, CPLEX, and MATLAB.
Linear programming relaxation
By relaxing the binary constraint (6.15d) to T̃ij ∈ [0, 1], we have a typical LP problem, which
can be solved efficiently using linprog in MATLAB or other LP solvers. We then convert
the resultant relaxed solution to integral form by rounding ηi of (6.16). The complexity of
LP is O( m
3
ln(m)
D) [140], where m is the space dimension, i.e. N(L + 1), D denotes the bit
length of the input data. When we set N = 4 and W = I4, among 57,600 results, 99.98% of
cases yield the optimal solutions (found by brute-force search in the feasible set). As shown
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in Fig. 6.7, the advantage of LP relaxation in computational complexity appears when N
increases.




















Figure 6.7: Complexity of optimal scheduling problem
Remark 6.4.1. The resultant ηi might be infeasible (
∑N
i=1 ηi > L) due to relaxation and
rounding. Since there is a diminishing return in PDR improvement as ηi increases [90], we
propose a heuristic method to achieve a feasible solution by iteratively reducing the largest
element max
1≤i≤N
ηi by one, until
∑N
i=1 ηi ≤ L. 
6.4.4 Heuristics of Sorting Loops in Superframes
In previous sections, we assume that we schedule the actuation packet of each loop in the
ascending order of the loop number. In this section, we provide an algorithm of determining
the order of loops in each superframe given the solution ηi of optimal scheduling problem
(6.15). As shown in Alg. 3, we propose to sort the actuation packet of each loop in the
descending order of their costs (Costi), i.e., the loops with larger costs will be scheduled
earlier so that the actuation packets of those loops will obtain shorter latency. In addition,
we spread the retransmissions of same loop to shorten the latency of other loops.
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Algorithm 3: Algorithm of sorting loops in each superframe
input : Transmission numbers returned by optimal scheduling: ηi, predicted costs:
Cost i = wixi(k), wi, i ∈ {1, 2, . . . , N} are customized weight of each loop, number of
slots for actuation packets: L.
output: The schedule of actuation packets in next superframe: Schedule
Schedule ← zeros(L); Slot ← 1;
for all i do
ηi left ← ηi;




1 2 3 . . . N
Cost1 Cost2 . . . CostN
]
;
Sorted loop number ← sort loops (first row of Cost matrix ) in descending order of Cost i
(second row of Cost matrix );
while slot≤ L and
∑N
i=1 ηi > 0 do
for i in Sorted loop number do
if ηi left > 0 then
Schedule(Slot) ← i; Slot← Slot + 1;







The aforementioned optimal scheduling strategy can improve the control performance of
the multi-loop WNCS without loss of stability. In this section, we provide a condition of
stability in the mean-square sense. According to [141], a discrete-time stochastic system is








A closed-loop system is MSS if there exists a stochastic Lyapunov function V (x), such that
1. V (0) = 0 and V (x) > 0,∀x 6= 0;



















Next we show that our optimal dynamic scheduling strategy can ensure mean-square stability
of the closed-loop system under mild assumption: the existence of any fixed schedule such
that the resultant system is MSS. A fixed schedule can be a typical periodic schedule or
any static schedule that are calculated offline. We first need to determine whether there is
a fixed schedule that makes the closed-loop system MSS. Here, we provide a condition to
check whether systems resulted from a fixed schedule are MSS for discrete-time LTI (DT-LTI)
systems as an example.
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6.5.1 MSS Check of LTI System with Fixed Schedule
Consider a multi-loop DT-LTI system, where system dynamics of the loop i are given by
xi(k + 1) = Aixi(k) +Biui(k), ui(k) = Kixi(k), (6.18)
where xi(k) ∈ Rni is the state vector, and ui(k) ∈ Rmi is the control input. Assume that
the state feedback gain Ki renders the closed-loop subsystem (loop i) asymptotically stable
in ideal network.
To apply the stability analysis in [96], we model the closed-loop system dynamics over
actuation networks with schedule s as a discrete-time stochastic system. According to [96],
the closed-loop system dynamics of loop i are equivalent to the following augmented system













Similar to (6.4) and (6.5), zi(k + 1) can be determined as follows
1. packet at t = k arrives (φi(k) = 1):
ûi(k) = ui(k), zi(k + 1) = ẑ
c




2. packet at t = k is lost, and ûi(k − 1) is adopted (φi(k) = 0):













Analogously, the multi-loop control system can be rewritten as
z(k + 1) = Ã(s, k)z(k) (6.23)
where Ã(s, k) = blkdiag
(





z1(k) z2(k) . . . zN(k)
]T
. In order to prove stability properties of the closed-loop
system, besides assumptions in Sec. 6.4.1, we make the following assumption.
Assumption 6.5.1. Sequences {φi(k), k ∈ N},∀i ∈ {1, 2, ..., N}, are i.i.d.
Note that this assumption is lifted in evaluation section to allow much more realistic radio
propagation and noise models in TOSSIM [76]. Under Assumption 6.5.1, we can rewrite
Ã(s, k) in (6.23) as

















= 0,∀i, j ∈ {1, 2, . . . , N},
Ã0 = blkdiag(Ã01, Ã02, . . . , Ã0N), Ã1 = blkdiag(Aφ1 ,0, . . . ,0),





























= 1− µφi and P
(
pi(k) = 1− 1µφi
)
= µφi . From Assumption 6.5.1, we have that









For the discrete-time stochastic system (6.24), the following lemma gives a condition to check
whether the system is MSS.
Lemma 6.5.1. [141](p131) The system (6.19) is MSS if and only if there exists a positive
definite matrix P satisfying





i PÃi < 0. (6.25)
Remark 6.5.2. If control loops are independent,where the states of one loop do not interact
with those of other loops, each loop i can derive its own positive definite matrix (denoted as
Pi) separately as single control loop in Lemma 6.5.1. We have P = blkdiag(P1, P2, ..., PN).

6.5.2 Stability Condition of Optimal Scheduling
Given the existence of a fixed schedule which renders the closed-loop system MSS, we can
establish that the closed-loop system resulted from the optimal schedule is also MSS.
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Proposition 6.5.3. If there exists a fixed schedule sf such that the resultant closed-loop
system is MSS, and J (x) is a stochastic Lyapunov function with sf , then the closed-loop






Figure 6.8: Diagram of stability proof
Proof. As shown in Fig. 6.8, we apply both the stabilizing fixed schedule sf and the optimal
schedule s∗(k) to any state x∗(k), and then get x′(k + 1) and x∗(k + 1), respectively.
Since J (x) is a stochastic Lyapunov function of the closed-loop system resulted from a fixed


























































decreases along trajectories of
the system, and satisfies J (x) > 0,∀x 6= 0, and J (x) → ∞ as ‖x‖ → ∞. Therefore, J (x)
is also a stochastic Lyapunov function of the optimally scheduled system.
Remark 6.5.4. For DT-LTI system (6.23), for P  0 satisfying Lemma 6.5.1 with sf , we
can interpret the function J (x) = xTPx as a stochastic Lyapunov function with sf ([141]
p132), and thus J (x) is also a Lyapunov function of the optimally scheduled system. This
is why we choose a quadratic objective function in (6.7). 
Remark 6.5.5. Although we set J (x) as a quadratic function to analyze MSS for DT-LTI
systems, Proposition 6.5.3 holds for other forms of J (x). That is, if there is a stochastic
Lyapunov function V (x) for nonlinear systems with a fixed schedule [142], then V (x) is also







This section shows a systematic case study of the proposed scheduling strategy. On the
physical plant side, we use four 3-state nonlinear double water-tank systems that share the
same wireless network. On the network side, we collect IEEE.802.15.4 traces using TOSSIM,
and then empirically evaluate our strategy under constant and variable network background




Table 6.1: System parameters
PLANT1 PLANT2
par value par value par value par value
A1 0.01 R1 0.0006 A1 0.12 R1 0.0006
A2 0.006 R2 0.0008 A2 0.007 R2 0.0008
AR 1 α 10 AR 1 α 10
Figure 6.9: Optimal scheduling under constant noise −76 dBm (the upper plot is 0 − 6 s
and lower plot is 6− 12 s)
Consider four independent 3-state nonlinear double water-tank systems, each of which is


































where L1, L2, LR are the liquid levels of the upper tank, lower tank and the basin, respec-
tively; A1, A2, AR are the cross-sectional areas of the tanks; and R1, R2 are the resistance
parameters of pipes of upper and lower tanks. We discretize the continuous-time model

















































There are two types of plants, denoted by PLANT1 and PLANT2, that have different system
parameters, shown in Table. 6.1. Systems 1 and 3 are PLANT1, and systems 2 and 4 are
PLANT2.
For the four systems, we design state feedback controllers that enable reference tracking. To






|x(k)− xref (k)|, (6.30)
where n is the number of samples, and xref is the reference state.
Wireless network
We simulate the IEEE 802.15.4 beacon-enabled wireless network. Since we propose to use
fixed scheduling for sensing flows in Sec. 6.4.1, in our simulation, we focus on scheduling
actuation flows by assuming sensors having wired connection to controllers. Each super-
frame has five slots and the slot duration is 8.3 ms. The first slot is assigned for a beacon
message. The following four CFP slots are assigned for actuation flows of the four control
loops. Given W as the identity matrix in the objective function J (x) in (6.7), we solve the
relaxed linear optimization problem described in Sec. 6.4.3 using MATLAB/linprog solver.
In simulation, we collect wireless traces from 4 links (8 nodes) of the WSAN testbed at
Washington University. As described in Sec. 6.3.2, we get packet loss traces using the RSSI
159
and set controlled noise strength as inputs of the TOSSIM simulator. For simplicity, we use
single channel in evaluation. Note that the supported number of control loops can be scaled
up by simultaneously accessing up to 16 channels of IEEE 802.15.4 PHY. [143]
6.6.2 Simulation Results
We first run the WNCS simulations under different levels of constant network background
noise. We then evaluate the performance of our optimal scheduling strategy under variable
background noises to show its adaptability and optimality, comparing with the periodic
scheduling mechanism. In addition, we also evaluate the performance of our strategy for
pulse physical disturbance.
Constant background noise
We run the WNCS simulations of optimal (OPT) scheduling under several background noise
levels. Our baseline is the WNCS that adopts a static periodic schedule as shown in Fig. 6.10,
in which GTS slots are uniformly scheduled to the four control loops. Under noise level of
Figure 6.10: Periodic scheduling under noise −76 dBm
−76 dBm, the optimal schedule is shown in Fig. 6.9, and the ratios of slot allocation for each
control loop in different time intervals are shown in Fig. 6.11. Since the sizes of tanks of
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PLANT1 are smaller than those of PLANT2 as shown in Table.6.1, PLANT1 (loops 1 and
3) is more sensitive to packet loss and performs worse than PLANT2 (loops 2 and 4) during
transient responses (first 4 s). During the first 4 s, the NM scheduled most of slots to loop
1 (24.2%) and loop 3 (39.6%) and much less slots to loop 2 (17.2%) and loop 4 (19.0%).
More slots are scheduled to loop 3 than loop 1 since loop 3 has worse link quality as shown
in Fig. 6.3. Fig. 6.12 shows the responses of the upper tanks of the four loops. The OPT
scheduling significantly improves the control performance of loops 1 and 3 and maintains
similar performance of loops 2 and 4, compared with the periodic scheduling.













































































Figure 6.12: Response curves under noise level of −76 dBm
In addition, to show the adaptability of our OPT scheduling with respect to physical distur-
bance, we add pulse physical disturbance to loops 1 and 3 at t = 4 s, and to loops 2 and 4
161
Figure 6.13: Optimal scheduling under variable noise level
at t = 9 s. As shown in Figs. 6.9 and 6.11, during t = 4 to 6 s, most of the slots are assigned
to loop 1 (32.8%) and loop 3 (58.4%), and only a few slots are assigned to loop 2 (5.2%)
and loop 4 (3.6%) since they are in steady states. During t = 9 to 11 s, most of the slots in
OPT schedule are scheduled to loop 2 (43.2%) and loop 4 (38.1%). This result shows that
our OPT scheduling can adjust to physical disturbance.
We run simulations of three scheduling strategies: (1) combining OPT scheduling and sorting
with identical weights (OPT scheduling + Sorting), (2) OPT scheduling, and (3) periodic
scheduling, for 50 times. Fig. 6.14 shows the boxplots of MAEs of each scheduling strategy
under different noise levels. The control performance degrades as the background noise
increases. The OPT scheduling outperforms the periodic scheduling for all background noise
levels. The advantage of the OPT scheduling becomes more apparent as the link quality
degrades. This is because the OPT schedule adjusts transmissions based on link quality and
control performance and thus is more robust to noise. The sorting algorithm can further
improve the control performance by considering the latency.
Variable background noise
In this section, we evaluate our OPT scheduling under variable background noise to show
its adaptability and optimality when network conditions change. Variable background noise
patterns are shown in Fig. 6.15. In the first 5 s, the noise levels of links 1 and 2 are −78
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OPT scheduling + sorting
OPT scheduling
periodic scheduling
Figure 6.14: MAE under constant background noise levels
dBm, and those of links 3 and 4 are −75 dBm. Therefore the PRRs of links 3 and 4 are lower
than links 1 and 2. The PRR of link 3 is the worst as shown in Fig. 6.3. The background
noise changes at t = 5 s. The noise strengths of links 1 and 2 increase to −75 dBm, and that





































Figure 6.15: Run-time link quality variation
Under the noise levels shown in Fig. 6.15, the OPT schedule is shown in Fig. 6.13, and the
ratios of slot allocation are shown in Fig. 6.16. The NM schedules more slots to loop 3
(52.3%) than other loops during the first 5 s because loop 3 has the worst network condition.
The NM in the variable noise levels schedules more slots to loop 4 than in the constant
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noise case during the first 5 s since link 4 has the worse network condition than links 1 and
2. More slots are scheduled to loop 2 (36.1%) during the last 7 s (5 s to 12 s) since link 2
has the worst network condition. Due to physical disturbance at 4 s to loops 1 and 3, and
at 9 s to loops 2 and 4, many slots from 4 s to 6 s are assigned to loops 1 (22.4%) and 3
(54.2%), and many slots from 9 s to 11 s are assigned to loops 2 (54.7%) and 4 (30.2%).
The response curves of OPT and periodic scheduling are shown in Fig. 6.17. The control
performance using the OPT scheduling is improved for loops 1 and 3 compared with the
periodic scheduling, and remains similar for loops 2 and 4. Therefore, we can conclude that
our OPT scheduling can adapt to both physical disturbance and varying network condition
at the same time.














































































Figure 6.17: Response curves under variable noise level
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Statistical results of control performance under variable noise levels are shown in Fig. 6.18.
In terms of the total MAEs of four control loops (first group of the boxplots), the OPT
scheduling outperforms the periodic scheduling, the OPT scheduling combined with sorting
is better than only the OPT scheduling. The OPT scheduling optimizes the total cost
function of all control loops by allocating more network resources to needy loops and links
at run-time. When we look into the performance of individual control loop, compared with
the periodic scheduling, the control performance of loop 3 is significantly improved by the
OPT scheduling since loop 3 is allocated more network resource by the OPT scheduling.
The performance of loops 2 and 4 downgrades a little since they have relatively low MAEs
and therefore less allocated network resource. Note that the extent of improvement in loop
3 is much larger than the downgrade in loops 2 and 4. The results show that the OPT
scheduling can balance the network resource allocation according to link quality and control
performance among multiple loops.









OPT scheduling + Sorting
OPT scheduling
Periodic scheduling
Figure 6.18: MAE under variable noise level
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6.7 Conclusion
In order to bridge the gap between wireless network design and physical control system
performance, we propose an optimal dynamic scheduling strategy that optimizes control
performance of multi-loop systems by allocating limited network resources based on predic-
tions of both link quality and control performance at run-time. We formulate our optimal
scheduling problem as a nonlinear integer programming problem, and then relax it to a linear
programming problem for computational efficiency. Also, we provide a stability condition
for the wireless networked control system that adopts the optimal scheduling. A systematic
evaluation is performed based on four nonlinear double water-tank systems over a realis-
tic IEEE 802.15.4 wireless network. Simulation results show that our optimal scheduling
has significantly enhanced the adaptability of the system under both constant and variable
background noise as well as physical disturbance.
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Chapter 7
Exploring Edge Computing for
Multi-Tier Industrial Control
Industrial automation is undergoing a significant transformation driven by the emergence of
edge computing and wireless networking technologies. As shown in Fig. 7.1, the new genera-
tion of industrial automation systems features a two-tier computing architecture comprising
local and edge computing platforms. Traditionally, industrial automation relies on local con-
trollers running on microcontrollers or programmable logic controllers (PLC) that are often
embedded in control plants with wired connections to sensors and actuators. Edge com-
puting platforms comprise edge servers located on industrial premise. To lower deployment
and maintenance cost, edge servers may communicate with control systems through wireless
technologies that are increasingly being adopted in industry [20, 4]. Despite their flexibility,
wireless networks may suffer from data loss due to environmental factors such as obstacles,
noises, interferences, extreme weather, as well as cyber attacks. The reduced reliability of
wireless network results in degradation of the control performance. Therefore, compared
with local controllers, edge servers provide the advantages of computation capacity at the
























Figure 7.1: Multi-tier control system (local and edge tiers)
While edge computing has received significant attention in industry, research on exploiting
edge computing for industrial control has remained limited. In this chapter, we propose
Switching Multi-tier Control (SMC), a novel approach to optimize control performance at
run-time on a two-tier computing platform [144]. SMC dynamically switches control be-
tween local and edge platforms in response to changing network reliability. SMC has two
salient features. First, in order to overcome theoretical challenges of analyzing control per-
formance of complex systems under network dynamics [145, 106, 124], it employs data-driven
approaches to derive control switching policies. A key contribution of this approach is to
formulate the platform selection problem as a data-driven classification problem, Optimal
Platform Classifier (OPC), which can be solved using models extracted from simulations.
Second, it extends the Simplex framework [146, 147, 148, 149, 150] to the distributed two-
tier architecture comprising local and edge controllers. The Simplex approach enables SMC
to dynamically optimize control performance without sacrificing stability. Furthermore, as
a tool to study edge computing for industrial control, it presents WCPS-EC, a real-time
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hybrid simulator that integrates (1) real computing platforms, (2) real or simulated wireless
networks, and (3) simulated physical plants.
The main contributions of this work are five-fold.
• A Switching Multi-tier Control architecture that dynamically switches control between
local and edge controllers in response to changes in network reliability;
• Data-driven approaches to derive switching policies for multi-tier control based on the
classification models learned from simulations;
• A controller-switching design that guarantees system stability by extending the Simplex
approach to a multi-tier architecture;
• A real-time hybrid simulator (WCPS-EC) for studying and evaluating control systems
based on edge computing;
• A case study on industrial robotic control demonstrating the advantage of SMC to
optimize control performance while maintaining system stability.
7.1 Related work
The cloud computation platforms proposed and commercialized in last two decades for large
scale data centers are famous for their high computing ability, voluminous data storage, and
low cost [151, 152, 153]. Cloud-based IIOT provides a centralized solution for statistical
data analysis of increased amounts of tasks and data. Many mainstream cloud computing
vendors, such as Amazon, Google, and IBM, have offered services in various domains, such as
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data management and analysis, and intelligent transportation systems. However, for indus-
trial control systems, a cloud-based computation platform suffers from long and fluctuating
latency to end devices, because it is up to hundreds of miles away from the end devices [154].
In the recent decade, the increase of IoT devices at the edge of the network and the evolution
of hardware with increased computational capability have spawned the edge computation
platform. Compared with the cloud-based platform, the edge platform benefits from the
localization of computation resources [155]. The ability to provide local data aggregation
and processing not only reduces the bandwidth demand on network links to the cloud [156],
but also meets the latency requirements of applications [157]. Therefore, although only in its
early stage, edge computing is already widely deployed among applications with low-latency
requirements, such as vehicles [158], mobile gaming [159], and health monitoring [160]; ap-
plications dealing with large amounts of data, such as video [161] and large scale sensor
networks [162]; and applications with geographical distribution [163] and mobility [164],
such as mining, smart grid, transportation, waste management, and agriculture [165]. How-
ever, few edge computing technologies have been applied to industrial control systems thus
far.
In a conventional industrial control system, the control algorithm runs on a local controller,
which is usually deployed physically near the sensors and actuators and implemented with a
SCM or PLC [166] with reliable wired connection but limited computational ability. In recent
years, the physical plants tend to be controlled by a remote controller for the advantages
of (1) more conductive environments for hardware implementation of control algorithms,
(2) centralized control and coordination of multiple plants. Due to the network connection
between the remote controller and the physical plant, remote control systems are regarded
as NCSs [20, 4].
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We note that there are remote controller designs which guarantee stability in a mean square
sense in the presence of data loss. The design is based on stochastic Lyapunov func-
tions [96, 108], as well as certain assumptions about the communication network. However,
the unpredictable wireless conditions mean that the assumptions may not be guaranteed,
leading to unsafe physical plant operations with deteriorated performance.
Lin et al. and Liberzon et al. summarize switching control approaches that maintain stabil-
ity [105, 110]. Dai et al. [167] establish an optimization framework for switching sampling
periods that maximizes the control performance and CPU resource efficiency. However, those
work do not consider control over wireless networks and multi-tier computing platforms. The
Simplex framework ensures the safe use of an unverifiable complex controller by using a veri-
fied safety controller and a switching logic. In the conventional Simplex framework [146], the
complex controller and safety controller operate in parallel. ORTEGA [147] enhances the
efficiency and flexibility of Simplex by eliminating the redundant execution of controllers.
NetSimplex [148] extends the Simplex from a single node control system to a networked
control system (NCS). Bak et al. [149] derive the switching logic by combining offline linear
matrix inequality (LMI) results and online reachability computation, which significantly re-
duces conservatism. In all above cases, both the complex controller and safety controller are
running on the same computation platform. Whereas most previous works consider single
machine cases, we extend the Simplex framework by considering (1) distributed two-tier
architecture comprising local and edge controllers, (2) new data-driven OPC for control per-
formance optimization, (3) a coordinated switching logic which integrates stability switch
and OPC.
In next chapter, we will introduce how to design the stability switch between local and edge
controllers under data loss from another perspective, based on co-design of edge and local
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controllers that are designed via a joint Lyapunov function [124]. The co-design approach
is non-trivial and specific to the control policy. In comparison, by extending the Simplex
framework to the distributed two-tier architecture, SMC approach can be applied to any
control policies on edge without sacrificing stability.
Data-driven approaches have been applied to control design [168] and safety verification of
control systems [169] to overcome the restrictions of analytical modeling. We develop our
data-driven approach for a different purpose and system architecture. The data-driven OPC
is designed to improve the control performance by selecting the optimal control platform in
a distributed two-tier computing architecture.
In [170], the authors presented a 5G-based edge cloud computing test bed for a multi-tier
control system and evaluated the system while operating a mission-critical control application
of a MPC controlled ball and beam process. However, systematic studies, such as how to co-
design proper computation platforms and control policies, and how to adjust to uncertainties
and maintain closed-loop stability, remain to be performed. In [90, 78], the authors propose
the concept of holistic control that co-joins network management and physical control at run
time, where the focus is the remote control. In this chapter, we focus on a multi-tier industrial
control system with a comprehensive view of the properties of the edge/cloud controller,
network conditions, and physical plants. We also propose a controller dynamic switch among
multi-tier computation platforms which not only optimizes the control performance at run-
time but also guarantees system stability under various network conditions.
Simulation tools are of vital importance to study multi-tier control. NCS simulators [91,
92, 65] are MATLAB/Simulink-based tools, which enables simulations of CPU scheduling,
communication and control by integrating wireless simulators. Given simulators cannot
always capture the real-world wireless network dynamics, network-in-the-loop simulations
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have recently been developed [17, 78]. In [170], the authors presented a 5G-based edge cloud
computing test bed for a multi-tier control system. However, the real physical plants used
in its experiments are limited to lab settings. We build WCPS-EC, which integrates real
multi-tier computation platforms and wireless networks, and leverages simulation support
for various physical plants.
7.2 SMC Architecture
In industrial control, the states of physical plants (e.g., the joint position of a robotic arm)
are monitored and controlled by either a local controller or an edge controller. The edge
controllers communicate with the sensors and actuators of the physical plants through com-
munication networks. However, to date wireless networks and edge computing face open
challenges for industrial control with stringent requirements: (1) control performance, which
are related to factory revenue, and (2) system stability, which is related to safety of factory
operation. The system may face data loss over wireless networks. For example, if a con-
trol command is lost, the actuator may not react to changes in the physical states in time.
Therefore, our goal is to improve control performance and guarantee stability in the presence
of data loss over the wireless network.
This section presents an overview of the SMC architecture. The objective of SMC is to
(1) dynamically optimize control performance and (2) guarantee system stability when the
reliability of the wireless network changes dynamically. SMC exploits the two-tier platform
by switching between the local controller and the edge controller in response to changing
network reliability.
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A wireless network incurs both communication latency and data loss. For digital control
systems with periodic sampling, communication latency is acceptable as long as the packet
meets its deadline (associated with the sampling period). When a packet misses its deadline,
it is treated as a loss [171, 15]. In addition, industrial wireless network standards, such as
ISA100 [3] and WirelessHART [2], employ TDMA protocols with predictable latency. In
such systems, the impact of wireless networks on control is often manifested through packet
losses. Therefore, we focus on addressing data loss in this chapter. Latency will be addressed
in future work.
In this section, we introduce the SMC architecture and provide an overview of its switching
logic and mechanisms. The design to guarantee system stability and optimize performance
will be detailed in Secs. 7.3 and 7.4, respectively.
7.2.1 System Model
SMC employs a pair of local/edge controllers for each feedback control loop. Compared to
the local controller, the edge controller may run a more sophisticated control algorithm given
the larger computational capacity of the edge server. The local controller is connected to
sensors and actuators through a wired network with no data loss. The local controller and
the edge controller communicate over wireless networks with varying data loss. An example
of two-tier robotic control is shown in Fig. 7.2. At any time, only one controller is active and
controls the physical plant at a sampling period Ts. Furthermore, a switching agent is co-
located with each controller. The switching agent co-located with the active controller checks
the trigger of stability status to determine whether to switch to the safety controller, and
checks the trigger for performance optimization every coordination period Tc to determine
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whether to switch to the controller with the optimal performance. If a switch is triggered,
the control is transferred to the other controller along with the necessary state information
using a switching protocol.
We now introduce the variables representing the physical and network states. x(k) denotes
the state vector of the controlled system in the kth sampling period; xe(k) denotes the state
error vector defined as the difference between x(k) and its reference value. In our case study
we use the mean absolute error MAE := 1
n+1
∑n
k=0 |xe(k)|, where n denotes the number of
samples in the coordination period, as a suitable metric for control performance of a robotic
system tracking a reference trajectory.
The control performance of the edge controller depends on the data loss over the wireless
network. We explore two models to describe the data loss process: (1) i.i.d Bernoulli random
distribution with packet loss ratio ρ and maximum loss bound η defined as the maximum
number of consecutive packet loss, and (2) two-state Markov chain with the probabilities
of transiting from/to the packet loss state to/from the packet reception state as α and β,
respectively. While these models are relatively simple, we show in our evaluation that they














Figure 7.2: The two-tier control system of robotic arms
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7.2.2 Switching Logic
The switching logic of SMC integrates two switching rules: (1) the Stability Switch for guar-
anteeing stability, and (2) the Optimal Platform Classifier (OPC) for selecting the optimal
control platform.
The Simplex framework [146] supports high-performance and dependable control systems
through the integration of an unverifiable complex controller, a verified safety controller,
and a switching logic. When the system is in danger of entering an unrecoverable state, the
switching logic makes the system switch to the safety controller. In this way, a control system
can employ the complex controller while maintaining the guarantees of the safety controller.
In the Simplex framework, the physical states satisfying all operational constraints, such as
physical state restrictions and limits of actuation, are defined as admissible states. The set
of recoverable states is a subset of the admissible states. If the given safety controller is used
from these states, all future states will remain admissible. The Stability Switch in SMC
extends the Simplex framework to our two-tier architecture to guarantee stability.
SMC extends the Simplex framework [146, 147, 148, 149, 150] in three novel ways. (1) While
earlier research on Simplex usually assumed that the safety controller and the performance
controller are co-located on a same computational platform, SMC extends the approach to
the distributed two-tier architecture comprising local and edge controllers. (2) We introduce
OPC, a new data-driven classifier to select the optimal controller at run time. (3) We
integrate the Stability Switch and OPC in a coordinated switching logic that optimizes




























Figure 7.3: Regions and boundaries of SMC
Stability Switch. In SMC, the local controller serves as the safety controller as it usually
employs a simple control law and has a reliable connection to sensors and actuator with-
out data loss. The edge controller serves as the performance controller that can afford a
sophisticated control law and suffers time-varying data loss over the wireless network. As
illustrated in the left figure in Fig. 7.3, the physical system may operate in the Recovery
Region (RR) or the Performance Region (PR) in terms of its physical states. RR is the
region of recoverable states that can be stabilized by the local controller. PR is the subset of
the RR where either the local or the edge controller may be active as selected by the OPC
at run-time. The derivation of PR is presented in Sec. 7.3.
Optimal Platform Classifier. When the system operates in PR, the OPC is responsible
for selecting between the local and edge controllers based on the network conditions and
physical states. The control performance of the local and edge controllers depends on both
the current network conditions and the physical states of the system. To overcome the
theoretical challenges of analyzing control performance of complex systems under network
dynamics [145, 106, 124], OPC employs data-driven approaches to select controllers. The
data-driven approach allows SMC to be adopted in a wide range of practical systems and
networks. The inputs to the OPC include the physical states (e.g., xe) and network condi-
tions. The network conditions include the distribution and burstiness of data loss. e.g., ρ
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and η in the i.i.d. model, or α and β in the Markov chain model. The OPC may be trained
based on simulation or experimental results. The design of OPC is detailed in Sec. 7.4.
Integration of Stability Switch and OPC. As illustrated in Fig. 7.3, when x ∈ PR, the
OPC selects the controller that optimizes control performance based on network conditions
and physical states. When x /∈ PR, control is switched to the local controller to guarantee
stability. By designing the local controller and PR with theoretical guarantees and by setting
the stability switch with higher priority, SMC can dynamically optimize control performance
without sacrificing stability.
7.2.3 Switching Protocol
We now present the switching protocol used by SMC to execute the switching between local
and edge controllers across the two-tier platform.
In the two-tier architecture, each controller is co-located with a switching agent. Each
switching agent integrates the Stability Switch and the OPC. The OPC monitors network
and physical conditions every Tc to achieve the platform that optimizes predicted control
performance over next Tc. The monitored network conditions depends on which loss model
the OPC is trained on. If the OPC is trained on i.i.d loss model, it measures the packet loss
rate (ρ) and the maximum number of consecutive packet loss (η) over the last time window
of Tc. If the OPC is trained on the Markov chain model, it measures the probabilities of
transiting from/to the bad state (packet drop) to/from the good state (packet reception), α
and β, respectively, over the last time window of Tc.
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At any time, only one controller is active along with its switching agent. The active controller
operates its control policy in each sampling period Ts to generate the actuation commands.
We choose to pin one or multiple control tasks to a dedicated core. When multiple tasks
share the local or edge platform, schedulability analysis can be performed for each platform
to guarantee that all the tasks remain schedulable when controllers are activated [172, 173].
As shown in the finite state machine (Fig. 7.4), the switching protocol works as follows.
• When the local controller is active, the switching agent is invoked every Tc, the
prediction horizon of OPC. If (1) x ∈ PR and (2) the OPC selects the edge controller
as the optimal platform over the next prediction horizon Tc, the control switches to the
edge controller. The switching agent on the local platform sends a switching command
to the switching agent on the edge platform along with any state data, dl, needed by
the edge controller. E.g., depending on control design, dl may include previous x.
• When the edge controller is active, the switching agent checks if x ∈ PR every Ts,
and switches to local controller immediately when x /∈ PR. The switching agent also
invokes OPC every Tc. If the OPC selects the local controller as the optimal platform
over the next Tc, the control switches to the local controller. The switching agent
on the edge platform sends a switching command to the switching agent on the local
platform along with any state data, de, needed by the local controller.
Given the criticality of the switching command, the switching agents rely on retransmissions
and acknowledgements to ensure reliable communication. Furthermore, to ensure a higher
level of assurance, the local controller may remain active to monitor the physical states and
take over control when x /∈ PR. The local controller may also monitor the network condition
using the control commands from the edge controller as heartbeat messages. When it has
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Send de over wireless network;
Reserve a coordination data flow every Tc for
network conditions between edge and local;
x∈ PR AND OPC à Edge
x ∉ PR OR
(x∈PRAND OPC à Local)
Local
x∈ PR AND OPC à Edge
Send dl over wireless network
Edge
x ∉ PR OR OPC à Local
Local Controller




Condition(if x∈PR) every Tc;
Operate OPC every Tc
Edge Controller




Condition(if x∈PR) every Ts;
Operate OPC every Tc
Figure 7.4: Finite state machine for SMC. The arrows represent platform switches, and the
switching conditions are above the arrows. The main actions taken to switch the computation
platform are below the horizontal arrows.
not received an actuation command from the edge controller within a timeout threshold, the
local controller can take over control. This approach enhances the dependability of SMC as
it can switch to the local controller without the switching commands from the edge switching
agent, e.g., when the network between edge and local is completely jammed. The actuators
can be designed to allow override by the local controller if it receives control commands from
both controllers.
7.3 Local Controller and Performance Region
The key problem of a Stability Switch boils down to developing the local controller and the
PR. We consider the system dynamics approximated by a linear time-invariant (LTI) model
with linear constraints, since a wide variety of systems can be represented with satisfactory
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accuracy by such LTI model
ẋ = Ax +Bu (7.1a)
aTi x ≤ 1, i = 1, 2, . . . , q (7.1b)
bTj u ≤ 1, j = 1, 2, . . . , r, (7.1c)
where (7.1b) are physical restrictions and (7.1c) are limits of actuators. The local controller
is a state feedback controller, u = Kx. We next formulate a convex optimization problem
to establish both the safety feedback gain, K, and RR
S = {x|xTPx ≤ 1}, (7.2)
by applying the Lyapunov stability theory and linear matrix inequality (LMI) methodolo-
gies [149, 150, 147, 148], where P is a positive-definite matrix. P defines a Lyapunov function,
xTPx, which is positive-definite with a negative-definite derivative, thus guaranteeing the
stability of the linear system.
We establish the local controller (K) and S (Q = P−1) jointly by applying the method
presented in [150]. We solve an optimization problem over feasible K and Q, subject to
LMI constraints, such that the resulting closed-loop system is asymptotically stable and
RR is maximized. Since the volume of RR given by (7.2) is proportional to
√
det(Q−1),
maximizing RR is equivalent to minimizing the determinant det(Q−1). The LMI problem
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subject to Q > 0; (7.3b)
QAT + AQ+ ZTBT +BZ < 0; (7.3c)
aTi Qai ≤ 1, i = 1, 2, . . . , q; (7.3d) 1 bTj Z
ZT bj Q
 ≥ 0, j = 1, 2, . . . , r. (7.3e)
Applying the change of variable, we obtain K = ZQ−1 and P = Q−1. Constraints (7.3b)
and (7.3c) are the stability (Lyapunov equation) constraints, (7.3e) is an LMI constraint
converted from (7.1c). Since multi-tier control systems are implemented on digital platforms,
we discretize (7.1a) with sampling period Ts. We consider the worst-case latency of Ts, since
in our case (Table 7.2, joint position control) the worst-case end-to-end (E2E) latency of
local safety controller is 6.19 ms which is shorter than Ts = 50 ms, which results in the
consideration of
x(k + 1) = Adx(k) +Bdu(k − 1). (7.4)
Considering the state feedback control u(k) = Kx(k), and defining a new state vector
z(k) =
[
xT (k) xT (k − 1)
]T
, the closed-loop form of the augmented system of z(k) is











subject to Q̄ > 0; (7.7b)
Q̄ĀTd − Ā−1d Q̄ < 0; (7.7c)
ᾱTmQ̄ᾱm ≤ 1,m = 1, 2, . . . , g, (7.7d)
where ᾱm = [α
T
m, 01×N ]
T and ᾱm = [01×N , α
T
m]
T are the constraints corresponding to x(k)
and x(k − 1), respectively. αTm = aTm, for m = 1, ..., q; αTm = bTj K, for m = q + 1, ..., g,
j = 1, ..., r, and g = q + r. The corresponding RR is























(b) Optimal platform labeling
Figure 7.5: Data collection, labeling, and classifying (Markov loss when Tc = 15 s, the color
bar of (a) indicates log-scale MAE)
Remark 7.3.1. The stability condition of the two-tier control system is that x should stay
in RR. Thus control should be switched to the local controller before x leaves RR. SMC is
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designed to switch among two platforms in a distributed way. Hence, the switching latency is
unavoidable. It may result in x out of RR. In order to guarantee stability, a smaller region
PR should be calculated. A practical solution would be to choose a smaller ellipsoid, e.g., an
ellipsoid defined by xTPx = 0.7 [146]. The distance d in Fig. 7.3 can be derived theoretically
through the searching of control policies that drive x within RR to the boundary of RR in
the shortest time, which can be formulated as a minimum-time optimal control problem and
solved by bang-bang control. If the resulting shortest time is shorter than the sum of Ts and
switching latency, x belongs to PR.
Remark 7.3.2. When switching occurs, the actuation commands may change in a non-
smooth (discrete) fashion. The discrete changes in the actuation commands will not affect
stability since the stability switch is rigorously derived for the system Eq. (7.4), and switches
do not happen frequently (multiples of Tc). In addition, there exist switching system designs
that deal with discontinuous design space [174], which are not the focus of this work. 
7.4 Optimal Platform Classifier
OPC employs data-driven approaches to select controllers trained by simulations. Invoked
every Tc, OPC measures the network conditions and physical states and selects the controller
that is predicted to optimize control performance over the prediction horizon Tc. Our data-
riven approach is inspired by simulation-guided certificate construction [175, 169], but we
apply the data-driven approaches for different purposes and scenarios. Unlike certificate con-
struction, the false-positive of which is extremely dangerous to a control system, the OPC is
designed to improve the control performance within the stablizable PR, the misclassification
of which does not affect system stability in SMC.
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7.4.1 Cyber-Physical Inputs
There exist different approaches to model data loss in the context of networked control
systems: (1) modeling loss as stochastic processes [62], e.g., i.i.d Bernoulli random dis-
tribution [176, 177] and two-state Markov chain [178]; (2) modeling loss as weakly hard
real-time constraints [179], e.g., (m, k) model [180, 171]; (3) modeling loss with consecu-
tive loss bound [56, 181]. The (m, k) model is commonly used in real-time scheduling for
computing tasks and is not suitable for the probabilistic nature of wireless communication.
Hence, we explore two stochastic models for data loss including i.i.d process with consecutive
loss bounds, and two-state Markov chain. The i.i.d loss model is characterized by (1) the
loss ratio ρ and (2) the maximum number of consecutive packet loss count η. The two-state
Markov chain loss (Gilbert-Elliott) model is characterized by (1) the probability of transit-
ing from the packet loss state to the reception state, α, and (2) the probability of transiting
from the reception state to the loss state, β. Our experiments show that the OPC trained
by either model works for realistic wireless traces. In addition to the network conditions,
OPC also takes the physical state errors, xe, as inputs. OPC therefore selects controllers
based on both cyber (network) and physical states.
7.4.2 Data Collection
To train and test OPC, we conduct simulations of local and edge control by sampling the
input values over their feasible ranges. Since that OPC is invoked every Tc at run-time, the
simulation time for data collection is Tc, such that SMC can optimize the control performance
over the prediction horizon of Tc. We will study and discuss the choice of Tc in Sec. 7.6.
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Our simulations are performed for a robotic case study in WCPS-EC, a real-time hybrid
simulator (see Secs. 7.5.3 and 7.6 for details).
We run simulations to collect data for i.i.d loss model and two-state Markov chain loss model,
respectively. The simulations incorporates communication latency corresponding to the max-
imum latency of the local and edge platforms measured experimentally (see Sec. 7.6.1).
Fig. 7.5a shows data collection and processing examples for cases of two-state Markov chain
loss model when Tc = 15 s (other experimental settings of this group of experiments are the
same as in Sec. 7.6.1). The three axes are OPC inputs, i.e., α, β, and initial xe. Each data
point indicates one round of simulation for 15 s. The color bar indicates the log-scale MAE.
We can see that when xe and β are low, and α is high, the edge control has smaller MAE.
By comparing MAEs of edge control and local control, we label each data point with the








Figure 7.6: Optimal Platform Classifier (with Markov data loss)
7.4.3 Classifier: Training and Testing
We then train classifiers to select the local or edge platform (as shown in Fig. 7.6). We ex-
plore two classification models, threshold-based classification and support vector machines
(SVM). The goal of a classifier is to identify the Optimal Platform Boundary (OPB), i.e.,
the boundary that separates the regions in which the local and edge platforms achieve bet-
ter control performance, respectively. While simple to train and efficient at run-time, a
threshold-based classifier may not be able to achieve a close approximation of the OPB
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(a) Threshold-based Classifier (Grid) (b) SVM
Figure 7.7: OPBs derived by threshold-based classifier and SVM, and testing results (Markov
loss, Tc = 15 s).
which is often non-linear in practical systems. In comparison, SVM is a well established and
powerful method to efficiently establish the separation boundary of arbitrary data sets, even
when the training data is not linearly separable [182]. We train and compare both classifiers
in this work.
For the threshold-based classifier, we use grid search to find the set of thresholds that mini-
mize the classification error on the training datasets. For example, for the two-state Markov
chain loss model, we exhaustively sweep all feasible values of α, β and xe at certain step sizes
to find the set of parameters that leads to the minimum classification error. We tuned the
step sizes to balance the search time and classification error. The step sizes used to generate
the thresholds are 0.067 for α and β, and 0.53 for xe. For SVM, we use Radial basis kernel
function, proper box constraint and kernel scale to minimize the 10-fold cross validation loss
on the training datasets.
We trained and tested the classifiers on our training and testing datasets, respectively. The
OPBs established by the threshold-based (Grid) classifier and SVM are shown as the two
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shaded surfaces in Fig. 7.7, respectively. The regions to the left and right of the bound-
aries are classified as edge and local control, respectively. As expected, when xe and β are
low, and α is high, OPC will choose edge control, and local control otherwise. Notably,
SVM establishes a non-linear boundary separating edge control and local control, while the
threshold-based classifier identifies a cube-shaped boundary.
The testing results of SVM are shown in Fig. 7.7 (misclassified points are circled in red). We
observe that the miss classifications happen near OPB, where local and edge controllers have
similar control performance. Fig. 7.8 shows the empirical cumulative distributions of MAE
difference of local and edge control in their correct classification sets and in their miss classifi-
cation sets, respectively. The results confirms that misclassifications have moderate impacts
on control performance for both classifiers. SVM outperforms threshold-based (Grid) clas-
sification in the miss classification set since SVM establishes a more accurate boundary. We
train two sets of OPCs based on i.i.d loss model and two-state Markov chain loss model
to show the generality of the data-driven approach. Both OPCs work for realistic wireless
traces, which will be discussed in Sec. 7.6.2.
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Figure 7.8: CDF of MAE difference for local and edge control in the correct classification
sets and miss classification sets, respectively.
Remark 7.4.1. Due to the generality of the data-driven approach, the OPC can be trained for
other metrics of control performance. For example, to optimize the settling time of a control
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system, the OPC can be trained to select the optimal control platform with the shortest settling
time. Furthermore, to minimize settling time, the local and edge controllers can be designed
to maximize the convergence speed with proper closed-loop eigenvalues [183] or learning-based
approaches [184]. For our robotic case study, as we consider a linear state-space model for
the plant, we can design the stabilizing controller to result in a certain convergence rate of
the closed-loop system, which is readily given in terms of the eigenvalues of the closed-loop
system matrix. 
7.5 Case Study Design for Multi-tier Control
Fig. 7.2 shows a case for multi-tier control, where single or multiple robotic arms are in
a workshop of a factory. We will utilize this case study to explore the multi-tier control
system in the rest of the chapter. The objectives are to control the velocity and position of
the independent joints.
In order to evaluate multi-tier control and SMC, we built the Wireless Cyber Physical
Simulator-Edge Computing (WCPS-EC), a real-time hybrid simulator that integrates real
multi-tier computation platforms, real or simulated wire/wireless networks, and physical
plants simulated in Simulink.
7.5.1 Physical Plants
A robotic arm comprises a chain of joints and rigid links. The motion of the end-effector is
the composition of the motion of each link, and the links are ultimately moved by forces and
torques exerted on the joints.
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The most common structure for joint control is the nested control loop. The outer loop
is responsible for maintaining position and determines the velocity of the joint that will
minimize position error. The inner loop is responsible for maintaining the velocity of the
joint as demanded by the outer loop. The motor drive assembly comprises a motor to
generate torque, a gearbox to amplify the torque and reduce the effects of the load, and an
encoder to provide feedback about position and velocity. We can write the torque balance
on the motor shaft as
KmKau−B′ω − τ ′C(ω)−
τd(q)
G
= J ′ω̇, (7.9)
where Km is the motor torque constant, Ka is the transconductance of the amplifier, q is
the joint coordinates, w is the joint velocity, and u is the control voltage. B′, τ ′C and J
′
are respectively the effective total viscous friction, Coulomb friction, and inertia due to the
motor, gearbox, bearings and the load. τd(q) is the disturbance torque due to the link motion.
In order to analyze the dynamics of (7.9), we linearize it by setting all additive constants to
zero:
J ′ω̇ +B′ω = KmKau, (7.10)







The outer position loop provides the velocity demand for the inner velocity loop.
We modify the open-source Robotics ToolBox [185] to simulate a PUMA560 robotic arm in
a multi-rate and real-time fashion. We refer readers to [185] for the underlying kinematics
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and dynamics of the robotic arm and the guide for the toolbox, and to [186, 187] for the
parameters of the PUMA560.
7.5.2 System Settings of Local and Edge Platforms
The architecture of our case studies for exploring the multi-tier control system was shown
in Fig. 7.2. The settings of the computation platforms and communication approaches that
we use are described in Table 7.1.
Table 7.1: System settings of the case studies
Tiers Local Edge
Computation Raspberry Pi 3 (4 ARMv7
CPUs@ 900 MHz, 1G RAM)
Intel Server (4 Intel Core i5-4590
CPUs@ 3.3 GHz, 16 G RAM)
Communication I/O + Ethernet cable I/O + Wi-Fi + University network
7.5.3 Wireless Cyber Physical Simulator-Edge Computing
It is challenging to conduct experiments on industrial control systems in the field, especially
under cyber and physical disturbances. We built a real-time hybrid simulator, WCPS-EC,
which integrates (1) Real controllers running on various computation platforms; (2) Real
Wi-Fi network and Ethernet, or simulated network using TOSSIM; (3) Simulink Desktop
Real-time (SLDRT), which simulates robotic arm in real-time.
The architecture of WCPS-EC is shown in Fig. 7.9. Compared with RT-WCPS [78], WCPS-
EC includes immigrated controllers running on various computation platforms instead of
controllers running in MATLAB/Simulink. In addition, WCPS-EC can reflect the impacts
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Figure 7.9: Architecture of WCPS-EC
We implement the control policies in Python and C [188] so that the policies can run on
any platforms that support Python or C. Based on our measurements of each tier as shown
in Table 7.1, while the controller written in C has a slightly shorter execution time than
the Python implementation, the difference is not significant as the computation time is
dominated by solving the same quadratic programming problem. The execution times of
MPC in Python and C are shown in Fig. 7.10.


















Figure 7.10: Execution times of MPC in Python and C
In RT-WCPS, the worst-case E2E latency is below Ts. Hence the actuation commands are
set to have fixed latency of Ts. However, in multi-tier control systems, the E2E latency can be
longer than Ts. In addition, we consider a more realistic control system setup [106, 189, 148]
with (1) clock-driven sensors that sample the plant outputs periodically every Ts; (2) an
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event-driven controller which calculates the actuation commands as soon as the sensor data
arrives; and (3) event-driven actuators, which means actuators can respond to updated
actuation commands immediately.
As shown in Fig. 7.9, Sensors sample periodically (e.g. 20 Hz), and write the new measure-
ments to a Sensor Data File. The Sensor Client, located on the host of SLDRT, discovers
the sensing update immediately and sends it to the Sensor Server via a wired or wireless
networks. The event-driven Controller starts operation once Sensor Server receives the
sensing measurements, and sends the control commands to Control Server, which writes the
control commands to the Commands File. The actuator in SLDRT checks the Commands
File with high frequency (e.g. 500 Hz) and updates the actuation once it discovers an up-
date of control commands. The intermediate File Interface is introduced between Simulink
and the computation platform. In this way, Simulink and the computation platform are
asynchronous, which is essential for the sequential execution of the Simulink loop.
7.6 Case Study Evaluation
We evaluate the multi-tier control and SMC in the case study introduced in Sec. 7.5. We
explore control systems with static local and edge controllers. Two cases, i.e., multi-tier
control of joint velocity and of joint position, are evaluated from the aspect of control per-
formance. Next, we evaluate the SMC that optimizes performance and guarantees system
stability.
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7.6.1 Evaluation of Static Cases
When network is in normal condition, Table 7.2 summarizes the latencies of different tiers
of control with the system settings described in Table 7.1. We choose proportional-integral-
derivative (PID) and model predictive control (MPC) as alternative control policies for in-
dependent joint velocity and position control. As shown in Table 7.2, since PID is more
computationally lightweight than MPC, the computational latency of PID is shorter than
that of MPC over both local and edge platforms. Since the edge platform is equipped with
more computation capacity than the local platform, it finishes PID, MPC within 0.05 ms
and 4.5 ms, respectively, while the local platform requires 2.8 ms and 61.7 ms, respectively.
On the other hand, the communication latency between the local platform and the plant
is around 5 ms, which is much shorter than ∼ 30 ms of the edge platform. In summary,
edge can run MPC much faster than local due to higher computation capacity at the cost of
longer communication latency.
Table 7.2: Latency measurements of each tier (in the format of median and worst-case
latency pair)
Tiers Control policy Communication latency (ms) Computation latency (ms) E2E latency (ms)
Local
PID (3.89, 5.28) (2.00, 2.79) (5.91, 6.19)
MPC ————- (51.49, 61.65) (infeasible) ————-
Edge
PID (22.17, 34.40) (0.04, 0.05) (23.44, 35.26)
MPC (20.80, 34.80) (3.69, 4.44) (25.29, 38.08)
Case 1 - joint velocity control of a PUMA560
The physical plants described by (7.10) are discretized and simulated at 1000 Hz to mimic
a continuous system. The sampling rate of the sensors is 200 Hz, a reasonable rate for
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the system time constant of joint velocity control. The settings for communication between
sensors/actuators and the computation platform are shown in Table 7.1. The communication
latency of the case studies is shown in Table 7.2.
The response curves of the joint velocity control are shown in Fig. 7.11. The reference value
of the physical state w is w∗. For joint velocity control that has a short time constant (high
sensitivity to latency), the local controller, which has the shortest latency, performs the best.
We ran experiments for 30 times. The statistical results for MAE are shown in Fig. 7.13a.









































(b) MPC over edge
































(b) MPC over edge





























(b) Joint position control
Figure 7.13: Performance of the joint velocity and position control
Case 2 - joint position control of a PUMA560
The settings for the joint position control are mostly the same as for the joint velocity control
described in Sec. 7.6.1, except that the sampling rate is 20 Hz since the time constant is
much longer than that of velocity control. We control the joint position (θ) to track a
sinewave signal (θ∗), which is common in position control of robots [190]. The response
curves and the statistical results of the joint position control are shown in Fig. 7.12 and
Fig. 7.13b, respectively. The edge controller performs the best, since the gain of MPC on
edge overcomes the affects of extra communication latency.
In summary, for joint velocity control, PID over local has the best performance, since it is
sensitive to latency. For joint position control, MPC over edge has the best performance,
since MPC performs better than PID, which overcomes the affects of longer communica-
tion latency. The control performances of control tiers are determined by the properties of
the control policies, network, and the physical plants. The advantage of the two-tier com-
puting architecture is enabled by the flexibility in controller placements and the choice of
corresponding control policies tailored for physical plants.
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Note that MPC controller over local is infeasible due to the computational resource shortage
on edge: the computation latency is longer than the sampling period. For instance, in
Table 7.2, the maximum computational latency of MPC over local is 61.7 ms, which makes
it infeasible for a sampling period of 50 ms. In this section, the network conditions are
normal. The performance of the closed-loop control system may deteriorate due to unreliable
wireless network connection between edge controller and the plant [106]. In next section, we
will focus on evaluating SMC facing changing data loss.
7.6.2 Evaluation of SMC
OPC training and testing
We run 26,000 simulations to collect around 40 GB data for i.i.d loss model and Markov
chain loss model, respectively. We set the worst-case end-to-end latency of local control
and edge control to 7 ms and 40 ms, respectively, based on the measurements in Table. 7.2.
For each data loss model (i.i.d or Markov), we randomly choose 6,500 simulations as the
training set, and the other 6,500 as testing set. The accuracies of training and testing are
summarized in Table 7.3. SVM consistently achieved higher accuracies than threshold-based
(Grid) classification. The average time taken by one SVM classification is 0.67 ms and 10.27
ms on edge and local platforms (over 20,000 testing cases), respectively, which suggests that
online classification is practical even on a local platform. The average time it takes to train
the SVM classifier is 26.62 s on the edge server (over 100 training runs). It is a reasonable
amount of time since training is done offline.
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Table 7.3: Accuracy of threshold-based (Grid) and SVM classifiers. (The training accuracies
of Grid and SVM are from the grid search and 10-fold cross validation, respectively, on the
training datasets. The testing accuracies are measured on the testing datasets.)
Loss Model Approach Accuracy Tc = 5 s Tc = 10 s Tc = 15 s Tc = 20 s
i.i.d Grid
Training 95.46% 89.60% 88.02% 89.68%
Testing 94.80% 89.68% 87.74% 89.71%
i.i.d SVM
Training 96.95% 91.89% 91.26% 92.62%
Testing 96.83% 91.72% 90.25% 92.48%
Markov Grid
Training 96.02% 90.58% 86.91% 85.48%
Testing 95.31% 90.08% 86.68% 85.69%
Markov SVM
Training 96.82% 92.17% 91.72% 91.63%











































Figure 7.14: System dynamics under SMC (Tc = 10s, i.i.d data loss)
In order to evaluate SMC, we consider joint position control with the same settings as
described in Sec. 7.6.1, except that we simulate data loss based on traces generated by
TOSSIM [65, 76], which is a high-fidelity wireless simulator. Received signal strength in-
dicator (RSSI) data have been collected over real wireless testbed. In addition, we use
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controlled background noise strength to simulate various network conditions between edge
and local as shown in Fig. 7.14a. Both the RSSI and controlled noise strength are fed into
TOSSIM to derive realistic packet loss traces. The OPC (SVM trained for i.i.d loss model
and Tc = 10s) monitors ρ and η during a sliding window of the past Tc (10s), as shown in
Figs. 7.14b and 7.14c. The run-time position error inputs of OPC are shown in Fig. 7.14d.
The optimal platform derived by OPC is shown in Fig. 7.14e. We can see that edge control
is the best choice when noise level is low, and the control should be switched to local when
noise level is high, since the gain of the edge control is offset by the effects of data loss.
With a coordination period Tc of 10s, we observe a 10s-delay of OPC in reacting to the
changes of noise level. Fig. 7.15a compares the control performance of SMC with various
Tc, fixed local control, and fixed edge control over 30 rounds of simulations. When Tc is
properly chosen, i.e., 10s–15s, our SMC provides over 30% and 40% MAE reduction over
fixed local control and edge control, respectively. While the OPC is trained based on the
i.i.d loss model, it works for more realistic loss traces generated by TOSSIM as well.
To study the impact of Tc, we run experiments under more frequently changing noise
(Fig. 7.15b). As shown in Fig. 7.15c, SMC achieves the best performance with Tc = 10s.
When Tc is too short, the OPC is trained based on the data of transient physical states
without taking steady states into consideration. On the other hand, when Tc is too long,
the OPC cannot react to frequently changing network conditions in time. We will explore
adaptive Tc to balance the above factors in the future.
In Fig. 7.16, we compare the performance of the OPC trained based on the i.i.d loss model
and that based on the Markov chain loss model. The OPC performs similarly when trained
with different data loss models, which suggests the generality and robustness of the data-
driven approach for selecting optimal platforms.
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(a) Under changing noise as in Fig. 7.14(a)














(b) Frequently changing noise












(c) Under frequently changing noise as in (b)
Figure 7.15: Control performance under SMC, fixed local control, and fixed edge control













(a) Changing noise as in Fig. 7.14a
















(b) Changing noise as in Fig. 7.15b
Figure 7.16: Performance comparison of OPC based on the i.i.d loss model and the Markov
loss model
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In Fig. 7.17, we compare the control performance under learning-based (SVM) and threshold-
based (Grid) OPC. Thanks to its higher classification accuracy, SVM generally outperforms
Grid. Furthermore, SVM is a more general and precise approach that may lead to more
significant improvement when the cost of misclassification is higher under other settings,
which we will evaluate in future work.












Figure 7.17: Performance comparison of learning-based (SVM) and threshold-based (Grid)
OPC (with Markov loss model, under noise as in Fig. 7.15b)
Stability analysis
We model the joint position control by treating the inner velocity loop as constant, since
the response of the velocity loop is much faster than that of the position loop, as shown in
Figs. 7.11 and 7.12,
θ̇(t) = −KgKpθ(t). (7.12)
We define θ̃(t) = θ(t) − θ∗(t), and the proportional controller u(t) = −Kpθ̃(t). To achieve
the equilibrium point at the origin, we transform the coordinates of (7.12)
˙̃θ(t) = −KgKpθ̃(t) = Kgu(t).
Solving (7.3), among multiple solutions, we choose Kp = 800.
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Then we model the discrete system with one sampling period latency (Ts) using the Euler
method:
z(k + 1) =
1 −TsKgKp
1 0




We solve (7.7) by using YALMIP and the Multi-Parametric Toolbox (MPT) with Semidefi-








The corresponding RR is
S = {z(k)|z(k)T P̄ z(k) < 1}.
We confirm that during the dynamic switch process, all physical states are within this RR.
Therefore, stability is guaranteed, and no Stability Switch is needed.
7.7 Conclusion
With the emergence of edge computing and wireless network technologies, controllers located
in various computational tiers have different computational capacities and communication
reliability, which influence the performance and stability of industrial control systems. We
presented a Switching Multi-tier Control (SMC) architecture for industrial control systems.
SMC dynamically switches between local and edge control based on plant states and net-
work reliability. It employs a switching agent that integrates (1) a data-driven Optimal
Performance Classifier for selecting the controller platform with optimal performance, and
(2) a Stability Switch for guaranteeing system stability. SMC effectively reaps the benefits
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of switching among different computation tiers. In hybrid simulations on WCPS-EC, SMC
achieved over 30% and 40% reductions in mean absolute errors when compared with fixed




A Smart Actuation Architecture
In this chapter, we will introduce how to design the stability switch between local and edge
controllers under data loss from another perspective, based on co-design of edge and local
controllers that are designed via a joint Lyapunov function [124]. The co-design approach
is non-trivial and specific to the control policy. This chapter aims to reconcile the safety,
optimality, and cost of the WNCS by exploiting the design freedom of system architectures.
Main contributions of this chapter are four-fold:
• propose a smart actuation architecture that combines features of direct and hierarchical
architectures.
• present a procedure of co-designing remote and local controllers in the case that the
remote controller implements a model predictive control (MPC) policy.
• establish stability of the resultant closed-loop system.
• demonstrate the effectiveness of the smart actuation architecture in both reliable and
unreliable networks through extensive simulations.
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8.1 Related Work
Thanks to their flexibility and low cost, the past decade has witnessed sustained interest in
exploring WNCS and expanding their applications over industry processes, unmanned aerial
vehicles, and tele-operated robots. Within the foreseeable future, the WNCS is expected to
rapidly penetrate into the next generation of industrial applications, including autonomous
warehouses and smart factories [80].
WNCS face serious challenges due to the inherent indeterminism and limited throughput
of wireless networks. They have spawned a variety of research directions in both network
and control communities. On the network side, the adoptions of WSANs are accelerated by
wireless standards tailored for industrial automation, such as ISA100, WirelessHART, and
ZigBee. Other approaches to address indeterminism include coding [191], retransmissions
and channel selection [122, 192], routing [115], and reachability-aware scheduling [83], etc.
However, the unpredictable wireless conditions of an industrial WSAN mean that the relia-
bility of the wireless network cannot be guaranteed, leading to unsafe control performance.
Another important research direction is rooted in control theory to improve the systems’ re-
siliency to network imperfections. A plethora of control designs have been performed based
on the models of the original plant as well as on network parameters. To name a few, Si-
nopoli et al. [33] discuss Kalman filtering with intermittent measurement; Gao et al. [123]
investigate robust output tracking control subject to the time delay between controllers and
actuators; Wang et al. [125, 126, 108] model packet loss as a Bernoulli or Markov-type process
and establish stochastic stability of the resultant WNCS. More recently, network and control
co-design has been explored to jointly determine the control and network polices to attenuate
the effects of uncertainties and limited throughput, for example, [193] on network QoS-aware
adaptive control, [194] on co-design sampling periods and network throughput, [127, 128] on
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control and network channel allocation, [90, 195] on control and network scheduling pol-
icy, and [196] on control and network power policy, etc. Interested readers are referred to
[20, 197, 198, 62, 199] for more details.
Most of the aforementioned works assume that the WNCS admits a direct architecture [198],
where the controller and plants communicate through the wireless network. With sensing
and actuation signals transmitted over an unreliable network, the key issue is how to ensure
the closed-loop system safety (stability). Due to the stochastic nature of network models,
most existing works either strive to obtain guaranteed stability (albeit with conservative
designs) or stochastic stability, which has the drawback of being unsatisfactory to indus-
trial practitioners. Alternatively, a hierarchical architecture is widely adopted in industrial
WNCS, where local (lower level) controllers fulfill stabilization and tracking of local control
loops, and a remote controller supervises local controllers over a unreliable network. This
architecture possesses two main characteristics: the remote controller typically runs much
slower than local control loops; and the remote controller provides reference inputs to local
control loops for optimal process operation [198]. By decoupling the unreliable network from
local control loops, stability analysis of the entire closed-loop system is relatively straightfor-
ward. In addition to its higher cost, another shortcoming of the hierarchical architecture is
that the remote controller has insufficient authority to shape the transient of the closed-loop
control system, and thus might cause performance loss.
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8.2 System Architecture
This section first briefly describes two prevailing architectures, and then the smart actuation
architecture is proposed and discussed. Interested readers are referred to [197, 198] for a
comprehensive coverage on existing architectures.
8.2.1 Existing Architectures
Direct Architecture
Fig. 2.1 illustrates a typical schematic of direct architecture, where plants, sensors, network,
remote controllers, and actuators are present. Sensors and actuators communicate with
the remote controller via the network. Although enjoying miscellaneous advantages, this
architecture suffers from one notable weakness: sophisticated control and network design to
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Figure 8.1: Hierarchical architecture
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Fig. 8.1 outlines hierarchical architecture. The remote controller supervises local control
loops by specifying their references, denoted by y∗(k) for simplicity. The local controller
generates control inputs u(k′) to actuators. Here we use k and k′ to suggest that remote
and local controllers have distinct sample rates. Since the remote controller typically runs
at a much slower pace than the local one, the time scale separation principle can be applied.
Thus the local controller mostly accounts for the closed-loop system stability. Thanks to
its scalability and reliability [198], hierarchical architecture has been found in many indus-
trial applications such as distributed control systems for process automation, mobile robots
control systems [193], and smart power grids [200]. Compared with direct architecture,
hierarchical architecture enhances reliability but increases the system cost, through such
expenses as extra installation, maintenance, and cabling. In addition, the remote controller
has insufficient authority to shape the transient of the closed-loop system.
8.2.2 Smart Actuation Architecture
Our smart actuation architecture is shown in Fig. 8.2. At time step k, the remote controller
determines control input ur(k) based on the estimated state xe(k) and references, and then
sends these signals to the local controller; the local controller can generate the local control
input ul(k) by adopting local control law ul(k) = h(x(k)). The local controller passes on
either the remote control input ûr(k) from network or its own control input ul(k), depending







where u(k) is the control command to actuators. The remote controller adopts policies tack-
ling optimality, uncertainties, and constraints, e.g. MPC, reinforcement learning, and adap-
tive dynamic programming. The local controller implements computationally lightweight
policies for system stability.
For example, consider a nonlinear discrete-time system,
x(k + 1) = f(x(k), u(k)),
where x ∈ Rn is the state and u ∈ Rm the control. The local controller implements a control
policy as follows:
xl(k + 1) =

f(x̂e(k), u(k)), packet delivered,
f(xl(k), u(k)), otherwise,
ul(k + 1) = h(xl(k + 1)).
(8.2)
If the actuation packet arrives on time, u(k) = ûr(k) according to (8.1), and x̂e(k) is the
estimated state of xe(k) received from the network. On the other hand, if the actuation
packet is lost, u(k) = ul(k) according to (8.1), and xl(k) is the predicted state based on
local policy (8.2) at time step k − 1. Please note that (8.1) is an example of the switch
rule. The switch rule should depend on remote control policy in order to establish stability.
For instance, with MPC as the remote controller, a tailored switch mechanism, designed to
establish stability, is described in detail in Sec. 8.3.2.
Providing control input to actuators directly, the remote controller has sufficient authority
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Figure 8.2: Smart actuation architecture
dilemma encountered in the direct architecture: unsatisfactory stability and sophisticated
control design. The local controller is therefore introduced to lift this concern. This idea is
consistent with results in [14], where the optimal location of controllers is investigated. It
concludes that controllers should be collocated with the actuator when packets are allowed
to be infinity long.
Remark 8.2.1. The signal flow from sensors to the local controller, represented by the dashed
line in Fig. 8.2, is optional. With this flow, the smart actuation architecture is similar with
the hierarchical one, except that the remote controllers of the two play different roles, and
its local and remote controllers adopt the same time scale. Without this flow, it is similar to
direct architecture, except that smart actuation architecture has local controllers in place. 
8.3 Smart Actuation for Stability and Performance
The closed-loop system corresponding to the smart actuation architecture is hybrid. Specif-
ically it can be regarded as a switched system arbitrarily triggered by the event designating
actuation packet loss. Stability analysis tools for hybrid systems can be found in [105] and
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references therein. This work performs stability analysis and control design based on a well-
received result: if there exists a common Lyapunov function for all subsystems, then the
stability of the switched system is guaranteed under arbitrary switching. It is revealed that
construction of such a common Lyapunov function entails co-design of remote and local con-
trollers. It is not trivial to perform the co-design which guarantees stability. We propose a
policy evaluation-/iteration-based co-design procedure by confining the remote controller to
MPC.
8.3.1 Simplification and Assumptions
We concentrate on a specific control synthesis problem by confining the remote controller
to MPC. This problem is restrictive but meaningful because MPC, by taking constraints
and optimality into account, is in alignment with desired features of the remote controller.
As a results, MPC has been widely adopted as remote controllers of WNCS [56, 65, 201].
Furthermore, because the state observer provides theoretically sound protection against loss
of sensing information [33, 31], the WNCS are more sensitive to packet loss on the actuation
side [65]. stability analysis here focuses on the impact of actuation packet loss. This focus
implies the following assumption.
Assumption 8.3.1. The closed-loop control system in the smart actuation architecture holds
the following facts:
1. we focus on actuation packet loss, assuming there is no packet loss at the sensor-to-
control side;
2. delays of computations and communications within a single sampling period are ignored.
Delays longer than the sampling period are regarded as packet losses.
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Regarding the plant, we have the following assumptions to facilitate stability analysis and
control design.
Assumption 8.3.2. Within a closed-loop control system, the open-loop plant features the
following facts:
1. it is stabilizable by either MPC or a local state feedback control policy ul(k) = h(x(k))
in an ideal network;
2. its model is known, and its states are measured.
8.3.2 Nonlinear System Case
Consider a nonlinear discrete-time system,
x(k + 1) = f(x(k)) + g(x(k))u(k), y(k) = x(k), (8.3)
where x ∈ X ⊂ Rn is the state, f and g smooth vector fields, u ∈ U ⊂ Rm the control input,
and y the output. Both X and U are convex and compact, with each set containing the
origin in its interior. The control objective is to steer states to the origin while minimizing
a certain cost function.
Next, we illustrate co-design of the remote MPC and local control policies for system (8.3)
to ensure that the resultant closed-loop system is semi-globally asymptotically stable.
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Local Controller Design
Feedback stabilizing or tracking control design for a nonlinear system (8.3) is one of the
fundamental problems in control theory. However, it is not the focus of this work. As
specified in Assumption 8.3.2, we assume the existence of a smooth state feedback law
ul(k) = h(x(k)), which renders the resultant closed-loop system globally asymptotically
stable; i.e., Thm. 8.3.3 holds.
Theorem 8.3.3. [7, Thm 4.2] Let x = 0 be an equilibrium point for the closed-loop system
(8.3) with control ul(k) = h(x(k)). There exists a continuously differentiable function Vl :
Rn → R such that,
1. Vl(0) = 0 and Vl(x) > 0, ∀x 6= 0
2. ‖x‖ → ∞ ⇒ Vl(x) →∞
3. Vl(x(k + 1))− Vl(x(k)) < 0, ∀x 6= 0
then x = 0 is globally asymptotically stable.
Remark 8.3.4. Several control designs lead to ul(k) ∈ U, ∀x ∈ X, and ul(k) renders X, an
invariant set of the control system. For simplicity, this work assumes that ul(k) always lies
in U for all x ∈ X, and makes X an invariant set. 
Remote Controller Design
Let ρ be a dummy variable. Given a constant i ≥ 0, ρ(i|k) denotes a prediction of ρ(k + i),
based on information available at time k; and ρ(i|k+ 1) represents a prediction ρ(k+ i+ 1),
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using the information available at time k + 1. ρ(k) = ρ(0|k). Without loss of generality, for
system (8.3) at time k, the MPC controller tries to minimize the following cost function [9],




where u(k) = ur(k) = {ur(k), ur(1|k), ..., ur(N − 1|k)}, x(i|k) for 1 ≤ i ≤ N − 1 is the
state corresponding to ur(k), and N the prediction horizon. The positive definite functions
l(x, u) and F (x) represent the stage cost and the terminal cost, respectively. At time k,
the MPC controller solves an optimization problem by minimizing the cost function (8.4),
subject to state/control constraints along the state trajectory and a terminal constraint
x(N |k) ∈ Xf ⊂ X. Assumption 8.3.2 implies that the optimization problem has an optimal
solution u∗r(k) = {u∗r(k), u∗r(1|k), ..., u∗r(N − 1|k)} at time k, and the associated cost function
is given by V ∗r (x(k)) = V (x(k),u
∗
r(k)).
Assumption 8.3.2 indicates that there exist functions F (·), l(·, ·),Kf (·) satisfying A1 to A4
[9, Sec. 3.3].
A1: Xf ⊂ X, where Xf is closed and 0 ∈ Xf .
A2: Local controller Kf (x) ∈ U, ∀x ∈ Xf .
A3: (f(x) + g(x)Kf (x)) ∈ Xf , ∀x ∈ Xf .
A4: F (f(x) + g(x)Kf (x))− F (x) + l(x,Kf (x)) ≤ 0, ∀x ∈ Xf .
To establish stability of the hybrid system resulting from the remote MPC and local con-
trollers, it is sufficient to prove that (8.4) is a common Lyapunov function for subsystems
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Figure 8.3: Switch mechanism in the stability analysis
Remark 8.3.5. It is challenging to establish the stability of closed-loop system, when the
smart actuator enacts the switching policy (8.1) and the remote controller employs MPC.
Motivated by [65, 40, 56, 202, 203], where actuation buffer is used to address time delays
and packet loss, the switch mechanism illustrated by Fig. 8.3 is alternatively executed by the
smart actuator in the stability analysis below. Assume that the smart actuator has a buffer of
size L = N , and the buffer stores a control sequence u(k) = {u∗r(k), u∗r(1|k), . . . , u∗r(N−1|k)}.
If the actuation packet is delivered at time k + 1, the buffer is refreshed by the MPC control
sequence u∗r(k + 1); otherwise, the local control policy ul(N |k) is pushed into the buffer.
Consequently, the control sequence in the buffer turns into u(k) = {u∗r(1|k), . . . , u∗r(N −
1|k), ul(N |k)}. Previous study [56] discussed whether the last input of buffer should be set
to 0 or last value when packet drops. We have developed a third option by setting it as local
control input, which is favorable to stability. 
Proposition 8.3.6. Assume that a local control policy ul(k) = h(x(k)) renders system (8.3)
globally asymptotically stable, and that for a certain positive definition function J(x), the
following condition holds, for 0 ≤ k <∞,∀x ∈ X, α ≥ 1,
α · (l(x(k), ul(k))) + J(x(k + 1))− J(x(k)) = 0. (8.5)
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Then the cost function (8.4), with F (x) = J(x) and the stage cost l(x, u), is a common
Lyapunov function of the closed-loop system, where control input switches between the MPC
policy and ul(k) = h(x(k)), according to Fig. 8.3.
Proof. We need to show the following facts
(i) the subsystem resulting from the MPC policy has a Lyapunov function given by V ∗r (x(k));
(ii) with F (x) = J(x), (8.4) is a Lyapunov function of the subsystem resulting from ul(k);
(iii) in the case of switching from the MPC policy to the policy ul(k), the Lyapunov function
decreases;
(iv) in the case of switching from the policy ul(k) to the MPC policy, the Lyapunov function
deceases.
Proof of (i) With conditions A1–A4, the cost function (8.4) is a Lyapunov function for
the subsystem corresponding to the MPC policy [9]. Proof is omitted.
Proof of (ii) Given x(k), ul(k) = h(x(k)), and system (8.3), we have ul(n|k) = ul(k + n)
and x(n+ 1|k) = x(k+ n+ 1), where 0 ≤ n ≤ N . Therefore, we have {ul(k), ..., ul(N + k)},
{x(1 + k), . . . , x(N + 1 + k)}, and
V (x(k + 1)) = J(x(N + 1 + k)) +
N∑
i=1
l(x(i+ k), ul(i+ k))
V (x(k + 1))− V (x(k)) = J(x(N + 1 + k))− J(x(N + k))
− l(x(k), ul(k)) + l(x(N + k), ul(N + k)).
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Substituting (8.5) into the above equation gives
V (x(k + 1))− V (x(k)) =− (α− 1)l(x(N + k), ul(N + k))
− l(x(k), ul(k)),
which is negative definite and implies (ii).
Proof of (iii) The induction principle is used here. Assume that the MPC policy u∗r(k) =
{u∗r(k). . . . , u∗r(N − 1|k)} is applied at time k. The Lyapunov function is V ∗r (k). With
the packet drop at time k + 1, the control sequence is u(k + 1) = {u∗r(1|k). . . . , u∗r(N −
1|k), ul(N |k)}, where ul(N |k) is the local control policy. We have









where x(N + 1|k) is obtained from applying control ul(x(N |k)) to system (8.3). Applying
(8.5) to (8.6), one verifies V (k+ 1)−V ∗r (k) < −l(x(k), u∗r(k)). By induction, one can repeat
the aforementioned derivation to establish the decrease of the Lyapunov function, if the
packet loss continues beyond time k + 1. This completes the proof of (iii).
Proof of (iv) V ∗r (k+1) ≤ V ∗r (k) because of (i). At time k, since the control sequence in the
buffer is a feasible solution with a cost V (k), the MPC policy u∗r(k), obtained by solving the
optimization problem, necessarily yields a cost V ∗r (k) ≤ V (k). Therefore V ∗r (k+1)−V (k) ≤
0.
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Remark 8.3.7. Prop. 8.3.6 establishes that the resultant closed-loop system is semi-globally
asymptotically stable over X, by imposing a restrictive condition (8.5) over X. This re-
striction can be lifted in many cases by relaxing Assumption 8.3.2 to hold over Xf . This
relaxation, together with A3 for ul = h(x) = Kf (x) and assuming the successful delivery of
the actuation packet at k = 0, also ensures the semi-globally asymptotic stability over X. 
Remark 8.3.8. It worth noting that condition (8.5) is sufficient but not necessary for sta-
bility. It is for verification but not for control synthesis. Given a feedback control ul = h(x)
satisfying Thm. 8.3.3, l(x, u), and J(x), it is straightforward to verify whether condition
(8.5) holds or not. However, it is not trivial to construct the function J(x) and ul = h(x)
from condition (8.5) for a given l(x, u). This is because ul = h(x) is associated with a
Lyapunov function Vl, and renders Vl decay at a certain rate which is irrelevant to l(x, u).

Policy Evaluation-Based Co-Design Procedure
We employ the following policy evaluation-based procedure to bridge the gap from ul = h(x)
to the construction of J(x).
1. Design a stabilizing local controller ul0 = h0(x).
2. Given ul0 = h0(x), l(x, u), γ = 1, perform 1 step of the policy evaluation as (A.1) to
evaluate the cost V1(x) corresponding to ul0 = h0(x), and set J(x) = V1(x).
3. Solve the MPC policy by minimizing the cost function (8.4) with F (x) = J(x).
Given a local control law ul = ul0, the policy evaluation-based co-design procedure eventually
outputs a terminal cost J(x) = V1(x). We have J(x(k + 1)) − J(x) = −l(x(k), ul(k))
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according to (A.1), which satisfies condition (8.5). This implies the stability of the control
system, according to Prop. 8.3.6.
Remark 8.3.9. As a system of first-order nonlinear difference equations, the closed-form
solution of (8.5) or (A.1) is difficult to establish. Instead, a proper approximate solution is
usually of practical interest. Given ul = h(x) and parameterizations of J(x), (8.5) or (A.1)
is reduced to algebraic equations, and thus, the approximate solution of J(x) can be readily
computed. See Appendix A for details. 
Remark 8.3.10. The control policy ul = h(x) is designed to make Vl decay along the sys-
tem trajectory. This implies that ul0 may be far from optimal w.r.t., minimizing the cost
function (8.4). As a consequence, the policy evaluation-based procedure above may have
difficulty in solving J(x), which satisfies (8.5). A remedy to this issue is to introduce policy
iteration-based co-design procedure as follows:
1. Design a stabilizing controller ul0 = h0(x) and let j = 0.
2. Given ulj = hj(x) and l(x, u), perform the policy evaluation step (A.1) to evaluate the
cost Vj+1(x) corresponding to the control ulj.
3. Given Vj+1(x), perform policy improvement step (A.2).
4. j = j + 1; repeat the policy evaluation and policy improvement steps until j = M , and
then let J(x) = VM+1(x). M denotes the allowed number of iterations.
5. Solve the MPC policy by minimizing the cost function (8.4) with F (x) = J(x).
Given the stabilizing control policy ul0, the control policy updated in the policy improvement
step also stabilizes the system (8.3). Hence, the policy iteration-based co-design procedure
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eventually will produce a local control policy ul = ulM = hM(x) and the terminal cost J(x) =
VM+1(x) in (8.4), which satisfy condition (8.5). This implies the stability of the resulting
closed-loop system. 
Remark 8.3.11. Either policy evaluation- or iteration-based co-design procedures can be
readily extended to take control constraints into account. See [204] for details. 
8.3.3 LTI System Case
Consider a linear time-invariant system
x(k + 1) = Ax(k) +Bu(k), y(k) = x(k). (8.7)
Controller Design
For simplicity, we take l(x, u) = xTQx + uTRu, and F (x) = xTSx in (8.4), where Q,R, S




(xT (i)Qx(i) + uT (i)Ru(i))
+ xT (k +N)Sx(k +N).
(8.8)
To ensure stability of the hybrid system, we validate that subsystems corresponding to the
local control policy and the MPC policy share the same Lyapunov function (8.8).
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Proposition 8.3.12. Consider system (8.7), the cost function (8.8), and the switching policy
in Fig. 8.3, let S be the solution of discrete-time algebraic Riccati equation (DARE):
ATSA− S +Q− ATSB(BTSB +R)−1BTSA = 0, (8.9)
the local control policy is u(k) = −(BTSB+R)−1BTSAx(k). The resultant hybrid system is
asymptotically stable.
Proof. It resembles the proof of Prop. 8.3.6, omitted.
8.4 Evaluation
In this section, we present three examples to illustrate and verify the co-design procedure
of local and remote controllers. Performances with different architectures are compared to
corroborate the effectiveness of the smart actuation architecture. Simulations are conducted
in MATLAB/Simulink, where random packet drops of both sensing and actuation sides
are simulated. Sensing packet losses are handled by the Extended Kalman Filter (EKF)
with intermittent observations[33]. Actuation packet losses are compensated by different
structures, i.e., remote controller only, local controller only, and smart actuation (a hybrid
system that adopts the switch policy (8.1)) architectures.
Detailed simulation results are given in Figs. 8.4 - 8.7. Each boxplot figure shows the results
of five different cases:
1. MPC I: remote MPC controller in ideal network. Since there is no packet loss, the
remote controller is in effect.
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2. Local I: local controller in an ideal network.
3. Hybrid: smart actuation architecture with both local and remote controllers, but a
lossy network. The hybrid system adopts the switch policy given by (8.1).
4. Local: local controller and a lossy network. In this case, the EKF transmits estimated
states xe(k) to the local controller via the network. If the packet arrives, the local
controller generates control inputs based on xe(k); otherwise, it generates control inputs
based on xl(k).
5. MPC: direct architecture with the buffered MPC scheme and a lossy network. The
buffer size is 5.
Each boxplot is generated from 50 rounds of simulations.
8.4.1 Example 1: Linear System
Consider the load-positioning system in [73],
ẋ = Acx+Bcu, y(k) = x(k),
where system parameters are given in Table 8.1 and
Ac =

0 1 0 0




























For simplicity, we discretize the continuous-time model using Eluer discretization, and have
the discrete-time model denoted by x(k + 1) = Adx(k) +Bd(k).
Controller Design
We would like to stabilize the load positioning system to the origin while minimizing the
cost function (8.8) with Q = I4 and R = 1. The controller design for this purpose is to
determine the local control policy and the matrix S. Solving the DARE, we can calculate S.
And according to Proposition 8.3.12, we have the local control policy ul(k) = −(BTd SBd +
R)−1BTd SAdx(k) .
Simulation Results
Simulation results are given in Fig. 8.4, where the simulation time of each round is 600s, and
the sampling frequency is 6Hz. Fig. 8.4 (a) shows the costs when the lossy network is subject
to 80% random packet loss. The cost of the Hybrid case is a little higher than the Local I
case, but lower than the MPC case. This is because the local control u(k) is the optimal
solution of the infinite time LQR problem, while the remote MPC solves it in a receding
horizon manner. As a result, the Local case gives the lowest cost in both ideal and lossy
networks. Fig. 8.4 (b) indicates that, when the WNCS loses network connection from 25 s
to 125 s, both the Hybrid and Local cases still work properly. However, performance of the
Table 8.1: System parameters
mL 10 mB 20 dL 15 kB 0.1 kB 0.1 dB 0.5
a1 0.03 b1 0.7 a 0.7 b 2 c 1.6 d 1.6
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(a) 80% packet loss








(b) 80% packet loss, and the WNCS loses
connection from 25s to 125s
Figure 8.4: Costs of the linear system case
MPC case deteriorates drastically because the limited buffer size fails to mitigate network
failure lasting for 100s.
8.4.2 Example 2: First Order Nonlinear System
Consider the following first order nonlinear plant
ẋ = a1x
2 + b1u,
where model parameters are provided in Table 8.1.
Controller Design
We would like to regulate the state to the origin while minimizing the cost (8.4), where





2). To design terminal cost S(x) for the remote MPC policy, we take Q = 1, R = 1, α =
1.2, and choose S(x) = xTWx, with W being a positive definite matrix. Based on the policy
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(b) second order nonlinear system
Figure 8.5: Policy evaluation results for nonlinear system










(a) Costs when 20% packet loss










(b) zoom-in of (a)
Figure 8.6: Costs of the 1st order nonlinear system under 20% loss
evaluation-based co-design method given in Sec. 8.3.2, we obtain S(x) = 10.16x2. As long as
S(x(k+ 1))−S(x(k)) ≤ xT (k)Qx(k) +uTl (k)Rul(k) holds for the entire feasible sets of state
and control inputs, (8.5) is satisfied. The results of policy evaluation are given by Fig. 8.5 (a),
where the curve of S(x(k+ 1))−S(x(k)) is always below that of xT (k)Qx(k) + uTl (k)Rul(k)
in the feasible set of x.
Simulation Results
Fig. 8.6 presents the costs of 5 different cases for the first order nonlinear system. Simulation
time of each round is 60s, and the sampling frequency is 3Hz. The MPC I case outperforms
the Local I since the former takes optimality into account by solving a finite-time optimal
control problem versus the latter merely solves the stabilizing problem. When under 20%
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packet loss, the Hybrid case outperforms the Local and MPC cases in the sense that the
cost distribution of the Hybrid has a lower mean value than the Local case, and has a smaller
variance than the MPC.
8.4.3 Example 3: Second Order Nonlinear System
Consider the following second order nonlinear plant
ẋ1 = ax
2
1 − bx31 + cx2, ẋ2 = u,
where system parameters are provided in Table 8.1.
Controllers Design
Again, we would like to regulate the state to the origin while minimizing the cost, which has
same format with the cost function in Sec. 8.4.2 and Q = 3I2, R = 1. The local control law
is given by:












)(−bx31 − dx1 + z).
Following the policy evaluation-based design method in Sec. 8.3.2, we choose α = 3, and get
S(x) = 17.39x21 + 23.16x
2
2. Fig. 8.5 (b) presents the results of policy evaluation. One can
verify that in the feasible set of x, S(x(k+1))−S(x(k)) ≤ xT (k)Qx(k)+uTl (k)Rul(k). Then
(8.5) is satisfied.
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(a) 30% packet loss











(b) 70% packet loss
Figure 8.7: Costs of 2-state nonlinear system
Simulation Results
Fig. 8.7 (a) and (b) show the costs of five different cases for the second order nonlinear
system under 0%, 30%, and 70% of packet loss. Simulation time of each round is 100s, and
the sampling frequency is 10Hz. Again, with the ideal network, the cost of the MPC case
is smaller than the Local case. When the network experiences 30% packet loss (Fig. 8.7
(a)), the Local case has a higher cost than both the Hybrid and the MPC cases. More
interestingly, the Hybrid case outperforms the MPC case in the sense that the mean value
and variance of the cost distribution for the former is smaller. When the network suffers
from more severe packet loss (Fig. 8.7 (b)), both the Hybrid and Local cases yield lower
costs than the MPC case because (1) the linearized MPC prediction is not accurate away
from k; (2) the buffer size is not enough under severe packet loss.
8.5 Conclusion
We proposed a smart actuation architecture, which combines features of direct and hierar-
chical architectures: a remote controller accounts for optimality, adaptation, and constraints
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by conducting computationally expensive operations; a smart actuator executes a local con-
trol policy and accounts for system safety in the view of network imperfections. Stabilities
for linear and nonlinear plant cases can be guaranteed by a policy iteration-based co-design
procedure when the remote controller employs the MPC policy. Simulation results show that
the smart actuation architecture works well in both reliable and unreliable networks. Many
interesting issues remain open, for instance, the case of stability analysis for output feedback,
if the smart actuation architecture can outperform other cases when network time-delay is





We propose holistic control of networks, computing platforms, and physical processes, which
can enhance the performance, resiliency and efficiency of IoT-driven control systems. It
focuses in particular on two aspects of holistic control. (1) Holistic wireless control closes
the loop between network management and physical process control. Holistic control man-
ages network configurations and physical process control based on the states of both phys-
ical plants and wireless networks. (2) Holistic edge control exploits multi-tier computing
platforms for high-performance control through learning-based switching control between
computing tiers.
Network management should bidirectionally interact with the plant control as the dynamics
of the physical processes evolve. We propose holistic wireless control, which closes the
loop between network management and the plant control. In this holistic control approach,
the holistic controller is endowed with the capability of generating network reconfiguration
commands in addition to the actuation commands of physical plants at run-time, based on
the states of both physical plants and network. Wireless network, as a part of actuator,
reconfigures itself based on network reconfiguration commands of the holistic controller. By
coordinating the plant control and network management, the holistic control approach can
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enhance the performance and resiliency of wireless industrial automation in the face of both
physical disturbance and wireless interference. It can also improve the network efficiency
when the states of plants can tolerate data loss.
The contributions of this research direction focused on the design and evaluation of holistic
control exploiting a range of network reconfiguration strategies, which indicate the generosity
of the holistic wireless control. We have developed four holistic control strategies by gener-
ating a set of network reconfiguration variables based on physical and network states: (1)
adapting transmission redundancy, (2) adapting sampling rates, (3) self-triggered control,
and (4) dynamic transmission scheduling. Then we enable run-time network reconfiguration
for each holistic wireless control strategy. Finally, to address the lack of network recon-
figuration protocols tailored for holistic control, since run-time network reconfiguration is
challenging, especially for multi-hop mesh network, we design and implement novel, efficient
and robust network reconfiguration protocols to support holistic control strategies in real
wireless networks.
The emergence of cloud and edge computing facilitate multi-tier computing platforms for
industrial automation. As the computing platforms located further away, the computation
capacity and the communication latency increase, and the network reliability decreases.
Multi-tier computing platforms provide the flexibility to choose proper computation tier, and
the corresponding communication protocols and computing algorithms. The new generation
of industrial automation systems features a two-tier computing architecture comprising local
and edge computing platforms. Compared with local controllers, edge servers provide the
advantages of computation capacity at the cost of communication reliability and latency.
For industrial control in the presence of unpredictable wireless conditions, we present Switch-
ing Multi-tier Control (SMC) to exploit edge computing. SMC can dynamically optimize
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control performance while guaranteeing stability by switching between local and edge con-
trollers in response to changing network conditions. SMC employs a data-driven approach
to derive optimal computing platforms based on machine learning models extracted from
simulations, while guaranteeing system stability based on an extended Simplex approach
tailored for distributed multi-tier platforms. In a case study of an industrial robotic control
system, SMC significantly outperformed both a local controller and an edge controller in the
face of varying data loss in a wireless network.
Simulation tools are of vital importance for evaluating the performance of holistic control,
including physical control performance under normal conditions or during interference, reli-
ability and energy efficiency of the reconfigurable network. We integrate simulated physical
plants (in Simulink) with real wired/wireless networks (WCPS-RT ) and local/edge comput-
ing platforms (WCPS-EC ). The real-time hybrid cyber-physical simulators provides a holis-
tic environment for designs and evaluations of holistic control. They can incorporate wireless
dynamics that are challenging to simulate accurately, explore the impacts and trade-off of





This content is included for self-completeness. Interested readers are referred to [168]. The





with 0 < γ ≤ 1 a discount factor. Function l(x(i), h(x(i))) is stage cost, which is a measure
of the one-step cost of control.
1. Initialization step: select any admissible (i.e, stabilizing) control policy h0(x(k)) as
initialization.
2. Policy evaluation step: for 0 ≤ j <∞,
Vj+1(x(k)) = l(x(k), hj(x(k))) + γVj+1(x(k + 1)). (A.1)
3. Policy improvement step: for 0 ≤ j <∞,
hj+1(x(k)) = arg min
h(.)
(l(x(k), hj(x(k))) + γVj+1(x(k + 1))). (A.2)
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Policy evaluation (A.1) involves solving an infinite dimension problem. A commonly-used
treatment resorts to approximating the value function and control policy [77], for instance,
V (x) = W TΦ(x), h(x) = ΓTΨ(x), where W and Γ are the approximation coefficient vec-
tors, and Φ,Ψ are the basis vectors given by Φ(x) = [φ1(x) φ2(x) ...φN(x)]
T ,Ψ(x) =
[ψ1(x) ψ2(x) ...ψq(x)]
T . Then the policy evaluation formula is given by W T (Φ(x(k))−Φ(x(k+
1))) = l(x(k), h(x(k))).
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