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DECOMPOSITIONS OF THE STABLE MODULE ∞-CATEGORY
JOSHUA HUNT
Abstract. We show that the stable module∞-category of a finite groupG decomposes in three
different ways as a limit of the stable module ∞-categories of certain subgroups of G. Analo-
gously to Dwyer’s terminology for homology decompositions, we call these the centraliser,
normaliser, and subgroup decompositions. We construct centraliser and normaliser decomposi-
tions and extend the subgroup decomposition (constructed by Mathew) to more collections of
subgroups. The key step in the proof is extending the stable module∞-category to be defined
for anyG-space, then showing that this extension only depends on the S-equivariant homotopy
type of a G-space. The methods used are not specific to the stable module∞-category, so may
also be applicable in other settings where an∞-category depends functorially onG.
1. Introduction
LetG be a finite group and p be a prime dividing the order ofG. A homology decomposition
of the classifying space BG is a diagram of spaces F : D → S such that, for every d ∈ D, the
space F (d) has the homotopy type of BH for some H ≤ G, together with a map
hocolim F → BG
that induces an isomorphism on mod p homology. Homology decompositions have a long his-
tory in algebraic topology, with an early success being their use in [JMO92] to classify self-maps
of classifying spaces of compact, connected, simple Lie groups. They also played an important
role in the classification of p-compact groups; see [Gro10] for a survey. More recently, simi-
lar decomposition techniques have found applications in modular representation theory, for
example in [Mat16], [Gro18], and [BGH].
In [Dwy97], Dwyer was able to give a unified treatment of three different types of homology
decompositions for a fixed collection C of subgroups of G (where by the term collection we
always mean a set of subgroups that is closed under conjugation by elements ofG):
Subgroup: let D = OC (G), the orbit category, and let F : OC (G) → S takeG/H to BH .
Centraliser: let D = FC (G), the fusion category, and let F : FC (G)
op → S take H to BCG (H ).
Normaliser: letD = sSC (G), the orbit simplex category, and let F : sSC (G)
op → S take a simplex
σ = (H0 < . . . < Hn) to BNG (σ ), where NG (σ ) denotes
⋂
0≤i≤n NG (Hi ).
We recall the definition of the indexing categories below, in Section 2. Dwyer showed that in
all of these cases, F provides a mod p homology decomposition of G if and only if the natural
mapChG → (∗)hG ≃ BG induces an isomorphism onmodp homology. Dwyer calls a collection
C satisfying this condition ample.
The stable module category StModkG of G over a field k of characteristic p is obtained by
“quotienting” the module category ModkG by the projective modules. In this paper, we show
that analogues of the subgroup, centraliser and normaliser decompositions exist for StModkG ,
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viewed as an∞-category, describing it in three differentways as a limit of∞-categories StModkH
for subgroups H ≤ G. In this setting, Mathew [Mat16, Corollary 9.16] has already shown the
existence of the subgroup decomposition for certain collections:
Theorem (Mathew). Let C be a collection of subgroups of G that is closed under intersection
and such that every elementary abelian p-subgroup of G is contained in a subgroup in C . There
is an equivalence of symmetric monoidal∞-categories
StModkG ∼−→ lim
G/H ∈OC (G)
op
StModkH .
Note that the change from a homotopy colimit (in Dwyer’s result) to a homotopy limit (in
Mathew’s result) is due to the differing variances of the homotopy orbits functor (−)hG and
the stable module∞-category functor StMod(−). Following ideas of Dwyer and others, we use
G-spaces to encode decompositions of StMod(−): we formally Kan extend the functor
StMod(−) : O(G)op → Ĉat∞
to a functor defined on anyG-space
(1.1) StMod(−) : S
op
G
→ Ĉat∞.
This extended functor takes small homotopy colimits of G-spaces to homotopy limits of ∞-
categories, so for any diagram of G-spaces F : D → SG , the canonical map hocolim(F ) → ∗
induces a comparison map
(1.2) StModkG ≃ StMod(∗) → lim
Dop
StMod(F (d)).
Dwyer constructedG-spaces (depending on the collection C ) that encode the three homology
decompositions listed above. For convenience, we will temporarily refer to these G-spaces as
encoding G-spaces. Applying StMod(−) to the encoding G-spaces for C gives functors as in
(1.2) that are candidates for the three decompositions of the stable module∞-category.
To show that we do get a decomposition of the stable module∞-category, we need to prove
that the comparison functor (1.2) is an equivalence. For this we use work of Grodal–Smith
[GS06], which lists cases when certain canonical maps between the encoding G-spaces are S-
equivalences, where S is a Sylow p-subgroup. (Recall that that a map f : X → Y ofG-spaces is
an S-equivalence if it induces a homotopy equivalenceX P ∼−→ Y P on P-fixed points for every p-
subgroup P ≤ G.) In Section 5, we prove that the extended functor (1.1) inverts S-equivalences.
In fact, we prove a more general result (Theorem 4.8):
Theorem A. Let A and B be small ∞-categories, C be an ∞-category with all small colimits,
and
A
i
−→ B
F
−→ C
be functors with i fully faithful. Let F˜ : P(B) → C denote the left Kan extension of F along the
Yoneda embedding yB . There is a factorisation
P(B) C
P(A)
i∗
F˜
F˜ ′
if and only if F is the left Kan extension of its restriction toA, i.e. the natural map
colim(i/b → A
F i
−→ C) → F (b)
is an equivalence for every b ∈ B.
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Let Oep (G) denote the full subcategory of O(G) consisting of those G-sets whose isotropy
groups are p-groups. From the above criterion, we deduce Theorem 5.3:
Theorem B. The right Kan extension of StMod(−) : O(G)op → Ĉat∞ along the opposite of the
Yoneda embedding O(G) → SG factors through the restriction map
S
op
G ≃ P(O(G))
op
→ P(Oep (G))
op
.
In particular, StMod(−) sends S-equivalences in SG to equivalences of∞-categories.
We note that the only property of StMod(−) used to deduce Theorem B from Theorem A is the
existence of a subgroup decomposition, as in Mathew’s result above. The approach therefore
applies whenever an∞-category depends functorially onG and satisfies an analogous descent
condition.
Given Theorem B, it is enough to find a zig-zag of S-equivalences from the encodingG-space
for Mathew’s subgroup decomposition to the encodingG-space for the decomposition that we
are interested in. This problemwas studied by Grodal–Smith in [GS06] and we use their results
in Section 6 to obtain our main theorem (Theorem 6.4):
Theorem C. Let C be one of the collections Sp(G), Ap (G), Bp (G), Ip(G), or Zp(G). There is a
subgroup decomposition
StModkG ∼−→ lim
G/P ∈OC (G)
op
StModkP
and a normaliser decomposition
StModkG ∼−→ lim
[σ ]∈sSC (G)
StModkNG (σ ).
If C is Sp (G), Ap (G), orZp (G), then there is additionally a centraliser decomposition
StModkG ∼−→ lim
P ∈FC (G)
StModkCG (P ).
The collections mentioned in the theorem are defined as follows:
(i) Sp(G) is the collection of non-trivial p-subgroups ofG,
(ii) Ap (G) is the collection of non-trivial elementary abelian p-subgroups,
(iii) Bp (G) is the collection of non-trivial p-radical subgroups, i.e. non-trivial p-subgroups
P ≤ G such that P is the maximal normal p-subgroup in NG (P),
(iv) Ip (G) is the collection of all non-trivial p-subgroups that are the intersection of a set of
Sylow p-subgroups, and
(v) Zp(G) is the subcollection of Ap (G) consisting of those V such thatV is the set of ele-
ments in the centre of CG (V ) whose order divides p, i.e. such thatV = Ω1OpZ (CG (V )),
using standard group-theoretic notation such as found in [Asc00].
1.3. Remark. Neither Bp (G) norZp (G) are closed under intersections, so the subgroup decom-
positions for Bp (G) and Zp (G) in Theorem 6.4 are new and do not follow immediately from
Mathew’s subgroup decomposition. For example, if G = PSL3(7), then there are rank two
elementary abelian subgroups
©­
«
1 ∗ ∗
1 0
1
ª®
¬
and
©­
«
1 0 ∗
1 ∗
1
ª®
¬
that are contained in both Bp (G) andZp(G), but whose intersection
©­
«
1 0 ∗
1 0
1
ª®
¬
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is contained in neither collection.
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2. Notation, conventions, and background
Throughout the paper,G will refer to a finite group and p will be a fixed prime dividing the
order of G. We let k be a field of characteristic p. A collection of subgroups of G is a set of
subgroups that is closed under conjugation by elements ofG.
We letO(G) denote the orbit category ofG, whose objects are transitive leftG-sets andwhose
morphisms areG-equivariant maps between them. For any collectionC of subgroups ofG, we
let OC (G) denote the full subcategory of O(G) on those G-sets whose isotropy subgroups are
contained in C . Note that every object of O(G) is isomorphic to aG-set of the formG/H , with
H a subgroup ofG, and thatG/H lies inOC (G) if and only ifH ∈ C . With this identification, the
morphisms in the orbit category are related to subconjugation relations between subgroups:
HomO(G)(G/H ,G/K)  {д ∈ G : H
д ≤ K }/K .
When C is the collection of all non-trivial p-subgroups of G, we will use the notation Op(G)
instead of OC (G). When we wish to additionally include the trivial subgroup in a collection,
we will add the superscript “e”, for example writing Oep (G). (In other parts of the literature, a
superscript “∗” was used to indicate the removal of the trivial subgroup, a convention we do
not use here.)
We let FC (G) denote the fusion category of G, whose objects are the subgroups in C and
whose morphisms are homomorphisms that are induced by conjugation by an element ofG.
We let sSC (G) denote the orbit simplex category of G, which is the poset of G-conjugacy
classes of non-empty chains σ = (H0 < . . . < Hn) of subgroups in C , ordered by refinement:
that is, we have [σ ] ≤ [τ ] if we can find representatives σ and τ for the conjugacy classes such
that σ ⊆ τ . The objects of sSC (G) identify with the G-conjugacy classes of non-degenerate
simplices of the nerve of C .
Since we deal exclusively with homotopy (co)limits, we will drop the adjective “homotopy”
here: when we refer to a “colimit ofG-spaces” we will implicitly mean a homotopy colimit. We
follow Lurie’s convention of using the prefix “∞-” instead of “(∞, 1)-”. We use Ĉat∞ to denote
the∞-category of large∞-categories, which has all large limits (though we will only need the
existence of small limits). Let Funcolim(C,D) denote the full subcategory of Fun(C,D) spanned
by the functors that preserve small colimits.
The stable module∞-category StModkG is defined as the localisation of the module category
ModkG at the stable equivalences, i.e. at those maps f : M → N and д : N → M such that
f д − idN and дf − idM both factor through a projective module. The homotopy category
of the stable module ∞-category has been studied by representation theorists: for example,
Benson–Iyengar–Krause [BIK11] use it as a way of classifying kG-modules when ModkG has
wild representation type. The objects of the homotopy category are kG-modules and the hom
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sets are given by
π0MapG (M,N )  HomG (M,N )/(f ∼ 0 if f factors through a projective).
The stable module ∞-category is a presentable, stable, symmetric monoidal ∞-category. See
[Car96, Section 5] for a discussion of the homotopy category and [Mat15, Definition 2.2] for a
construction of StModkG as an∞-category.
In [Mat16, Section 9.5], Mathew constructs a functor
StMod(−) : O(G)op → CAlg(PrL,st)
whose value on G/H is equivalent to StModkH . Here Pr
L,st denotes the ∞-category of pre-
sentable, stable ∞-categories and left adjoint functors between them. This functor will play
a crucial role for us, so we spend the rest of this section describing its construction. For any
H ≤ G, we have a symmetric monoidal restriction functor resG
H
: StModkG → StModkH ,whose
right adjoint coindGH : StModkH → StModkG is consequently lax symmetric monoidal. This im-
plies that coindGH (k) is a commutative algebra object of StModkG , which we will denote A
G
H .
The underlying module of AG
H
is
∏
G/H k with its permutation action.
In [Bal15, Theorem1.2], Balmer proves that the homotopy category of StModkH is equivalent
to the category of modules over AG
H
internal to the homotopy category of StModkG . Proposi-
tion 9.12 of [Mat16] generalises this result to the∞-category StModkH :
2.1. Theorem (Balmer, Mathew). There is a natural symmetric monoidal equivalence
StModkH ∼−→ ModStModkG (A
G
H )
induced by coinduction, under which the free/forget adjunction StModkG −→←− ModStModkG (A
G
H )
corresponds to the restriction/coinduction adjunction StModkG −→←− StModkH .
We have a functor
O(G)op → CAlg(StModkG )
G/H 7→ AGH
that on underlying modules sends a morphism G/H → G/K to the pullback map
∏
G/K k →∏
G/H k . This functor can be constructed by composing the analogous functor O(G)
op →
CAlg(ModkG ) with the localisation functor ModkG → StModkG . Theorem 2.1 implies that
we obtain a functor
StMod(−) : O(G)op → Ĉat∞
that takes G/H to an ∞-category equivalent to StModkH . By using the description given in
[MNN17, Construction 5.23] of the inverse to the equivalence in Theorem 2.1, one can check
that a morphismG/H → G/K in O(G) is sent to the restriction functor StModkK → StModkH .
Since both StModkH and res
K
H : StModkK → StModkH lie in CAlg(Pr
L,st), we have constructed
a functor
O(G)op → CAlg(PrL,st)
as desired.
3. The stable module ∞-category of aG-space
Let S denote the ∞-category of small spaces. Recall that the ∞-category SG of small G-
spaces is equivalent to Fun(O(G)op,S) and the Yoneda embedding y : O(G) → SG identifies
with the inclusion of O(G) as the transitive, discreteG-spaces.
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The stable module ∞-category determines a functor StMod(−) : O(G)op → Ĉat∞ that takes
G/H to StModkH . We can formally extend this functor to G-spaces by right Kan extension
along the opposite of the Yoneda embedding:
O(G)op Ĉat∞
S
op
G
y
StMod(−)
Since O(G) is small, the existence of small limits in Ĉat∞ guarantees the existence of the Kan
extension, which we still denote by StMod(−). It sends small (homotopy) colimits ofG-spaces
to limits in Ĉat∞.
3.1. Remark. We could equally well have taken StMod(−) to be a functor to CAlg(PrL,st) while
carrying out the above construction, since CAlg(PrL,st) also has small limits and the compo-
sition CAlg(PrL,st) → PrL,st → Ĉat∞ preserves limits [Lur17, Corollary 3.2.2.4]. In other
words, the “stable module∞-category of aG-space” is presentable, stable, and has a symmetric
monoidal structure that preserves finite colimits in each variable. We will not need these facts,
but mention them to point out that the extended definition of the stable module ∞-category
shares many features with the standard definition.
4. Factorising Kan extensions
Our first goal is to show that StMod(−) only sees the S-equivariant homotopy type of a
G-space: that is, we have a factorisation
S
op
G ≃ P(O(G))
op Ĉat∞
P(Oep (G))
op
i∗
where i : Oep (G) →֒ O(G) is the inclusion of the full subcategory of transitive G-sets with p-
group isotropy and P(A) is the∞-category Fun(Aop,S) of presheaves onA.
For simplicity of notation, we dualise and consider the following question:
4.1. Question. LetA and B be small∞-categories, C be an∞-category with all small colimits,
and
A
i
−→ B
F
−→ C
be functors with i fully faithful. When does the left Kan extension F˜ of F along the Yoneda
embedding yB admit a factorisation through P(A) as indicated in the diagram below?
B
P(B) C
P(A)
yB F
i∗
F˜
F˜ ′
Decompositions of the stable module ∞-category 7
We answer this question in Theorem 4.8, providing a necessary and sufficient condition on
F for such a factorisation F˜ ′ to exist: namely, F must be equivalent to the left Kan extension of
Fi along i.
4.2. Notation. In this situation, there are two functors that are induced by restriction along i
(or its opposite) and hence could reasonably be denoted by i∗, namely
P(B) → P(A) and Fun(B,C) → Fun(A,C).
We will denote the first functor by i∗ and the second functor instead by j∗. We hope that this
prevents more confusion than it causes. Both of these functors have left adjoints given by left
Kan extension, which we will write as
i! : P(A) → P(B) and j! : Fun(A,C) → Fun(B,C).
We will similarly use (yB)! to denote left Kan extension along the Yoneda embedding. The
adjunction i! ⊣ i
∗ induces an adjunction
Fun(P(A),C)
Fun(P(B),C).
(i∗)∗ ⊣ (i!)∗
4.3. Remark. We briefly summarise the proof of Theorem 4.8, making forward reference to
lemmas that we will prove later in the section. We will show that the following statements are
all equivalent:
(i) F˜ factors through i∗.
(ii) The natural transformation F˜i!i
∗ → F˜ induced by the counit of the i! ⊣ i
∗ adjunction is
an equivalence.
(iii) F˜ is equivalent, via the counit of the (i∗)∗ ⊣ (i!)
∗ adjunction, to the composition (i∗)∗ ◦
(i!)
∗ ◦ (yB)! applied to F .
(iv) F˜ is equivalent, via the counit of the j! ⊣ j
∗ adjunction, to the composition (yB)! ◦ j! ◦ j
∗
applied to F .
(v) The natural transformation j!j
∗F → F induced by the counit of the j! ⊣ j
∗ adjunction is
an equivalence.
The equivalence of (i) and (ii) is Lemma 4.4. Since F˜ is the left Kan extension of F along
yB , we see that (iii) is just a rewriting of (ii) with different notation. Lemmas 4.5 and 4.6 show
that (iii) is equivalent to (iv). Checking that the natural transformation in (iv) is still induced
by the counit is a straightforward but tiring diagram chase that we include in Appendix A.
Finally, [Lur09, Theorem 5.1.5.6] shows that restriction along the Yoneda embedding induces
an equivalence
Funcolim(P(B),C) ∼−→ Fun(B,C),
so (iv) is equivalent to (v).
The rest of the section fills in the details omitted in Remark 4.3. We begin by showing that
if F˜ does factor through i∗, then such a factorisation is unique.
4.4. Lemma. Let H : P(B) → C be a functor. Any functor H : P(A) → C that satisfies H ≃
H ◦ i∗ must be given by H ≃ H ◦ i!. Furthermore, H factors through i
∗ if and only if the natural
transformation
Hε : Hi!i
∗ → H
induced by the counit of the i! ⊣ i
∗ adjunction is an equivalence in Fun(P(B),C).
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Proof. Since i is fully faithful, the unit of the adjunction induces an equivalence id ∼−→ i∗i!.
Therefore, Hi! ≃ Hi
∗i! ≃ H . The second claim is a straightforward check using naturality of
the equivalence H ≃ H ◦ i∗ and the triangle identities for i! ⊣ i
∗. 
The condition in Lemma 4.4 for a factorisation to exist is in terms of F˜ , so our next goal
is to rewrite this as a condition on F . We will need two lemmas regarding properties of Kan
extensions.
4.5. Lemma. There is a canonical equivalence
Fi ∼−→ F˜i!yA ,
which by the universal property of left Kan extension induces a natural transformation
LanyA (Fi) → F˜i!
as functors P(A) → C. This natural transformation is an equivalence; that is,
(yA)! ◦ j
∗ ∼−→ (i!)
∗ ◦ (yB)!
as functors Fun(B,C) → Funcolim(P(A),C).
Proof. Since yB is fully faithful, we have a commutative diagram
A B C
P(A) P(B)
i
yA
F
yB
i!
F˜≔LanyB (F )
that gives rise to the first equivalence.
The three functors F˜ , i!, and LanyA (Fi) all preserve small colimits, so it is enough to check
that they restrict along the Yoneda embedding yA to equivalent functors in Fun(A,C), by
[Lur09, Theorem 5.1.5.6]. We then observe that LanyA (Fi) restricts to Fi, because yA is also
fully faithful. 
4.6. Lemma. Let H : A → C be a functor. There is a natural equivalence
LanyA (H ) ◦ i
∗ ≃ LanyBi (H )
as functors P(B) → C. That is,
(i∗)∗ ◦ (yA)! ≃ (yB)! ◦ j!
as functors Fun(A,C) → Funcolim(P(B),C).
Proof. We have a commutative diagram
A B
P(A) P(B)
i
yA yB
i!
that induces a commutative diagram of pullback functors:
(4.7)
Fun(A,C) Fun(B,C)
Funcolim(P(A),C) Funcolim(P(B),C)
j∗
(yA)
∗
(i!)
∗
(yB)
∗
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The adjunction i! ⊣ i
∗ induces an adjunction (i∗)∗ ⊣ (i!)
∗, so all of the functors in the above
diagram have left adjoints. Thus, we obtain another commutative diagram:
Fun(A,C) Fun(B,C)
Funcolim(P(A),C) Funcolim(P(B),C)
j!
(yA)! (yB)!
(i∗)∗
This is what we aimed to prove. 
Combining the above lemmas, we deduce:
4.8. Theorem. Let A and B be small ∞-categories, C be an ∞-category with all small colimits,
and
A
i
−→ B
F
−→ C
be functors with i fully faithful. Let F˜ : P(B) → C denote the left Kan extension of F along the
Yoneda embedding yB . There is a factorisation
P(B) C
P(A)
i∗
F˜
F˜ ′
if and only if F is the left Kan extension of its restriction toA, i.e. the natural map
colim(i/b → A
F i
−→ C) → F (b)
is an equivalence for every b ∈ B.
Proof. In Lemma 4.4 we showed that F˜ factors through i∗ if and only if the natural transforma-
tion
F˜ i!i
∗ → F˜
induced by the counit of the i! ⊣ i
∗ adjunction is an equivalence. By Lemma 4.5, the left-hand
side of this is equivalent to LanyA (Fi) ◦ i
∗, while by Lemma 4.6, this in turn is equivalent to
LanyBi (Fi). Since both sides of
(4.9) LanyBi (Fi) → F˜
preserve colimits in P(B), we can check whether (4.9) is an equivalence after restricting along
yB . Therefore, F˜ factors through i
∗ if and only if the natural transformation
Lani (Fi) → F
is an equivalence. 
5. The stable module ∞-category is S-homotopy invariant
We can now return to the specific case that interests us, namely
Oep (G)
op i−→ O(G)op
StMod(−)
−−−−−−→ Ĉat∞.
We wish to show that we have an induced functor F˜ ′ : P(Oep (G))
op → Ĉat∞. By the dual of
Theorem 4.8, this happens if and only if the natural map
StMod(G/H ) → lim
(
(i/(G/H ))op → Oep (G)
op StMod
−−−−→ Ĉat∞
)
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is an equivalence for every H ≤ G. The slice category i/(G/H ) is naturally equivalent to the p-
orbit category Oep (H ), with the functor O
e
p (H ) → O
e
p (G) being given by H/P 7→ G/P . Mathew
[Mat16, Corollary 9.16] proves a subgroup decomposition of StModkH over the orbit category:
5.1. Theorem (Mathew). Let C be a collection of subgroups of H that is closed under intersection
and such that every elementary abelian p-subgroup of H is contained in a subgroup in C . There
is an equivalence of symmetric monoidal∞-categories
StModkH ∼−→ lim
H /K ∈OC (H )
op
StModkK .
In light of Theorem 2.1, it is therefore enough to transport the above decomposition, applied
to C = Sp(H ) ∪ {1}, up to StModkG :
5.2. Lemma. The natural map
StMod(G/H ) ∼−→ lim
H /P ∈Oep (H )
op
StMod(G/P)
is an equivalence.
Proof. Let M denote ModStModkG (A
G
H
); recall from Section 2 that AG
H
is coindGH (k) and that
StMod(G/H ) is equal toM by definition. By [Lur17, Corollary 3.4.1.9], for any A ∈ CAlg(M)
we have a natural equivalence
ModM(A) ∼−→ ModStModkG (A)
given by forgetting the AGH -module structure. Therefore, we wish to prove that
M → lim
H /P ∈Oep (H )
op
ModM(A
G
P )
is an equivalence.
Recall from Theorem 2.1 that coinduction induces a functor
coindGH : StModkH
∼−→M
that is an equivalence of symmetric monoidal∞-categories. We obtain a commutative diagram
M lim
H /P ∈Oep (H )
op
ModM(A
G
P )
lim
H /P ∈Oep (H )
op
ModM(coind
G
H (A
H
P ))
StModkH lim
H /P ∈Oep (H )
op
ModStModkH (A
H
P )
∼
coindG
H
∼
coindG
H
whose bottom arrow is an equivalence by Mathew’s Theorem 5.1. 
We have therefore established:
5.3. Theorem. The right Kan extension of StMod(−) : O(G)op → Ĉat∞ along the opposite of the
Yoneda embedding O(G) → SG factors through the restriction map
S
op
G
≃ P(O(G))op → P(Oep (G))
op
.
In particular, StMod(−) sends S-equivalences in SG to equivalences of∞-categories.
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5.4. Remark. As noted in the introduction, the only part of this argument that was non-formal
was checking the descent statement in Lemma 5.2. Therefore, given a collection F of sub-
groups of G that is closed under intersections and a functor F : O(G)op → Ĉat∞ that has a
subgroup decomposition associated with F , the extended functor F˜ : S
op
G
→ Ĉat∞ inverts the
weak equivalences associated with F .
6. Decompositions of the stable module ∞-category
In this section, we recall Dwyer’s construction [Dwy98, Sections 3.4–3.7] ofG-spaces that en-
code candidates for the subgroup, centraliser, and normaliser decompositions. TheseG-spaces
are (homotopy) colimits, so applying StMod(−) gives a limit of ∞-categories that receives a
comparison map from StModkG ; the G-space encodes a decomposition precisely when this
map is an equivalence. We also have S-homotopy equivalences between these G-spaces, so
can use the fact that StMod(−) inverts S-homotopy equivalences of G-spaces to “propagate”
Mathew’s subgroup decomposition to centraliser and normaliser decompositions.
Let C be a collection of subgroups of G. Note that we can consider a G-set as a discrete
G-space.
Centraliser: Recall from Section 2 that the fusion category FC (G) has objects given by the ele-
ments of C and morphisms given by group homomorphisms that are induced by con-
jugation inG. We have a functor α : FC (G)
op → SG that takesH ∈ C to the conjugacy
class of the inclusion H →֒ G, which is isomorphic toG/CG (H ) as aG-set. The colimit
of α is a G-space that we will denote EFC (G).
Subgroup: We have an inclusion functor β : OC (G) → SG . We let EOC (G) denote the colimit
of β .
Normaliser: Recall from Section 2 that the orbit simplex category sSC (G) is the poset of G-
conjugacy classes of non-degenerate simplices in the nerve ofC , ordered by refinement.
We have a functor δ : sSC (G)
op → SG that takes a G-orbit of simplices [σ ] to itself,
considered as a discrete G-space. This G-set is isomorphic to G/NG (σ ), where for σ =
(P0 < . . . < Pn) we define NG (σ ) ≔
⋂
0≤i≤n NG (Pi ). We let sd(C ) denote the colimit of
δ .
6.1. Remark. Note that colim(δ ) really is G-equivalent to the subdivision of the nerve of the
posetC , justifying our notation. This can be checked directly using themodel for colimδ given
by the diagonal of a bisimplicial set that is explained in [BK72, XII 5.2].
6.2. Remark. Dwyer calls these three spaces Xα
C
, X
β
C
, and sdXδ
C
, respectively. For historical
reasons, EFC (G) is sometimes called EAC elsewhere in the literature.
Since StMod(−) sends small colimits ofG-spaces to limits of∞-categories, we get
StMod(EFC (G)) ≃ lim
H ∈FC (G)
StMod(α(H ))
≃ lim
H ∈FC (G)
StMod(G/CG (H ))
≃ lim
H ∈FC (G)
StModkCG (H ).
The natural map EFC (G) → ∗ induces a restriction functor StModkG → limFC (G) StModkCG (H ),
so in this way EFC (G) encodes a candidate for a centraliser decomposition for StModkG . Simi-
larly, EOC (G) → ∗ induces a functor
StModkG → lim
H ∈OC (G)
op
StModkH
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corresponding to a subgroup decomposition and sd(C ) → ∗ induces a functor
StModkG → lim
σ ∈sSC (G)
StModkNG (σ )
corresponding to a normaliser decomposition. However, for a general collection C there is
no reason for any of these functors from StModkG to be an equivalence. We have comparison
maps between theG-spaces associated with a collection:
sd(C )
EOC (G) C EFC (G)
∼
Here the map from sd(C ) is theG-equivalence sending a simplex P0 < . . . < Pn to P0; the map
from EOC (G) sends a point x ∈ G/H to its stabiliser Gx ; and the map from EFC (G) sends an
inclusion H →֒ G to H .
Let Sp(G) denote the collection of all non-trivial p-subgroups and Ap (G) denote the sub-
collection of non-trivial elementary abelian p-subgroups. Recall that Mathew’s Theorem 5.1
shows that for certain collections, including C = Sp(G)∪ {1} and C = Ap (G)∪ {1}, we obtain
a subgroup decomposition. However, to obtain a useful centraliser or normaliser decomposi-
tion, we need to remove the trivial subgroup from the collection, otherwise StModkG itself will
appear in the decomposition on the right hand side. We therefore need a minor variation of
Theorem 5.1:
6.3. Lemma. LetC be a collection of subgroups of G such thatC ∪{1} is closed under intersection
and such that every elementary abelian p-subgroup of G is contained in a subgroup in C . There
is an equivalence of symmetric monoidal∞-categories
StModkG ∼−→ lim
G/H ∈OC (G)
op
StModkH .
Proof. Since StMod(G/{1}) ≃ ∗, the diagram of∞-categories that includes the trivial subgroup
is a right Kan extension of the diagram that omits it, so the limits of the two diagrams agree. 
Lemma 6.3 shows we have a subgroup decomposition for C = Sp (G) and C = Ap (G). We
now transfer this result to other collections and decompositions using the fact that StMod(−)
inverts S-equivalences. We consider the following collections of p-subgroups: let Bp (G) be the
collection of non-trivial p-radical subgroups, i.e. non-trivial p-subgroups P ≤ G such that P
is the maximal normal p-subgroup in NG (P). Let the collection Ip(G) consist of all non-trivial
subgroups that are intersections of a set of Sylow p-subgroups in G. Finally, let Zp (G) be the
subcollection of Ap (G) consisting of those subgroups V such that V is the set of elements in
the centre of CG (V ) whose order divides p, i.e. such thatV = Ω1OpZ (CG (V )).
6.4. Theorem. Let C be one of the collections Sp(G),Ap (G), Bp (G), Ip (G), orZp(G). There is a
subgroup decomposition
StModkG ∼−→ lim
G/P ∈OC (G)
op
StModkP
and a normaliser decomposition
StModkG ∼−→ lim
[σ ]∈sSC (G)
StModkNG (σ ).
If C is Sp (G), Ap (G), orZp (G), then there is additionally a centraliser decomposition
StModkG ∼−→ lim
P ∈FC (G)
StModkCG (P ).
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Proof. We can restate the conclusion of Lemma 6.3 for Sp(G) and Ap (G) as saying that
(6.5) EOp(G) → ∗ and EOA(G) → ∗
are both sent to equivalences by StMod(−).
We now transport this information along S-homotopy equivalences. The following table
is taken from [GS06, Theorem 1.1]; a solid line denotes a G-homotopy equivalence, while a
dashed line denotes an S-homotopy equivalence. The column labels represent the different
collections of subgroups, where for conciseness we omit p andG from the notation.
B I S A Z
EOC (G)
C
EFC (G)
The subgroup decompositions arising from themaps in (6.5) correspond to the points EOp(G)
and EOA(G), marked in red. The equivalences in the first row show that we have a subgroup
decomposition for all of the collections in the table. More interestingly, the S-equivalence
EOp(G) → Sp(G) induces a normaliser decomposition
limOp (G)op StMod(G/P) StMod(Sp (G)) limσ ∈sSS(G) StMod(G/NG (σ ))
StMod(G/G)
∼ ∼
∼
and hence (via the equivalences in the second row of the table) a normaliser decomposition
for all the collections in the table. Finally, the same argument applied to the S-equivalence
EFp(G) → Sp(G) gives centraliser decompositions for the collectionsSp (G),Ap (G), andZp(G).

6.6. Remark. We don’t have a condition analogous to Dwyer’s “ampleness” for decompositions
of the stable module∞-category. Recall that C is ample if the natural map
ChG → (∗)hG ≃ BG
induces an isomorphism on mod p homology, and that there are subgroup, centraliser, and
normaliser decompositions associated with C if and only if C is ample. This latter statement
is due to the maps
sd(C )
EOC (G) C EFC (G)
being hG-homotopy equivalences, i.e. G-maps that are homotopy equivalences. Since these
maps are not always S-equivalences, there is no analogous condition for the stable module∞-
category. The same phenomenon is discussed in [Dwy98, Remark 3.10] in the context of the
behaviour of spectral sequences associated with the decompositions.
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Appendix A. All relevant natural transformations are counits
In this section, we prove the assertion made in Remark 4.3 that the natural transformation
in each step of the outline of Theorem 4.8 is given by the counit of some adjunction. The only
step for which this is not obvious is the following:
A.1. Lemma. Under the equivalence
(i∗)∗(i!)
∗(yB)! ∼−→ (yB)!j!j
∗
given by Lemmas 4.5 and 4.6, the natural transformation
(A.2) (i∗)∗(i!)
∗(yB)! → (yB)!
induced by the counit of the (i∗)∗ ⊣ (i!)
∗ adjunction corresponds to the natural transformation
(A.3) (yB)!j!j
∗ → (yB)!
induced by the counit of the j! ⊣ j
∗ adjunction.
Proof. This amounts to a large diagramchase; the diagram is reproduced below. We first explain
why the diagram proves the lemma, then explain why the diagram commutes. Every map in
the diagram is an equivalence. For functors F , F ′ ∈ Fun(C,D), we denote the mapping space
of natural transformations from F to F ′ by Map(F , F ′).
The natural transformation (A.2) is an element of the top-left mapping space in the diagram,
and the two vertical maps on the left-hand edge are induced by the equivalences of Lemmas 4.5
and 4.6. We therefore aim to show that (A.2) is sent to (A.3) in the bottom-left corner of the
region labelled 3©.
Since (A.2) is induced by the counit of the (i∗)∗ ⊣ (i!)
∗ adjunction, it is sent to the identity
natural transformation in the top-right corner of the square labelled 2©. The maps along the
right-hand edge of the diagram are either induced by cancelling inverse equivalences or by
applying the identity y∗A(i!)
∗ ≃ j∗y∗B of Diagram 4.7. One can check that these maps send the
identity natural transformation in the top-right corner of 2© to the identity natural transforma-
tion in the bottom-right corner of the diagram, which in turn is sent to (A.3) in the bottom-left
corner of the region labelled 3©.
Therefore, it remains to establish that the diagram commutes. The square labelled 2© com-
mutes by definition of its left-hand edge; see Lemma 4.5. The region labelled 3© also commutes
by definition of its left-hand edge; see Lemma 4.6. All the other regions are easily seen to
commute. 
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Map((i∗)∗(i!)
∗(yB)!, (yB)!) Map((i!)
∗(yB)!, (i!)
∗(yB)!) Map(y
∗
A(i!)
∗(yB)!,y
∗
A(i!)
∗(yB)!)
Map(j∗y∗B(yB)!,y
∗
A(i!)
∗(yB)!)
Map(j∗,y∗A(i!)
∗(yB)!)
Map((i∗)∗(yA)!j
∗
, (yB)!) Map((yA)!j
∗
, (i!)
∗(yB)!) Map(y
∗
A(yA)!j
∗
,y∗A(i!)
∗(yB)!)
Map(j∗,y∗A(i!)
∗(yB)!)
Map((yB)!j!j
∗
, (yB)!) Map(j!j
∗
,y∗B(yB)!) Map(j
∗
, j∗y∗B(yB)!)
Map(j!j
∗
, id) Map(j∗, j∗)
(i∗)∗⊣ (i!)
∗
1©
y∗A
2©
3©
(i∗)∗⊣ (i!)
∗ y∗A
(yA)! ⊣y
∗
A
(yB)! ⊣y
∗
B j! ⊣ j
∗
j! ⊣ j
∗
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