ABSTRACT. In this paper, we obtain a statistical Voronovskaya-type theorem for the Szász-Mirakjan-Kantorovich (SMK) operators by using the notion of A-statistical convergence, where A is a non-negative regular summability matrix.
Introduction
The well-known Korovkin approximation theorem ( [1, 18] ) for a sequence of positive linear operators, say {L n (f ; x)}, is mainly based on the existence of the limit lim n→∞ L n (f ; x) = f (x). In this case, a natural question arises: what should we do when the above limit fails? This question has been investigated in some recent papers [2, 3, 4, 5, 6, 7, 8, 9, 14, 16] with the help of some convergence methods that are stronger than the usual convergence method, such as statistical convergence, A-statistical convergence, and ideal convergence.
However, the similar question is also valid for a Voronovskaya-type theorem which has an important role in the approximation theory (see [19] ). In the present paper, we give an answer to this question for the Szász-MirakjanKantorovich (or, briefly, SMK) operators.
Before proceeding further, we recall some notations and basic definitions on the A-statistical convergence.
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ALI ARAL -OKTAY DUMAN
Let A := (a jn ), be an infinite summability matrix. For a given sequence x := (x n ), the A-transform of x, denoted by Ax := ((Ax) j ), is given by (Ax) j = ∞ n=1 a jn x n provided the series converges for each j ∈ N, the set of all natural numbers. We say that A is regular if lim Ax = L whenever lim x = L ( [15] ). If A = (a jn ) is a non-negative regular summability matrix, then we say that a sequence x = (x n ), is A-statistically convergent to L provided that for every ε > 0,
In this case, we write st A -lim x = L ( [11] ). Notice that if we replace A = (a jn ) by the Cesàro matrix C 1 , then A-statistical convergence immediately reduces to the concept of statistical convergence (see [10, 12] ). On the other hand, if A is the identity matrix, then A-statistical convergence coincides with the ordinary convergence. It is not hard to see that every convergent sequence is A-statistically convergent. This follows from definition (1.1) and the well-known regularity conditions of the matrix A introduced by Silverman and Toeplitz (see [15] ). However, Kolk [17] proved that A-statistical convergence is stronger than convergence when A = (a jn ) is a regular summability matrix such that lim
Let (b n ) be a sequence of positive real numbers such that
Then, consider the following modified Szász-Mirakjan (SM) operators:
where f is a real valued function defined on R 0 := [0, ∞); 0 ≤ x < ∞. These operators with this structure is similar to the Bernstein-Chlodowsky operators given in [13] . Assume that A = (a jn ) be a non-negative regular summability matrix. Now consider the following conditions on the sequence (b n ) instead of (1.2):
In this case, notice that the conditions in (1.4) are weaker than (1.2), because every convergent sequence is A-statistically convergent to the same value, but its converse is not true. For example, if we define a sequence (b n ) such that
if n is a square, √ n, otherwise then observe that (1.4) holds true with the choice of A = C 1 , the Cesàro matrix; but b n n is a non-convergent sequence in the usual sense. In this work, using the concept of A-statistical convergence, we introduce a Kantorovich variant of the Szász-Mirakjan operators, the so-called SMK operators, by replacing f kb n n with an integral mean of f (x) over the interval [(k + 1)b n /n, kb n /n] as follows:
where (b n ) is a sequence of positive real numbers satisfying (1.4), and
With this terminology, the main topic of this paper is to give a statistical Voronovskaya type-theorem for the SMK operators given by (1.5) with the help of A-statistical convergence. Thus, it gains us more powerful results than the classical aspects in the approximation theory.
Statistical Voronovskaya-type theorem
As usual, let C(R 0 ) be the set of all real-valued continuous functions on R 0 . Then, we first consider the Banach lattice
endowed with the norm
Then we can state our main theorem that is a statistical Voronovskaya-type result for the operators SMK given by (1.5).
Ì ÓÖ Ñ 2.1º Let A = (a jn ) be a non-negative regular summability matrix, and let (b n ) be a sequence of positive numbers satisfying (1.4) . Then, for every f ∈ E with f , f ∈ E, we have
uniformly with respect to x ∈ [0, b] with b > 0.
As a special case in Theorem 2.1, if we replace the matrix A by the identity matrix, then we immediately get the following result.
ÓÖÓÐÐ ÖÝ 2.2º If (b n ) is a sequence of positive numbers satisfying (1.2), then, for every f ∈ E with f , f ∈ E, we have
Auxiliary results
In this section, we need to obtain some lemmas to prove Theorem 2.1. We first give the following result.
Ä ÑÑ 3.1º Let e i (t) := t
i , (i = 0, 1, 2, 3, 4), and let n ∈ N and 0 ≤ x < ∞. Then, the SMK operators given by (1.5) verify the following properties:
(i) It follows from (1.5) and (1.6) at once.
(ii) By the definition of (1.5), we get
(iii) Similarly, since
we have
(iv) Using the following equalities
we easily get
(v) Finally, we may write that
Hence, after some simple calculations, we conclude that where B := max{5b, 1/5}. Now, for a given ε > 0, define the following sets:
Hence, by (3. 
