In this paper it is shown that, given a complex square matrix A all of whose leading principal minors are nonzero, there is a diagonal matrix D such that the product DA of the two matrices has all its characteristic roots positive and simple. This result is already known for real A, but two new proofs for this case are given here. We shall give here two proofs of Theorem 1, both of them simpler than the proof in [2] . Our first proof is the shorter of the two, but is less constructive since it makes use of the continuity of the roots (as functions of the matrix entries). Our second proof gives explicit (and relatively simple) estimates for the entries of D in terms of the entries of A.
The real case. A theorem proved by Fisher and Fuller
is an obvious consequence of the following result (Theorem 1), which in turn is the real case of our Theorem 2 below. We shall give here two proofs of Theorem 1, both of them simpler than the proof in [2] . Our first proof is the shorter of the two, but is less constructive since it makes use of the continuity of the roots (as functions of the matrix entries). Our second proof gives explicit (and relatively simple) estimates for the entries of D in terms of the entries of A.
First proof of Theorem 1. Here we use induction on n. For « = 1 the result is trivial, so suppose that n 5: 2 and that the result holds for matrices of order n -1. Let A be an «X« real matrix all of whose lpm's (leading principal minors) are positive and let ^4i be its leading principal submatrix of order n-1. Then all the lpm's of A\ are positive, so by our induction assertion there is a positive diagonal matrix D\ of order n-1 such that all roots of D1A1 are positive and simple. Let d be a real number to be determined later (but treated as a variable for the present). Let A be partitioned as follows: 4c0c2 < ci, 4cic3 < c2, ■ • • , 4c"_2Cre < c"-i.
Let Xk = (ck+\/ck-i)in for k = 1, 2, ■ • • , n-1. Then all the roots of the polynomial
are real (hence positive) and simple, and they are separated by the n-1 numbers x\, x2, • • • , x"_i. Proof. (This result is probably known, is perhaps even classical, but it is not standard for «S^ 3, so we shall give a short proof here for the sake of completeness.)
Let x0 = ci/c0 and x" = c"/c"_i. Then xo>xi>x2>
•
holds by hypothesis, and hence
Thus it suffices to show that (-l)*/(x*)>0 for k = 0, 1, 2, • • • , n.
From the last chain of inequalities we have that cyx*-c/+i is (1) positive if Q^k<j^n -1 (and in other cases which we shall not need here), To handle the x* for which l^k<n, we write
where we have put g(x) = c0x*-2 -cix*-3 + C2x*-4 -...+(-l)*-2a_2,
We first show that (-l)*g(x*) ^0 and (-\)kh(xk) ^0. Namely, Then all the lpm's of EA are 1, so we can now apply the proof for that case and get the required matrix D=diag(di, ■ ■ ■ , d") for this general case by choosing di, ■ ■ ■ , dn so that 2 2 2dk+itnk+imk-iqk < dkmk and 0 < 36dk+imk+imk-i < dknik iork = l,2, ■ ■ ■ , m -1, where now g* is the sum of the absolute values of the nonleading principal kXk minors of EA. This completes our second proof of Theorem 1.
2. The complex case. Here we adapt our second proof of Theorem 1 to yield a proof of the complex case (Theorem 2 below). However, the rest of this latter proof is not constructive, depending as it does on the following result from algebraic topology. (This result is a special case of [l, Lemma 2, p. 232].) Fact 2. Let P and Q be n-parallelotopes in Rn which are parallel to each other, and let / be a continuous mapping of P into R" such that/ takes each hyperface of P into the closed supporting half space of Q at the corresponding hyperface of Q. Then f(P) includes Q. Using Fact 2, we can now prove the next theorem, which is the main result of this section. 
