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a b s t r a c t
Let {A, B} be a definite matrix pair of order n, and let the columns of X1 ∈ Cn×l span
an l-dimensional approximate invariant eigenspace of {A, B}. In this paper, we present a
Hoffman–Wielandt-type residual bound for eigenvalues between Rayleigh quotientmatrix
pair {XH1 AX1,XH1 BX1} and {A, B}, which extends a result of Kahan [W. Kahan, Numerical
Linear Algebra, Canadian Mathematical Bulletin, 9 (1966) 757–801].
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Eigenvalue problems appear in many applications, including linear and nonlinear eigenvalue problems. Eigenvalues
cannot be computed exactly except in some trivial cases, so numerical approximation is required. The widely used
Rayleigh–Ritz method is well known for its ability to generate high quality approximations to eigenvalues of Hermitian
matrices and definite matrix pairs. It is the basis for many numerical procedures for computing eigenvalues, such as
finite element methods and the Lanczos eigenproblem iteration. Eigenvalue error bounds for the Rayleigh–Ritz method
are important, since they provide estimates and predictions of the quality of eigenvalue approximations. There is a vast
literature on Rayleigh–Ritz eigenvalue methods and error bounds (e.g., see [1–11]). In this paper, we will investigate the
Rayleigh quotient of definite matrix pairs.
Throughout this paper we shall use the following notation.Cm×n denotes the set ofm×n complex matrices, andCm×nl is
the set of matrices with rank l in Cm×n,Cn = Cn×1. I is the identity matrix with suitable dimension (which should be clear
from the context). Given X ∈ Cn×l(l ≤ n), R(X), XH , σ1(X) and σl(X) denote the column space, the conjugate transpose,
and the largest and smallest singular values of X , respectively. λ(A, B) denotes the set of the eigenvalues of a regular matrix
pair {A, B}. We use ∥ · ∥2 for the Euclidean norm for vectors and the spectral norm for matrices, and ∥ · ∥F for the Frobenius
norm. For two nonzero number pairs (α, β) and (γ , δ), the chordal distance will be used throughout:
ρ((α, β), (γ , δ)) = |αδ − βγ ||α|2 + |β|2|γ |2 + |δ|2 .
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Let A, B ∈ Cn×n be Hermitian. {A, B} is called a definite matrix pair of order n if
c(A, B) = min
x∈Cn,x≠0
|xH(A+ iB)x|
xHx
> 0, i = √−1,
where c(A, B) is the Crawford number of the definite pair {A, B}. The set of all definite pairs of order n will be denoted by
D(n). A number pair (α, β) ≠ (0, 0) is called a generalized eigenvalue of {A, B} if det(βA−αB) = 0. The set of all generalized
eigenvalues of {A, B} is denoted by λ(A, B). Let X1 ∈ Cn×ll . ThenR(X1) is an l-dimensional eigenspace of {A, B} ∈ D(n) if and
only if [8,10] there areW1 ∈ Cn×ll and {A1, B1} ∈ D(n) such thatWH1 X1 = I , and
AX1 = W1A1, BX1 = W1B1. (1.1)
Moreover, we have λ(XH1 AX1, X
H
1 BX1) ⊂ λ(A, B).
LetX1 ∈ Cn×ll . From (1.1) we define the following Rayleigh quotient and the residual of a definite matrix pair {A, B}with
respect toX1.
Definition 1.1. Let {A, B} ∈ D(n),X1 ∈ Cn×ll . Let
H1 =XH1 AX1, K1 =XH1 BX1. (1.2)
Then {H1, K1} is called the Rayleigh quotient matrix pair of {A, B}with respect toX1. Moreover, letW1 = AX1H1 + BX1K1 (H21 + K 21 )−1 (1.3)
and
RA(X1) = AX1 − W1H1, RB(X1) = BX1 − W1K1. (1.4)
Then {RA(X1), RB(X1)} is called the residual matrix pair of {A, B}with respect toX1.
It is easy to see thatR(X1) is an eigenspace of {A, B} ∈ D(n) if and only if RA(X1) = RB(X1) = 0. IfR(X1) is an approximate
eigenspace of {A, B}, then we cannot expect that RA(X1) = 0, RB(X1) = 0 and λ(H1, K1) ⊂ λ(A, B) are true. WhenX1 have
the orthonormal columns, Sun [10] derived a Weyl-type residual bound between the eigenvalues of {H1, K1} and those of
{A, B}. Sun [9] and Li [5] proved that the precision of the eigenvalues of {H1, K1} as l approximate eigenvalues of {A, B} is
higher than that ofR(X1) as its approximate eigenspace.
The purpose of this note is to investigate relations between λ(H1, K1) and λ(A, B). Using the residual matrix pair
{RA(X1), RB(X1)} we derive a Hoffman–Wielandt-type residual bound between the eigenvalues of {H1, K1} and those of
{A, B}, which extends a result of Kahan [Canadian Mathematical Bulletin, 9 (1966), pp. 757–801]. In addition, we obtain a
bound betweenR(X1) and an l-dimensional eigenspace of {A, B}, which improves the corresponding result in Sun [10].
The remainder of this paper is composed as follows. In Section 2, we present a Hoffman Wielandt-type residual bound
between the eigenvalues of {H1, K1} and those of {A, B}. In Section 3, we conclude our paper with some remarks.
2. Main results
In this section, we use the residual matrix pair (1.4) to bound the difference between generalized eigenvalues of {H1, K1}
and those of {A, B}. A Hoffman–Wielandt-type residual bound is presented.
The following result shows that the matrix W1 defined by (1.3) has an extremum property. Its proof is similar to those of
Theorem 2.1 in [10], and is omitted.
Theorem 2.1. Let {A, B} ∈ D(n),X1 ∈ Cn×ll , and let H1, K1 and W1 be defined by (1.2) and (1.3), respectively. Then G = W1 is
the unique solution of the problem
AX1 − GH1BX1 − GK1

F
= min
∥G∥F = min, G ∈ Cn×l.
In order to prove our main result, we first present some lemmas. For definite pairs, we have the following fundamental
results.
Lemma 2.1 ([12,8]). Let {A, B} ∈ D(n). Then there is a nonsingular matrix X ∈ Cn×n such that
XHAX = Λ, XHBX = Ω, (2.1)
whereΛ = diag(α1, . . . , αn),Ω = diag(β1, . . . , βn). If α2j + β2j = 1, for 1 ≤ j ≤ n, then
∥X∥2 ≤ 1√
c(A, B)
, ∥X−1∥2 ≤ ∥(A, B)∥2√
c(A, B)
.
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Lemma 2.2. Let {A, B} ∈ D(n), and let {H1, K1} be defined by (1.2). Then we have {H1, K1} ∈ D(n) and c(H1, K1) ≥
σ 2l (
X1)c(A, B) > 0.
Proof. LetX1 = Q1R be the QR decomposition ofX1, where Q1 ∈ Cn×ll ,Q H1 Q1 = I and R ∈ Cl×l is nonsingular. It is easy to
see thatX1 has the same singular values as R. Hence we have
c(H1, K1) = min
x∈Cl,x≠0
|xH(H1 + iK1)x|
xHx
= min
x∈Cl,x≠0
|(Q1Rx)H(A+ iB)(Q1Rx)|
xHx
= min
y∈Cl,y≠0
|(Q1y)H(A+ iB)(Q1y)|
yHR−HR−1y
≥ σ 2l (R) min
y∈Cl,y≠0
|(Q1y)H(A+ iB)(Q1y)|
(Q1y)H(Q1y)
≥ σ 2l (X1)c(A, B). (2.2)
From (2.2) we know that the results of Lemma 2.2 hold. The proof is complete. 
Lemma 2.3. Let X1 ∈ Cn×l(l < n). Then there exits a matrix X2 ∈ Cn×(n−l) such that σl(X1) = σn(X), where X = (X1, X2)
∈ Cn×n.
Proof. Let
X1 = U

Σ
0

VH
be the singular value decomposition of X1, where U ∈ Cn×n and V ∈ Cl×l are unitary matrices, and
Σ = diag(σ1, σ2, . . . , σl), σ1 ≥ σ2 ≥ · · · ≥ σl ≥ 0.
Now, we take X2 = U

0
σlI

Q H , where Q ∈ C(n−l)×(n−l) is a unitary matrix. Then it is easy to see that σn(X) = σl, where
X = (X1, X2). The proof is complete. 
Lemma 2.4. Let X ∈ Cn×n, Y ∈ Cl×l, and let X1 ∈ Cn×l(l ≤ n). Then we have
σl(XX1Y ) ≥ σn(X)σl(Y )σl(X1). (2.3)
Proof. It is easy to see that
YHXH1 XHXX1Y − σ 2n (X)YHXH1X1Y and YHXH1X1Y − σ 2l (X1)YHY
are positive semidefinite matrices. From Corollary 4.3.3 in [13], we have
σ 2l (XX1Y ) = λmin(YHXH1 XHXX1Y )
≥ σ 2n (X)λmin(YHXH1X1Y )
≥ σ 2n (X)σ 2l (X1)λmin(YHY )
= σ 2n (X)σ 2l (X1)σ 2l (Y ),
which implies that (2.3) holds, where λmin(H) denotes the smallest eigenvalue of a positive semidefinitematrixH . The proof
is complete. 
Let S = (sij) ∈ Cn×n. S is called a doubly stochastic matrix ifni=1 sij =nj=1 sij = 1, sij ≥ 0, 1 ≤ i, j ≤ n. The following
two lemmas play an important role in our proofs.
Lemma 2.5 ([14]). Let A = (aij) ∈ Cn×n. Then there exists a doubly stochastic matrix S = (sij) such that |aij|2 ≥ σn(A)sij, 1 ≤
i, j ≤ n.
Lemma 2.6 ([15]). Let S = (sij) ∈ Cn×n be a doubly stochastic matrix and let Θ = (θij) ∈ Cn×n. Then there exists a permutation
τ of {1, 2, . . . , n} such that
n
i,j=1
|θij|sij ≥
n
j=1
|θτ(j),j|.
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Now, we are in a position to give and prove the main result of this paper.
Theorem 2.2. Let {A, B} ∈ D(n), λ(A, B) = {(αi, βi)}ni=1, and let X1 ∈ Cn×ll . Let {H1, K1} be defined by (1.2), and let λ(H1, K1)
= {(γi, δi)}li=1. Then there exists a permutation τ of {1, 2, . . . , n} such that l
j=1

ρ

(ατ(j) , βτ(j)), (γj, δj)
2 ≤ ∥(H1, K1)∥2
σl(X1)c(H1, K1)c(A, B)∥(RA(X1), RB(X1))∥F
≤ σ
2
1
X1 ∥(A, B)∥2
σ 3l
X1 [c(A, B)]2 ∥(RA(X1), RB(X1))∥F . (2.4)
Proof. Let {A, B} ∈ D(n) have decomposition (2.1). From Lemmas 2.1 and 2.2, we know that there is a nonsingular matrix
Y ∈ Cl×l such that
YHH1Y = Γ , YHK1Y = ∆, (2.5)
where Γ = diag(γ1, . . . , γl) and ∆ = diag(δ1, . . . , δl). Since X and Y do not appear in inequality (2.4), without loss of
generality, we may assume that all the (αi, βi) in (2.1) and all the (γj, δj) in (2.5) satisfy
α2i + β2i = 1, i = 1, 2, . . . , n, γ 2j + δ2j = 1, j = 1, 2, . . . , l.
So, from Lemma 2.1, we have
∥X∥2 ≤ 1√
c(A, B)
, ∥Y∥2 ≤ 1√
c(H1, K1)
, ∥Y−1∥2 ≤ ∥(H1, K1)∥2√
c(H1, K1)
. (2.6)
Using the relationW1H1YYHK1 − W1K1YYHH1 = W1Y−HΓ∆Y−1 − W1Y−H∆Γ Y−1 = 0,
we can get
AX1YYHK1 − BX1YYHH1 = AX1YYHK1 − BX1YYHH1− W1H1YYHK1 − W1K1YYHH1
= AX1 − W1H1, BX1 − W1K1 YYH YYH

K1
−H1

. (2.7)
From (2.1) and (2.5), (2.7) can be rewritten as
ΛZ1∆−ΩZ1Γ = XH(RA(X1), RB(X1))Y Y

∆
−Γ

, (2.8)
where Z1 = X−1X1Y ∈ Cn×l. From Lemma 2.3, we know that there exists a matrix Z2 ∈ Cn×(n−l) such that σn(Z) = σl(Z1),
where Z = (Z1, Z2). Let Z = (zij). Then, by Lemma 2.5, we know that there exists a doubly stochastic matrix S = (sij) ∈ Cn×n
such that
|zij|2 ≥ σ 2n (Z)sij = σ 2l (Z1)sij.
Hence, we have
∥ΛZ1∆−ΩZ1Γ ∥2F =
n
i=1
l
j=1
|αiδj − βiγj|2|zij|2
≥ σ 2l (Z1)
n
i=1
l
j=1
|αiδj − βiγj|2sij. (2.9)
Now, an n× nmatrixΘ = (θij) is defined by
θij =
|αiδj − βiγj|2 : i = 1, . . . , n, j = 1, . . . , l,
0 : i = 1, . . . , n, j = l+ 1, . . . , n. (2.10)
In terms of (2.10), (2.9) can be rewritten as
∥ΛZ1∆−ΩZ1Γ ∥2F ≥ σ 2l (Z1)
n
i=1
n
j=1
θijsij. (2.11)
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Applying Lemma 2.6 to (2.11), we know that there exists a permutation τ of {1, 2, . . . , n} such that
∥ΛZ1∆−ΩZ1Γ ∥2F ≥ σ 2l (Z1)
n
j=1
θτ(j),j = σ 2l (Z1)
l
j=1
|ατ(j)δj − βτ(j)γj|2. (2.12)
From (2.8) and (2.12), we can get
|ατ(j)δj − βτ(j)γj|2 ≤ 1
σ 2l (Z1)
∥X∥22∥Y∥22∥(RA(X1), RB(X1))∥2F (2.13)
by Lemma 2.4, we have
σl(Z1) ≥ σn(X−1)σl(X1)σn(Y ) = σl(X1)∥X∥2∥Y−1∥2 . (2.14)
The first inequality in (2.4) comes from (2.6), (2.13) and (2.14). From Lemma 2.2 and ∥(H1, K1)∥2 ≤ ∥X1∥22∥(A, B)∥2, we can
obtain the second inequality in (2.4). The proof is complete. 
3. Concluding remarks
In this section we give some remarks.
Remark 3.1. Using Theorem 2.2, we can deduce the corresponding result on Hermitian matrices in [2].
Let A ∈ Cn×n be Hermitian, and letX1 ∈ Cn×l,XH1X1 = I . The matrix H1 =XH1 AX1 is said to be the Rayleigh quotient of A
with respect toX1, and
R(X1) = AX1 −X1H1
is said to be the residual of Awith respect toX1.
Let λ(A) = {αi}ni=1, λ(H1) = {γi}li=1. Taking B = tI for t > 0, we have {A, tI} ∈ D(n), K1 = tXH1X1 = tI, λ(A, tI) =
{(αi, t)}ni=1 and λ(H1, tI) = {(γi, t)}li=1. Moreover, by (1.2) and (1.3), we have
W1 = X1 + 1t2 AX1H1

I + 1
t2
H21
−1
and
RA(X1) = AX1 − W1H1, RtI(X1) = t(X1 − W1).
Since σ1(X1) = σl(X1) = 1, by Theorem 2.2, there exists a permutation τ of {1, . . . , n} such that l
j=1

ρ

ατ(j), t

,

γj, t
2 ≤ ∥(A, tI)∥2
[c(A, tI)]2
(RA(X1), RB(X1))F . (3.1)
Notice that
ρ

ατ(j) , t

,

γj, t
 = ατ(j) − γj
t

1+

ατ(j)
t
2
1+  γjt 2
,
c(A, tI) = t min∥x∥2=1
xH I + it A

x
 , i = √−1,
∥(A, tI)∥2 =

∥A∥22 + t2.(RA(X1), RB(X1))F = AX1 − W1H12F + t2 X1 − W12F .
Hence, (3.1) can be rewritten as
l
j=1
ατ(j) − γj2
1+

ατ(j)
t
2
1+  γjt 2 ≤

1+ ∥A∥22
t2
min∥x∥2=1
xH I + it A x2
AX1 − W1H12F + t2 X1 − W12F . (3.2)
X.S. Chen / Journal of Computational and Applied Mathematics 237 (2013) 208–214 213
Since
lim
t→∞
W1 =X1 and X1 − W1 = 1t2 X1H1 − AX1H1

I + 1
t2
H21
−1
,
considering t →∞, from (3.2), we get l
j=1
|ατ(j) − γj|2 ≤
R(X1)F ,
which was proved in [2] (see also [8]).
Remark 3.2. Applying the techniques described in [16] to (2.8), we can also obtain a residual bound of an approximate
eigenspaceR(X1), which improves Theorem 4.2 in Sun [10].
Let {A, B} ∈ D(n) have decomposition (2.1) with X = (X1, X2), X1 ∈ Cn×l, and letX1 ∈ Cn×ll . If
γ = min
l+1≤i≤n
1≤j≤l
ρ

(αi, βi), (γj, δj)

> 0,
then, using the methods in [16], we can get, from (2.8), thatsinΘ(R(X1),R(X1))F ≤ ∥(H1, K1)∥2σl(X1)c(H1, K1)c(A, B)γ XH20(RA(X1), RB(X1))F , (3.3)
where X20 = X2(XH2 X2)−1/2 and Θ(R(X1),R(X1)) = arccos(XH10X10XH10X10)1/2 with X10 = X1(XH1 X1)−1/2 and X10 =X1(XH1X1)−1/2.
WhenX1 have orthonormal columns, that is,XH1X1 = I , Sun [10] obtained the following residual bound of an approximate
eigenspaceR(X1):
sinΘ(R(X1),R(X1))F ≤

ω2 + 1+√w4 + 2ω2 − 3
2
2 ∥(H1, K1)∥2
c(H1, K1)c(A, B)γ
(RA(X1), RB(X1))F , (3.4)
where ω = ∥W1∥2 ≥ 1 (see (3.4) in [10]).
Since, ifX1 have orthonormal columns, then σl(X1) = 1, and since ω ≥ 1, it is easy to see that
ω2 + 1+√w4 + 2ω2 − 3
2
4
≥ 1,
the new bound in (3.3) improves the one in (3.4).
Remark 3.3. For Rayleigh quotient matrix pencils of definite matrix pairs, Sun [9,10] obtained some error bounds of
generalized eigenvalues for the spectral norm. Li [5] improved the corresponding result [9] for the spectral norm, and also
proved the following Hoffman–Wielandt-type result.
Let the definite pairs {A, B} have the decomposition (2.1). Under the conditions of Theorem 2.2 and
η = ∥(A, B)∥2
c(A, B)
∥ sinΘ(R(X1),R(X1))∥2 < 1, (3.5)
then there is a permutation τ of {1, . . . , n} l
j=1

ρ

(ατ(j), βτ(j)), (γj, δj)
2 ≤ max
1≤i≤l
l+1≤j≤n
ρ((αi, βi), (αj, αj))
∥(A, B)∥2
c(A, B)
δ
1− η2 , (3.6)
where δ = (∥(A, B)∥2/c(A, B))2∥ sinΘ(R(X1),R(X1))∥2∥ sinΘ(R(X1),R(X1))∥F .
Example 3.1. This example is adapted from a problem used by Fix and Heiberger [17]; it shows how the bounds in (2.4)
and (3.6) are useful. Let
A =
 1 1 0 10
−3
1 2 0 0
0 0 3 0
10−3 0 0 10−10
 , B = diag(10−10, 1, 10−10, 1).
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We use the Matlab function crawfno.m [18] to get the Crawford number c(A, B) = 0.447112054749761. Applying simple
subspace iteration [1] we obtain the approximately invariant subspace X1 corresponding to two largest eigenvalues of the
matrix pair (A, B), where X = R(X1) and
XT1 = −0.000000000000000 −0.000000000000000 −1.000000000000000 −0.000000000000000−0.999999999950000 −0.000010000000001 −0.000000000000000 −0.000000010000000

.
By (1.2)–(1.4), computations show that the bound in (2.4) is 1.500652124951066 × 10−4. In order to estimate the upper
bound in (3.6), we use the Matlab function [V ,D] = eig(A, B ,′ chol′) to compute the eigenvalues and invariant subspace
corresponding to the two largest eigenvalues of the matrix pair (A, B). Computations show that the upper bound in (3.6) is
1.006897172337439× 10−8. This example illustrates that the upper bound in (3.6) is sharper than the one in (2.4), but it is
obvious that computing the bound in (2.4) is easier than computing the one in (3.6).
The following simple example illustrates that the upper bound in (2.4) is better than the one in (3.6).
Example 3.2. Let
A = diag(1, 5, 1, 1), B = diag(1, 1,−1,−8).
Then the definite matrix pair {A, B} has decomposition (2.1), where X = I = (X1, X2), and X1 ∈ C4×2. Let
X1 =
 1 0.10 1−0.1 0
0 0
 .
By simple computations, the upper bound in (2.4) is 0.7326, and the one in (3.6) is 2.2549.
In summary, we have derived the Hoffman–Wielandt-type residual bound in (2.4) for generalized eigenvalues of definite
pairs, which is an extension of Kahan’s result given in [2]. At the same time, we also obtain the residual bound in (3.3) for
the approximate eigenspace of definite pairs, which improves Theorem 4.2 given in [10].
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