This issue also concerns the interpretation of affective effects as being of lexical or postlexical origin. Sereno and Rayner (2003) proposed that lexical access is underway already around 100 msec after stimulus presentation (see also Dambacher, Kliegl, Hofmann, & Jacobs, 2006; Hinojosa, Martín-Loeches, & Rubia, 2001; and Sereno & Rayner, 2003 , for reviews). However, Kissler, Herbert, Peyk, and Junghofer (2007) found ERP correlates of emotional word processing not before 200 msec, and concluded that emotional processing occurs after lexical access (cf. Herbert, Junghofer, & Kissler, 2008) . Kissler et al. (2007) used a rapid serial visual presentation paradigm in which no decision was required after word presentation. However, if affective information processing provides an evolutionary advantage because it allows for making faster decisions, tasks requiring speeded decisions might produce different results. We thus used a lexical decision task in order to test whether emotional information is still processed after lexical access, even when a fast decision is required. Since positive emotional valence independent of arousal. For this purpose, we used a condition of low-arousal positive words. For negative words, in contrast, we tested whether the inconsistent behavioral findings of previous studies can be attributed to arousal by comparing high-and lowarousal negative conditions. This resulted in four stimulus categories that were matched for various potentially confounding variables (Fs 1; see Table 1 ). Positive, neutral, and low-arousal negative words were matched for their arousal level. High-arousal negative words were matched with respect to valence to the low-arousal negative words, but were maximized with respect to arousal (see Table 1 ; for further details, see the Method section).
In addition to testing whether the behavioral facilitation for positive words occurs when arousal is controlled for, and whether arousal modulates the behavioral facilitation in negative words, we targeted the time frame of the processes responsible for the behavioral facilitation. Note-The ranges of the rating variables are: valence, 3 to 3; imageability, 1 to 7; and arousal, 1 to 5. Word frequency is given as occurrence per 1 million words. Type measures denote the number of words in which the sublexical unit occurs in a lemma corpus of 51,207 words. Token measures indicate the summed word frequencies of these words.
ables were matched (all Fs 1; see Table 1 ). Estimates for emotional valence and imageability were taken from the Berlin Affective Word List in its revised form (BAWL-R; Võ et al., 2009 ). Emotional valence ratings ranged from 3 (very negative) to 3 (very positive), imageability ratings from 1 (low imageability) to 7 (high imageability), and arousal ratings from 1 (low arousal) to 5 (high arousal ). Word frequency measures are given in occurrences per million (Baayen, Piepenbrock, & Gulikers, 1995) . Mean letter and bigram frequencies were taken from the lemma corpus of Hofmann, Stenneken, Conrad, and Jacobs (2007) . Respectively 100 nonwords were generated by replacing the vowel of a nontarget word with either another vowel (e.g., ERREGER ERREGUR) or a consonant (e.g.,
MOKKA MOKKW).

Procedure
Participants were seated on a comfortable chair in front of a 17-in. color monitor (70 Hz) in a dimly illuminated room. Distance from eye to monitor was about 70 cm. The participants were instructed to respond as fast and as accurately as possible. Experimental stimuli were presented in two blocks, each comprising 200 stimuli. Both blocks contained an equal number of nonwords and words of each stimulus category, and did not differ in any of the control or manipulation variables (see Table 1 ; Fs 1). The participants were briefed to press the left index finger for words and the right index finger for nonwords in the first block. This assignment was reversed for the other block. The order of blocks was counterbalanced across participants. Each block was preceded by 10 practice stimuli.
Stimuli were presented in black uppercase letters (Times New Roman font, 20 pt) on a white screen by Presentation 9.0 software (Neurobehavioral Systems, Inc., Albany, Canada) in a pseudorandomized fashion. No more than three words or nonwords were allowed to appear consecutively. Each trial began with a fixation cross ( ) presented for 700 msec, followed by the stimulus for 1,000 msec. Participants were instructed to respond before the stimulus offset. After a blank screen appeared for 500 msec, a mask (#####) was presented for 1,500 msec. Participants were instructed to blink only during the masking period.
Data Acquisition
EEG data were recorded by a 32-channel amplifier (Brainamp; Brain Products, Germany) using 28 electrodes attached to an elastic cap (EASYCAP, Germany). These were referenced to the right mastoid. Vertical EOG was recorded above and below the right eye, and the horizontal EOG on the outer canthus of each eye. Impedances for the EOG electrodes were kept below 10 k , and all other electrodes were kept below 5 k . EEG data were sampled at 250 Hz. Pupil dilations were concurrently recorded using a videobased IView X Hi-Speed eyetracker (SensoMotoric Instruments, Germany). Pupillometric data were not the primary scope of the present article. Neither emotional valence nor arousal affected the pupillary response. These findings confirmed the results of a prior pupillometric study , but are not uncontroversial (Võ et al., 2008) .
Data Analysis
EEG data analysis was conducted using Brain Vision Analyzer software (Brain Products, Germany). Data were band-pass filtered (0.1-20 Hz). Muscle artifacts, drifts, amplifier blockings, and eye movements were rejected by visual inspection. Blink artifacts were corrected using independent component analysis (Onton, Westerfield, Townsend, & Makeig, 2006) . ERPs were corrected relative to a 200-msec prestimulus baseline and were averaged per subject and condition. Reactions prior to 300 msec were excluded from analyses. Reactions 1 sec poststimulus were not recorded and were counted as errors. Behavioral errors were excluded from electrophysiological and RT analyses. More than 35 trials per subject and condition remained for analyses. In sum, 93% of the trials remained for the analyses of the electrophysiological data. lexical access is assumed to be underway around 100 msec after stimulus presentation (Sereno & Rayner, 2003) , and emotional processing has been found to affect the ERP time course from 80 to 120 msec (Scott, O'Donnell, Leuthold, & Sereno, 2009 ), the present study targeted this time frame. Scott et al.'s results already challenged Kissler et al.'s proposal of affective information acting after lexical access. This suggests the necessity of specifying conditions for the occurrence of lexical access effects. The participants in the present study were put under severe time pressure. According to the multiple read-out model of word recognition (MROM; Grainger & Jacobs, 1996) , speeded instructions put an emphasis on an early lexical fast-guess mechanism that might favor early affective effects.
To identify the most likely sources of early electrophysiological responses, we conducted sLORETA source localization. We expected the anterior cingulate to emerge as the most likely source, if attention processes were the most likely explanation for response facilitation effects. Carretié, Hinojosa, Martín-Loeches, Mercado, and Tapia (2004) indeed found that an ERP effect in the processing of affective pictures around 100 msec was likely to be localized in the anterior cingulate cortex. Furthermore, Geday, Gjedde, Boldsen, and Kupersa (2003) suggested that the behavioral facilitation found with affective stimuli might result from attentional processes in the medial prefrontal cortex, including the anterior cingulate cortex.
Another region of interest to which LORETA appears to be sensitive is the fusiform gyrus. For example, Pizzagalli et al. (2002) found emotional faces to engage the fusiform gyrus (cf. Geday et al., 2003) in an early time frame starting at 120 msec after stimulus presentation. For word processing, the fusiform gyrus was discussed to act at a visual word form level of processing (Dehaene, Le Clec'H, Poline, Le Bihan, & Cohen, 2002) , or to act as a hub between orthographic and semantic processing (Price & Devlin, 2003) . Support for the latter hypothesis would result from activation differences in the medial temporal gyrus, which was suggested to be involved in semantic processing (Price, 2000) .
METHOD Participants
Twenty native German participants took part in the experiment (16 female, mean age 28 years; 1 was left-handed). They were neurologically healthy and reported no language or speech impairments. Participants received course credits or were paid for their participation.
Materials
The stimulus set consisted of 200 words and 200 nonwords. Word stimuli consisted of 4-to 8-letter German nouns. We used four stimulus conditions, each comprising 50 stimuli. Positive (e.g., RUHM [fame]), neutral (e.g., BEFUND [finding]), and low-arousal negative words (e.g., APATHIE [apathy]) were matched for arousal. Higharousal negative words (e.g., ERDBEBEN [earthquake]; see Table 1) were matched with respect to valence to the low-arousal negative words, but were maximized with respect to arousal. To control for the undesired influences of other variables that are known to affect lexical decision performance (Graf et al., 2005) Figure 1 and Table 2 .
ERPs. There was a significant effect of stimulus condition in the early time window of 80 to 120 msec after the stimulus presentation started [F(3,57) .19] words. Low-arousal words did not differ significantly from neutral words (F 1). In all of these analyses, there were no significant interactions of frontality and/ or anteriocity with the experimental conditions (all Fs 1.4). Only in the analysis comparing high-versus lowarousal negative words did the interaction with laterality provide a nonsignificant trend [F(1,19) Figure 2 for the ERPs of exemplary electrodes. For means and standard errors, see Table 2 .
Neither the time frame of 140-190 msec nor the early posterior negativity (200-250 msec) provided any significant main effects or topography interactions with the experimental conditions (Fs 1.5, ps .22). The late positive component (450-750 msec) showed a significant threeway interaction of laterality, anteriocity, and experimental conditions [F(3,57) 2.8, p .05]. Paired comparisons revealed that only high-arousal negative words provided a significantly greater positivity than neutral words in the left-and right-posterior electrode clusters [ts(19) 2.8, ps .01]. This in part replicates the results of previous studies, which found that high-arousal negative words elicit a greater late positivity than do neutral words (see Kissler et al., 2009; Scott et al., 2009) , but this result may also be explained by the saliency of the relatively rarely occurring arousing stimuli (Donchin & Coles, 1988) .
sLORETA
Positive words did not reveal any significantly greater activation than did neutral words. High-arousal negative words elicited significantly greater activation than did low-arousal negative words in a left occipito-temporal region, including the left fusiform (t 3.46; x, y, z 46, 54, 17) and middle temporal gyri (t 4.18; x, y, z 60, 50, 0; see Figure 3 ). Contrasting high-arousal negative words with neutral words confirmed this activation In order to test for main effects of the stimulus conditions and their potential interactions with topography, we performed a threefactorial ANOVA, comprising the within-subjects factors laterality (left-right), anteriocity (anterior-posterior), and stimulus condition (low-arousal positive, neutral, and negative, and high-arousal negative), followed by planned pairwise comparisons. Positive words were contrasted with neutral words. High-and low-arousal negative words were compared with neutral words, and high-and low-arousal negative words were also contrasted.
For ERP analyses, electrodes were averaged for four regions across the critical time frame of 80 to 120 msec: left anterior (FP1, F3, F7, FC5, T7), right anterior (FP2, F3, F8, FC6, T8 ), left posterior (C3, CP5, P3, P7, O1), and right posterior (C4, CP6, P4, P8, O2). Apart from the targeted early time frame of 80 to 120 msec, we explored other ERP time frames that were investigated by previous studies of affective word processing (see, e.g., Kissler, Herbert, Winkler, & Junghofer, 2009) For estimating the potential neural generators of the early ERP effect, sLORETA analyses (Pascual-Marqui, 2002) were conducted. The averaged ERP data of each subject and condition within the critical time frame (80-120 msec) were submitted to the sLORETA model; thus, images of the electric neuronal activity were derived from the extracranial measurements. These estimated current source densities for each of the 6,430 voxels in MNI (Montreal Neurological Institute) space, each representing 5 mm 3 of brain tissue, were time-frame-wise normalized; that is, the average activation of each time frame was normalized to a constant value. Data were baselinecorrected and log transformed. To correct for multiple comparisons, the was set to p .005 [two-tailed; t(19) 3.17]. Maximal t values of the respective areas are reported.
RESULTS
Behavioral
In the RT analysis, there was a main effect of stimulus condition [F(3,57) Figure 1 and Table 2 .
In the error analysis, there was a main effect of stimulus condition [F(3,57) theoretically based on cognitive information only (Siegle et al., 2002) . In addition to Larsen et al.'s (2008) finding, the present study showed that high-arousal negative words elicited faster RTs and fewer errors than did neutral or low-arousal negative words. Thus, it appears that the inhibitory role of negative valence on word recognition could be overruled by an arousal mechanism, which allows for fast and less error-prone reactions. The observed shortening of RTs for high-arousal negative words is in line with the previous studies' finding of a similar speed-up during lexical decision. Nakic et al. (2006) observed this RT decrease for highly negative but not for moderately negative words. The authors, however, did not control for arousal. Nevertheless, it is likely that the highly negative words were also of high arousal (Bradley & Lang, 1999; Võ et al., 2009) . Moreover, Thomas and LaBar (2005) showed that priming effects during lexical decision are enhanced for high-arousal taboo words as compared with neutral words, whereas low-arousal negative words showed no such enhancement of priming effects. This result has already indicated the influential role of arousal on negative words. The present study goes beyond this finding by showing that arousal also facilitates unprimed word recognition in negative words. Figure 3 ).
DISCUSSION
Whereas the behavioral facilitation to positive words was observed regardless of their arousal level, as was reflected by faster RTs and fewer errors, arousal seems to modulate behavioral responses to negative words. Thus, differences in arousal might explain the inconsistent findings of previous studies using negative words. These studies showed a speed-up (Nakic et al., 2006; Williamson et al., 1991) , no influence (Siegle et al., 2002) , or even a trend toward slowing in lexical decisions (Kuchinke et al., 2005; MacKay et al., 2004) . Most interestingly, another recent study (Larsen et al., 2008) mathematically disentangled the influence arousal on negative words, while canceling out the variance accounted for by various lexical variables. The authors observed longer RTs for emotionally negative words when arousal and other lexical variables were controlled for. The findings of the present study converge with this result, suggesting that emotional information can interfere with a decision that is tal source localization differences that were the result of laterally presented emotional words around 100 msec poststimulus (see also Bernat, Bunce, & Shevrinc, 2001 ). Moreover, since Scott et al.'s (2009) early effect seemed to be modulated by word frequency, and word frequency effects were argued to constitute an upper limit for the time frame of lexical access (e.g., Dambacher et al., 2006; Hauk & Pulvermüller, 2004) , the notion of an early lexical locus of the present ERP effects gains support.
This idea contrasts with Kissler et al.'s (2007) conclusion that emotional processing occurs only after lexical access. We suggest that the evolutionary advantage of emotional information processing in part results from its attribute to speed up decisions, particularly when fast decisions are important. Since no such decisions were required in Kissler et al.'s study, the earliest emotional activation might not have been strong enough to be detected in the ERPs.
Such a lexical interpretation might also imply that semantic information can be activated in this early time frame. Since emotional words seem to trigger more associations than do neutral words, much of the effects of emotional valence may be accounted for by semantic cohesion (Maratos, Allan, & Rugg, 2000; Talmi & Moscovitch, 2004; but see McNeely, Dywan, & Segalowitz, 2004) . Another study, suggesting a semantic, and thus lexical, locus of the present effect comes from Skrandies (1998) . He found that the semantic dimensions of words affect word processing as early as 80 msec after the stimulus presentation. Slightly later, semantically integrative effects during sentence processing have been observed (Penolazzi, Hauk, & Pulvermüller, 2007) .
The early ERP time frame showed the same increased negativity to positive and high-arousal negative words, which may suggest a similar process in both conditions. However, sLORETA could not narrow the most likely neural source for the early ERP effect to positive words, which contrasts with a left occipito-temporal region emerging as the most likely neural source for the early arousal effects for negative words. This divergence points toward the early facilitation processes for low-arousal positive and high-arousal negative words to be based on different neural mechanisms.
Within the left occipito-temporal region's showing a stronger activation to high-arousal negative than to lowarousal negative and neutral words, one subregion was the fusiform gyrus. This region was proposed to act as an interface between visual word form and higher order stimulus properties (Devlin, Jamison, Gonnerman, & Matthews, 2006; Price & Devlin, 2003; but see, e.g., Dehaene et al., 2002; McCandliss, Cohen, & Dehaene, 2003) . Moreover, the largest activation differences were obtained in voxels located in the left medial temporal gyrus, which has been associated with semantic processing (see Price, 2000 , for a review). We thus suggest that the co-activation of the left fusiform and the medial temporal gyrus supports Price and Devlin's (2003) suggestion of the fusiform gyrus operating as a hub mediating between visual word form and higher order stimulus properties, such as semantics.
Apart from Thomas and LaBar's (2005) study, most other previous experiments taking arousal into concern manipulated arousal and emotional valence simultaneously. They presented high-arousal positive and negative words, and contrasted them with low-arousal neutral words (see Kissler et al., 2007; Scott et al., 2009 ). Although controlling for many influential variables in word recognition necessitated less extreme valence manipulations than in previous studies, the present study shows that positive emotional valence still exerted its facilitatory influence when arousal was controlled for. Moreover, arousal determined whether the effect of negative words was facilitatory (high-arousal negative words) or inhibitory (low-arousal negative words), in comparison with that of neutral words. This indicates that low-arousal positive and negative words are processed differently.
The experimental conditions revealing the fastest responses-that is, positive and high-arousal negative words-elicited a greater ERP negativity than did the slower responses to neutral and low-arousal negative words in the time window of 80 to 120 msec. This may be taken as evidence that the behavioral facilitation observed for low-arousal positive and high-arousal negative words stems at least partially from early effects. As such, the present results replicate and extend the findings of Scott et al. (2009) , who found high-arousal negative words to elicit a greater negativity than did low-arousal neutral words in the same time frame. However, this result was obtained only for high-frequency words. In contrast, the present study found the same early ERP arousal effect using low-frequency words (see Table 1 ). Moreover, Scott et al. did not observe the early ERP effect in positive words. This discrepancy might be due to differences in the task and the control variables used in these studies. The participants of the present study were instructed to respond within 1 sec after the stimulus presentation. We suggest that this time pressure may have resulted in an augmented usage of a lexical fast-guess mechanism, as implemented in the MROM (Grainger & Jacobs, 1996) , which puts an emphasis on early processing.
In addition to the control variables of length, word frequency, and valence used by Scott et al. (2009) , we also controlled for imageability, number of syllables, number of orthographic neighbors, and mean type and token letter and bigram frequency (see Table 1 ). The application of these additional control variables may have resulted in a more consistent early processing across items, which might have increased the probability to observe early ERP effects in low-frequency positive and high-arousal negative words. In sum, our results indicate that for negative words, it is the level of arousal and not the negative valence per se that affects the early processing.
Supporting the idea that lexical access for neutral words can be underway around 100 msec poststimulus (Sereno & Rayner, 2003) , the present data suggest that lexical access is speeded in positive and in high-arousal negative words. Thus, the time frame of the present ERP effects (80-120 msec) might capture the initial moments of lexical access in these affective stimuli. Similar to our findings, those of Ortigue et al. (2004) showed occipi-It is intriguing that the present ERP effect ascribed to arousal in negative words was localized in about the same brain region as was Kissler et al.'s (2007) localization of affective word processing. Their finding, however, was observed in a slightly later time frame. Like in the present study, Kissler and colleagues concluded that this effect reflects semantic processing. We propose that all of the early time frames prior to 300 msec contribute to semanticaffective processing. This suggestion is corroborated by Hinojosa, Carretié, Valcárcel, Méndez-Bértolo, and Pozo (2009) . When the task is likely to be performed without semantic information, by identifying letter strings in contrast with nonletter stimuli, none of the early time frames is sensitive to the affective features of words. However, which of the early ERP time frames are more or less sensitive to semantic processing appears to be modulated by the application of a fast-guess mechanism. Computational models of word recognition (Grainger & Jacobs, 1996) can account for such differences in the processing dynamics by modeling differential task demands. Moreover, a computational model of affective word processing proposing that affective features take effect during an initial access to a hypothetical mental lexicon would account for the present results (Kuchinke, 2007) . However, its assumption of arousal affecting positive and negative valence equally requires revision in the light of the present findings.
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