A study is made on the structure problem in a one·dimensional lattice gas model with an interaction being convex, repulsive and of an arbitrary range. It is shown that particle configurations in this model may take commensurate, incommensurate and random structures at the ground state according to two parameters involved, namely the particle concentration and the interaction range. It is also shown that random structures that occur at a finite range tum into commensurate and incommensurate structures in the infinite-range limit. We point out the possible existence of an intermediate structure between ordered and random structures, where the intermediate structure is characterized by structural undecidability and statistical non-independence. Some examples are given including Penrose's lattice in two dimensions and "fractal crystals" presented recently by the present authors. § 1. Introduction
It is the lore of the physics community that a crystalline ordering having translational lattice periodicity is the most stable one among all possible configurations of many-interacting, at least, non-quantum particles_ In the past decade, however, a great variety of materials has been found in which the positions of particles deviate from a regular lattice structure in a periodic way, but the periodicity of this modulation is incommensurate with the underlying lattice_I} The existence of systems with such incommensurate structures has posed the fundamental question: What is the most stable structure among many-interacting classical particles? This structure problem has been studied intensively by Aubry2} on the Frenkel-Kontorova model, a chain of particles coupled via a convex interaction between particles and submitted to a periodic potential with natural lattice spacing.
The basic idea is to observe that the extremalization of the free energy leads to an area-preserving map in dynamic-system problems 3 } when the lattice translation is regarded as a discrete time translation. This map exhibits three kinds of trajectories, that is, periodic, quasi-periodic and chaotic. The problem is to select' from among an infinite number of trajectories the physical one which occurs at the ground state by fixing the incommensurability, i.e., the ratio of the mean particle distance to the underlying lattice spacing. When the incommensurability is rational, the trajectory corresponding to the ground state is periodic, so the ground state is commensurate. When irrational, it is quasi-periodic, so the ground state is incommensurate. Moreover, as the underlying periodic potential increases, a transition takes place from depinned to pinned phases in the incommensurate ground state.
It seems surprizing that the ground state is never chaotic despite the fact that most of the trajectories are chaotic in the strong periodic potential regime. The results due to Aubry may be roughly interpreted 4 ) in terms of the concept of kinks or domain walls, i.e., boundaries between commensurate domains. The incommensurate structure is best described as a series of equally spaced kinks, whereas the chaotic structure consists of randomly spaced kinks pinned to the lattice. When the periodic potential is weak, the kinks are so broad that they overlap strongly. As a result, the kink repulsion overcomes the energy gain due to pinning the kinks to the lattice, so the kinks are depinned. When the periodic potential increases, the pinning energy prevails. The kink-kink interaction is, however, never zero since the tails of kinks extend for a long distance and favor an ordered configuration of kinks pinned to the lattice. Thus the ground state is not chaotic in the Frenkel-Kontorova model at zero temperature.
It is known that classical equilibrium statistical mechanics exhibits some of the typical phenomena of dynamical systems where the group of space translations replaces the group of time translations. In particular, ordinary crystals correspond to periodic states, modulated crystals to quasi-periodic states and fluids to invariant states. Ruelle 5 ) has asked if turbulent crystals corresponding to chaotic states will exist in nature. A turbulent crystal is speculated to be an equilibrium structure, not invariant under translations but having fuzzy peaks in the diffraction pattern. Can simple models that have stable chaotic configurations be found?
In this paper we present a model in which particle configurations may take chaotic or random as well as commensurate and incommensurate structures at the ground state according to certain parameters involved. The model is a onedimensional lattice gas model with interaction being convex, repulsive and of an arbitrary range. The model was previously considered in the infinite-range limit by Hubbard 6 ) and by Pokrovsky and Uimin/) independently, to give the ground state energy, particle configurations and so on. We wish to study the structure problem for any given concentration of particles and given range of interaction. This case should be distinguished from the case where the concentration is not fixed but dependent on a chemical potential or pressure.
In a previous paperS) we considered the ground state energy of this model with a given chemical potential to discuss the crossover from harmless to devil's staircase by increasing the interaction range: In the case of the finite range there is a finite range of chemical potentials that gives the commensurate ground structures for rational concentrations satisfying a certain condition. However, for other concentrations the question about the ground state structure cannot be answered. In order to answer this question, we have to calculate the entropy, which gives a measure of configurational disorder, for configurations minimizing the interaction energy of particles as the function of the concentration as well as of the interaction range. As a result, a global structure of particle configurations that may occur in the model is seen as a function of the interaction range and the concentration. We note that there is no correspondence between the structure problem and dynamic-system problems in the lattice gas model.
The organization of this paper is as follows: In § 2 the model is defined, the structure problem of the model in the infinite-range limit is ~eviewed, and the entropy is calculated. In § 3 the structure problem is solved by making use of the results obtained in the previous section. In the last section, we briefly recapitulate our conclusions with emphasis on our suggestion of the possible existence of an inter· mediate structure between ordered and random structures. There is an Appendix where it is shown that any structures of particles have zero entropy in the infinite range limit. § 2. Entropy
The system under consideration is a one· dimensional lattice gas model with the interaction energy between particles following the equation,
where n; is the occupation number; n;=l if the lattice site, i, is occupied by a particle, and ni=O otherwise. The distance between particles is measured in units of the lattice spacing. lex) is a two-body interaction between particles. Some conditions are imposed on lex) as follows: Condition (0 means that the interaction is repulsive and of a finite range, which is controlled by an integer N r . Condition Oi) means that the interaction is convex and thus ensuring the homogeneous distribution of particles, as will be seen below. Another parameter that participates in determining the particle . configuration is the particle concentration, G, defined by the expressionG=limNo,N~=N/No, where N and No are the total number of particles and the one of lattice sites, respectively. Here, G can be any real number between 0 and 1.
The structure problem is to ask a question: For given N r and G, how is the particle distribution which is determined so as to minimize the interaction energy? In the infinite range limit, i.e., N r -4oo, the problem has been solved by Hubbard 6 ) and by Pokrovsky and Uimin,7) independently, to find the commensurate and incommensurate structures for rational and irrational G, respectively. For their purpose, they have given a method based on a continued fraction expansion of the concentration G. This method provides a tool for the case we consider, i.e., for the case of an arbitrary finite range and its review is begun here.
To begin with, assume the case 0< G-:;;'1/2; the other case 1/2-:;;' G< 1 can be treated similarly by interchanging particles and holes, i.e., unoccupied lattice sites. The concentration, G, is now expanded into the continued fraction equations
where PI, Pz, ...... are positive integers, 0-:;;, Gs-:;;'1/2 for all s, and as=l, -1, or 0 according to whether asGs is positive, negative or zero, respectively. We also impose Cs = ° when ascs = 0. Notice that the definition of these notations is slightly different from the one due to the aforementioned authors. Sequence (2) terminates for a rational c, whereas it continues infinitely for an irrational c. For the case where NT --->00, the particle configuration for a rational c=q/p, where P and q are integers and (p, q)=l, is periodic with period p, and q particles exist in each period.
The configuration for the irrational c is not periodic, but not random either. To be explicit, the configuration is determined as follows. The interaction causes all particles to be spaced a distance PI or PI + al neighbors apart. If it is assumed that the intervals of length P are first-order particles and the intervals of length PI + al are firstcorder holes, the fractions (1 -CI) and CI are the concentrations of the first-order particles and holes, respectively. Note that the concentration of these particles is higher than that of the holes since 0::S;:cs::S;:1/2 for all s. When CI=O, the system is covered only by the first-order particles, and the particles are arranged periodically. This configuration is unique. When CI =foO, the fraction CI is expanded into the expression l/ci = P2+ a2C2 as given in Eq. (2). The second-order particle is constructed by (p2-1) first-order particles and one first-order hole, whereas the second-order hole is constructed by (P2 -1 + a2) first-order particles and one first-order hole. The fractions (1 -C2) and C2 are the concentrations of the second-order particles and holes, respectively.
When C2=0, the system is covered by the second-order particles, and the particles are arranged periodically. This configuration is also unique. When C2=foO, the fraction C2 is expanded into a continued fraction similar to the case CI =foO. In general, this procedure to obtain the configuration is repeated successively as long as Cs=foO. For a rational c, this procedure terminates, whereas it continues ad infinitum for an irrational c.
If the lengths of the ith-order particles and holes are denoted by Xi and Yi, respectively, they may be determined from the recursion relationships
To summarize the case of the infinite range limit, for rational concentrations, some order holes vanish, say Ci=O. Then ai=O so that Xi= Yi• The system is covered by the ith-order particles determining the particle configuration in each period. As a result, a commensurate structure occurs. On the other hand, for irrational concentrations, any order holes remain so that the particle configuration is determined uniquely but has no finite unit cell size. Such a non-periodic but nonrandom structure is termed an incomITlensurate structure. In other words, the incommensurate structure is defined as the limit of some sequence of commensurate structures.
So far we have given the review on the construction of particle configurations at the ground state for the case of the infinite range limit. The working concept is that of some order particles and holes generated from the preceding order particles and holes on the basis of the continued fraction expansion of the concentration. This concept is effective when the interaction satisfies some conditions including the convexity condition,9) so it is applicable to the case of an arbitrary range of interaction we consider in what follows.
The entropy can now be evaluated. For this it is necessary to count all possible configurations that give the same energy. The results will be given first, then their derivations will be explained.
When the range of interaction is finite, whether the interaction between particles becomes effective or not depends on the relative length between the range N r and the mean particle distance 1/c. Accordingly, it is necessary to distinguish'two cases: (6) where m=l, 2, ...... , Iimax-l.
= EmaxC
where m=2, 3, ...... , Iimax-l. Here, Fi(m) (m=O, 1, 2, . .. , Ii~ax-1) is defined by the equation
Now, arguments yielding the entropy summarized above are given. \Ve begin with the case O~c~l/Nr. In this case, particles are so distant that the interdistance between two adjacent particles is greater than or equal to NT. All these configurations give vanishing interaction energy between the particles, so the entropy is evaluated by counting the number of these configurations. This is done as follows: First, arrange all the particles in a line at intervals of N. The number of unoccupied sites by this arrangement, NT, is equal to No(l-cNT) . From this, the number of possible configurations that give zero interaction energy is given by the expression W = N+N,CN, which leads to Eq. (4) in the thermodynamic limit.
Next, we deal with the case l/NT < c~1/2. In this case particles are so dense that they face each other within the range of interaction, and first-order particles and holes begin to be formed and so on. We start by noting that the function F;(m) is the entropy due to all possible configurations wherein the number of the ith-order particles between two adjacent ith-order holes is larger than or equal to m. The expression of E(m) is derived as follows: Suppose that the system is completely occupied by the ith-order particles and holes with lengths Xi and Y i, having concentration (1-Ci) and Ci, respectively. First arrange the particles and holes as ... We are now in a position to derive Eqs. (5)~(7). For the sake of simplicity, the case where imax=l in Eqs. (5)~ (7) is considered. In the case where imax~2 arguments made for the case imax =l can be applied if the imaxth-order particles and holes are regarded as first-order particles and holes, respectively. As a result, the system is now occupied by the first-order particles and holes having concentrations of (1 -CI) and CI, respectively. The total number of these particles and holes, KI, is equal to
It is easy to derive (J=O in Eq. (5) 
In this case, the entropy is given by FI(m).
The integer m must not exceed (II -1). This is confirmed by considering the fact that when 2 Y; + (II -1) XI::::: (Nr -1), the next order particles and holes are formed.
For the case where XI < YI, arguments similar to those made above can be applied. . As the range of interaction increases, the second-order particles and holes are formed and so on. The maximal integer imax satisfying Limax< (Nr-1) gives the condition that the imaxth order particles and holes are formed. The procedure to evaluate the entropy is similar to that for the case considered above, so the arguments yielding the entropy of the system are finished.
In closing this section, some features of the variation of the entropy as a function of the concentration, c,and the interaction range, N r , are noted. This is depicted in Fig. 1: (a) For a given range the entropy vanishes for some concentrations but does not at other concentrations. (b) As the range increases, the entropy falls to zero successively, and at the same time the maximal value of the entropy decreases and behaves roughly as l/Nr because the interaction range defines the lenghts of the entro 5 range=50
.. . largest-order particles and holes. § 3. Structure problem
In the previous section, the entropy for the configurations minimizing the interaction energy of particles as the function of the particle concentration, c, and the range of interaction N r , have been evaluated. Using these results, the structure problem for given c and N r can be solved. The N r determines the correlation length between particles. Consequently, if the condition that the length, Xi, or the ith-order particles is less than or equal to N r and at the same time the expression Ci=O is satisfied, the system is covered by the ith-order particles, and the particles are arranged periodically. As is confirmed by a scrutiny of the expression for the entropy, this condition is satisfied when c is given as elements of a set defined by the equation 8 ) (9) For other concentrations, the system is covered at random by the ith-order particles and holes. As a result, many configurations are allowed and the entropy remains finite. These results are summarized as follows: (i) commensurate structures for cEA(Nr) and (ii) random structures for cEl:A(Nr). In the infinite range limit, commensurate structures occur for all rational concentrations. In other words, A(Nr) exhausts all rationals in the interval [0,1]. For irrational concentrations, the situation is different. In the infinite range limit, the entropy vanishes for any concentration, as proved in the Appendix. Consequently, structures corresponding to irrationals are determined uniquely: The structure is incommensurate, i.e., neither periodic nor random. It is noteworthy that vanishing of the entropy for irrationals proves the unique existence of incommensurate structures that have been defined by the previous authors 6 ), 7) as the limit of some sequence of commensurate structures. § 4. Conclusion and discussion
In this paper we have studied the structure problem in the one-dimensional lattice gas model with convex interaction between particles. The model has two parameters, i.e., the particle concentration and the range of interaction. We have found three kinds of structures as the ground state of the system:
(1) commensurate structures between particles.
It is evident that the random structure is equivalent to the so called "chaotic" structure of particles, i.e., a random distribution of particles. From the physical point of view, it is also equivalent to a turbulent crystal predicted by Ruelle. S ) In fact, the diffraction pattern of the random structure can be shown to be fuzzy.H)
Weare now lead to ask the question: Do these three kinds of structures exhaust all possible stable structures of condensed matter? The authors wish to suggest the existence of a structure different from these. In order to deduce this from the above results, attention is fixed on the number of configurations of W, defined above. In Cases (1) and (2), W is finite, so the configuration is decidable. On the other hand, in Case (3), W diverges as N increases. As a result, the configuration is undecidable. This tye of N-dependence of the function W(N) ensures the statistical independence of the subsystems into which the total system is decomposed.1
)
However, another type of N-dependence of the function W(N) may be expected: W diverges as N increases, but its degree of divergence is not as strong as that of an exponential one like Case (3). The possible structure with this type of N-dependence of W shall be called an intermediate structure. The intermediate structure has, for example, the polynomial dependence of N such as W exNa with a constant a. Thus, two properties of the intermediate structure are extracted:
(i) The structural undecidability that means that W diverges as N increases.
(ii) The statistical non-independence that means that W does not diverge like W exelfN. Some insight into the intermediate structure can be given from these properties. From (i) the intermediate structure is neither periodic nor quasiperiodic, and from (ii) it has zero entropy although many configurations are allowed. In other words, the intermediate structure with these properties is not as regular as the commensurate or incommensurate structure and it is not as disordered as the random structure, so this may be considered as the intermediate structure between the commensurate or incommensurate structure and the random structure.
As an example of the intermediate structure we wish to point out a frustrated Ising-spin system givenby Alexander and Pincus l3 ) where the entropy of the ground state is equivalent to that of a random one-dimensional stacking of two-dimensional sheets, and the number of configurations is WexeaN1I3, where a is some constant. The system has a number of the configurations of one-dimensional character embedded in three dimensions. Do there exist intermediate structures where the particle configuration is random in all directions but has no entropy? We have tried to find these structures in various types of lattice gas models, but have not yet succeeded in one dimension even if the interaction between particles is nonconvex but of a finite range. 14 ) However, we have found them in two dimensions, and termed them "fractal crystals",IS) where W is proportional to Na(a=ln 2/ln 3). This structure is constructed by a heuristic method as Penrose's tiling in two dimensions is done. 16 ) Penrose's tiling in two. dimensions also belongs to this class of structures since it has many configurations but has zero entropy in two dimensions.
As discussed in previous sections, the existence of commensurate, incommensurate or random structures is compatible with the minimization of the free energy. We wish to know if the intermediate structures are compatible with the energetics, and also to know their physical properties. A part of these has been published, 15) but most remain open for future studies.
Appendix
We here prove that the entropy vanishes for any concentration in the infinite range limit. To this end, we consider the entropy for the case of an arbitrary range and let Nr-4oo in it. It is sufficient to deal with the case, 1/Nr<c~1/2. We prove the proposition by evaluating an upper bound for the entropy. For this, we fix attention on Eq. (8). The numerator is not greater than In2 whereas the denominator is greater than X;/2 since O~ci~1/2, and Xi, Yi~O Let N r -4 00. For irrational concentrations, infinite order particles and holes are formed, so (J*-40. For rationals, the entropy vanishes, as seen in § 3. Thus the proposition follows.
