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ON SOLID ERGODICITY FOR GAUSSIAN ACTIONS
REMI BOUTONNET
Abstract. We investigate Gaussian actions through the study of their crossed-
product von Neumann algebra. The motivational result is Chifan and Ioana’s ergodic
decomposition theorem for Bernoulli actions ([4]) that we generalize to Gaussian
actions (Theorem A). We also give general structural results (Theorems 3.4 and 3.8)
that allow us to get a more accurate result at the level of von Neumann algebras.
More precisely, for a large class of Gaussian actions Γ y X, we show that any
subfactor N of L∞(X)⋊Γ containing L∞(X) is either hyperfinite or is non-Gamma
and prime. At the end of the article, we show a similar result for Bogoliubov actions.
1. Introduction
During the past few years, the strategy of using von Neumann algebras to study
probability measure preserving (p.m.p.) actions (or more generally p.m.p. equivalence
relations) has led to several breakthroughs. This fact is mainly due to the deforma-
tion/rigidity technology developed by Popa ([19, 20, 21, 22]) in order to study finite
von Neumann algebras.
Crossed-product von Neumann algebras fit well in the context of deformation/rigidity,
especially when the action involved is a Bernoulli type action. Indeed, Bernoulli actions
admit nice deformation properties, being s-malleable in the sense of Popa ([19]), but
also a very strong mixing property. Thus these actions have been intensively studied
and many deep results have been discovered (see [4, 12, 13] for example).
Another class of s-malleable actions is Gaussian actions. Recall that if Γ is a countable
group and π : Γ → U(H) is a unitary representation of Γ, there exist (see [17] for
instance) a standard probability space (X,µ) and a pmp action of Γ on X, such that
H ⊂ L2(X), as representations of Γ. This action is called the Gaussian action induced
by the representation π.
Although Gaussian actions are not as mixing as Bernoulli actions, we show that
some results about Bernoulli actions can be generalized. This will be the case of the
following theorem.
Theorem 1.1 (Chifan-Ioana, [4]). Let Γ y I be an action of a discrete countable
group on a countable set I, with amenable stabilizers ( i.e. Stab(i) = {g ∈ Γ, g · i = i}
is amenable for all i ∈ I). Consider the generalized Bernoulli action Γy ([0, 1],Leb)I
given by g · (xi)i = (xg−1·i)i and RIΓ = R(Γy ([0, 1],Leb)I) the associated equivalence
relation.
Then RIΓ is solidly ergodic1, that is, RIΓ has the following property :
“For any sub-equivalence relation R ⊂ RIΓ, there exists a countable partition X =⊔
n∈NXn of X into measurable R-invariant subsets with :
• R|X0 hyperfinite ;
• R|Xn is strongly ergodic for all n ≥ 1.”
Moreover, a similar decomposition applies for any quotient relation of R.
1Terminology introduced by Gaboriau in [8, Section 5].
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Recall that a pmp equivalence relation on (X,µ) is said to be strongly ergodic if
for any asymptotically invariant sequence (An) of measurable subsets of X, one has
limn µ(An)(1 − µ(An)) = 0. Also a pmp equivalence relation S on a space X ′ is a
quotient of a pmp relation R on X if there exists an onto pmp Borel map p : X → X ′
such that S = p(2)(R), where p(2)(x, y) = (p(x), p(y)).
As Chifan and Ioana explained in their paper, Theorem 1.1 is related to Gaboriau
and Lyons’s theorem on von Neumann’s problem about non-amenable groups2 : In [9],
Gaboriau and Lyons gave a positive answer to von Neumann’s problem in the mea-
surable setting. It turns out that one of the main steps of their proof can be deduced
from Theorem 1.1. For a survey on that topic, see [11].
To prove Theorem 1.1, Chifan and Ioana showed [4, Proposition 6] that a measure-
preserving equivalence relation on a probability space (X,µ) is solidly ergodic if and
only if Q′∩LR is amenable for any diffuse subalgebra Q ⊂ L∞(X,µ). Here LR denotes
the von Neumann algebra associated to R ([7]).
With the same strategy, we will prove the analogous result for Gaussian actions,
with reasonable restrictions on the representation we start with.
Definition 1.2 (Vaes, [29]). A representation π : Γ y O(H) of a discrete countable
group Γ is said to be mixing relative to a family S of subgroups of Γ if for all ξ, η ∈
H and ε > 0, there exist g1, · · · , gn, h1, · · · , hn ∈ Γ and Σ1, · · · ,Σn ∈ S such that
|〈π(g)ξ, η〉| < ε, for all g ∈ Γ \ ∪ni=1giΣihi.
Theorem A. Let π : Γ → O(HR) be an orthogonal representation of a countable
discrete group Γ. Denote by Γ y (X,µ) the Gaussian action associated to π, and
by Rpi the corresponding equivalence relation on X. Assume that the following two
conditions hold :
(1) Some tensor power of π is tempered (meaning weakly contained in the regular
representation) ;
(2) π is mixing relative to a family S of amenable subgroups of Γ.
Then Rpi is solidly ergodic.
Under an extra mixing condition on π, we get more accurate result on the the
strongly ergodic pieces that appear in solid ergodicity. Moreover, we prove that a
similar decomposition applies to more general algebras than algebras coming from
subequivalence relations. First, we define a weak version of malnormality.
Definition 1.3. A subgroup Σ of a group Λ is said to be n-almost malnormal (n ≥ 1),
if for any g1, · · · , gn ∈ Λ such that g−1i gj /∈ Σ for all i 6= j, the subgroup ∩ni=1giΣg−1i
is finite. It is said to be almost-malnormal if it is n-almost malnormal for some n ≥ 1.
Theorem B. Assume that condition (1) of Theorem A holds and that π is mixing
relative to a finite family S of amenable, almost-malnormal subgroups of Γ. Denote
by M = L∞(X)⋊ Γ the crossed-product von Neumann algebra of the Gaussian action
Γy (X,µ) associated to π.
Let Q ⊂M be a subalgebra such that Q ⊀M LΓ. Then there exists a sequence (pn)n≥0
of projections in Z(Q) with ∑n pn = 1 such that :
• p0Q is hyperfinite ;
• pnQ is a prime factor and does not have property Gamma.
2Von Neumann’s problem asks whether every non-amemable group contains a copy of a free group
or not.
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The following classes of representations satisfy the conditions of the two theorems
above :
• Quasi-regular representations Γ y ℓ2(Γ/Σ) with Σ < Γ amenable and almost
malnormal. Indeed, if Σ is amenable one checks that the associated quasi-
regular representation is tempered. As explained in Example 2.5, in this case
the associated Gaussian action is the generalized Bernoulli shift. Hence, The-
orem A is indeed a generalization of Theorem 1.1.
• Strongly ℓp representations3 with p ≥ 2. Sinclair pointed out in [26] (using
[6, 25]) that these representations admit a tensor power which is tempered,
and they are clearly mixing.
As we will see in section 2.3, if the representation we start with is strongly ℓp for p > 2,
but not tempered, then the associated Gaussian action is not a Bernoulli action.
At the end of the article, we prove the following adaptation of Theorem B in the
context of Bogoliubov actions on the hyperfinite II1 factor (see section 5 for details).
Theorem C. Assume that the representation π is mixing relative to a finite family S of
almost-malnormal amenable subgroups of Γ and has a tensor power which is tempered.
Consider the Bogoliubov action Γ y R on the hyperfinite II1 factor associated to π,
and put M = R⋊ Γ.
Let Q ⊂M be a subalgebra such that Q ⊀M LΓ. Then there exists a sequence (pn)n≥0
of projections in Z(Q) with ∑n pn = 1 such that :
• p0Q is hyperfinite ;
• pnQ is a prime factor and does not have property Gamma.
About the proofs of the main theorems. The proofs of Theorems A and B (and
C as well) rely on a localization theorem (Theorem 3.4) for subalgebras in the crossed-
product M = L∞(X) ⋊ Γ, in the spirit of Theorem 5.2 of [19]. In fact this is a
generalization of Theorem 4.2 in [13], and the proof follows the same lines. Theorem
A will be an immediate consequence of that result (modulo a spectral gap argument),
whereas Theorem B will require more work on the ultraproduct von Neumann algebra
of M (Theorem 3.8).
Structure of the article. Aside from the introduction this article contains 4 other
sections. Section 2 is devoted to preliminaries about Gaussian actions and intertwin-
ing techniques. In Section 3, we use deformation/rigidity techniques to locate rigid
subalgebras in the crossed-product or in its ultraproduct (Theorems 3.4 and 3.8). In
section 4, we prove Theorems A and B. The proof of Theorem C is presented in an
extra-section, devoted to Bogoliubov actions.
Acknowledgement. We are very grateful to Cyril Houdayer for suggesting this prob-
lem, and for all the great discussions and advice that he shared with us. We also thank
Bachir Bekka for explaining Proposition 2.9 to us.
2. Preliminaries
2.1. Terminology, notations and conventions. In this article, all finite von Neu-
mann algebras are equipped with a distinguished faithful normal trace τ .
Every action of a discrete countable group Γ on M is assumed to preserve the trace,
and M ⋊ Γ denotes the associated crossed-product von Neumann algebra, equipped
3A representation π on H is said to be strongly ℓp if for all ε > 0, there exists a dense subspace
H0 ⊂ H such that for all ξ, η ∈ H0, (〈π(g)ξ, η〉) ∈ ℓ
p+ε(Γ), [25]
4 REMI BOUTONNET
with the trace defined by τ(xug) = τM(x)δg,e, for all x ∈M , g ∈ Γ.
If M is a finite von Neumann algebra, denote by L2(M) the GNS construction of
M for its distinguished trace. For a subspace H ⊂ L2(M), put H∗ = JH, where
J : L2(M)→ L2(M) is the anti-linear involution defined by x 7→ x∗, for x ∈M .
If Q ⊂ M are finite von Neumann algebras, the distinguished trace on Q is obviously
the restriction of the distinguished trace on M , and we write EQ : M → Q for the
unique trace-preserving conditional expectation onto Q and eQ : L
2(M) → L2(Q) for
the corresponding projection. Also, U(M) refers to the group of unitary elements in
M , and NM (Q) = {u ∈ U(M) |uQu∗ = Q} denotes the normalizer of Q in M .
If P,Q ⊂ M are von Neumann algebras, an element x ∈M is said to be P -Q-finite if
there exist x1, · · · , xn, y1, · · · , ym ∈M such that
xQ ⊂
n∑
i=1
Pxi, and Px ⊂
m∑
j=1
yjQ.
The quasi-normalizer of Q ⊂M is the set of Q-Q-finite elements in M , and is denoted
QNM (Q).
Finally, given a von Neumann algebra M and two M -M bimodules H and K, we
write H ⊂w K to denote that H is weakly contained in K. Moreover if H and K are
two M -M bimodules, we denote by H ⊗M K the Connes fusion tensor product of H
and K ([16]). If ξ ∈ H is a right bounded vector, and η ∈ K, the element of H ⊗M K
corresponding to ξ ⊗ η is denoted ξ ⊗M η.
2.2. Popa’s intertwining technique. We recall in this section one of the main in-
gredients of Popa’s deformation/rigidity strategy : intertwining by bimodule.
Theorem 2.1 (Popa, [20, 22]). Let P,Q ⊂ M be finite von Neumann algebras and
assume that Q ⊂M is a unital inclusion. Then the following are equivalent.
• There exist projections p ∈ P , q ∈ Q, a normal ∗-homomorphism ψ : pPp →
qQq, and a non-zero partial isometry v ∈ pMq such that xv = vψ(x), for all
x ∈ pPp ;
• There exists a P -Q subbimodule H of L2(1PM) which has finite index when
regarded as a right Q-module ;
• There is no sequence of unitaries (un) ∈ U(P ) such that ‖EQ(x∗uny)‖2 → 0,
for all x, y ∈M .
Following [20], if P,Q ⊂ M satisfy these conditions, we say that a corner of P
embeds into Q inside M , and we write P ≺M Q.
Note that there also exists a “diagonal version” of this theorem (see Remark 3.3 in [28]
for instance) : If (Qk) is a sequence of subalgebras of M such that P ⊀M Qk for all k,
then one can find a sequence of unitaries un ∈ U(P ) such that limn ‖EQk(xuny)‖2 = 0,
for all k ∈ N.
We also mention a relative version4 of Theorem 2.1.
Lemma 2.2 (Vaes, [28]). Let B ⊂M be finite von Neumann algebras, and H ⊂ L2(M)
a B-B sub-bimodule. Assume that there exists a sequence of unitaries un ∈ U(B) such
that
lim
n
‖eB(xunξ)‖2 = 0, for all x ∈M, ξ ∈ H⊥.
Then any B-B sub-bimodule K of L2(M) with dim(KB) < ∞ is contained in H. In
particular, the quasi-normalizer QNM (B)′′ is contained in H ∩H∗.
4meaning relative to a subspace of L2(M)
SOLID ERGODICITY FOR GAUSSIAN ACTIONS 5
Finally we state a specific intertwining lemma, more adapted to crossed-product
von Neumann algebras. Assume that Γ is a discrete countable group, and that S is a
family of subgroups of Γ. Following [2, Definition 15.1.1], we say that a subset F of Γ is
small relative to S, if it is of the form ∪ni=1giΣihi, for some g1, · · · , gn, h1, · · · , hn ∈ Γ,
and Σ1, · · · ,Σn ∈ S.
Also, for any F ⊂ Γ, denote by PF ∈ B(L2(M˜)) the projection onto span{aug | a ∈
A˜, g ∈ F}.
Lemma 2.3 (Vaes, [29]). Assume that Γy N is an action on a finite von Neumann
algebra, and write M = N ⋊ Γ. Let p ∈ M be a projection and B ⊂ pMp be a von
Neumann subalgebra. The following are equivalent.
• B ⊀M N ⋊ Σ, for every Σ ∈ S ;
• There exists a net of unitaries wi ∈ U(B) such that ‖PF (wi)‖2 → 0 for every
subset F ⊂ Γ that is small relative to S.
2.3. Gaussian actions. We will use the following definition of the Gaussian functor,
taken from [29]. It can be checked that this characterizes both of the constructions
given in [1, Appendix A.7] or [17].
Assume that HR is a real Hilbert space. Denote by (A, τ) the unique pair of an
abelian von Neumann algebra A with a trace τ , and A is generated by unitaries
(w(ξ))ξ∈HR such that :
a) w(0) = 1 and w(ξ + η) = w(ξ)w(η), w(ξ)∗ = w(−ξ), for all ξ, η ∈ HR;
b) τ(w(ξ)) = exp(−‖ξ‖2), for all ξ ∈ HR.
It is easy to check that these conditions imply that the vectors (w(ξ))ξ∈HR are linearly
independent and span a weakly dense ∗-subalgebra of A, so that (A, τ) is indeed unique.
Now, for any orthogonal operator U ∈ O(HR), one can define a trace preserving
automorphism θU of A by the formula θU(w(ξ)) = w(Uξ). Hence, to any orthogo-
nal representation π : Γ → O(HR) of a group Γ, one can associate a unique trace
preserving action σpi of Γ on A such that (σpi)g(w(ξ)) = w(π(g)ξ). This action σpi is
called the Gaussian action associated to π. In that context, A will also be denoted Api.
In the sequel, Γ will denote a discrete countable group, and all the representations
considered are assumed to be orthogonal.
Remark 2.4. Let π a representation of Γ and write A = L∞(X,µ). Naturally, σpi
induces a measure preserving action of Γ on (X,µ). Abusing with terminology, this
action is also called the Gaussian action associated to π.
Example 2.5. If Γ acts on a countable set I, then the Gaussian action associated to
the representation π : Γ → O(ℓ2R(I)) is the generalized Bernoulli action with diffuse
basis Γy [0, 1]I .
Proof. Denote by µ0 the Gaussian probability measure on R :
µ0 =
1√
2π
exp(−x2/2)dx,
and put X = RI , equipped with the product measure µ = ⊗Iµ0. Also, for all k ∈ I
denote by Pk : X → R the projection on the kth component. Then (Pk)k∈I is an
orthonormal family in L2(X,µ), so that one can define an embedding φ : ℓ2R(I) →
L2R(X,µ) by φ(δk) = Pk, for all k ∈ I.
Now, for all ξ ∈ ℓ2R(I), put w(ξ) = exp(i
√
2φ(ξ)) ∈ U(L∞(X,µ)). It is easily checked
that these vectors satisfy conditions a) and b) above, and that the action of Γ on I
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is transformed into a shift of variables. Finally, the last thing to verify is that the
von Neumann algebra A generated by the w(ξ)’s is equal to L∞(X,µ). To do so, fix
an increasing sequence (Xn)n of compacts subsets of X such that ∪nXn = X and
limn µ(Xn) = 1 and put pn = 1Xn ∈ L∞(X,µ), n ∈ N. Stone-Weiertrass’ theorem
implies that for all n, Apn contains C(Xn), showing that A = L
∞(X). 
Lemma 2.6. Let π be a representation of Γ. Then Api⊕pi ≃ Api⊗Api and under this
identification, σpi⊕pi = σpi ⊗ σpi.
Proof. Note that Api ⊗Api is generated by the unitary elements w(ξ)⊗w(η), for ξ, η ∈
HR, which satisfy the same relations as the w(ξ⊕ η)’s. Therefore the map w(ξ ⊕ η) 7→
w(ξ) ⊗ w(η), ξ, η ∈ HR extends to a ∗-isomorphism from Api⊕pi onto Api ⊗ Api, that
intertwines the actions σpi⊕pi and σpi ⊗ σpi. 
Using an explicit construction of the Gaussian action (e.g. [17]), one can see that
for a representation π of Γ, L2(Api, τ) is isomorphic (as a Γ-representation) to the
symmetric Fock space S(H) = CΩ⊕⊕n≥1H⊙n of H. From that remark follows the
following result ([17]).
Here σ0pi denotes the unitary representation of Γ on L
2(Api, τ)⊖ C induced by σpi.
Proposition 2.7 (Peterson-Sinclair, [17]). Let π a representation of Γ. Let P be any
property in the following list :
(1) being mixing ;
(2) being mixing relative to a family S of subgroups of Γ ;
(3) being tempered.
Then π has property P if and only if σ0pi does.
As pointed out by Sinclair ([26]), the previous proposition is also valid for the
property : “having a tensor power which is tempered”.
As promised in the introduction, we end this section by showing, for a large class
of groups the existence of Gaussian actions satisfying the assumptions of Theorems A
and B, but which are not Bernoulli actions.
Proposition 2.8. If π is a strongly ℓp representation, p > 2 which is not tempered,
the associated Gaussian action is not a Bernoulli action (with diffuse basis).
Proof. Assume that two representations π and ρ induce conjugate Gaussian actions.
Then Proposition 2.7 implies that π is mixing (resp. tempered) if and only if ρ is
mixing (resp. tempered). But for a representation Γ → O(ℓ2(I)) coming from an
action Γy I, being mixing implies being tempered (because the stabilizers have to be
finite).
Therefore if a representation is mixing but not tempered, its Gaussian action cannot
be conjugate to a generalized Bernoulli action with diffuse basis. 
Proposition 2.9 (Bekka). Every lattice Γ in a non-compact, simple Lie group G with
finite center admits a unitary representation which is strongly ℓp for some p > 2, but
not tempered.
Proof. It is a known fact that G admits an irreducible representation π with no invari-
ant vectors which is not strongly ℓq, for some q > 2. By [6], π is not weakly contained
in the regular representation of G. But by The´ore`me 2.4.2 and The´ore`me 2.5.2 in [5],
there exist a p > 2 such that π is strongly ℓp.
We check that π|Γ satisfies the proposition. It is easy to check that being strongly
ℓp is stable by restriction to a lattice, so we are left to prove that π|Γ is not weakly
contained in the left regular representation λΓ of Γ. Denote by λG the left regular
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representation of G.
Assume by contradiction that π|Γ is weakly contained in λΓ. Then by stability of
weak containment under induction, we get that IndGΓ (π|Γ) is weakly contained in
λG = Ind
G
Γ (λΓ). However, Ind
G
Γ (π|Γ) = π⊗ IndGΓ (1Γ), and since Γ has finite co-volume
in G, the trivial G-representation is contained in IndGΓ (1Γ) = λG/Γ. Altogether, we get
that π is weakly contained in λG, which is absurd. 
Remark 2.10. Every ICC lattice Γ in Sp(n, 1) admits a strongly ℓp representation
such that the crossed-product von Neumann algebra of the associated Gaussian action
is not isomorphic to the crossed-product algebra of a Bernoulli action with diffuse
basis.
Indeed, propositions 2.8 and 2.9 provide a strongly ℓp (p > 2) representation π such
that the associated Gaussian action σ is not conjugate to a Bernoulli action (with
diffuse basis). But Theorem 0.3 in [18] applies, so that σ is OE-superrigid. Indeed, Γ
has property (T) and is ICC, σ is free and mixing because π is mixing (hence faithful
since Γ is ICC), and the next section shows that Gaussian actions are s-malleable
in the sense of Popa. Moreover, [24] implies that since Γ is hyperbolic, the crossed-
product von Neumann algebra associated to σ admits a unique Cartan subalgebra up
to unitary conjugacy. By [7], we obtain that σ is W∗-superrigid.
3. A localisation theorem for rigid subalgebras in the crossed-product
The goal of this section is to prove Theorem 3.4, and Theorem 3.8 allowing to locate
rigid subalgebras in the crossed-product von Neumann M associated to a Gaussian
action, or in its ultraproduct Mω.
3.1. The malleable deformation associated to a Gaussian action. From now
on, π : Γ → O(HR) will denote a fixed orthogonal representation of a countable dis-
crete group Γ on a separable real Hilbert space. In this fixed situation, we will remove
all the π’s in the notations, and simply denote by σ : Γ y A the Gaussian action
associated to π. We use the standard s-malleable deformation of σ ([17]). We recall
the construction for convenience.
Consider the action σ ⊗ σ of Γ on A⊗A. By lemma 2.6, this is the Gaussian action
associated to π ⊕ π.
Define on HR ⊕HR the operators
ρ =
(
1 0
0 −1
)
and θt =
(
cos(πt/2) − sin(πt/2)
sin(πt/2) cos(πt/2)
)
, t ∈ R.
Here are some trivial facts about these operators :
• ∀t ∈ R, ρ ◦ θt = θ−t ◦ ρ ;
• θt and ρ commute with (π ⊕ π)(g) for all g ∈ Γ, t ∈ R ;
• ∀s, t ∈ R, θs ◦ θt = θt+s.
Therefore ρ and (θt) induce respectively an automorphism β and a one-parameter
family (αt) of automorphisms of A⊗A that commute with σ ⊗ σ, and such that
β ◦ αt = α−t ◦ β for all t ∈ R. Observe also that α1 = ε ◦ β, where ε is the flip
a⊗ b 7→ b⊗ a.
Now consider the crossed-product von Neumann algebras M = A ⋊ Γ and M˜ =
(A⊗A)⋊σ⊗σΓ. ViewM as a subalgebra of M˜ using the identificationM ≃ (A⊗ 1)⋊Γ.
The automorphisms defined above then extend to automorphisms of M˜ still denoted
(αt) and β, in a way such that αt(ug) = β(ug) = ug, for all g ∈ Γ.
Being s-malleable, this deformation satisfies Popa’s transversality property.
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Lemma 3.1 (Popa’s transversality argument, [19]). For any x ∈ M and t ∈ R one
has
‖x− α2t(x)‖2 ≤ 2‖αt(x)−EM ◦ αt(x)‖2.
We then check in the following two lemmas that the inclusion M ⊂ M˜ satisfies the
standard spectral gap property (see [19]), which goes with rigidity phenomena.
Lemma 3.2 (Spectral Gap 1). Let M ⊂ M˜ be finite von Neumann algebras and
put H = L2(M˜ ) ⊖ L2(M), with the natural M -M bimodule structure coming from
ML
2(M˜ )M . Assume that some tensor power of MHM is weakly contained in the coarse
bimodule :
∃K ≥ 1, H⊗MK := H ⊗M · · · ⊗M H ⊂w L2(M)⊗ L2(M).
Let ω ∈ βN \ N be a free ultrafilter on N. Then for every subalgebra Q ⊂ M with no
amenable direct summand, one has Q′ ∩ M˜ω ⊂Mω.
Proof. First, note that if H⊗MK is weakly contained in the coarse M -M bimodule,
then this is also the case of H⊗MK+1. Hence one can assume that K is of the form
K = 2k, which will be used later.
Now fix Q ⊂ M such that Q′ ∩ M˜ω * Mω. We will show that Q has an amenable
direct summand.
Since Q′ ∩ M˜ω *Mω, there exist a sequence xn ∈ (M˜)1 such that :
• xn ∈ L2(M˜ )⊖ L2(M), for all n ∈ N ;
• There exists ε > 0 such that ‖xn‖2 ≥ ǫ for all n ∈ N ;
• limn ‖[u, xn]‖2 = 0 for all u ∈ U(Q) ;
• xn = x∗n.
Since xn ∈ (M˜ )1 for all n ∈ N, the vectors xn ∈ H are left and right uniformly
bounded, and one can consider the sequence ξn = xn ⊗M · · · ⊗M xn ∈ H⊗MK .
One checks that these are almost Q-central vectors, because the xn’s are. Let’s show
that up to some slight modifications they are Qq-tracial as well, for some q ∈ Z(Q).
For all n, define by induction elements y
(n)
i ∈ M, i = 1, · · · ,K by y(n)1 = EM (x2n),
y
(n)
i+1 = EM (xny
(n)
i xn). Then an easy computation gives, for all n ∈ N and a ∈M ,
〈aξn, ξn〉 = 〈axny(n)K−1, xn〉 = τ(ay(n)K ).
Moreover, for all n ∈ N, ‖xn‖ ≤ 1 implies ‖y(n)K ‖ ≤ 1. So taking a subsequence if
necessary, one can assume that (y
(n)
K ) converges weakly to some b ∈ Q′ ∩M+.
Claim. τ(b) ≥ ε2K , so that b ∈M is a nonzero element.
To prove this claim, first observe that for any 1 ≤ i, j ≤ K − 1, one has :
τ(y
(n)
i y
(n)
j+1) = τ(y
(n)
i EM (xny
(n)
j xn)) = τ(y
(n)
i xny
(n)
j xn)
= τ(EM (xny
(n)
i xn)y
(n)
j ) = τ(y
(n)
i+1y
(n)
j ).
Remembering that K = 2k, the relation above and Cauchy-Schwarz inequality give :
τ(y
(n)
K ) = τ(y
(n)
2k
) = τ(y
(n)
2k−1
y
(n)
2k−1
)
≥ τ(y(n)
2k−1
)2 ≥ · · · ≥ τ(y(n)1 )2
(k−1)
= τ(x2n)
K/2 ≥ εK .
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This proves the claim. Therefore there exists δ > 0 such that q = χ[δ,∞[(EQ(b)) 6= 0.
Note that q ∈ Z(Q) and take c ∈ Z(Q)+ such that q = cEQ(b).
Finally, we get that the sequence ηn = c
1/2 · ξn ∈ H⊗MK satisfies :
• (ηn) is almost Qq-tracial : ∀a ∈ Qq, limn〈aηn, ηn〉 = τ(c1/2ac1/2b) = τ(aq).
• (ηn) is almost Q-central.
Therefore as Qq-Qq bimodules, we have :
L2(Qq) ⊂w H⊗MK ⊂w L2(M)⊗ L2(M) ⊂w L2(Qq)⊗ L2(Qq),
so that Qq is amenable. 
Lemma 3.3 (Spectral gap 2). Assume that the representation π is such that π⊗K ≺ λ
for some K ≥ 1, then the bimodule MHM = L2(M˜) ⊖ L2(M) is such that H⊗M K is
weakly contained in the coarse bimodule.
Proof. As in the proof of Lemma 3.5 in [29], for any representation η : Γ → U(K),
define a M -M bimodule structure Hη on the Hilbert space L2(M)⊗K, by
(aug) · (x⊗ ξ) · (buh) = augxbuh ⊗ ηg(ξ), for all a, b ∈ A, g, h ∈ Γ, x ∈M, ξ ∈ K.
Since A is amenable then Hη is weakly contained in the coarse bimodule whenever η
is tempered.
But remark that the M -M bimodule L2(M˜)⊖ L2(M) is isomorphic to Hσ0pi , and that
for two representation η1, η2 of Γ, Hη1⊗MHη2 = Hη1⊗η2 . Moreover, from the comment
after proposition 2.7, we have that (σ0pi)
⊗K is tempered. This ends the proof. 
3.2. Position of rigid subalgebras in M . Our aim here is to show the following
theorem, which is an adaptation of [13, Theorem 4.2] in the framework of Gaussian
actions.
Theorem 3.4. Assume that π is mixing relative to a family S of subgroups of Γ. Put
M = A⋊ Γ and define M˜ and (αt) as in the previous subsection.
Let Q ⊂ pMp be a subalgebra such that there exist z ∈ M˜ , t0 = 1/2n (n ≥ 0) and
c > 0 satisfying
|τ(αt0(u∗)zu)| ≥ c, for all u ∈ U(Q).
Put P = NpMp(Q)′′. Then at least one of the following assertions occurs.
(1) P ≺M A⋊ Σ, for some Σ ∈ S ;
(2) Q ≺M LΓ.
Moreover, if the elements of S are almost malnormal in the sense of definition 1.3,
then the above dichotomy can be replaced by :
(1’) Q ≺M C1 ;
(2’) P ≺M A⋊ Σ, for some Σ ∈ S ;
(3’) P ≺M LΓ.
Before proving this theorem, we give two lemmas regarding the position of normal-
izers of subalgebras in M in some specific situations. The first lemma below is Lemma
3.8 in [29], whereas Lemma 3.6 is a variation of Lemma 4.2 in [28].
Lemma 3.5 (Vaes, [29]). Assume that π is mixing relative to a family S of subgroups
of Γ. Let N be a finite von Neumann algebra, and Γy N any action. Put M0 = N⋊Γ,
and M˜0 = (A⊗N)⋊ Γ.
Let p ∈ M0 be a projection and Q ⊂ pM0p a von Neumann subalgebra such that
Q ⊀M0 N ⋊ Σ, for all Σ ∈ S. Then NpM˜0p(Q) ⊂ pM0p.
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The previous lemma will be used in the special cases where Γ y N is either the
Gaussian action (and M0 = M , M˜0 = M˜), or the trivial action (and M0 = LΓ,
M˜0 =M).
Lemma 3.6. Assume that Σ < Γ is a subgroup. Put I = Γ/Σ and consider the
action of Γ on I obtained by multiplication to the left. For a subset I1 ⊂ I, write
Stab(I1) = {g ∈ Γ | g · i = i,∀i ∈ I1} and Norm(I1) = {g ∈ Γ | g · I1 = I1}. Let Γy N
be any action on a finite von Neumann algebra N , and set M0 = N ⋊ Γ.
Let p ∈ L(Stab(I1)) be a projection and B ⊂ pL(Stab(I1))p a subalgebra such that for
all i ∈ I \ I1, B ⊀Stab(I1) L(Stab(I1 ∪ {i})). Then the quasi-normalizer of B in pM0p
is contained in p (N ⋊Norm(I1)) p.
The proof of this lemma is exactly the same as the proof of 4.2 in [28]. We include
it for the sake of completeness.
Proof. By the comment following Theorem 2.1 (diagonal version of that theorem),
there exists a sequence wn ∈ U(B) such that for all i ∈ I \ I1, and all g, h ∈ Stab(I1),
lim
n
‖EL(Stab(I1∪{i})(ugwnuh)‖2 = 0.
Define a B-B bimodule H ⊂ L2(M0) as the closed span of the xug, with x ∈ N and
g ∈ Γ such that gI1 ⊂ I1. Observe that H ∩ H∗ = L2(N ⋊ Norm(I1)). Hence by
the relative intertwining lemma 2.2, it is enough to show that for all x ∈ M0, and all
ξ ∈ H⊥,
lim
n
‖eB(xwnξ)‖2 = 0.
We can assume x = aug, ξ = buh, for a, b ∈ N , g, h ∈ Γ, and hI1 * I1. So write
wn =
∑
k∈Stab(I1)
λn,kuk, λn,k ∈ C. We have
‖EL(Stab(I1))(augwnbuh)‖22 =
∑
k∈Stab(I1)∩g−1 Stab(I1)h−1
|τ(aσgk(b)|2|λn,k|2.
But note that if I = Stab(I1) ∩ g−1 Stab(I1)h−1 is non-empty, then it is contained in
k0 Stab(I1 ∪ {i}), for any k0 ∈ I, i ∈ hI1 \ I1. Hence,
‖EL(Stab(I1))(augwnbuh)‖2 ≤ ‖a‖2‖b‖2‖EL(Stab(I1∪{i})(uk−10 wn)‖2,
which goes to 0 as n goes to infinity because k0 ∈ I ⊂ Stab(I1). Since B ⊂ L(Stab(I1)),
we get the result. 
Lemma 3.6 will be used by the means of the following proposition.
Corollary 3.7. Let Γy N be any action, and put M0 = N ⋊ Γ.
If Q ⊂ pM0p is a diffuse von Neumann algebra such that Q ≺M0 LΣ for an almost mal-
normal subgroup Σ ⊂ Γ (Definition 1.3), then P ≺M0 N⋊Σ, where P = QN pM0p(Q)′′.
Proof. Use the notations of Lemma 3.6 and take n ≥ 1 such that Σ is n-almost
malnormal. Since Q is diffuse, one has Q ⊀M0 L(Stab(I0)) for |I0| ≥ n because
Stab(I0) = ∩gΣ∈I0gΣg−1 is finite. Hence one can consider a maximal finite subset
I1 ⊂ I = Γ/Σ such that Σ ∈ I1 and Q ≺M0 L(Stab(I1)).
But as explained in [28, Remark 3.8], there exist projections q0 ∈ Q, p0 ∈ L(Stab(I1)),
a ∗-homomorphism ψ : q0Qq0 → p0L(Stab(I1))p0, and a non-zero partial isometry
v ∈ q0M0p0 such that xv = vψ(x), for all x ∈ q0Qq0, and
ψ(q0Qq0) ⊀L(Stab(I1)) L(Stab(I1 ∪ {i})),
for all i ∈ I \ I1.
By Lemma 3.6, this implies that v∗Pv ⊂ QN p0M0p0(ψ(q0Qq0))′′ ⊂ N ⋊ Norm(I1).
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Therefore P ≺M0 N ⋊ Stab(I1), because Stab(I1) < Norm(I1) is a finite index sub-
group. But by assumption Σ ∈ I1, so that Stab(I1) ⊂ Σ. 
Proof of Theorem 3.4. To simplify notations, we assume that p = 1 ; the proof is ex-
actly the same in the general case.
Suppose that (1) is false, that is, no corner of P embeds into A⋊ Σ inside M , for all
Σ ∈ S. We will prove that Q ≺M LΓ.
First, a classical convex hull trick (as in the proof of Lemma 5.2 in [19]) implies that
there exist a non-zero partial isometry v0 ∈ M˜ such that for all x ∈ Q, xv0 = v0αt0(x).
In particular, v0 is Q-αt0(Q) finite.
Now we show that there exists a non-zero element a ∈ M˜ which is Q-α1(Q) finite. To
do so, observe that if v ∈ M˜ is Q-αt(Q) finite for some t > 0, then for any d ∈ NM (Q),
the element αt(β(v
∗)dv) is Q-α2t(Q) finite. The following claim is enough to prove the
existence of a.
Claim. For any nonzero element v ∈ M˜ , there exists d ∈ NM(Q) such that β(v∗)dv 6= 0.
Assume by contradiction that there exists a v 6= 0 with β(v∗)dv = 0, for all d ∈ NM (Q).
Denote by q ∈ M˜ the projection onto the closed linear span of {range(dv) | d ∈
NM (Q)}. We see that β(q)q = 0 and q ∈ P ′ ∩ M˜ . By lemma 3.5, since P ⊀M A⋊ Σ
for all Σ ∈ S, we have P ′ ∩ M˜ ⊂M , so that q ∈M and β(q) = q. Hence q = 0, which
contradicts the fact that q ≥ vv∗ 6= 0.
Considering the Q-α1(Q) bimodule span(Qaα1(Q)), we see that α1(Q) ≺M˜ Q. Let’s
check that this implies that Q ≺M LΓ.
Reasoning again by contradiction, assume that Q ⊀M LΓ. Popa’s intertwining lemma
2.1 then implies that there exists a sequence (wn) ⊂ U(Q) such that for all x, y ∈M ,
limn ‖ELΓ(xwny)‖2 = 0.
We claim that limn ‖EM (xα1(wn)y)‖2 = 0 for all x, y ∈ M˜ . By a linearity/density
argument, it suffices to prove this equality for x = (a ⊗ b)ug and y = (c ⊗ d)uh, with
a, b, c, d ∈ A, g, h ∈ Γ. Now writing wn =
∑
k∈Γ xk,nuk, an easy calculation gives
‖EM (xα1(wn)y)‖22 =
∥∥∥∥∥EM
(∑
k
(aσgk(c)⊗ bσg(xk,n)σgk(d)) ugkh
)∥∥∥∥∥
2
2
=
∑
k
‖aσgk(c)‖22 |τ(bσg(xk,n)σgk(d))|2
≤
∑
k
‖a‖2∞‖c‖22 |τ(bσg(xk,n)σgk(d))|2
= ‖a‖2∞‖c‖22‖ELΓ ((bug)wnd) ‖22,
which tends to 0 when n goes to infinity. This contradicts α1(Q) ≺M˜ M .
For the moreover part, assume that (1’) and (2’) are not satisfied. By Proposition
3.7, since (2’) does not hold true, we get that Q ⊀M LΣ for all Σ ∈ S. Furthermore,
the first part of the theorem implies that Q ≺M LΓ. Now, proceeding as in the proof
of Theorem 4.1 (step 5) in [20], one checks that Lemma 3.5 implies the result. 
3.3. Position of rigid subalgebras in Mω. In view of studying property Gamma,
our goal is now the following theorem, that should be compared to Theorem 3.2 of
[12].
Theorem 3.8. Assume that π is mixing relative to a finite family S of almost mal-
normal subgroups of Γ. Let ω ∈ βN \N and let B ⊂Mω be a von Neumann subalgebra
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such that the deformation converges uniformly to the identity on (B)1. Then one of
the following holds.
(1) B ≺Mω C1 ;
(2) B ⊂ Aω ⋊ Γ ;
(3) B′ ∩M ≺M A⋊ Σ, for some Σ ∈ S ;
(4) B′ ∩M ≺M LΓ.
Before proving the theorem we recall some terminology and give a technical lemma,
which is the first part of Lemma 3.8 in [29].
A subset F of Γ is said to be small relative to S if it is of the form ∪ni=1giΣihi, for
some g1, · · · , gn, h1, · · · , hn ∈ Γ, and Σ1, · · · ,Σn ∈ S. We denote by Ss the set of
all such small sets. For any F ⊂ Γ, denote by PF ∈ B(L2(M˜ )) the projection onto
span{aug | a ∈ A˜, g ∈ F}.
As observed in the proof of Lemma 5.5 in [23], though PF might not restrict to a
bounded map on M˜ (for the norm ‖ · ‖) for any F , it restricts well to a completely
bounded map whenever F is a finite union of giΣihi’s with gi, hi ∈ Γ, and each Σi < Γ
being a subgroup. Indeed, if F = gΣh, then PF (x) = ugEA˜⋊Σ(u
∗
gxu
∗
h)uh is completely
bounded on M˜ . Now if F = ∪ni=1Fi, with Fi = giΣihi, then the projections PFi
commute and PF = 1− (1− PF1) · · · (1− PFN ) is completely bounded as well.
Lemma 3.9 (Vaes, [29]). Assume that π is mixing relative to a family S of subgroups
of Γ.
For a finite dimensional subspace K ⊂ A⊖C1, denote by QK the orthogonal projection
of L2(M˜ ) onto the closed linear span of (a⊗ b)ug, g ∈ Γ, a ∈ A, b ∈ K.
For every finite dimensional K ⊂ A ⊖ C1, every x ∈ (M˜ )1 and every ε > 0, there
exists F ∈ Ss such that
‖QK(vx)‖2 ≤ ‖PF (v)‖2 + ε, for all v ∈ (M)1.
Proof of Theorem 3.8. The proof goes in two steps. In the first step, we show that the
result is true if we replace condition (2) by
(2′) ∀ε > 0, ∀x = (xn) ∈ B, ∃F ∈ Ss : lim
n→ω
‖PF (xn)− xn‖2 < ε.
The second step consists in showing that (2’) implies (2) or (3).
Step 1. Assume that (1) and (2’) are not satisfied. We will show that there exist
t0 = 1/2
n0 , c > 0 and z0 ∈ M˜ such that
(3.a) |τ(αt(u)z0u∗)| ≥ c, for all u ∈ U(B′ ∩M).
Theorem 3.4 will then conclude.
Denote by E ⊂ L2(M˜ω) the ‖ · ‖2-closed span of {(PF (xn)) | (xn) ∈ M˜ω, F ∈ Ss}, and
by P ∈ B(L2(M˜ω)) the orthogonal projection onto E. One checks that P commutes
with αt for all t ∈ R, and also with left and right actions ofM . Moreover, P (L2(Mω)) ⊂
L2(Mω).
Condition (2’) being not satisfied, there exists x ∈ B, with ‖x‖2 = 1 such that x /∈ E.
Then x−P (x) ∈ L2(Mω) is non zero, and has a norm ‖ · ‖2 smaller or equal to 1. Fix
ε very small, say ε = ‖x− P (x)‖22/1000 ≤ 1/1000, and take y = (yn) ∈Mω such that
‖x− P (x)− y‖2 ≤ ε. Also choose t = 1/2n such that ‖αt(x)− x‖2 ≤ ε.
Then y is easily seen to satisfy the following three conditions :
• ‖αt(y)− y‖2 ≤ 3ε ;
• ‖[y, a]‖2 ≤ 2ε, for all a ∈ (B′ ∩M)1 ;
• limn→ω ‖PF (yn)‖2 ≤ ε, for all F ∈ Ss.
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We show that t0 = 2t and z0 = EM˜ (yy
∗) satisfy (3.a).
Take u ∈ U(B′∩M). For all a ∈M define δt(a) = αt(a)−EM ◦αt(a) ∈ M˜ ⊖M . Now,
consider a finite dimensional subspace K ⊂ A⊖ C1 such that ‖QK(δt(u))− δt(u)‖2 <
ε/ limn ‖yn‖2, whereQK is defined as in Lemma 3.9. Note that QK is rightM -modular,
and that QK ◦ EM = 0. We have
‖δt(u)y‖22 = limn→ω〈δt(u)yny
∗
n, δt(u)〉
≈ε lim
n→ω
〈δt(u)yny∗n, QK(δt(u))〉
= lim
n→ω
‖QK(δt(u)yn)‖22
= lim
n→ω
‖QK(αt(u)yn)‖22
≈8ε lim
n→ω
‖QK(ynαt(u))‖22.
But by Lemma 3.9, there exists F ∈ Ss such that for all n,
‖QK(ynαt(u))‖22 ≤ ‖PF (yn)‖22 + ε.
Combining all these approximations and inequalities, we get on the first hand :
(3.b) ‖δt(u)y‖22 ≤ limn→ω ‖PF (yn)‖
2
2 + 10ε ≤ 11ε.
On the other hand, Popa’s transversality lemma implies ‖α2t(uy)−uy‖2 ≤ 2‖δt(uy)‖2.
Since α2t(u)y − uy ≈6ε α2t(uy) − uy, and δt(uy) ≈3ε δt(u)y (for the norm ‖ · ‖2), we
get
‖α2t(u)y − uy‖2 ≤ 2‖δt(u)y‖2 + 12ε.
Hence
‖α2t(u)y − uy‖22 ≤ 4‖δt(u)y‖22 + 48ε‖δt(u)y‖2 + 144ε2.
But remember that ‖x− P (x)‖2 ≤ 1 and ε ≤ 1/1000, so ‖y‖2 ≤ 2 and 144ε2 ≤ ε. We
obtain using (3.b)
‖α2t(u)y − uy‖22 ≤ 4‖δt(u)y‖22 + 200ε ≤ 300ε.
Developing ‖α2t(u)y − uy‖22, this implies
τ(αt0(u)EM˜ (yy
∗)u∗) = τ(α2t(u)yy
∗u∗) ≥ ‖y‖22 − 150ε
≥ (‖x− P (x)‖2 − ε)2 − 150ε
≥ ‖x− P (x)‖22 − 152ε > 0,
as desired.
Step 2. Assume that condition (2’) holds true, but conditions (2) and (3) are not
satisfied. We will derive a contradiction. What follows should be compared to the
proofs of Lemma 3.6 and Proposition 3.7.
Consider an element x ∈ B \ (Aω⋊Γ) and put y = (yn) = x−EAω⋊Γ(x). Remark that
any element in B′ ∩M commutes with y, because M ⊂ Aω ⋊ Γ.
By condition (2’), there exist Σ ∈ S and g, h ∈ Γ such that
lim
n→ω
‖PΣ(ugynuh)‖2 6= 0.
Now put I =
⊔
Σ∈S Γ/Σ. Since S is finite and its elements are malnormal subgroups
in Γ, there exists a constant κ > 0 such that Stab(I0) is finite for all I0 ⊂ I with
|I0| ≥ κ.
Since y ⊥ Aω⋊Γ we get that limω ‖PStab(I0)(ug′ynuh′)‖2 = 0 for all g′, h′ ∈ Γ whenever
|I0| ≥ κ. Hence there exist I1 ⊂ I finite, g0, h0 ∈ Γ such that
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(3.c) limω ‖PStab(I1)(ug0ynuh0)‖2 = c > 0 ;
(3.d) limω ‖PStab(I1∪{i})(ug′ynuh′)‖2 = 0, for all i /∈ I1, and g′, h′ ∈ Γ.
Put ε = c/5 and take F ∈ Ss such that ‖y − (PF (yn))‖2 < ε. Recall that PF is
completely bounded on M , so that (PF (yn)) is a bounded sequence in M . Write
F = g1Σ1h1 ∪ · · · ∪ gpΣphp as in the definition of small sets relative to S, and set
F0 = {h ∈ Γ | ∃i ≤ p : h−1(h−1i Σi) ∈ I1} =
p⋃
i=1
⋃
gΣi∈I1
h−1i Σig
−1.
Thus F0 is small relative to S.
Claim. limω ‖PStab(I1)(xPF (yn)ξ)‖2 = 0, for all x ∈M , ξ ∈ PΓ\F0(L2(M)).
Since PF (yn) is bounded in norm ‖ · ‖ (and by Kaplanski’s theorem), it is sufficient to
prove this claim for x = ug, g ∈ Γ and ξ = uh, with h ∈ Γ such that h−1(h−1i Σi) /∈ I1
for all 1 ≤ i ≤ p. Write yn =
∑
k∈Γ yn,kuk (and so PF (yn) =
∑
k∈F yn,kuk). We get
‖PStab(I1)(ugPF (yn)uh)‖22 = ‖
∑
k∈F∩g−1 Stab(I1)h−1
σg(yn,k)ughk‖22
=
∑
k∈gFh∩Stab(I1)
‖yn,g−1kh−1‖22
≤
p∑
i=1

 ∑
k∈ggiΣihih∩Stab(I1)
‖yn,g−1kh−1‖22


Now, for i ∈ {1 · · · p}, if the set Fi = ggiΣihih ∩ Stab(I1) is non empty, then it is
contained in ki Stab(I1 ∪ {ii}) for ki ∈ Fi, ii = h−1h−1i (Σi) = h−1(h−1i Σi) /∈ I1.
Therefore, ∑
k∈Fi
‖yn,g−1kh−1‖22 ≤
∑
k∈Stab(I1∪{ii})
‖yn,g−1kikh−1‖22
= ‖PStab(I1∪{ii})(uk−1i gynuh)‖
2
2,
which goes to 0, when n→ ω, because of (3.d). So the claim is proven.
Since (3) is not satisfied, Lemma 2.3 implies that there exists a sequence of unitaries
vk ∈ B′ ∩M such that limk ‖PG(vk)‖2 = 0 for all G ∈ Ss.
Fix k such that ‖PF0(vkuh0)‖2 < εsupn ‖PF (yn)‖ . We get for all n,
‖PStab(I1)(ug0v∗kynvkuh0)‖2 ≤ ‖PStab(I1)(ug0v∗kPF (yn)vkuh0)‖2 + ‖yn − PF (yn)‖2
≤ ‖PStab(I1)(ug0v∗kPF (yn)PΓ\F0(vkuh0))‖2 + ε+ ‖yn − PF (yn)‖2.
By the claim, we can choose n large enough so that ‖PStab(I1)(ug0v∗kynvkuh0)‖2 ≤ 3ε,
and also ‖[vk, yn]‖2 ≤ ε. Thus we obtain :
lim
ω
‖PStab(I1)(ug0ynuh0)‖2 ≤ 4ε < c,
which contradicts (3.c). The proof is complete. 
Remark 3.10. In fact, the above proof can be modified to handle the case where S
is not necessarily finite, but satisfies the following condition : there exists some n ≥ 0,
such that for all Σ1, · · · ,Σn ∈ S, g1, · · · , gn ∈ Γ with giΣi 6= gjΣj (as subsets of Γ),
the set ∩ni=1giΣig−1i is finite. Theorem B will remain true under this softer assumption
(but still requiring that the elements of S are amenable).
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4. Proof of the main results
We start with a proposition combining the spectral gap argument with Theorem
3.4.
Proposition 4.1. Assume that π is mixing relative to a family S of amenable sub-
groups of Γ and has some tensor power which is tempered. Then for any subalgebra
Q ⊂ pMp with no amenable direct summand, one has
P := Q′ ∩ pMp ≺M LΓ.
If in addition the elements of S are almost malnormal in Γ, then
P ≺M C1 or NpMp(P )′′ ≺M LΓ.
Proof. Consider an amplification Qt ⊂ M with t = 1/τ(p), such that Q = pQtp.
Exactly as in the proof of Lemma 5.2 in [19], spectral gap lemmas 3.2 and 3.3, and
Popa’s transversality argument imply that the deformation αt converges uniformly on
(Qt)′ ∩M , and in particular on P = p((Qt)′ ∩M). Now, by Theorem 3.4, the position
of P is described by one of the following situations :
(1) NpMp(P )′′ ≺M A⋊ Σ, for some Σ ∈ S ;
(2) P ≺M LΓ.
But case (1) is impossible because Q ⊂ NpMp(P )′′ has no amenable direct summand,
whereas all the A ⋊ Σ, Σ ∈ S are amenable. The moreover part is a consequence of
the moreover part in Theorem 3.4. 
Proof of theorem A. As pointed out in the introduction, it is enough to show that if
P ⊂ A is a diffuse subalgebra, then Q = P ′∩M is amenable. Hence consider q ∈ Z(Q)
a maximal projection such that qQ is amenable. Assume by contradiction that q 6= 1.
Thus (1− q)Q ⊂ (1− q)M(1− q) has no amenable direct summand, and Theorem 4.1
implies that (1 − q)(Q′ ∩M) ≺M LΓ. Since P ⊂ Q′ ∩M , we get (1 − q)P ≺M LΓ.
This contradicts the fact that P ⊂ A is diffuse. 
Proof of Theorem B. As in the statement of the theorem, assume that the representa-
tion π has a tensor power which is tempered, and that π is mixing relative to a finite
family S of amenable almost malnormal subgroups of Γ.
Consider a subalgebra Q ⊂M such that Q ⊀M LΓ.
Step 1. Construction of the projections pn.
This is similar to the proof of [4, Proposition 6]. Naturally, take for p0 the maximal
projection in Z(Q) such that p0Q is hyperfinite. Let us show that (1 − p0)Z(Q) is
discrete.
Otherwise one can find a projection p ∈ Z(Q) with p ≤ 1− p0 such that pZ(Q) is dif-
fuse. But pQ has no amenable direct summand, and the moreover part of proposition
4.1 implies that either p(Q′ ∩M) ≺M C1 or NpMp(p(Q′ ∩M))′′ ≺ LΓ. The first case
is excluded becuase pZ(Q) is diffuse. The second case would imply that Q ≺M LΓ,
which is impossible as well.
Thus we obtain (at most) countably many projections (pn)n≥0 such that p0Q is hyper-
finite, and pnQ is a non-hyperfinite factor for all n ≥ 1.
Step 2. For any n ≥ 1, pnQ does not have property Gamma and is prime.
An easy amplification argument implies that it is sufficient to show that any non-
hyperfinite subfactor N ⊂M such that N ⊀M LΓ is non-Gamma and prime.
Non Property Gamma. Since N ⊂ M has no amenable direct summand, spectral
gap lemma 3.2 implies that the deformation converges uniformly on N ′ ∩ (M)ω and a
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fortiori on B = N ′ ∩Nω. So we are in the situation of Theorem 3.8.
Assume that N has property Gamma. Then B 6= C1, and a classical argument implies
that B is diffuse. Moreover, by definition of B, we have that N ⊂ B′ ∩M . Since
N ⊀M LΓ and N is non-amenable, cases (3) and (4) case of Theorem 3.8 are not
satisfied, so that B ⊂ Aω ⋊ Γ. We will derive a contradiction from this fact.
As in the proof of Proposition 7 in [14], we can construct a sequence of τ -independent
commuting projections pn ∈ N of trace 1/2, such that (pn) ∈ N ′ ∩ Nω, and if C =
{pn |n ∈ N}′′, then C ′ ∩N is not amenable.
Now, take a non-zero projection q ∈ Z(C ′ ∩ N) such that qC ′ ∩ N has no amenable
direct summand. By Proposition 4.1, we get that qC ≺M LΓ.
At this point, remark that the sequence of unitaries wn = 2pn − 1 ∈ U(C) converges
weakly to 0, and that (wn) ∈ N ′ ∩ Nω ⊂ Aω ⋊ Γ. The following claim leads to a
contradiction.
Claim. For all x, y ∈M, limn ‖ELΓ(xqwny)‖2 = 0.
By Kaplanski’s density theorem, and by linearity, it suffices to prove the claim for
x = auh, y = buk, for a, b ∈ A, h, k ∈ Γ. Write qwn =
∑
g∈Γ an,gug and let ε > 0.
Since (qwn) ∈ Aω ⋊ Γ, there exists F ∈ Γ finite such that
‖PF (qwn)− qwn‖2 < ε
2‖a‖‖b‖ , ∀n ∈ N.
Now we have :
‖ELΓ(xPF (qwn)y)‖22 =
∑
g∈F
|τ(aσh(an,g)σhg(b))|2
=
∑
g∈F
|τ(σh−1(a)qwnu∗gσg(b))|2.
This quantity can be made smaller than ε2/4 for n large enough, and we get that
‖ELΓ(xqwny)‖2 < ε for n large enough. That proves the claim and gives the desired
contradiction.
B. Primeness. If N = N1⊗N2, then N1 and N2 are factors, and one of them, say
N1, is non-amenable. Hence Theorem 3.4 implies that N2 ≺M C1 or N ≺M A⋊Σ for
some Σ ∈ S, or N ≺M LΓ. The only possible case is that N2 is not diffuse, and we see
that N is prime. 
Remarks 4.2. 1) For the part about property Gamma, there is a shorter way to
show that if N ′ ∩ Nω ⊂ Aω ⋊ Γ, then N ′ ∩ Nω = C. Assume that x ∈ Aω ⋊ Γ is N
central. For all g ∈ Γ \ {e}, put xg = EAω(xu∗g). We get for all a ∈ A, axg = xgσg(a),
and so x∗gxga = x
∗
gxgσg(a). So if the action is free (i.e. if π is faithful), we get that
EA(x
∗
gxg) = 0. Thus x ∈ Aω. But by strong ergodicity, N ′ ∩Aω = C. We thank Cyril
Houdayer for this shorter proof. However we prefer to keep the proof of Theorem B
as it is because it does not use the commutativity of A, which will be useful later.
2) The primeness result remains true if we replace the condition of being almost malnor-
mal for the elements in S, by being abelian. Indeed, in that case, write N = N1⊗N2,
with N1 non-amenable. Then the second part of Theorem 3.4 does not apply, but
by Theorem 4.1, we get that N2 ≺M LΓ. Assume that N2 is diffuse. Since it is
a factor, N2 ⊀M LΣ, for all Σ ∈ S. A modified version of lemma 3.5 then gives
N ⊂ NM (N2)′′ ≺M LΓ, which contradicts A ⊂ N .
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5. An adaptation to the case of Bogoliubov actions
5.1. Statement of the Theorem. We first recall the main definitions on the CAR-
algebra and Bogoliubov actions. We refer to chapters 7 and 8 in [10] for a consistent
material on this topic.
Consider a unitary representation (π,H) of a discrete countable group Γ. Denote by
A(H) the CAR-algebra of H. By definition, A(H) is the unique C∗-algebra generated
by elements (a(ξ))ξ∈H such that :
• ξ 7→ a(ξ) is a linear map ;
• a(ξ)a(η) + a(η)a(ξ) = 0, for all ξ, η ∈ H ;
• a(ξ)a(η)∗ + a(η)∗a(ξ) = 〈ξ, η〉, for all ξ, η ∈ H.
Moreover, for any unitary u ∈ B(H), one can define an automorphism θu of A(H) by
the formula θu(a(ξ)) = a(uξ), and the map θ : U(H) → Aut(A(H)) is a continuous
homomorphism for the ultra-strong topology on U(H) and the pointwise norm conver-
gence topology in Aut(A(H)). Hence the representation π gives rise to an action of Γ
on A(H).
Now consider the quasi-free state τ on A(H) associated to 1/2 ∈ B(H). By definition,
τ is determined by the formula :
τ(a(ξm)
∗ · · · a(ξ1)∗a(η1) · · · a(ηn)) = 1
2n
δn,m det(〈ξj , ηk〉).
Then the von Neumann algebra RH on L
2(A(H), τ) generated by A(H) is isomorphic
to the hyperfinite II1 factor and τ is the unique normalized trace on RH . In addition
the action of Γ on A(H) defined above extends to a trace preserving action on RH ,
called the Bogoliubov action associated to π. We recall the statement of the theorem
that we will prove.
Theorem C. Assume that the representation π is mixing relative to a finite family S of
almost-malnormal amenable subgroups of Γ and has a tensor power which is tempered.
Consider the Bogoliubov action Γ y R on the hyperfinite II1 factor associated to π,
and put M = R⋊ Γ.
Let Q ⊂M be a subalgebra such that Q ⊀M LΓ. Then there exists a sequence (pn)n≥0
of projections in Z(Q) with ∑n pn = 1 such that :
• p0Q is hyperfinite ;
• pnQ is a prime factor and does not have property Gamma.
To prove this theorem, we proceed as in the Gaussian case. It would be too heavy
to reprove everything in details, so we just give the main steps and tools of the proof,
hoping that this is enough to convince the reader.
5.2. The deformation of M . Denote by M = R ⋊ Γ, and put M˜ = R˜ ⋊ Γ, where
Γ acts on R˜ = RH⊕H by the Bogoliubov action corresponding to the representation
π ⊕ π. Since H = H ⊕ 0 ⊂ H ⊕ H one has R ⊂ R˜, and the action of Γ on R is the
restriction of the action on R˜, so that M ⊂ M˜ .
On H ⊕ H define θt and ρ as in section 3.1. These unitaries induce a s-malleable
deformation (αt, β) of M˜ .
Before moving forward, we explain the main difference with the Gaussian case.
Note that in M˜ there is also a copy R0 of R coming from 0 ⊕H ⊂ H ⊕H. However
R˜ is certainly not isomorphic to the tensor product R⊗R ≃ R ⊗ R0, because R and
R0 do not commute to each other. To fix this problem we first check the following two
facts, we will see later how to use it.
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(i) The linear span of elements of the form ab with a ∈ R, b ∈ R0 forms an ultra-
strongly dense subalgebra of R˜ ;
(ii) R and R0 are τ -independent.
Before proving the facts, we introduce some notations taken from [27, Exercise XIV.5].
For a unitary representation (ρ,K), denote by θ−1 the automorphism of RK induced
by −id ∈ U(K), and put :
RK,ev = {x ∈ RK | θ−1(x) = x};
RK,odd = {x ∈ RK | θ−1(x) = −x}.
Remark that RK = RK,ev ⊕ RK,odd. Now point (i) follows from the easily checked
relations :
(iii) xy = yx for all x ∈ Rev, y ∈ R0 ;
(iv) xy = θ−1(y)x, for all x ∈ Rodd, y ∈ R0.
To prove (ii), take x ∈ R, and y ∈ R0. If x ∈ Rev, then z ∈ R0 7→ τ(xz) is a trace on
the factor R0 so it is equal to τ(x)τ , and we indeed get τ(xy) = τ(x)τ(y). If x ∈ Rodd,
then τ(xy) = τ(θ−1(y)x) = τ(yθ−1(x)) = −τ(yx) = 0. But it is also true if y = 1 :
τ(x) = 0. Hence, in that case too, we get τ(xy) = τ(x)τ(y). By linearity, this relation
is true for any x ∈ RH .
5.3. Adaptation of the main ingredients and sketch of proof. We first check
that the 2 main ingredients of the proof can be adapted : the spectral gap lemma and
the mixing properties of the action.
Lemma 5.1 (Spectral gap argument). If π is tempered, the following relation between
M -M bimodules is true.
L2(M˜ )⊖ L2(M) ⊂w L2(M)⊗ L2(M)
Proof. We first show an intermediate step.
Claim. If π is weakly contained in the regular representation λ, so is the representation
σ = σ0pi on L
2(RH)⊖ C induced by the Bogoliubov action of π.
To prove this claim, we need to check that for all ξ, η ∈ L2(RH) ⊖ C, the coefficient
function ϕξ,η : g 7→ 〈σg(ξ), η〉 can be approximated on finite subsets of Γ by sums
of coefficient functions of λ. This will be denoted ϕξ,η  λ. By a linearity/density
argument, we can assume that
ξ = a(ξn)
∗ · · · a(ξ1)∗a(η1) · · · a(ηn) and η = η0 − τ(η0),
with η0 = a(ξ
′
1) · · · a(ξ′l)a(η′k)∗ · · · a(η′1)∗. Indeed in that case we will get that ϕh,k ≺ λ
for all h ∈ L2(RH), k ∈ L2(RH) ⊖ C, and in particular for h ∈ L2(RH) ⊖ C. But a
computation gives
〈σg(ξ), η〉 =1/2n+lδn+l,m+k det
(〈σg(ηi), ξ′j〉 〈ηi, ξj〉
〈η′i, ξ′j〉 〈η′i, σg(ξj)〉
)
− 1/2nδn,m det(〈ηi, ξj〉)1/2lδk,l det(〈η′i, ξ′j〉).
Developing the above determinant, we get a linear combination of terms that can
be approximated by coefficient of finite tensor powers of λ, plus a term equal to
det(〈η′i, ξ′j〉) det(〈ηi, ξj〉) if n = m, k = l, and 0 otherwise. Therefore this extra-term
cancels with the second term of the above equality.
So by Fell’s lemma we get ϕξ,η ≺ ⊕nλ⊗n ≺ λ, which proves the claim.
Now we can prove the lemma. First, using the facts (i)-(iv) of the previous subsection
one easily checks the isomorphism of M -M bimodules
L2(M˜)⊖ L2(M) ≃ H1 ⊕H2,
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with H1 = L2(R) ⊗ L2(R0,ev) ⊖ C ⊗ l2(Γ) and H2 = L2(R, θ−1)⊗ L2(R0,odd)⊗ l2(Γ),
and the bimodule structures on H1 and H2 given respectively by
aug(x⊗ ξ ⊗ δh)buk = aσg(x)σhg(b)⊗ σg(ξ)⊗ δghk,
aug(x⊗ η ⊗ δh)buk = aσg(x)θ−1(σhg(b)) ⊗ σg(η)⊗ δghk,
a, x, b ∈ R, ξ ∈ L2(R0,ev)⊖ C, η ∈ L2(R0,odd), g, h, k ∈ Γ.
We have to show that Hi ⊂w L2(M)⊗ L2(M), for i = 1, 2. We do it only for H2, the
case of H1 being similar. By the claim above, we get that
H2 ⊂w L2(R, θ−1)⊗ ℓ2(Γ)⊗ ℓ2(Γ),
with an M -M bimodule structure similar to the one on H2.
In fact, this last bimodule is seen to be isomorphic to L2(M)⊗RL2(R, θ−1)⊗RL2(M),
and since R is amenable, we also have that L2(R, θ−1) ⊂w L2(R) ⊗ L2(R, θ−1). But
L2(R)⊗ L2(R, θ−1) is clearly isomorphic to the coarse R-R bimodule.
In summary, we get that H2 ⊂w L2(M)⊗ L2(M). 
With a little more care, one could show that the conclusion of the above lemma
remains true if one just assume that some tensor power of π is tempered.
Lemma 5.2 (mixing property). Assume that π is mixing relative to a family S of
subgroups of Γ. Then the associated Bogoliubov action σpi is mixing relative to S as
well.
Proof. This is Theorem 2.3.2(1) of [3] in the mixing case. The relative mixing case is
treated in the same way. 
Now using the mixing property and relations (i)-(iv) of the previous subsection, one
can imitate line by line the proof of Lemma 3.8 in [29], so that Lemma 3.5 and Lemma
3.9 can be adapted to this context.
Hence, all the material needed to prove Theorem 3.4 (the one about the position of
subalgebras in M) admits an analogous in the setting of Bogoliubov actions, so that
this holds true for these actions (under the same assumptions on π). The reader may
have noticed that there is a step in the proof that needs to be adapted5, but it all
works thanks to the properties (i)-(iv) of the previous subsection.
Now Theorem 3.8 (the one about the position of subalgebras in Mω) and then
Theorem C can be proven exactly as in the Gaussian case.
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