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We review the recent results on development of vector models of spin and apply them to study the
influence of spin-field interaction on the trajectory and precession of a spinning particle in external
gravitational and electromagnetic fields. The formalism is developed starting from the Lagrangian
variational problem, which implies both equations of motion and constraints which should be pre-
sented in a model of spinning particle. We present a detailed analysis of the resulting theory and
show that it has reasonable properties on both classical and quantum level. We describe a number of
applications and show how the vector model clarifies some issues presented in theoretical description
of a relativistic spin: A) One-particle relativistic quantum mechanics with positive energies and its
relation with the Dirac equation and with relativistic Zitterbewegung; B) Spin-induced non commu-
tativity and the problem of covariant formalism; C) Three-dimensional acceleration consistent with
coordinate-independence of the speed of light in general relativity and rainbow geometry seen by
spinning particle; D) Paradoxical behavior of the Mathisson-Papapetrou-Tulczyjew-Dixon equations
of a rotating body in ultra relativistic limit, and equations with improved behavior.
I. INTRODUCTION
Basic notions of Special and General Relativity have been formulated before the discovery of spin, so they describe
the properties of space and time as they are seen by spinless test-particle. It is natural to ask, whether these notions
remain the same if the spinless particle is replaced by more realistic spinning test-particle. To analyze this issue, it
is desirable to have a systematic formalism for semiclassical description of spinning degrees of freedom in relativistic
(Poincare´ invariant) and generally covariant theories.
Search for the relativistic equations that describe evolution of rotational degrees of freedom and their influence
on the trajectory of a rotating body represents a problem with almost centenary history [1–7]. The equations are
necessary for current applications of general relativity on various space-time scales: for analysis of Lense-Thirring
precession [8], for accounting spin effects in compact binaries and rotating black holes [9, 10], and in discussion of
cosmological problems, see [11] and references therein. Closely related problem consists in establishing of classical
equations that could mimic quantum mechanics of an elementary particle with spin in a semiclassical approximation
[12–16]. While the description of spin effects of relativistic electron is achieved in QED on the base of Dirac equation,
the relationship among classical and quantum descriptions has an important bearing, providing interpretation of results
of quantum-field-theory computations in usual terms: particles and their interactions. Semiclassical understanding
of spin precession of a particle with an arbitrary magnetic moment is important in the development of experimental
technics for measurements of anomalous magnetic moment [17, 18]. In accelerator physics [19] it is important to
control resonances leading to depolarization of a beam. In the case of vertex electrons carrying arbitrary angular
momentum, semiclassical description can also be useful [20]. Basic equations of spintronics are based on heuristic and
essentially semiclassical considerations [21]. It would be very interesting to obtain them from first principles, that is
from equations of motion of a spinning particle.
Hence the further development of classical models of relativistic spinning particles/bodies represents an actual
task. A review of the achievements in this fascinating area before 1968 can be found in the works of Dixon [5] and
in the book of Corben [15]. Contrary to these works, where the problem was discussed on the level of equations of
motion, our emphasis has been placed on the Lagrangian and Hamiltonian variational formulations for the description
of rotational degrees of freedom. Taking a variational problem as the starting point, we avoid the ambiguities and
confusion, otherwise arising in the passage from Lagrangian to Hamiltonian description and vice-versa. Besides, it
essentially fixes the possible form of interaction with external fields. In this review we show that so called vector
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2model of spin represents a unified conceptual framework, allowing to collect and tie together a lot of remarkable ideas,
observations and results accumulated on the subject after 1968.
The present review article is based mainly on the recent works [22–31]. In [22] we constructed final Lagrangian for
a spinning particle with an arbitrary magnetic moment. In [23] we presented the Lagrangian minimally interacting
with gravitational field, while in [24, 25] it has been extended to the case of non minimal interaction through the
gravimagnetic moment. In all cases, our variational problem leads to both dynamical equations of motion and
appropriate constraints, the latter guarantee the fixed value of spin, as well as the spin supplementary condition
Sµνpν = 0. The works [25–31] are devoted to some applications of the vector model to various classical and quantum
mechanical problems.
We have not tried to establish a variational problem of the most general form [32, 33]. Instead, the emphasis has
been placed on the variational problem leading to the equations which are widely considered the most promising
candidates for description of spinning particles in external fields. For the case of electromagnetic field, the vector
model leads to a generalization of approximate equations of Frenkel and Bargmann, Michel and Telegdi (BMT) to
the case of an arbitrary field. Here the strong restriction on possible form of equations is that the reasonable model
should be in correspondence with the Dirac equation. In this regard, the vector model is of interest because it yields
a relativistic quantum mechanics with positive-energy states, and is closely related to the Dirac equation.
Concerning the equations of a rotating body in general relativity, the widely assumed candidates are the Mathisson-
Papapetrou-Tulczyjew-Dixon (MPTD) equations. While our vector model has been constructed as a semiclassical
model of an elementary spin one-half particle, it turns out to be possible to apply it to the case: the vector model
with minimal spin-gravity interaction and properly chosen parameters (mass and spin, see below), yields Hamiltonian
equations equivalent to the MPTD equations. In the Lagrangian counterpart of MPTD equations emerges the term,
which can be thought as an effective metric generated along the world-line by the minimal coupling. This leads to
certain problems if we assume that MPTD equations remain applicable in the ultra-relativistic limit. In particular,
three-dimensional acceleration of MPTD particle increases with velocity and becomes infinite in the limit. Therefore
we examine the non-minimal interaction, this gives a generalization of MPTD equations to the case of a rotating body
with gravimagnetic moment [108]. We show that a rotating body with unit gravimagnetic moment has an improved
behavior in the ultra-relativistic regime and is free from the problems detected in MPTD-equations.
Notation. Our variables are taken in arbitrary parametrization τ , then x˙µ = dx
µ
dτ . The square brackets mean
antisymmetrization, ω[µpiν] = ωµpiν − ωνpiµ. For the four-dimensional quantities we suppress the contracted indexes
and use the notation x˙µGµν x˙
ν = x˙Gx˙, Nµν x˙
ν = (Nx˙)µ, ω2 = gµνω
µων , µ, ν = 0, 1, 2, 3. Notation for the scalar
functions constructed from second-rank tensors are θS = θµνSµν , S
2 = SµνSµν . When we work in four-dimensional
Minkowski space with coordinates xµ = (x0 = ct, xi), we use the metric ηµν = (−,+,+,+), then x˙ω = x˙µωµ =
−x˙0ω0 + x˙iωi and so on. Levi-Civita tensors in four and three dimensions are defined by 0123 = −0123 = 1
and ijk = ijk = 1. Suppressing the indexes of three-dimensional quantities, we use bold letters, v
iγija
j = vγa,
viGiµv
µ = vGv, i, j = 1, 2, 3, and so on.
The covariant derivative is ∇Pµ = dPµdτ + Γµαβ x˙αP β . The tensor of Riemann curvature is Rσλµν = ∂µΓσλν −
∂νΓ
σ
λµ + Γ
σ
βµΓ
β
λν − ΓσβνΓβλµ.
Electromagnetic field:
Fµν = ∂µAν − ∂νAµ = (F0i = −Ei, Fij = ijkBk),
Ei = −1
c
∂tAi + ∂iA0, Bi =
1
2
ijkFjk = ijk∂jAk. (1)
II. LAGRANGIAN FORM OF MATHISSON-PAPAPETROU-TULCZYJEW-DIXON EQUATIONS OF A
ROTATING BODY
Equations of motion of a rotating body in curved background formulated usually in the multipole approach to
description of the body, see [34] for the review. In this approach, the energy-momentum of the body is modelled by a
set of quantities called multipoles. Then the conservation law for the energy-momentum tensor, ∇µTµν = 0, implies
certain equations for the multipoles. The first results were reported by Mathisson [1] and Papapetrou [3]. They have
taken the approximation which involves only first two terms (the pole-dipole approximation). A manifestly covariant
equations were formulated by Tulczyjew [4] and Dixon [5]. In the current literature they usually appear in the form
given by Dixon (the equations (6.31)-(6.33) in [5]), we will refer them as Mathisson-Papapetrou-Tulczyjew-Dixon
equations.
3We discuss MPTD-equations in the form studied by Dixon1
∇Pµ = −1
4
RµναβS
αβ x˙ν ≡ −1
4
(θx˙)µ, (2)
∇Sµν = 2(Pµx˙ν − P ν x˙µ), (3)
SµνPν = 0. (4)
In the multipole approach, xµ(τ) is called representative point of the body, we take it in arbitrary parametrization
τ (contrary to Dixon, we do not assume the proper-time parametrization2, that is we do not add the equation
gµν x˙
µx˙ν = −c2 to the system above). Sµν(τ) is associated with inner angular momentum, and Pµ(τ) is called
momentum. The first-order equations (2) and (3) appear in the pole-dipole approximation, while the algebraic
equation (4) has been added by hand. In the multipole approach it is called the spin supplementary condition (SSC)
and corresponds to the choice of representative point as the center of mass [4, 5, 7]. After adding the equation (4) to
the system, the number of equations coincides with the number of variables.
Since we are interested in the influence of spin on the trajectory of a particle, we eliminate the momenta from
MPTD equations, thus obtaining a second-order equation for the representative point xµ(τ). The most interesting
property of the resulting equation is the emergence of an effective metric Gµν instead of the original metric gµν .
Let us start from some useful consequences of the system (2)-(4). Take derivative of the constraint, ∇(SµνPν) = 0,
and use (2) and (3), this gives the expression
(Px˙)Pµ = P 2x˙µ +
1
8
(Sθx˙)µ, (5)
which can be written in the form
Pµ =
P 2
(Px˙)
(
δµν +
1
8P 2
(Sθ)µν
)
x˙ν ≡ P
2
(Px˙)
T˜µν x˙
ν . (6)
Contract (5) with gµαx˙
α. Taking into account that (Px˙) < 0, this gives (Px˙) = −√−P 2
√
−x˙T˜ x˙. Using this in Eq.
(6) we obtain
Pµ =
√−P 2√
−x˙T˜ x˙
T˜µν x˙
ν , T˜µν = δ
µ
ν +
1
8P 2
(Sθ)µν . (7)
Contracting (3) with Sµν and using (4) we obtain
d
dτ (S
µνSµν) = 0, that is, square of spin is a constant of motion.
Contraction of (5) with Pµ gives (PSθx˙) = 0. Contraction of (5) with (x˙θ)µ gives (Pθx˙) = 0. Contraction of (2) with
Pµ, gives
d
dτ (P
2) = − 12 (Pθx˙) = 0, that is P 2 is one more constant of motion, say k,
√−P 2 = k = const (in our vector
model developed below this is fixed as k = mc). Substituting (7) into the equations (2)-(4) we now can exclude Pµ
from these equations, modulo to the constant of motion k =
√−P 2.
Thus, square of momentum can not be excluded from the system (2)-(5), that is MPTD-equations in this form do not
represent a Hamiltonian system for the pair xµ, Pµ. To improve this point, we note that Eq. (7) acquires a conventional
form (as the expression for conjugate momenta of xµ in the Hamiltonian formalism), if we add to the system (2)-(4)
one more equation, which fixes the remaining quantity P 2. To see, how the equation could look, we note that for
non-rotating body (pole approximation) we expect equations of motion of spinless particle, ∇pµ = 0, pµ = m˜c√−x˙gx˙ x˙µ,
p2 + (m˜c)2 = 0. Independent equations of the system (2)-(5) in this limit read ∇Pµ = 0, Pµ =
√−P 2√−x˙gx˙ x˙
µ. Comparing
the two systems, we see that the missing equation is the mass-shell condition P 2 + (m˜c)2 = 0. Returning to the
pole-dipole approximation, an admissible equation should be P 2 + (m˜c)2 + f(S, . . .) = 0, where f must be a constant
of motion. Since the only constant of motion in arbitrary background is S2, we write3
P 2 = −(m˜c)2 − f(S2) ≡ −(mc)2, where m ≡
√
m˜2 +
f(S2)
c2
. (8)
1 Our S is twice of that of Dixon.
2 We will be interested in ultra-relativistic behavior of a body. The proper-time parametrization has no sense when v → c.
3 We could equally start with P 2 + (m˜c)2 + f(S2, P 2) = 0. Assuming that this equation can be resolved with respect to P 2, we arrive
essentially at the same expression.
4With this value of P 2, we can exclude Pµ from MPTD-equations, obtaining closed system with second-order equation
for xµ (so we refer the resulting equations as Lagrangian form of MPTD-equations). We substitute (7) into (2)-(4),
this gives the system
∇ (T˜ x˙)
µ√
−x˙T˜ x˙
= − 1
4
√−P 2 (θx˙)
µ, (9)
∇Sµν = 1
4
√−P 2
√
−x˙T˜ x˙
x˙[µ(Sθx˙)ν], (10)
(SSθx˙)µ = −8P 2(Sx˙)µ, (11)
where (8) is implied. They determine evolution of xµ and Sµν for each given function f(S2).
It is convenient to introduce the symmetric matrix G composed from the ”tetrad field” T˜ of Eq. (7)
Gµν = gαβT˜
α
µT˜
β
ν = gµν + hµν(S). (12)
Since this is composed from the original metric gµν plus (spin and field-dependent) contribution hµν , we call G the
effective metric produced along the world-line by interaction of spin with gravity. Eq. (11) implies the identity
x˙T˜ x˙ = x˙Gx˙, (13)
so we can replace
√
−x˙T˜ x˙ in (9)-(11) by √−x˙Gx˙. In particular, Eq. (9) reads
∇ (T˜ x˙)
µ
√−x˙Gx˙ = −
1
4
√−P 2 (θx˙)
µ. (14)
Adding the consequences found above to the MPTD equations (2)-(4), we have the system
Pµ =
√−P 2√−x˙Gx˙ (T˜ x˙)
µ, ∇Pµ = −1
4
(θx˙)µ,
∇Sµν = 2P [µx˙ν], SµνPν = 0, (15)
P 2 + (mc)2 + f(S2) = 0, (16)
S2, m(S2) are constants of motion, (17)
with T˜ given in (7). In section XIII B we will see that they essentially coincide with Hamiltonian equations of our
spinning particle with vanishing gravimagnetic moment.
Let us finish this section with the following comment. Our discussion in the next two sections will be around
the factor x˙Gx˙, where appeared the effective metric Gµν . The equation for trajectory (14) became singular for the
particle’s velocity which annihilates this factor, x˙Gx˙ = 0. We call this the critical velocity. The observer independent
scale c of special relativity is called, as usual, the speed of light. The singularity determines behavior of the particle
in ultra-relativistic limit. To clarify this point, consider the standard equations of a spinless particle interacting
with electromagnetic field in the physical-time parametrization xµ(t) = (ct,x(t)),
(
x˙µ√
c2−v2
).
= emc2F
µ
ν x˙
ν . Then
the factor is just c2 − v2, that is critical speed coincides with the speed of light. Rewriting the equations of motion
in the form of second law of Newton, we find an acceleration. For the case, the longitudinal acceleration reads
a|| = va =
e(c2−v2) 32
mc3 (Ev), that is the factor, elevated in some degree, appears on the right hand side of the equation,
and thus determines the value of velocity at which the longitudinal acceleration vanishes, a||
v→c−→ 0. So the singularity
implies4, that during its evolution in the external field the spinless particle can not exceed the speed of light c.
III. THREE-DIMENSIONAL ACCELERATION AND SPEED OF LIGHT IN GENERAL RELATIVITY
The ultra-relativistic behavior of MPTD particle in an arbitrary gravitational field will be analyzed by estimation
of three-acceleration as v → c. Let us discuss the necessary notions.
4 We point out that the factor can be hidden using the singular parametrization. For instance, in the proper-time parametrization this
would be encoded into the definition of ds, ds =
√
c2 − v2dt.
5By construction of Lorentz transformations, the speed of light in special relativity is an observer-independent
quantity. In the presence of gravity, we replace the Minkowski space by a four-dimensional pseudo Riemann manifold
M(1,3) = {xµ, gµν(xρ), g00 < 0}. (18)
To discuss the physics behind this abstract four-dimensional construction, we should establish a correspondence be-
tween the quantities computed in an arbitrary coordinates of the Riemann space and the three-dimensional quantities
used by an observer in his laboratory. In particular, in a curved space we replace the Lorentz transformations on
the general-coordinate ones, so we need to ensure the coordinate-independence of the speed of light for that case.
It turns out that this essentially determines the relationship between the four-dimensional and three-dimensional
geometries [36]. We first recall the most simple part of this problem, which consist in determining of basic differential
quantities of three-dimensional geometry: infinitesimal distances, time intervals and velocity [36]. Then we define the
three-dimensional acceleration which guarantees that a particle, propagating along a four-dimensional geodesic, can
not exceed the speed of light. This gives us the necessary tool for discussion of a fast moving body.
The behavior of ultra-relativistic particles turns out to be important for analysis of near horizon geometry of
extremal black holes, see [37], and for accurate accounting of the corresponding corrections to geodesic motion near
black hole [38–46].
A. Coordinate independence of speed of light.
Consider an observer that label events by some coordinates of pseudo Riemann space (18) to describe the motion of
a point particle in a gravitational field with given metric gµν . Formal definitions of the three-dimensional quantities
can be obtained representing four-interval in 1 + 3 block-diagonal form
−ds2 = gµνdxµdxν =
−c2
[√−g00
c
(dx0 +
g0i
g00
dxi)
]2
+
(
gij − g0ig0j
g00
)
dxidxj .
This prompts to introduce infinitesimal time interval and distance as follows:
dt =
√−g00
c
(dx0 +
g0i
g00
dxi) ≡ − g0µdx
µ
c
√−g00 . (19)
dl2 = (gij − g0ig0j
g00
)dxidxj ≡ γijdxidxj . (20)
Therefore the conversion factor between intervals of the coordinate time dx
0
c and the time dt measured by laboratory
clock is
dt
dx0
=
√−g00
c
(1 +
g0i
g00
dxi
dx0
). (21)
From Eq. (19) it follows that laboratory time coincides with coordinate time in the synchronous coordinate systems
where metric acquires the form g00 = 1 and g0i = 0. If metric is not of this form, we can not describe trajectory x(t)
using the laboratory time t as a global parameter. But we can describe it by the function x(x0), and then determine
various differential characteristics (such as velocity and acceleration) using the conversion factor (21). For instance,
three-velocity of the particle is
vi =
(
dt
dx0
)−1
dxi
dx0
, (22)
so it is convenient to introduce the notation
∂t ≡
(
dt
dx0
)−1
∂
∂x0
,
d
dt
≡
(
dt
dx0
)−1
dxi
dx0
, then, symbolically, vi =
dxi
dt
, v =
dl
dt
. (23)
The definitions of v and v are consistent: v2 =
(
dl
dt
)2
= v2 = viγijv
j . Three-dimensional geometry is determined by
the metric γij(x
0,x). In particular, square of length of a vector is given by vγv = viγijv
j . Using these notation, the
infinitesimal interval acquires the form similar to special relativity
ds2 = c2dt2 − dl2 = dt2 (c2 − vγv) . (24)
6y(2) =x0-dx0_
+
0
0
0
0y0=    (y(1)+y(2))
_1
2
y(1)=x0-dx0
x
FIG. 1: Definition of simultaneous events. The vertical line represents a world-line of the laboratory clock. The points y0(1) and
y0(2) have null-interval with x
µ. Then the middle point y0 represents the event simultaneous with xµ.
This equality holds in any coordinate system xµ. Hence a particle with the propagation law ds2 = 0 has the speed
v2 = c2, and this is a coordinate-independent statement. The value of the constant c, introduced by hand, is fixed
from the flat limit: equation (19) implies dt = cdx0 when gµν → ηµν .
These rather formal tricks are based [36] on the notion of simultaneity in general relativity and on the analysis of
flat limit. The four-interval of special relativity has direct physical interpretation in two cases. First, for two events
which occur at the same point, the four-interval is proportional to time interval, dt = −dsc . Second, for simultaneous
events the four-interval coincides with distance, dl = ds. Assuming that the same holds in general relativity, let us
analyze infinitesimal time interval and distance between two events with coordinates xµ and xµ+dxµ. The world line
yµ = (y0,y = const) is associated with laboratory clock placed at the spatial point y. So the time-interval between
the events (y0,y) and (y0 + dy0,y) measured by the clock is
dt = −ds
c
=
√−g00
c
dy0. (25)
Consider the event xµ infinitesimally closed to the world line (y0,y = const). To find the event on the world line which
is simultaneous with xµ, we first look for the events yµ(1) and y
µ
(2) which have null-interval with x
µ, ds(xµ, yµ(a)) = 0.
The equation gµνdx
µdxν = 0 with dxµ = xµ− yµ has two solutions dx0± = g0idx
i
−g00 ±
√
dxγdx√−g00 , then y
0
(1) = x
0− dx0+ and
y0(2) = x
0 − dx0−. Second, we compute the middle point
y0 =
1
2
(y0(1) + y
0
(2)) = x
0 +
g0idx
i
g00
. (26)
By definition5, the event (y0,y) with the null-coordinate (26) is simultaneous with the event (x0,x), see Fig. 1 on
page 6. By this way we synchronized clocks at the spatial points x and y. According to (26), the simultaneous events
have different null-coordinates, and the difference dx0 obeys the equation
dx0 +
g0idx
i
g00
= 0. (27)
Consider a particle which propagated from xµ to xµ + dxµ. Let us compute time-interval and distance between these
two events. According to (26), the event (
x0 + dx0 +
g0idx
i
g00
, x
)
, (28)
at the spatial point x is simultaneous with xµ + dxµ, see Fig. 2 on page 7. Equation (28) determines the event A (at
spatial point x) simultaneous with xµ + dxµ. So the time interval between xµ and xµ + dxµ coincide with the interval
between xµ e A. Distance between xµ and xµ + dxµ coincide with the distance between xµ + dxµ and A.
According to (25) and (26), the time interval between the events xµ and (28) is
dt =
√−g00
c
(dx0 +
g0i
g00
dxi). (29)
5 In the flat limit the sequence yµ
(1)
, xµ, yµ
(2)
of events can be associated with emission, reflection and absorbtion of a photon with the
propagation law ds = 0. Then the middle point (26) should be considered simultaneous with x0.
7x
A
x
x   +dx
FIG. 2: Time and distance between the events xµ and xµ + dxµ. Equation (28) determines the event A (at spatial point x)
simultaneous with xµ + dxµ. So the time interval between xµ and xµ + dxµ coincide with the interval between xµ e A, and is
given by (29). Distance between xµ and xµ + dxµ coincide with the distance between xµ + dxµ and A, the latter is given in
(30).
Since the events xµ + dxµ and (28) are simultaneous, this equation gives also the time interval between xµ and
xµ + dxµ. Further, the difference of coordinates between the events xµ + dxµ and (28) is dzµ = (− g0idxig00 , dxi). As
they are simultaneous, the distance between them is
dl2 = −ds2 = gµνdzµdzν = (gij − g0ig0j
g00
)dxidxj ≡ γijdxidxj . (30)
Since (28) occur at the same spatial point as xµ, this equation gives also the distance between xµ and xµ + dxµ. The
equations (29) and (30) coincide with the formal definitions presented above, Eqs. (19) and (20).
B. Three-dimensional acceleration and maximum speed of a particle in geodesic motion.
We now turn to the definition of three-acceleration. Point particle in general relativity follows a geodesic line, and
we expect that during its evolution in gravitational field the particle can not reach the speed of light. This implies
that longitudinal acceleration should vanish when speed of the particle approximates to c. To analyze this, we first
use geodesic equation to obtain the derivative dv
i
dt of coordinate of the velocity vector.
If we take the proper time to be the parameter, geodesics obey the system
∇s dx
µ
ds
≡ d
2xµ
ds2
+ Γµαβ
dxα
ds
dxβ
ds
= 0, gµν
dxµ
ds
dxν
ds
= −1, (31)
where
Γµαβ =
1
2
gµν(∂αgνβ + ∂βgαν − ∂νgαβ). (32)
Due to this definition, the system (31) obeys the identity gµν
dxµ
ds ∇s dx
ν
ds = 0. The system in this parametrization has
no sense for the case we are interested in, ds2 → 0. So we rewrite it in arbitrary parametrization τ
dτ
ds
d
dτ
(
dτ
ds
dxµ
dτ
)
+
(
dτ
ds
)2
Γµαβ(g)
dxα
dτ
dxβ
dτ
= 0,
dτ
ds
=
1√−x˙gx˙ ,
this yields the equation of geodesic line in reparametrization-invariant form
1√−x˙gx˙
d
dτ
(
x˙µ√−x˙gx˙
)
= −Γµαβ(g) x˙
α
√−x˙gx˙
x˙β√−x˙gx˙ . (33)
Using the reparametrization invariance, we set τ = x0, then Eqs. (19) and (21) imply
√−x˙gx˙ = dtdx0
√
c2 − vγv, and
spatial part of (33) reads (
dt
dx0
)−1
d
dx0
vi√
c2 − vγv = −
1√
c2 − vγvΓ
i
µνv
µvν , (34)
8where we have denoted
vµ =
(
dt
dx0
)−1
dxµ
dx0
= (
(
dt
dx0
)−1
, v). (35)
Direct computation of the derivative on l. h. s. of equation (34) leads to the desired expression(
dt
dx0
)−1
dvi
dx0
= − v
i
2c2
(v∂tγv)− v
i
c2
(vγ)pΓ˜
p
jk(γ)v
jvk − M˜ ijΓjµν(g)vµvν , (36)
where
M˜ ij = δ
i
j − v
i(vγ)j
c2
, then M˜ ijv
j =
c2 − vγv
c2
vi, (vγ)iM˜
i
j =
c2 − vγv
c2
(vγ)j , (37)
and three-dimensional Christoffel symbols Γ˜ijk(γ) are constructed with help of three-dimensional metric γij(x
0, xk),
where x0 is considered as a parameter
Γ˜ijk(γ) =
1
2
γin(∂jγnk + ∂kγnj − ∂nγjk). (38)
We have gijγjk = δ
i
k, so the inverse metric of γij turns out to be γ
ij = gij . Note that M˜ ijv
j |v|→c−→ 0, that is in the
limit the matrix M˜ turns into the projector on the plane orthogonal to v.
If we project the derivative (36) on the direction of motion, we obtain the expression
(vγ
dv
dt
) = − (vγv)
2c2
(v∂tγv)− (vγv)
c2
(vγ)pΓ˜
p
jk(γ)v
jvk −
√
c2 − vγv
c2
(vγ)jΓ
j
µν(g)v
µvν . (39)
Due to the first and second terms on r. h. s., this expression does not vanish as vγv → c2. Note that this remains
true for stationary metric, gµν(x), or even for static metric, g00 = 1, g0i = 0! The reason is that the derivative
dvi
dt in
our three-dimensional geometry consist of three contributions: variation rate of the vector field v itself, variation of
basis in the passage from x to x + dx, and variation of the metric γij during the time interval dt. Excluding the last
two contributions, we obtain the variation rate of velocity itself, that is an acceleration
ai =
(
dt
dx0
)−1
dvi
dx0
+ Γ˜ijk(γ)v
jvk +
1
2
(v∂tγγ
−1)i ≡ ∇tvi + 1
2
(v∂tγγ
−1)i. (40)
For the special case of stationary field, gµν(x), our definition reduces to that of Landau and Lifshitz, see page 251 in
[36]. Complementing dv
i
dt in Eq. (36) up to the acceleration, we obtain three-dimensional acceleration of the particle
moving along the geodesic line (33)
ai = M˜ ij
[
1
2
(γ−1∂tγv)j − Γjµν(g)vµvν + Γ˜jkl(γ)vkvl
]
. (41)
This is the second Newton law for geodesic motion. Contracting this with (vγ)i, we obtain the longitudinal acceleration
vγa =
(
1− (vγv)
c2
)[
1
2
(v∂tγv) + (vγ)i[−Γiµν(g)vµvν + Γ˜ikl(γ)vkvl]
]
. (42)
This implies vγa→ 0 as vγv→ c2.
Let us confirm that c is the only special point of the function (42). Using Eqs. (32), (20)-(23) and (38) together
with the identities
γijg
jk = δi
k, γijg
j0 = − g0i
g00
, (43)
we can present the right hand side of Eq. (42) in terms of initial metric as follows
vγa =
c2 − vγv
2c
√−g00
{
c√−g00 [
(
dt
dx0
)−1
∂0g00 + v
k∂kg00]−
9∂0g00
(
dt
dx0
)−2
− 2∂0g0k
(
dt
dx0
)−1
vk − ∂0gklvkvl
}
≡
c2 − vγv
2c
√−g00
{
c√−g00 v
µ∂µg00 − ∂0gµνvµvν
}
. (44)
The quantity vµ has been defined in (35). Excluding v0 according to this expression, we obtain
vγa =
c2 − vγv
2
√−g00
{
vk∂kg00√−g00 − 2∂0
(
g0i√−g00
)
vi − 1
c
∂0γijv
ivj
}
. (45)
For the stationary metric, gµν(x
k), the equation (45) acquires a specially simple form
vγa = −(c2 − vγv)v
k∂kg00
2g00
. (46)
This shows that the longitudinal acceleration has only one special point, vγa → 0 as vγv → c2. Hence the spinless
particle in the stationary gravitational field can not overcome the speed of light. Then the same is true in general
case (44), at least for the metric which is sufficiently slowly varied in time.
While we have discussed the geodesic equation, the computation which leads to the formula (42) can be repeated
for a more general equation. Using the factor
√−x˙gx˙ we construct the reparametrization-invariant derivative
D =
1√−x˙gx˙
d
dτ
. (47)
Consider the reparametrization-invariant equation of the form
DDxµ(τ) = Fµ(Dxν , . . .). (48)
and suppose that the three-dimensional geometry is defined by gµν according to equations (19)-(22). Then Eq. (48)
implies the three-acceleration
ai = M˜ ij
[
(c2 − vγv)F j + Γ˜jkl(γ)vkvl
]
+
1
2
(
dt
dx0
)−1 [
(v∂0γγ
−1)i − v
i
c2
(v∂0γv)
]
, (49)
and the longitudinal acceleration
vγa =
(c2 − vγv)2
c2
(vγF)+
c2 − vγv
c2
[
(vγ)iΓ˜
i
kl(γ)v
kvl +
1
2
(
dt
dx0
)−1
(v∂0γv)
]
. (50)
The spatial part of the force is F i = F i( vν√
c2−vγv ), where v
µ is given by (35), and the connection Γ˜ikl(γ) is constructed
with help of the three-dimensional metric γij = (gij − g0ig0jg00 ) according to (38). For the geodesic equation in this
notation we have F i = −Γiµν vµvνc2−vγv . With this F i the equations (49) and (50) coincide with (41) and (42).
Eq. (50) shows that potentially dangerous forces are of degree four or more, F j ∼ (Dx)4.
C. Parallel transport in three-dimensional geometry.
Now we consider an arbitrary vector/tensor field in the space with three-dimensional geometry determined by a non
static metric γij(x
0,x). Variation rate of the field along a curve x(x0) should be defined in such a way, that it coincides
with (40) for the velocity. Let us show, how this definition follows from a natural geometric requirements [30]. 1 + 3
splitting preserves covariance of the formalism under the following subgroup of general-coordinate transformations:
x0 = x′0, xi = xi(x′j). Under these transformations g00 is a scalar function, g0i is a vector while gij and γij are
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tensors, then the conversion factor (21) is a scalar function and the velocity (22) is a vector. So it is convenient to
introduce the usual covariant derivative ∇k of a vector field ξi(x0,x) in the direction of xk
∇kξi = ∂ξ
i
∂xk
+ Γ˜ikj(γ)ξ
j , (51)
with the Christoffel symbols (38). By construction, the metric γ is covariantly constant, ∇kγij = 0. For the field
ξi(x0,x(x0)) along the curve x(x0)) we have the covariant derivative in the direction of x0
∇0ξi = dξ
i
dx0
+ Γ˜ijk(γ)
dxj
dx0
ξk =
∂ξi
∂x0
+
dxk
dx0
∇kξi. (52)
To define the variation rate of ξ, we need the notion of a constant field (or, equivalently, the parallel-transport
equation). In Euclidean space the scalar product of two constant fields does not depend on the point where it was
computed. In particular, taking the scalar product along a line x(x0), we have ddx0 (ξ,η) = 0. For the constant fields
in our case it is natural to demand the same (necessary) condition: ddx0 [ξ
i(x0)γij(x
0, xi(x0))ηi(x0)] = 0. Taking into
account that ∇kγij = 0, this condition can be written as follows
(∇0ξ + 1
2
ξ∂0γγ
−1,η) + (ξ,∇0η + 1
2
γ−1∂0γη) = 0.
This will be satisfied, if a constant field is defined by the equation
∇0ξi + 1
2
(ξ∂0γγ
−1)i = 0. (53)
This is the parallel-transport equation in our three-dimensional geometry. Deviation from the constant field is the
variation rate. Hence, when the l. h. s. does not vanish, it gives the variation rate, which we write with respect to
physical time:
∇tξi ≡
(
dt
dx0
)−1 [
∇0ξi + 1
2
(v∂0γγ
−1)i
]
. (54)
This result is in correspondence with the definition (40) for acceleration.
IV. BEHAVIOR OF ULTRA-RELATIVISTIC MPTD-PARTICLE AND THE RAINBOW GEOMETRY
INDUCED BY SPIN
As we saw above, point particle in a gravitational field propagates along a geodesic line with the speed less then
speed of light. Let us study the influence of rotational degrees of freedom on the trajectory of a fast spinning particle.
Using (8) and (13), we present MPTD-equations (9)-(11) in the following form
Sµν x˙
ν − 1
8(mc)2
(SSθx˙)µ = 0. (55)
∇
[
T˜µν x˙
ν
√−x˙Gx˙
]
= − 1
4mc
RµναβS
αβ x˙ν , (56)
∇Sµν = 1
4mc
√−x˙Gx˙ x˙
[µSν]σθσαx˙
α. (57)
The equations for trajectory and for precession of spin become singular at the critical velocity which obeys the equation
x˙Gx˙ = 0. (58)
The singularity determines behavior of the particle in ultra-relativistic limit. The effective metric is composed from
the original one plus (spin and field-dependent) contribution, G = g+ h(S). So we need to decide, which of them the
particle probes as the space-time metric. Let us consider separately the two possibilities.
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Let us use g to define the three-dimensional geometry (19)-(22). This leads to two problems. The first problem is
that the critical speed turns out to be slightly more than the speed of light. To see this, we use the supplementary
spin condition (55) to write (58) in the form
−
(
dt
dx0
)2
x˙Gx˙ =
(
c2 − vγv)+ 1
(2m2c2)2
(vθSSθv) = 0, (59)
with vµ defined in (35). Using Sµν = 2ω[µpiν], we rewrite the last term as follows:(
c2 − vγv)+ 1
(m2c2)2
(
pi2(vθω)2 + ω2(vθpi)2
)
= 0. (60)
As pi and ω are space-like vectors, the last term is non-negative, this implies |vcr| ≥ c. Let us confirm that generally
this term is nonvanishing function of velocity, then |vcr| > c. Assume the contrary, that this term vanishes at some
velocity, then
vθω = θ0iω
i + θi0v
iω0 = 0, (61)
vθpi = θ0ipi
i + θi0v
ipi0 = 0. (62)
We analyze these equations in the following special case. Consider a space with covariantly-constant curvature
∇µRµναβ = 0. Then ddτ (θµνSµν) = 2θµν∇Sµν , and using (57) we conclude that θµνSµν is an integral of motion. We
further assume that the only non vanishing part is the electric part of the curvature, R0i0j = Kij . Then the integral
of motion acquires the form
θµνS
µν = 2KijS
0iS0j . (63)
Let us take the initial conditions for spin such that KijS
0iS0j 6= 0, then this holds at any future instant. Contrary to
this, the system (61) implies KijS
0iS0j = 0. Thus, the critical speed does not always coincide with the speed of light
and, in general case, we expect that vcr is both field and spin-dependent quantity.
The second problem is that acceleration of MPTD-particle grows up in the ultra-relativistic limit. In the spinless
limit the equation (56) turn into the geodesic equation. Spin causes deviations from the geodesic equation due to
right hand side of this equation, as well as due to the presence of the tetrad field T˜ and of the effective metric G
in the left hand side. Due to the dependence of the tetrad field on the spin-tensor S, the singularity presented in
(57) causes the appearance of the term proportional to 1√
x˙Gx˙
in the expression for longitudinal acceleration. In the
result, the acceleration grows up to infinity as the particle’s speed approximates to the critical speed. To see this, we
separate derivative of T˜ in Eq. (56)
∇
[
x˙µ√−x˙Gx˙
]
= −Tµα
(
∇T˜αβ
) x˙β√−x˙Gx˙ − 14mcTµν(θx˙)ν , (64)
where T is the inverse for T˜ . Using (57) we obtain[
∇T˜µν
]
x˙ν = − S
µα
8m2c2
[
Rανβσx˙
β(Sθx˙)σ
2mc
√−x˙Gx˙ + S
βσ(∇Rανβσ)
]
x˙ν . (65)
Using this expression, the equation (64) reads6
d
dτ
[
x˙µ√−x˙Gx˙
]
=
fµ√−x˙Gx˙ , (66)
where we denoted
fµ ≡ 1
8(mc)2
(TS)µα
[
Rανβσx˙
β(Sθx˙)σ
2mc
√−x˙Gx˙ + S
βσ(∇Rανβσ)
]
x˙ν−
(Γx˙x˙)
µ −
√−x˙Gx˙
4mc
(Tθx˙)
µ
. (67)
6 Three-dimensional geometry is defined now by g, in this case we can not use Eqs. (49) and (50) to estimate the acceleration.
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It will be sufficient to consider static metric gµν(x) with g0i = 0. Then three-dimensional metric and velocity are
γij = gij , v
i =
c√−g00
dxi
dx0
, (68)
Taking τ = x0, the spatial part of equation (66) with this metric reads(
dt
dx0
)−1
d
dx0
[
vi√−vGv
]
=
f i(v)√−vGv . (69)
with vµ defined in (35), for the case
vµ = (
c√−g00 , v), (70)
and
− vGv = −vT˜ v = c2 − vgv + (vSθv)
8m2c2
. (71)
In the result, we have presented the equation for trajectory in the form convenient for analysis of acceleration, see
(34). Using the definition of three-dimensional covariant derivative (40), we present the derivative on the l.h.s. of
(69) as follows
d
dx0
[
vi√−vGv
]
=
1√−vGv
[
Mik∇0vk − Γ˜(γ)ijkvjvk
dt
dx0
+
Kvi
2(−vGv)
]
, (72)
We have denoted
K = (∇0Gµν)vµvν − vµGµ0vk∂k ln (−g00),
Mik = δik − v
ivµGµk
vGv
. (73)
The matrix Mik has the inverse
M˜ik = δik + v
ivµGµk
vσGσ0v0
, then M˜ikvk = vi vGv
vσGσ0v0
. (74)
Combining these equations, we obtain the three-acceleration of our spinning particle
ai =
(
dt
dx0
)−1
∇0vi = M˜ik
[
fk + (Γ˜vv)k
]
+
Kvi
2vσGσ0
. (75)
Finally, using manifest form of f i from (67) we have
ai =
M˜ikSˆk
16(mc)3
√−vGv − c
2M˜ik
γkj∂jg00
2g00
−
√−vGv
4mc
M˜ik(Tθv)k+
Kvi
2vσGσ0
+
1
8(mc)2
M˜ik(TS)kαRανβσ;λSβσvνvλ. (76)
The longitudinal acceleration is obtained by projecting ai on the direction of velocity, that is
(vγa) =
(vγM˜)kSˆk
16(mc)3
√−vGv − c
2(vγM˜)k γ
kj∂jg00
2g00
−
√−vGv
4mc
(vγM˜)k(Tθv)k+
K
2vσGσ0
(vγv) +
1
8(mc)2
(vγM˜)k(TS)kαRανβσ;λSβσvνvλ. (77)
where Sˆk = (TS)kµRµναβv
νvα(Sθv)β . As the speed of the particle closes to the critical velocity, the longitudinal
acceleration diverges due to the first term in (77). In resume, assuming that MPTD-particle sees the original geometry
gµν , we have a theory with unsatisfactory behavior in the ultra-relativistic limit.
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Let us consider the second possibility, that is we take Gµν to construct the three-dimensional geometry (19)-(22).
With these definitions we have, by construction, −x˙Gx˙ = ( dtdx0 )2(c2 − (vγv)), so the critical speed coincides with
the speed of light. In the present case, the expression for three-acceleration can be obtained in closed form for an
arbitrary curved background. Taking τ = x0 the spatial part of (66) implies(
dt
dx0
)−1
d
dx0
[
vi√
c2 − vγv
]
=
f i(v)√
c2 − vγv . (78)
where, from (67), f i is given by
f i ≡ 1
8(mc)2
(TS)iα
[
Rανβσv
β(Sθv)σ
2mc
√
c2 − vγv + S
βσ(∇Rανβσ)
]
vν−
Γiµν(G)v
µvlν −
√
c2 − vγv
4mc
(Tθv)
i
. (79)
Equation (78) is of the form (34), so the acceleration is given by (41) and (42) where, for the present case, γij =
Gij − G0iG0jG00
ai = M˜ ij [f
j + Γ˜jkl(γ)v
kvl] +
1
2
(
dt
dx0
)−1 [
(v∂0γγ
−1)i − (v∂0γv)
c2
vi
]
, (80)
vγa =
(
1− vγv
c2
)[
(vγ)i[f
i(v) + Γ˜ikl(γ)v
kvl] +
1
2
(
dt
dx0
)−1
(v∂0γv)
]
. (81)
With f i given in (79), the longitudinal acceleration vanishes as v → c.
Let us resume the results of this section. Assuming that spinning particle probes the three-dimensional space-time
geometry determined by the original metric g, we have a theory with unsatisfactory ultra-relativistic limit. First,
the critical speed, which the particle can not overcome during its evolution in gravitational field, can be more then
the speed of light. The same observation has been made from analysis of MPTD-particle in specific metrics [47–51].
Second, the longitudinal acceleration grows up to infinity in the ultra-relativistic limit. Assuming that the the particle
sees the effective metric G(S) as the space-time metric, we avoided the two problems. But the resulting theory still
possess the problem. The acceleration (80) contains the singularity due to f i ∼ 1√
c2−(vγv) , that is at v = c the
acceleration becomes orthogonal to the velocity, but remains divergent. Besides, due to dependence of effective metric
on spin, we arrive at rather unusual picture of the Universe with rainbow geometry7: there is no unique space-time
manifold for the Universe of spinning particles: each particle will probe his own three-dimensional geometry. We
conclude that MPTD equations do not seem promising candidate for the description of a relativistic rotating body.
It would be interesting to find their generalization with improved behavior in ultra-relativistic regime. This will be
achieved within the framework of vector model of spinning particle, which we shall describe in the subsequent sections.
V. VECTOR MODEL OF NON RELATIVISTIC SPINNING PARTICLE
The data of some experiments with elementary particles and atoms (Stern–Gerlach experiment, fine structure
of hydrogen atom, Zeeman effect) shows that the Schro¨dinger equation for a one-component wave function is not
adequate to describe the behavior of these systems in the presence of an electromagnetic field. This implies a radical
modification of the formalism. Besides the position and the momentum, the state of an electron is specified by some
discrete numbers, which are eigenvalues of suitably defined operators, called the operators of spin. The mathematical
theory of these operators is similar to the formalism of angular momentum. So, intuitively, an elementary particle
carries an intrinsic angular momentum called spin.
7 Some models of doubly special relativity predict rainbow geometry at Planck scale [55–58].
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To describe a particle with spin s = 12 we introduce the two-component wave function Ψα, α = 1, 2. The spin
operators Sˆi act on Ψα as 2× 2-matrices, and are defined by
Sˆi =
~
2
σi, (82)
where σi stands for the Pauli matrices, they form a basis of the vector space of traceless and Hermitian 2×2-matrices,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (83)
Their basic algebraical properties are
σiσj + σjσi = 2× 1δij , (84)
σiσj − σjσi ≡ [σi, σj ] = 2iijkσk, (85)∑
i
σiσi = 3× 1. (86)
Note that the commutators (85) of σ-matrices are the same as for the angular-momentum vector. The spin operators,
being proportional to the Pauli matrices, have similar properties, in particular
[Sˆi, Sˆj ] = i~ijkSˆk, (87)
Sˆ2 = ~2s(s+ 1)× 1 = 3~
2
4
1. (88)
Consider Coulomb electric and a constant magnetic fields. The electromagnetic potential can be taken in the form
A0 =
α
r and A =
1
2 [B× r]. Then evolution of an electron immersed in this fields described by the equation
i~
∂Ψ
∂t
=
(
1
2m
(pˆ− e
c
A)2 − eA0 + e(g − 1)
2m2c2
Sˆ[pˆ×E]− eg
2mc
BSˆ
)
Ψ. (89)
The first and second terms in the Hamiltonian correspond to the minimal interaction of a point particle with an
electromagnetic potential, whereas the last two terms represent interaction of spin with electric and magnetic fields.
A numeric factor g is called gyromagnetic ratio of the electron8. The vector eg2mc Sˆ is known as magnetic moment of
the particle.
The equation is written in the Schro¨dinger picture, that is we ascribe time-dependence to the wave function, whereas
in semiclassical models we deal with dynamical variables. We recall that the time-dependence can be ascribed to
operators using the Heisenberg picture. Passing to the Heisenberg picture, we could write dynamical equations for
basic operators of the theory. According to Ehrenfest theorem, expectation values of the operators approximately
obey the classical Hamiltonian equations [59].
The equation (89) gives the structure and properties of the energy levels of hydrogen atom in a good agreement
with experiment. The fine structure of hydrogen atom fixes the factor g − 1 in the third term, while Zeeman effect
requires the factor g in the last term.
To formulate the problem that we wish to discuss, we recall that quantum mechanics of a spinless particle can
be obtained applying the canonical quantization procedure to a classical-mechanics system with the Lagrangian
L = 12mx
2 − U(x). To achieve this, we construct a Hamiltonian formulation for the system, then associate with the
phase-space variables the operators with commutators resembling the Poisson brackets, and write on this base the
Schro¨dinger equation i~Ψ˙ = HˆΨ .
It is natural to ask whether this ideology can be realized for the spinning particle. Since the quantum-mechanical
description of a spin implies the use of three extra operators Sˆi, the problem can be formulated as follows. We
look for a classical-mechanics system which, besides the position variables xi, contains additional degrees of freedom,
suitable for the description of a spin: in the Hamiltonian formulation the spin should be described, in the end, by
three variables with fixed square (88) and with the classical brackets {Si, Sj} = ijkSk. Then canonical quantization
of these variables will yield spin operators with the desired properties properties (87) and (88). According to this,
typical spinning-particle model consist of a point on a world-line and some set of variables describing the spin degrees
8 Quantum electrodynamics gives g = 2.002322 . . . due to radiative corrections.
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of freedom, which form an inner space attached to that point9. In fact, different spinning particles discussed in the
literature differ by the choice of the inner space. An exceptional case is the rigid particle [61] which consist of only
position variables, but with the action containing higher derivatives. The model yields the Dirac equation [62], hence
it also can be used for description of spin.
It should be noted that equation (89) is written in the laboratory system, so we do not state that our classical
variable Si is a quantity defined in the instantaneous rest frame of the particle.
We intend to construct the spinning particle starting from a suitable variational problem. This is the first task
we need to solve, as the formulation of a variational problem in closed form is known only for the case of a phase
space equipped with canonical Poisson bracket, say {ωi, pij} = δij . The number of variables and their algebra are
different from the number of spin operators and their commutators, (87). May be the most natural way to arrive at
the operator algebra (87) is to consider spin as a composite quantity,
Si = ijkωjpik, or S = ω × pi, (90)
where ω,pi are coordinates of a phase space equipped with canonical Poisson bracket. This immediately induces
SO(3) -algebra for Si, {Si(ω, pi), Sj(ω, pi)}PB = ijkSk. Unfortunately, this is not the whole story. First, we need
some mechanism which explains why S, not ω and pi must be taken for the description of spin degrees of freedom.
Second, the basic space is six-dimensional, while the spin manifold is two-dimensional (we remind that the square of
spin operator has fixed value, Eq. (88)). To improve this, we look for a variational problem which, besides dynamical
equations, implies the constraints
ωpi = 0, pi2 − α
ω2
= 0, where α =
3~2
4
. (91)
According to Dirac’s terminology [63–67], they form the first-class set, so in the model with these constraints the spin
sector contains 6− 2× 2 = 2 physical degrees of freedom. Geometrically, the constraints determine four-dimensional
SO(3) -invariant surface of the six-dimensional phase space. The constraints imply the fixed value of spin
S2 = ω2pi2 − (ωpi)2 = 3~
2
4
. (92)
The same square of spin follows from the constraints
ω2 = α2, pi2 = β2, ωpi = 0, (93)
if we put β2 = 3~
2
4α2 , any α. The combination pi
2 − β2 + β2α2 (ω2 − α2) represents the first-class constraint of the set
(93). Hence the model with these constraints also has the desired number of degrees of freedom, 6 − 2 − 1 × 2 = 2.
The equalities (93) determine essentially unique SO(3) -invariant three-dimensional surface of the phase space. The
set (91) turns out to be more convenient for generalization to the case of a relativistic spin.
While S in (90) looks like an angular momentum, the crucial difference is due to the presence of first-class constraints,
and hence of a local symmetry which we refer as spin-plane symmetry. The latter acts on the basic variables ω, pi,
while leaves invariant the spin variable S. Using analogy with classical electrodynamics, ω and pi are similar to
four-potential Aµ while S plays the role of Fµν . The coordinates ω of the ”inner-space particle” are not physical
(observable) quantities. The only observable quantities are the gauge-invariant variables S. So our construction
realizes, in a systematic form, the oldest idea about spin as the ”hidden angular momentum”.
A. Lagrangian and Hamiltonian for the spin-sector
As the Lagrangian which implies the constraints (91), we take the expression
Lspin =
√
α√
ω2
√
ω˙N ω˙, α =
3~2
4
, (94)
9 There is an elegant formalism developed by Berezin and Marinov [60] based on using of anticommuting (Grassmann) variables for the
description of spin. We present here another formulation based on commuting variables, without appealing to a rather formal methods
of the Grassmann mechanics.
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where Nij = δij − ωiωjω2 is the projector on the plane orthogonal to ω: Nijωj = 0, N2 = N . The equivalent forms of
the Lagrangian are
Lspin =
√
α
√
ω2(ω˙)2 − (ωω˙)2
ω2
=
√
α
√
S2
ω2
, (95)
where Si = ijkωjω˙k. The model is manifestly invariant under global rotations, ω
′
i = Rijωj , where R
T = R−1. There
are also two (finite) local symmetries: reparametrizations t → t′ = σ(t) ≡ t + (t), and the scale transformations
ω → χ(t)ω.
Let us construct the Hamiltonian formulation of the model. Equation for the conjugated momentum reads pi =
∂L
∂ω˙ =
√
α√
ω2
Nω˙√
ω˙Nω˙
. This expression immediately implies (91) as the primary constraints. We also note the equality
piω˙ = L, that is H0 = piω˙ − L = 0. So the complete Hamiltonian is composed from the primary constraints,
H = v(ωpi) + v1
(
pi2 − αω2
)
, and the Hamiltonian action reads
SH =
∫
dt piω˙ − v(ωpi)− v1
(
pi2 − α
ω2
)
. (96)
There are no of higher-stage constraints in the problem.
Let us write Hamiltonian counterparts of the Lagrangian local symmetries.
1. Reparametrizations in extended phase space are
t′ = σ(t), ω′ = ω, pi′ = pi,
v′ = (σ˙)−1v, v′1 = (σ˙)
−1v1. (97)
They induce the transformations of dynamical variables
ω′(τ) = ω(σ˜(τ)), pi′(τ) = pi(σ˜(τ)),
v′(τ) = (σ˙)−1v(σ˜(τ)), v′1(τ) = (σ˙)
−1v1(σ˜(τ)). (98)
Their infinitesimal form read
δω = −ω˙, δpi = −p˙i, δv = −(v)˙, δv1 = −(v1)˙. (99)
2. Scale transformations of coordinates are
τ ′ = τ, ω′ = χω, pi′ =
1
χ
pi, v′ = v +
χ˙
χ
, v′1 = χ
2v1. (100)
Since τ is not involved, the induced transformations of dynamical variables are the same, for instance ω′(τ) = χω(τ).
Presenting χ = 1 + γ, infinitesimal transformations of dynamical variables read
δω = γω, δpi = −γpi δv = γ˙, δv1 = 2γv1. (101)
Besides the constraints (91), the variational problem (96) implies the Hamiltonian equations
ω˙ = ρω2pi + vω, p˙i = −ρpi2ω − vpi. (102)
To make the system more symmetric, we have introduced the variable ρ = 2v1ω2 instead of v1.
According to general formalism of constrained systems [63–65], neither the dynamical equations nor the constraints
determine the variables v and ρ. They enter as arbitrary functions of time into general solution for the variables ω
and pi, making completely undetermined their dynamics. Indeed, for any given functions v(t) and ρ(t), the equations
represent a normal system for determining ω and pi. Its general solution is
ω = e
∫ t
0
vdτ
[
b cos
(√
α
∫ t
0
ρdτ
)
+ c sin
(√
α
∫ t
0
ρdτ
)]
,
pi = e−
∫ t
0
vdτ
[
−b sin
(√
α
∫ t
0
ρdτ
)
+ c cos
(√
α
∫ t
0
ρdτ
)]
, (103)
where the integration constants b and c are subject to the conditions
bc = 0, b2 = c2 =
√
α. (104)
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This implies ω2 =
√
αe2
∫ t
0
vdτ and pi2 =
√
αe−2
∫ t
0
vdτ . According to these expressions, the pair of orthogonal vectors
ω and pi rotates in their own plane (or, equivalently, in the plane determined by b and c) with the variable angular
velocity prescribed by the function ρ(t). The function v(τ) determines the variation of their magnitudes. Choosing
the functions v and ρ suitably, we can make the point with radius-vector ω move along any prescribed line!
We point out that the two-parametric ambiguity is in correspondence with the invariance of the action (96) under the
two local symmetries described above. Summing up, all the basic variables of our model are unobservable quantities.
The spin-vector10 S = ω × pi has unambiguous evolution
S˙ = 0. (105)
Note also that it is invariant of the local symmetries. Hence the spin-vector is a candidate for an observable quantity.
In interacting theory S will precess under the torque exercised by a magnetic field, see below. Due to Eqs. (91), the
coordinates Si obey (92).
B. Spin fiber bundle and spin-plane local symmetry
The passage from initial variables ω and pi to the observables S is not a change of variables, and acquires a natural
interpretation in the geometric terms. It should be noted that basic notions of the theory of constrained systems have
their analogs in differential geometry. Second-class constraints imply that all true trajectories lie on a submanifold
of the initial phase-space. The Dirac bracket, constructed on the base of second-class constraints, induces canonical
symplectic structure on the submanifold. If the first-class constraints (equivalently, the local symmetries) are presented
in the model, a part of variables have ambiguous evolution. This also can be translated into the geometric language:
due to the ambiguity, the submanifold should be endowed with a natural structure of a fiber bundle. Physical variables
are (functions of) the coordinates which parameterize the base of the fiber bundle. Let us describe, how all this look
like in our model.
Consider six-dimensional phase space equipped with canonical Poisson bracket
R6 = { ωi, pij ; {ωi, pij}PB = δij }, (106)
and three-dimensional spin space R3 = {Si} with the coordinates Si. Define the map
f : R6 → R3, f : (ωi, pij) → Si = ijkωjpik,
or S = ω × pi, rank ∂(Si)
∂(ωj , pik)
= 3. (107)
Poisson bracket on R6 together with the map induce SO(3) Lie-Poisson bracket on R3
{Si, Sj} ≡ {Si(ω, pi), Sj(ω, pi)}PB , then {Si, Sj} = ijkSk. (108)
As we saw above, all the trajectories ω(t),pi(t) lie on SO(3) -invariant surface of R6 determined by the constraints
T4 = { ωpi = 0, pi2 − α
ω2
= 0 }, (109)
that is ω and pi represent a pair of orthogonal vectors with their ends attached to the hyperbole y = αx .
When (ω,pi) ∈ T4, we have S2 = ω2pi2 − (ωpi)2 = α. So, f maps the manifold T4 onto two-dimensional sphere
(spin surface) of the radius
√
α, f(T3) = S2.
Denote F2S ∈ T4 preimage of a point S ∈ S2, F2S = f−1(S). Let (ω,pi) ∈ F2S . Then the two-dimensional manifold
F2S contains all pairs (χω, 1χpi), χ ∈ R+, as well as the pairs obtained by rotation of these (χω, 1χpi) in the plane of
vectors (ω,pi). So elements of F2S are related by two-parametric transformations
ω′ = χω, pi′ = − 1χpi, (110)
ω′ = ω cosφ+ pi |ω||pi| sinφ, pi
′ = −ω |pi||ω| sinφ+ pi cosφ. (111)
10 Note that this coincides with S appeared in (95).
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In the result, the manifold T4 acquires a natural structure of fiber bundle
T4 = (S2,F2, f), (112)
with base S2, standard fiber F2, projection map f and structure group given by the transformations (110) and (111).
The adjusted with the structure of the fiber bundle local coordinates are χ, φ, and two coordinates of the vector S.
By construction, the structure-group transformations leave inert points of the base, δSi = 0.
Let us discuss the relationship between the structure group and local symmetries of the Hamiltonian action (96). The
structure transformation (110) can be identified with the scale transformation (100). Concerning the transformation
(111), let us apply it to the action (96). Inserting ω′ and pi′ into the action and disregarding the total derivative, we
obtain the expression
SH [q
′] =
∫
dτ piω˙ − ωpi [v′ cos 2φ+B − v′1A]−
(
pi2 − α
ω2
)
[v′1 − C] ,
where
A =
|pi|
|ω|
(
1− α
ω2pi2 + (ωpi)|ω||pi| sin 2φ
)
sin 2φ,
B =
( |ω|˙
|ω| −
|pi|˙
|pi|
)
sin2 φ, C =
φ˙ω2
|ω||pi|+√α,
The action does not change, SH [q
′] = SH [q], if we adopt the following transformation law for v and v1
v′ =
v −B +A(v1 + C)
cos 2φ
, v′1 = v1 + C. (113)
Hence we have found one more local symmetry of the action. Its infinitesimal form reads
δω = φ
|ω|
|pi|pi, δpi = −φ
|pi|
|ω|ω,
δv =
2φv1
|ω||pi|
(
pi2 − α
ω2
)
, δv1 =
φ˙ω2
|ω||pi|+√α. (114)
The three infinitesimal symmetries (99), (101) and (114) are not independent on the subspace of solutions to equations
of motion. To see this, we note that the following infinitesimal transformation:
δ + δγ() + δφ(), where γ() = v, φ() = 2v1
|ω|
|pi| , (115)
being applied to any variable, turns out to be proportional to equations of motion. For instance, [δ+δγ() +δφ()]pi =
− δSHδpi − 2v1ωω2 δSHδv1 . The on-shell symmetries are considered as trivial symmetries, see [68]. Hence on the subspace of
solutions the infinitesimal reparametrization can be identified with a special transformation of the structure group
δ = −δγ() − δφ(). (116)
In the result, the number of infinitesimal symmetries coincides with the number of primary first-class constraints.
Summing up, in the passage from geometric to dynamical realization, the transformations of structure group of the
spin fiber bundle acts independently at each instance of time and turn into the local symmetries of Hamiltonian
action.
Equivalent formulations. Let us consider a slightly different Lagrangian
Lspin =
1
2
ω˙N ω˙ +
α
2ω2
. (117)
The conjugated momentum pi = N ω˙ implies only one primary constraint ωpi = 0, then the complete Hamiltonian
reads
H =
1
2
(
pi2 − α
ω2
)
+ v(ωpi). (118)
Computing ddt (ωpi) = {ωpi, H}, we obtain pi2 − αω2 = 0 as the secondary constraint. Hence the Lagrangian implies
an equivalent formulation.
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As the Lagrangian which implies the constraints (93), we could take the expression Lspin =
1
2g ω˙
2 + 12gβ
2− 12λ(ω2−
α2). We remind that in this model β2 = 3~
2
4α2 , while α is any given number. Variation with respect to auxiliary
variables g(t) and λ(t) gives the equations ω˙2 = g2β2 and ω2 = α2, the latter implies ω˙ω = 0. In the Hamiltonian
formulation these equations turn into the desired constraints. We can integrate out the variable g, presenting the
Lagrangian in a more compact form
Lspin = β
√
ω˙2 − 1
2
λ(ω2 − α2). (119)
This also gives the desired constraints. The last term represents kinematic (velocity-independent) constraint. So, we
might follow the known classical-mechanics prescription and exclude λ as well. But this would lead to loss of the
manifest rotational invariance of the formalism. The spin fiber bundle corresponding to this formulation turns out to
be the group manifold SO(3), see [69] for details.
C. Canonical quantization and Pauli equation
To test our formulation, we show that our spinning particle yields the Pauli equation in a stationary magnetic field
with the vector potential A. Consider the action
S =
∫
dt
[
m
2
x˙2 +
e
c
Ax˙ +
√
α√
ω2
√
DωNDω
]
, (120)
Dωi = ω˙i − ge
2mc
ijkωjBk. (121)
The configuration-space variables are xi(t), and ωi(t). Here xi represents the spatial coordinates of the particle with
the mass m, charge e and gyromagnetic ratio g. In our classical model g appeared as a coupling constant of ω
with the magnetic field B = ∇ × A in the last term of Eq. (121). At the end, it produces the Pauli term in the
quantum-mechanical Hamiltonian.
Let us construct Hamiltonian formulation for the model. Equations for the conjugated momenta pi and pii reads
p = mx˙ +
e
c
A, ⇒ x˙ = 1
m
(p− e
c
A), (122)
pi =
√
α√
ω2
NDω√
DωNDω
. (123)
Eq. (123) implies the primary constraints ωpi = 0 and pi2 − αω2 = 0. The complete Hamiltonian, H = PQ˙ − L +
vaΦa, Q = (x,ω), P = (p,pi), reads
H =
1
2m
(p− e
c
A)2 − eA0 − ge
2mc
(BS) + v(ωpi) + v1
(
pi2 − α
ω2
)
. (124)
There are no of higher-stage constraints in the formulation. Besides the constraints, the Hamiltonian (124) implies
the dynamical equations
x˙i =
1
m
(pi − e
c
Ai), p˙i =
e
c
x˙j∂iAj +
ge
2mc
Sj∂iBj , (125)
ω˙i = vωi + 2v1pii +
ge
2mc
ijkωjBk,
p˙ii = −vpii − 2v1pi
2
ω2
ωi +
ge
2mc
ijkpijBk. (126)
As a consequence of these equations, the spin-vector Si = ijkωjpik have unambiguous evolution
S˙i =
ge
2mc
ijkSjBk. (127)
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This is the classical equation for precession of spin in an external magnetic field. Due to Eqs. (93), the coordinates
Si obey (92). Equations (125) imply the second-order equation for xi
mx¨i =
e
c
ijkx˙jBk +
ge
2mc
Sk∂iBk. (128)
Note that in the absence of interaction, the spinning particle does not experience a self-acceleration. The last term gives
non vanishing contribution into the trajectory in unhomogeneous field and can be used for semiclassical description
of Stern-Gerlach experiment. Since S2 ∼ ~2, the S-term disappears from Eq. (128) at the classical limit ~→ 0. Then
Eq. (128) reproduces the classical motion of a charged particle subject to the Lorentz force.
Precession of spin. Let us denote − ge2mcB = ωp, then Eq. (127) reads
S˙ = ωp × S. (129)
The vector S˙ is orthogonal to the plane of ωp and S at any instant. Besides, contracting Eq. (129) with S we see
that magnitude of spin does not change, S2 = const. In the result, the end point of S rotates around the axis ωp. Let
S(0) = S0 is the initial position of spin. We present this vector as a sum of longitudinal and transversal parts with
respect to ωp, S0 = S0⊥ + S0||. Then for the constant vector ωp, the general solution to Eq. (129) is
S = S0|| + |S0⊥|(e1 cos |ωp|t+ e2 sin |ωp|t). (130)
Hence the magnitude of vector ωp from Eq. (129) is just the frequency of precession. Equation of trajectory (128)
in the constant magnetic field is v˙ = 2g [ωp × v], that is particle’s velocity precesses with the frequency 2gωp. For a
particle with classical gyromagnetic ratio g = 2, the two frequences coincide and the angle between velocity and spin
preserves during the evolution. For the anomalous magnetic moment, g 6= 2, the frequences are different. The spin
precession relative to the velocity is used in a cyclotron experiments for measurement of anomalous magnetic moment
[17, 18].
Canonical quantization. We quantize only the physical variables xi, pi, Si. Their classical brackets are
{xi, pj} = δij , {Si, Sj} = ijkSk. (131)
As the last two terms in (124) does not contributes into equations of motion for the physical variables, we omit them.
This gives the physical Hamiltonian
H =
1
2m
(p− e
c
A)2 − ge
2mc
BS. (132)
The first equation from (131) implies the standard quantization of the variables x and p, we take xˆi = xi, pˆi = −i~∂i.
According to the second equation from (131), we look for the wave-function space which is a representation of the
group SO(3). Finite-dimensional irreducible representations of the group are numbered by spin s, which is related
with the values of Casimir operator as follows: S2 ∼ s(s + 1). Then Eq. (92) fixes the spin s = 12 , and Si must
be quantized by Sˆi =
~
2σi. The operators act on the spinor space of two-component complex columns Ψ. Quantum
Hamiltonian is obtained from Eq. (132) replacing classical variables by the operators. This immediately yields the
Pauli equation, that is Eq. (89) with E = 0.
VI. WHY WE NEED A SEMICLASSICAL MODEL OF RELATIVISTIC SPIN?
Dirac equation. We expect that a semiclassical relativistic model of spin should be closely related to the Dirac
equation normally used to describe the relativistic spin in quantum theory. The consistent description of relativistic
spin is achieved in quantum electrodynamics, where the Dirac equation is considered as a quantum field theory
equation. But it also admits a quantum-mechanical interpretation and thus represents an example of relativistic
quantum mechanics. This is of interest on various reasons. In particular, namely being considered as a quantum-
mechanical equation, the Dirac equation gives the correct energy levels of hydrogen atom. As we saw in Sect. V A,
dynamical equations for expectation values of operators in quantum mechanics should resemble the Hamiltonian
equations of the corresponding classical system. Let us discuss these equations in the Dirac theory.
Under the infinitesimal Lorentz transformation δxµ = ωµνx
ν , the Dirac spinor Ψ = (Ψ1,Ψ2,Ψ3,Ψ4) transforms as
follows:
δΨ = − i
4
ωµνγ
µνΨ, (133)
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where
γµν ≡ [γµ, γν ] = i
2
(γµγν − γνγµ), (134)
and the 4× 4 γ -matrices can be composed from σ -matrices of Pauli
γ0 =
(
1 0
0 −1
)
, γi =
(
0 σi
−σi 0
)
. (135)
We use the representation with hermitian γ0 and antihermitian γi. The matrices do not commute with each other,
and the basic formula for their permutation is as follows
[γµ, γν ]+ ≡ γµγν + γνγµ = −2ηµν . (136)
The Dirac equation in an external four-potential Aµ[
γµ(pˆµ − e
c
Aµ) +mc
]
Ψ = 0, where pˆµ = −i~∂µ, (137)
turns out to be covariant under the transformation (133). Applying the operator γµ(pˆµ− ecAµ)−mc to (137), we see
that the Dirac equation implies the Klein-Gordon equation with non-minimal interaction[
(pˆµ − e
c
Aµ)2 − e~
2c
Fµνγ
µν +m2c2
]
Ψ = 0, (138)
where Fµν = ∂µAν − ∂νAµ.
For the latter use, let us analyze commutators of the matrices involved. The commutators of γ -matrices can not
be presented through themselves, but produce γµν -matrices as they are written in (134). The set γµ, γµν forms a
closed algebra
[γµ, γν ] = −2iγµν , [γµν , γα] = 2i(ηµαγν − ηναγµ),
[γµν , γαβ ] = 2i(ηµαγνβ − ηµβγνα − ηναγµβ + ηνβγµα). (139)
As it was tacitly implied in Eq. (133), γµν -matrices obey SO(1, 3) -algebra of Lorentz generators. The complete
algebra (139) can be identified with the five-dimensional Lorentz algebra SO(2, 3) with generators JAB , A,B =
(µ, 5) = (0, 1, 2, 3, 5), and with the metric ηAB = (−,+,+,+,−)
[JAB , JCD] = 2i(ηACJBD − ηADJBC − ηBCJAD + ηBDJAC), (140)
assuming γµ ≡ J5µ, γµν ≡ Jµν . Vector model of spinning particle with SO(2, 3) covariant spin-space has been
constructed in [70].
Observer-independent probability. Ψ can be used to construct the adjoint spinor Ψ¯ = Ψ†γ0 with the trans-
formation law δΨ¯ = i4 Ψ¯γ
µνωµν . Then Ψ¯Ψ is a scalar, Ψ¯γ
µΨ ia a vector11 and so on. The vector turns out to be a
conserved current, that is
∂µ(Ψ¯γ
µΨ) = 0, (141)
on solutions to the Dirac equation. The time-component of the vector is Ψ†Ψ. Assuming that symbols xi represent
the position of a particle, the quantity
P (t) = Ψ†Ψd3x. (142)
is identified with relativistic-invariant probability to find a particle in the infinitesimal volume d3x at the instant
t = x
0
c . To confirm this interpretation, we first note that the probability density Ψ
†Ψ is a positive function. Second,
due to the continuity equation (141), integral of the density over all space does not depend on time: ddx0
∫
V
d3xΨ†Ψ =
11 With the factor − i
4
in (133) and with the standard transformation law for a vector, δvµ = µνvν , the function vµΨ¯γµΨ is a scalar
function.
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V
d3x∂0(Ψ¯γ
0Ψ) = − ∫
V
d3x∂i(Ψ¯γ
iΨ) = − ∫
∂V
dΩi(Ψ¯γ
iΨ) = 0 for the solutions Ψ that vanish on spatial infinity.
Third, P coincides with the manifestly Lorentz-invariant quantity
−1
6
µναβ(Ψ¯γ
µΨ)dxνdxαdxβ , (143)
when it computed over equal-time surface x0 = const of Minkowski space. This implies an observer-independence of
the probability P : all inertial observers, when they compute P using their coordinates, will compute the same number
(143).
However, it is well known that adopting the quantum-mechanical interpretation, we arrive at a rather strange and
controversial picture. We outline here the results of analysis on the applicability of quantum-mechanical treatment
to the free Dirac equation made by Schro¨dinger12 in [71]. We multiply the Dirac equation on γ0, representing it in
the Schro¨dinger-like form
i~∂tΨ = HˆΨ, Hˆ = cαipˆi +mc2β, (144)
where αi = γ0γi and β = γ0 are Dirac matrices. Then Hˆ may be interpreted as the Hamiltonian. Passing from the
Schro¨dinger to Heisenberg picture, the time derivative of an operator a is i~a˙ = [a,H], and for the expectation values
of basic operators of the Dirac theory we obtain the equations
x˙i = cαi, p˙i = 0,
i~α˙i = 2(cpi −Hαi), i~β˙ = −2cαipiβ +mc2. (145)
Some properties of the equations are in order.
1. The wrong balance of the number of degrees of freedom. The first equation in (145) implies that the operator
cαi represents the velocity of the particle. Then physical meaning of the operator pi becomes rather obscure in the
classical limit.
2. Zitterbewegung. The equations (145) can be solved, with the result for xi(t) being xi = ai + dpit+ ciexp(− 2iH~ t).
The first and second terms are expected and describe a motion along the straight line. The last term on the r.h.s. of
this equation states that the free electron experiences rapid oscillations with higher frequency 2H~ ∼ 2mc
2
~ .
3. Velocity of an electron. Since the velocity operator cαi has eigenvalues ±c, we conclude that a measurement of a
component of the velocity of a free electron is certain to lead to the result ±c.
4. Operator of relativistic spin. We expect that in the Dirac theory can be constructed the relativistic generalization
of the spin operator (82). The question on the definition of a conventional spin operator has been raised a long time
ago [73, 74] and is under discussion up to date [75–77].
Many people noticed that in the Dirac theory it is possible to construct another operators that obey to a reasonable
equations, see [15, 52]. Presenting these equations, Feynman accompanied them with the following comment (see p.
48 in [72]): “The following relations may be verified as true but their meaning is not yet completely understood, if at
all: ...”.
In view of all this, it seem desirable to construct a semiclassical model of spin that will be as close as possible to
the Dirac equation. By this we mean the model which, being quantized, yields the Dirac equation. In the following
sections, we will see how the vector model clarifies the issues discussed above. In a few words, this can be resumed
as follows. As we already saw above, the vector model is necessarily invariant under the spin-plane local symmetry
which determines its physical sector formed by observables. We show that observables of the vector model have an
expected behavior on both classical and quantum level. Comparing quantum mechanics of the vector model with that
of Dirac equation in Sect. XV D, we obtain the rules for computation of probabilities and mean values of the vector
model observables using the Dirac equation. The time evolution implied by the rules (418) turn out to be different
from the ingenuous prescription (145). Hence the vector model of spin supports the point of view that the operators
of the Dirac equation do not represent directly measurable quantities.
VII. SPIN-TENSOR OF FRENKEL
To construct the relativistic spinning particle, we need a Lorentz-covariant description of the spin fiber bundle (237).
We remind that our construction involves basic and target spaces as well as the map f : R6(ω,pi)→ R3(S), see Eqs.
12 For an electron interacting with electromagnetic field this analysis has been repeated by Feynman in [72].
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(106)-(108). We embed this SO(3) -covariant construction into its suitably chosen SO(1, 3) -covariant extension. Let
us start from the three-vector ω. We assume that relativistic spin can be described by a vector ωµ of Minkowski space
such that ωµ = (0,ω) for the particle at rest in the laboratory frame. This condition expresses the Correspondence
Principle: relativistic physics should approximate to the Newton physics in the limit of small velocities. To represent
this condition in a covariant form in an arbitrary frame, we assume that in our model there exists a four-vector pµ
which for the particle at rest has the components (p0,0). For the case of a free particle, the natural candidate is a
vector proportional to the particle’s four-velocity. For the particle in external field, the form of this vector is dictated
by the structure of interaction, see below. With this pµ, the Lorentz-invariant statement pω = 0 is equivalent to the
condition that ωµ = (0,ω) for the particle at rest. Following the same lines, we also assume the condition ppi = 0 for
the conjugated momentum piµ for ωµ. Hence we replace the basic space R6(ω,pi) by direct product of two Minkowski
spaces with the following natural action of the Lorentz group on it:
SO(1, 3) :
(
ω
pi
)
→
(
ω′
pi′
)
=
(
Λ 0
0 Λ
)(
ω
pi
)
. (146)
The relativistic generalization of the surface (108) is given by the following SO(1, 3) -invariant surface of the phase
space M×M
T4 =
{
ωpi = 0, pi2 − α
ω2
= 0, pω = 0, ppi = 0
}
. (147)
Below we denote these constraints T2, T5, T3 and T4. As in non relativistic case, we have two first-class constraints
ωpi = 0 and pi2 − αω2 = 0. The constraints pω = 0 and ppi = 0 are of second class, so we expect 8 − 2 × 2 − 2 = 2
physical degrees of freedom in the spin-sector.
It should be noted that ωµ and piµ turn out to be space-like vectors. Indeed, in the frame where pµ = (p0,0) the
constraints pω = ppi = 0 imply ω0 = pi0 = 0. This implies ω2 ≥ 0 and pi2 ≥ 0. Then from the constraint pi2 − αω2 = 0
we conclude ω2 > 0 and pi2 > 0.
Let us consider the target space. To generalize the map Si = ijkωjpik to the case of four-dimensional quantities, we
rewrite it in an equivalent form, using the known isomorphism among three-vectors and antisymmetric 3×3 -matrices
Si =
1
4
ijkSjk, then Sij = 2ijkSk. (148)
Then
Si = ijkωjpik, is equivalent to Sij = 2(ωipij − ωjpii). (149)
The last equality has an evident generalization to the four-dimensional case: Sµν = 2(ωµpiν−ωνpiµ). Hence the target
space R3(S) should be extended to the six-dimensional space R6(D,S) of antisymmetric 4× 4 matrices. We present
them as follows:
Sµν(D,S) =
 0 −D1 −D2 −D3D1 0 2S3 −2S2D2 −2S3 0 2S1
D3 2S2 −2S1 0
 , (150)
or, equivalently
Sµν = (Si0 = Di, Sij = 2ijkSk). (151)
Lorentz group naturally acts on this space
SO(1, 3) : Sµν(D,S) → Sµν(D′,S′) = ΛµαΛνβSαβ(D,S). (152)
This equation determines transformation rules of the columns D and S. They transform as three-vectors under the
subgroup of rotations of the Lorentz group. The embedding (151) of three-dimensional spin-vector S into the four-
dimensional spin-tensor has been suggested by Frenkel [12]. So we call Sµν the Frenkel spin-tensor. The vector D is
called dipole electric moment of the particle [16].
Now we are ready to define the covariant version of the map (107)
f : M(ωµ)×M(piν)→ R6(Sµν); (ωµ, piν)→ Sµν = 2(ωµpiν − ωνpiµ). (153)
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FIG. 3: Fiber bundle T4 associated with relativistic spin
It has rank equals 5, and maps a point of M ×M to a pair of orthogonal three-dimensional vectors, DS = 0. By
construction, f is compatible with the transformations (146) and (152) of SO(1, 3): if S′µν(D,S) = 2(ω′µpi′ν−ω′νpi′µ),
then Sµν(D,S) = 2(ωµpiν − ωνpiµ).
If M ×M is considered as a symplectic space with canonical Poisson bracket, {ωµ, piν} = ηµν , the map f induces
SO(1, 3) -Lie-Poisson bracket on R6
{Sµν(ω, pi), Sαβ(ω, pi)} = 2(ηµαSνβ − ηµβSνα − ηναSµβ + ηνβSµα). (154)
Consider the image Sµν(ω, pi) of a point of the surface (147). Using the identity SµνSµν = 8(ω
2pi2 − (ωpi)2) together
with the equations (147), we obtain five covariant equations which determine the spin-surface S2 in an arbitrary
Lorentz frame
SµνSµν = 8α = 6~2, (155)
Sµνpν = 0. (156)
As (Sµνpν)pµ ≡ 0, we have only four independent equations imposed on six variables, therefore the spin-surface has
dimension 2, as it should be. Denote FS ∈ T4 preimage of a point Sµν of the base, FS = f−1(Sµν), that is the
standard fiber, see Fig. 3 on page 24. Its points are related by the structure-group transformations (110) and (111).
Consider the rest frame of the vector pµ, that is pµ = (p0,0) in this frame. The surface (147) acquires the form
ωpi = 0, pi2 − α
ω2
= 0, pi0 = 0 , ω0 = 0, (157)
and can be identified with the non relativistic spin-surface (237). Being restricted to this surface, the map (153) reads
Sµν |T4 =
 0 0 0 00 0 2S3 −2S20 −2S3 0 2S1
0 2S2 −2S1 0
 , S = ω × pi. (158)
Hence in the rest frame the dipole electric moment vanishes, while the spatial part of spin-tensor coincides with the
non-relativistic spin. We conclude that SO(3) -construction (106)-(237) is embedded into SO(1, 3) -covariant scheme.
As in non relativistic case, the basic variables ωµ and piν do not represent observable quantities, only S
µν does. This
may be contrasted with [32, 105, 106], where the equation Sµν = 0 assumed to be the first-class constraint of the
Dirac formalism. In the result, Sµν turns out to be unobservable quantity.
VIII. FOUR-DIMENSIONAL SPIN-VECTOR, PAULI-LUBANSKI VECTOR AND
BARGMANN-MICHEL-TELEGDI VECTOR
On the pure algebraic grounds, spin-tensor of Frenkel turns out to be equivalent to a four-dimensional vector. So
the latter could also be used for the description of relativistic spin. Here we discuss the relevant formalism.
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Levi-Civita symbol with 0123 = 1 obeys the identities
abcdabµν = −2(δcµδdν − δcνδdµ), (159)
µabcµijk = −[δai(δbjδck − δbkδcj)− δaj(δbiδck − δbkδci)+
δak(δ
b
iδ
c
j − δbjδci)]. (160)
Given an antisymmetric matrix Jµν = −Jνµ and a vector pµ, we define the vectors
sµ =
1
4
√
−p2 
µναβpνJαβ , then s
µpµ = 0; (161)
Φµ = Jµνpν , then Φ
µpµ = 0. (162)
When p and J represent generators of the Poincare´ group, the vector (161) is called Pauli-Lubanski vector. It turns
out to be useful for the classification of irreducible representations of the Poincare´ group [99–101].
The tensor Jµν and its dual, ∗Jµν ≡ 12µνabJab, can be decomposed on these vectors as follows:
Jµν =
Φµpν − Φνpµ
p2
− 2√−p2 µνabpasb, (163)
µνabJab = 4
pµsν − pνsµ√
−p2 −
2
p2
µνabpaΦb. (164)
To prove (163), we contract (160) with pap
iJjk. Eq. (164) follows from (163) contracted with abµν . The definitions
imply the identity relating the square of sµ with a ”square” of Jµν
sµsµ =
1
8
JµνJµν − 1
4p2
(Jµνpν)
2. (165)
Frenkel spin-tensor obeys Sµνpν = 0, that is Φ
µ = 0, and can be used to construct four-vector of spin (below we also
call it Pauli-Lubanski vector)
sµ(τ) ≡ 1
4
√
−p2 
µναβpνSαβ . (166)
In the free theory pµ is independent on Sµν , so this equation is linear on Sµν and can be inverted. According to Eq.
(163) we have
Sµν = − 2√−p2 µναβpαsβ , (167)
that is the two quantities are mathematically equivalent, and we could work with sµ instead of Sµν . The equation
(165) implies proportionality of their magnitudes. In the interacting theory pµ contains Sµν , so (166) becomes a non
linear equation.
Let us compare spatial components of sµ with the non-relativistic spin-vector S. In the rest system of pµ, pµ =
(p0,0),
√
−p2 = |p0|, we have s0 = 0 and
si =
p0
4|p0|
ijkSjk =
p0
|p0|S
i, (168)
that is the two vectors coincide. This explains our normalization for sµ, Eq. (161). Under the Lorentz boost, S
transforms as the spatial part of a tensor whereas sµ transforms as a four-vector. So the two spins are different in all
Lorentz frames except the rest frame. The relation between them in an arbitrary frame follows from Eq. (167)
Si =
p0√
−p2
(
δij − pipj
(p0)2
)
sj . (169)
A four-dimensional vector sµbmt with the property uµs
µ
bmt = 0, where uµ represents a four-velocity of the particle,
has been successively used by Bargmann Michel and Telegdi to analyze the spin precession in uniform magnetic field,
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see [102] for details. In our vector model, even in the case of interaction, the condition ps = 0 implies us = 0.
So we expect that our equations of motion for sµ should represent a generalization of the Bargmann-Michel-Telegdi
equations to the case of an arbitrary electromagnetic field.
In summary, the relativistic spin can be described by the Frenkel spin-tensor (150) composed by the dipole electric
moment D and the spin S. In our vector model the Frenkel tensor is a composite quantity, see (153). In the rest
frame of the vector pµ we have D = 0, while S coincides with the vector of non-relativistic spin. Intuitively, the
Frenkel tensor shows how the non relativistic spin looks like in an arbitrary Lorentz frame.
IX. LAGRANGIAN OF RELATIVISTIC SPINNING PARTICLE
A. Variational problem for the prescribed Dirac’s constraints
In the previous section we have discussed only the spin-sector of a spinning particle. To construct a complete theory,
we add the position xµ(τ) and its conjugated momentum pµ(τ) taken in an arbitrary parametrization τ . This implies
that we deal with the reparametrization-invariant theory. So besides the spin-sector constraints (147) we expect also
the mass-shell condition T1 = p
2 + (mc)2 = 0. Let us look for the Hamiltonian action which could produce these
constraints. According to general theory [63, 64, 66], it has the form
∫
dτ px˙ + piω˙ − (H0 + λiTi) where Ti are the
primary constraints of the theory. We expect H0 = 0 due to the reparametrization invariance. As the suitable primary
constraints, let us take p2 + (mc)2 + pi2 − aω2 , T2, T3 and T4. Thus we consider the Hamiltonian variational problem
SH =
∫
dτ px˙+ piω˙ − [λ1
2
(p2 + (mc)2 + pi2 − α
ω2
)+
λ2(ωpi) + λ3(pω) + λ4(ppi)]. (170)
Due to the Poisson bracket {T2, T5} = 2T5, in this formulation T5 = 0 appears as the secondary constraint. To arrive
at the Lagrangian action, we could follow the standard prescription. Excluding the conjugate momenta from SH
according to their equations of motion, we obtain an action with the auxiliary variables λi. Excluding them, one after
another, we obtain various equivalent forms of the Lagrangian action. To simplify these computations, we proceed as
follows. First, we note that the constraints ωpi = 0 and pω = 0 always appear from the Lagrangian which involves
the projector N , that is we use Nx˙ and Nω˙ instead of x˙ and ω˙. So we set λ2 = λ3 = 0 in Eq. (170). Second, we
present the remaining terms in (170) in the matrix form
S =
∫
dτ (p, pi)
(
x˙
ω˙
)
− λ1
2
(p, pi)
(
η λη
λη η
)(
p
pi
)
− λ1
2
[
(mc)2 − α
ω2
]
, (171)
where λ = λ4λ1 . The matrix appeared in (171) is invertible, the inverse matrix is
1
1− λ2
(
η −λη
−λη η
)
. (172)
Eq. (171) is the Hamiltonian variational problem of the form pq˙− λ12 (pAp+M2), the latter follows from the Lagrangian
−M
√
−q˙A−1q˙. This allows us to exclude the variable λ1. As it was combined above, we then replace x˙, ω˙ by Nx˙,
Nω˙ and obtain
S = −
∫
dτ
√
(mc)2 − α
ω2
√√√√−(Nx˙,Nω˙)( η1−λ2 −λη1−λ2−λη
1−λ2
η
1−λ2
)(
Nx˙
Nω˙
)
= (173)
−
∫
dτ
√
(mc)2 − α
ω2
√
(1− λ2)−1 [−x˙Nx˙− ω˙Nω˙ + 2λx˙Nω˙]. (174)
To exclude the remaining auxiliary variable λ, we compute variation of (174) with respect to λ, this gives the equation
(x˙Nω˙)λ2 − (x˙Nx˙+ ω˙Nω˙)λ+ (x˙Nω˙) = 0, (175)
which determines λ
λ± =
(x˙Nx˙+ ω˙Nω˙)±√(x˙Nx˙+ ω˙Nω˙)2 − 4(x˙Nω˙)2
2(x˙Nω˙)
. (176)
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We substitute λ+ into (174) and use λ+λ− = 1. Then (174) turns into the following action
S = − 1√
2
∫
dτ
√
m2c2 − α
ω2
×√
−x˙Nx˙− ω˙Nω˙ +
√
[x˙Nx˙+ ω˙Nω˙]2 − 4(x˙Nω˙)2. (177)
The matrix Nµν is the projector on the plane orthogonal to ω
ν
Nµν = ηµν − ωµων
ω2
, then NµαN
αν = Nµ
ν , Nµνω
ν = 0. (178)
In the spinless limit, α = 0 and ωµ = 0, the functional (177) reduces to the expected Lagrangian of spinless particle,
−mc√−x˙µx˙µ. It is well known that the latter can be written in equivalent form using the auxiliary variable λ(τ) as
follows: 12λ x˙
2 − λ2m2c2. Similarly to this, (177) can be presented in the equivalent form
S =
∫
dτ
1
4λ1
[
x˙Nx˙+ ω˙Nω˙ −
√
[x˙Nx˙+ ω˙Nω˙]2 − 4(x˙Nω˙)2
]
−
λ1
2
[(mc)2 − α
ω2
]. (179)
In summary, besides the “minimal” Lagrangian (177) we have obtained two its equivalent formulations given by Eqs.
(174) and (179). The Lagrangians provide the appearance of equation ppi = 0 as the primary constraint. In turn, this
seems crucial to introduce an interaction consistent with the constraints.
B. Interaction and the problem of covariant formalism
In the formulation (177) without auxiliary variables, our model admits the minimal interaction with electromagnetic
field and with gravity. As we detaily shown below, this does not spoil the number and algebraic structure of constraints
presented in the free theory. Interaction with an electromagnetic potential is achieved by adding the standard term
Sint =
e
c
∫
dτAµx˙
µ. (180)
The minimal interaction with gravity is achieved [23, 31] by covariantization of (177). We replace ηµν → gµν , and
usual derivative by the covariant one,
ω˙µ → ∇ωµ = ω˙µ + Γµαβ x˙αωβ . (181)
Velocities x˙µ, ∇ωµ and projector Nµν transform like contravariant vectors and covariant tensor, so the action is
manifestly invariant under the general-coordinate transformations.
To introduce an interaction of spin with electromagnetic field, we use [22] the formulation (179) with the auxiliary
variable λ1. We add to the action (179) the term (180) and replace
ω˙µ → Dωµ ≡ ω˙µ − λ1 eµ
c
Fµνων . (182)
We have denoted µ = g2 , where g is gyromagnetic ratio, this agreement simplifies many of equations below. So we
restore g only in the final answers. λ1 in this expression provides the homogeneous transformation law of Dω under
the reparametrizations, Dτ ′ω
′ = ∂τ∂τ ′Dτω.
The interaction of spin with gravity through the gravimagnetic moment will be achieved in the formulation (174),
see below.
Concerning the interaction of spin with electromagnetic field, let us briefly discuss an issue with nearly a century of
history, that is not completely clarified so far. While the complete relativistic Hamiltonian of the covariant formulation
will be obtained below, its linear on spin part can be predicted from a symmetry considerations. Indeed, the only
Lorentz and U(1) -invariant term which involves F and S is FµνS
µν . Using the covariant condition (156) we obtain
Hrelspin ∼ − e
4mc
FµνS
µν =
e
mc
[
1
mc
S[p×E]−BS
]
. (183)
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This can be compared with spin part of the Hamiltonian (89) with g = 2
Hspin =
e
mc
[
1
2mc
S[p×E]−BS
]
. (184)
They differ by the famous and troublesome factor13 of 12 . The same conclusion follows from comparison of equations
of motion of the two formulations [9]. As we saw in Sect. V A, the expression (184) has very strong experimental
support. The question, why a covariant formalism does not lead directly to the correct result, has been raised in 1926
[12], and remain under discussion to date [9, 107, 108].
Following the work [29], in Sect. XI we show that the vector model provides an answer to this question on a pure
classical ground, without appeal to the Thomas precession, Dirac equation or Foldy-Wouthuysen transformation. In
a few words it can be described as follows. The relativistic vector model involves a second-class constraints (T3 and
T4 of Eq. (147)), which we take into account by passing from the Poisson to Dirac bracket. So in the covariant
formulation we arrive at the relativistic Hamiltonian (183) accompanied by non canonical classical brackets. To
construct the quantum mechanics, we could work with the relativistic Hamiltonian, but in this case we need to find
quantum realization of the non canonical brackets. Equivalently, we can find the variables with canonical brackets
and quantize them in the standard way. The relativistic Hamiltonian (183), when written in the canonical variables,
just gives (184).
C. Particle with the fundamental length scale
Our basic model yields the fixed value of spin, as it should be for an elementary particle. Let us present the
modification which leads to the theory with unfixed spin, and, similarly to Hanson-Regge approach [32], with a
mass-spin trajectory constraint. Consider the following Lagrangian
L = −mc√
2
√√√√−x˙Nx˙− l2 ω˙Nω˙
ω2
+
√[
x˙Nx˙+ l2
ω˙Nω˙
ω2
]2
− 4l2 (x˙Nω˙)
2
ω2
, (185)
where l is a parameter with the dimension of length. The Dirac procedure yields the Hamiltonian
H =
λ1
2
(
p2 +m2c2 +
pi2ω2
l2
)
+ λ2(ωpi) + λ3(pω) + λ4(ppi) , (186)
which turns out to be combination of the first-class constraints p2 + m2c2 + pi
2ω2
l2 = 0, ωpi = 0 and the second-class
constraints pω = 0, ppi = 0. The Dirac procedure stops on the first stage, that is there are no of secondary constraints.
As compared with (177), the first-class constraint pi2 − αω2 = 0 does not appear in the present model. Due to this,
square of spin is not fixed, S2 = 8(ω2pi2 − ωpi) ≈ 8ω2pi2. Using this equality, the mass-shell constraint acquires the
form similar to the string theory
p2 +m2c2 +
1
8l2
S2 = 0. (187)
It has a clear meaning: the energy of the particle grows with its spin. The model has four physical degrees of freedom
in the spin-sector. As the independent gauge-invariant degrees of freedom, we can take three components Sij of the
spin-tensor together with any one product of conjugate coordinates, for instance, ω0pi0.
D. Classification of vector models
While we concentrate on the model specified by Eqs. (147), it is instructive to discuss other sets of constraints that
could be used for construction of a spinning particle. The equation (165) relating the Poincare´ and Lorentz spins
sµsµ =
1
8
SµνSµν − 1
4p2
(Sµνpν)
2 =
13 In discussing this factor often refer to Thomas precession [14]. We will not touch this delicate and controversial issue [102–104] because
of the covariant formalism automatically accounts the Thomas precession [35].
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ω2pi2 − (ωpi)2 − 1
p2
[ω2(ppi)2 + pi2(pω)2 − 2(pω)(ppi)(ωpi)], (188)
turns out to be useful in what follows.
1. Our basic model (147) with two degrees of freedom implies Sµνpν = 0. Then Eq. (188) implies proportionality of
the two spins, 8s2 = S2, whereas their magnitudes are fixed due to the constraints T2 and T5. The variables x
µ, pµ
and Sµν have vanishing brackets with first-class constraints, so they are candidates for observables.
2. The model with the constraints ω2 = α2 and pi2 = β2 instead of pi2 = αω2 is essentially equivalent to the basic
model. The relationship between two models can be probably established using the conversion scheme [53, 54].
3. Let us replace T3 ≡ pω = 0 by T ′3 ≡ pω −
√
ω2 = 0 in the set (147). These constraints appear in the model of
rigid particle. T4 and T5 can be taken as the second-class constraints, while T2 and T
′
3 form the first-class subset.
As a consequence, the model has two degrees of freedom. The Poincare´ and Lorentz spins are proportional and have
fixed magnitudes. The variables xµ and Sµν have non vanishing brackets with first-class constraints. After canonical
quantization, the constraint T ′3 = 0 turns into the Dirac equation. Hence this semiclassical model can be used to
study the relation among classical observables and operators of the Dirac theory.
4. Hanson and Regge developed their model of a relativistic top [32] on the base of antisymmetric tensor Sµν without
making of any special assumptions on its inner structure. The tensor is subject to first-class constraints Sµνpν = 0.
This implies phase space with 2×6−2×3 = 6 degrees of freedom as well as proportional spins with unfixed magnitude.
A similar vector model could be constructed starting from the Hamiltonian action
SH =
∫
dτ px˙+ piω˙ − λ1
2
[p2 +m2c2 + f(S2)]− λµSµνpν , (189)
where Sµν = 2(ωµpiν − ωνpiµ). The variables xµ and Sµν are not observables in this model.
5. To avoid the unobservable character of original variables in the model (189), we could replace Sµνpν = 0 by the
pair of second-class constraints pω = ppi = 0. They provide Sµνpν = 0 and 8− 2 = 6 degrees of freedom.
6. Adding the first-class constraint ωpi = 0 to the model of Item 5 we arrive at the Lagrangian (185) with four degrees
of freedom.
7. There are models based on the light-like vector ωµ [109, 110]. Consider the first-class constraints
ω2 = 0, ωpi = 0, pi2(pω)2 = const, then s2 = const, S2 = 0. (190)
This implies two degrees of freedom. The Poincare´ and Lorentz spins, while are fixed, do not correlate one with
another. The variables xµ, Sµν and sµ are not observable quantities. We note also that Sµνpν 6= 0, this complicates
the analysis of non relativistic limit.
8. Let us replace pi2(pω)2 = const by
√
pi2(pω) = const in the set (190). Similarly to Item 3, this constraint may be
classical analog of the Dirac equation. This model still has not been studied.
A common for the models 5-8 is the problem whether they admit an interaction with external fields. Concerning
the Hanson-Regge model, in their work [32] they analyzed whether the spin-tensor interacts directly with an electro-
magnetic field, and concluded on impossibility to construct the interaction in a closed form. In our vector model an
electromagnetic field interacts with the part ωµ of the spin-tensor.
X. INTERACTION WITH ELECTROMAGNETIC FIELD
In this rather technical section we demonstrate that our variational problem yields a model of spinning particle
with expected properties. In particular, our equations of motion generalize an approximate equations of Frenkel and
Bargmann-Michel-Telegdi to the case of an arbitrary electromagnetic field.
A. Manifestly covariant Hamiltonian formulation
As we saw in previous section, interaction with an arbitrary electromagnetic field can be described within the action
S =
∫
dτ
1
4λ
[
x˙Nx˙+DωNDω −
√
[x˙Nx˙+DωNDω]
2 − 4(x˙NDω)2
]
−
λ
2
(m2c2 − α
ω2
) +
e
c
Ax˙, (191)
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where the term
Dωµ ≡ ω˙µ − λeµ
c
Fµνων , (192)
accounts the spin-field interaction.
Let us construct Hamiltonian formulation of the model. Conjugate momenta for xµ, ωµ and λ are denoted as pµ,
piµ and pλ. We use also the canonical momentum Pµ ≡ pµ − ecAµ. Contrary to pµ, the canonical momentum is
U(1) gauge-invariant quantity. Since pλ =
∂L
∂λ˙
= 0, the momentum pλ represents the primary constraint, pλ = 0.
Expressions for the remaining momenta, pµ = ∂L∂x˙µ and pi
µ = ∂L∂ω˙µ , can be written in the form
Pµ = 1
2λ
(Nx˙µ −Kµ),
Kµ ≡ T− 12 [(x˙Nx˙+DωNDω) (Nx˙)µ − 2(x˙NDω)(NDω)µ] , (193)
piµ =
1
2λ
(NDωµ −Rµ),
Rµ ≡ T− 12 [(x˙Nx˙+DωNDω) (NDω)µ − 2(x˙NDω)(Nx˙)µ] , (194)
where T = [x˙Nx˙+DωNDω]
2 − 4(x˙NDω)2. The functions Kµ and Rµ obey the following remarkable identities
K2 = x˙Nx˙, R2 = DωNDω, KR = −x˙NDω,
x˙R+DωK = 0, x˙K +DωR = T
1
2 . (195)
Due to Eq. (178), contractions of the momenta with ωµ vanish, that is we have the primary constraints ωpi = 0 and
Pω = 0. One more primary constraint, Ppi = 0, is implied by (195).
Hence we deal with a theory with four primary constraints. Hamiltonian is obtained excluding velocities from the
expression
H = px˙+ piω˙ − L+ λiTi, (196)
where λi are the Lagrangian multipliers for the primary constraints Ti. To obtain its manifest form, we note the
equalities P2 = 12λ2 [x˙Nx˙− x˙K], pi2 = 12λ2 [DωNDω −DωR], and Px˙+ piDω = 2L1, where L1 is the first line in Eq.
(191). Then, using (195) we obtain
(P2 + pi2) = 2
λ
L1. (197)
Further, using Eqs. (195) we have
px˙+ piω˙ ≡ Px˙+ e
c
Ax˙+ piDω + λ
eµ
c
(piFω) =
2L1 +
e
c
Ax˙− λeµ
4c
(FS), (198)
where appeared the Frenkel spin-tensor Sµν . Using (198) and (197) in (196), the Hamiltonian reads
H =
λ
2
(
P2 − eµ
2c
(FS) +m2c2 + pi2 − α
ω2
)
+
λ2(ωpi) + λ3(Pω) + λ4(Ppi) + λ0pλ. (199)
The fundamental Poisson brackets {xµ, pν} = ηµν and {ωµ, piν} = ηµν imply
{xµ,Pν} = ηµν , {Pµ,Pν} = e
c
Fµν , (200)
{Sµν , Sαβ} = 2(ηµαSνβ − ηµβSνα − ηναSµβ + ηνβSµα). (201)
{Sαβ , ωµ} = 2ηµ[αωβ], {Sαβ , piµ} = 2ηµ[αpiβ]. (202)
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T1 T5 T2 T3 T4
T1 = P2− 0 0 0 -2C -2D
µe
2c
(FS) +m2c2
T5 = pi
2 − α
ω2
0 0 −2T5 ≈ 0 −2T4 ≈ 0 2α(ω2)2 T3 ≈ 0
T2 = ωpi 0 2T5 ≈ 0 0 −T3 ≈ 0 T4 ≈ 0
T3 = Pω 2C 2T4 ≈ 0 T3 ≈ 0 0 T1 + e2ca
≈ e
2ca
T4 = Ppi 2D − 2α(ω2)2 T3 ≈ 0 −T4 ≈ 0 −T1 − e2ca 0
≈ − e
2ca
TABLE I: Algebra of constraints.
According to Eq. (201), the spin-tensor is generator of Lorentz algebra SO(1, 3). As ωpi, ω2 and pi2 are Lorentz-
invariants, they have vanishing Poisson brackets with Sµν . To reveal the higher-stage constraints we write the
equations T˙i = {Ti, H} = 0. The Dirac procedure stops on third stage with the following equations
pλ = 0 ⇒ T1 ≡ P2 − eµ
2c
(FS) +m2c2 + pi2 − α
ω2
= 0
⇒ λ3C + λ4D = 0 , (203)
T2 ≡ (ωpi) = 0 ⇒ T5 ≡ pi2 − α
ω2
= 0 , (204)
T3 ≡ (Pω) = 0 ⇒ λ4 = −2λc
e
aC , (205)
T4 ≡ (Ppi) = 0 ⇒ λ3 = 2λc
e
aD . (206)
We have denoted
C = −e(µ− 1)
c
(ωFP) + eµ
4c
(ω∂)(FS),
D = −e(µ− 1)
c
(piFP) + eµ
4c
(pi∂)(FS), (207)
and the function a is written in (209). The last equation from (203) turns out to be a consequence of (205) and (206)
and can be omitted. Due to the secondary constraint T5 appeared in (204) we can replace the constraint T1 on the
equivalent one
T1 ≡ P2 − eµ
2c
(FS) +m2c2 = 0. (208)
This can be compared with Eq. (138). The Dirac procedure revealed two secondary constraints written in Eqs. (208)
and (204), and fixed the Lagrangian multipliers λ3 and λ4, the latter can be substituted into the Hamiltonian. The
multipliers λ0, λ2 and the auxiliary variable λ have not been determined. H vanishes on the complete constraint
surface, as it should be in a reparametrization-invariant theory.
We summarized the algebra of Poisson brackets between constraints in the Table I. The constraints pλ, T1, T2 and
T5 form the first-class subset, while T3 and T4 represent a pair of second class. The presence of two primary first-class
constraints pλ and T2 is in correspondence with the fact that two lagrangian multipliers remain undetermined within
the Dirac procedure.
Below we will use the following notation. In the equation which relates velocity and canonical momentum will
appear the matrix T
Tµν = ηµν − (µ− 1)a(SF )µν , a = −2e
4m2c3 − e(2µ+ 1)(SF ) . (209)
Using the identity SµαFαβS
βν = − 12 (SαβFαβ)Sµν we find the inverse matrix
T˜µν = ηµν + (µ− 1)b(SF )µν , b = −2e
4m2c3 − 3eµ(SF ) , (210)
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The two functions are related as follows: b = 2a[2 + (µ− 1)a(SF )]−1. The vector Zµ is defined by
Zµ =
b
4c
Sµσ(∂σFαβ)S
αβ ≡ b
4c
Sµσ∂σ(FS). (211)
This vanishes for homogeneous field, ∂F = 0. The evolution of the basic variables obtained according the standard
rule z˙ = {z,H}. The equations read
x˙µ = λ(TµνPν + µca
b
Zµ), P˙µ = e
c
(Fx˙)µ + λ
µe
4c
∂µ(FS), (212)
ω˙µ = λ
eµ
c
(Fω)µ − λ2caC
e
Pµ + piµ + λ2ωµ,
p˙iµ = λ
eµ
c
(Fpi)µ − λ2caD
e
Pµ − α
(ω2)2
ωµ − λ52piµ, (213)
Neither constraints nor equations of motion do not determine the variables λ and λ2, that is the interacting theory
preserves both reparametrization and spin-plane symmetries of the free theory. As a consequence, all the basic
variables have ambiguous evolution. xµ and Pµ have one-parametric ambiguity due to λ while ω and pi have two-
parametric ambiguity due to λ and λ2. The variables with ambiguous dynamics do not represent observable quantities,
so we need to search for the variables that can be candidates for observables. We note that (213) imply an equation
for Sµν which does not contain λ2
S˙µν = λ
eµ
c
(FS)[µν] + 2P [µx˙ν] . (214)
This proves that the spin-tensor is invariant under local spin-plane symmetry. The remaining ambiguity due to λ
contained in Eqs. (212) and (214) is related with reparametrization invariance and disappears when we work with
physical dynamical variables xi(t). So we will work with xµ, Pµ and Sµν . We remind that our constraints imply the
algebraic restrictions on spin-tensor
SµνPν = 0, SµνSµν = 8α. (215)
Equations (212) and (214), together with (215), form a closed system which determines evolution of a spinning particle.
The quantities xµ, Pµ and Sµν , being invariant under spin-plane symmetry, have vanishing brackets with the corre-
sponding first-class constraints T2 and T5. So, obtaining equations for these quantities, we can omit the corresponding
terms in the Hamiltonian (199). Further, we can construct the Dirac bracket for the second-class pair T3 and T4.
Since the Dirac bracket of a second-class constraint with any quantity vanishes, we can now omit T3 and T4 from
(199). Then the relativistic Hamiltonian acquires an expected form (compare it with the square of Dirac equation
(138))
H =
λ
2
(
P2 − eµ
2c
(FS) +m2c2
)
. (216)
The equations (212) and (214) follow from this H with use of Dirac bracket, z˙ = {z,H}DB . The Dirac brackets in
physical-time parametrization will be computed in Sect. X C. The brackets in arbitrary parametrization can be found
in [28].
We could also use the constraint SµνPν = 0 to represent S0i through Sij , then
H =
λ
2
(
P2 + eg
c
[
1
P0 S[p×E]−BS
]
+m2c2
)
. (217)
B. Comparison with approximate equations of Frenkel and Bargmann-Michel-Telegdi
Lagrangian equations. We can exclude the momenta P and the auxiliary variable λ from the equations of motion.
This yields second-order equation for the particle’s position. To achieve this, we solve the first equation from (212) with
respect to P and use the identities (SFZ)µ = − 12 (SF )Zµ, T˜µνZν = baZµ, this gives Pµ = 1λ T˜µν x˙ν −µcZµ. Then the
condition SµνPν = 0 reads 1λ (ST˜ x˙)µ = µc(SZ)µ. Using this equality, P2 can be presented as P2 = 1λ2 (x˙Gx˙)+µ2c2Z2,
where appeared the symmetric matrix
Gµν = (T˜
T T˜ )µν = [η + b(µ− 1)(SF + FS) + b2(µ− 1)2FSSF ]µν . (218)
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The matrix G is composed from the Minkowski metric ηµν plus spin and field-dependent contribution, Gµν = ηµν +
hµν(S). So we call G the effective metric induced along the world-line by interaction of spin with electromagnetic
field. We substitute P2 into the constraint (208), this gives λ
λ =
√−x˙Gx˙
mrc
, m2r = m
2 − µe
2c3
(FS)− µ2Z2 . (219)
This shows that the presence of λ in Eq. (192) implies highly non-linear interaction of spinning particle with electro-
magnetic field. The final expression of canonical momentum through velocity is
Pµ = mrc√−x˙Gx˙ [δ
µ
ν + (µ− 1)b(SF )µν ] x˙ν − µcZµ. (220)
Using (219) and (220), we exclude Pµ and λ from the Hamiltonian equations (212), (214) and (215). This gives closed
system of Lagrangian equations for the set x, S. It is convenient to work with reparametrization-invariant derivative
D =
1√−x˙Gx˙
d
dτ
. (221)
Then we have the dynamical equations
D
[
mr(T˜Dx)
µ
]
=
e
c2
(FDx)µ +
µe
4mrc3
∂µ(SF ) + µDZµ, (222)
DSµν =
eµ
mrc2
F [µαSα
ν] − 2bmrc(µ− 1)Dx[µ(SFDx)ν] + 2µcDx[µZν] , (223)
the Lagrangian counterpart of the condition SµνPν = 0,
Sµν
[
x˙ν + (µ− 1)b(SF x˙)ν − µ
√−x˙Gx˙
mr
Zν
]
= 0, (224)
as well as the value-of-spin condition, SµνSµν = 8α. The equations contains the effective (spin and position-dependent)
mass mr, this can lead to certain geometric effects [78].
In the absence of interaction we obtain an expected dynamics
d
dτ
x˙µ√−x˙2 = 0, S˙
µν = 0, Sµν x˙ν = 0. (225)
The trajectory is a straight line, while Sµν is a constant tensor.
Discussion. Eq. (222) and (224) show how spin modifies the classical equation of a point particle subject to
Lorentz force
m
d
dτ
(
x˙µ√−x˙2
)
=
e
c2
(Fx˙)µ. (226)
Let us discuss qualitatively the corresponding contributions. Canonical momentum Pµ = pµ − ecAµ of a spinless
particle is proportional to its velocity, Pµ = mc√−x˙2 x˙µ. Interaction of spin with electromagnetic field modifies the
relation between the two quantities, see Eq. (220). Contribution of anomalous magnetic moment µ 6= 1 to the
difference between x˙µ and Pµ is proportional to Jc3 ∼ ~c3 , while the term with a gradient of field is proportional to
J2
c3 ∼ ~
2
c3 . The interaction also modifies the constraints. In particular, the condition S
µν x˙ν = 0 of a free theory turns
into SµνPν = 0 with Pν 6= x˙ν . This has an important consequence. If we adopt the standard special relativity notions
of time and distance, the components S0i vanish in the frame Pµ = (P0,~0) instead of the rest frame. Hence our model
predicts small dipole electric moment of the particle immersed in an external field (for an experimental estimations,
see [79]).
Other important point is the emergence of an effective metric (218) for the particle in flat space. As we saw above,
the incorporation of the constraints (215) into a variational problem, as well as the search for an interaction consistent
with them turn out to be rather non trivial tasks, and the action (191) is probably the only solution of the problem.
So, the appearance of effective metric (218) in equations of motion seems to be unavoidable in a systematically
constructed model of spinning particle. An important consequences will be discussed in Sect. XII.
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Summing up, in general case the Lorentz force is modified due to the presence of (time-dependent) radiation mass
mr (219), the tetrad field T˜ , the effective metric G and due to two extra-terms on right hand side of (222).
Consider the “classical” value of magnetic moment µ = 1. Then T˜ = η and G = η. The Lorentz force is modified
due to the presence of time-dependent radiation mass mr, and two extra-terms on right hand side of (222).
Homogeneous field. The structure of our equations simplifies significantly for the homogeneous field ∂αF
µν = 0,
then Zµ = 0. Contraction of (224) with Fµν yields (SF )˙ = 0, that is S
µνFµν turns out to be the conserved quantity.
This implies m˙r = a˙ = b˙ = 0. Hence the Lorentz force is modified due to the presence of time-independent radiation
mass mr, the tetrad field T˜ and the effective metric G. The equations (222) and (224) read
d
dτ
x˙µ√−x˙Gx˙ =
e
mrc2
(TF x˙)µ − (T ˙˜T x˙)µ, (227)
S˙µν =
eµ
√−x˙Gx˙
mrc2
F [µαS
αν] − 2bmrc(µ− 1)√−x˙Gx˙ x˙
[µ(SF x˙)ν]. (228)
They simplify more in the parametrization which implies
Gµν x˙
µx˙ν = −c2 . (229)
Since Gx˙x˙ = x˙2 +O(S2), in the linear approximation on S this is just the proper-time parametrization.
The equations become even more simple when µ = g2 = 1. Let us specify the equation of precession of spin to this
case, taking physical time as the parameter, τ = t. Then (224) reduces to the Frenkel condition, Sµν x˙ν = 0, while
(223) reads S˙µν = e
√−x˙2
mrc2
(FS)[µν]. We decompose spin-tensor on electric dipole moment D and Frenkel spin-vector S
according to (151), then D = − 2cS× v, while variation rate of S is given by
dS
dt
=
e
√
c2 − v2
mrc3
{cS×B− [E× [v × S]]} . (230)
Interaction with magnetic field yields precession of S around the vector B, while interaction with electric field leads
to an extra variation rate of S in the plane of vectors v and S.
Comparison with Frenkel equations. Frenkel found equations of motion consistent with the condition Sµν x˙ν =
0 up to order O3(S, F, ∂F ). Besides, he considered the case µ = 1. Taking these approximations in our equations in
the proper-time parametrization
√−x˙2 = c, we arrive at those of Frenkel (our S is 2mce of Frenkel S)
d
dτ
[
(m− e
4mc3
(SF ))x˙µ +
e
8m2c3
Sµα∂α(SF )
]
=
e
c
(Fx˙)µ +
e
4mc
∂µ(SF ), (231)
S˙µν =
e
mc
[
F [µαS
αν] − 1
4mc2
x˙[µSν]α∂α(SF )
]
, Sµν x˙ν = 0. (232)
Comparison with Bargmann-Michel-Telegdi equations. BMT-equations are
x¨µ =
e
mc
(Fx˙)µ, (233)
s˙µ =
eµ
mc
(Fs)µ − e
mc3
(µ− 1)(sF x˙)x˙µ, sµx˙µ = 0. (234)
Obtaining their equations in homogeneous field, Bargmann, Michel and Telegdi supposed that the motion of a particle
is independent from the motion of spin. Besides they looked for the equation linear on sµ and Fµν . It is convenient
to introduce BMT-tensor dual to sµ
SµνBMT =
2
c
µναβsαx˙β . (235)
Due to (234) this obeys the equation
S˙µνBMT =
e
mc
F [µαS
αν]
BMT +
µ− 1
c2
x˙[µ(SBMTFx˙)
ν]. (236)
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Taking the proper-time parametrization and neglecting non linear on F and S terms in our equations (227) and (228),
we obtain (233) and (236).
Exact solution to equations of motion in a constant magnetic field. Comparing Eqs. (227) and (233) we
conclude that spin-field interaction modifies the Lorentz-force equation even for the homogeneous magnetic field. To
estimate the influence, it is convenient to work with four-dimensional spin-vector (166) instead of spin-tensor. The
constraint SµνPν = 0 implies sµx˙µ = 0, so sµ can be identified with BMT-vector of spin. As a consequence of Eqs.
(212) and (214), it obeys the equation
s˙µ = λ
eµ
c
[
(Fs)µ +
1
P2 (sFP)P
µ
]
− 1P2 (P˙s)P
µ. (237)
For the homogeneous magnetic field the equations (212) and (237) has been solved exactly [28], a qualitative picture
of motion for µ 6= 1 can be described as follows. Besides oscillations of spin first calculated by Bargmann, Michel
and Telegdi, the particle with anomalous magnetic moment experiences an effect of magnetic Zitterbewegung of the
trajectory. Usual circular motion in the plane orthogonal to B is perturbed by slow oscillations along B with the
amplitude of order of Compton wavelength,
~P
P0λC . The Larmor frequency and the frequency of spin oscillations are
also shifted by small corrections.
C. Parametrization of physical time and physical Hamiltonian
Equations for physical variables xi(t), Pi(t) and Sµν(t) follow from the formula of derivative of parametric function,
dz
dt = c
z˙
x˙0 , after the substitution of (212) and (214) on the right hand side. Our task here is to find a conventional
Hamiltonian for these equations. Consider the Hamiltonian action associated with the Hamiltonian (199),
∫
dτ px˙+
piω˙−λiTi. The variational problem provides both equations of motion and constraints of the vector model in arbitrary
parametrization. Using the reparametrization invariance of the functional, we take physical time as the evolution
parameter, τ = x
0
c = t, then the functional reads
SH =
∫
dt cP˜0 − eA0 + pix˙i + piµω˙µ−
λ
2
(
−P˜20 + P2i −
eµ
2c
(FS) +m2c2 + pi2 − α
ω2
)
− λiTi, (238)
where it is convenient to denote P˜0 = p0 − ecA0. We can treat the term associated with λ as a kinematic (that is
velocity-independent) constraint of the problem. According to the standard classical-mechanics prescription [65], we
solve the constraint
P˜0 = −P˜0 = −
√
P2i −
eµ
2c
(FS) +m2c2 + pi2 − α
ω2
, (239)
and substitute the result back into Eq. (238), this gives an equivalent form of the functional
SH =
∫
dt pix˙
i + piµω˙
µ −
[
c
√
P2i −
eµ
2c
(FS) +m2c2 + pi2 − α
ω2
+ eA0+
λ2ωµpi
µ + λ3Pµωµ + λ4Pµpiµ] , (240)
where the substitution (239) is implied in the last two terms as well. The expression in square brackets is the
Hamiltonian. The sign in front of the square root in (239) was chosen according to the right spinless limit, H =
c
√P2i +m2c2 + eA0. The variational problem implies the first-class constraints T2 = ωpi = 0, T5 = pi2 − αω2 = 0 and
the second-class constraints
T3 = −P0ω0 + Piωi = 0, T4 = −P0pi0 + Pipii = 0, (241)
where
P0 ≡
√
P2i −
eµ
2c
(FS) +m2c2. (242)
In all expressions below the symbol P0 represents the function (242).
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TABLE II: Auxiliary Poisson brackets
{P0, ∗} {T3, ∗} {T4, ∗}
xi −PiP0 −ωi + ω
0Pi
P0 −pii + pi
0Pi
P0
Pi − eP0c [(F ~P)i + µ4 ∂i(SF )] eω
0
P0c [(F
~P)i + µ
4
∂i(SF )]− epi0P0c [(F ~P)i + µ4 ∂i(SF )]−
e
c
(F~ω)i e
c
(F~pi)i
P0 0 eP0c [(µ− 1)(~PF~ω)+ eP0c [(µ− 1)(~PF~pi)+
µ
4
ωi∂i(SF )− µF 0iP [0ωi]] µ
4
pii∂i(SF )− µF 0iP [0pii]]
ωµ − eµP0c (Fω)µ ω
0eµ
P0c (Fω)
µ −Pµ + pi0eµP0c (Fω)µ
piµ − eµP0c (Fpi)µ Pµ + ω
0eµ
P0c (Fpi)
µ pi0eµ
P0c (Fpi)
µ
Jµν − eµP0c (FS)[µν] ω
0eµ
P0c (FS)
[µν] − 2P [µων] pi0eµP0c (FS)[µν] − 2P [µpiν]
To represent the Hamiltonian from (240) in a more familiar form, we take into account the second-class constraints
by passing from Poisson to Dirac bracket
{A,B}D = {A,B} − {A, T3}{T4, T3}−1{T4, B}−
{A, T4}{T3, T4}−1{T3, B}. (243)
To compute the Dirac brackets of our variables, we use an auxiliary Poisson brackets shown in table II. We will use
the notation (209) and
u0 = T 0µPµ + µca
b
Z0,
4µν = −2ca
eu0
P(0Sµν), P(0Sµν) = P0Jµν + PµSν0 + PνS0µ,
Kµν = − µca
2eu0
S0µ∂ν(SF ), Lµνα = −2µa
u0
(FS)[µν]S0α,
gµν = ηµν − 2caP
0
eu0
PµPν . (244)
Using the table, we obtain {T3, T4} = eu02caP0 . Then Dirac brackets among the physical variables xi(t), Pi(t) and
Sµν(t) are
{xi, xj}D = 1
2
4ij , {xi,Pj}D = δij − e
2c
[4ikF kj −Kij] , (245)
{Pi,Pj}D = e
c
F ij − e
2
2c2
[
F ik4knFnj − F [ikKkj]
]
, (246)
{Sµν , Sαβ}D = 2(gµαSνβ − gµβSνα − gναSµβ + gνβSµα) + Lµν[αPβ], (247)
{Sµν , xj}D = P [µ4ν]j + 1
2
Lµνj , (248)
{Sµν ,Pj}D = e
c
[
−Pµ(4νkF kj −Kνj)− (µ↔ ν) + 1
2
LµνkF kj
]
. (249)
To continue, let us restrict to the case of a stationary electromagnetic field, then constraints do not depend explicitly on
time. Dirac bracket of any quantity with second-class constraints vanish, so they can be omitted from the Hamiltonian.
So we omit the last two terms in (240). The first-class constraints T2 and T5 can be omitted as well, as they do not
contribute into equations of motion for physical variables. In the result we obtain the physical Hamiltonian
Hph = c
√
~P2 − eµ
2c
FµνSµν +m2c2 + eA
0. (250)
The equations of motion that we discussed at the beginning of this section follow from this Hamiltonian according
the rule dzdt = {z,Hph}D.
Note that the Dirac brackets encode the most part of spin-field interaction, on this reason we have arrived at a
rather simple form of physical Hamiltonian. The inclusion of an interaction into the geometry of phase-space and the
resulting non commutative geometry is under intensive investigation in various models [56, 80? –98].
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XI. SPIN-INDUCED NON COMMUTATIVITY OF POSITION AND FINE STRUCTURE OF
HYDROGEN SPECTRUM
Here we discuss how the vector model resolves [29] the problem of covariant formalism described in Sect. IX B.
To quantize our relativistic theory we need to find quantum realization of highly non linear classical brackets (245)-
(249). They remain non canonical even in absence of interaction. For instance, Eq. (245) in a free theory reads
{xi, xj} = 12mcp0Sij . We emphasize that non relativistic model has canonical brackets (131), so the deformation
arises as a relativistic correction induced by spin of a particle. Technically, the deformation is due to the fact that
the constraints pω = ppi = 0 of relativistic theory, used to construct the Dirac bracket, mixes up space-time and
inner-space coordinates.
Quantum realization of the brackets in a free theory will be obtained in Sect. XIV, while in an interacting theory
its explicit form is unknown. Therefore we quantize the interacting theory perturbatively, considering c−1 as a small
parameter and expanding all quantities in a power series. Let us consider the approximation O(c−2), that is we
neglect c−3 and higher order terms. For the Hamiltonian (250) we have Hph ≈ mc2 + P22m − P
4
8m3c2 − eµ4mc (FS). Since
the last term is of order c−1, resolving the constraint SµνPν = 0 with respect to Si0 we can approximate P0 = mc,
then Si0 = 1mcS
ijPj . Using this expression together with Eq. (148) we obtain, up to order c−2
Hph ≈ mc2 + P
2
2m
− P
4
8m3c2
+ eA0 +
eµ
mc
[
1
mc
S[P ×E]−BS
]
. (251)
Due to the second and fourth terms, we need to know the operators Pˆi and xˆi up to order c−2, while Sˆij should be
found up to order c−1. With this approximation, the commutators [xˆ, xˆ], [xˆ, Pˆ], and [Pˆ, Pˆ] can be computed up to
order c−2, while the remaining commutators can be written only up to c−1. Therefore, we expand the right hand
sides of Dirac brackets (245)-(249) in this approximation
{xi, xj} = 1
2m2c2
Sij +O
(
1
c3
)
,
{xi,Pj} = δij +O
(
1
c3
)
,
{xi, Sjk} = 0 +O
(
1
c2
)
, (252)
{Pi,Pj} = e
c
F ij +O
(
1
c4
)
,
{Pi, Sjk} = O
(
1
c3
)
,
{Sij , Skl} = 2(δikSjl − δilSjk − δjkSil + δjlSik) +O
(
1
c2
)
.
An operator realization of these brackets reads
Pˆi = −i~ ∂
∂xi
− e
c
Ai(x), (253)
xˆi = xi − ~
4m2c2
ijkPˆ
jσk, (254)
Sˆij = ~ijkσk, (255)
then
Sˆi =
1
4
ijkS
jk =
~
2
σi, (256)
Sˆi0 =
~
mc
ijkPˆ
jσk. (257)
By construction of a Dirac bracket, the operator Sˆi0 automatically obeys the desired commutators up to order c−1.
So we do not worried on this operator in the computations above.
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We substitute these operators into the classical Hamiltonian (251). Expanding A0(xˆ) in a power series, we obtain
an additional contribution of order c−2 to the potential due to non commutativity of the position operator
eA0
(
xi − (2mc)−2ijkPˆ jSˆk
)
≈ eA0(x)− e
2m2c2
Sˆ[Pˆ× Eˆ]. (258)
The contribution has the same structure as fifth term in the Hamiltonian (251). In the result, the quantum Hamiltonian
up to order c−2 reads (we remind that µ = g2 )
Hˆph = mc
2 +
Pˆ2
2m
− Pˆ
4
8m3c2
+ eA0 +
e(g − 1)
2m2c2
Sˆ[Pˆ×E]− eg
2mc
BSˆ. (259)
The first three terms corresponds to an increase of relativistic mass. The last two terms coincides with those in
Eq. (89). In the result, we have shown that non commutativity of electron’s position in the vector model of spin is
responsible for the fine structure of hydrogen atom.
We could carry out the same reasoning in classical theory, by asking on the new variables z′ that obey the canonical
brackets (131) as a consequence of equations (252). In the desired approximation they are Pi = P ′i, xi = x′i −
1
4m2c2S
′ijP ′j and Sij = S′ij , that is the first relativistic corrections modify only the position variable.
XII. ULTRA-RELATIVISTIC SPINNING PARTICLE IN ELECTROMAGNETIC BACKGROUND
Let us compare the Lagrangian equations of spinning (222) and spinless (226) particle. For the spinning particle
with µ 6= 1, the relativistic-contraction factor (see (221)) contains the effective metric (218) instead of the Minkowski
metric ηµν . In the result, equations for trajectory (222) and for precession of spin (223) became singular at the critical
velocity which obeys the equation x˙Gx˙ = 0. As we saw above, the singularity determines behavior of the particle
in ultra-relativistic limit. The effective metric is composed from the Minkowski one plus (spin and field-dependent)
contribution, G = η + h(S). So we need to decide, which of them should be used to construct the three-dimensional
geometry discussed in Sect. III. We first test the usual special-relativity notions, vi = dx
i
dt , a
i = dv
i
dt and va = v
iai,
that is we suppose that the particle sees η as the space-time metric. We show that in this case acceleration vanishes
at the critical speed which is different from the speed of light. Then we estimate the ultra-relativistic limit using G to
define the three-dimensional geometry (19)-(22). Then vcr = c, but since G depends on spin, particles with different
spins will probe slightly different three-dimensional geometries.
Ultra relativistic limit within the usual special-relativity notions. It will be sufficient to estimate the
acceleration in the uniform and stationary field. We take τ = t in equations (222)-(224) and compute the time
derivative derivative on l. h. s. of equations (222) with µ = 1, 2, 3. Then the equations read
ai − v
i
2(−vGv)
d
dt
(−vGv) = T iν
[
e
√−vGv
mrc2
(Fv)i − d
dt
T˜ ναv
α
]
, (260)
d
dt
Sµν =
eµ
√−vGv
mrc2
(FS)[µν] − 2bmrc(µ− 1)√−vGv v
[µ(SFv)ν] , (261)
(Sv)µ + b(µ− 1)(SSFv)µ = 0, (262)
where vµ = (c,v). Eqs. (262) and (218) imply
−vGv = −vT˜ v = c2 − v2 − (µ− 1)b(vSFv). (263)
We compute the time-derivatives in Eq. (260)
d
dt
(−vGv) = −2(va)− (µ− 1)b{[v(FS + SF )]iai+
eµ
√−vGv
mrc2
[(vFFSv) + (vFSFv)]−
2bmrc(µ− 1)√−vgv [v
2(vFSFv)− (vSFv)(vFv)]
}
, (264)
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−T iν d
dt
T˜ ναv
α = −e
√−vGv
mrc2
{
µ(µ− 1)b(FSFv)i−
µ(µ− 1)a(SFFv)i − µ(µ− 1)2ab(SFFSFv)i}+
2bmrc(µ− 1)√−vGv T
i
ν [v
ν(vFSFv)− (SFv)ν(vFv)]. (265)
We note that all the potentially divergent terms (two last terms in (264) and in (265)), arising due to the contribution
from S˙ ∼ 1√−vGv , disappear on the symmetry grounds. We substitute non vanishing terms into (260) obtaining the
expression
M ija
j =
e
√−vGv
mrc2
{
(Fv)i − µ(µ− 1)b(FSFv)i+
(µ− 1)2a(SFF [η + µbSF ]v)i − viµ(µ− 1)b
2(−vGv) (vFFSv)
}
, (266)
where the matrix
M ij = δ
i
j +
vivµΩµj
2(−vGv) , with Ωµj = 2δµj + (µ− 1)b(FS + SF )µj , (267)
has the inverse
M˜ ij = δ
i
j − v
ivµΩµj
2c2 − (µ− 1)bvµ(FS + SF )µ0v0 , (268)
with the property
M˜ ijv
j = vi
2(−vGv)
2c2 − (µ− 1)bvµ(FS + SF )µ0v0 . (269)
Applying the inverse matrix we obtain the acceleration
ai =
e
√−vGv
mrc2
{
M˜ ij [(Fv)
j − µ(µ− 1)b(FSFv)j+
(µ− 1)2a(SFF [η + µbSF ]v)j ]−
vi
µ(µ− 1)b(vFFSv)
2c2 − (µ− 1)bvµ(FS + SF )µ0v0
}
. (270)
For the particle with non anomalous magnetic moment (µ = 1), the right hand side reduces to the Lorentz force, so
the expression in braces is certainly non vanishing in the ultra-relativistic limit. Thus the acceleration vanishes only
when v → vcr, where the critical velocity is determined by the equation vGv = 0.
Let us estimate the critical velocity. Using the consequence (x˙SF x˙) = −b(µ− 1)(x˙FSSF x˙) of the supplementary
spin condition, and the expression SµαS
αν = −4 [pi2ωµων + ω2piµpiν], we write
−(x˙Gx˙) = c2 − v2 + 4b2(µ− 1)2 [pi2(ωF x˙)2 + ω2(piF x˙)2] . (271)
As pi and ω are space-like vectors, the last term is non-negative, so vcr ≥ c. We show that generally this term is
nonvanishing function of velocity, then vcr > c. Assume the contrary, that this term vanishes at some velocity, then
ωF x˙ = −ω0(Ev) + (ω, cE + v ×B) = 0 ,
piF x˙ = −pi0(Ev) + (pi, cE + v ×B) = 0 . (272)
This implies c(DE) + (D,v×B) = 0. Consider the case B = 0, then it should be (DE) = 0. On other hand, for the
homogeneous field the quantity SµνFµν = 2 [(DE) + 2(SB)] = 2(DE) is a constant of motion. Hence we can take the
initial conditions for spin such, that (DE) 6= 0 at any instant, this implies vcr > c.
Ultra-relativistic limit within the geometry determined by effective metric. As we saw above, if we
insist to preserve the usual special-relativity definitions of time and distance, the speed of light does not represent
special point of the equation for trajectory. Acceleration of the particle with anomalous magnetic moment generally
vanishes at the speed slightly higher than the speed of light. Hence we arrive at a rather surprising result that speed
of light does not represent maximum velocity of the manifestly relativistic equation (266). This state of affairs is
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unsatisfactory because the Lorentz transformations have no sense above c, so two observers with relative velocity
c < v < vcr will not be able to compare results of their measurements.
To keep the condition vcr = c, we use formal similarity of the matrix G appeared in (218) with space-time metric.
Then we can follow the general-relativity prescription of Sect. III to define time and distance in the presence of
electromagnetic field. That is we use G of Eq. (218) to define the three-dimensional geometry (19)-(22). The effective
metric depends on xi via the field strength F (x0, xi), and on x0 via the field strength as well as via the spin-tensor
S(x0). So the effective metric is time-dependent even in stationary electromagnetic field. With these definitions
we have, by construction, −x˙Gx˙ = ( dtdx0 )2(c2 − (vγv)), so the critical speed coincides with the speed of light. The
intervals of time and distance are given now by Eq. (19) and (20), they slightly differ from those in empty space.
In the present case, the expression for three-acceleration can be obtained in closed form in an arbitrary electromag-
netic field. We present Eq. (222) in the form (47)
DDxµ = Fµ = −DxµDmr(S)
mr
− TµνDT˜ να(S)Dxα+
Tµν
{
e
mrc2
(FDx)ν +
µe
4m2rc
3
∂ν(SF ) +
µ
mr
DZν
}
. (273)
Then the acceleration is given by (49). The first two terms on right hand side of (273) give potentially divergent
contributions arising from the piece S˙ ∼ 1√
c2−vγv of Eq. (223). In the previous section we have seen that the
dangerous contribution contained in the second term disappears. To analyze the first term, we substitute F i from
(273) into (49). With use the property M˜ ijv
j = vi c
2−vγv
c2 , we obtain the acceleration
ai = (c2 − vγv)
[
−vi m˙r
mrc2
− M˜
i
jT
j
ν
˙˜T ναv
α
c2 − vγv +
M˜ ijT
j
ν
{
e
mrc2
√
c2 − vγv (Fv)
ν +
µe
4m2rc
3
∂ν(SF ) +
µ
mr
√
c2 − vγv Z˙
ν
}]
+
M˜ ijΓ˜
j
kl(γ)v
kvl +
1
2
(
dt
dx0
)−1 [
(v∂0γγ
−1)i − v
i
c2
(v∂0γv)
]
, (274)
so the divergency due to m˙r ∼ 1√
c2−vγv is cancelled by the factor in front of this term. In the result, the acceleration is
finite as v → c. Besides, taking into account the property (vγ)iM˜ ij = (vγ)j c
2−vγv
c2 , we conclude that the longitudinal
acceleration (50)
vγa =
(c2 − vγv)2
c2
(vγF)+
c2 − vγv
c2
[
(vγ)iΓ˜
i
kl(γ)v
kvl +
1
2
(
dt
dx0
)−1
(v∂0γv)
]
, (275)
vanishes in this limit.
In summary, to preserve the equality vcr = c, we are forced to assume that particle in electromagnetic field probes
the three-dimensional geometry determined with respect to the effective metric instead of the Minkowski metric.
Similarly to Sect. IV, this implies rather unusual picture of the Universe filled with spinning matter. Since G depends
on spin, each particle will probe his own three-dimensional geometry. In principle this could be an observable effect.
With the effective metric (218), the equation (19) implies that the time of life of muon in electromagnetic field and
in empty space should be different.
XIII. INTERACTION WITH GRAVITATIONAL FIELD
A. Lagrangian of spinning particle with gravimagnetic Moment
As we saw in Sect. IX B, minimal interaction with gravitational field can be achieved by direct covariantization of the
action (177). Remarkably, this leads to MPTD equations, see Sect. XIII B below. Since they become problematic in
ultra-relativistic regime, we are forced to look for a non minimal interaction that could suitably modify the equations
in this regime. To understand, how they might look, we use the remarkable analogy existing between the gravitational
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and electromagnetic fields. Hamiltonian formulations of the two minimally interacting theories become very similar
if we identify electromagnetic field strength with the Riemann tensor contracted with spin, Fµν ∼ RµναβSαβ . In
particular, Hamiltonian action for both theories is
SH =
∫
dτ pµx˙
µ + piµω˙
µ −
[
λ
2
(
P 2 + (mc)2 + pi2 − α
ω2
)
+ λaTa
]
, (276)
where Pµ = pµ− ecAµ for electromagnetic field and Pµ = pµ−Γβαµωαpiβ for gravitational field. According to Eq. (199),
non minimal interaction through gyromagnetic ratio 2µ implies the contribution − eµ2cFµνSµν into the third term. So
we expect that non minimal interaction with gravity could be achieved replacing this term by λ132κRαβµνS
αβSµν .
By analogy with the magnetic moment, the coupling constant κ is called gravimagnetic moment [9, 108]. Thus we
consider the variational problem [25]
Sκ =
∫
dτ pµx˙
µ + piµω˙
µ −
[
λ1
2
(
P 2 + κRαβµνω
αpiβωµpiν + (mc)2 + pi2 − α
ω2
)
+
λ2(ωpi) + λ3(Pω) + λ4(Ppi)] . (277)
on the space of independent variables xµ, pν , ω
µ, piν and λa.
Let us look for the Lagrangian which in the phase space implies the variational problem (277). First, we note that
the constraints piω = Pω = 0 always appear from the Lagrangian which depends on Nx˙ and Nω˙ instead of x˙ and ω˙.
So we set λ2 = λ3 = 0 in (277). Second, we present the remaining terms in (277) in the form
Sκ =
∫
dτ pµx˙
µ + piµω˙
µ − λ1
2
(P, pi)
(
g λg
λg σ
)(
P
pi
)
− λ1
2
[
(mc)2 − α
ω2
]
, (278)
where we have introduced the symmetric matrix
σµν = gµν + κRα
µ
β
νωαωβ , then σµνων = ω
µ. (279)
The matrix appeared in (278) is invertible, the inverse matrix is(
Kσ −λK
−λK K
)
, where K = (σ − λ2g)−1. (280)
When κ = 0 we have Kµν = (1−λ2)−1gµν , and (280) coincides with the matrix appeared in the free Lagrangian (173).
Third, we remind that the Hamiltonian variational problem of the form pq˙− λ12 pAp follows from the reparametrization-
invariant Lagrangian
√
q˙A−1q˙. So, we tentatively replace the matrix appeared in (173) by (280) and switch on the
minimal interaction of spin with gravity, ω˙ → ∇ω. This gives the following Lagrangian formulation of spinning
particle with gravimagnetic moment [26]:
L = −
√
(mc)2 − α
ω2
√√√√−(Nx˙,N∇ω)( Kσ −λK−λK K
)(
Nx˙
N∇ω
)
= (281)
−
√
(mc)2 − α
ω2
√−x˙NKσNx˙−∇ωNKN∇ω + 2λx˙NKN∇ω. (282)
Let us show that it does give the desired Hamiltonian formulation (277). The matrixes σ, K and N are symmetric
and mutually commuting. Canonical momentum for λ vanishes and hence represents the primary constraint, pλ = 0.
Conjugate momenta for xµ and ωµ are pµ =
∂L
∂x˙µ and piµ =
∂L
∂ω˙µ respectively. Due to the presence of Christoffel
symbols in ∇ωµ, the conjugated momentum pµ does not transform as a vector, so it is convenient to introduce the
canonical momentum
Pµ ≡ pµ − Γβαµωαpiβ , (283)
the latter transforms as a vector under general transformations of coordinates. Manifest form of the momenta is as
follows:
Pµ =
1
L0
[
m2c2 − α
ω2
] 1
2
[(x˙NKσN)µ − λ(∇ωNKN)µ] , (284)
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piµ =
1√
2L0
[
m2c2 − α
ω2
] 1
2
[(∇ωNKN)µ − λ(x˙NKN)µ] , (285)
where L0 is the second square root in (282). They immediately imply the primary constraints ωpi = 0 and Pω = 0.
From the expressions
P 2 =
1
L20
[
(mc)2 − α
ω2
] [
(x˙NKσKσNx˙) + λ2(∇ωNKKN∇ω)−
2λ(x˙NKσKN∇ω)] ,
piσpi =
1
L20
[
(mc)2 − α
ω2
] [
λ2(x˙NKσKNx˙) + (∇ωNKσKN∇ω)−
2λ(x˙NKσKN∇ω)] ,
2λPpi =
1
L20
[
(mc)2 − α
ω2
] [−2λ2(x˙NKσKNx˙)− 2λ2(∇ωNKKN∇ω)+
2λ(x˙NKσKN∇ω) + 2λ3(x˙NKKN∇ω)] , (286)
we verify that their sum does not depend on velocities and hence gives one more constraint
P 2 + piσpi + 2λPpi = −
[
(mc)2 − α
ω2
]
. (287)
Then Hamiltonian is H = px˙+ piω˙ − L+ λiTi ≡ Px˙+ pi∇ω − L+ λiTi, where the first and second terms have been
identically rewritten in the general-covariant form. From (284) and (285) we obtain H0 = Px˙+ pi∇ω −L = 0, so the
Hamiltonian is composed from primary constraints
H =
λ1
2
[
P 2 + κRαµβνω
αpiµωβpiν + (mc)2 + pi2 − α
ω2
+ 2λ(Ppi)
]
+
λ2(ωpi) + λ3(Pω). (288)
After the change of variables λ→ λ4 = 12λ1λ, we arrive at the Hamiltonian appeared in the variational problem (277).
Hamiltonian equations of motion. Variation of the Hamiltonian action (277) with respect to λa gives the
algebraic equations
P 2 + κRαβµνω
αpiβωµpiν + (mc)2 + pi2 − α
ω2
= 0, (289)
ωpi = 0, Pω = 0, Ppi = 0, (290)
while variations with respect to the remaining variables yield dynamical equations which can be written in the
covariant form as follows
δSκ
δpµ
= 0 ⇔ x˙µ = λ1Pµ + λ3ωµ + λ4piµ, (291)
δSκ
δxµ
= 0 ⇔ ∇Pµ = −Rµναβ x˙νωαpiβ − 1
2
λ1κ∇µRσναβωσpiνωαpiβ , (292)
δSκ
δpiµ
= 0 ⇔ ∇ωµ = λ1piµ − λ1κRµαβνωαωβpiν + λ2ωµ + λ4Pµ, (293)
δSκ
δωµ
= 0 ⇔ ∇piµ = −λ1α
ω4
ωµ − λ1κRµναβpiνωαpiβ − λ2piµ − λ3Pµ. (294)
Eq. (291) has been repeatedly used to obtain the final form of equations (292)-(294). Computing time-derivative of
the algebraic equations (290) and using (291)-(294) we obtain the consequences
pi2 − α
ω2
= 0, (295)
λ3 = 4aλ1
[
2(1− κ)RαβµνωαpiβpiµP ν + κpiσ(∇σRµναβ)ωµpiνωαpiβ
]
,
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λ4 = −4aλ1
[
2(1− κ)RαβµνωαpiβωµP ν + κωσ(∇σRµναβ)ωµpiνωαpiβ
]
, (296)
Here and below we use the following notation. The gravitational analogy of electromagnetic field strength is denoted
θµν = RµναβS
αβ . (297)
In the equation which relates velocity and momentum will appear the matrix
Tαν ≡ δαν − (κ− 1)aSασθσν , a = 2
16m2c2 + (κ+ 1)(Sθ)
. (298)
Using the identity
(SθS)µν = −1
2
(Sθ)Sµν , where Sθ = Sαβθαβ , (299)
we find inverse of the matrix T
T˜αν ≡ δαν + (κ− 1)bSασθσν , b = 1
8m2c2 + κ(Sθ)
. (300)
The vector Zµ is defined by
Zµ =
b
8c
Sµσ(∇σRαβρδ)SαβSρδ ≡ b
8c
Sµσ∇σ(Sθ). (301)
This vanishes in a space with homogeneous curvature, ∇R = 0.
The time-derivatives of (289), (295) and (296) do not yield new algebraic equations. Due to (295) we can replace
the constraint (289) on P 2 + κRαβµνω
αpiβωµpiν + (mc)2 = 0. The obtained expressions for λ3 and λ4 can be used
to exclude these variables from the equations (291)-(294). The constraints T1, T2 and T5 form the first-class subset,
while T3 and T4 represent a pair of second class.
Neither constraints nor equations of motion do not determine the functions λ1 and λ2, that is the non-minimal
interaction preserves both reparametrization and spin-plane symmetries of the theory. The presence of λ1 and λ2 in
the equations (293) and (294) implies that evolution of the basic variables is ambiguous, so they are not observable.
To find the candidates for observables, we note once again that (293) and (294) imply an equation for Sµν which does
not contain λ2. So we rewrite (291) and (292) in terms of spin-tensor and add to them the equation for S
µν , this
gives the system
x˙µ = λ1
[
TµνP
ν + κ
ac
b
Zµ
]
, (302)
∇Pµ = −1
4
θµν x˙
ν − λ1κ
32
∇µ(Sθ) , (303)
∇Sµν = −κλ1
4
(θS)[µν] + 2P [µx˙ν] . (304)
Besides, the constraints (289), (290) and (295) imply
P 2 +
κ
16
θS + (mc)2 = 0, (305)
SµνPν = 0, S
µνSµν = 8α . (306)
The equations (306) imply that only two components of spin-tensor are independent, as it should be for spin one-half
particle. Eq. (304), contrary to the equations for ω and pi, does not depend on λ2. This proves that the spin-tensor
is invariant under local spin-plane symmetry. The remaining ambiguity due to λ1 is related with reparametrization
invariance and disappears when we work with physical dynamical variables xi(t). Equations (302)-(304), together
with (305) and (306), form a closed system which determines evolution of a spinning particle with gravimagnetic
moment.
The Hamiltonian equations can be equally obtained computing z˙ = {z,H}, where z = (x, p, ω, pi), with the Hamil-
tonian given in square brackets of Eq. (277). Our original variables fulfill the usual Poisson brackets {xµ, pν} = δµν
and {ωµ, piν} = δµν , then {Pµ, Pν} = Rσλµνpiσωλ, {Pµ, ων} = Γνµαωα, {Pµ, piν} = −Γαµνpiα. For the quantities xµ,
Pµ and Sµν these brackets imply
{xµ, Pν} = δµν , {Pµ, Pν} = −
1
4
RµναβS
αβ , {Pµ, Sαβ} = ΓαµσSσβ − ΓβµσSσα. (307)
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{Sµν , Sαβ} = 2(gµαSνβ − gµβSνα − gναSµβ + gνβSµα). (308)
We can simplify the Hamiltonian introducing the Dirac bracket constructed with help of second-class constraints
{A,B}D = {A,B} − 1
8a
[{A, T3}{T4, B} − {A, T4}{T3, B}] . (309)
Since the Dirac bracket of a second-class constraint with any quantity vanishes, we can now omit T3 and T4 from the
Hamiltonian. The quantities xµ, Pµ and Sµν , being invariant under spin-plane symmetry, have vanishing brackets
with the first-class constraints T2 and T5. So, obtaining equations for these quantities, we can omit the last two terms
in (277), arriving at the relativistic Hamiltonian
H1 =
λ1
2
(
P 2 +
κ
16
(θS) +m2c2
)
. (310)
The equations (302)-(304) can be obtained according the rule z˙ = {z,H1}D.
We have obtained a rather simple expression for the Hamiltonian because of the most part of spin-gravity interaction
is encoded now in the Dirac brackets. The expression (310) together with the Dirac brackets could be an alternative
starting point for computation of post-Newton corrections due to spin [105, 106].
Lagrangian equations. Let us exclude Pµ and λ1 from the equations (303) and (304). Using (300) we solve (302)
with respect to Pµ. Using the resulting expression in the constraint (305) we obtain λ1
λ1 =
√−x˙Gx˙
mrc
, with m2r ≡ m2 +
κ
16c2
(Sθ)− κ2Z2, (311)
where the effective metric now is given by
Gµν = T˜
α
µgαβT˜
β
ν . (312)
Then the expression for momentum in terms of velocity implied by (302) is
Pµ =
mrc√−x˙Gx˙ T˜
µ
ν x˙
ν − κcZµ. (313)
We substitute this Pµ into (303), (304)
∇
[
mr√−x˙Gx˙ T˜
µ
ν x˙
ν
]
= − 1
4c
θµν x˙
ν − κ
√−x˙Gx˙
32mrc2
∇µ(Sθ) + κ∇Zµ, (314)
∇Sµν = −κ
√−x˙Gx˙
4mrc
(θS)[µν] − 2mrc(κ− 1)b√−x˙Gx˙ x˙
[µ(Sθx˙)ν] + 2κcx˙[µZν]. (315)
Together with (306), this gives us the Lagrangian equations for the spinning particle with gravimagnetic moment.
Comparing our equations to those of spinning particle on electromagnetic background (222)-(224), we see that the
two systems have the same structure after the identification κ ∼ µ and θµν ≡ RµναβSαβ ∼ Fµν , where µ is the magnetic
moment. That is a curvature influences trajectory of a spinning particle in the same way as an electromagnetic field
with the strength θµν .
B. MPTD particle as the spinning particle without gravimagnetic moment
Let us compare MPTD equations (15)-(17) with equations of our spinning particle. Imposing κ = 0 in Eqs.
(302)-(306), we write them in the form
Pµ =
mc√−x˙Gx˙ (T˜ x˙)
µ, ∇Pµ = −1
4
(θx˙)µ,
∇Sµν = 2P [µx˙ν], SµνPν = 0, (316)
P 2 + (mc)2 = 0, (317)
S2 = 8α, (318)
with T˜ from Eq. (300) with κ = 0. Comparing the systems, we see that our spinning particle has fixed values of
square of spin and canonical momentum, while for MPTD-particle these quantities represent constants of motion. We
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conclude that all the trajectories of a body with given m and S2 = β are described by our spinning particle with spin
α = β8 and with the mass equal to
√
m2 + f
2(β)
c2 . In this sense our spinning particle is equivalent to MPTD-particle.
We point out that our final conclusion remains true even we do not add the equation (8) to MPTD-equations: to
study the class of trajectories of a body with
√−P 2 = k and S2 = β we take our spinning particle with m = kc and
α = β8 . MPTD-equations in the Lagrangian form (9)-(11) can be compared with (314)-(315).
Summing up, we demonstrated that MPTD-equations correspond to the minimal interaction of spinning particle
with gravity.
C. Consistency in ultra relativistic regime implies quantized gravimagnetic moment
The paradoxical behavior of MPTD-particle originates from the fact that variation rate of spin (57) diverges in the
ultra-relativistic limit, ∇S ∼ 1√
x˙Gx˙
, and contributes into the expression for acceleration (77) through the tetrad field
T˜ (S). Remarkably, for the non minimal interaction with κ = 1, the undesirable term in Eq. (315) vanishes. Besides
this implies T˜µν = δ
µ
ν , Gµν = gµν , and crucially simplifies the equations of motion
14. The Hamiltonian equations
(302)-(304) read
mrc√−x˙gx˙ x˙
µ = Pµ + cZµ, (319)
∇Pµ = −1
4
θµν x˙
ν −
√−x˙gx˙
32mrc
∇µ(Sθ) , (320)
∇Sµν = −
√−x˙gx˙
4mrc
(θS)[µν] + 2P [µx˙ν], (321)
Particle with unit gravimagnetic moment and MPTD particle have a qualitatively different behavior at low velocities.
Indeed, keeping only the terms which may give a contribution in the leading post-Newton approximation, ∼ 1c2 , we
obtain from (320), (321) the approximate equations
∇Pµ = −1
4
θµν x˙
ν −
√−x˙gx˙
32mc
(∇µRαβσλ)SαβSσλ , ∇Sµν = −
√−x˙gx˙
4mc
(θS)[µν] , (322)
while MPTD equations in the same approximation read
∇Pµ = −1
4
θµν x˙
ν , ∇Sµν = 0 . (323)
Lagrangian equations are composed now by the equation for trajectory
∇
[
mrx˙
µ
√−x˙gx˙
]
= − 1
4c
θµν x˙
ν −
√−x˙gx˙
32mrc2
∇µ(Sθ) +∇Zµ, (324)
and by the equation for precession of spin-tensor
∇Sµν = −
√−x˙gx˙
4mrc
(θS)[µν] + 2cx˙[µZν]. (325)
These equations can be compared with (56) and (57). In the modified theory:
1. Time interval and distance should be unambiguously defined within the original space-time metric gµν . So the
critical speed is equal to the speed of light.
2. Covariant precession of spin (325) has a smooth behavior, in particular, for covariantly-constant curvature, ∇R = 0,
we have ∇S ∼ √−x˙gx˙ contrary to ∇S ∼ 1√−x˙gx˙ in the equation (57).
3. Spin ceases to affect the trajectory in ultra-relativistic limit: the trajectory of spinning particle becomes more and
more close to that of spinless particle as v → c. Besides, the spin precesses with finite angular velocity in this limit.
14 Besides SµνPν = 0, there are known others supplementary spin conditions [4, 5, 7]. In this respect we point out that the MPTD
theory implies this condition with certain Pν written in Eq. (15). Introducing κ, we effectively changed Pν and hence changed the
supplementary spin condition. For instance, when κ = 1 and in the space with ∇R = 0, we have Pµ = m˜c√−x˙gx˙ x˙µ instead of (15).
46
4. The equation (324) in the space with covariantly-constant curvature has the structure similar to (226), hence we
expect that longitudinal acceleration vanishes as v → c. Let us confirm this by direct computations.
To find the acceleration, we separate derivative of the radiation mass mr and write equation (324) in the form
d
dτ
[
x˙µ√−x˙gx˙
]
=
fµ√−x˙gx˙ , (326)
where the force is
fµ ≡ −Γµαβ x˙αx˙β −
√−x˙gx˙
4mrc
θµν x˙
ν +
x˙gx˙
32m2rc
2
∇µ(Sθ)+
√−x˙gx˙
mr
∇Zµ − x˙µ m˙r
mr
. (327)
While this expression contains derivatives of spin due to m˙r-term, the resulting expression is non singular function
of velocity because ∇S is a smooth function. Hence, contrary to Eq. (67), the force now is non singular function of
velocity. We take τ = x0 in the spatial part of the system (326), this gives(
dt
dx0
)−1
d
dx0
[
vi√
c2 − (vγv)
]
=
f i(v)√
c2 − (vγv) , (328)
where f i(v) is obtained from (327) replacing x˙µ by vµ of equation (35). This system is of the form (34), so the
acceleration is given by (41) and (42)
ai = M˜ ij [f
j + Γ˜jkl(γ)v
kvl] +
1
2
(
dt
dx0
)−1 [
(v∂0γγ
−1)i − (v∂0γv)
c2
vi
]
, (329)
vγa =
(
1− vγv
c2
)[
(vγ)i[f
i(v) + Γ˜ikl(γ)v
kvl] +
1
2
(
dt
dx0
)−1
(v∂0γv)
]
. (330)
With the smooth f i given in Eq. (327), the acceleration (329) remains finite while the longitudinal acceleration (330)
vanishes in the limit v → c. Due to the identities (37), we have (vγ)if i v→c−→ −(vγ)iΓiαβ x˙αx˙β , that is the trajectory
tends to that of spinless particle in the limit.
In resume, contrary to MPTD-equations, the modified theory is consistent with respect to the original metric gµν .
Hence the modified equations could be more promising for description of the rotating objects in astrophysics.
XIV. ONE-PARTICLE RELATIVISTIC QUANTUM MECHANICS WITH POSITIVE ENERGIES,
CANONICAL FORMALISM
As we have seen above, on the classical level our vector model adequately describes spinning particle in an arbitrary
gravitational and electromagnetic fields. Moreover, taking into account the leading relativistic corrections in quantized
theory with interaction, we have explained the famous one-half factor in non-relativistic Hamiltonian (184), see
Sect. X C. Now we turn to a systematic discussion of our model on the quantum level. In this section we construct
quantum mechanics of the free theory (179) in the physical-time parametrization. This yields the Schro¨dinger equation
(358), with the Hamiltonian c
√
p2 + (mc)2 acting on a space of two-component wave functions. Note that all the
solutions have positive energy. The novel point is that the naive expressions, xi and σi, do not represent operators
of position and spin of our theory. This is due to the second-class constraints pω = ppi = 0 of the relativistic theory,
which guarantee the supplementary spin condition Sµνpν = 0. The constraints should be taken into account with
help of Dirac bracket, this implies a deformation of classical brackets which are subject to quantization. In the result,
the position and spin of a spinning particle are represented by the operators (354) and (357). The remaining sections
are devoted to establishing of Lorentz covariance of the obtained quantum mechanics.
In the free Lagrangian (179) it is convenient to rescale ω → √λω, then
S =
∫
dτ
1
4λ
[
x˙Nx˙+ λω˙Nω˙ −
√
[x˙Nx˙+ λω˙Nω˙]
2 − 4λ(x˙Nω˙)2
]
−
λ
2
m2c2 +
α
2ω2
. (331)
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Repeating the computations made in Sect. X A, we arrive at the Hamiltonian action
∫
dτ px˙ + piω˙ − H with the
Hamiltonian
H =
λ
2
(
p2 +m2c2
)
+
1
2
(
pi2 − α
ω2
)
+
λ2(ωpi) + λ3(pω) + λ4(ppi) + λ0pλ. (332)
This can be compared with (199). Recall that the constraint pi2 − αω2 = 0 arises as a secondary constraint, from the
condition of preservation in time of the primary constraint ωpi = 0. The Hamiltonian action provides both equations of
motion and constraints of the vector model in an arbitrary parametrization. Using the reparametrization invariance,
we take physical time as the evolution parameter, τ = x
0
c = t, then the Hamiltonian action reads
SH =
∫
dt cp0 + pix˙
i + piµω˙
µ − λ
2
(−p20 + p2i +m2c2)−
1
2
(
pi2 − α
ω2
)
− λiTi, (333)
We can treat the term associated with λ as a kinematic constraint of the variational problem. According to known
prescription of classical mechanics, we solve the constraint,
−p0 = p0 =
√
p2 +m2c2, (334)
and substitute the result back into Eq. (238), this gives an equivalent form of the functional
SH =
∫
dt pix˙
i + piµω˙
µ −
[
c
√
p2 +m2c2 +
1
2
(
pi2 − α
ω2
)
+
λ2ωµpi
µ + λ3pµω
µ + λ4pµpi
µ] , (335)
where the substitution (334) is implied in the last two terms as well. We have excluded the variables x0 and p0, the
remaining variables are xi(t), pi(t), ω
µ(t) and piµ(t). The expression in square brackets represents the Hamiltonian.
The sign in front of the square root in (334) was chosen according to the right spinless limit. We have excluded non
physical variables of the position sector and work now with xi(t), pi(t), ωµ(t) and piµ(t).
The variational problem implies the first-class constraints T2 = ωpi = 0, T5 = pi
2 − αω2 = 0 and the second-class
constraints
T3 = −p0ω0 + piωi = 0, T4 = −p0pi0 + pipii = 0. (336)
In all expressions below the symbol p0 represents the function (334).
The action (335) implies the Hamiltonian equations
dxi
dt
= c
pi
p0
,
dpi
dt
= 0, (337)
ω˙µ = piµ + λ2ω
µ + λ4p
µ, p˙iµ = −ω
µ
ω4
− λ2piµ − λ3pµ. (338)
Equations (337) describe free-moving particle with the speed less then speed of light
xi = xi0 + v
it, vi = c
pi√
p2 + (mc)2
, pi = const. (339)
The spin-sector variables have ambiguous evolution, because a general solution to (338) depends on an arbitrary
function λ2. So they do not represent the observable quantities. As candidates for the physical variables of spin-
sector, we can take either the Frenkel spin-tensor,
dSµν
dt
= 0, Sµνpν = 0, S
2 = 6~2, (340)
or, equivalently, the Pauli-Lubanski vector (166)
dsµ
dt
= 0, sµpν = 0, s
2 =
3~2
4
. (341)
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For the attempt to impose the first-class constraints on state-vectors, see [116].
To take into account the second-class constraints T3 and T4, we construct the Dirac bracket (243). The non vanishing
Dirac brackets are
{xi, xj}D = 
ijksk
mcp0
=
Sij
2mcp0
, {xi, pj}D = δij , (342)
{Sµν , Sαβ}D = 2
(
gα[µS ν]β − gβ[µS ν]α
)
, (343)
{xµ, Sαβ}D = 1
(mc)2
(Sµ[β pα] − p
µ
p0
S0[β pα]) , (344)
{si, sj}D = p
0
mc
ijk
(
sk − (s p)pk
p20
)
, (345)
{xi, sj}D =
(
si − (s p)p
i
p20
)
pj
(mc)2
, (346)
where
gµν ≡ ηµν − p
µpν
p2
. (347)
After transition to the Dirac brackets, the second-class constraints can be used as strong equalities. In particular, we
can present s0 in terms of independent variables
s0 =
(s p)√
p2 + (mc)2
, (348)
and in the expression for Hamiltonian (335) we can omit the last two terms. Besides, we omit the second and third
terms, as they do not contribute into equations for observables. In the result, we obtain the physical Hamiltonian
Hph = cp
0 = c
√
p2 + (mc)2. (349)
As it should be, the equations (337), (340) and (341) follow from physical Hamiltonian with the use of Dirac bracket,
z˙ = {z,Hph}D, where z = (p,x, Sµν , sµ).
Both operators (except pˆi) and abstract state-vectors of the physical-time formalism we denote by capital letters,
Zˆ, Ψ(t,x). In order to quantize the model, classical Dirac-bracket algebra should be realized by operators, [Zˆi, Zˆj ] =
i~ {zi, zj}D|zi→Zˆi . To find the quantum realization, we first look for classical variables which have canonical Dirac
brackets, thus simplifying the quantization procedure. We introduce [27] the variables x˜j , p˜j = pj and s˜j as follows
x˜j = xj − 1
mc(p0 +mc)
jkmskpm, s˜j =
(
δjk − pjpk
p0(p0 +mc)
)
sk, (350)
then the inverse transformation is
xj = x˜j +
1
mc(p0 +mc)
jkms˜kpm, sj =
(
δjk +
pjpk
mc(p0 +mc)
)
s˜k. (351)
Note that in the expression for x and x˜ we can replace s˜ ↔ s. We point out that the original and new variables
obey the same equations of motion (337) and (341), so they are indistinguishable in the free theory. In an interacting
theory their dynamics will be different.
The new variables have a canonical algebra with respect to Dirac brackets
{x˜j , x˜i}D = 0, {x˜i, pj}D = δij , {x˜j , s˜i}D = 0, {s˜i, s˜j}D = ijks˜k. (352)
Besides, the constraints (341) on sµ imply s˜2 = 34~
2. So the corresponding operators ˆ˜Sj should realize an irreducible
representation of SO(3) with spin s = 1/2. Quantization in terms of these variables becomes straightforward. The
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Hilbert space consists from two-component functions Ψa(t,x), a = 1, 2. A realization of the Dirac brackets by
operators has the standard form
pj → pˆj = −i~∂j , x˜j → ˆ˜Xj = xj , s˜j → ˆ˜Sj = ~
2
σj . (353)
The conversion formulas (351) between canonical and original variables have no ordering ambiguities, so we immedi-
ately obtain the operators Xˆj and SˆjPL corresponding to position and Pauli-Lubanski vector of classical theory
xi → Xˆi = xi + ~
2mc(pˆ0 +mc)
ijkσj pˆk, (354)
sj → SˆjPL =
~
2
(
σj +
1
mc(pˆ0 +mc)
(pˆσ)pˆj
)
, Sˆ0PL =
~
2mc
(pˆσ), (355)
where the expression for Sˆ0PL follows from (348) and (351). Using equations (167) and (148) relating the Pauli-
Lubanski vector with Frenkel spin-tensor and three-vector of spin, we obtain their quantum realization as follows:
Sˆ0i = − ~
mc
ijkpˆjσk , Sˆ
ij =
~
mc
ijk
(
pˆ0σk − 1
(pˆ0 +mc)
(pˆσ)pˆk
)
, (356)
Sˆi =
1
4
ijkSˆjk =
~
2mc
(
pˆ0σi − 1
(pˆ0 +mc)
(pˆσ)pˆi
)
. (357)
The energy operator (349) determines the evolution of a state-vector according to the Schro¨dinger equation
i~
dΨ
dt
= c
√
pˆ 2 + (mc)2Ψ, (358)
as well the evolution of operators by Heisenberg equations. The scalar product we define as follows
〈Ψ,Φ〉 =
∫
d3xΨ†Φ, (359)
then
P = Ψ†Ψ, (360)
is a probability density for x˜i. We emphasize that an abstract vector Ψ(t,x) of Hilbert space represents an amplitude of
probability density of canonical coordinate x˜i. The wave function for the original coordinate xi should be constructed
according to known rules of quantum mechanics.
Let us introduce the operator pˆ0 = −i~ ddx0 . Then the Schro¨dinger equation equation reads (pˆ0 +
√
pˆ 2 + (mc)2)Ψ =
0, and applying the operator pˆ0 −√pˆ 2 + (mc)2 we obtain Klein-Gordon equation
(pˆ2 +m2c2)Ψ = 0, pˆ2 = pˆµpˆµ. (361)
Hence all solutions to the Schro¨dinger equation form the subspace of positive-energy solutions to the manifestly-
covariant Klein-Gordon equation for a two-component wave functions.
Let us compare our operators with known in the literature. Pryce [73] studied possible candidates for observables
of the Dirac equation, they are marked as P (d), P (e) and P (c) in the Tables III and IV. He wrote his operators acting
on space of Dirac spinor ΨD, see Table III. Foldy and Wouthuysen [74] found unitary transformation which maps
the Dirac equation i~∂tΨD = c(αipi +mcβ)ΨD into the pair of square-root equations i~∂tΨ = cβpˆ0Ψ. Applying the
FW transformation, the Pryce operators acquire block-diagonal form on space Ψ, see Table IV. Our operators act on
space of solutions of square-root equation (358), so we compared them with positive-energy parts (upper-left blocks)
of Pryce operators in the Table IV.
Our operators of canonical variables ˆ˜Xj = xj and ˆ˜Sj correspond to the Pryce (e) (∼ Foldy-Wouthuysen ∼ Newton-
Wigner [111]) position and spin operators.
However, operators of position xj and spin Sj of our model are Xˆj and Sˆj . They correspond to the Pryce (d)-
operators.
Operator of Pauli-Lubanski vector SˆjPL is the Pryce (c) spin (we remind the normalization of our s
j , see (166)).
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TABLE III: Position/spin operators for the relativistic electron [73].
β =
(
1 0
0 −1
)
, αi =
(
0 σi
σi 0
)
, Σi =
(
σi 0
0 σi
)
.
Dirac representation, i~∂tΨD = c(αipi +mcβ)ΨD
XˆjP (d) x
j + i~
2mc
β
(
αj − αk pˆk pˆj
(pˆ0)2
)
SˆjP (d)
1
2m2c2
(
m2c2Σj − imcβjklαkpˆl
)
XˆjP (e) = xˆ
j
FW x
j + ~
2pˆ0
(
iβαj + 1
pˆ0+mc
jkmpˆkΣm − 1pˆ0(pˆ0+mc) iβαkpˆkpˆj
)
SˆjP (e) = Sˆ
j
FW
~
2pˆ0
(
mcΣj − imβjklαkpˆl + Σ
k pˆk pˆ
j
pˆ0+mc
)
XˆjP (c) x
j + ~
2(pˆ0)2
(
jkmpˆkΣm + imcβα
j
)
SˆjP (c)
~
2(pˆ0)2
(
m2c2Σj − imcβjklαkpˆl + Σkpˆkpˆj
)
TABLE IV: Position/spin operators for the relativistic electron [73].
β =
(
1 0
0 −1
)
, Σi =
(
σi 0
0 σi
)
.
F-W representation, i~∂tΨ = cβpˆ0Ψ Vector model
XˆjP (d) x
j − ~
2mc(pˆ0+mc)
jkmpˆkΣm position x
j → Xˆj , (354)
SˆjP (d)
~
2mc
β
(
pˆ0Σj − 1
(pˆ0+mc)
pˆkΣkpˆ
j
)
Frenkel spin Sj → Sˆj , (357)
XˆjP (e) = xˆ
j
FW x
j x˜j → ˆ˜Xj
SˆjP (e) = Sˆ
j
FW
~
2
Σj s˜j → ˆ˜Sj
XˆjP (c) x
j + ~
2pˆ0(pˆ0+mc)
jkmpˆkΣm
SˆjP (c)
~
2pˆ0
β
(
mcΣj + 1
(pˆ0+mc)
pˆkΣkpˆ
j
)
sj → SˆjPL, (355)
XV. RELATIVISTIC COVARIANCE OF CANONICAL FORMALISM
While we have started from the relativistic theory (331), working in the physical-time parametrization we have
lost, from the beginning, the manifest relativistic covariance. Is the quantum mechanics thus obtained is a relativistic
theory? Are the scalar product (359) and probability (360) the Lorentz-invariant quantities? Are the mean values
〈Ψ, XˆiΦ〉 and 〈Ψ, SˆiΦ〉 the Lorentz-covariant quantities? To answer these questions, we follow the standard ideology
of quantum theory.
First, we associate with our theory the manifestly covariant Hilbert space of states ψ which carries a representation of
Poincare´ group and admits conserved four-vector ∂µI
µ(ψ) = 0 with positive null-component. We define the invariant
integral over space-like surface Ω
PΩ = −1
6
∫
Ω
µαβγJ
µdxαdxβdxγ , ⇒
∫
Ω1
=
∫
Ω2
, then Pt=const =
∫
J0d3x (362)
can be identified with probability.
Second, using the covariant formulation (332) of the classical theory, we find quantum realization of basic variables
by means of covariant operators acting in this space. The resulting construction is called a covariant formalism.
Third, we establish a correspondence between the canonical and covariant pictures which respect the scalar products
(359) and (362), and show that the scalar products, mean values and transition amplitudes of canonical formalism can
be computed using the covariant formalism. This proves the relativistic covariance of quantum mechanics constructed
in Sect. XIV.
As we saw above, state-vectors of spinning particle belong to space of solutions to the covariant two-component
Klein-Gordon equation. So it is natural to construct the covariant formalism on this base. We do this in the next
subsection. The covariant formalism based on the space of solutions to the Dirac equation will be discussed in
Sect. XV D.
We emphasize that quantum mechanics of Sect. XIV already has a clear physical interpretation: the state vector
Ψ describes a spinning particle with positive energy in x˜ -representation, the operator Xˆ represents a position, Sˆ
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represents a spin and so on. Therefore there is no need to search physical interpretation of the covariant formalisms
(negative energy states of the Dirac equation and so on), and we will not do it. We consider the covariant formalisms
as an auxiliary construction that has the only aim to prove the relativistic covariance of the quantum mechanics
formulated in Sect. XIV.
A. Relativistic quantum mechanics of two-component Klein-Gordon equation
We denote states and operators of covariant formalism by small letters, to distinguish them from the quantities of
canonical formalism.
According to Wigner [99–101], with an elementary particle in quantum-field theory we associate the Hilbert space
of representation of Poincare group. The space can be described in a manifestly covariant form as a space of solutions
to Klein-Gordon equation for properly chosen multicomponent field ψa(x
µ). The space of one-component fields
corresponds to spin-zero particle. It is well-known, that this space has no quantum-mechanical interpretation. In
contrast, two-component Klein-Gordon equation does admit the probabilistic interpretation. As we show below, the
four-vector (371) represents positively defined conserved current of this equation. Using the current, we can define an
invariant scalar product and hence the covariant rules for computing mean values of covariant operators defined on
this space.
The two-component KG equation has been considered by Feynman and Gell-Mann [112] to describe weak interaction
of spin one-half particle.
Using the Pauli matrices (83) we form the two sets
σµ = (1, σi), σ¯µ = (−1, σi). (363)
All the matrices are hermitian and obey the following rules of permutation of indexes:
σµσ¯ν = −σν σ¯µ + 2ηµν , σ¯µσν = −σ¯νσµ + 2ηµν . (364)
Further we define two more sets of 2× 2 -matrices
σµν = − i
2
(σµσ¯ν − σν σ¯µ) = (0,−iσi, iσi, ijkσk),
σ¯µν = − i
2
(σ¯µσν − σ¯νσµ) = (0, iσi,−iσi, ijkσk), (365)
We have shown the explicit form of their components 00, 0i, i0 and ij. They are related by hermitian conjugation,
σµν† = σ¯µν , and obey the identities
σ¯ασµν = σ¯µν σ¯α − 2iηα[µσ¯ν], σασ¯µν = σµνσα − 2iηα[µσν]. (366)
Using them, we verify that both σµν and σ¯µν obey SO(1, 3) -algebra, for instance
[σµν , σαβ ] = 2i(ηµασνβ − ηµβσνα − ηνασµβ + ηνβσµα), (367)
so they can be taken as generators of linear representation of the Lorentz group on space of two-component complex
columns (Weyl spinors) ψ = (ψ1, ψ2). Under an infinitesimal Lorentz transformation with the parameters ω
µ
ν ,
δxµ = ωµνx
ν , the column ψ transforms as follows:
δψ =
i
4
ωµνσ
µνψ, then δψ† = − i
4
ψ†σ¯µνωµν . (368)
Note that the contraction ψ†1ψ1 + ψ
†
2ψ2 is not an invariant of the transformation. Using (366), we verify that the
quantity φ†σ¯µψ is a four-vector15. If vα is a vector, the combination χ = vασ¯αψ transforms with help of σ¯µν ,
δχ = i4ωµν σ¯
µνχ, then δχ† = − i4χ†σµνωµν . So the quantity (vβ σ¯βφ)†σµ(vασ¯αψ) turns out to be a vector.
15 Under the finite transformations x′µ = Λµν(ω)xν , Ψ′ = D(ω)Ψ and Ψ′† = Ψ†D†(ω), where D = e
i
4
ωµνσ
µν
, the σ¯µ is an invariant
tensor, that is (D†σ¯µD)Λµν = σ¯ν . For the proof, see [16, 113].
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Introducing the space of two-component complex functions ψ(xµ) = (ψ1, ψ2), the generators of Poincare´ transfor-
mations in this space read
jµν =
1
2
(xµ∂ν − xν∂µ) + i
4
σµν , ∂µ =
∂
∂xµ
. (369)
On the Poincare´-invariant subspace selected by two-component KG equation
(pˆ2 +m2c2)ψ = 0 , (370)
we define an invariant and positive-defined scalar product as follows. The four-vector
Iµ[ψ, φ] =
1
m2c2
(σ¯pˆψ)†σµσ¯pˆφ− ψ†σ¯µφ , (371)
represents a conserved current of Eq. (370), that is ∂µI
µ = 0, when ψ and φ satisfy to Eq. (370). We define the
scalar product by means of invariant integral
(ψ, φ) =
∫
Ω
dΩµI
µ , dΩµ = −1
6
µναβdx
νdxαdxβ , (372)
computed over a space-like three-surface Ω. Using the Gauss theorem for the four-volume contained between the
surfaces Ω1 and Ω2, we conclude that the scalar product does not depend on the choice of the surface,
∫
Ω1
=
∫
Ω2
.
In particular, it does not depend on time. So we can restrict ourselves to the hyperplane defined by the equation
x0 = const, then
(ψ, φ) =
∫
d3xI0. (373)
Besides, the scalar product is positive-defined, since
I0[ψ,ψ] =
1
m2c2
(σ¯pˆψ)†σ¯pˆψ + ψ†ψ > 0. (374)
So, this can be considered as a probability density of operator xˆ = x. We point out that transformation properties of
the column ψ are in agreement with this scalar product: only if ψ transforms as a (right) Weyl spinor, the quantity
Iµ represents a four-vector.
Now we can confirm relativistic invariance of scalar product (359) of canonical formalism. We write
(ψ, φ) =
∫
d3x
1
m2c2
(σ¯pˆψ)†σ¯pˆφ+ ψ†φ¯ =∫
d3x
[(
1
mc
σ¯pˆ+ i
)
ψ
]†(
1
mc
σ¯pˆ+ i
)
φ = 〈Wψ,Wφ〉, (375)
where the operator W = 1mc σ¯pˆ + i has an inverse, W
−1 = 12pˆ0 (iσpˆ+mc). The operator
1
pˆ0 is well-defined in
momentum representation, see the next section. Note also that W and W−1 commutes with the Schro¨dinger operator
(358). Equation (375) suggests the map of canonical space {Ψ} onto subspace of positive-energy solutions of covariant
space {ψ}, W−1 : {Ψ} → {ψ}, ψ = W−1Ψ.
The map respects the scalar products (359) and (373), and thus proves relativistic invariance of the scalar product
〈Ψ,Φ〉, 〈Ψ,Φ〉 = 〈Wψ,Wφ〉 = (ψ, φ).
We note that map W is determined up to an isometry, we can multiply W from the left by an arbitrary unitary
operator U , W →W ′ = UW , U†U = 1. Here † denotes Hermitian conjugation with respect to scalar product 〈 , 〉. It
is convenient to remove the ambiguity [114] by requiring the Hermiticity of the operator. Positively defined operator
W †W > 0 has a unique square root, V = (W †W )1/2. We write identically W = PV , where P = WV −1 is unitary, so
we can omit P and use V instead of W . We compute W †W = 2pˆ
0
(mc)2 σ¯pˆ, then
V =
1
mc
√
pˆ0
pˆ0 +mc
[(σ¯pˆ) +mc], V −1 =
1
2
√
pˆ0(pˆ0 +mc)
[mc− σpˆ], (376)
53
and final form of the map between canonical and covariant spaces is
V −1 : {Ψ} → {ψ}, ψ = V −1Ψ, then 〈Ψ,Φ〉 = 〈V ψ, V φ〉 = (ψ, φ). (377)
The transformation between state-vectors induces the map of operators
V −1QˆV = qˆ, (378)
acting in spaces Ψ and ψ. In the next section we use the covariant formulation of the vector model to construct
manifestly covariant operators which represent our basic variables in the space of ψ. Then we show that the map
(378) relates operators of canonical and covariant formalism, thus establishing covariant rules for computation of
mean values
〈Ψ, QˆΦ〉 = (ψ, qˆφ). (379)
B. Covariant operators of vector model
Let us return to the covariant formulation (331) and (332) of the classical theory. To take into account the second-
class constraints T3 = pµω
µ = 0 and T4 = pµpi
µ = 0, we construct the Dirac brackets (243) of the variables xµ, pµ,
Sµν and sµ. The non vanishing Dirac brackets are as follows.
Spatial sector:
{xµ, xν} = − 1
2p2
Sµν , {xµ, pν} = ηµν , {pµ, pν} = 0. (380)
Frenkel sector:
{Sµν , Sαβ} = 2(gµαSνβ − gµβSνα − gναJµβ + gνβSµα), (381)
{xµ, Sαβ} = 1
p2
Sµ[αpβ]. (382)
Pauli-Lubanski-sector:
{sµ, sν} = − 1√−p2 µναβpαsβ = 12Sµν , (383)
{xµ, sν} = −s
µpν
p2
= − 1
4
√
−p2 
µναβSαβ − s
νpµ
p2
. (384)
In the equation (381) it has been denoted gµν ≡ δµν − p
µpν
p2 .
In the covariant scheme, we need to construct operators xˆµ, pˆµ, jˆµν , sˆµ whose commutators
[qˆ1, qˆ2] = i~ {q1, q2}D|qi→qˆi , (385)
are defined by the Dirac brackets (380)-(384). Inspection of the classical equations S2 = 3~
2
4 and p
2 + (mc)2 = 0
suggests that we can look for a realization of operators in the Hilbert space constructed in Sect. XV A.
With the spin-sector variables we associate the operators
sµ → sˆµPL =
~
4
√
−pˆ2 
µναβ pˆνσαβ , (386)
Sµν → sˆµν ≡ − 2√−pˆ2 µναβ pˆαsˆPLβ = ~σµν + ~ pˆ
µ(σpˆ)ν − pˆν(σpˆ)µ
pˆ2
. (387)
They obey the desired commutators (385), (383), (381). To find the position operator, we separate the inner angular
momentum sˆµν in the expression (369) of Poincare´ generator
jˆµν =
1
2
[
xµ +
~(σpˆ)µ
2pˆ2
]
pˆν − 1
2
[
xν +
~(σpˆ)ν
2pˆ2
]
pˆµ +
i
4
sˆµν . (388)
This suggests the operator of “relativistic position”
xµ → xˆµrp = xˆµ +
~
2pˆ2
(σpˆ)µ , (389)
where xˆµψ = xµψ. The operators pˆµ = −i~∂µ, (386), (387) and (389) obey the algebra (385), (380)-(384).
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C. Proof of relativistic covariance
Relativistic invariance of the scalar product (359) has been already shown in Sect. XV A. Here we show how the
covariant formalism can be used to compute mean values of operators of canonical formulation, thus proving their
relativistic covariance. Namely, we confirm [27] the following
Proposition. Let
H+can = { Ψ(t, ~x); i~
dΨ
dt
=
√
pˆ 2 + (mc)2Ψ, 〈Ψ,Φ〉 =
∫
d3xΨ†Φ }, (390)
be Hilbert space of canonical formulation and
Hcov = { ψ(xµ); (pˆ2 +m2c2)ψ = 0, (ψ, φ) =
∫
Ω
dΩµI
µ,
Iµ =
1
(mc)2
(σ¯pˆψ)†σµσ¯pˆφ− ψ†σ¯µφ }, (391)
be Hilbert space of two-component KG equation. With a state-vector Ψ we associate ψ as follows:
ψ = V −1Ψ, V −1 =
1
2
√
pˆ0(pˆ0 +mc)
[mc− σpˆ]. (392)
Then 〈Ψ,Φ〉 = (ψ, φ). Besides, mean values of the physical position and spin operators (354)-(357) can be computed
as follows
〈Ψ, XˆiΦ〉 = Re(ψ, xˆirpφ), 〈Ψ, SˆijΦ〉 = (ψ, sˆijφ),
〈Ψ, SˆiΦ〉 = 1
4
ijk(ψ, sˆjkφ), (393)
where xˆirp and sˆ
ij are spatial components of the manifestly-covariant operators (389) and (387).
It will be convenient to work in the momentum representation, ψ(xµ) =
∫
d4pψ(pµ)e
i
~px. Transition to the mo-
mentum representation implies the substitution
pˆµ → pµ, xˆµ → i~ ∂
∂pµ
, (394)
in the expressions of covariant operators (386), (387), (389) and so on.
An arbitrary solution to the KG equation reads
ψ(t,x) =
∫
d3p
(
ψ(p)e
i
~ωpx
0
+ ψ−(p)e−
i
~ωpx
0
)
e−
i
~ (px),
p0 = −p0 ≡ ωp =
√
p2 + (mc)2, (395)
where ψ(p) and ψ−(p) are arbitrary functions of three-momentum, they correspond to positive and negative energy
solutions. The scalar product can be written then as follows
(ψ, φ) = 2
∫
d3pωp
m2c2
[
ψ†(σ¯p)φ− ψ†−(σp)φ−
]
, (396)
We see that this scalar product separates positive and negative energy parts of state vectors. Since our classical
theory contains only positive energies, we restrict our further considerations by the positive-energy solutions. In the
momentum representation the scalar product (373) reads through the metric ρ, or through the operator V as follows:
(ψ, φ) = 〈Wψ,Wφ〉 = 〈ψ,W †Wφ〉 =
∫
d3pψ†ρφ = 〈V ψ, V φ〉 = 〈Ψ,Φ〉,
ρ =
2ωp
m2c2
(σ¯p). (397)
Now our basic space is composed by arbitrary functions ψ(p). The operators xˆi, sˆµ and sˆµν act on this space as
before, with the only modification, that pˆ0ψ(p) = ωpψ(p). The operator xˆ
0 and, as a consequence, the operator xˆ0rp,
do not act in this space. Fortunately, they are not necessary to prove the proposition formulated above.
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Given operator Aˆ we denoted its hermitian conjugated in space H+can as Aˆ
†. Hermitian operators in space H+can
have both real eigenvalues and expectation values. Consider an operator aˆ in space Hcov with real expectation values
(ψ, aˆψ) = (ψ, aˆψ)∗. It should obey aˆ†ρ = ρaˆ. That is, such an operator in Hcov should be pseudo-Hermitian. We
denote pseudo-Hermitian conjugation in Hcov as follows: aˆc = ρ
−1aˆ†ρ. Then pseudo-Hermitian part of an arbitrary
operator aˆ is given by 12 (aˆ+ aˆc).
Let us check the pseudo-Hermicity properties of basic operators. From the following identities:
(σµν)†ρ = ρ
(
σµν +
2i
p2
(σp)(pµσ¯ν − pν σ¯µ)
)
,
(σµνpν)
†ρ = ρ (σµνpν + 2i[pµ − (σp)σ¯µ]) ,
(xˆjrp)
†ρ = ρ
(
xˆjrp +
i~
m2c2ωp
[
m2c2
ωp
pj − pj(~σ~p)
])
, (398)
we see that operators σµν and xˆjrp are non-pseudo-Hermitian, while operators pˆ
µ, sˆµPL, sˆ
µν and orbital part of jˆij are
pseudo-Hermitian.
The transformation between state-vectors induces the map of operators
V −1QˆV = qˆ, then 〈Ψ, QˆΦ〉 = (ψ, qˆφ). (399)
Due to Hermicity of V , V † = V , pseudo-Hermitian operators, qˆ†V 2 = V 2qˆ, transform into Hermitian operators
Qˆ† = Qˆ. For an operator qˆ which commutes with momentum operator, transformation (378) acquires the following
form
Qˆ =
1
2
(qˆ + qˆ†)− 1
2(ωp +mc)
(qˆ − qˆ†)(~σ~p). (400)
Using this formula, we have checked by direct computations that covariant operators pˆ, sˆµν and sˆµPL transform into
canonical operators pˆ, Sˆµν and SˆµPL (recall that the spatial part of Sˆ
µν , Sˆi = 14
ijkSˆjk represents the classical spin
Si). This result together with Eq. (379) implies that mean values of these operators of canonical formulation are
relativistic-covariant quantities.
Concerning the position operator, we first apply the inverse to Eq. (378) to our canonical coordinate ˆ˜Xi = i~ ∂∂pi
in the momentum representation
ˆ˜xiV = V
−1 ˆ˜XiV = ˆ˜Xi + [V −1, ˆ˜Xi]V = i~
∂
∂pi
− i~p
i(~σ~p)
2mcωp(ωp +mc)
+
i~pi
2ωp
+
i~
2mc
σi +
~
2mc(ωp +mc)
ijkσjpk. (401)
Our position operator (351) then can be mapped as follows:
xˆiV = V
−1
(
i~
∂
∂pi
+
1
mc(ωp +mc)
ijkSˆPLjpk
)
V = i~
∂
∂pi
+
i~pi(~σ~p)
2p2ωp
+
i~pi
2ωp
− i~
2p2
ωpσ
i +
~
2p2
ijkpjσk. (402)
We note that pseudo-Hermitian part of operator xˆirp coincides with the image xˆ
i
V ,
xˆiV =
1
2
(
xˆirp +
[
xˆirp
]
c
)
. (403)
Since xˆµrp has explicitly covariant form, this also proves covariant character of position operator Xˆ
i. Indeed, (378)
means that matrix elements of Xˆi are expressed through the real part of manifestly covariant matrix elements
〈Ψ, XˆiΦ〉 = (ψ, xˆiV φ) = Re(ψ, xˆirpφ). (404)
In summary, we have proved the proposition formulated above. It could be formulated also as follows. The operators
sˆµν and xˆµrp, which act on the space of two-component KG equation, represent manifestly-covariant form of the Pryce
(d)-operators.
Table V summarizes manifest form of operators of canonical formalism and their images in covariant formalism.
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TABLE V: Operators of canonical and manifestly covariant formulations in momentum representation
Canonical formalism Ψ(p) Covariant formalism ψ(p)
pˆj → pˆj pj pj
Sˆi → sˆi ~
2mc
(
ωpσ
i − 1
(ωp+mc)
(~p~σ)pi
)
~ωp
2(mc)2
(
ωpσ
i − (~p~σ)pi − iimnpmσn
)
Xˆi → xˆiV i~ ∂∂pi − ~2mc(ωp+mc) 
ijkpjσk i~ ∂∂pi +
i~pi(~σ~p)
2p2ωp
+ i~p
i
2ωp
− i~
2p2
ωpσ
i + ~
2p2
ijkpjσk
Sˆij → sˆij ~
mc
ijk
(
ωpσk − 1(ωp+mc) (~p~σ)pk
)
~ωp
m2c2
ijk (ωpσk − (~p~σ)pk − ikmnpmσn)
Sˆ0i → sˆ0i − ~
mc
ijkpjσk − ~m2c2 ijk
(
ωpσk − ikmlpmσl
)
pj
Sˆ0PL → sˆ0PL ~2mc (~p~σ) ~2mc (~p~σ)
SˆiPL → sˆiPL ~2
(
σi + 1
mc(ωp+mc)
(~p~σ)pi
)
~
2mc
(ωpσ
i + iijkpjσk)
D. Vector model and Dirac equation
Here we demonstrate the equivalence of quantum mechanics of two-component Klein-Gordon and Dirac equations.
As a consequence, probabilities and mean values of canonical operators (354)-(357) can be computed, using an
appropriately constructed covariant operators on the space of Dirac spinors.
Let us replace two equations of second order, (370), by an equivalent system of four equations of the first order. To
achieve this, with the aid of the identity pˆµpˆµ = σ
µpˆµσ¯
ν pˆν , we represent (370) in the form
σµpˆµσ¯
ν pˆνψ +m
2c2ψ = 0. (405)
Consider an auxiliary two-component function ξ¯ (Weyl spinor of opposite chirality), and define evolution of ψ and ξ¯
according the equations
σµpˆµ(σ¯
ν pˆν)ψ +m
2c2ψ = 0, (406)
(σ¯ν pˆν)ψ −mcξ¯ = 0. (407)
That is dynamics of ψ is determined by (405), while ξ¯ accompanies ψ: ξ¯ is determined from the known ψ taking its
derivative, ξ¯ = 1mc (σ¯pˆ)ψ. Evidently, the systems (370) and (406), (407) are equivalent. Rewriting the system (406),
(407) in a more symmetric form, we recognize the Dirac equation(
0 σµpˆµ
−σ¯ν pˆν 0
)(
ψ
ξ¯
)
+mc
(
ψ
ξ¯
)
= 0, or (γµW pˆµ +mc)ΨDW = 0, (408)
for the Dirac spinor ΨDW =
(
ψ, ξ¯
)
in the Weyl representation of γ -matrices
γ0W =
(
0 1
1 0
)
, γiW =
(
0 σi
−σi 0
)
. (409)
This gives one-to-one correspondence among two spaces. With each solution ψ to KG equation we associate the
solution
ΨDW [ψ] =
(
ψ
1
mc (σ¯pˆ)ψ
)
,
to the Dirac equation. Below we also use the Dirac representation of γ -matrices
γ0 =
(
1 0
0 −1
)
, γi =
(
0 σi
−σi 0
)
. (410)
In this representation, the Dirac spinor corresponding to ψ reads
ΨD[ψ] =
1√
2
(
1 1
−1 1
)(
ψ
1
mc (σ¯pˆ)ψ
)
=
1√
2mc
(
[(σ¯pˆ) +mc]ψ
[(σ¯pˆ)−mc]ψ
)
. (411)
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The conserved current (371) of Klein-Gordon equation (370), being rewritten in terms of Dirac spinor, coincides with
the Dirac current (141). Therefore, the scalar product (372) coincides with that of Dirac, (ΨD,ΦD)D =
∫
d3xΨ¯Dγ
0ΨD
Iµ[ψ1, ψ2] = Ψ¯D[ψ1]γ
µΨD[ψ2], then (ψ, φ) = (ΨD[ψ],ΨD[φ])D. (412)
This allows us to find manifestly-covariant operators in the Dirac theory which have the same expectation values
as sˆµν and xˆµrp . Consider the following analog of sˆ
µν on the space of 4-component Dirac spinors
sˆµνD = ~γ
µν + ~
pˆµγναpˆα − pˆνγµαpˆα
pˆ2
= ~γµν +
i~
pˆ2
(pˆµγν − pˆνγµ) (γpˆ), (413)
where γµν = i2 (γ
µγν − γνγµ). This definition is independent from a particular representation of γ-matrices. In the
representation (410) this reads
γµν =
(
σµν 0
0 (σµν)†
)
, (414)
and can be used to prove the equality of matrix elements
(ΨD[ψ]sˆ
µν
D ΦD[φ])D = (ψ, sˆ
µνφ), (415)
for arbitrary solutions ψ, φ of two-component Klein-Gordon equation. The covariant position operator can be defined
as follows:
xˆµD = x
µ +
~γµαpˆα
2pˆ2
+
i~(γ5 − 1)pˆµ
2pˆ2
= xµ +
i~γµ
2pˆ2
(γpˆ) +
i~γ5pˆµ
2pˆ2
, (416)
where γ5 = −iγ0γ1γ2γ3. Again, one can check that matrix elements in two theories coincide
(ΨD[ψ]xˆ
µ
DΦD[φ])D = (ψ, xˆ
µ
rpφ). (417)
As a result, the manifestly-covariant operators sˆµνD and xˆ
µ
D of the Dirac equation represent position x and spin S of
the spinning particle . Their mean values can be computed as follows
〈Ψ, XˆiΦ〉 = 1
2
Re(ΨD[ψ], [xˆ
i
D + xˆ
i†
D]ΦD[φ])D,
〈Ψ, SˆiΦ〉 = 1
4
ijk(ΨD[ψ], sˆ
jk
D ΦD[φ])D. (418)
We emphasize that the observables of vector model have an expected behavior both on classical and quantum level.
In particular, the position operator Xˆi does not experiences Zitterbewegung, contrary to some other classical models
[115]. Note also that the covariant operator (416), that represents the position of spinning particle in the Dirac theory,
is different from the naive expression used in equation (145).
The map V and Foldy-Wouthuysen transformation. Our map V , that relates canonical and two-component
Klein-Gordon spaces, turns out to be in close relation with the Foldy-Wouthuysen transformation. The latter is given
by unitary operator
UFW =
ωp +mc+ (~γ~p)√
2(ωp +mc)ωp
, (419)
and relates the Dirac and four-component Klein-Gordon equations. Applying it to the Dirac spinor ΨD[ψ], we obtain
UFWΨD[ψ] =
(
V ψ
0
)
=
(
Ψ
0
)
, (420)
That is the operator V is a restriction of UFW to the space of positive-energy right Weyl spinors ψ.
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XVI. CONCLUSION
In non relativistic theory, spin can be described on the base of semiclassical Lagrangian (94) which is invariant
under spin-plane local symmetry. The symmetry yields two first-class constraints (91) on spin-sector variables in
Hamiltonian formalism. The resulting theory has an expected number of physical degrees of freedom, in particular,
the only observable quantities of spin-sector turn out to be the components of spin-vector (90).
To treat spin in a manifestly Lorentz-covariant way, we extended phase space with two auxiliary degrees of freedom,
adding null-components to the basic variables ω and pi. To supply their auxiliary character, we used two second-class
constraints, see (147). This implies drastic modification of the formalism: the constraints induce noncommutative
geometry in the phase space even in a free relativistic theory. In particular, spin induces the noncommutative
classical brackets (342) of position variables. This must be taken into account in construction of quantum mechanics
of a spinning particle. For a spinning electron in Coulomb electric and constant magnetic field, our model yields the
non relativistic Hamiltonian (259) with correct factors in front of spin-orbit and Pauli terms. Hence the spin-induced
noncommutativity explains the famous one-half factor in the Pauli equation on the classical level, without appeal
to the Thomas precession, Dirac equation or Foldy-Wouthuysen transformation. Besides, for a spinning body in
gravitational field, the spin-induced noncommutativity clarifies the discrepancy in expressions for three-acceleration
obtained by different methods, see [31].
Lagrangian of the vector model admits interaction with an arbitrary gravitational and electromagnetic fields and
has reasonable properties both on classical and on quantum level. Dealing with the variational problem, we were able
to determine both Hamiltonian and classical brackets of the theory in unambiguous way.
Regarding the interaction with electromagnetic field, equations (222)-(224) of our particle with a magnetic moment
generalize the approximate equations of Frenkel and BMT to the case of an arbitrary field. Straightforward canonical
quantization of the model yields quantum mechanics in Hilbert space of two-component Weyl spinors. All solutions
to the Schro¨dinger equation (358) have positive energy. Since our basic variables obey non-canonical brackets, the
operators which represent them have a non standard form, see (354) and (357). To establish the relativistic covariance
of obtained quantum mechanics, we first developed manifestly relativistic quantum mechanics of two-component
Klein-Gordon equation. Then we related states and operators of two formalisms and demonstrated on this base the
relativistic invariance of the scalar product (359), and relativistic covariance of mean values of operators of canonical
formalism, see Eqs. (377) and (393). Using the relationship (411) between Klein-Gordon and Dirac formalisms,
we also formulated the rules (418) for computation the mean values in the framework of Dirac formalism. Here we
emphasize once again, that we have not tried to find an interpretation of negative-energy states presented in the
covariant KG and Dirac formalisms. The formalisms were considered as an auxiliary constructions that allow us to
prove relativistic covariance of the quantum mechanics formulated in Sect. XIV.
Regarding the interaction with gravity, the minimal coupling gives the equations (316)-(318) equivalent to MPTD
equations of a rotating body (15)-(17). Spin-gravity interaction induces an effective metric (312) in the Lagrangian
equation (314) for a trajectory. To study it in ultra-relativistic limit, we used the Landau-Lifshitz approach to define
the three-dimensional geometry, and defined on this base the three-dimensional acceleration (54) which guarantees the
impossibility for a particle in geodesic motion to overcome the speed of light. The effective metric causes unsatisfactory
behavior of MPTD particle in the ultra-relativistic regime. In particular, its acceleration grows with velocity and
becomes infinite in the limit. To improve this, we constructed a non minimal spin-gravity interaction (282) through
a gravimagnetic moment, and showed that a fast-moving body with unit gravimagnetic moment has a satisfactory
behavior.
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