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Abstract
Online Monitoring systems may offer an effective alternative to the current intrusive calibration
assessment procedure used in the nuclear industry. Apart from optimizing the economic and
human resource aspects of the currently utilized technique, OLM increases the opportunities for
performance assessment and fault detection for nuclear instrumentation. This can lead to possibly
extend or ultimately remove the current time based assessment process. Irrespective of its plausible
benefits, OLM sees limited applicability in today’s US fleet. Regulatory constraints that limits the
large scale implementation of OLM can be addressed by developing highly sensitive signal
validation technique and thereby structurally quantify its associated predictive uncertainty.
A multi-tier Bayesian Inference model is developed to fit the high accuracy signal validation
requirements set on OLM systems that are developed for instrumentation calibration applications
in NPPs. The technique utilizes OLM predictions and original process data as inputs to learn the
statistical characteristics of various errors of interest. Here, the implementation focuses on utilizing
the uncertainty quantification capacities of this framework to graduate and possibly minimize
model based error in OLM systems. This is achieved by a balance between ideal OLM model
architecture and sensitivity of hyper parameter selection process for the Bayesian framework.
Current implementation of this technique limits the iterative learning process to fewer cycles by
marginalizing the hyper parameter distribution based on knowledgeable priors specific to the data
set. Mathematically, this eases the number and complexity of the operations (example: integration
of posteriors distributions to obtain closed form solutions for parameters of interest). In terms of
applications, an extension of this technique is envisioned for performance based calibration status
inspection by identifying deviations from calibration bounds using a fault flag system. This model
can also be used for fault detection, virtual sensor development, and is suitable for various sensor
types and operational modes. The developed framework provides promising results in isolating
model inadequacy error for normal data for both stationary and transient ranges. However,
currently the model inadequacy error tend to follow the drift, thereby limiting anomaly detection
capacities. This can be countered by explicitly modeling the non-stationary error using Gaussian
Process.
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Chapter 1: Introduction
Nuclear industry is known for its astute reservations on security and plant safety; an aspect that
reflects extensively in various aspects of plant functionality and sustenance. An effectively
controlled and hence responsive plant dynamics needs timely and efficient health management of
sensing equipment. The fine characterizations of these instruments (such as calibration and
sensitivity) [8] plays an important role in the resilience of any advance safety supports systems in
place in a nuclear power plant. Most of the reactors that were established during the early phase of
US nuclear rise, where not designed with health management of structural and instrumentational
systems as a design priority. With these plants having matured beyond their initial expected life
spans of 40 years and entering a second licensing cycle of 20 or surplus years, the legislative and
technical framework is evolving to ensure effective utilization of instrumentation capacities [2, 3,
6]. Maintenance testing plays an important role in characterizing and ensuring maximum
utilization of instrument lifespan. Primarily all forms of maintenance are conducted to ensure
certain conservative safety requirements as dictated by the regulatory body is achieved [3]. The
set point calculation for instrumentation and the associated acceptance criterion and drift limits are
quantitative and technical manifestation of these safety requisites. Currently, the opportunities to
monitor sensor calibration and identify instrumentation malfunction are limited to the recalibration
period. Using the process data collected in NPPs, it is possible to develop capacities for monitoring
the functionalities of instrumentation channels for various applications while the plant is online.
Condition based monitoring in the form of Online Monitoring Systems (OLM) facilitates frequent,
minimally intrusive calibration testing [3]. The empirical nature of this technique lends to
developing capacities beyond that of calibration monitoring. OLM can be used to extend anomaly
detection techniques with minimal loss to general applicability for various sensors and their
associated myriad working ranges. But, OLM needs to quantitatively establish that it meets all the
regulatory requirements that the currently accepted time-based maintenance technique achieves
[1, 3]. In a broader sense, OLM’s strengths as an analytically promising tool is limited by its
capacity to show traceability of accuracy to meet currently established regulatory standards. This
primarily leads to technical issues concerning the estimation of uncertainty in process predictions
made by OLM systems. Other concerns include the functional limitations of OLM in case of
single-point monitoring (when plant processes progress with minimal change or variability), the
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effect of OLM on set point calculations and the assumptions associated with it [2]. Furthermore,
how OLM compensates additional uncertainty brought in by common mode drift and nonsimultaneous measurements needed to be addressed. An extensive overview of the requirements
can be found in NRC’s Safety Evaluation Report [1].
Many an investigation have been conducted to circumnavigate these technical hurdles. Studies by
EPRI [4] identifies OLM system’s capacities to function in the presence of single point monitoring
conditions by introduction of uncertainty penalty to the drift calculations. But the criterions and
staggered testing strategies that were suggested had the objective of only extending calibration
intervals. This is due to the fact that the sensor that is calibrated by staggered test serves as the
traceability to accuracy that OLM in its current form cannot account for. The various OLM system
models that were developed such as Auto Associative Kernel Regression (AAKR) [5], Auto
Associative Neural Networks (AANN), and Auto Associative Multivariate State Estimation
Technique (AAMSET) use channel correlation to attain process and instrument error
differentiability [3]. The uncertainty calculation technique elucidated attained quantitative bound
on parameter uncertainty as long as some requisite assumptions are met [3]. The dependence on
restrictive assumptions leads to conservative uncertainty bounds, which in turn inflates the
associated drift limits and acceptance criterions. These developments offers support to the
development of regulatory basis for more licensee control on the frequency of maintenance
procedures. But on the industry application front, the developed staggered testing configuration,
similar to the time directed calibration testing, doesn’t suit reactor configurations that support a
fuel cycle exceeding 2 year (generation III+ reactors etc) [6].
The objective of this research is to develop an uncertainty quantification framework for highly
accurate signal validation for OLM systems, thereby facilitating elimination of time based
calibration assessment testing. The highly accurate uncertainty measurements can be used to
establish and ensure that the accuracy of OLM predictions meet the standards set by the regulatory
body. The technique developed herein quantifies error types of interest and establish a confidence
interval (CI) on the same. A residual base model is used to achieve the differentiability of various
errors of interest. Residuals capture drift dynamics along with noise in the prediction and input
measurements. Current implementation uses an Auto Associative Kernel Regression (AAKR) as
the OLM system. The framework is flexible enough to be applied to any OLM model with slight
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variations in structural choice. Furthermore, the framework developed herein tries to achieve
anomaly detection capacities for stationary and transient process ranges.

1.1 Report Organization
The need for an adequate technical framework to validate the quality and reliability of OLM
system is essential. This initiative works towards articulating an uncertainty quantification
framework, which achieves differentiability of error type (observational error, model inadequacy,
non-stationary sensor deterioration error etc.) and capacities of anomaly detection. The technique
developed investigates an extended reformulation of the Kennedy O’Hagan (KOH) [14] method
to suit the non-parametric applications such as that of OLM systems that is the focus of this
development.
Chapter 2 goes further to discuss in-depth the history of maintenance procedures used in NPPs.
The legislative and technical challenges are inspected. The choice of initial framework is identified
and linked to the objectives of this thesis.
Chapter 3 slowly initiates the reader into the technical basics relevant to this framework
development. The technique is then presented in a consolidated fashion. The framework is
implemented in multiple phases which progressively gain complexity and achieve multiple
objectives.
Chapter 4 relates to the findings and challenges identified so far by implementing the framework
of data sets with variable characteristics. Stationary and transient sensor ranges are explored.
Chapter 5 establishes and gauges the progress of the work achieved and identifies directions of
work that can further the objectives of this thesis.
Various appendices support numerous of the above mentioned chapters to present a holistic
comprehension to the problem statement and developments covered in this thesis document.
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Chapter 2: Background
According to NRC RG1.153 Criterion 13 [7], instrumentation must be provided to monitor
variables and systems in normal, anticipated operational occurrences and accident conditions to
ascertain safety requisites. It also dictates the requirement of controls for such systems and
variables to function in predefined operating range. In majority of the processes of a nuclear plant
these sensors primarily are those measuring pressure, temperature, flow rate, level etc. Apart from
these, systems for control such as High Pressure Coolant Injection systems (HPCI), Reactor Core
Isolation Cooling systems (RCIC) etc. also have associated instrumentations for monitoring their
capacity to function in the incident of accidental conditions. In order to ensure safety, it is essential
these monitoring systems (sensors and other instrument channel elements) are accurate in their
measurement. The characterization of “accuracy” when it comes to sensing instrumentation
embodies both repeatability and sensitivity [8]. This is ensured currently by time- directed
calibration at frequencies stated in the Technical specification (TS) and controlled by Nuclear
Regulatory Commission (NRC).
The process of calibration assessment for sensors can be departmentalized into testing, calibration,
and reinstating. Each of these phases extends possibilities for introduction of error. The procedure
of testing involves acquiring measurements from the sensor throughout its range (0 % to 100 %
span, with incremental steps of 25%) both in ascending and descending manner. These are
compared with the as-left values from the previous testing process to identify the drift that has
occurred since the last calibration [6]. If this value is beyond acceptable ranges the sensor is
recalibrated and the new value is set as the most current as-left value [6]. The calibrated sensor is
reinstalled at its original working location. The removal, handling and re-installation of
instrumentation adds to instrument damage or fault introduction (trapping of gas in transmitters,
disorientation of valves etc.)[4], thereby adding to the wear of these instrumentation and support
materials. Apart from this, the human element can also lead to calibration errors during the
recalibration process [6]. The calibrated instrumentation reintroduced into their working
environments may be causative of calibration deviations. Furthermore, an undetected or newly
introduced calibration fault will go unidentified until the next outage. On the economic
perspective, a calibration procedure costs between $3000 and $6000. With about 50 to 150
calibrations called by the TS these costs can serve as a bottle neck for the outage.
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Technical advances and the near term licensing prospective next generation reactors also pose
challenges to the current calibration techniques and frequency. The introduction of SMRs, Gen
III+ reactors, and advanced reactors brings in new sensor types and larger number of sensors suited
for the challenging operating conditions they introduce. Furthermore, these reactor types call for
longer fuel cycle lengths extending towards 30 + years. The resilience and flexibility of current
calibration assessment technique to cater to these technical advancements and challenges is
questionable.
Currently, less than 10% of nuclear transmitter exceed their calibration criterion during any given
fuel cycle [9] [11]. This invites the question, can the current level of safety and system integrity
be achieved with lower investment in time, money and workforce.
Condition based maintenance techniques are the alternate philosophy that has shown promise. This
alternative utilizes OLM to perform sensor calibration status monitoring. This process is nonintrusive and can be carried out at higher frequency than the current technician calibration process.
OLM when implemented effectively can completely replace periodic calibration testing. OLM
offers many benefits both direct in the form of reduced calibration procedures and indirect ones
including performance enhancement and equipment monitoring [8] [10]. This can lead to reduction
in outage time and hence cost and minimize possibilities of unnecessary plant trip. Furthermore,
with its capacity to observe faults in real time, OLM can help achieve as low as reasonably
achievable (ALARA) conditions and minimize instrument downtime [3] [6].
OLM and its function of extension of channel calibration could call for a revision to the current
implemented calibration process in multiple perspectives. The calibration process will bifurcate to
two types online monitoring and recalibration. The former involves the frequent surveillance of
instrument channel, while the latter is the calibration of sensors that have been identified as faulty
by the former process. Hence, ideal implementation of OLM will lead to elimination of all
requirements of periodic calibration assessment.
As USNRC moves towards risk-informed regulations based on the Backfit Rule, 10 CFR 50.109
[12, 13], the establishment of surveillance frequency is moved from the purview of the license
technical specifications to licensee control through regulatory modifications such as TSTF-425
Rev.3 [13]. TSTF-425 can form the basis for calibration interval extension and relaxation of even
limited periodic calibrations once the identified technical gaps are addressed [6].
5

2.1 Implementation of Online Monitoring Program
OLM systems are designed to attain the following objectives:
1.

Predict the true process parameter with high confidence.

2.

Detect faults in processes and instrumentation and distinguish between the two.

The training and monitoring functionalities of an OLM system are examined in Figure 1. The
OLM system takes inputs in the form of process parameter values over time as read by the sensors.
The system utilizes these values to generate an estimate of the process parameter at every point of
observation. The difference between the observed value and the estimated value of the process
parameter is utilized to detect and identify any faults in the process or the working of the sensors.
In most of the current techniques the redundancy of the sensors is utilized to calculate the
parameter estimates, but the current research extends the application of OLM to non-redundant,
yet correlated parameters.

Figure 1. Overview of OLM system
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The capacity of a given OLM system to detect faults relies heavily on two factors, namely
predictive uncertainty and auto sensitivity [2]. Faults in calibration or process shift requires drift
limit / acceptance criterion that delimits the allowed level of process variability and drift in the
parameter as observed by the sensor. The residual calculated as the difference of the predicted
estimate and the observed values with the 95% uncertainty envelope specifying the confidence in
prediction. It can be inferred that the level of uncertainty in the predicted value acts as a limit to
the capacity of the OLM system to sense faults at levels lesser than its inherent uncertainty. For
example if the predictive uncertainty of an OLM is 1.5% defined by a specific 95% certainty, then
it will not detect drifts in the range of 0.5% or lesser. This can manifest as hindrance in multiple
fashions. Any drift that is initiated at a value that falls within the predictive uncertainty confidence
will only be detected after it has grown to a value that violates the confidence levels. This leads to
delay in fault detection capacities. Another issue occurs when the predictive uncertainty is locally
greater than the associated drift limits. In this case, the validity of the OLM system to identify fault
and calibration deviations becomes void. Further when OLM systems serve the purpose of health
monitoring in addition to calibration assessment the expected sensitivity to drifts and faults can
grow more stringent. This establishes the significance of minimizing predictive uncertainty of
OLM systems and to quantify the remaining uncertainty effectively for taking decisions based on
these systems with confidence.
The initial NRC review of OLM for sensor recalibration interval extension identified several
aspects of the proposed approach that reduce the conservatism of the fault detection process [1, 3].
OLM uses a model of the process to provide error-corrected estimates of the true process parameter
values; these predictions are assumed to be more accurate than sensor measurements that may be
affected by sensor degradation. The credibility of the model predictions requires that the
uncertainty in the process estimates be quantitatively bounded and accounted for in the fault
detection process. Furthermore, uncertainty quantification forms the basis for various other
requirements identified by SER on matters varying from fault differentiability to determination of
OLM acceptance criterion [2]. The capacity of OLM to replace current testing methods essentially
boils down to how its prediction uncertainty calculations can be fit to comply with the currently
set safety regulations in the form of drift limits and acceptance criterion. Since the safety
framework remain unchanged, the developed OLM uncertainty calculations should be such that it
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doesn’t influence the determination of acceptance criterions. These requirements have limited the
application of OLM methods in the current US fleet.

2.2 Signal Validation Techniques of Interest
Calibration of an instrument under uncertainty is essential for any process monitoring capacity
implementation irrespective of application. In the context of OLM program, the model utilized to
obtain the true value estimates of the process is limited in its accuracy by errors or uncertainties
from manifold sources. The predictive mechanism is inherently biased due to the uncertainties in
the input data used to train it and the bias or regularization procedure it utilizes to align itself with
the data. Furthermore, at every point this model is used to predict the true value estimate of the
process the uncertainties in the input data. Decomposition of the error, and subsequent
minimization of error components that contribute significantly is of essence for enhancing the
credibility of the signal validation process a model is implemented for. As mentioned earlier the
traceability of OLM to a standard was questioned by the SER (2000) the quality of the acceptance
criterion [1]. It is established on the grounds that the OLM estimate of the true process value is
better than the value of the latest sensor that is calibrated by current techniques. This makes
uncertainty induced by the model a weighted penalty on its reliability from a regulations
perspective.
In signal validation, the predictive uncertainty can limit the sensitivity of the OLM system. Even
though in entirety uncertain contain input based error contributions, presently they are better
accounted for in various aspects. The measurement error and the related error decompositions are
accounted in the set point calculations. Moreover linear regression techniques for process estimate
prediction commonly account for uncertainties in prediction due to inputs through their cost
functions through minimizing sum of squared errors (SSE) or root mean squared error (RMSE)
[3]. But the possibility of predictive error or uncertainty is not entertained extensively.
Bayesian statistics have various techniques that accounts for model uncertainties. These are data
driven methods and have the advantage of continually modifying the uncertainties incurred by the
model based on the way the data evolves, implying improvement in robustness. A possible
candidate is the Kennedy and O’Hagan (KOH) formulation or its evolutions [14, 15]. This method
define the parameter of interest with a Gaussian Process (GP) whose mean and covariance function
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are characterized by prior probability distributions. Based on this, a posterior distribution on the
GP parameter is established by non-parametric learning. By sampling form the posterior
distribution various estimates of the GP predictions are made. There are many ways to create the
posterior model, including Genetic Algorithm, and Markov Chain Monte Carlo sampling [14].

9

Chapter 3: Model development
The foundational method for this work calibrates a computer model to the features and operational
range of the physical system it represents [14]. In order to calibrate the model to the “true process,”
the calibration method attempts to capture and minimize elements of uncertainty both in the
computer model and the observed process. This is achieved through a Bayesian inference model
to gain knowledge about the posterior distribution of the calibrating parameters (hyper parameter
learning) using Gaussian priors and the observed data as evidence [15]. The strength of this model
lies in its explicit quantification of model-related uncertainty, especially parameter estimate
uncertainty using Bayesian inference.
Rasmussen used prediction intervals to quantify and bound parameter estimate uncertainty [16].
Sibert et al identified that measurement noise in most sensors was sufficient to cause prediction
interval uncertainty estimate to exceed the drift limits even under normal conditions [17]. Hence,
they proposed that confidence interval be applied to the filtered residuals to detect drift in sensors.
Our analysis focuses on the residual between the computer model and the measured process
parameters, which can indicate sensor drift or other degradation; the posterior distribution of these
residuals may be inferred while accounting for the various uncertainty terms within the proposed
framework.
The following subsections present the proposed uncertainty analysis framework for highconfidence signal validation. Firstly the residual model formulation is laid out followed by the
types of uncertainties that will be considered in the proposed framework are enumerated. Then the
Gaussian process models, which form the basis of this framework, are described. Finally the model
implementation and Gaussian process optimization are described.

3.1 Uncertainty Quantification
The signal validation task is affected by many sources of uncertainty, both from the physical
system and the OLM. The uncertainties described here are those encountered in either
measurement of a physical process or model prediction of a process parameter. Six sources of
uncertainty are outlined in the original calibration framework [14]. For the application to OLM,
only three uncertainty sources are delineated:
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1. Model Inadequacy. A system model may not perfectly capture the complex dynamics of
the underlying process, common process noise, and normal operational variations. This can
be due to the lack of knowledge about certain parameters or conditions within the system.
Model inadequacy includes errors that occur due to the response of the model to the noisy
or uncertain input data.
2. Observation Error: This quantifies the error in the observed data, which could be due to
sensor calibration issues, measurement errors, and stochastic variability of the underlying
process.
3. Sensor Degradation Error: This accounts for the error term that originates when the sensor
of interest experience faulted functioning. The statistical properties of such an error varies
as a function of time. The presence of this error component in the model prediction might
occur in variable degrees depending on the quality of the predictive model. This spilled
over non stationary error term can be used for developing fault detection capabilities.
When extending the foundational framework to OLM and sensor calibration assessment, the major
error terms of interest include model inadequacy, observation error, and nonstationary sensor
degradation. In the model developed herein, the first two error are modeled together for
computational simplicity.

3.2 Model Formulation
The residual model, as seen in Eq.1 is structured to allow for inference on the posterior
distributions of interest, here the model inadequacy and sensor degradation.
𝑟(𝑧𝑖 , 𝜔𝑖 ) = 𝑦(𝑧𝑖 , 𝜔𝑖 ) − 𝑧𝑖 = 𝛿(𝑧𝑖 , 𝜔𝑖 ) + 𝑒𝑖 + 𝜌𝜂(Δ𝑡𝑖 , 𝑙𝑖 )

(Eq.1)

Where 𝑟(𝑧𝑖 , 𝜔𝑖 ) is the residual as a function of measured data, 𝑧𝑖 and internal variable(s) of the OLM

model, 𝜔𝑖 . The residual is defined as the difference between the OLM system, 𝑦(𝑧𝑖 , 𝜔𝑖 ) and measured
data. The residual consists of three types of error components namely, model inadequacy (𝛿(𝑧𝑖 , 𝜔𝑖 ) ),
observational error (𝑒𝑖 ) and sensor degradation error (𝜂(Δ𝑡𝑖 , 𝑙𝑖 ))
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The accuracy and applicability of the proposed framework is limited by the assumptions made in
developing the framework and the links between the physical system and the model. For this
residual model, the following assumptions are made:
1. The measured data,𝑧𝑖 follow a non-stationary Gaussian distribution.
2. The empirical model used for error correction is predefined and static. The predictions of this
model follow a non-stationary Gaussian distribution.
3. The model inadequacy,𝛿(𝑧𝑖 , 𝜔𝑖 ) and the observational error,𝑒𝑖 comprise the stationary portion
of the residual. This error is currently assumed to be stationary with respect to observed data,𝑧𝑖 .
4. The sensor degradation error,𝜂(Δ𝑡𝑖 , 𝑙𝑖 ) forms the non-stationary component of the residual and
is modeled as a non-stationary Gaussian random variable. The coefficient 𝜌 characterizes the
portion of the actual sensor degradation that appears in the model residual.

3.3 Gaussian Processes
Bayesian inference systems are used to gain insights on the posterior distribution of key parameters
given a prior belief about the parameter and the available data as evidence. The complexity and
accuracy of this inference technique depends on the choice of prior distribution and likelihood
function. In the proposed framework, Gaussian distributions are used for prior distribution and
likelihood function [27].
Bayes’ Rule, given in Eq. 2, combines prior belief about a parameter or feature with newly
observed evidence related to the parameter.
𝑃(𝜃|𝑑𝑎𝑡𝑎) =

𝑃(𝑑𝑎𝑡𝑎 |𝜃 )×𝑃(𝜃)
𝑃(𝑑𝑎𝑡𝑎)

(Eq.2)

where 𝑃(𝜃) gives the prior belief about the distribution of 𝜃; 𝑃(𝑑𝑎𝑡𝑎|𝜃) is the likelihood of
observing the new evidence in 𝑑𝑎𝑡𝑎 given some value for 𝜃; and 𝑃(𝑑𝑎𝑡𝑎) = ∫ 𝑃(𝑑𝑎𝑡𝑎|𝜃) ×
𝑃(𝜃)𝑑𝜃 is the probability of observing 𝑑𝑎𝑡𝑎.
A Gaussian prior distribution can be fully represented by its mean and covariance, which can be
estimated from prior data or provided through expert opinion. Typically, the prior distribution and
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the process being modeled are assumed to be stationary; that is, the statistical properties of the
process variables do not change over time. The Gaussian process can serve as a simplified method
of representing any stationary function but its extension into non stationary functions and domains
is not straightforward. Furthermore Gaussian processes require the use of positive semidefinite
covariance matrices (according to Mercer’s theorem) [26] , a condition which is met in the
proposed OLM framework.

3.4 Theoretical Implementation
Initially, the Gaussian process will be implemented on the model prediction and the model
inadequacy error. This will parameterize these two distributions, generating mean and covariance
terms for both. The prediction model is represented as combination of these two Gaussian
processes and hence is appropriately parameterized. This establishes the first level of parameters
in this model in the form of mean and covariance parameters. The mean is represented as a product
of parameter, β, and function h (.). The stationary nature of the model inadequacy or observed data
is characterized by the form that the covariance takes. Hence the covariance that describe each of
the terms in Eq.1 will be the source of parameters in this tier and hyper parameters for the next. At
this stage our Bayesian inference model takes the form:
𝑃(𝜔
̂, 𝛽, 𝜑|𝑑) = 𝑃(𝑑|𝛽, 𝜑, 𝜔
̂) × 𝑃(𝛽) × 𝑃(𝜑) × 𝑃(𝜔
̂)

(Eq.3)

Where 𝜔
̂ is, the internal parameter of the OLM model, 𝛽 is, the group of parameters generated by
the mean functions of the GPs defined in Eq.1, 𝜑 is, the group of parameters generated by the
covariance functions of the GPs defined in Eq. 1 and d is the data . In Eq.3 the prior information
on the three current parameters are established. β is given an improper prior of value one. Prior on
𝜔
̂ is again one as this variable is optimized prior to the implementation of the Bayesian Inference
Uncertainty Quantification framework (BIUQ). This leaves the prior on φ, which encompasses the
parametrization of the covariance of all terms of Eq.1. Since the structure of covariance is such
that further hyper parameters are called for, the prior value of φ cannot be ascertained in this stage,
which leads to the next tier of the inference model (Figure 2).
Depending on the stationary or non-stationary nature of the residual error term, the covariance can
take a variety of forms. The complication that occurs in defining and fitting these terms is the
choice of prior information and the resulting possibility of intractable covariance matrices. At this
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stage the model departs from a complete Bayesian inference as it becomes essential to assume
contextually relevant values for the hyper parameters to solve the inference equation. This calls
for the use of a sampling technique, such as Markov chain Monte Carlo [15, 18], to draw values
from the distributions of these hyper parameters. Once a value has been assigned to the terms in
φ, the mean and covariance of both the prior on φ and the likelihood of data given φ can be
numerically computed. The prior and likelihood are used to evaluate the posterior distribution of
the data. Finally, the posterior of the model inadequacy can be calculated (Figure 3). The
assumptions made in the Bayesian inference system will result in inflation of our calculated errors
(sensor degradation and residual uncertainty).

Figure 2. Structure of inference through the Bayesian model

This inference process allows us to quantify the various uncertainty terms contained in the
monitoring system prediction and in the data. This model is a modification of the computer model
calibration framework presented in [14], but does not include the online calibration of the
monitoring model parameters, 𝜔. Since the model parameter, ω is optimized prior to
implementation of the Bayesian inference system, we have removed the ability to continuously
update the model parameters in order to reduce the predictive error. Current proposed OLM
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systems for sensor calibration assessment do not include adaptive models. The potential benefits
of model adaptation must be weighed against the increased complexity; this analysis is left to
future work, but the signal validation framework has been defined.

Figure 3. The Multi- Tier Bayesian Inference Model

3.5 Phases of Implementation
The proposed signal validation framework is being implemented in phases, in order to test and
evaluate each stage in turn. Phase I is a less computationally rigorous, yet conceptually consistent,
implementation. Here, we implemented Gaussian processes on the model prediction, model
inadequacy and observational error term in Eq 1, with the assumption that both model inadequacy
and the observed data are stationary. The non-stationary sensor degradation error is not explicitly
calculated in this implementation phase. We can ideally still calculate it as the difference between
the residual and the calculated model inadequacy error. The model parameters,𝜔𝑖 for the AAKR
model is be kept constant by fixing the prior distribution on the kernel bandwidth to have mean
equal to the optimized bandwidth and covariance identically zero.
The Phase II implementation relaxes many of the assumptions made in the Phase I implementation.
This includes implementation of three Gaussian processes related to the model predictions, model
15

inadequacy, and sensor degradation. Both the model prediction and sensor degradation Gaussian
process models include non-stationary covariance terms, which may require reformulation of some
of the prior assumptions. Furthermore, this implementation explicitly represents the posterior
distributions of the two error terms.

Figure 4. Overview of Bayesian Inference Framework Phase I

Following the Phase II implementation and testing, the effect of remaining assumptions will be
evaluated. If these assumptions are found to limit the applicability of the signal validation
framework, a Phase III implementation will be pursued to address the limitations. Currently, we
do not anticipate a need for a third phase implementation.

3.5.1 Implementation: Phase 1
Implementation of a stationary Gaussian process representation of the parameters of interest is
sufficient to draw initial yet reliable insights about these parameters; both in terms of their
distributions and specifically the values they take for any given point in the range of the historical
process data. Furthermore, a simplified base model for prediction of error terms of each output
signal also facilitates lesser complexities in constructing model groups that can quantify
uncertainty of multiple outputs simultaneously.
Hence in this phase of implementation, the model design focuses to achieve the following:
Given input data, predict the error in a single output signal
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Focus enhancing prediction capacities on model based error that can be controlled well
than input based error.
Attempt to assess the extent of error detection capacity such a system can achieve.
The above conceptualized simplification results in the following alteration to the model
assumption


The underlying data are treated as stationary.



The computer model parameter (here, the model bandwidth) is treated as preoptimized , diluting the dependency of model error on this parameter



Gaussian nature of computer model and model inadequacy is established leaving the
nonstationary error to be captured as the difference between the residual and model
inadequacy.

These simplification lend to our model the following form:
𝑌𝑜 (𝑥) = 𝑌𝑚 (𝑥) + 𝛿(𝑥) + 𝜀

(Eq.4)

Where 𝑌𝑜 is experimental data or observed data and 𝑌𝑚 is the model output. This implementation
can be seen as a special case of Reference [19].

3.5.2 Algorithm
The two Gaussian Processes are model inadequacy 𝛿 and 𝑌𝑚 which is represented by mean
variables 𝜇𝛿 = 𝑓𝛿 ∗ 𝛽𝛿 , and𝜇𝑚 = 𝑓𝑚 ∗ 𝛽𝑚 . These mean variables as seen are linear functions
formed by the product of factor 𝑓, a function of the data and 𝛽 an unknown parameter. In this
representation the 𝑓 is assumed to be the data itself. Another possible representation for 𝑓is as a
weighted average of constants associated with the each dimension of the data. The corresponding
covariance of the GPs are represented by 𝜎𝛿 𝑅𝛿 and 𝜎𝑚 𝑅𝑚 ,with R taking the form:
𝑃

𝑅 = ∏𝑝𝑘=1 exp(− 𝜑(𝑥𝑖,𝑘 − 𝑥𝑗,𝑘 ) )

(Eq. 5)

Such that 𝜑 > 0 and 0 ≤ 𝑃 ≤ 2
𝐹𝑚 = (𝑓𝑚,1 𝑓𝑚,2 … … . . 𝑓𝑚,𝑝 )𝑇 and 𝐹𝛿 = (𝑓𝛿,1 𝑓𝛿,2 … … . . 𝑓𝛿,𝑝 )𝑇
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(Eq. 6)

Here we notice that the mean and covariance of the GPs are functions themselves which are
parametrized by parameters and further by hyper parameters. These can be grouped as:
𝜃 = { 𝛽𝑚 , 𝛽𝛿 , 𝜎𝑚 , 𝜎𝛿 , 𝜑𝑚 , 𝜑𝛿 , 𝑃𝑚 , 𝑃𝛿 }

(Eq.7)

The Bayesian inference model can be implemented as follows:
Step 1: Define priors for the parameters and hyper parameters. Given the underlying normality
assumed by the Gaussian process, the means and variances are given conjugate priors to simplify
the inference process, 𝜎𝑚 and 𝜎𝛿 are assumed to follow IG(2,1) and given this the mean parameters
𝛽𝑚 , 𝛽𝛿 are assumed to follow normal distributions with zero mean and covariance matrix
controlled by 𝜎𝑚 and 𝜎𝛿 . Furthermore the initialization for the hyper parameters 𝜑 is a row vector
of ones and P a row vector of 2s. The 𝑓matrix used in this implementation is the 𝑓(𝑥) = 𝑥
(specifically for the dataset). The choice of 𝑓 matrix can alter as we move to a more conservative
implementation of nuclear sensor systems.
Step 2: Given the prior information on the various parameters the values of the covariance hyper
parameters 𝜑 and P is calculated by numerical algorithms. Depending on the tractability of the
analytical form taken by MLE the computational intensiveness of the process is ascertained. Using
the estimates as the true values of the hyper parameters, we further move on to calculating new
values of the mean parameters. First the model covariance hyper parameters are ascertained
followed by the model inadequacy covariance parameters. This stage of the implementation
dictates the quality and efficiency of the Bayesian implementation. This is discussed further in the
Appendix and Implementation issues.
Step 3: Using the estimates of hyper parameters and the prior information on the other parameters,
the posterior distribution of 𝛿(𝑥) is calculated as:
𝛿(𝐷)|𝑦𝑜 𝑦𝑚 ~ 𝑇𝑛 (𝜐𝛿|𝑜,𝑚 , 𝜇𝛿|𝑜,𝑚 (𝐷), Σ𝛿|𝑜,𝑚 (𝐷))

(Eq.8)

Where,
𝜐𝛿|𝑜,𝑚 = 𝑛 + 2𝛼𝛿

(Eq.9a)

𝜇𝛿|𝑜,𝑚 (𝐷) = 𝐻𝛿𝑇 𝐴𝛿 𝜈𝛿 + [𝑅𝛿 (𝐷, 𝐷𝑜 )(𝑅𝛿 (𝐷𝑜 ) + 𝜏𝐼𝑝 )
Σ𝛿|𝑜,𝑚 (𝐷) =

𝑄𝛿
𝜈𝛿|𝑜,𝑚

−1

∗ (𝑦𝑜 − 𝑦𝑚 (𝐷𝑜 ))]

[𝑅𝛿 (𝐷) − 𝑅𝛿 (𝐷, 𝐷𝑜 )( 𝑅𝛿 (𝐷𝑜 ) + 𝜏𝐼𝑝 )
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−1

(Eq.9b)

∗ 𝑅𝛿 (𝐷𝑜 , 𝐷) + 𝐻𝛿𝑇 𝐴𝛿 𝐻𝛿 ] (Eq.9c)

The statistical development of this model is explained in detail in reference [19].
Step 4: Calculate the perdition interval on 𝛿(𝑥) using its posterior distribution which was
calculated in the previous term. The 100(1-𝛼)% prediction of 𝛿(𝑥) at any given value of input
data x is given as
𝜇𝛿|𝑜,𝑚 (𝑥) ± 𝜎𝛿|𝑜,𝑚 (𝑥) ∗ 𝑡𝜈
where, 𝑡𝜈

𝛿|𝑒,𝑚,

𝛼
2

is the upper

𝛼
2

𝛿|𝑜,𝑚,

𝛼
2

(Eq. 10)

critical point of a univariate t distribution with 𝜐𝛿|𝑒,𝑚 degrees of

freedom.
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Chapter 4: OLM Implementation
In this development, the OLM system model has been achieved using AAKR technique for
multiple reasons. Nuclear reactor instrumentation has high levels of redundancy in order to sustain
the safety requirements established by regulatory body. Furthermore, in the current phase of model
implementation, minimizing OLM model internal complexities makes it easier to represent and
characterize in this BIUQ framework. The model predictions, ideally is a function of input data
and inherent parameters that control the model. For AAKR, being a per-optimized, i.e. its internal
variable is defined during the training phase and remains constant henceforth, the dependence on
this parameter can be overlooked. This simplifies the model prediction enough to be represented
by a GP of the dimensions of the data at this phase of BIUQ framework implementation. However,
the BIUQ framework has the flexibility to be implemented with any choice of OLM model as seen
in Eq.1. Depending on the dynamic of the model of choice, the number of internal variable will
vary, thereby contributing to a spectrum of complexity in the GP functions used to represent it.

4.1 Auto Associative Kernel Regression
AAKR is a memory-based modeling techniques, which utilizes the correlation between input
signals/predictors to generate error corrected versions of the input variables [2] [21]. A matrix is
constructed to contain historical exemplars of the data. The techniques achieves the above
mentioned objective using the distance of the query from the various points in the memory matrix
to generate weights characterizing the memory matrix points. By taking weighted average of the
memory matrix exemplars, the prediction is made as seen in Eq.11.
𝑥̂ =

∑ 𝜔 𝑖 𝑥𝑖

(Eq. 11)

∑ 𝜔𝑖

Where 𝑥̂ is the prediction made using 𝜔𝑖 , the weights associated with points in the memory matrix.
These weights are a representative of the similarity between the query vector and the memory
matrix points which is a manifestation of the complete range of the data under study.

20

4.1.1 Kernel Function
The kernel function is used in AAKR to generate the weights using the distances (between the
query and data points in the memory matrix) calculated for a given query. Ideally, the weights
should reflect the similarity of the query to an exemplar in the memory matrix. This would mean
the smaller the distance, appropriately higher the weight and vice versa. Commonly used kernel of
interest here is the Gaussian Kernel [22] as seen in Eq.12.
𝐾(𝑑) =

1
√2𝜋ℎ2

𝑒 −𝑑

2 ⁄2ℎ 2

(Eq. 12)

Here d is the distance between query and historic exemplar from the memory matrix and h is the
bandwidth. Regularization is implemented using the bandwidth of the kernel function in AAKR.
This controls the sensitivity of the prediction on historic exemplars farther away from the query.
Ideal value of the bandwidth always serves to minimize the objective function, most often an error
minimization objective.
During implementation of the BIUQ framework, the bandwidth became a variable on which
behavior of the OLM predictions depended on. The pre-optimized AAKR nullifies this
dependence, leaving the predictions as solely characterized by the input data. For most working
conditions analyzed so far, this simplification hold with minimal objective cost.
For further insights on the AAKR implementation in terms of its uncertainty consider the following
reference [3].
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Chapter 5: Data analysis and Results
The model examined in the previous section, is implemented on multiple datasets to assess
effectiveness and identify limitations. The data sets used are:
1. Nuclear Coolant Dataset
2. AMS Stationary Faulted Dataset
3. AMS Transient Normal Dataset
The model was initially tested on a dataset solely for the purpose of characterization [19, 20].
The specifics of the same can be found in Appendix C.

5.1 Data sets
5.1.1 Nuclear Coolant Dataset
The first dataset used for characterizing the model is the nuclear coolant data collected as a part of
plant process data at an online nuclear power plant under base load conditions. Hence the range of
the signals are stationary and represent normal working conditions. The types of sensors involved
are temperature, pressure and flowrate. The dataset contains 13 signal with 8001 observations in
both test and train data classification. The validation set contains 1000 observations. The sensors
8 through 12 are noted to contain high correlation as seen in Figure 5. These signals are used to
train and build an AAKR model, the output of which along with the original signal data feeds into
the BIUQ model. Here the results of signal 10 which, shows the highest correlation, are used to
represent the results obtained from the BIUQ system for normal sensor ranges.
The data represent working of sensors under normal conditions, in its ideal range. For the choice
of signal with high correlation among them, the model is capable of offering highly confident
predictions for the model inadequacy error values (minimal mean error ranging from .8 % to 1.5%).
These can be observed in Figures 6. It can be seen that the model inadequacy predictions follow
the normal residual very closely. Under normal functional state, observation error will minimally
vary around zero. In Phase I, observation error is coded in as a covariance component of the model
inadequacy GP.
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Figure 5. Correlation plot for the 12 signals on nuclear coolant data

Figure 6. Model Inadequacy error predictions for sensor 10
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5.1.2 AMS Data Set
The data sets discussed from here on are collected from a flow loop system seen in Figure 7. The
data set in its entirety consists of 17 sensors. By varying the temperature and flow rate of the setup,
stationary and transient conditions both under normal and sensor fault conditions are simulated.
Of the 21 sensors, a combination of 17 sensor signals in some capacity is used to build the various
AAKR models which form the input for the BIUQ system. As a result of the system’s sensitivity
to ambient temperature variability, the system lacks consistency across different days of operation,
which poses additional challenges towards building effective signal reconstruction models; this
has been addressed by developing models for each day of operation.
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1
2
3
4
5
6
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8
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FT-3-1
FT-3-2
FT-1-1
FT-1-2
FT-1-4
TE-1-2
TC-2-1
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Figure 7. AMS Flow Loop set up and sensor diagram
SENSOR TYPE

DIFFERENTIAL PRESSURE
DIFFERENTIAL PRESSURE (SMART)
DIFFERENTIAL PRESSURE
DIFFERENTIAL PRESSURE
DIFFERENTIAL PRESSURE
DIFFERENTIAL PRESSURE (SMART)
RTD (SMART)
THERMOCOUPLE TYPE-J (SMART)
DIFFERENTIAL PRESSURE

MANUFACTURER

ITEM

ROSEMOUNT
ROSEMOUNT
BARTON
FOXBORO
FOXBORO
BARTON
ROSEMOUNT
ROSEMOUNT
SCHLUMBERGER

5.1.2.1 Stationary Drifted Data Set

10
11
12
13
14
15
16
17

ID

CTRL-TEMP
TC-HX-OUT
FT-2-3
TC-HX-IN
CTRL-PSR
PT-2
TC-LOOP-FAR
TC-PUMP-OUT

SENSOR TYPE

RTD (SMART)
THERMOCOUPLE TYPE-J
DIFFERENTIAL PRESSURE
THERMOCOUPLE TYPE-J
GAUGE PRESSURE
GAUGE PRESSURE
THERMOCOUPLE TYPE-E
THERMOCOUPLE TYPE-K

MANUFACTURER
ROSEMOUNT
OMEGA
HONEYWELL
OMEGA
FOXBORO
ROSEMOUNT
OMEGA
OMEGA

An insight into normal steady state sensor values with sensor drift is offered by this data set. Of
the 17 sensors, a drift is introduced into sensor 3. After grouping of sensors for correlation, sensors
2, 3, 14 and 15 are reconstructed using an AAKR model. The drift in sensor 3 is reflected in
minimal measures in the predictions and the corresponding residual. The model inadequacy error
predictions for this sensor are sensitive to the drift in the OLM predictions (Figure. 8). This could
be attributed to the lack of a repository to contain the nonstationary error in the model, leaving the
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model inadequacy to follow the OLM prediction error (Figure 8, 9). This is being investigated as
an area of future work. Figure 8 represents on a global scale the prediction residuals (blue)
overlapped with the model inadequacy prediction (red). The sensitivity of the model inadequacy
to the drift is clear here. On the other hand Figure 9 explores a local cross sectional view of the
residuals, model inadequacy error and a 98% confidence bound.

Figure 8. Model Inadequacy Error is seen to be sensitive to OLM Residual drift

Figure 9. Inspection of OLM Residual and bounded Model Inadequacy predictions
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5.1.2.2 Transient Operation Data Set
Data are collected from all 17 sensors when the temperature set point is allowed three values: 91,
99 and 108 degree F. For the transient dataset, the sensor with the most elaborate transience (sensor
10) is opted to be represented here out of the 7 sensors (sensor 7, 8, 10, 11, 13, 16 and 17) in the
group used to build the AAKR model. It can be noted that OLM prediction errors rise slightly in
the transient regions as seen in Figure 10. The BIUQ model predictions can be seen to remain
consistent even in the transient region, irrespective of the fluctuation in the OLM prediction error.
Results for the remaining sensors in the group is availed in Appendix C and follow similar trends.

Figure 10. OLM residual and Model Inadequacy characterization for Transient sensor ranges

Table 1. Mean error values for the transient data set results
Sensor 7

Sensor 8

Sensor 10

Sensor 11

Sensor 13

Sensor 16

Sensor 17

0.00076

0.00073

0.00075

0.045

0.0016

0.00071

0.00071

Table 1 depicts the mean error in percentage for the predictions of model inadequacy error made
by the BIUQ framework for transient sensor ranges. It can be seen that the values remain
consistently low among all modeled sensors, but particularly among sensors of same transient
dynamics 7, 8, 10, 16, 17). An interesting variability in the values for two particular sensors can
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be seen. This is due the hyper parameter marginalization that has been done for this data set. Hyper
parameters of the covariance function can be compared to factors that control the shape of the
distribution whose covariance they characterize. In the transient data set, sensor 11 and 13 have
transient behavior similar to each other (since they are redundant sensors for heat exchanger output
temperature). The hyper parameter calculated for the latter set of sensors were almost identical to
each other. But the former sensors have a hyper parameter value distinct from the latter. Since the
hyper parameters were marginalized, and used universally, the error in predictions pertaining to
sensor 11 and 13 are comparatively higher than the rest.
Commonly used anomaly detection techniques for calibration assessment implementations are
thresholding, error uncertainty limit monitoring (EULM) [23] and sequential probability ratio test
(SPRT) [24]. Here, the model inadequacy predictions can be used as a tool for setting up hypothesis
testing based on calibration deviation detection capacities. But the possibility for spurious alarms
are prominent especially for dynamic data. In transient regions due to natural variability of signal
range and depending on the quality of the OLM system, the model inadequacy will remain constant
and continuously lower than the OLM residuals. An anomaly detection setup over such ranges
could initiate multiple false alarms. A multi alarm based logic can serve to circumvent this issue.
Current implementation is limited in the quality of anomaly identification in presence of drift, a
drawback that will be overcome in the next phase of implementation by introducing the sensor
degradation error term, a nonstationary GP which can capture time-variable parts of the error.
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Chapter 6: Conclusions and Future Work
The signal validation framework developed shows promising results in uncertainty quantification
under normal conditions. The tendency to follow drift while using the present model is currently
believed to be due to the lack of a non-stationary term for the portion of the residual related to
sensor degradation. Further investigation of a distinct non stationary error differentiation modeled
using a non-stationary GP could minimized the sensitivity of model inadequacy that is currently
observed.
While for transient conditions the Bayesian framework offers reliable uncertainty quantification
capacities. This can be utilized to minimize spurious alarms for anomaly detection systems for
sensors in load following conditions.
Genetic Algorithm (GA) is an optimization tools that solves for multi-dimensional constrained or
unconstrained problems iteratively by using the underlying data to isolate the ideal solution for the
pool of solutions. The internal working of GA initiates with opting a random starting pool of points
for the optimization process which can lead to a risk of obtaining solutions associated with local
minima instead of the more ideal global solution. In terms of our model this leads to inappropriate
hyper parameter marginalization, which counters the error minimization objective. Furthermore
computationally, the choice of genetic algorithm for hyper parameter estimation becomes a process
bottleneck when dataset size and number of sensors increase. More effective estimation processes
will be investigated to optimize the estimation process.
Furthermore, the current signal validation technique is a single output system, which means a
separate Bayesian inference system would be needed for each individual sensor. Extension of this
framework to a multiple output model structure is being investigated to reduce the overall
complexity of the signal validation approach. Multiple output Gaussian process modeling is on
option that can solve this issue. Unlike neural networks where multiple output capacities are
common, in Bayesian non parametric modeling joint predictions become difficult due to innate
structural reasons. Covariance function structure plays a vital role in determining the predictive
efficacy of Bayesian systems. For joint predictions an appropriate representation of cross
covariance which will ensure positive definite covariance function values [25]. Another possible
development for a multiple output BIUQ framework can be obtained by bifurcating the internal
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data transfer with in our model. Referring back to Figure 4, it can be seen that the part of the
model which will contribute to distinct operations for different signals is the hyper parameter
learning. For the next phase of model inadequacy calculation, all input except hyper parameters
will remain constant for a group of signals that are being modeled together. This is especially true
given the underlying redundancy of signals and the use of the same for signal reconstructions. As
seen in transient conditioned data set, for similar signal structures the hyper parameter values are
very similar to the point that they can be commonly used. Hence by reiteratively yet optimally
calculating the hyper parameter a pseudo multi output BIUQ system can be constructed.
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Appendix A: Model development
Gaussian Process for Bayesian Model Implementation
Current implementation discussed in this report calls for the use of Gaussian processes with
stationary mean and covariance functions. Here we look into the type of covariance function used,
the conceptual background for Bayesian analysis models applicable for GPs (specifically for the
assumptions made for the implemented model) and outline of the maximum likelihood estimation
development for covariance hyper parameters of a GP.

Squared Exponential Covariance Function
This stationary covariance function prototype has the form:
1

𝑘(𝑥𝑎 , 𝑥𝑏 ) = 𝜎𝑓2 exp(− 𝑙2 (𝑥𝑎 − 𝑥𝑏 )2 ))

(Eq.A1)

Which captures the distance based linear covariance between any two random variables. Here, it
looks into the variance of the ℝ𝑛 predictors which effects the function f(x) = y. Here, 𝜎𝑓2 is the
variance of the function f(x), and 𝑙 is the length scale.
To connect this to our example consider the computer output Ym which is a function of the data
X∈ ℝ6 (for the fluidized- bed data set). The covariance of this Gaussian process is,
2
2 ∏𝑝
2
Σ𝑚 = 𝜎𝑚
𝑅𝑚 = 𝜎𝑚
𝑘=1 exp(−𝜑𝑚,𝑝 (𝑥𝑎 − 𝑥𝑏 ) ))

(Eq. A2)

Hence it can be seen the hyper parameter 𝜑𝑚,𝑝 is a form of length-scale variable. It has to be
noted that even though the model output is a univariate Gaussian process, it acquires a covariance
form defined by the predictor variables X. The covariance function (Eq.A1) is infinitely
differentiable implying this functions gives a highly smoothing effect.

Bayesian Analysis for GPS
Gaussian processes are simplistic form of representing prior information about a variable/system.
It establishes that the variable/system of interest is from a family of multivariate normal
distribution with certain knowledge about the mean and covariance / variance of this distribution
being specified by the context that calls for the use of this variable/system. It is essential to note
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that the mean and covariance in question is again parametrized to have distributions of their own.
The choice of distribution for the mean and covariance is crucial in the structural development and
inference analysis about the GP.
Conjugate priors are often used to describe these mean, covariance functions. Conjugate priors
facilitate the possibility of controlling what the resulting distribution of the parent variable which
ensuring all results to be derived in closed form (easing analytical and simulation development of
Bayesian Inference systems that use GPs). Here, we look into the choices of prior, conjugate prior
combinations that are relevant for GPs implemented in this model. In succession to this, the
maximum likelihood equation for Ym will be elaborated.
For the Gaussian distribution defined on the Ym such that,
Likelihood is given by:
P (Ym | μm, σm) =

1
𝑛
2𝜋 2

𝑛

1

(Σ𝑚 )− 2 exp(− Σ

𝑚

[𝑛𝑠 2 + 𝑛(𝑥̅ − 𝜇𝑚 )2 ])

The prior combination on the terms for the mean and covariance are as follows,
𝜎 2 𝑚 ~ 𝐼𝐺 (𝜎 2 |𝛼, 𝛽)
2
𝜇𝑚 |𝜎𝑚
~ 𝒩(𝜇|𝑚 , 𝜎 2 𝑉)

Hence the combined non numerical prior to the mean and covariance functions are,
2
P(𝜇𝑚 , 𝜎𝑚
) = 𝑁𝐼𝐺(𝑚 , 𝑉, 𝛼, 𝛽) {Conjugate prior}

= 𝒩(𝜇|𝑚 , 𝜎 2 𝑉) 𝐼𝐺 (𝜎 2 |𝛼, 𝛽)
Given initial prior values of
2
P (𝜇𝑚 , 𝜎𝑚
) = 𝑁𝐼𝐺(𝑚0 , 𝑉0 , 𝛼0 , 𝛽0 )

Posterior of this distribution for the mean and covariance function takes the form
2 |𝑌 )
P (𝜇𝑚 , 𝜎𝑚
𝑚 = 𝑁𝐼𝐺( 𝑚𝑛 , 𝑉𝑛 , 𝛼𝑛 , 𝛽𝑛 )
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When we look into the maximum likelihood estimation of the likelihood distribution of the model
output term, only data we need is observed ym values. First we express the likelihood probability
density in and maximize it in terms of C.
L(X) C =

1
𝑛 𝑛
2𝜋 𝑝2 𝐶 2

1

exp(− 2 (𝑋 − 𝑚)𝑇 𝐶 −1 (𝑋 − 𝑚))
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Appendix B
Table 2. Fluidized-bed coating dataset

Run
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

Hr
51
46.4
46.6
53.1
52
45.6
47.3
53.3
44
52.3
55
54
50.8
48
42.8
55.7
55.2
54.4
55.4
52.9
28.5
26.1
24.2
25.4
45.1
43.1
42.7
38.7

Tr
20.7
21.3
19.2
21.1
20.4
21.4
19.5
21.4
20.1
21.6
20.2
20.6
21.1
21.2
22.4
20.8
20.7
20.7
19.8
20
18.3
19
18.9
18.5
19.6
20.3
20.4
21.6

Ta
50
60
70
80
90
60
70
80
70
80
80
80
80
80
80
50
50
50
50
50
80
80
80
80
50
50
50
50

Rf
5.52
5.53
5.53
5.51
5.21
7.25
7.23
7.23
8.93
8.91
7.57
7.58
7.4
7.43
7.51
3.17
3.18
3.19
3.2
3.19
7.66
7.69
7.69
7.7
3.2
3.23
3.2
3.22
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Pa
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
1
1.5
2
2.5
3
1
1.5
2
2.5
3
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5

Vf
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
4
4.5
5
3
4
4.5
5

Ye
30.4
37.6
45.1
50.2
57.9
32.9
39.5
45.6
34.2
41.1
45.7
44.6
44.7
44
43.3
37
37.2
37.1
36.9
36.8
46
54.7
57
58.9
35.9
40.3
41.9
43.1

Ym
31.5
38.5
45.5
52.6
59.9
34.6
41
48.5
36.6
44.3
49
48.4
48.4
48
47.5
38
38.5
37.5
38.5
37.2
47.3
56.2
58.7
60.5
37.1
40.8
42.3
43.3

Appendix C: Results and Findings
This section brings together a collection of results pertaining to multiple datasets on which the
model developed herein has been tested. The data sets discussed here are :
1. the fluidized bedding coat data (Dewettinck et al. 1999)
2. Nuclear Coolant
3. AMS datasets for stationary faulted and normal transient conditions.

Data Set 1
The above described generalized model is implemented on the fluidized bedding coat data
(Dewettinck et al. 1999), which is on a Glatt GPCG-1 fluidized bed unit for coating food products
and several computer models developed for this unit to calculate the steady-state thermodynamic
operation point. This data set has 28 data points with 6 feature, namely:
a. Room humidity (Hr)
b. Room temperature (Tr),
c. Inlet air temperature (Ta)
d. Flow rate of the coating liquid (Rf )
e. Pressure of the atomization air (Pa)
f. Fluid velocity of the fluidization air (Vf )
The data set is represented in Appendix B. This data set as depicted in Table 2(Appendix B) is
divided in to 20 training data points and 8 test data points. . A genetic algorithm is utilized for the
optimization of relevant hyper parameters using the training dataset. The resultant hyper
parameters are:
𝜑𝑚 = [ 0.1799 , 0.1835, 0.001,0,0.0015]
𝜑𝛿 = [0.0398, 0.2188,0.1358,0.0002,0,0.001]
𝜏 = 0.0053
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Using these hyper parameter values the posterior distribution of model inadequacy Gaussian
process is ascertained on the test points. The results are as shown in Table 3.
Unlike the nuclear coolant data where the underlying assumption of multivariate normality is
supported by sheer volume and redundancy of the pant process data, the data set at hand is very
low in sample size. Hence a qqplot is carried out on the data set to test its distribution traits. The
results as seen in Figure 11, ascertains an underlying multivariate Gaussian feature.

Figure 11. Check for Multivariate normal nature using qqplot

Once the model fitting for this data is achieved, it will be extended to various real nuclear plant
datasets (nuclear coolant etc.).
The results obtained with the BIUQ model is far from ideal for this dataset. This can be attributed
to the variability in the choice hyper parameter ranges. Furthermore, the choice of function
structure for the mean of the GP representing model inadequacy plays an important role in shaping
the training of the inference model and hence its understanding of the error involved. The extreme
sensitivity of the model on the data and its interpretation is evident here.
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Table 3: Predictions for model inadequacy at test data points of fluidized bedding coat data
Run
4

ye
50.2

ym
52.6

δ (ye −ym)
−2.4000

Prediction Upper Prediction lower
bound
bound
Prediction mean
0.373263
-0.43654
-0.03164

15

43.3

47.5

−4.2000

0.103545

-0.70626

-0.30136

17

37.2

38.5

−1.3000

0.435919

-0.37388

0.031017

21

46

47.3

−1.3000

0.486307

-0.3235

0.081406

23

57

58.7

−1.7000

0.506449

-0.30335

0.101548

25

35.9

37.1

−1.2000

0.442958

-0.36684

0.038057

26

40.3

40.8

−0.5000

0.553453

-0.25635

0.148552

28

43.1

43.3

−0.2000

0.610862

-0.19894

0.20596

Data Set 2 (3 Set Point Transience)
The group of sensor used to build the AAKR model are sensor 7,8,10 11, 13, 16 and 17. The results
for all sensor except sensor 10 are as follows. The trends and the associated insights have been
discussed in the main body.

Figure 12. OLM Residual vs BIUQ Model Inadequacy predictions for Sensor 7
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Figure 13. OLM Residual vs BIUQ Model Inadequacy predictions for Sensor 8

Figure 14. OLM Residual vs BIUQ Model Inadequacy predictions for Sensor 11
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Figure 15. OLM Residual vs BIUQ Model Inadequacy predictions for Sensor 13

Figure 16. OLM Residual vs BIUQ Model Inadequacy predictions for Sensor 16
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Figure 17. OLM Residual vs BIUQ Model Inadequacy predictions for Sensor 17
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