Advances in our ability to model complex environmental systems are currently driven by at least four needs: (1) the need for the inclusion of uncertainty in monitoring, modelling and decisionmaking; (2) the need to provide environmental predictions everywhere; (3) the need to predict the impacts of environmental change; and (4) the need to adaptively evolve observation networks to better resolve environmental systems and embrace sensing innovations. Satisfying these needs will require improved theory, improved models and improved frameworks for making and evaluating predictions. All of these improvements should result in the long-term evolution and improvement of observation systems. In the context of this paper we discuss current bottlenecks and opportunities for advancing environmental modelling with and without local observations of system response. More realistic representations of real-world thresholds, nonlinearities and feedbacks motivates the use of more complex models as well as the consequent need for more rigorous evaluations of model performance. In the case of gauged systems, we find that global sensitivity analysis provides a widely underused tool for evaluating models' assumptions and estimating the information content of data. In the case of ungauged systems, including the modelling of environmental change impacts, we propose that the definition of constraints on the expected system response provides a promising way forward. Examples of our own work are included to support the conclusions of this discussion paper. Overall, we conclude that an important bottleneck currently limiting environmental predictions lies in how our model evaluation and identification approaches are extracting, using and evolving the information available for environmental systems at the watershed scale.
INTRODUCTION
Sustaining human life as well as aquatic and terrestrial ecosystems requires the availability of sufficient quantities of freshwater of appropriate quality. The watershed provides a convenient spatial unit to define the collection, storage and release of freshwater; the provision of freshwater for a wide range of purposes can be defined as a watershed service . Humans and ecosystems are embedded in large-scale environmental systems that can exhibit a wide range of characteristics depending on their location and the degree of human impact.
The environmental systems' internal heterogeneity leads to a complex and uncertain system, although such systems usually exhibit some level of organization (Sivapalan 2005 ).
An important responsibility for the hydroinformatics community is to support improvements in sustainable integrated water resource management of watershed doi: 10.2166/hydro.2009.040 services using environmental models, which enable us to better understand these complex systems and to predict their response to future environmental change. This predictive capability is necessary to achieve water security for people and for the environment in an increasingly nonstationary world (Falkenmark 2001; Milly et al. 2008) , where water security can be defined as protection from both excess water and from water scarcity (Gleick 2002) or as maximizing services and minimizing disservices (e.g. low flows or floods). Models of water-driven environmental systems at the watershed scale play a fundamental role in understanding the underlying real world system, in providing the necessary predictive power and in guiding the establishment of better observational networks.
Environmental models applied at the watershed scale originated as simple mathematical representations of the input response behaviour of catchment-scale environmental systems through parsimonious models such as the Unit Hydrograph (for flow routing) (e.g. Dooge 1959 ) and the Rational Formula (for excess rainfall calculation) (Dooge 1957 Interest in predicting land use change leads to the development of more spatially explicit representations of the physics (to the best of our understanding) underlying the hydrological system in the form of the SHE model in the 80s (Abbott et al. 1986 ). The latter is an example of a group of highly complex process-based models whose development was driven by the hope that their parameters could be directly estimated from observable physical watershed characteristics, thus enabling the direct assessment of change impacts Dunn & Ferrier 1999) . At that time, these models were severely constrained by our lack of computational power; a constraint that decreases in its severity with increases in computational resources with each passing year.
Currently available high performance computing enables us to explore the behaviour of highly complex models in new ways (Tang et al. 2007; Van Werkhoven et al. 2008a ). However, this increased power is insufficient by itself to eliminate the problems associated with current models. Problems include those of conceptualization and parameterization of underlying processes, and of our limited ability to observe important subsurface characteristics at the scale of interest (Beven 1989) . New theory and new observational capabilities will be needed to achieve better representations of environmental systems (Wagener & Gupta 2005; Kirchner 2006; Reed et al. 2006; Gupta et al. 2008) . New concepts for process-based models have been put forward in recent years, but more testing is required to assess whether previous limitations of physically-based models have yet been overcome (e.g. Reggiani et al. 1998 Reggiani et al. , 1999 Reggiani et al. , 2000 Reggiani et al. , 2001 Panday & Huyakorn 2004; Qu & Duffy 2007; Kollet & Maxwell 2006 , 2008 .
What are the main drivers for advancing environmental modelling?
We hypothesize that there are at least four distinct (but inter-related) drivers, as follows.
1. The need for understanding, estimating and communicating uncertainty in order to understand both the limitations of our science as well as to provide decision makers with more appropriate information (e.g. Neuman 4. The need to predict the impacts of environmental change, i.e. mainly land cover and climate change (e.g. Harbor 1994; Beven 2000; Allen & Ingram 2002; Milly et al. 2002 Milly et al. , 2008 Porporato et al. 2004; Poff et al. 2006a,b; Wagener 2007) .
In this article we will explore the impact of these four drivers on current research needs, bottlenecks and opportunities. We will mainly focus on the task of environmental model evaluation and identification at gauged and ungauged locations in the context of these drivers. The main challenges associated with these problems are how to extract maximum information from time-series of system responses (e.g. streamflow) and how to evaluate/identify a model at locations where such time-series are not available.
We will close with a discussion of open questions and research needs.
DRIVERS OF ADVANCEMENT First driver: uncertainty
Uncertainty analysis in environmental modelling has been investigated for many years, but recent computational advancements have significantly pushed our ability to sample from high dimensional spaces and therefore relax some of the limiting assumptions that previously had to be made in an uncertainty analysis (e.g. McIntyre et al. 2002; Vrugt et al. 2003; Wagener 2003; Marshall et al. 2004) . The main sources of uncertainty in environmental modelling are as follows. † Input data uncertainty: Uncertainties originate from both the measurement itself, but also from data processing required to translate proxy data into the variable of interest or for deriving variables at the necessary spatial and temporal scale (e.g. Kavetski et al. 2006a,b; Hong et al. 2006; Schoups & Hopmans 2006) . One example is the uncertainty in precipitation, which originates for example from errors in individual raingauge observations, but also from spatial interpolation between gauges or from the translation of a radar signal to a rainfall estimate (e.g. Kavetski et al. 2006a,b; Yatheendradas et al. 2008) . † Output data uncertainty: Uncertainty in observations of the system response has generally received less attention since it is often assumed to be much smaller than the uncertainty in the model input (e.g. Franks et al. 1998; Freer et al. 2004 Several studies found that inclusion of uncertainty in environmental modelling leads to better decision-making, which suggests that establishing uncertainty estimation as a standard for any environmental predictions (despite some remaining problems) represents an important step to make our work better suited for decision makers (Reichert & Borsuk 2005) .
Second driver: observation network design
As noted by Dooge (1986) our ability to understand, predict and manage environmental systems is dependent on our ability to observe both the natural and human systems that shape their evolution. Fundamentally, the observation network design problem seeks to maximize the value of information gained with new observables. This is particularly challenging and important when seeking to detect and/or predict the impact of long-term systematic changes (non-stationarity). Reed et al. (2006) posit that our ability to understand human-climate impacts on environmental systems will require a paradigmatic shift away from static observation network design frameworks. Alternatively, new tools are needed for adaptively characterizing knowledge gaps and critical system gradients in both space and time.
Recent work (Tang et al. 2007; Van Werkhoven et al. 2008a,b) has explicitly mapped the information content of rainfall -runoff observations. Their results demonstrate that the information content in these rainfall -runoff data is dynamic and has complex spatial variability.
The quantification of information content is a challenging problem that can be substantially biased by the models used. As a field, we must acknowledge and elucidate how our predictive modelling frameworks have shaped our historical and ongoing observation strategies for environmental systems. Information content is often quantified using model-based projections of uncertainty and sensitivity that will always be impacted by model structural errors.
It has long been recognized that these structural errors can strongly bias our observation systems (Moss 1979a,b) .
This long-term evolution of our knowledge can be represented mathematically using Bayesian frameworks that simultaneously account for both model and observation errors to forecast how critical system gradients as well as their uncertainties vary in space and time (Evensen 1994; Miller et al. 1999; Christakos 2000; Neuman 2002; Dré court et al. 2006; Kollat & Reed 2008) . These frameworks provide adaptivity for observation network design that can take advantage of both modelling and sensing innovations to improve our theoretical understanding. In turn, theoretical innovations will then feed forward to produce improved model-based predictions of our observational needs and uncertainties.
Third driver: models of everywhere Historical observations of the response of environmental systems are crucial for the development of reliable environmental models due to the dependence of our models on calibration. For currently available models, some degree of parameter calibration (for at least some of the key parameters) is required to achieve reliable predictions since (at least some) model parameters cannot be estimated from measurable physical watershed characteristics (Beven 2001; Wagener et al. 2004; Wagener & Wheater 2006) .
Calibration is the process of adjusting model parameters to match the observed and simulated system response of interest (e.g. streamflow). This issue poses a significant problem due to the lack of historical observations at many places, especially the lack of streamflow observations at the watershed scale. Headwater streams, in particular, are increasingly recognized for their importance in controlling ecological and water quality functions throughout river basins (Alexander et al. 2007) . Protection of the integrity of and services for aquatic and terrestrial ecosystems as well as for human water consumption cannot be achieved without intact and functional headwaters (Lowe & Likens 2005) . The maintenance of these services will require significant advances in our understanding and in our ability to predict natural system response patterns and their controls (Palmer et al. 2004) .
Headwaters contain over 50% of the total strength length in the Eastern US (Nadeau & Rains 2007) , but are severely under-represented in operational gauging in the US in general (Freeman et al. 2007) , where nearly 95% of smaller streams are poorly characterized with less than 3% of all gauges (Poff et al. 2006a,b) . At the same time, processes and ecosystem habitats in headwaters are particularly sensitive to atmospheric and terrestrial disturbances (Buttle & Meatcalfe 2000) , and therefore likely to be considerably impacted in our increasingly non-stationary world (Milly et al. 2008) . The National Research Council (2004) stresses that the lack of gauges in small streams requires research into better modelling tools for streamflow simulations across hydroclimatic and geologic settings, since "for the majority of streams that support aquatic life, a systematic understanding is lacking on water quality, habitat, biota, specific discharge … " (Bishop et al. 2008) . France using the SHE model. Their model predictions were highly uncertain, and they did not meet most of their selfdeclared measures of success. Refsgaard & Knudsen (1996) compared both physically-based and conceptual models in ungauged watersheds in Zimbabwe. They found that a spatially distributed model structure resulted in better predictions compared to a lumped one, but could not unambiguously show that the physically based model was better than another distributed model that was more conceptual in structure.
Fourth driver: modelling change
The increasing non-stationarity of our world (largely due to increased human activity) will have significant implications for the water environment that we need to anticipate. "The United States is facing unprecedented environmental changes, but decision makers do not have the information they need to understand and respond to these changes in a In the following section we will discuss and provide some examples of how parts of this framework can or even need to be advanced, while largely focusing on the information model. We will concentrate on the issue of how to quantify and how to maximize extraction of information from observations of system dynamics and statics for model identification and evaluation in gauged and ungauged watersheds. This issue links to driver 1 (uncertainty) in the sense that maximal utilization of available information for model identification and evaluation will (or at least should) reduce uncertainty. It relates to drivers 3 and 4 (predictions everywhere and of environmental change impacts) in the sense that we have to find ways to develop reliable models without recourse to 'local' calibration using observations of real world system dynamics which, by definition, are not available in these circumstances. Driver 2, observational network design, is addressed in the sense that better understanding of the information content of observations, i.e. their value, as well as better quantification of the spatial and temporal extent of the information can help to enhance network design.
ADVANCES IN ENVIRONMENTAL MODEL IDENTIFICATION AND EVALUATION IN THE CONTEXT OF THESE DRIVERS
An area of active research in the framework discussed in the previous section is the information model. The main question under consideration is: how can we quantify and extract available information from observations of static and dynamic system characteristics to identify and evaluate models at gauged and ungauged locations? For ease of discussion, we will break this question into two components: the gauged and the ungauged case. Gauged in the context of this discussion refers to the availability of historical observations of the output variable(s) of an environmental system for purposes of model calibration and evaluation. We will point out some of the main research issues that require addressing and provide examples of how this could be done from our own work on modelling the rainfall -runoff relationship of watersheds.
Advances in gauged systems
An important issue in the case of gauged systems is how much information can be extracted from available observations using a particular information model as represented in a particular objective or likelihood function. Secondly, related to the first issue, we wish to determine what aspects of a model can be identified using the information provided by the observations. A tool that has become increasingly feasible to address these two issues, due to advances in computational power and the increasing use of parallelized computing architectures, is global sensitivity analysis. Sensitivity analysis evaluates the impact of changes in selected factors (including model parameters, inputs or initial states) on the model output of interest, and can be a very valuable tool for model evaluation and identification (Demaria et al. 2007; Wagener & Kollat 2007) . Global sensitivity analysis means that we can perform an analysis by exploring the full feasible space for all the factors considered, rather than just around some initial point (e.g. the optimum in the model parameter space). Tang et al. Table 1 ). We use both a lumped version of this conceptual watershed model as well as a grid-based distributed version in which a lumped SAC-SMA model is 
Advances in ungauged systems
Current environmental models generally require calibration against historical observations of the system response (e.g. streamflow) in order to provide reliable predictions. As The hydroinformatics community is challenged to provide the scientific tools necessary to achieve water security in the 21st century by supporting sound policy making. We need to build more realistic and more integrated environmental models to represent real-world thresholds, nonlinearities and feedbacks, and which are capable of representing the implications of environmental change. Building these necessarily more complex models must also be accompanied by a development in significantly more powerful identification and evaluation algorithms.
Such algorithms, combining optimization and sensitivity analysis methods while considering uncertainty, have to be able to support our analysis about how our models represent environmental systems and whether this presentation is consistent with our perception of the actual system and where (or when) models are incapable of doing so sahra.arizona.edu/software) provides a web-based database where developers can deposit their software tools (or link their specific web-sites) while users can download them free of charge .
