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Abstract
The random point fields which describe the position distributions of the systems of ideal boson gas in
states of Bose–Einstein condensations are obtained through the thermodynamic limits. The resulting point
fields are given by convolutions of two kinds of independent point fields: the so-called boson processes
whose generating functionals are represented by the inverses of the Fredholm determinants for operators
related to the heat operator and the point fields whose generating functionals are represented by the resol-
vents of the operators. The construction of the latter point fields in an abstract formulation is also given.
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1. Introduction
In the previous paper [7], which we will refer as I, the authors gave a method which derives
typical kinds of random point fields, the boson and the fermion point processes on Rd , through
the thermodynamic limits of the random point fields of fixed finite numbers of points in bounded
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208 H. Tamura, K.R. Ito / Journal of Functional Analysis 243 (2007) 207–231boxes in Rd . The purpose of the paper is to give the random point fields which describe the
position distributions of the systems of ideal boson gases in Bose–Einstein condensations (BEC)
as an extension of I.
Let us consider the systems of N free bosons in a box of volume V in Rd and the quantum
equilibrium states for the system of finite temperatures. Regarding the square of the absolute
value of the wave function as the distribution function of the positions of N particles, we obtain
random point fields of N points in the box. In I, we have shown that under the thermody-
namic limit, N,V → ∞ and N/V → ρ, these random point fields converge weakly to the boson
process μBρ whose Laplace transform is given by
∫
Q(Rd )
e−〈f,ξ〉 dμBρ (ξ) = Det
[
1 +
√
1 − e−f z∗G(1 − z∗G)−1
√
1 − e−f ]−1 (1.1)
if ρ < ρc, where z∗ ∈ (0,1) is determined by
ρ =
∫
Rd
dp
(2π)d
z∗e−β|p|
2
1 − z∗e−β|p|2
= (z∗G(1 − z∗G)−1)(x, x)
and ρc (see (3.6)) is the critical density above which the Bose–Einstein condensation takes place.
The thermodynamic limits of the systems of fermions for all positive ρ have been also consid-
ered. As applications of the approach, the systems of para-particles and the systems of composite
particles have been studied. The main apparatus is to apply the saddle point method to complex
integrals related to the generalized Vere-Jones’ formula [4,8]. The argument is based on the uni-
fied formulation of boson/fermion processes of [4]. For general references of this field, see e.g.
[1,6] and references cited there in.
In this paper, we study the case of ρ > ρc for the boson systems in Rd , d > 2, which corre-
sponds to BEC. We need more technically elaborate analysis than in I about the largest eigenvalue
g˜0(L) of the deformed heat operator G˜L in the box of size L. We must modify the saddle point
method in I. The residue calculation is used instead of the Gaussian integral. As the results of the
thermodynamic limits, we get the random point fields on Rd which are given by the convolution
of two kinds of independent point fields:
(1) the boson processes whose generating functionals are represented by the inverses of the
Fredholm determinants for operators related to the heat operator;
(2) the point fields whose generating functionals are represented by the resolvents of the opera-
tors.
It would be interesting to consider profound relations between these two point fields. We have
not succeeded in the analysis on the critical case ρ = ρc. These would be the subjects of future
work.
The paper organized as follows. In Section 2 the construction of the point fields which appear
in the resulting point fields as the second component (see above). The construction is made in a
general framework of random point fields similar to that in [4], i.e., on the locally compact space
of second countability. Section 3 is devoted to the analysis of the thermodynamic limit in Rd .
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Let R be a locally compact Hausdorff space with countable basis and λ a positive Radon
measure on R. We regard λ as a measure on the Borel σ -algebra B(R) which assigns finite
values for compact sets. Relatively compact subsets of R will be called bounded. On L2(R;λ),
we consider a (possibly unbounded) non-negative self-adjoint operator K which satisfies:
Condition K.
(i) (Locally boundedness) For any bounded measurable subset Λ of R, the operator K1/2χΛ is
bounded, where χΛ denotes the operator multiplying the indicator function χΛ of Λ.
(ii) G = K(1 +K)−1 has a non-negative integral kernel G(x,y) which satisfies
∫
R
G(x, y)λ(dy) 1, λ-a.e. x ∈ R. (2.1)
For a measurable function f :R → [0,∞) with compact support and a bounded measurable
set Λ satisfying Λ ⊃ suppf , we have K1/2√1 − e−f = K1/2χΛ
√
1 − e−f and hence that
Kf =
(
K1/2
√
1 − e−f )∗K1/2√1 − e−f (2.2)
is a bounded non-negative self-adjoint operator. Here we regard √1 − e−f as the multiplication
operator of the function expressed by the same symbol. Q(R) denotes the Polish space of all the
locally finite non-negative integer-valued Borel measures on R.
Theorem 2.1. For R, λ and K which satisfy the above conditions and ρ > 0, there exists a unique
Borel probability measure μK,ρ on Q(R) such that
∫
Q(R)
e−〈f,ξ〉 dμK,ρ(ξ) = exp
(−ρ(√1 − e−f , [1 +Kf ]−1√1 − e−f )) (2.3)
holds for any non-negative measurable function f on R with compact support, where (·,·) de-
notes the inner product of L2(R;λ).
Let us begin with some remarks before proving the theorem. It follows that G is self-adjoint
and 0 G  1, where 1 denotes the identity operator on L2(R;λ). Without loss of generality,
we may assume that the B(R2)-measurable function G(x,y) satisfies
∀x, y ∈ R: G(x,y) 0, G(x, y) = G(y,x)
and
∀x ∈ R:
∫
G(x,y)λ(dy) 1.
R
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Gn+1(x, y) =
∫
R
Gn(x, z)G(z, y)λ(dz) for n ∈ N.
Then we have
∀x, y ∈ R, ∀n ∈ N: Gn(x, y) 0, Gn(x, y) = Gn(y, x)
and
∀x ∈ R, ∀n ∈ N:
∫
R
Gn(x, y)λ(dy) 1.
It is obvious that Gn(x, y) is the integral kernel of the operator Gn. Put
Kn =
n∑
k=1
Gk and Kn(x, y) =
n∑
k=1
Gk(x, y).
Then Kn is the bounded non-negative self-adjoint operator which has the non-negative integral
kernel Kn(x, y). The function
K(x,y) = lim
n→∞Kn(x, y) =
∞∑
k=1
Gk(x, y) (2.4)
is well defined, if we admit infinity as its value.
Here we recall the following preliminary facts from functional analysis.
Lemma 2.2.
(i) Let H be a Hilbert space, L(H) the Banach space of all the bounded operators on H and
{An}n∈N a bounded increasing sequence of non-negative self-adjoint operators in L(H).
Then s-limn→∞An exists and is a bounded non-negative self-adjoint operator.
(ii) Suppose that A1,A2, . . . ∈ L(L2(R;λ)) converge to A ∈ L(L2(R;λ)) strongly, An has the
integral kernel An(x, y) for each n and
0An(x, y) ↑ A(x,y), λ⊗2-a.e. (x, y) ∈ R2.
Then A has A(x,y) as its integral kernel.
Proof. For (i), see e.g. [3]. For (ii), let f ∈ L2(R;λ). Then |f | ∈ L2(R;λ) and (An|f |)(x) =∫
An(x, y)|f (y)|λ(dy) holds. Taking the limit n → ∞ (through a subsequence if necessary), we
have (A|f |)(x) = ∫ A(x,y)|f (y)|λ(dy) for λ-a.e. by strong convergence of the operators and
the monotone convergence theorem. The a.e. boundedness of the integral in the right-hand side
ensures the identity for f instead of |f | by the dominated (instead of monotone) convergence
theorem. 
H. Tamura, K.R. Ito / Journal of Functional Analysis 243 (2007) 207–231 211Now we have the following proposition. Here and hereafter, ‖ · ‖ and ‖ · ‖T stand for the
operator norm and the trace norm for operators, respectively, and ‖ · ‖p for the Lp-norm for
functions.
Proposition 2.3.
(i) Put KΛ = (K1/2χΛ)∗K1/2χΛ for any bounded measurable Λ ⊂ R. Then, KΛ is a bounded
non-negative self-adjoint operator and has KΛ(x, y) ≡ χΛ(x)K(x, y)χΛ(y) as its integral
kernel. The equality
KΛ =
∞∑
k=1
χΛG
kχΛ (2.5)
holds in the sense of strong convergence of operators.
(ii) For each k ∈ N, Hk = χΛG((1 − χΛ)G)k−1χΛ is a bounded non-negative self-adjoint op-
erator having non-negative kernel, which is denoted by Hk(x, y). The sum RΛ =∑∞k=1 Hk
exists in the strong convergence sense and is the bounded non-negative self-adjoint operator
having non-negative kernel RΛ(x, y) =∑∞k=1 Hk(x, y).
(iii) RΛ = KΛ(1 +KΛ)−1, ‖RΛ‖ < 1.
(iv) (1+KΛ)−1χΛ  0 a.e. holds, where we regard χΛ as a function which belongs to L2(R;λ).
Remark. From (i) of Proposition 2.3 and the argument above (2.2), it follows that Kf =√
1 − e−f KΛ
√
1 − e−f and its kernel is given by √1 − e−f (x) K(x, y)√1 − e−f (y) for non-
negative f satisfying suppf ⊂ Λ.
Proof. (i) Boundedness and self-adjointness of KΛ are obvious. Using the spectral decomposi-
tion K = ∫∞0 λdEλ, we have
G =
∞∫
0
λ
1 + λ dEλ.
Hence, ∥∥∥∥∥
n∑
k=1
χΛG
kχΛ
∥∥∥∥∥= sup‖φ‖2=1
n∑
k=1
(
χΛφ,G
kχΛφ
)
= sup
‖φ‖2=1
∫ n∑
k=1
(
λ
1 + λ
)k
d(χΛφ,EλχΛφ)
 sup
‖φ‖2=1
∫
λd(χΛφ,EλχΛφ)
= sup
‖φ‖2=1
∥∥K1/2χΛφ∥∥22 = ‖KΛ‖.
Since χΛGkχΛ  0 holds for every k ∈ N, Lemma 2.2(i) yields the existence of
s-limn→∞
∑n
k=1 χΛGkχΛ. On the other hand, thanks to the monotone convergence theorem,
we get (2.5) in the weak sense:
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(
φ,
n∑
k=1
χΛG
kχΛφ
)
=
∫ n∑
k=1
(
λ
1 + λ
)k
d(χΛφ,EλχΛφ)
→
∫
λd(χΛφ,EλχΛφ) = (φ,KΛφ).
Thus we have (2.5) in the strong sense.
Lemma 2.2(ii) yields the assertion on the kernel of KΛ.
(ii) It is obvious that Hk is a bounded non-negative self-adjoint operator for every k ∈ N. From
the non-negativity of the kernel of Gk , we have the non-negativity of the kernel Hk(x, y) and
0Hk(x, y) χΛ(x)Gk(x, y)χΛ(y).
From Lemma 2.2(i) and the estimate∥∥∥∥∥
n∑
k=1
Hk
∥∥∥∥∥= sup‖φ‖2=1
n∑
k=1
∫
R2
φ(x)Hk(x, y)φ(y)λ
⊗2(dx dy)
 sup
‖φ‖2=1
n∑
k=1
∫
R2
∣∣φ(x)∣∣χΛ(x)Gk(x, y)χΛ(y)∣∣φ(y)∣∣λ⊗2(dx dy)

∥∥∥∥∥
n∑
k=1
χΛG
kχΛ
∥∥∥∥∥ ‖KΛ‖,
we get the existence of the strong limit RΛ of {∑nk=1 Hk}n and its bounded self-adjointness.
Lemma 2.2(ii) yields the assertion on the kernel of RΛ.
(iii) From
n∑
k=1
Hk −
n∑
k=1
χΛG
kχΛ
=
n∑
k=1
χΛG
[(
(1 − χΛ)G
)k−1 −Gk−1]χΛ
=
n∑
k=2
k−1∑
l=1
χΛG
(
(1 − χΛ)G
)k−l−1
(−χΛG)Gl−1χΛ
= −
n−1∑
l=1
n∑
k=l+1
χΛG
(
(1 − χΛ)G
)k−l−1
χΛχΛG
lχΛ = −
n−1∑
l=1
n−l∑
m=1
HmχΛG
lχΛ,
we get the relation
n∑
k=1
Hk(x, y)−
n∑
k=1
χΛ(x)G
k(x, y)χΛ(y)
= −
n−1∑
l=1
n−l∑
m=1
∫
Hm(x, z)χΛ(z)G
l(z, y)χΛ(y)λ(dz) a.e.R
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RΛ(x, y)−KΛ(x, y) = −
∫
R
RΛ(x, z)KΛ(z, y)λ(dz), λ
⊗2
-a.e. (x, y),
by the monotone convergence theorem. It implies RΛ = KΛ(1 + KΛ)−1. Since KΛ is non-
negative and bounded, ‖RΛ‖ < 1.
(iv) We may regard G as a contraction operator on L∞(R;λ) because of (2.1). Hk is also
contraction on L∞(R;λ) for all k ∈ N. Thus we have
n∑
k=1
(HkχΛ)(x)
n∑
k=1
(HkχΛ)(x)+
(
χΛG
(
(1 − χΛ)G
)n−1
(1 − χΛ)
)
(x)

n−1∑
k=1
(HkχΛ)(x)+
(
χΛG
(
(1 − χΛ)G
)n−2
(1 − χΛ)
)
(x)
 · · · (χΛG1)(x) χΛ(x),
where the non-negativity of the kernel of G and (2.1) have been used. On the other hand, we get∑n
k=1 HkχΛ → RΛχΛ a.e. from (ii) through subsequence if necessary. Hence (1 +KΛ)−1χΛ =
χΛ −RΛχΛ  0 a.e. holds. 
Proof of Theorem 2.1. Recall that Kf =
√
1 − e−f KΛ
√
1 − e−f , for non-negative measurable
f and a bounded measurable set Λ ⊃ suppf . Since
(
1 + (1 − e−f )KΛ)√1 − e−f (1 +Kf )−1√1 − e−f
= 1 − e−f = 1 − e−f RΛ − e−f (1 +KΛ)−1
and
1 + (1 − e−f )KΛ = (1 − e−f RΛ)(1 +KΛ),
we get
√
1 − e−f (1 +Kf )−1
√
1 − e−f
= (1 +KΛ)−1
(
1 − e−f RΛ
)−1(1 − e−f RΛ − e−f (1 +KΛ)−1)
= (1 +KΛ)−1
[
1 − (1 − e−f RΛ)−1e−f (1 +KΛ)−1]
= (1 +KΛ)−1 − (1 +KΛ)−1
∞∑
n=0
(
e−f RΛ
)n
e−f (1 +KΛ)−1.
The Neumann expansion in the last step is valid since ‖e−f RΛ‖ ‖RΛ‖ < 1. Hence we have
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+
∞∑
l=0
(
(1 +KΛ)−1χΛ, e−f
(
RΛe
−f )l (1 +KΛ)−1χΛ).
Substituting this identity to the right-hand side of (2.3), expanding the exponential and sym-
metrizing, we get an expression of the form
∞∑
n=0
1
n!
∫
Λn
σΛn(x1, . . . , xn)e
−∑nk=1 f (xk) dx1 . . . dxn (2.6)
with a family of symmetric non-negative functions {σΛn} for every Λ ⊃ suppf . For the existence
of the measure μK,ρ on Q(R), it is enough to show the consistency condition [2]:
σΛn(x1, . . . , xn) =
∞∑
l=0
1
l!
∫
Δl
σ(Λ∪Δ)n+l (x1, . . . , xn, y1, . . . , yl) dy1 . . . dyl,
where Δ ∩ Λ = ∅. This condition can be derived easily from the facts that the right-hand side
of (2.3) does not depend on Λ ⊃ suppf and that for a given Λ, {σΛn} in (2.6) is uniquely deter-
mined a.e., since f can be arbitrary non-negative measurable function satisfying suppf ⊂ Λ.
Thus we have proved Theorem 2.1. 
3. The thermodynamic limit
In this section, we follow the arguments and the notation of I, Section 2.2. However, let us
review them briefly to make the article self-contained.
Consider HL = L2(ΛL) on ΛL = [−L/2,L/2]d ⊂ Rd for d > 2 with the Lebesgue measure
on ΛL. Let L be the Laplacian under the periodic boundary condition in HL. For k ∈ Zd ,
ϕ
(L)
k (x) = L−d/2 exp(i2πk · x/L) is an eigenfunction of L, and {ϕ(L)k }k∈Zd forms a complete
orthonormal system (CONS) of HL. The operator GL = exp(βL) has the integral kernel
GL(x, y) =
∑
k∈Zd
e−β|2πk/L|2ϕ(L)k (x)ϕ
(L)
k (y) (3.1)
for β > 0. We put g(L)k = exp(−β|2πk/L|2) which is the eigenvalue of GL for the eigenfunction
ϕ
(L)
k (x). We also need the operator G = exp(β) on L2(Rd) and its integral kernel
G(x,y) =
∫
Rd
dp
(2π)d
e−β|p|2+ip·(x−y) = exp(−|x − y|
2/4β)
(4πβ)d/2
.
Here we consider only periodic boundary conditions, though we can deal with Dirichlet or Neu-
mann boundary conditions for rectangles in the same way.
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case where L is so large that ΛL contains suppf . We regard f as a function on ΛL naturally.
Let
G˜L = G1/2L e−fG1/2L , (3.2)
where e−f represents the operator of multiplication by the function e−f .
It is obvious from the non-negativity of f that 0 G˜L GL. Let us denote all the eigenvalues
of G˜L in decreasing order:
g˜0(L) g˜1(L) · · · g˜j (L) · · · .
Correspondingly, we relabel the eigenvalues {g(L)k }k∈Zd of GL as
g0(L) = 1 > g1(L) · · · gj (L) · · · .
By the min–max principle, we have
gj (L) g˜j (L) (j = 0,1,2, . . .).
Note that ϕ(L)0 has the eigenvalue g0(L) = g(L)0 = 1.
Suppose there are N identical particles which obey Bose–Einstein statistics in ΛL with
periodic boundary conditions at the inverse temperature β . The basic postulates of quantum
mechanics and statistical mechanics of canonical ensembles yield
pBL,N(x1, . . . , xN) =
1
ZBN ! per
{
GL(xi, xj )
}
1i,jN (3.3)
as the probability density distribution of the positions of N particles of the system, where ZB
is the normalization constant and per represents the permanent of matrices. Here, we have set
h¯2/2m = 1. We define the random point field (the probability measure on Q(Rd)) μBL,N in-
duced by the map ΛNL  (x1, . . . , xN) →
∑N
j=1 δxj ∈ Q(Rd) from the probability measure on
ΛNL which has the density (3.3). By EBL,N , we denote the expectation with respect to μBL,N . The
Laplace transform of the point process is given by
EBL,N
[
e−〈f,ξ〉
]=
∫
ΛNL
exp(−∑Nj=1 f (xj ))per{GL(xi, xj )}Ni,j=1 dx1 . . . dxN∫
ΛNL
per{GL(xi, xj )}Ni,j=1 dx1 . . . dxN
=
∫
ΛNL
per{G˜L(xi, xj )}Ni,j=1 dx1 . . . dxN∫
ΛNL
per{GL(xi, xj )}Ni,j=1 dx1 . . . dxN
. (3.4)
Let us consider the thermodynamic limit, where N and the volume of the box ΛL tend to
infinity in such a way that the densities tend to a positive finite value ρ:
L,N → ∞, N/Ld → ρ > 0. (3.5)
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ρ > ρc =
∫
Rd
dp
(2π)d
e−β|p|2
1 − e−β|p|2 , (3.6)
where the Bose–Einstein condensation takes place.
Theorem 3.1.
(i) The operator K = G(1−G)−1 is a non-negative unbounded self-adjoint operator in L2(Rd)
and satisfies Condition K in Section 2. Moreover, Kf defined by (2.2) is a trace class opera-
tor.
(ii) The finite point fields defined above converge weakly to the random point field whose Laplace
transform is given by
EBρ
[
e−〈f,ξ〉
]= exp(−(ρ − ρc)(
√
1 − e−f , [1 +Kf ]−1
√
1 − e−f ))
Det[1 +Kf ]
in the thermodynamic limit (3.5)–(3.6).
Remark 1. Thus the resulting point field of the theorem is a convolution of a point field which
is an example of those discussed in Section 2 and a boson process. On the formulation of boson
processes, we refer to [4], where the operator K is assumed to be bounded, however the proof
given there is also valid for the present case.
Remark 2. It might be plausible to think whether there are any profound reason between these
two random point fields. However, we have no idea about it. We have not succeeded in the
analysis on the critical case ρ = ρc. These would be the subjects of future work.
We begin the proof with the following lemma, where we use the notation
(L)k = 2πL
(
k +
(
−1
2
,
1
2
]d)
for k ∈ Zd .
Lemma 3.2. For z ∈ [0,1], ν = 1,2 and L ∈ [1,∞), let us define functions aν(·; z), a(L)ν (·; z)
on Rd by
aν(p; z) = ze
−β|p|2
(1 − ze−β|p|2)ν
and
a(L)ν (p; z) =
{
0 if p ∈(L)0 ,
a (2πk/L; z) if p ∈(L) for k ∈ Zd − {0}.ν k
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0 a(L)1 (p; z) a1
(
2p/(2 + √d );1) ∈ L1(Rd)
and the bounds for large L
Ld
(2π)d
∫
Rd
a
(L)
2 (p; z) dp  (L) ≡
⎧⎪⎨
⎪⎩
cd(L/
√
β )d if d > 4,
c˜4(L/
√
β )4 log(c˜L/
√
β ) if d = 4,
cd(L/
√
β )4 if d < 4
hold, where cd , c˜4 and c˜ are positive constants.
Proof. Since aν is monotone increasing in z and monotone decreasing as a function of |p|, we
have
a(L)ν (p; z) sup
L1
a(L)ν (p;1)
 sup
{
aν(q;1) | q ∈ Rd, L 1, |q| 2π/L, |q − p| (2π/L)(
√
d/2)
}
 sup
{
aν(q;1) | q ∈ Rd, L 1, |q| 2π/L, |p| − π
√
d/L |q|}.
In the case of |p| (2 + √d )π , the last supremum is attained at L = 1, |q| = |p| − π√d then
|q| |2p|/(2 +√d ) holds. On the other hand, if |p| < (2 +√d )π , the supremum is attained at
L = (2+√d )π/|p|, |q| = 2π/L and then |q| = |2p|/(2+√d ) holds. For both cases, we get the
bound a(L)ν (p; z) aν(2p/(2 +
√
d );1). Since d > 2, we get a1(2p/(2 +
√
d );1) ∈ L1(Rd).
Integrating the angular variables, we have
Ld
(2π)d
∫
Rd
a
(L)
2 (p; z) dp 
Ld
(2π)d
∫
|p|π/L
a2
(
2p/(2 + √d );1)dp
=
(
L
2π
√
β ′
)d
Sd
∞∫
π
√
β ′/L
qd−1e−q2
(1 − e−q2)2 dq =
(
L
2π
√
β ′
)d
SdId ,
where β ′ = 4β/(2 + √d )2. Since Id 
∫∞
0 [qd−1e−q
2
/(1 − e−q2)2]dq < ∞ for d > 4; Id ∫∞
π
√
β ′/L[qd−1/q4]dq = (4 − d)−1(L/π
√
β ′ )4−d for d < 4 and
I4 
∞∫
1
q3−1e−q2
(1 − e−q2)2 dq +
1∫
π
√
β ′/L
q3
q4
dq = const + log L
π
√
β ′
, (3.7)
we get the bounds for π
√
β  L. 
In the following, ‖ · ‖T stands for the trace norm.
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self-adjoint operator satisfying G = K(1 + K)−1. In fact, K is explicitly given by the Fourier
transformation
Kφ =F−1(a1(·;1)Fφ)
for
φ ∈ DomK = {ψ ∈ L2(Rd) ∣∣ a1(·;1)Fψ ∈ L2(Rd)}.
Condition K(ii) for G is also obvious.
Let us show the locally boundedness of K . For bounded measurable Λ ⊂ Rd ,
∥∥√K χΛφ∥∥22 = ∥∥√a1(·;1)F(χΛφ)∥∥22  ∥∥√a1(·;1)∥∥22∥∥F(χΛφ)∥∥2∞

∥∥a1(·;1)∥∥1‖χΛφ‖21  (2π)dρc‖χΛ‖22‖φ‖22.
Thus K1/2χΛ is bounded. K(x,y) in (2.4) is given by
K(x,y) =
∞∑
n=1
Gn(x, y) =
∞∑
n=1
∫
dp
(2π)d
e−nβ|p|2+ip·(x−y)
=
∫
dp
(2π)d
a1(p;1)eip·(x−y),
where we have used the dominated convergence theorem. From a1 ∈ L1(Rd), K(x,y) is con-
tinuous. The remark after Proposition 2.3 and the continuity of f yield that the kernel of
Kf is continuous. Hence Kf is a trace class operator, because ‖Kf ‖T =
∫
Kf (x, x) dx =
ρc‖1 − e−f ‖1 < ∞. 
The rest of this section is devoted to the proof of the second part of the theorem. Put
DL = GL − G˜L = G1/2L
(
1 − e−f )G1/2L , WL = G1/2L √1 − e−f ,
then DL = WLW ∗L. Note also that
Ld
(2π)d
∫
Rd
a(L)ν (p; z) dp =
∑
k∈Zd−{0}
zg
(L)
k
(1 − zg(L)k )ν
= ∥∥zQ0GLQ0(1 − zQ0GLQ0)−ν∥∥T . (3.8)
Here P0 is the orthogonal projection on L2(ΛL) to the one-dimensional subspace Cϕ(L)0 and
Q0 = 1 − P0.
Lemma 3.3. It holds that the bound
(i) ‖Q0GLQ0(1 −Q0GLQ0)−2‖T  (L)
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(ii) L−d TrGL →
∫
Rd
e−β|p|2 dp/(2π)d = √4πβ−d, ‖DL‖T → ‖1 − e−f ‖1/√4πβd.
(iii) L−d‖Q0GLQ0(1 −Q0GLQ0)−1‖T → ρc < ∞.
(iv) If {zL} ⊂ (0,1) and zL → 1, then
sup
x,y∈Λ
∣∣[zLQ0GLQ0(1 − zLQ0GLQ0)−1](x, y)−K(x,y)∣∣→ 0
for any fixed bounded measurable set Λ ⊂ Rd .
Proof. (i)–(iii) are immediate consequences of the above remarks, Lemma 3.2 and the dominated
convergence theorem.
For (iv), put e(p;x) = eip·x and
e(L)(p;x) = e(2πk/L;x) if p ∈(L)k for k ∈ Zd .
Then Lemma 3.2 and the dominated convergence theorem also yield
∣∣[zLQ0GLQ0(1 − zLQ0GLQ0)−1](x, y)−K(x,y)∣∣

∫
dp
(2π)d
∣∣e(L)(p;x − y)a(L)1 (p; zL)− e(p;x − y)a1(p;1)∣∣

∫
dp
(2π)d
(∣∣a(L)1 (p; zL)− a1(p;1)∣∣+ ∣∣e(L)(p;x − y)− e(p;x − y)∣∣a1(p;1))
→ 0. 
In the following, we use the notation BL = Oˆ(Lα) which means
∃c1  c2 > 0: c1Lα  BL  c2Lα.
Lemma 3.4.
(i) For large L,
g0(L)− g˜0(L)
= L−d(√1 − e−f , [1 +W ∗LQ0[1 −Q0GLQ0]−1Q0WL]−1√1 − e−f )(1 + o(1))
= (ϕ(L)0 , (DL −DLQ0[1 −Q0G˜LQ0]−1Q0DL)ϕ(L)0 )(1 + o(1)).
(ii) ∥∥1 − e−f ∥∥1/Ld = (ϕ(L)0 ,DLϕ(L)0 ) (ϕ(L)0 ,DLQ0[g˜0(L)−Q0G˜LQ0]−1Q0DLϕ(L)0 ).
(iii) Ld(g0(L)− g˜0(L)) ∈
[‖1 − e−f ‖1(1 + o(1))
1 + ρc‖1 − e−f ‖1 ,
∥∥1 − e−f ∥∥1
]
.
(iv) Let ϕ˜(L)0 be the normalized eigenfunction of G˜L for eigenvalue g˜0(L) such that
(ϕ˜
(L)
0 , ϕ
(L)
0 ) 0. Put ϕ˜
(L)
0 = aϕ(L)0 +ϕ′, ϕ(L)0 = a′ϕ˜(L)0 + ϕ˜′ ((ϕ(L)0 , ϕ′) = 0, (ϕ˜(L)0 , ϕ˜′) = 0).
Then a = a′ and ‖ϕ′‖2 = ‖ϕ˜′‖2 = 1 − a2 = O(L−2d(L)) hold.
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(ϕ0,DLϕ0) = ‖1 − e−f ‖1/Ld . From the min–max principle, d > 2 and the value of g1 =
exp(−β|2π/L|2), we have
g0 = 1 g˜0  (ϕ0, G˜Lϕ0) = 1 − (ϕ0,DLϕ0) = 1 − Oˆ
(
L−d
)
> g1 = 1 − Oˆ
(
L−2
)
 g˜1 (3.9)
for L large enough. Hence the eigenspace of G˜L for the largest eigenvalue g˜0 is one-dimensional.
Let ϕ˜0 be the normalized eigenfunction for g˜0 and put ϕ˜0 = aϕ0 + ϕ′ ((ϕ0, ϕ′) = 0). Then
G˜Lϕ˜0 = g˜0ϕ˜0 yields
aG˜Lϕ0 + G˜Lϕ′ = ag˜0ϕ0 + g˜0ϕ′.
Applying P0 and Q0, we have
ag0 − a(ϕ0,DLϕ0)− (ϕ0,DLϕ′) = ag˜0,
−aQ0DLϕ0 +Q0G˜Lϕ′ = g˜0 ϕ′.
Because Q0G˜LQ0 Q0GLQ0  g1 < g˜0 and g˜0 −Q0G˜LQ0 is positive invertible,
ϕ′ = −a[g˜0 −Q0G˜LQ0]−1Q0DLϕ0, (3.10)
g0 − g˜0 =
(
ϕ0,
(
DL −DLQ0[g˜0 −Q0G˜LQ0]−1Q0DL
)
ϕ0
)
= (W ∗Lϕ0, (1 −W ∗LQ0[g˜0 −Q0G˜LQ0]−1Q0WL)W ∗Lϕ0). (3.11)
For brevity, we put
X′ = W ∗LQ0[g˜0 −Q0GLQ0]−1Q0WL, X = W ∗LQ0[1 −Q0GLQ0]−1Q0WL
and
X˜ = W ∗LQ0[g˜0 −Q0G˜LQ0]−1Q0WL.
Then we have
X˜ −X′ = −X˜X′,
and hence
X˜ = X′(1 +X′)−1 and 1 − X˜ = (1 +X′)−1. (3.12)
Together with W ∗Lϕ0 =
√
1 − e−f L−d/2, we have
g0 − g˜0 = L−d
(√
1 − e−f , (1 +X′)−1
√
1 − e−f ) (3.13)
from (3.11).
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g˜0 − g1 = Oˆ(L−2) hold. Note also that we have ∑k =0 gk/(1 − gk)2  (L) from Lemma 3.3(i).
It follows that
‖X′ −X‖ = (1 − g˜0)
∥∥W ∗LQ0[g˜0 −Q0GLQ0]−1[1 −Q0GLQ0]−1Q0WL∥∥
= (1 − g˜0) sup
‖φ‖2=1
(
φ,W ∗LQ0[g˜0 −Q0GLQ0]−1[1 −Q0GLQ0]−1Q0WLφ
)
 (1 − g˜0) sup
‖φ‖2=1
∑
k =0
∣∣(ϕk,√1 − e−f φ)∣∣2 gk
(g˜0 − gk)(1 − gk)
 (1 − g˜0) sup
‖φ‖2=1
‖√1 − e−f φ‖21
Ld
1 − g1
g˜0 − g1
∑
k =0
gk
(1 − gk)2
= ∥∥1 − e−f ∥∥1O(L−2d(L))= o(1). (3.14)
Together with the similar estimate ‖X‖  ρc‖1 − e−f ‖1(1 + o(1)), we have ‖X′‖ 
ρc‖1 − e−f ‖1(1 + o(1)). Thus (3.13) yields
Ld(g0 − g˜0) =
(√
1 − e−f , (1 +X′)−1
√
1 − e−f ) ‖1 − e−f ‖1
1 + ρc‖1 − e−f ‖1
(
1 + o(1)),
which is the lower bound of (iii). The upper bound of (iii) is obvious.
From
∣∣(√1 − e−f , (1 +X′)−1√1 − e−f )− (√1 − e−f , (1 +X)−1√1 − e−f )∣∣

∥∥√1 − e−f ∥∥22∥∥(1 +X)−1∥∥∥∥(1 +X′)−1∥∥‖X −X′‖ = o(1),
we get the first equality of (i). Replacing X′ by X in (3.13) and tracing the argument back to
(3.11), we get the second one of (i).
The bound (ii) is an immediate consequence of g0  g˜0 and (3.11).
(iv) Clearly, a = (ϕ˜0, ϕ0) = a′. As for (3.12), we have
(g˜0 −Q0G˜LQ0)−1Q0WL = (g˜0 −Q0GLQ0)−1Q0WL(1 +X′)−1. (3.15)
This and estimates similar to (3.14) derive the bound
‖ϕ′‖2 = a2(ϕ0,DLQ0[g˜0 −Q0G˜LQ0]−2Q0DLϕ0)
 a2
∥∥W ∗Lϕ0∥∥22∥∥W ∗LQ0[g˜0 −Q0G˜LQ0]−2Q0WL∥∥
= a2∥∥W ∗Lϕ0∥∥22∥∥(1 +X′)−1W ∗LQ0[g˜0 −Q0GLQ0]−2Q0WL(1 +X′)−1∥∥
= a2O(L−2d(L))
from (3.10). Now the bound for 1 − a2 is obvious. 
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1
N !
∫
per
(
J (xi, xj )
)N
i,j=1 λ
⊗N(dx1 . . . dxN) =
∮
Sr (0)
dz
2πizN+1
Det(1 − zJ )−1,
where r > 0 satisfies ‖rJ‖ < 1. Sr(ζ ) denotes the integration contour defined by the map θ →
ζ + r exp(iθ), where θ ranges from −π to π , r > 0 and ζ ∈ C. Then we get
EBL,N
[
e−〈f,ξ〉
]= zN0
z˜N0
Det[1 − z0GL]
Det[1 − z˜0G˜L]
×
∮
S1(0) Det[1 − z˜0G˜L(1 − z˜0G˜L)−1(η − 1)]−1 dη/2πiηN+1∮
S1(0) Det[1 − z0GL(1 − z0GL)−1(η − 1)]−1 dη/2πiηN+1
. (3.16)
The positive real numbers z0 = z0(L,N) and z˜0 = z˜0(L,N) are chosen as the solutions of the
equations
TrHL
[
z0GL(1 − z0GL)−1
]= TrHL[z˜0G˜L(1 − z˜0G˜L)−1]= N. (3.17)
In fact, the following lemma holds. Hereafter, we will often suppress the (L,N)-dependence in
z0(L,N) and z˜0(L,N) for brevity.
Lemma 3.5.
(i) The parameter z0 ∈ (0,1) is uniquely determined by the equation
Tr
[
z0GL(1 − z0GL)−1
]= N. (3.18)
(ii) The parameter z˜0 ∈ (0, g˜0(L)−1) is uniquely determined by the equation
Tr
[
z˜0G˜L(1 − z˜0G˜L)−1
]= N. (3.19)
(iii) 0 z˜0 − z0 = O(L−d).
(iv) 1 − z0 = (1 + o(1))L−d(ρ − ρc)−1.
Proof. Let H(z0) and H˜ (z˜0) be the left-hand sides of (3.18) and (3.19), respectively. Since H is
a monotone increasing continuous function on [0,1), H(0) = 0 and H(1 − 0) = ∞, (i) follows.
(ii) is similar.
The first inequality of (iii) is a consequence of H(z) H˜ (z) for z ∈ [0,1).
To show the second part of (iii) and (iv), let us make the following remark on the thermody-
namic limit (3.5).
(a) If and only if ρ < ρc, {z0(L,N)} converges to z = z∗ ∈ (0,1), the unique solution of
ρ =
∫
dp
(2π)d
a1(p; z)
in the thermodynamic limit (3.5).
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In this case, lim z0 = 1 holds.
(c) If and only if ρ = ρc, lim z0 = 1 and Ld(1 − z0) → +∞.
To show (a)–(c), note that
z0
Ld(1 − z0) +
∫
Rd
dp
(2π)d
a
(L)
1 (p; z0) = Tr
[
z0GL(1 − z0GL)−1
]/
Ld → ρ. (3.20)
We have that ∫
Rd
dp
(2π)d
a
(L)
1 (p; z0) →
∫
Rd
dp
(2π)d
a1(p; z)
for lim z0 = z ∈ [0,1] by the dominated convergence theorem, and that the limit is a strictly
increasing function of z. (See Lemma 3.2.) If lim z0 = z∗ ∈ [0,1), the limit of (3.20) tends to
ρ =
∫
Rd
dp
(2π)d
a1(p; z∗) < ρc.
If lim z0 = 1, then ρ = ρc + lim z0/Ld(1−z0) ρc. Now suppose {z0(L,N)} does not converge.
Then by taking converging subsequences having different limits, we deduce a contradiction
to (3.20). Thus we get the classification (a)–(c) and (iv).
Now we have the second part of (iii) using Lemma 3.4(iii),
z0 = 1 − Oˆ
(
L−d
)
 z˜0 < g˜−10 = 1 + Oˆ
(
L−d
)
. 
In order to understand the subsequent arguments, it is helpful to keep the following in mind:
g0 = 1, g1 = 1 − Oˆ
(
L−2
)
Q0GLQ0 Q0G˜LQ0
(
see (3.9)),
g˜0 = 1 − Oˆ
(
L−d
) (
Lemma 3.4(iii)),
z0 = 1 − Oˆ
(
L−d
)
, z˜0 = z0 +O
(
L−d
) (
Lemma 3.5(iii), (iv)),(
ϕ
(L)
k ,DLϕ
(L)
k
)= g(L)k ∥∥1 − e−f ∥∥1/Ld.
Lemma 3.6.
(i) P0[1 − z˜0G˜L]−1P0 =
(
1
1 − z˜0g˜0 +O
(
L−d(L)
))
P0,
(ii) ∥∥Q0[1 − z˜0G˜L]−1∥∥= ∥∥[1 − z˜0G˜L]−1Q0∥∥= O(√(L) ),
∥∥Q0[1 − z0G˜L]−1∥∥= ∥∥[1 − z0G˜L]−1Q0∥∥= O(√(L) ),
(iii) Tr(Q0[1 − z0GL]−1DL[1 − z0GL]−1Q0)= O(L−d(L)).
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∣∣(ϕ0, (1 − z˜0G˜L)−1ϕ0)− (1 − z˜0g˜0)−1∣∣
= ∣∣(aϕ˜0 + ϕ˜′, (1 − z˜0G˜L)−1(aϕ˜0 + ϕ˜′))− (1 − z˜0g˜0)−1∣∣
 1 − a
2
1 − z˜0g˜0 +
∣∣(ϕ˜′, (1 − z˜0G˜L)−1ϕ˜′)∣∣

(
(1 − z˜0g˜0)−1 + (1 − z˜0g˜1)−1
)
O
(
L−2d(L)
)= O(L−d(L)),
where we have used
1
1 − z˜0g˜0 +
1
1 − z˜0g˜1  2 + Tr
[
z˜0G˜L(1 − z˜0G˜L)−1
]= 2 +N = O(Ld)
in the last step.
(ii) Note that Q0ϕ˜0 = ϕ′ in the notation of Lemma 3.4(iv). Then we get
∥∥Q0(1 − z˜0G˜L)−1∥∥ ‖ϕ′‖1 − z˜0g˜0 +
1
1 − z˜0g˜1 = O
(
Ld
√
L−2d(L)
)+O(L2).
The second bound is obtained similarly.
(iii) From the equality just above Lemma 3.6, the left-hand side equals
‖1 − e−f ‖1
Ld
∑
k =0
gk
(1 − z0gk)2 ,
which yields the right-hand side by Lemma 3.3(i). 
We need a finer estimate than Lemma 3.5(iii).
Lemma 3.7. The asymptotic behaviors
(i) z˜0 − z0 = (1 − g˜0)
(
1 + o(1)),
(ii) 1 − z˜0g′0 = (1 − z˜0g˜0)
(
1 + o(1))= (1 − z0)(1 + o(1))= 1 + o(1)
Ld(ρ − ρc)
hold, where
g′0 = 1 −
(
ϕ
(L)
0 ,DLϕ
(L)
0
)+ z˜0(ϕ(L)0 ,DLQ0[1 − z˜0Q0G˜LQ0]−1Q0DLϕ(L)0 ).
Proof. (i) Let us begin with
0 = N −N = Tr[z˜0G˜L(1 − z˜0G˜L)−1 − z0GL(1 − z0GL)−1]
= (ϕ0, ((1 − z˜0G˜L)−1 − (1 − z0GL)−1)ϕ0)+ Tr[Q0((1 − z˜0G˜L)−1 − (1 − z0G˜L)−1)Q0]
+ Tr[Q0((1 − z0G˜L)−1 − (1 − z0GL)−1)Q0].
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(1 − z˜0g˜0)−1 − (1 − z0g0)−1 +O
(
L−d(L)
)= (z˜0 − z0)g˜0 − z0(g0 − g˜0)
(1 − z˜0g˜0)(1 − z0g0) +O
(
L−d(L)
)
by Lemma 3.6(i). On the other hand, the second term has the bound
(z˜0 − z0)
∣∣Tr[Q0(1 − z˜0G˜L)−1G˜L(1 − z0G˜L)−1Q0]∣∣
 z˜0 − z0
z˜0
∥∥z˜0G˜L(1 − z˜0G˜L)−1∥∥T ∥∥(1 − z0G˜L)−1Q0∥∥
= O(L−dLd√(L) )= o(Ld)
by Lemmas 3.5(iii), (ii) and 3.6(ii). The third term can be estimated as follows:
∣∣Tr[Q0((1 − z0G˜L)−1 − (1 − z0GL)−1)Q0]∣∣
= z0
∣∣Tr[Q0(1 − z0G˜L)−1WLW ∗L(1 − z0GL)−1Q0]∣∣
= z0
∣∣Tr[Q0(1 − z0GL)−1WL(1 + z0W ∗L(1 − z0GL)−1WL)−1W ∗L(1 − z0GL)−1Q0]∣∣
 z0
∥∥Q0(1 − z0GL)−1WLW ∗L(1 − z0GL)−1Q0∥∥T = O(L−d(L))= o(Ld),
where we have used a equality similar to (3.15) and Lemma 3.6(iii). Thus we have
z0(g0 − g˜0)− (z˜0 − z0)g˜0
(1 − z˜0g˜0)(1 − z0g0) = o
(
Ld
)
.
On the other hand, (1 − z˜0g˜0)(1 − z0g0) = O(L−2d) holds. Thus we have
z0(g0 − g˜0)− (z˜0 − z0)g˜0 = o
(
L−d
)
.
Note that g0 − g˜0 is exactly of order L−d by Lemma 3.4(iii), we get the desired estimate.
(ii) From (3.11), we have
∣∣g˜0 − g′0∣∣= ∣∣(ϕ0,DLQ0[(g˜0 −Q0G˜LQ0)−1 − (z˜−10 −Q0G˜LQ0)−1]Q0DLϕ0)∣∣
= ∣∣(ϕ0,DLQ0(g˜0 −Q0G˜LQ0)−1/2[(z˜−10 − g˜0)(z˜−10 −Q0G˜LQ0)−1]
× (g˜0 −Q0G˜LQ0)−1/2Q0DLϕ0
)∣∣

∣∣z˜−10 − g˜0∣∣∥∥(z˜−10 −Q0G˜LQ0)−1∥∥(ϕ0,DLQ0(g˜0 −Q0G˜LQ0)−1Q0DLϕ0)
O
(
L−d
)
O
(
L2
)
(ϕ0,DLϕ0) = O
(
L2−2d
)= o(L−d),
where Lemma 3.4(ii) has been used in the last inequality. Hence, we obtain 1 − z˜0g′0 = 1 −
z˜0g˜0 + o(L−d). On the other hand, we have
1 − z˜0g˜0 = 1 − z0 +
[
z˜0(1 − g˜0)− (z˜0 − z0)
]= 1 + o(1)
Ld(ρ − ρc) + o
(
L−d
)
,
thanks to Lemma 3.5(iv) and (i) above. 
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(ii), 3.7(ii), we have ∑∞j=0 p(N)j =∑∞j=0 p˜(N)j = N ,
p
(N)
0 = Oˆ
(
Ld
)
, p˜
(N)
0 = Oˆ
(
Ld
)
, p
(N)
0 /p˜
(N)
0 = 1 + o(1) (3.21)
and p(N)1 = Oˆ(L2) p(N)2  · · ·, p˜(N)1 = O(L2) p˜(N)2  · · · .
Lemma 3.8. In this notation, it holds that
∮
S1(0)
1
Det[1 − z0GL(1 − z0GL)−1(η − 1)]
dη
2πiηN+1
= 1 + o(1)
ep
(N)
0
,
∮
S1(0)
1
Det[1 − z˜0G˜L(1 − z˜0G˜L)−1(η − 1)]
dη
2πiηN+1
= 1 + o(1)
ep˜
(N)
0
.
Proof. Set R(N) = R˜(N) = L(d−2)/2. Since ∑∞j=1 p(N)j (1 + p(N)j ) = Tr[z0Q0GLQ0(1 −
z0Q0GLQ0)−2]∑∞j=1 gj/(1 − gj )2, we get
R(N)2
∑∞
j=1 p
(N)
j (1 + p(N)j )
p
(N)2
0
→ 0
by p(N)0 = Oˆ(Ld) and Lemma 3.3(i). Then Lemma A.2 yields
the l.h.s. of the 1st eq. =
∮
S1(0)
1∏∞
j=0(1 − p(N)j (η − 1))
dη
2πiηN+1
= 1 + o(1)
ep
(N)
0
.
For the second equality, we notice that p˜(N)j  (1 + o(1))p(N)j holds for all j = 1,2, . . . ,
because of z0, z˜0 = 1 +O(L−d) and g˜(N)j  g(N)j  1 − Oˆ(L−2). Together with (3.21), we have
R˜(N)2
∑∞
j=1 p˜
(N)
j (1 + p˜(N)j )
p˜
(N)2
0

(
1 + o(1))R(N)2
∑∞
j=1 p
(N)
j (1 + p(N)j )
p
(N)2
0
→ 0.
Thus the second equality also follows from Lemma A.2. 
Now we have
EBL,N
[
e−〈f,ξ〉
]= zN0
z˜N0
Det[1 − z0GL]
Det[1 − z˜0G˜L]
(
1 + o(1))
from (3.16), (3.21) and the above lemma. Since P0,Q0 and GL commute, Det[1 − z0GL] =
(1 − z0)Det[1 − z0Q0GLQ0]. We use the Feshbach formula to get
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= Det
(
P0 − z˜0P0G˜LP0 −z˜0P0G˜LQ0
−z˜0Q0G˜LP0 Q0 − z˜0Q0G˜LQ0
)
= DetQ0HL [Q0 − z˜0Q0G˜LQ0]
× DetP0HL
[
P0 − z˜0P0G˜LP0 − z˜0P0G˜LQ0(Q0 − z˜0Q0G˜LQ0)−1z˜0Q0G˜LP0
]
= Det[1 − z˜0Q0G˜LQ0]
× (1 − z˜0[1 − (ϕ(L)0 ,DLϕ(L)0 )+ z˜0(ϕ(L)0 ,DLQ0[1 − z˜0Q0G˜LQ0]−1Q0DLϕ(L)0 )]),
where Det is the Fredholm determinant for operators on HL and DetQ0HL for operators on the
subspace Q0HL, etc. Now from Lemmas 3.7(ii) and 3.5(iii), (iv), we get
EBL,N
[
e−〈f,ξ〉
]= zN0
z˜N0
(1 − z0)Det[1 − z0Q0GLQ0]
(1 − z˜0g′0)Det[1 − z˜0Q0G˜LQ0]
(
1 + o(1))
= z
N
0
z˜N0
Det[1 − z0Q0GLQ0]
Det[1 − z˜0Q0G˜LQ0]
(
1 + o(1))
= exp
(
− z˜0 − z0
z0
N + o(1)
)
Det[1 − z0Q0GLQ0]
Det[1 − z˜0Q0GLQ0]
× Det[1 − z˜0Q0GLQ0]
Det[1 − z˜0Q0G˜LQ0]
. (3.22)
Lemma 3.9. Under the thermodynamic limit, it holds that
(i) Det[1 − z0Q0GLQ0]
Det[1 − z˜0Q0GLQ0] = exp
(
z˜0 − z0
z0
(
N − p(N)0
)+ o(1)),
(ii) Det[1 − z˜0Q0G˜LQ0]
Det[1 − z˜0Q0GLQ0] = Det[1 +Kf ]
(
1 + o(1)).
Proof. Put h(z) = − log Det(1 − zQ0GLQ0) = −∑∞j=1 log(1 − zgj ), and we have
log
(
Det[1 − z0Q0GLQ0]
Det[1 − z˜0Q0GLQ0]
)
= h(z˜0)− h(z0) = h′(z0)(z˜0 − z0)+ 12h
′′(z¯0)(z˜0 − z0)2,
where z¯0 ∈ (z0, z˜0). Hence we get (i) by
h′(z0) =
∞∑
j=1
gj
1 − z0gj =
N − p0
z0
and
h′′(z¯0)(z˜0 − z0)2 =
∞∑ g2j (z˜0 − z0)2
(1 − z¯0gj )2 
∞∑ gj (z˜0 − z0)2
(1 − gj )2 = O
(
L−2d(L)
)= o(1),
j=1 j=1
228 H. Tamura, K.R. Ito / Journal of Functional Analysis 243 (2007) 207–231where Lemma 3.3(i) has been used.
(ii) Thanks to the product and cyclic properties of the Fredholm determinant, we have
Det[1 − z˜0Q0G˜LQ0]
Det[1 − z˜0Q0GLQ0] = Det
[
1 + z˜0Q0(GL − G˜L)Q0(1 − z˜0Q0GLQ0)−1
]
= Det[1 + z˜0√1 − e−fQ0GLQ0(1 − z˜0Q0GLQ0)−1√1 − e−f ].
Note that L2(ΛL) can be identified with an closed subspace of L2(Rd) naturally. By this identi-
fication, we regard GL and
√
1 − e−f as operators on L2(Rd). It is enough to prove
AL = z˜0
√
1 − e−f Q0GLQ0(1 − z˜0Q0GLQ0)−1
√
1 − e−f → Kf
in the trace norm. In the following, we show AL → Kf strongly and ‖AL‖T → ‖Kf ‖T . Then
the Grüm’s convergence theorem [5] yields the above.
For ψ,φ ∈ L2(Rd), we have
∣∣(ψ, (AL −Kf )φ)∣∣
=
∣∣∣∣
∫
Rd
dx
∫
Rd
dy ψ(x)
√
1 − e−f (x) φ(y)
√
1 − e−f (y)
× (z˜0[Q0GLQ0(1 − z˜0Q0GLQ0)−1](x, y)−K(x,y))
∣∣∣∣
 ‖ψ‖2‖φ‖2
∥∥√1 − e−f ∥∥22 sup
x,y∈suppf
∣∣z˜0[Q0GLQ0(1 − z˜0Q0GLQ0)−1](x, y)−K(x,y)∣∣,
(3.23)
which tends to 0, by Lemma 3.3(iv). Note that it might be possible that z˜0 = z˜0(L,N) > 1 holds
in the course of the thermodynamic limit. However, z˜−10 is well separated from SpecQ0GLQ0
since |1 − z˜0| = O(L−d). Hence, the proof of Lemma 3.3(iv) is still valid in this case. Thus the
strong (in fact the norm) convergence has been proved. For the convergence of the trace norm,
we use Lemma 3.3(iv) again and positive self-adjointness of operators AL and Kf to get
‖AL‖T − ‖Kf ‖T = Tr[AL −Kf ]
=
∫
Rd
dx
(
1 − e−f (x))(z˜0[Q0GLQ0(1 − z˜0Q0GLQ0)−1](x, x)−K(x,x))
→ 0. 
Together with Lemmas 3.4(i) and 3.7(i), (ii), we get the formula
EBL,N
[
e−〈f,ξ〉
]
= (1 + o(1))exp(−(ρ−ρc)(
√
1− e−f , [1+W ∗LQ0(1−Q0GLQ0)−1Q0WL]−1
√
1− e−f ))
Det[1 +Kf ] .(3.24)
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we have proved the theorem.
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Appendix A. Complex integrals
Lemma A.1. For 0 x  1 and p  0 satisfying 0 px < 1, it holds that
1 (1 + x)p(1 − px) exp
(
−p(1 + p)(1 + px
2)
2(1 − px)2 x
2
)
.
Proof. Put f (x) = log[(1 + x)p(1 − px)], then
f ′(x) = p
1 + x −
p
1 − px , f
′′(x) = −p(1 + p)(1 + px
2)
(1 + x)2(1 − px)2
hold. So we have f (0) = 0, f ′(0) = 0 and 0  f ′′(θx)  −p(1 + p)(1 + px2)/(1 − px)2 for
θ ∈ (0,1), which imply the result. 
Lemma A.2. Let the collection of numbers {p(N)j }j,N satisfy
p
(N)
0 >p
(N)
1  p
(N)
2  · · · p(N)j  · · · 0,
∞∑
j=0
p
(N)
j = N.
Suppose that there exist a sequence {R(N)}N∈N and c ∈ (0,1) such that
1 <R(N) < cp(N)0
(
1 ∧ p(N)−11
)
, lim
N→∞p
(N)
0 /R
(N)ec
′R(N) = 0
and
lim
N→∞R
(N)2
∞∑
j=1
p
(N)
j
(
1 + p(N)j
)
p
(N)−2
0 = 0,
where c′ = c−1 log(1 + c). Then
lim
N→∞p
(N)
0
∮
S1(0)
dη
2πi
1
ηN+1
∏∞
j=0(1 − p(N)j (η − 1))
= 1
e
holds.
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preceding lemma,
1
∞∏
j=1
[(
1 + R
p0
)pj(
1 − Rpj
p0
)]
 exp
(
−
∞∑
j=1
pj (1 + pj )
2
(1 +R2pj/p20)R2
(1 −Rpj/p0)2p20
)
.
So the assumption on R implies
∞∏
j=1
[(
1 + R
p0
)pj(
1 − Rpj
p0
)]
−→
N→∞ 1.
Similarly, we have
∞∏
j=1
[(
1 + 1
p0
)pj(
1 − pj
p0
)]
−→
N→∞ 1.
Now let us deform the integration contour of η to two parts:
∮
S1(0)
= −
∮
S(R−1)/p0 (1+1/p0)
+
∮
S1+R/p0 (0)
= I1 + I2.
I1 is obtained by the residue at η = 1 + 1/p0:
I1 = −p0
[(
1 + 1
p0
)N+1
(−p0)
∞∏
j=1
(
1 − pj
p0
)]−1
=
(
1 + 1
p0
)−p0−1 ∞∏
j=1
[(
1 + 1
p0
)pj(
1 − pj
p0
)]−1
−→
N→∞ e
−1.
I2 can be estimated as
|I2| p0
π∫
−π
dθ
2π
∞∏
j=0
[(
1 + R
p0
)pj ∣∣∣∣1 − pj
((
1 + R
p0
)
eiθ − 1
)∣∣∣∣
]−1
 p0
(
1 + R
p0
)−p0
|1 −R|−1
[ ∞∏
j=1
(
1 + R
p0
)pj(
1 − Rpj
p0
)]−1
−→
N→∞ 0,
since (1 +R/p0)p0  (1 + c)R/c = ec′R and the assumption. 
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