Abstract. Numerical simulations for relatively thick airfoils are carried out in the present studies. An attempt to improve the accuracy of the numerical predictions is done by adjusting the turbulent viscosity of the eddy-viscosity Menter Shear-Stress-Transport (SST) model. The modification involves the addition of a damping factor on the wall-bounded flows incorporating the ratio of the turbulent kinetic energy to its specific dissipation rate for separation detection. The results are compared with available experimental data and CFD simulations using the original Menter SST model. The present model improves the lift polar prediction even though the stall angle is still overestimated. The improvement is caused by the better prediction of separated flow under a strong adverse pressure gradient. The results show that the Reynolds stresses are damped near the wall causing variation of the logarithmic velocity profiles. 
Introduction
Flow separation has become the subject of interest for many years due to its importance in practical engineering problems especially for lifting structures or airfoils. Unfortunately, these lifting devices often attain optimum performance at the condition of "onset of separation" which implies that separation phenomena must be well understood if the analysis is aimed at practical applications [1] . The separation process can be explained by the change of pressure gradient occurring on the airfoil surface. It happens when the angle of incidence of the incoming flow increases, which results in an augmentation of the pressure gradient especially on the suction side of the airfoil. This causes flow detachment resulting in a significant loss of the aerodynamic performance. Rhie and Chow [1] described that this condition involves a strong interaction between the viscous flow and the inviscid flow outside of the boundary layer. On the other hand, in the linear lift region where the flow is attached, the interaction is significantly weaker. This indicates that viscous effects are important and need to be considered for the flow experiencing a large adverse pressure.
Wind turbines often operate at over-rated wind speed or pitch-fault conditions. These issues increase the local angle of attack and pressure gradient occurring on the surface. As a result, stronger separation is expected to occur. These phenomena become more severe if the inboard blade area is considered because the local inflow angle is usually very high due to limitation of the twist angle by structural constraints [2] . Furthermore, as the rotor size increases vastly nowadays, thicker airfoils need to be used from the inboard area extending further outboard longer than more conventional rotors which even enhance the adverse pressure gradient occurring on the blade sections. It is clear that the rotor becomes more vulnerable towards flow separation, and this implies that accurate predictions of flow separation are important for wind turbine aerodynamics.
Due to complexity of the issue, one effective way to bring the physics into numerical approach is to employ a large scale computation using the Navier-Stokes equations. These computational fluid dynamics methods (CFD) have been applied in many engineering problems involving the prediction of flow over wind turbines [3] [4] [5] [6] [7] . However, due to the lack of robust CFD methods, most CFD studies were done focusing only on the validation of the CFD codes rather than the physical phenomena of the flow. It is already well known that the Reynolds Averaged Navier -Stokes (RANS) method, commonly used to treat the flow turbulence, is inaccurate for massively separated flows. The maximum lift coefficient and post stall behaviour of airfoils were reported not to be sufficiently captured [8] . Applying eddy-resolving models like Large Eddy Simulations (LES) or Detached Eddy Simulations (DES) has been shown to improve the situation [8] [9] [10] [11] . It has been demonstrated that RANS had difficulty in predicting the stall characteristics of some airfoils, while the LES based simulations were able to deliver accurate predictions. However, due to the 3D nature of eddies, computations should be carried out in three dimensional configuration. For this purpose, two dimensional simulations can not be used and this can be quite an issue if a lot of computations need to be performed like in generating airfoil databases for preparation of the Blade Element Momentum (BEM) model [12] . It is always possible to develop the airfoil databases using DES only for the high angle of attack cases where separation presents (using 3D grid) while the standard RANS approach or even XFOIL can be applied for the lower angle of attack (2D grid is applicable). However, the the grids should be sufficiently small to resolve the inertial scales of turbulence. The problem arises when this approach is used for the inboard wind turbine airfoil because the relative thickness of the airfoil is greater than 35%. As a consequence, no linear region presents and separation occurs for the whole range of the angle of attack.
In the URANS approach, the turbulent closure is modeled by assuming the "eddy" viscosity as a function of the "laminar" viscosity. In fact, actually eddy viscosity is not physical and is generated based on a simple relation called Boussinesq hypothesis. The idea is to relate the turbulence stresses to the mean flow in order to close the URANS equations by modeling the Reynolds stress terms. Therefore, turbulence models based on this theorem is usually called the eddy-viscosity turbulence models (EVTM). It has been agreed that it is too dangerous to assume validity of a turbulence model for a wide variety of flows. Many authors have developed improved models for the RANS approach. Myong and Kasagi [13] extended the original k − ε model considering the two characteristic length scales for the dissipation rate, one very near the wall and the other remote from the wall, which are related to the transfer of the turbulent momentum. The new approach was able to correctly model the wall-limiting behaviour of the major turbulence quantities for the case of fully developed turbulent pipe and channel flows. One of the most striking contribution was given by Menter [14] in combining the Wilcox k − ω model [15] with the standard k − ε model according to Launder and Spalding [16] . The model reduces the freestream sensitivity of the Wilcox model while maintaining a good prediction for wall bounded flows. In 2001, Nagano and Hattori [17] developed an improved model based on a low Reynolds number non-linear k − ε model flow in a rotating channel. Chitsomboon and Thamthae [18] and Bangga et al. [19, 20] have documented that modifications of the eddy viscosity parameter can lead to a more accurate flow prediction, especially if massive flow separation is encountered. In fact, most of turbulence models tune the relation of the eddy viscosity parameter in their development. Based on these insights, the present studies aim to improve CFD predictions of wind turbine airfoils by modifying the turbulent viscosty of a twoequation Unsteady-RANS (URANS) turbulence model. In this case, unsteady simulations are chosen because the resulting flow field of airfoils under massive separation is always unsteady. A damping factor is introduced in the turbulent viscosity equation for the Menter SST turbulence model [14] . This model is chosen because it is one of the most commonly used turbulence models in industry, and reasonably accurate to predict flows experiencing a strong adverse pressure gradient. The main idea behind the modification is to reduce the contribution of the Reynolds stress terms to the flow near wall region. The modification incorporates the ratio between the the turbulent kinetic energy to its specific dissipation for separation detection. The goal is to activate the modification for separated flow while minimizing the impact for the attached flow case.
The paper is organized as follows. The test case and numerical procedures are given in Section 2. Section 3 presents the results, and the conclusion is made in Section 4.
Methods

Adjustment of the turbulence model
The present section describes the governing equation of the adjusted turbulence model. The Menter SST [14] turbulence model is selected because the model is well known to provide reasonable accuracy for RANS based simulations under strong adverse pressure gradient flows. The original model was proposed by Menter and has become the most used EVTM since then. The approach combines the "standard" k −ε [16] in the free shear flows and the Wilcox k −ω [21] in the wall bounded area to reduce the sensitivity of the k−ω model towards the inflow conditions. This is done by transforming the k − ε equations to the equivalent k − ω based through the blending functions F 1 and F 2 . They are unity in the near-wall area activating the standard k-ω model, and zero far away from the surface enforcing the transformed k-ε model to be activated. In addition, the SST model introduces a damped cross-diffusion derivative term for the ω equation and revises the definition of the turbulent viscosity to account for the turbulent shear stress transport. These features make the SST model more accurate and reliable than the Wilcox k − ω in many cases.
The model is governed by two transport equations, one for turbulent kinetic energy (k) and one for its specific dissipation rate (ω), which can also be thought of as the ratio of ε to k. It is a semi-empirical model combining the exact equation for k and non-exact formulation for ε. (1) and (2), respectively.
G ω andG k represent the generations of ω and the turbulence kinetic energy due to mean velocity gradients, respectively, while Y k and Y ω represent the dissipations of k and ω due to turbulence, respectively [22] . The blending of the standard k − ε model with the Wilcox k − ω models is facilitated by the blending functions, F 1 and F 2 , which introduce a cross-diffusion term D ω . The effective diffusivities are given by
where σ k and σ ω are the turbulent Prandtl numbers for k and ω, respectively [22] . µ is the dynamic viscosity and µ t is the turbulent viscosity which is defined as
S defines the strain rate magnitude. For high Reynolds number flows, a 1 is equal to 0.31 and α * is unity . It has been shown by Chitsomboon and Thamthae [18] and Bangga et al. [19, 20] that the modification of the turbulent viscosity near the wall can improve CFD predictions of airfoils. The modifications employed a damping function implemented in the eddy viscosity formulation. Both the approaches in [18] and in [19, 20] assumed that µ t depends on the wall distance. The modification of µ t by Chitsomboon and Thamthae [18] is:
and according to Bangga et al. [19, 20] (for the k − ε turbulence model) is
where
with 
The value of f is damped on the buffer zone around 5 < y + < 30 and is unity on the other zones. Further details of the modification can be seen in [19, 20] . The main objective of the turbulent viscosity modification is to reduce the Reynolds stresses contribution of the turbulence model. By doing so, the ability of the flow to withstand separation reduces. This is helpful to facilitate the simulation in predicting stronger separation (that is usually underestimated). However, it shall be noted that the modified model shall not destroy the basic calibration case for flows without adverse pressure gradient like the flow over a flat plate. Based on the similar idea as in [18] [19] [20] , the present study also introduces a simple modification by adding a damping factor for the turbulent viscosity equation. The equation for the turbulent viscosity is redefined as
In Equation (13), µ * t is the newly defined turbulent viscosity that is damped by parameter f b with the condition
In Equation (14), y represents the wall distance. The idea is that the damping factor is less than unity, i.e., reducing the turbulent viscosity, if the dimensionless property of the inverse wall distance, √ k/(0.09ωy), is larger than a specific wall distance constant defined as w d . Physically, this means that the turbulent viscosity is being reduced by Equation (14) approaching the wall. It is shown from Equation (14) that f b acts as a step fuction, similar to those employed in [18] [19] [20] . The discussion about the impact of this parameter will be given in section 3.3. The present modification is indeed simpler than the one employed by Bangga et al. [19, 20] for the k−ε turbulence model. This is done to facilitate faster convergence than the previous implemented approaches. Furthermore, the definition of the wall distance is not directly obtained from y + but instead employing the connection between the √ k/(0.09ωy) ratio. This usage is intended for a better detection of separation (based on k and ω) rather than purely y + . It shall be noted that noticeable magnitude of √ k/ω occurs within the separation area.
Computational mesh and numerical methods
Two dimensional numerical simulations have been carried out using a CFD code, FLOWer, from the German Aerospace Center (DLR) [23] [24] [25] employing the Unsteady Reynolds-Averaged Navier-Stokes (URANS) approaches. During the last years, the code was continuously extended at the Institute of Aerodynamics and Gas Dynamics -University of Stuttgart for wind turbine applications [26, 27] . The numerical procedure of the FLOWer code is based on structured meshes. The spatial discretization scheme used in the present study is a central cell-centered finite volume formulation because it provides high robustness and is well-suited for parallel applications [24] . The method employs the Jameson-Schmidt-Turkel (JST) [28] approach for flux computations. The scheme is second order accurate in space on smooth meshes. The method utilizes central space discretization with artificial viscosity and explicit hybrid 5-stage RungeKutta time-stepping schemes. Dual time-stepping according to Jameson [29] with second-order accuracy in time, multi-grid level 3 and the implicit residual smoothing with variable coefficients according to Radespiel et al. [30] were applied. All simulations were performed by considering the flow unsteadiness with the time step value less than 2% of the time required for a fluid particle convecting over the airfoil, defined as ∆t < 2 100
where U ∞ is the freestream velocity and c is the chord length. Basic sensitivity studies concerning the temporal and spatial resolutions will be given in Section 3.1. The mesh of the airfoil was generated using an automated script developed at IAG using the grid generator IGG. The domain is C-H type extending 50 times chord length in all directions. The structured mesh is intensively refined near the airfoil wall, see Figure 1 . The distance of the first cell layer was set to meet the non-dimensional wall distance of y + < 1. As no wall function is used, maintaining y + lower than unity is important to properly resolve the laminar sub-layer region near the wall. The resolution of the grid consists of 280 and 128 cells in streamwise and wall normal directions, respectively, and among them 32 cells are located within the boundary layer.
The airfoils
In the present studies, four different wind turbine airfoils designed at the Delft University of Technology, namely DU 91-W2-250 (25% relative thickness), DU 97-W-300 (30%), DU 00-W2-350 (35%) and DU 00-W2-401 (40%) are considered. The description of the airfoil nomenclature was given in [31] . DU stands for Delft University and followed by the year in which the airfoil was designed. The letter W represents that the airfoil is used for wind energy application where the additional number following it indicates that there has been more than one airfoil design with the same thickness that year. The last digits of the nomenclature represent 10 times of the relative thickness percentage. A good review of the airfoils performance and their sensitivity towards surface roughness can be found in [31, 32] .
The airfoils were measured in the Delft University wind tunnel (LST) and in the laminar wind tunnel at IAG. The measurement was carried out at a Reynolds number of Re = 3 million. In this campaign, turbulators were employed on the airfoil surfaces to evaluate its performance under soiled conditions. Detailed information of the trip locations is given in Table 1 . In the CFD simulations, the transition was prescribed at turbulator position, i.e., turbulence production was switched-on at this location. For the DU 91-W2-250 airfoil, the boundary layer tripping was introduced only on the suction side at x/c = 5%. The transition location on the pressure side was estimated using XFOIL [33] for each angle of attack, resulting in 20 different transition location data. For the airfoil with 30% relative thickness, DU 97-W300 airfoil, the location of trip in the CFD simulation is at the relative chordwise positions of 5% and 20% on the suction and pressure sides, respectively. The relative thicknesses of the examined thicker DU airfoils, DU 00-W2-350 and DU 00-W2-401 airfoils, are 35% and 40%, respectively. On these airfoils, the boundary layer tripping at x/c = 2% and 10% on the suction and pressure sides, respectively, was applied. In addition to that, CFD computations for fully turbulent boundary layer were also performed for comparison.
3. Results and discussion 3.1. Temporal and spatial discretization studies Before the examinations are carried out, it is necessary to verify the consistency of the employed CFD model. In this section, basic sensitivity studies for the temporal and spatial discretizations are presented. The test was performed on the DU 91-W2-250 airfoil operating at a very high Reynolds number (Re) of 17.6 million. This high Re condition was purposely chosen because this airfoil is commonly used for the application of large wind turbines in range of 10-20 MW like the AVATAR rotor [34] . The employed turbulence model is the Menter SST k − ω and no laminar-turbulence prediction/prescription was applied in this grid study, i.e., fully turbulent computations. The time step size for the present 2D simulations is ∆ t 0.00035 s, corresponding to 1.66% of the convective time of a fluid particle passing the airfoil. The definition of the convective time can be seen in Equation (15) . To demonstrate that this time step size is sufficient, an additional CFD simulation at α = 14 • was carried out employing a smaller relative time step size of ∆ t = 0.4%. Figure 2 shows that reducing the time step does not bring a significant influence on the results. This implies that the CFD simulations using the basic time step size of ∆ t = 1.66% are plausible.
A grid study was performed in order to show that the numerical results are independent of the number of grid cells. Three different streamwise grid densities were examined; Grid 1: 200 cells, Grid 2: 280 cells, Grid 3: 360 cells. The results of the grid studies are presented in Figure 3 . It is shown that the increased grid resolutions hardly produce any differences in both the lift and drag polars for a wide range of angles of attack (α), inferring that the grid is spatially converged. All the grid resolutions generally are in a good agreement within the linear lift region but Grid 1 slightly underestimates the results in the post stall regimes, both in positive and negative stall angles. Considering the accuracy and computational cost, Grid 2 with the streamwise resolution of 280 cells is used in all further simulations. 
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Figure 3: Computed lift and drag polars using three examined grid densities. The increased grid density hardly influences the CFD results.
Effects of the Reynolds number and transition location
Despite the use for large turbine blades, the measurement data for this airfoil is only available at Re of 3 million [32] . The computation at this condition was also carried out using Grid 2 to see the influence of Re. The results for lift and drag coefficients are depicted in Figures 4a  and 4b , respectively. Black-squared symbol represents the measurement at Re = 3x10 6 , dasheddotted line is for the CFD computation at Re = 3x10 6 by applying the turbulator described in Section 2.3, dashed line is for the CFD computation at Re = 3x10 6 assuming a fully turbulent boundary layer and solid line is for the CFD computation at Re = 17.6x10 6 assuming a fully turbulent boundary layer. It is shown that all the computations over-estimate the maximum It is observed that a higher attained maximum lift can be achieved by the airfoil operating at a larger Reynolds number. For example, the maximum lift coefficient for the case employing Re = 17.6x10 6 is about 1.85 at α = 13.9 • , while it is only about 1.58 at α = 11.5
• . This indicates that increasing Re can lead to a higher maximum lift and to a noticeable delay of the lift stall. In terms of drag, a remarkable reduction of the drag coefficient is observed for the case operating at a larger Re. This effect seems to occur for the whole range of the studied angles of attack. From Figure 4c , it becomes evident that the airfoil performance enhances considerably with increasing Re. It is shown that the ratio of lift to drag becomes larger with Re especially approaching its maximum value. It is shown that maximum C L /C D for the case at Re = 3x10 6 (FT) is 59 while it reaches 80 for Re = 17.6x10 6 . In Figure 4 , it is shown that the location of transition point has a little influence on C L for the linear lift region. The deviation starts to occur when the angle of attack is higher than 13.9 • , corresponding to the stall angle for the case assuming the fully turbulent boundary layer. It is shown that earlier transition location results in the lower attained maximum lift as well as a smaller lift magnitude in the post-stall area. The transition location seems to have a stronger influence for the drag coefficient. Similarly, the ratio of C L /C D also increases for the case employing transitional flows. It is noticed that even though the boundary layer tripping is so close to the leading edge (< 5%), the laminar arc length of the airfoil is long enough to influence the flow field which confirms that thick airfoils are more sensitive towards the location of laminar-turbulent transition.
Damping factor influence
In this section, parametric studies on the damping effects are given. The modification involves two main parameters: the damping magnitude (f b ) and the wall distance constant (w d ) where the damping is applied. Both parameters give an influence on the resulting flow field. In order to ensure that the modification does not destroy the basic calibration of the original SST model, a careful study needs to be carried out for a problem with a well known solution like for flat plate flows. To do so, an additional mesh was prepared for this purpose as shown in Figure  5 . The resolutions of the mesh are of 161 and 97 grid points in streamwise and normal flow directions, respectively. The employed boundary conditions are embedded as well in Figure  5 . It shall be noted that the entrance of the flow was set as a slip wall to facilitate better convergence and to allow a better observation of the results downstream this area where a noslip wall boundary condition was applied. In the interface between these two different wall-type boundary conditions, a significant mesh refinement was conducted allowing a better observation of the flow at a smaller Reynolds number. Despite that, a fully turbulent boundary layer was assumed. Thus, the observation is focused on high Reynolds number flow greater than 1e5. This value is reasonable as the intended purpose of the study is for wind turbine applications. Steady simulations were carried out as no flow separation occurs for a flat plate. Figure 6 shows the results of the simulations in terms of the skin friction coefficient (C f ) as 
Performance of the modified model
The performance of the adjusted turbulence model is examined in this section. The damping factor of f b = 0.1 (with w d = 2.5) was selected according to the consideration described in the previous section. The predicted lift polars from the studied airfoils are compared with measurement data [32] and CFD simulations using the Menter SST turbulence model, depicted in Figure 7 . All the numerical computations were carried out according to the measurement data in Table 1 For each airfoil, the step of α in the simulations is 2 • . This implies that 20 individual simulations are required for each airfoil in each studied turbulence model. In total, 160 simulations were carried out for these four different airfoils.
The results of the CFD computations in terms of the lift coefficient are presented in Figure  7 . Symbolized, solid and dashed lines represent the measurement, CFD results with the Menter SST model and with the modified model, respectively. All the CFD models show similar results for the linear lift regime. At higher angles of attack, deviations start to occur as depicted in Figure 7 . The modified model seems to reduce the maximum lift coefficient and results in earlier stall, especially for the DU 91-W2-250, DU 97-W-300 and DU 00-W2-350 airfoils, but is less dominant for the DU 00-W2-401 airfoil section. In fact, the maximum lift for the thickest studied airfoil increases slightly as shown in Section 3.3. However, in the post-stall regime, the present model shows consistent results for all the studied airfoils. It can be seen that the addition of the damping factor reduces the lift coefficient predicted by the CFD computations. In general, it is shown that the proposed modification improves the CFD prediction compared to the original model, even though all the models are failed in mimicking the experimental results. Three main reasons may explain this behavior. (1) Flow separation on airfoils at high angles of attack is a complex 3D-unsteady flow phenomenon. Two dimensional URANS computations may not be able to model the flow properly, and 3D computations are expected to improve the situation [36] . (2) As all the turbulent eddies are modeled using URANS, the accuracy of CFD computations depends strongly on the employed model. This implies that the ultimate accuracy of the CFD simulations is the accuracy of the turbulence model itself [37] . The use of eddy resolving approaches like Large Eddy Simulations (LES) or Detached-Eddy Simulations (DES) are believed to better mimic the experiment. (3) The overestimation of the maximum lift seems to be contributed as well by the strong unsteadiness of the flow. It can be clearly seen in Figure 8 up to t/∆t = 5000. Figures 9a and 9b show the pressure coefficient distributions of the DU 91-W2-250 airfoil at α = 6 • and at α = 14 • . The predicted Cp distribution of the present model coincides with the Menter SST model for the small angle of attack while it deviates strongly at a higher α. It is shown that, for α = 14 • , the minimum pressure peak becomes more positive in the modified model. This results in the pressure level increase downstream of this position. A slightly lower pressure compared to the Menter SST model is observed only within a small area near the trailing edge. On the pressure side of the airfoil, a small deviation is also observed. It can be seen that the pressure level reduces (becomes more negative) compared to the original model. As a consequence, the lift coefficient reduces in the present approach. It seems that the model is strongly influenced by the pressure gradient. For example, at α = 14 • the deviation starts to occur downstream of the minimum Cp not only within the separated flow region.
In Figures 9c and 9d , the corresponding skin friction coefficient distributions are shown. It can be observed that the model again resembles the original SST model at a small angle of attack where the pressure gradient is small and no separation occurs (Figure 9c ). From Figure  9d , a strong deviation of C f starts to occur just downstream of the transition point while this is less prominent for the laminar portion of the flow (x/c < 5%). The modified model reduces the magnitude of friction contribution compared to the original model. Furthermore, significantly earlier separation is observed as well (where C f < 0). Within the separated flow area, the wall shear stress seems to be constant over a relatively large portion of the chord especially on the suction side. Figure 10 presents the flow field around the airfoil at α = 14 • . It is shown clearly that stronger separation is observed for the present model compared to the Menter SST. The separated flow area starts from x/c ≈ 0.5 for the present model, while it is further downstream for the Menter SST model from x/c ≈ 0.7. The predicted separated flow area obtained by the present modification is expected to better represent the experiment because the error in the lift prediction is only 13.6%, compared to the original model that reaches 58.7% at this specific angle of attack.
To better understand the origin of the improvement, the velocity profile comparison is shown in Figures 11 and 12 for x− and y−velocity components, respectively. The profiles are extracted from the velocity field in Figure 10 at five chordwise positions, namely x/c = 0.1, 0.25, 0.5, 0.75 and 0.9. It can be seen that the streamwise velocity profile well resembles the original SST model upstream of the separation point in Figures 11a and 11b . However, as separation starts to occur at x/c = 0.5, the velocity profile deviates showing a significant reduction of u + up to y + < 253. It shall be noted that no separation takes place for the original SST model at this position. The strongest deviation between the two models is observed at x/c = 0.75 in Figure 11d . Further downstream, the Menter SST model predicts strong flow separation that the difference between the models reduces.
A similar behaviour is observed also for the logarithmic y−velocity profiles in Figure 12 . No deviation of the velocity profile is observed before separation takes place. A positive y−velocity component is observed for the modified model starting from x/c = 0.5 due to backflow. This phenomenon is observed also at x/c = 0.75 and 0.9 in Figures 12d and 12e , respectively. The positive v + magnitude is shown for the Menter SST model from x/c = 0.75. Despite that, the backflow is not as strong as for the modified model. Figure 13 displays the Reynolds stress components from the turbulence models at the 
It shall be noted that the contribution of w remains zero since the simulations are two dimensional. The − < u u > plots are illustrated in Figures 13a-13d , − < u v > in Figures 13e-13h and Figures 13i-13l . The variable is normalized by the square of friction velocity (u * 2 ).
The plots again support the observation for the velocity profiles. It can be seen that both than the damped area. This seems to be related to the displacement effect of the flow due to separated vortex up to the boundary layer edge. For example, the Reynolds stress terms increase up to around y + = 9500 (wall distance of about 0.18c) at x/c = 0.75 while the boundary layer edge is at around y + = 7000. The behaviour of the Reynolds stresses are strongly influenced by the turbulent viscosity magnitude. It is shown that the turbulent viscosity resembles the original SST model as long as no separation occurs. The effects of the damping factor are clearly displayed especially in Figures 14c and 14d . A sharp change of µ t is shown since a step function model is used in the present works. But the influence of this sharp change seems to be minor because the Reynolds stresses profiles are still relatively smooth as already shown in Figure 13 .
Conclusion and outlook
Computational Fluid Dynamics (CFD) studies have been performed on four thick wind turbine airfoils, namely DU 91-W2-250 (25% relative thickness), DU 97-W-300 (30%), DU 00-W2-350 (35%) and DU 00-W2-401 (40%). The simulations were carried out by employing the adjusted Menter SST turbulence model. The equation of the turbulent viscosity was redefined by adding a damping factor (f b ) to damp the turbulence. The damping factor was applied at regions near the wall controlled by a wall distance constant (w d ). Parametric studies were carried out to evaluate the sensitivity of the CFD results towards variation of the damping factor and wall distance constant. The results were evaluated and compared with the original Menter SST turbulence model and available measurement data to assess the accuracy of the model.
The evaluations show that the modified model is able to improve the CFD prediction especially at high angles of attack. The maximum lift coefficient and post stall characteristics are better captured even though the stall angle is not accurately predicted, which is expected due to three dimensionality and unsteadiness of the flow. The use of 3D CFD computations or eddy resolving technique like Large Eddy Simulations (LES) and Detached-Eddy Simulations (DES) may improve the situations. Nevertheless, both the models agree fairly well in the linear lift regime. At high angles of attack, the minimum pressure coefficient becomes more positive in the present model, increasing the pressure level on the suction side. On the other hand, the pressure level reduces on the pressure side of the airfoil. As a result, the lift coefficient alleviates, reducing the lift error with the measurement data to 13.6% compared to the SST model that reaches 58.7%. Stronger separation is observed for the present model. The logarithmic velocity profile of the modified model well resembles the original SST model in the region where no separation occurs. The deviation between the the velocity profiles predicted by both models are noticeable within the separation area, indicating that the modification is activated. These phenomena are caused by the a strong reduction of the Reynolds stresses contribution near the wall that makes the flow becomes more vulnerable towards the adverse pressure gradient especially at high angles of attack.
In the present studies, only two dimensional simulations were carried out. It is suggested to examine the performance of the model for three dimensional flow. Applying the model using the full 3D Navier-Stokes computations on wind turbine rotors are strongly recommended. Furthermore, the present model can be used as the near wall RANS model for the DES approach to improve the prediction of separation within the boundary layer flows. The model is, however, not yet tested for rotating coordinate system since the objective of the present studies is to improve the prediction of the model for generating airfoil databases used by BEM simulations. Further investigations regarding this aspect are recommended.
