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Das Wort Chaos leitet sich vom griechischen χαoς ab, was urspru¨nglich den unendlich
leeren Raum vor aller Zeit bezeichnet. Alles Leben, alle Materie stellen winzige Fluk-
tuationen von verschwindender Gro¨ßenordnung dar. Heutzutage versteht man im allge-
meinen Sprachgebrauch darunter totale Verwirrung, Auflo¨sung aller Ordnung, vo¨lliges
Durcheinander. In die Wissenschaftssprache wurde dieser Terminus eingefu¨hrt, um die
sensitive Abha¨ngigkeit eines Systems von seinen Anfangsbedingungen zu verdeutlichen.
Durch exponentielles Auseinanderlaufen benachbarter Lo¨sungen und Mischungsprozes-
se, die in dissipativen Systemen fu¨r die Beschra¨nktheit des Phasenraumvolumens sorgen,
sind Vorhersagen u¨ber lange Zeitra¨ume nicht mo¨glich. Es zeigt sich jedoch, dass dem
Chaos sehr wohl eine Ordnung zugrunde liegt. Zudem beobachtet man in ganz unter-
schiedlichen Systemen a¨hnliche Pha¨nomene. So beispielsweise die U¨berga¨nge vom geord-
neten zum chaotischen Verhalten, die sich nicht nur bei der Abfolge entsprechen, sondern
auch beim Skalierungsverhalten. Diese universellen Verhaltensweisen erlauben es, durch
das Studium eines einzelnen Systems Ru¨ckschlu¨sse auf viele andere zu ziehen. Diese
Begebenheit ist deshalb so wesentlich, weil Chaos als eine Lo¨sungsform nichtlinearer
Systeme in allen Bereichen von Natur und Technik, aber auch Sozial- und Wirtschafts-
wissenschaften auftreten kann. Dadurch muss das Rad nicht immer wieder neu erfunden
werden. Der oft nicht leichte Transfer auf das eigene System bleibt einem jedoch nicht
erspart.
Grundlage der Ordnung im Chaos sind die unendlich vielen instabilen periodischen
Lo¨sungen, die als Orbits im Phasenraum das Grundgeru¨st eines chaotischen Attraktors
bilden. Darauf aufbauend kamen Ott, Grebogi und Yorke 1990 zu der Erkenntnis, dass
sich diese instabilen Lo¨sungen durch kleine Kontrolleingriffe stabilisieren lassen sollten
[1]. Neben dieser Grundidee der Chaoskontrolle haben sie auch eine Kontrollmethode vor-
geschlagen, die in der Folgezeit erweitert bzw. abgewandelt wurde, um eine verbesserte
Anwendbarkeit im Experiment zu erzielen (siehe z.B. [2, 3, 4, 5]). Mittlerweile existieren
einige U¨bersichtsartikel und sogar Bu¨cher zum Thema Chaoskontrolle [6, 7, 8].
Wa¨hrend viele Verfahren aufwendige Systemanalysen erfordern, wurde von Pyragas
ein einfaches auf Zeitverzo¨gerungen basierendes Ru¨ckkopplungsschema vorgeschlagen [9].
Dieses, wie auch eine Erweiterung [10], wurde seither mehrfach erfolgreich angewendet.
Fru¨he Beispiele dafu¨r sind [11, 12, 13, 14, 15, 16]. Trotz der Einfachheit der Methode birgt
das zugeho¨rige Differenzen-Differentialgleichungssystem einige mathematische Probleme
(siehe z.B. [17]), so dass la¨ngere Zeit die theoretische Grundlage fehlte. Im Rahmen der
1
1. Einleitung
Zusammenarbeit mit W. Just, TU Darmstadt, sowie J. Ho lyst, TU Warschau, entstand
eine systemunabha¨ngige Theorie, die zum tieferen Versta¨ndnis des Kontrollverfahrens
beigetragen hat [18, 19, 20, 21, 22, 23, 24]. Dabei wurde stets besonderer Wert auf expe-
rimentelle Relevanz gelegt sowie speziell experimentelle Fragestellungen (Verstimmung
der Verzo¨gerungszeit, Reglernachlaufzeit) behandelt. Die theoretischen Ergebnisse wer-
den in Kapitel 2 in einheitlicher Notation zusammengefasst. Zur U¨berpru¨fung der Vor-
hersagen wurden Experimente an Modellsystemen (nichtautonomer Diodenschwingkreis,
ANE-Schwingkreis) durchgefu¨hrt, die ausfu¨hrlich in Kapitel 3 beschrieben werden. Diese
o¨ffnen den Weg fu¨r die erfolgreiche Anwendung zeitverzo¨gerter Ru¨ckkopplungskontrolle
in komplexen Systemen.
Yttrium-Eisengranat ist ein Ferromagnet von technischer Bedeutung. Hochwertige
Proben besitzen eine sehr geringe Magnetisierungsda¨mpfung, die sich in einer a¨ußerst
schmalen Elektronenspinresonanzlinienbreite von weniger als 1 Oe ausdru¨ckt. Daher wird
Yttrium-Eisengranat als hochpra¨ziser Frequenzgeber in Mikrowellengeneratoren und
Mobiltelefonen eingesetzt. Die geringe Da¨mpfung fu¨hrt jedoch auch zu einer niedrigen
Spinwelleninstabilita¨tsschwelle, oberhalb der meist unerwu¨nschte nichtlineare Pha¨nomene
auftreten. Daher wird der Kristall beispielsweise fu¨r den Einsatz in Hochleistungsricht-
kopplern dotiert und in Pulverform verwendet.
Nicht nur vom Standpunkt der nichtlinearen Dynamik aus, sondern auch vor dem
Hintergrund zuku¨nftiger technischer Anwendungen ist die Untersuchung der nichtline-
aren Spindynamik in diesem Ferrit von allgemeinem Interesse. Oberhalb der Instabi-
lita¨tsschwelle kommt es zur Ausbildung von Spinwellen und magnetostatischen Moden.
Bei nichtresonanter Anregung in subsidia¨rer Absorption ist die Anzahl der effektiver
Freiheitsgrade jedoch gering. U¨ber verschiedene Routen bildet sich marginales Chaos
aus. Diese Tatsache veranlasst zur Vermutung, dass sich die im chaotischen Attraktor
eingebetteten instabilen periodischen Orbits stabilisieren lassen. Die in Kapitel 4 be-
schriebenen Experimente zur zeitverzo¨gerten Ru¨ckkopplungskontrolle zeigen allerdings,
dass die dabei auftretenden Pha¨nomene ohne die zuvor gelegten Grundlagen nicht erkla¨rt
werden ko¨nnen.
2
2. Theorie der zeitverzo¨gerten
Ru¨ckkopplungskontrolle
Chaoskontrolle mittels zeitverzo¨gerter Ru¨ckkopplung wurde bereits 1992 von Pyragas
vorgeschlagen [9]. Ausgangspunkt war die Methode der external force control, bei der
die Kontrollkraft F (t) proportional zum Abstand zwischen Systemzustand x(t) und
Zielorbit ξ(t) = ξ(t+ T ) ist.
F efc(t) = K(x(t)− ξ(t)) (2.1)
Dies setzt jedoch voraus, dass der Zielorbit bekannt und als Referenz in irgendeiner Art
gespeichert vorliegt. Bei langsamen Systemen stellt dies keine gro¨ßere Einschra¨nkung
dar, da dann Zeitreihen per Computer aufgenommen und analysiert werden ko¨nnen
und ein entsprechendes Kontrollsignal ausgekoppelt werden kann. Doch bei schnellen
Systemen ist diese Methode nicht praktikabel. Daher hat Pyragas als Referenz den Sy-
stemzustand zu einem fru¨heren Zeitpunkt vorgeschlagen. Um zu gewa¨hrleisten, dass
bei erfolgreicher Kontrolle das Kontrollsignal verschwindet, wird die Verzo¨gerungszeit
τ gleich der Periodendauer T des zu stabilisierenden Orbits gewa¨hlt. Fu¨r die
”
(einfa-
che) zeitverzo¨gerte Ru¨ckkopplungskontrolle “(delayed feedback control) ergibt sich somit
folgende Kontrollkraft:
F dfc(t) = K(x(t)− x(t− τ)), τ = T (2.2)
Natu¨rlich la¨sst sich dieses auf Zeitverzo¨gerungen basierende Kontrollschema verall-
gemeinern. Doch bisher hat sich neben dieser einfachen Ru¨ckkopplungskontrolle nur die
”
erweiterte zeitverzo¨gerte Ru¨ckkopplungskontrolle “(extended time delay autosynchroni-
zation) etablieren ko¨nnen [10].
F etdas(t) := K
∞∑
ν=0
Rν {x(t− ντ)− x(t− (ν + 1)τ)} , τ = T (2.3)
Durch den Reflexionsparameter 0 ≤ R < 1 wird die Gewichtung der zeitverzo¨gerten
Zusta¨nde festgelegt. Als Grenzfall ergibt sich fu¨r R = 0 das einfache Kontrollschema
(2.2). Fu¨r diese beiden Kontrollmethoden werden in diesem Kapitel mittels linearer Sta-
bilita¨tsanalyse und Floquet-Theorie die Voraussetzungen fu¨r erfolgreiche Kontrolle eines





Ausgangspunkt sei ein System, das sich durch einen Zustandsvektor x(t) beschreiben
la¨sst, dessen Bewegungsgleichungen allerdings nicht explizit bekannt sein mu¨ssen. Ex-
perimentell zuga¨nglich soll ein skalares Messsignal g[x] sein, das natu¨rlich vom Zu-
standsvektor abha¨ngt. Aus diesem Signal wird die Kontrollkraft F (t) durch Bildung
zeitverzo¨gerter Differenzen g[x(t)] − g[x(t − τ)] erzeugt. Als zusa¨tzlicher Kontrollpara-
meter wird die Kontrollamplitude K eingefu¨hrt. Daraus ergibt sich fu¨r das System unter
Kontrolleinfluss folgende Bewegungsgleichung:
x˙ = f(x(t), F (t)) (2.4)
Das System ohne Kontrolle (K = 0) besitzt nach Voraussetzung einen instabilen
periodischen Orbit ξ(t) = ξ(t + T ) mit Periode T , der stabilisiert werden soll. Zur
Bestimmung seiner Stabilita¨t betrachtet man kleine Abweichungen vom Orbit, δx(t) =
x(t)− ξ(t). In linearer Ordnung gilt
δx˙(t) = D1f(ξ(t), 0)δx(t) , (2.5)
wobei D1f die Jacobi-Matrix bezu¨glich des ersten vektorwertigen Argumentes bezeich-







Fu¨r die Floquet-Exponenten λ+ iω und Eigenfunktionen u(t) folgt daraus:
(λ+ iω)u(t) + u˙(t) = D1f(ξ(t), 0)u(t) , u(t) = u(t+ T ) (2.7)
Der Index µ der verschiedenen Floquet-Zweige wurde hier wie auch im Folgenden weg-
gelassen, da die Ausfu¨hrungen fu¨r alle Zweige zutreffen. Die Stabilita¨t der Lo¨sung wird
natu¨rlich durch den Zweig mit dem gro¨ßten Realteil bestimmt. Eine anschauliche geome-
trische Deutung des Floquet-Exponenten λ+ iω ist in Abbildung 2.1 zu sehen. In dieser
Phasenraumdarstellung entspricht der instabile Orbit ξ einer geschlossenen Bahnkurve.
Eine benachbarte Trajektorie wird von diesem abgestoßen, wobei der Abstand bei einem
Umlauf um einen Faktor exp(λT ) zunimmt. Dabei findet auch eine Drehung um den
Orbit um den Winkel ωT statt. Aus der Instabilita¨t des Orbits folgt fu¨r den Realteil
λ > 0.
Die Stabilita¨t des Orbits unter Kontrolleinfluss soll fu¨r das einfache Kontrollschema
F (t) = K(g[x(t)]− g[x(t− τ)]) (2.8)
untersucht werden. Dabei wird durch geeignete Wahl der Verzo¨gerungszeit
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Abb. 2.1: Phasenraumdarstellung einer Trajektorie in der Na¨he eines instabilen peri-
odischen Orbits ξ. λ und ω entsprechen dem Real- bzw. Imagina¨rteil des
Floquet-Exponenten und T der Periode des instabilen Orbits.
sichergestellt, dass der Orbit ξ(t) weiterhin Lo¨sung von Gl. (2.4) bleibt. Fu¨r kleine
Abweichungen vom Orbit ergibt sich in erster Na¨herung
δx˙(t) = D1f(ξ(t), 0)δx(t)
+Kd2f(ξ(t), 0) {Dg[ξ(t)] [δx(t)− δx(t− τ)]} , (2.10)
wobei d2f die skalare Ableitung nach dem zweiten Argument bezeichnet. Wiederum
kann ein Exponentialansatz der Form (2.6) gewa¨hlt werden. Zur Unterscheidung vom
freien System erhalten die neuen Floquet-Exponenten Λ+ iΩ und Eigenfunktionen U (t)
Großbuchstaben. Auch hier wird von einer Indizierung aus Gru¨nden der U¨bersichtlichkeit
abgesehen. In Analogie zu Gl. (2.7) folgt somit
(Λ + iΩ)U (t) + U˙ (t) = D1f(ξ(t), 0)U (t)
+K
{
1− e−(Λ+iΩ)τ} d2f(ξ(t), 0) {Dg[ξ(t)]U (t)}
U (t) = U (t+ τ) . (2.11)
Beim vorliegenden Eigenwertproblem ha¨ngt die rechte Seite selbst vom zu bestimmen-
den Exponenten ab. Da dieser, wie auch die Kontrollparameter K und τ , nur in dem
Ausdruck κ = K
{
1− e−(Λ+iΩ)τ} auftritt, la¨sst sich die charakteristische Gleichung





aufstellen, wobei die Funktion Γ weitgehend unbekannt ist. Sie erfu¨llt aber die Bedingung
Γ[0] = λ+ iω , (2.13)
da sie im unkontrollierten Fall (K = 0) den Floquet-Exponenten des freien Orbits an-

















Abb. 2.2: Floquet-Exponent in Abha¨ngigkeit von der Kontrollamplitude.
alle Realteile negativ, tritt Stabilisierung des Orbits ein. Aus den Gleichungen (2.12)
und (2.13) folgt direkt, dass an den Einsatzpunkten der Kontrolle (Λ = 0) der zu-
geho¨rige Imagina¨rteil nicht verschwinden darf, d.h. Ω 6= 0 sein muss. Da Frequenzen wie
ω = 0 und ω = pi/T strukturell stabil sind, ko¨nnen sich diese nur a¨ndern, wenn zwei
Floquet-Multiplikatoren kollidieren und ein komplex konjugiertes Paar bilden. Demzu-
folge ko¨nnen Orbits ohne Torsion (ω = 0) nicht mittels zeitverzo¨gerter Ru¨ckkopplung
stabilisiert werden, falls eine ungerade Anzahl an Exponenten mit ω = 0 vorliegt [25, 26].
Dies erkla¨rt, warum periodische Orbit des Lorenz-Modells nicht mit diesem Kontroll-
schema stabilisiert werden ko¨nnen. Zuweilen kann diese Einschra¨nkung aufgrund von
Symmetrieeigenschaften des Systems aufgehoben werden [27].
2.2. Stabilita¨tsbereiche
In diesem Unterkapitel sollen zuna¨chst die Stabilita¨tsgrenzen fu¨r das einfache Kontroll-
schema mittels Taylor-Entwicklung der charakteristischen Gleichung (2.12) hergeleitet
werden. Dabei mo¨chte ich mich auf den Fall eines flippenden Orbits
ω = pi/T (2.14)
beschra¨nken, der gerade in niedrigdimensionalen Systemen auf Grund topologischer Ei-
genschaften ha¨ufig anzutreffen ist.
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2.2. Stabilita¨tsbereiche
Linearisierung von Gleichung (2.12) um κ = 0 ergibt
Λτ + i∆Ωτ = λτ − (−τχ′)K {1 + e−Λτ−i∆Ωτ} (2.15)





∆Ω = Ω − ω. Dabei beinhaltet χ′ alle Informationen zur Ankopplung der Kontrolle an
das System mittels Reskalierung der Kontrollamplitude. Die Abha¨ngigkeit des Floquet-
Exponenten von der Kontrollamplitude ist in Abbildung 2.2 dargestellt.
Bei Einschalten der Kontrolle und Erho¨hung der Kontrollamplitude fa¨llt der Realteil
des Floquet-Exponenten vom urspru¨nglichen Wert, dem Lyapunov-Exponenten λ, ab.
Bei K(fl) kommt es zum Vorzeichenwechsel, der Orbit wird stabil. Da der U¨bergang bei
Ω = pi/T stattfindet, handelt es sich um eine inverse Flip- bzw. Periodenverdopplungs-
bifurkation. Bei K(opt) kollidieren zwei Floquet-Multiplikatoren und bilden ein kom-
plex konjugiertes Paar. Eine endliche Frequenzabweichung entsteht, begleitet von ei-
nem ansteigenden Λ. Schließlich wird Λ bei K(ho) wieder positiv. Die auftretende Hopf-
Bifurkation fu¨hrt zu quasiperiodischem Zeitverhalten. Aus Gleichung (2.15) erha¨lt man












mit ∆Ω(ho)τ ∈ [0, pi]. Dabei entspricht ∆Ω(ho) der Frequenzabweichung am Hopf-Bifur-
kationspunkt. Abbildung 2.3 stellt das Kontrollgebiet in der K − λτ Ebene dar. Mit
steigendem λτ schrumpft das Kontrollintervall [K(fl), K(ho)], bis es fu¨r den kritischen
Wert
(λτ)c = 2 (2.18)
verschwindet. Dies erkla¨rt, warum Orbits mit langer Periode oder großem Lyapunov-
Exponenten mittels einfacher zeitverzo¨gerter Ru¨ckkopplung nicht stabilisiert werden
ko¨nnen.




Rν {g[x(t− ντ)]− g[x(t− (ν + 1)τ)]} (2.19)
verla¨uft analog. Durch die spezielle unendliche Reihe kommt es lediglich zum Auftreten
eines weiteren Faktors. Als charakteristische Gleichung ergibt sich anstelle von (2.12)
















Abb. 2.3: Kontrollbereiche fu¨r verschiedene R-Werte: 0 (hellgrau), 0.2 (mittelgrau), 0.5
(dunkelgrau). Die durchgezogene Linien entsprechen der Flip-Instabilita¨t, die
gestrichelten Linien der Hopf-Instabilita¨t.
Aus der Linearisierung erha¨lt man fu¨r den unteren kritischen Wert
(−τχ′)K(fl) = λτ
2
(1 +R) , (2.21)












mit ∆Ω(ho)τ ∈ [0, pi]. Die sich aus diesen Beziehungen ergebenden Kontrollgebiete sind
in Abbildung 2.3 dargestellt. Sie erstrecken sich bis zu einem maximalen Lyapunov-
Exponenten
(λτ)c,R = 2 · 1 +R
1−R . (2.23)
Somit la¨sst sich mit der erweiterten Kontrollmethode eine deutlich gro¨ßere Anzahl an
Orbits stabilisieren. Gerade aus experimenteller Sicht bleibt zu erwa¨hnen, dass das zur
Verfu¨gung stehende Kontrollintervall [K(fl), K(ho)] fu¨r hohen Reflexionsparameter R und
große λτ -Werte jedoch ziemlich klein wird.
Beim quantitativen Vergleich der theoretischen Kontrollgebiete mit experimentellen
Daten treten weitere Probleme auf. Zum einen ist die Bestimmung großer λτ -Werte
schwierig, da der exponentielle Abfall des Kontrollsignals beim Einschaltexperiment
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Abb. 2.4: Verha¨ltnis der kritischen Kontrollamplituden in Abha¨ngigkeit von der Fre-
quenzabweichung ∆Ω(ho) an der Hopf-Bifurkation fu¨r mehrere R-Werte: R =
0 (durchgezogene Linie), R = 0.2 (gestrichelte Linie), R = 0.5 (punktierte
Linie).
bei Variation von Systemparametern und ha¨ngt somit auch von λ ab. Abhilfe schafft
hier eine von mir hergeleitete Relation zwischen den beiden kritischen Kontrollamplitu-
den K(fl),K(ho), dem Reflexionsparameter R und der Frequenzabweichung an der Hopf-





2(1 +R2 + 2R cos(∆Ω(ho)τ))
[
(1 +R)(1 + cos(∆Ω(ho)τ))
]
, (2.24)



















In diesem Unterkapitel sollen die Auswirkungen einiger Pha¨nomene untersucht werden,
welche die Kontrollierbarkeit eines Systems einschra¨nken bzw. ga¨nzlich aufheben. Aus ex-
perimenteller Sicht geho¨rt dazu zum einen der Einfluss einer verstimmten Verzo¨gerungszeit,
d.h. wenn die Verzo¨gerungszeit nicht mit der Periode des zu kontrollierenden Orbits
u¨bereinstimmt. Zum anderen die Auswirkungen von Reglernachlaufzeiten, die als Zeit-
verzo¨gerung zwischen der Detektion des Messsignals und der Ru¨ckkopplung des Kontroll-
signals das komplette Kontrollsignal zusa¨tzlich verzo¨gern. Abschließend wird betrachtet,
inwieweit sich stabile Floquet-Exponenten auf die Kontrolle einschra¨nkend auswirken
ko¨nnen.
2.3.1. Verstimmte Verzo¨gerungszeit
Bei den bisherigen Untersuchungen wurde stets davon ausgegangen, dass die Periode
des zu stabilisierenden Orbits T bekannt ist und die Verzo¨gerungszeit τ entsprechend
eingestellt wird (vgl. Gl. (2.9)). Sind die auftretenden Periodendauern durch eine ex-
terne Zeitskala festgelegt, z.B. durch die Treiberperiode, so stellt dies keine gro¨ßere
Einschra¨nkung dar. Gerade in autonomen Systemen kann sich die Bestimmung der Or-
bitperiode schwierig gestalten, besonders dann, wenn auf Grund externer Einflu¨sse drif-
tende Systemparameter vorliegen. Bei Anwendung der Kontrollkraft mit fehlangepasster
Verzo¨gerungszeit fu¨hrt das System eine komplizierte nichtlineare Dynamik aus, kann je-
doch nie den angestrebten Orbit ξ erreichen.
Zur Behebung des Problems wurden einige empirische Vorgehensweisen vorgeschla-
gen. Kittel et al. [28] beispielsweise detektieren den Abstand zweier aufeinanderfolgender
Maxima im Kontrollsignal und wa¨hlen diesen als verbesserten Scha¨tzwert fu¨r die Or-
bitperiode. Nakajima et al. [29] verwenden einen a¨hnlichen Ansatz. Sie bilden ein glei-
tendes Mittel des Kontrollsignals, das sie bzgl. einer Verzo¨gerungszeit minimieren. Die
erhaltene Verzo¨gerungszeit dient als neuer Scha¨tzwert. Beide Verfahren funktionieren
in numerischen Simulationen, entsprechende theoretische Analysen existieren allerdings
noch nicht. Von einer generellen Konvergenz kann nicht ausgegangen werden.
Ein etwas anderer Ansatz wurde von Just gewa¨hlt [20]. Bei richtig angepasster
Verzo¨gerungszeit τ = T wird der Orbit ξ stabilisiert. Durch Verstimmung von τ wird ξ
kontinuierlich deformiert. Es entsteht ein induzierter Orbit η mit Periode Θ. Dabei ha¨ngt
dessen Gestalt und Periode von der Kontrollamplitude K und der Verzo¨gerungszeit τ ab,
d.h. η = ηK,τ und Θ = Θ(K, τ). Ohne Verstimmung sind die beiden Orbits identisch,
d.h. ηK,τ=T = ξ, und somit auch ihre Periodendauern:
Θ(K, τ = T ) = T (2.26)
Da K und τ im Experiment eingestellt werden und Θ gemessen werden kann, braucht
















Abb. 2.5: Periode Θ des induzierten Orbits in Abha¨ngigkeit von der Kontrollamplitude
K und der Verzo¨gerungszeit τ aus Gl. (2.27) mit T = 2.0 und α = −1.0. Fu¨r
τ = T entspricht Θ der wahren Periode T (dicke Linie).
Es ist allerdings auch mo¨glich, die K- und τ -Abha¨ngigkeit des induzierten Orbit η
na¨her zu untersuchen. Eine etwas la¨ngliche und nicht gerade triviale Rechnung liefert den
ersten Koeffizienten einer Taylor-Entwicklung. Durch Linearisierung ergibt sich somit
Θ(K, τ) = T +
K
K − α(τ − T ) . (2.27)
Dabei ist α wie auch T ein Systemparameter, der ohne genaue Kenntnis der Bewe-
gungsgleichungen und des zu stabilisierenden Orbits nicht berechnet werden kann. Doch
bereits aus zwei Messungen ist es mo¨glich, die wahre Periode T und den Systemparame-
ter α zu bestimmen. Um ein Gefu¨hl fu¨r die K- und τ -Abha¨ngigkeit von Θ zu erhalten,
ist diese in Abbildung 2.5 dargestellt. Natu¨rlich ist der induzierte Orbit nicht in der
gesamten K-τ -Ebene stabil. Da η jedoch bei nicht allzu großer Verstimmung T − τ die
Stabilita¨tseigenschaften des wahren Orbits besitzt, sollten sich zwei Messpunkte finden
lassen, falls ξ u¨berhaupt stabilisiert werden kann. Hat man T bestimmt, so kann es
sein, dass außer τ auch K nachgeregelt werden muss, was aber kein gro¨ßeres Problem
darstellt.
2.3.2. Reglernachlaufzeit
Chaoskontrolle mittels zeitverzo¨gerter Ru¨ckkopplung ist besonders fu¨r die experimentelle
Anwendung geeignet, da die Konstruktion der Kontrollkraft aus einem Messsignal recht
einfach ist. Dies ist vor allem beim Einsatz in schnellen Systemen wichtig. Doch speziell
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Abb. 2.6: Abha¨ngigkeit des Floquet-Exponenten von der skalierten Kontrollamplitude
fu¨r λτ = 1, R = 0 und mehrere δ-Werte: 0, 0.2τ , 0.5τ und τ . Die Linienbreite
nimmt mit wachsenden δ ab.
konventionellen Kontrolltheorie wurde dieses Pha¨nomen bereits vor Jahrzehnten unter-
sucht (siehe beispielsweise [30]). Diese Reglernachlaufzeiten fu¨hren zu einer zusa¨tzlichen




Rν {g[x(t− ντ − δ)]− g[x(t− (ν + 1)τ − δ)]} (2.28)
Die Herleitung der Stabilita¨tsbereiche verla¨uft analog zur Rechnung in den Kapiteln 2.1
und 2.2. Bei exakter Verzo¨gerungszeit (vgl. Gl. (2.9)) kommt es lediglich zum Auftreten
eines weiteren Faktors in der charakteristischen Gleichung.








Linearisierung fu¨hrt zur in Abbildung 2.6 dargestellten δ-Abha¨ngigkeit des Floquet-
Exponenten. Erho¨hen der Reglernachlaufzeit verschiebt den Frequenzaufspaltungspunkt
zu positiven Λτ -Werten und fu¨hrt somit zu einer Verkleinerung des Kontrollintervalls.




(1 +R) , (2.30)
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2.3. Einschra¨nkende Einflu¨sse












Abb. 2.7: Kritische Reglernachlaufzeit in Abha¨ngigkeit vom Lyapunov Exponenten fu¨r
mehrere R-Werte: R = 0 (durchgezogene Linie), R = 0.2 (gestrichelte Linie),











Abb. 2.8: Verha¨ltnis der kritischen Kontrollamplituden in Abha¨ngigkeit von der Fre-
quenzabweichung ∆Ω(ho) an der Hopf-Bifurkation fu¨r R = 0 und mehrere
δ-Werte: δ = 0 (durchgezogene Linie), δ = 0.1τ (gestrichelte Linie), δ = 0.2τ
(punktierte Linie), δ = 0.5τ (strichpunktierte Linie).
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2 + 2R cos(∆Ω(ho)τ)





·(1 +R)− (1−R) tan(∆Ω
(ho)δ) tan(∆Ω(ho)τ/2)
(1−R) + (1 +R) tan(∆Ω(ho)δ) cot(∆Ω(ho)τ/2)
mit ∆Ω(ho)τ ∈ [0, pi] hergeleitet werden. Dabei wurde von der speziellen δ-Abha¨ngigkeit
des Taylor-Koeffizienten χ′ Gebrauch gemacht [22].
χ′(δ) = exp(ipiδ/τ)ρ(δ), ρ(δ) = −ρ(δ + τ) (2.32)










ab der Kontrolle nicht mehr mo¨glich ist [31]. Diese Einschra¨nkung kann durch Verwen-
dung eines hohen Reflexionsparameters R zwar gelockert, aber nicht aufgehoben werden
(siehe Abb. 2.7).
Auch hier konnte von mir eine systemparameterfreie Relation zwischen den beiden
kritischen Kontrollamplituden K(fl),K(ho), dem Reflexionsparameter R, der Frequenz-






2(1 +R2 + 2R cos(∆Ω(ho)τ))
·[(1 +R)(1 + cos(∆Ω(ho)τ)) cos(∆Ω(ho)δ) (2.34)
−(1−R) sin(∆Ω(ho)τ) sin(∆Ω(ho)δ)] .
Diese Relation ist in Abbildung 2.8 fu¨r mehrere δ-Werte dargestellt.
2.3.3. Weitere Floquet-Exponenten
Alle bisherigen U¨berlegungen basierten auf der Existenz eines isolierten Floquet-Expo-
nenten mit gro¨ßtem Realteil, der die Stabilita¨tseigenschaften des Orbits im gesamten
Kontrollparameterbereich bestimmt. Solch ein dominanter Exponent liegt jedoch nicht
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Abb. 2.9: Floquet-Exponent in Abha¨ngigkeit von der Kontrollamplitude fu¨r λµτ = 1:
Dominanter Exponent (dicke, durchgezogene Linie), zweiter reeller Floquet-
Multiplikator (∆Ω = 0, gestrichelte Linie), nichtdominante, komplex konju-
gierte Exponenten (graue Linien).
Ausgangspunkt sei zuna¨chst die linearisierte Eigenwertgleichung (2.15), die fu¨r jeden
Exponenten des freien Systems getrennt gilt.





Diese Linearisierung ist in mehreren Fa¨llen gerechtfertigt. Sowohl als Taylor-Entwicklung
mit lokaler Gu¨ltigkeit, wie auch als Asymptotik fu¨r große |κ| (κ = K {1− e−(Λ+iΩ)τ})
sowie bei mean field-Ankopplung der Kontrollkraft (diagonale Ru¨ckkopplungsmatrix mit
gleichen Gewichten) [24]. Aufgrund der impliziten Struktur von Gleichung (2.35), erha¨lt
man fu¨r jeden Freiheitsgrad µ unendlich viele Exponenten. Die Realteile aller durch die
Ru¨ckkopplung induzierten Exponenten gehen fu¨r verschwindende Kontrolle gegen minus
unendlich und, vom reellen Floquet-Multiplikator abgesehen, fu¨r große Kontrollamplitu-
de gegen null (siehe Abb. 2.9). Es treten keine Kreuzungen der Zweige auf; der aus dem
freien Orbit hervorgehende Exponent ist dominant. Fu¨r jeden Freiheitsgrad µ existiert
15
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solch ein unendliches Spektrum. Das letztendlich gu¨ltige Kontrollintervall ergibt sich
aus dem Schnitt der einzelnen Kontrollintervalle, was zu einer starken Verkleinerung
fu¨hren kann. Somit ist es bereits beim linearisierten Eigenwertproblem mo¨glich, dass
es zu Kreuzungen dieser voneinander unabha¨ngigen, dominanten Exponenten kommen
kann.
Numerische Simulationen haben jedoch gezeigt, dass die Freiheitsgrade µ nicht von-
einander unabha¨ngig sind [24]. Um Kopplungen der Floquet-Spektren zu erhalten, ist die
Einfu¨hrung von Zwangsbedingungen beim vollen nichtlinearen Eigenwertproblem (2.12)
no¨tig. So entspricht beispielsweise die Summe aller Exponenten der gemittelten Spur der
Matrix
M [κ, t] := D1f(ξ(t), 0) + κd2f(ξ(t), 0)⊗Dg[ξ(t)] (2.36)
mit κ = K
{
1− e−(Λ+iΩ)τ} (vgl. Gl. 2.11). Solche Zwangsbedingungen ko¨nnen zur Her-
leitung verbesserter Na¨herungsformeln fu¨r das gegebene Floquet-Problem dienen. Ohne
detaillierte Kenntnis der Bewegungsgleichungen fu¨hrt dies jedoch zu weiteren Fitpa-
rametern, die das grundlegende Versta¨ndnis des Kontrollmechanismus nicht unbedingt
erho¨hen. Zusammenfassend kann geschlossen werden, dass sich aus dem vollen Eigen-
wertproblem ein beliebig kompliziertes Spektrum ergeben kann. Dieses ermo¨glicht auch
das Kreuzen von Eigenwerten und somit die Verkleinerung des Kontrollintervalls durch
urspru¨nglich stabile Exponenten.
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Schwingkreisen
In diesem Kapitel werden zuna¨chst die beiden elektronischen Schwingkreise beschrieben,
an denen Experimente zur Chaoskontrolle durchgefu¨hrt wurden. Die beiden Systeme
wurden hauptsa¨chlich als Analogsimulationen verwendet, um die Beobachtbarkeit der
in Kapitel 2 untersuchten Pha¨nomene im Experiment zu u¨berpru¨fen. Dadurch soll zum
tieferen Versta¨ndnis der Kontrollmethode beigetragen und somit die Grundlage fu¨r die
erfolgreiche Anwendung in komplexeren Systemen gelegt werden.
3.1. Nichtlinearer Diodenschwingkreis
Der nichtlineare Diodenschwingkreis besteht aus einer Spule L, einem Widerstand RΩ,
einer Halbleiterdiode (1N4005) und wird sinusfo¨rmig mit fester Frequenz f0 und Ampli-
tude UA getrieben (Abb. 3.1). Da unterschiedliche Konfigurationen verwendet wurden,
werden die genauen Systemparameter bei den entsprechenden Ergebnissen angegeben.
Fu¨r Kontrollzwecke wurde die Spannung am Widerstand abgegriffen und u¨ber die Kon-
trollplatine an den Antrieb gekoppelt. Ohne Kontrolle durchla¨uft der Schwingkreis
bei Erho¨hung der Treiberamplitude UA eine Periodenverdopplungskaskade ins Chaos
(Abb. 3.2). Bei weiterer Amplitudenerho¨hung treten periodische Fenster mit Grundperi-
oden 2, 3, 4, 5 auf, welche ebenfalls durch Periodenverdopplungen ins Chaos u¨bergehen.
Da es sich beim nichtlinearen Diodenschwingkreis um ein nichtautonomes System
handelt, treten nur periodische Lo¨sungen (stabile und instabile) auf, deren Perioden-
dauern ganzzahligen Vielfachen der Treiberperiode entsprechen. Dies vereinfacht das
exakte Einstellen der Verzo¨gerungszeit auf der Kontrollplatine erheblich. Topologische
Analysen [32, 33] dieses dreidimensionalen Systems haben eine Frequenz von pi/T im
Floquet-Exponenten aller im chaotischen Attraktor beobachteten periodischen Orbits
ergeben. Wie in Kapitel 2.1 gezeigt wurde, ist dies eine der Hauptvoraussetzungen fu¨r
erfolgreiche Kontrolle mittels zeitverzo¨gerter Ru¨ckkopplung.
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Abb. 3.1: Experimenteller Aufbau des nichtlinearen Diodenschwingkreises mit Kontroll-
platine.
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Abb. 3.2: Bifurkationsdiagramm des nichtlinearen Diodenschwingkreises ohne Kontrol-







































Abb. 3.3: Experimenteller Aufbau des ANE-Schwingkreises ohne Kontrollplatine.
3.2. ANE1-Schwingkreis
Der ANE-Schwingkreis besteht aus mehreren Operationsversta¨rkern (drei davon wirken
als Integratoren, zwei als Invertierer) mit entsprechenden Ru¨ckkopplungskomponenten
(Abb. 3.3). Um die Verwendung stark rauschender Multiplikatoren zu vermeiden, wurden
Dioden zur Erzeugung der Nichtlinearita¨t eingesetzt. Dementsprechend modelliert der
Schwingkreis nicht das Ro¨ssler-System, erzeugt aber einen Ro¨ssler-a¨hnlichen Attraktor.
Die Spannungen, die bei x, y, z abgegriffen werden ko¨nnen, entsprechen den Freiheitsgra-
den des Systems. Bei fx, fy, fz ko¨nnen externe Signale fu¨r Kontrollzwecke eingekoppelt
werden. Bei allen Experimenten an diesem Schwingkreis wurde fu¨r Kontrollzwecke die
Spannung am Punkt z abgegriffen und u¨ber die Kontrollplatine am Punkt fz einge-
koppelt. Typische Frequenzen dieses autonomen Schwingkreises liegen bei 600 kHz. Zur
Bestimmung der exakten Periodendauer eines instabilen periodischen Orbits ko¨nnen
mehrere Methoden herangezogen werden (siehe Kap. 2.3.1). Ohne Kontrolle durchla¨uft
der Schwingkreis bei Erniedrigung des Widerstands Rv eine Periodenverdopplungskas-
kade ins Chaos, wo er einen Ro¨ssler-a¨hnlichen Attraktor erzeugt (Abb. 3.4). Topologi-
sche Analysen [32, 33] dieses dreidimensionalen Systems haben eine Frequenz von pi/T
im Floquet-Exponenten des im chaotischen Attraktor beobachteten Periode-1-Orbits
ergeben. Dies ist eine der Hauptvoraussetzungen fu¨r erfolgreiche Kontrolle mittels zeit-
verzo¨gerter Ru¨ckkopplung (siehe Kap. 2.1).
1Da in der Literatur bisher kein Eigenname fu¨r den verwendeten Schwingkreis existiert, wurde die
Bezeichnung ANE-Schwingkreis eingefu¨hrt, die den Eigenschaften autonom, nichtlinear und elektro-
nisch Rechnung tra¨gt.
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Abb. 3.4: Phasenraumdarstellung des Ro¨ssler-a¨hnlichen Attraktors des ANE-
Schwingkreises.
3.3. Stabilita¨tsbereiche
Zuna¨chst soll anhand einiger Experimente am nichtlinearen Diodenresonator die expe-
rimentelle Vorgehensweise zur Kontrolle eines instabilen periodischen Orbits beschrie-
ben werden. Ausgangspunkt ist ein chaotischer Attraktor, der aus einer Periodenver-
dopplungskaskade heraus entstanden ist. Die zugeho¨rigen Schwingkreisparameter sind:
L = 760 µH, RΩ = 36 Ω, f0 = 800 kHz und UA = 1.1 V. Entsprechend der Trei-
berperiode wird die Verzo¨gerungszeit τ = 1.25 µs auf der Kontrollplatine eingestellt.
Ohne Kontrolle erha¨lt man ein breites Leistungsspektrum, das nur bei der Treiber-
frequenz und ho¨heren Harmonischen scharfe Peaks aufweist (Abb. 3.5). Erho¨hen der
Kontrollamplitude fu¨hrt zur Vera¨nderung des chaotischen Attraktor, bis schließlich ein
periodischer Systemzustand vorliegt, der durch Subharmonische der Treiberfrequenz ge-
pra¨gt wird. Schon aufgrund der Konstruktion der Kontrollkraft kann dies kein instabiler
Orbit des ungesto¨rten Systems sein. Das erkennt man auch am Nichtverschwinden des
Kontrollsignals. Dieser induzierte Orbit der Periode 8 oder Periode 16, je nach Opti-
mierung der Gesamtschaltung, geht durch inverse Periodenverdopplungen schließlich in
den gewu¨nschten Periode-1-Zustand u¨ber. Im Spektrum des Systemsignals treten nur




































Abb. 3.5: Leistungsspektren der Systemdynamik fu¨r mehrere Kontrollamplituden:
K = 0, K < K(fl), K(fl) < K < K(ho), K(ho) < K.
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Abb. 3.6: Leistungsspektren des Kontrollsignals bei Sto¨rung eines stabilisierten Orbits
fu¨r mehrere Kontrollamplituden zwischen K(fl) und K(ho).
























Abb. 3.7: Floquet-Exponent in Abha¨ngigkeit von der Kontrollamplitude, bestimmt aus
den Spektren in Abbildung 3.6. Die Linien entsprechen dem analytischen
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Abb. 3.8: Stabilita¨tsbereich in der K-R Parameterebene fu¨r mehrere Treiberamplitu-
den UA:  0.8 V, ◦ 1.1 V, 4 3.5 V. Gefu¨llte/offene Symbole entsprechen der
Flip-/Hopf-Instabilita¨tsgrenze, durchgezogene/gestrichelte Linien den analy-
tischen Ergebnissen (2.16)/(2.17).
von ca. 2 mV. Weiteres Erho¨hen der Kontrollamplitude fu¨hrt zum Auftreten einer Hopf-
Bifurkation, der Orbit geht in einen induzierten Torus u¨ber. Im Spektrum tritt eine
zusa¨tzliche Frequenz mit zugeho¨rigen Mischfrequenzen auf (Abb. 3.5). Zuweilen kommt
es an bzw. oberhalb der oberen Stabilita¨tsgrenze zu locking Effekten. Den theoretischen
Vorhersagen entsprechend (vgl. Kap. 2.2) beobachtet man ein endliches Kontrollintervall
[K(fl), K(ho)], das durch eine Flip- und eine Hopf-Bifurkation begrenzt wird. Aufgrund
der Abfolge der Bifurkationen la¨sst sich die Lage der aktuellen Kontrollamplitude K
in Bezug auf K(fl) und K(ho) erkennen. Dies ist vor allem wichtig (a) bei kleinen Kon-
trollintervallen, (b) wenn innerhalb [K(fl), K(ho)] kein globaler Einzugsbereich des Orbits
vorliegt, (c) wenn Kontrolle aufgrund eines zu hohen λτ -Wertes gar nicht mo¨glich ist.
Um nicht nur qualitative, sondern auch quantitative Vergleiche mit der Theorie zie-
hen zu ko¨nnen, ist eine Bestimmung des (gro¨ßten) Floquet-Exponenten notwendig. In
dieser Arbeit wurden zwei experimentelle Verfahren verwendet, die beide im Anhang B
beschrieben sowie ihre Sta¨rken und Schwa¨chen diskutiert werden. Bei der sto¨rungstheo-
retischen Methode wird der stabilisierte Orbit durch eine zusa¨tzliche kleine sinusfo¨rmige
Modulation eines Systemparameters gesto¨rt. Die Systemantwort im Kontrollsignal wird
mittels Netzwerkanalysator aufgezeichnet. Solche Spektren sind in Abbildung 3.6 fu¨r
mehrere Kontrollamplituden zwischen K(fl) und K(ho) zu sehen. Aus Lage und Breite
der auftretenden Lorentz-Peaks ergeben sich die gesuchten Exponenten (Abb. 3.7). Zum
Vergleich mit dem analytischen Ergebnis (2.15) wurde der Fit bzgl. des Frequenzauf-
spaltungspunktes optimiert. Daraus ergeben sich λτ = 1.07 und (−τχ′) = 0.036. Es
liegt nicht nur eine qualitative, sondern bei einem Fehler von wenigen Prozent auch eine
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Abb. 3.9: Stabilita¨tsgrenzen in der K-λτ Ebene fu¨r den Periode-1-Orbit und die zu-
geho¨rige Frequenzabweichung:  (R = 0), ◦ (R = 0.2), 4 (R = 0.5).
quantitative U¨bereinstimmung zwischen Theorie und Experiment vor.
Bei den bisherigen Kontrollexperimenten wurde das einfache Ru¨ckkopplungsschema
(2.8) eingesetzt. Dieses ist jedoch auf Orbits mit kleinen Lyapunov-Exponenten λ oder
kurzen Perioden T beschra¨nkt (vgl. Gl. 2.18). Diese Einschra¨nkung kann durch die erwei-
terte Kontrollmethode (2.19) gelockert werden (vgl. Gl. 2.23), was im Folgenden na¨her
untersucht werden soll. Dazu wurden die Kontrollgrenzen K(fl), K(ho) in Abha¨ngigkeit
vom Reflexionsparameter R gemessen. Die Ergebnisse fu¨r drei verschiedene Treiberam-
plituden UA, die auch drei verschiedenen Lyapunov-Exponenten entsprechen, sind in Ab-
bildung 3.8 dargestellt. Anfitten der analytischen Ergebnisse (Gln. (2.21), (2.22)) liefert
fu¨r die Flip-Instabilita¨t perfekte U¨bereinstimmung, wa¨hrend es bei der Hopf-Instabilita¨t
zu Abweichungen kommt. Der Grund dafu¨r liegt in der Linearisierung der Eigenwert-
gleichung (2.20), so dass das Auftreten der Abweichungen fu¨r große Kontrollamplituden
nicht weiter verwunderlich ist.
Aus dem exponentiellen Anstieg des Kontrollsignals beim Ausschaltexperiment wur-
de der Lyapunov-Exponent des freien Orbits fu¨r einige Treiberamplituden bestimmt (vgl.
Anhang B). Neben den kritischen Kontrollamplituden wurden ebenso die Frequenzabwei-
chungen ∆Ω(ho) an der Hopf-Instabilita¨t gemessen. Die experimentellen Zusammenha¨nge
zeigt Abbildung 3.9. Auch wenn eine qualitative U¨bereinstimmung mit dem analytischen
Ergebnis (vgl. Abb. 2.3) vorhanden ist, so bleibt ein quantitativer Vergleich schwierig.
Dies liegt daran, dass sich χ′ bei Variation von Systemparametern a¨ndert und somit
auch von λ abha¨ngt. Folglich hat man fu¨r jede Treiberamplitude einen neuen Fitpa-
rameter, auf dieser Grundlage ist ein Vergleich nicht sinnvoll. Dieses Problem kann
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Abb. 3.10: Verha¨ltnis der kritischen Kontrollamplituden in Abha¨ngigkeit von der Fre-
quenzabweichung an der Hopf-Bifurkation fu¨r den Periode-4-Orbit: R = 0
(, durchgezogene Linie), R = 0.2 (◦, gestrichelte Linie), R = 0.5 (4,
punktierte Linie).
amplituden K(fl),K(ho), dem Reflexionsparameter R und der Frequenzabweichung an
der Hopf-Bifurkation ∆Ω(ho) gelo¨st werden. Da die gemessenen ∆Ω(ho)-Werte fu¨r den
Periode-1-Orbit in einem zu engen Bereich liegen (vgl. Abb. 3.9), wurden zusa¨tzliche
Messungen fu¨r einen Periode-4-Orbit durchgefu¨hrt. Neben den Messpunkten sind auch
die zugeho¨rigen Theoriekurven in Abbildung 3.10 eingezeichnet. In Anbetracht der Tat-
sache, dass die analytische Relation keinen Fitparameter beinhaltet, kann von einer
guten U¨bereinstimmung gesprochen werden.
Zusammenfassend kann geschlossen werden, dass bereits die linearisierte Version
der sich aus dem Floquet-Problem ergebenden Eigenwertgleichung die grundlegenden
Pha¨nomene der zeitverzo¨gerten Ru¨ckkopplungskontrolle qualitativ, wenn nicht gar quan-
titativ beschreiben kann. Somit ist eine fundierte Grundlage geschaffen, um Einflu¨sse,
die sich negativ auf die Kontrollierbarkeit eines Systems auswirken, na¨her untersuchen
zu ko¨nnen. Dieser Fragestellung sind die na¨chsten Unterkapitel gewidmet.
3.4. Verstimmte Verzo¨gerungszeit
Die Kontrolle eines instabilen periodischen Orbits mittels zeitverzo¨gerter Ru¨ckkopplung
setzt voraus, dass dessen Periode T a priori bekannt ist und die Verzo¨gerungszeit τ ent-
sprechend eingestellt wird. Diese Voraussetzung zu erfu¨llen, ist vor allem in autonomen
Systemen schwierig bzw. erfordert aufwendige und zumeist unerwu¨nschte Systemanaly-
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Abb. 3.11: Leistungsspektren von x(t) fu¨r τ − T = 2.5ns: (a) K < K(fl), (b) K(fl) <
K < K(ho), (c) K(ho) < K.
sen. In Kapitel 2.3.1 wurde gezeigt, dass bei nicht allzu großer Verstimmung ein Orbit η
mit Periode Θ stabilisiert wird, dessen Stabilita¨tseigenschaften vom wahren Orbit ξ be-
stimmt werden. Zudem existiert eine analytische Na¨herungsformel fu¨r die wahre Periode
T .
Zur U¨berpru¨fung der analytischen Ergebnisse wurden Experimente am ANE-Schwing-
kreis (vgl. Kap. 3.2) durchgefu¨hrt. Ausgangspunkt ist der chaotische Attraktor fu¨r
Rv = 110Ω (vgl. Abb. 3.4). Aus der Lage des dominanten Peaks im Leistungsspek-
trum wurde der Startwert fu¨r τ ermittelt. Einschalten der Kontrolle und Erho¨hen der
Kontrollamplitude fu¨hrt zur Vera¨nderung des chaotischen Attraktors und Auftreten ei-
ner inversen Periodenverdopplungskaskade, bis schließlich ein Periode-1-Zustand mit Pe-












Abb. 3.12: Gemessene Periodendauer Θ in Abha¨ngigkeit von τ und K. Die weiße Ebene
entspricht Θ = τ . Die Kreise geben die Stellen der Leistungsspektren in
Abb. 3.11 an.
auch am Nichtverschwinden des Kontrollsignals. Weiteres Erho¨hen von K vera¨ndert den
induzierten Orbit, bis dieser durch eine Hopf-Bifurkation in quasiperiodisches System-
verhalten u¨bergeht (Abb. 3.11). Dieses Szenarium zeigt, dass induzierter und wahrer
Orbit dieselben Stabilita¨tseigenschaften besitzen (vgl. Abb. 3.5). Misst man Θ fu¨r meh-
rere τ - und K-Werte, so ergibt sich die grauschraffierte Fla¨che in Abbildung 3.12. Die
weiße Ebene entspricht dem Fall Θ = τ . Im Rahmen des Messfehlers von 1ns erha¨lt man
als Schnitt der beiden Fla¨chen eine gerade Linie mit Θ = τ = T = 1.656µs und somit
die gesuchte Periodendauer T .
Zur quantitativen U¨berpru¨fung der Na¨herungsformel (2.27) betrachte man die τ -
Abha¨ngigkeit von Θ bei festem K (Abb. 3.13). Anfitten von (2.27) an die Messpunkte
in der Na¨he von τ = T ergibt die punktierte Linie mit T = 1.656µs und α = −0.33.
Da die Messwerte bei nicht allzu großer Verstimmung eine vernachla¨ssigbare Kru¨mmung
besitzen, kann die analytische Formal als gute Na¨herung angesehen werden. Selbst bei
großer Verstimmung kann Gleichung (2.27) im Sinne eines Newton-Verfahrens iterativ
angewendet werden, um die gesuchte Periodendauer T experimentell zu bestimmen.
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Abb. 3.13: Periode des induzierten Orbits in Abha¨ngigkeit von der Verzo¨gerungszeit
fu¨r K = 0.3. Die Diagonale entspricht Θ = τ , die punktierte Linie der
Linearisierung (2.27) um T = 1.656 µs.
3.5. Einfluss der Reglernachlaufzeit
Unter Reglernachlaufzeit δ versteht man alle Verzo¨gerungszeiten, die fu¨r den Kontroll-
eingriff notwendig sind. Darunter fallen beispielsweise die Detektion des Messsignals,
die Erzeugung der Kontrollkraft, die Laufzeiten in Kabeln sowie die Ru¨ckkopplung des
Kontrollsignals. Diese Zeiten fu¨hren zu einer zusa¨tzlichen Verzo¨gerung des kompletten
Kontrollsignals. Dies bewirkt eine Verschiebung des Frequenzaufspaltungspunktes und
somit eine Verkleinerung des Kontrollintervalls. Ab einem kritischen Wert δc ist Kontrolle
nicht mehr mo¨glich (vgl. Gl. (2.33)).
Zur U¨berpru¨fung der theoretischen Vorhersagen (Kap. 2.3.2) wurden Experimente
am ANE-Schwingkreis (siehe Kap. 3.2) durchgefu¨hrt. Dabei wurde die Verzo¨gerungszeit
entsprechend der Periodendauer des instabilen Periode-1-Orbits auf τ = 1.656µs einge-
stellt. Um die Auswirkungen der Reglernachlaufzeit im Detail untersuchen zu ko¨nnen,
wurde zwischen Kontrollschaltung und Ru¨ckkopplungseingang am Schwingkreis eine
Verzo¨gerungsleitung eingebaut (Abb. 3.14). Ohne diese liegt eine Reglernachlaufzeit von
δ0 = 37ns vor. Somit lassen sich mit der zusa¨tzlichen Verzo¨gerung Nachlaufzeiten von
δ = δ0 + δDL erzeugen, wobei δDL in Schritten von 1ns variiert werden kann.
Zur Bestimmung des Kontrollintervalls wurde bei festem δ die Kontrollamplitude
K durchgefahren. Die Ergebnisse fu¨r mehrere δ-Werte sind in Abbildung 3.15 darge-
stellt. Es ist offensichtlich, dass K(fl) und K(ho) stark von δ abha¨ngen und Kontrolle ab
δ/τ ≈ 11% nicht mehr mo¨glich ist. Um die Daten mit den analytischen Ergebnissen
(2.30), (2.31) vergleichen zu ko¨nnen, ist es notwendig, die funktionelle Abha¨ngigkeit des
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Abb. 3.14: Schematischer Aufbau mit nichtlinearem Schwingkreis, Kontrollschaltung












Abb. 3.15: Kontrollintervall in Abha¨ngigkeit von der Reglernachlaufzeit, : K(fl)(δ),
◦: K(ho)(δ). Der grauschraffierte Bereich ist im vorliegendem Experiment
aufgrund intrinsischer Verzo¨gerungen δ0 nicht zuga¨nglich. Die Linien ent-
sprechen Fits der analytischen Ergebnisse (2.30), (2.31) an die experimen-
tellen Daten.
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Abb. 3.16: Verha¨ltnis der kritischen Kontrollamplituden in Abha¨ngigkeit von der Fre-
quenzabweichung ∆Ω(ho) an der Hopf-Bifurkation fu¨r R = 0.5 und mehrere
δ-Werte: δ = 0 (durchgezogene Linie), δ = 0.1τ (gestrichelte Linie), δ = 0.2τ
(punktierte Linie), δ = 0.5τ (strichpunktierte Linie).
Skalierungsfaktors (−τρ(δ)) zu kennen. Der einfachste Zusammenhang, der der Anti-
periodizita¨t (2.32) Rechnung tra¨gt ist (−τρ(δ)) = A sin(piδ/τ) + B cos(piδ/τ). Anfitten
der K(fl)-Daten liefert A = −1.4, B = 3.3, sowie den Lyapunov-Exponenten des freien
Orbits λτ = 1.6. Damit ergibt sich entsprechend Gleichung (2.33) ein kritischer Wert
δc/τ = 12.5%. Auch hier ist wieder eine gute U¨bereinstimmung zwischen experimen-
tellen Ergebnissen und beschreibender Theorie vorhanden. Zudem stimmt die Form des
sich ergebenden Kontrollgebietes mit fru¨heren experimentellen und numerischen Unter-
suchungen u¨berein [34].
Im Prinzip ist der Einfluss der Reglernachlaufzeit in allen Experimenten dieser Arbeit
vorhanden. Wie stark er sich auswirkt, ha¨ngt vom exakten Aufbau des Ru¨ckkopplungs-
zweigs ab. Zur Veranschaulichung dienen die experimentellen Daten aus Abbildung 3.10
fu¨r R = 0.5. Diese sind gemeinsam mit den Theoriekurven (2.34) fu¨r mehrere δ-Werte
in Abbildung 3.16 dargestellt. Im Bereich kleiner ∆Ω(ho)-Werte kann die Abweichung
zwischen experimentellen Daten und dem theoretischen Verlauf fu¨r δ = 0 durch das Vor-
handensein einer intrinsischen Reglernachlaufzeit erkla¨rt werden. Der versta¨rkte Abfall
bei großen ∆Ω(ho)-Werten, d.h. bei großen kritischen Kontrollamplituden K(ho), basiert
auf nichtlinearen Effekten, die in der linearisierten Theorie nicht mehr vorhanden sind.
Wa¨hrend bei Verwendung des erweiterten Kontrollschemas (2.19) Orbits mit großen
λτ -Werten kontrolliert werden ko¨nnen, kann die durch Reglernachlaufzeiten hervorgeru-
fene Einschra¨nkung durch hohen ReflexionsparameterR nicht aufgehoben werden. Daher
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Abb. 3.17: Ausschnitt aus dem Netzwerkanalysatorspektrum fu¨r K = 60 (siehe
Abb. 3.6). Außer den Messdaten ist ein Fit mit drei Lorentz-Linien (der
U¨bersichtlichkeit halber nach unter verschoben) und deren Summe darge-
stellt.
ist es besonders in schnellen Systemen wesentlich, die intrinsische Reglernachlaufzeit im
Ru¨ckkopplungszweig zu minimieren.
3.6. Weitere Floquet-Exponenten
Bei den bisher in dieser Arbeit beschriebenen Kontrollexperimenten konnte die Existenz
mehrerer Floquet-Exponenten im Spektrum des Kontrollsignals zumindest fu¨r große
Kontrollamplituden beobachtet werden. Dabei wurde das Kontrollintervall einzig durch
den Floquet-Zweig bestimmt, der aus dem instabilen Exponenten des freien Orbits her-
vorgeht. Ein zweiter oder gar mehrere Exponenten erscheinen im Spektrum des Kon-
trollsignals fu¨r große K-Werte, doch kreuzen deren Realteile nicht den des dominanten
Zweiges. Zur Veranschaulichung betrachte man die in Kapitel 3.3 beschriebenen Expe-
rimente. Der dominante Floquet-Exponent (siehe Abb. 3.7) wurde aus Lage und Breite
der Lorentz-Linien in den Netzwerkanalysatorspektren (siehe Abb. 3.6) bestimmt. Auf
den ersten Blick erkennt man nicht mehrere Floquet-Zweige, sondern ungewo¨hnliche,
nicht Lorentz-fo¨rmige Linien fu¨r hohe Kontrollamplituden. Es stellt sich heraus, dass
dies auf die Existenz mehrerer Peaks in einem engen Frequenzbereich zuru¨ckzufu¨hren
ist (Abb. 3.17). Da die Anzahl der
”
sichtbaren “Linien mit der Kontrollamplitude weiter
zunimmt und all diese in einem schmalen Frequenzintervall liegen, ist es nicht mo¨glich,
diese zusa¨tzlichen Floquet-Zweige u¨ber einen gro¨ßeren K-Bereich zu bestimmen. Daher
ist in Abbildung 3.7 nur der Exponent mit dem gro¨ßten Realteil eingezeichnet. Im vorlie-
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Abb. 3.18: Stabilita¨tsgrenzen in der K-λτ Ebene fu¨r drei R-Werte:  0, ◦ 0.2, 4
0.8. Gefu¨llte Symbole entsprechen der unteren Grenze (Flip-Bifurkation),
offene Symbole der oberen Grenze (Hopf-Bifurkation). Die durchge-
zogenen/gestrichelten Linien entsprechen den analytischen Ergebnissen
(2.21)/(2.22) mit (−τχ′) = 0.088 (R = 0), (−τχ′) = 0.084 (R = 0.2),



























Abb. 3.19: Floquet-Exponent mit gro¨ßtem Realteil in Abha¨ngigkeit von der Kontroll-
amplitude. Quadrate entsprechen dem urspru¨nglich instabilen Floquet-
Zweig, Kreise einem (im Realteil) kreuzenden komplexen Exponent.
genden Beispiel bleibt der urspru¨nglich instabile Exponent dominant, er alleine bestimmt
die Stabilita¨t des Orbits, die Linearisierung (2.15) stellt eine gute Na¨herung dar.
Wie nachfolgende Beispiele zeigen werden, gibt es jedoch auch Fa¨lle, in denen ur-
spru¨nglich stabile Floquet-Exponenten die Stabilita¨t des Orbits bestimmen und somit
das Kontrollintervall einschra¨nken. Folgende Parameter des Diodenschwingkreises wur-
den verwendet: L = 517 µH, RΩ = 124 Ω, f = 813 kHz, UA = 0.7 V − 3.2 V. Durch
Variation der Treiberamplitude ko¨nnen Periode-1-Orbits mit unterschiedlichen positi-
ven Lyapunov Exponenten realisiert werden. Durchfahren der Kontrollamplitude liefert
die untere und obere Schranke des Kontrollintervalls (Abb. 3.18). Ein Vergleich mit
dem analytischen Ergebnis (2.15) macht die erhebliche Verkleinerung des Kontrollbe-
reichs sichtbar. Entgegen der linearen Vorhersage ist Kontrolle fu¨r λτ > 1.1 nicht mehr
mo¨glich. Besonders auffa¨llig ist, dass dieser kritische Wert fu¨r das erweiterte Kontroll-
schema sogar niedriger liegt. Die Verwendung eines hohen Reflexionsparameters R ist
demnach nicht immer vorteilhaft.
Um das unerwartete Auftreten der oberen Schranke im Detail zu untersuchen, ist eine
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Analyse des Floquet-Spektrums notwendig. Dieses wurde fu¨r L = 470 µH, RΩ = 127 Ω,
f = 813 kHz, UA = 1.0 V aus Transienten des Kontrollsignals gewonnen (vgl. Anhang B)
und ist fu¨r R = 0 in Abbildung 3.19 dargestellt. Es ist deutlich erkennbar, dass das
Kontrollintervall nicht nur durch den ersten Floquet-Exponenten bestimmt wird. Durch
das Kreuzen im Realteil kommt es zu einem neuen dominanten Exponenten.
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In diesem Kapitel wird zuna¨chst auf die makroskopische Beschreibung der Magnetisie-
rung des Spinsystems eingegangen. Dabei wird insbesondere die auftretende Spinwellen-
instabilita¨t beschrieben, die den U¨bergang zum nichtlinearen Verhalten darstellt. Nach
der Beschreibung des experimentellen Aufbaus wird die in Yttrium-Eisengranat auftre-
tende komplexe Spindynamik vorgestellt. Es folgt eine Diskussion der bisher in der Li-
teratur vero¨ffentlichten
”
Chaoskontrollexperimente“ an diesem System. Zum Abschluss
werden die im Rahmen dieser Arbeit durchgefu¨hrten Experimente zur Chaoskontrolle
mittels zeitverzo¨gerter Ru¨ckkopplung vorgestellt.
4.1. Spinwelleninstabilita¨ten in Yttrium-Eisengranat
Spinsysteme stellen ergiebige Modellsysteme fu¨r das Studium der nichtlinearen Dynamik
in realen Experimenten dar. Dies beruht auf den intrinsischen nichtlinearen Wechsel-
wirkungen, die bereits in der grundlegenden Bewegungsgleichung vorhanden sind. Die
Entwicklung der makroskopischen Magnetisierung M(r, t) in Zeit und Raum ist gegeben
durch
M˙(r, t) = −γ M(r, t)×Heff (r, t) + Da¨mpfung (4.1)
mit dem gyromagnetischen Verha¨ltnis γ. Im vorliegenden Fall eines ferromagnetischen
Isolators setzt sich das effektive Magnetfeld










zusammen aus dem externen symmetriebrechenden statischen Magnetfeld, dem externen
treibenden Mikrowellenfeld sowie den internen Feldern, hervorgerufen durch Kristall-
feldanisotropie, Austausch- und Dipolarwechselwirkung. Da die internen Felder von der
Magnetisierung abha¨ngen, sorgen sie alle fu¨r das Auftreten von Nichtlinearita¨ten. Zur
theoretischen Beschreibung der auftretenden Pha¨nomene geht man von der parametri-
schen Anregung von Spinwellen aus, die durch transversales oder paralleles Pumpen der
uniformen Magnetisierung hervorgerufen wird. Sowohl Suhls erste und zweite Instabilita¨t
[35] als auch die ’parallel pumping’-Instabilita¨t [36] basieren auf diesem parametrischen
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Abb. 4.1: Spinwellenband und Entstehung eines Spinwellenpaares durch Zerfall der ho-
mogenen Mode im Rahmen der ersten Suhl-Instabilita¨t.
Prozess, bei dem Spinwellenpaare bei der halben (ωk = ωp/2) oder ganzen (ωk = ωp)
Pumpfrequenz angeregt werden. Nichtlineare Beschreibungen der Spindynamik verwen-
den meist einen sto¨rungstheoretischen Ansatz, ausgehend von einem Satz schwach gekop-
pelter Eigenmoden, deren nichtlineare Kopplung untereinander erst bei großen Ampli-
tuden wirksam wird. Geeignete Eigenmoden fu¨r Gleichung (4.1) sind die uniforme Mode
m0(t) = b0 exp(iω0t), die vom externen Mikrowellenfeld getrieben wird, und nichtunifor-
me Spinwellen und magnetostatische Moden mk(r, t) = bk(r) exp(−iωkt), die nicht di-
rekt vom Mikrowellenfeld beeinflusst werden. Entwickelt man die Magnetisierung M(r, t)
nach diesen Eigenmoden, so ergibt sich ein Satz gekoppelter Amplitudengleichungen,
deren nichtlineare Kopplungen durch Terme ho¨herer Ordnung (Multimagnonenprozesse)
gegeben sind. Die entstehenden Modelle zeigen zahlreiche experimentell beobachtbare
nichtlineare Pha¨nomene wie Bi- und Multistabilita¨ten, niederfrequente Autooszillatio-
nen, Periodenverdopplungen, Quasiperiodizita¨t, Intermittenz und Chaos [37, 38, 39].
An der ersten Suhl-Instabilita¨t [35] werden Spinwellen durch transversales Pumpen
der uniformen Mode parametrisch erzeugt. Dabei zerfa¨llt die gepumpte uniforme Mo-
de in zwei Spinwellen mit der halben Pumpfrequenz, ωk = ωp/2, und entgegengesetz-
ten Wellenvektoren (k, -k), entsprechend der Erhaltung von Energie und Quasiimpuls
(Abb. 4.1). Diese Instabilita¨t kann entweder nichtresonant (ωp 6= ω0) als subsidia¨re Ab-
sorption oder resonant (ωp = ω0) innerhalb des Koinzidenzbereichs beobachtet werden.
Wa¨hrend in ferromagnetischen Kugeln
ω0 = γ(H +Ha) (4.3)
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a/2
Abb. 4.2: Magnetische Struktur von YIG. Dargestellt sind die Fe3+-Ionen einer achtel
Einheitszelle.
proportional zum statischen Magnetfeld ist, ha¨ngt
ωk = γ
√
(Hi +Dk2)(Hi +Dk2 + 4piMSsin
2Θk) (4.4)
auf kompliziertere Art vom internen Feld Hi = H +Ha− 4/3 piMS wie auch von Betrag
und Richtung des Wellenvektors k ab. Aufgrund der Θk-Abha¨ngigkeit ergibt sich ein
ganzes Band von Frequenzen, das so genannte Spinwellenband (Abb. 4.1).
Die fu¨r Yttrium-Eisengranat wichtigsten Gro¨ßen sind in Tabelle 4.1 aufgelistet.
γ = 2pi · 2.798 MHz/Oe gyromagnetisches Verha¨ltnis
∆H < 1 Oe Linienbreite (300 K)
4piMS = 1760 Oe Sa¨ttigungsmagnetisierung (300 K)
D = 4.48 · 10−9 Oe cm2 Spinwellensteifigkeit
Tc = 559 K Ordnungstemperatur
Ha = −57 Oe schwache kubische Kristallfeldanisotropie
(in 〈111〉-Richtung)
Tab. 4.1: U¨berblick u¨ber wichtige Gro¨ßen bei Resonanzexperimenten an Yttrium-
Eisengranat-Kugeln.
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P , Pin ref
Abb. 4.3: YIG-Probe im Magnetfeld. Der Schnitt durch den Resonator zeigt die ma-
gnetische Komponente der Mikrowellenmode fu¨r Anregung und Nachweis der
Spinwellen.
4.2. Experimenteller Aufbau
Yttrium-Eisengranat (YIG) gilt als Standardferromagnet fu¨r die Untersuchung nichtli-
nearer Spindynamik. Genau genommen ist YIG ein ferrimagnetischer Isolator mit kubi-
scher Symmetrie, dessen Einheitszelle acht Formeleinheiten Y3Fe5O12 besitzt. Die ma-
gnetischen Fe3+-Ionen (6S5/2) bilden zwei Untergitter mit jeweils 2 bzw. 3 Fe
3+-Ionen
pro achtel Einheitszelle (Abb. 4.2). Die Kopplung innerhalb der Untergitter ist ferroma-
gnetisch, die zwischen den Untergittern antiferromagnetisch. Somit entsteht pro Formel-
einheit eine ferromagnetische Gesamtmagnetisierung von 5 µB. Diese wird im statischen
Magnetfeld ausgerichtet und durch ein transversales Mikrowellenfeld angeregt. Bei den
verwendeten niedrigen Anregungsfrequenzen um 9.4 GHz treten keine antiferromagneti-
schen Moden auf, YIG verha¨lt sich ferromagnetisch. Aufgrund seiner hohen Ordnungs-
temperatur von Tc = 559 K ist der Kristall bei Raumtemperatur magnetisch geordnet.
Somit ko¨nnen dort auch die Resonanzexperimente durchgefu¨hrt werden. Experimentell
sehr entscheidend ist die geringe Da¨mpfung in YIG. So besitzen hochwertige Proben eine
Linienbreite von etwa 0.4 Oe, woraus sich a¨ußerst niedrige Schwellen fu¨r die Spinwellen-
instabilita¨ten ergeben. Experimente mit resonanter Anregung ko¨nnen beispielsweise mit
einem Standard-ESR-Spektrometer durchgefu¨hrt werden.
Die Experimente, die im Rahmen dieser Arbeit durchgefu¨hrt wurden, fanden im Be-
reich der subsidia¨ren Absorption und der ’parallel pumping’-Instabilita¨t statt. Bei den
zugrunde liegenden nichtresonanten Anregungen steigt die Instabilita¨tsschwelle stark































































































































































































































4. Kontrolle komplexer Spindynamik
(20 Watt) und eines Mikrowellenresonators (Gu¨te 2000) erforderlich (Abb. 4.3). Die vom
Resonator reflektierte Leistung kann direkt mit einem Spektrumanalysator ausgewertet
werden. Zudem wird die an der Nachweisdiode abfallende Spannung mit einem Oszil-
loskop dargestellt, gegebenenfalls mit einem integrierendem Voltmeter gemittelt und
einem Transientenrekorder abgespeichert (Abb. 4.4). Dabei standen Abtastraten bis zu
500 Millionen Punkte/s und eine Vertikalauflo¨sung bis zu 12 Bit zur Verfu¨gung. Die
Messungen fanden bei Raumtemperatur statt. Verwendet wurde eine Kugel aus reinem
Yttrium-Eisengranat mit 0.7 mm Durchmesser, die in 〈111〉–Richtung zum statischen
Magnetfeld orientiert war.
Als Messsignal fu¨r die Erzeugung der Kontrollkraft dient die an der Nachweisdiode
abfallende Spannung (Abb. 4.4). Die Ru¨ckkopplung erfolgt u¨ber eine Amplitudenmodu-
lation der anregenden Mikrowelle. Damit der Modulator u¨berhaupt ein Signal durchla¨sst,
muss eine Vorspannung angelegt werden. Zur U¨berpru¨fung des Kontrolleingriffs wird das
Kontrollsignal per Oszilloskop und Spektrumanalysator dargestellt.
4.3. Systemverhalten
Die subsidia¨re Absorption zeigt sich als zusa¨tzliche Absorptionsstruktur im ferromagne-
tischen Resonanzspektrum unterhalb der Hauptresonanz. Mit steigender Mikrowellenlei-
stung kommt es zu einer starken Verbreiterung, die vom Auftreten von Autooszillationen
und weiteren Bifurkationen begleitet wird. Bedingt durch die Verwendung eines Resona-
tors stehen als wesentliche externe Systemparameter nur die Mikrowellenleistung Pin und
das statische Magnetfeld H zur Verfu¨gung. In Abha¨ngigkeit von diesen beiden Gro¨ßen
kommt es zu einer Vielzahl nichtlinearer Pha¨nomene (Abb. 4.5).
Die untere Linie zeigt die Abha¨ngigkeit der Suhl-Schwelle vom Magnetfeld, die so
genannte butterfly-Kurve. Im Folgenden wird die Mikrowellenleistung Pin auf den nied-
rigsten Schwellenwert normiert. Bei hohen Feldern kommt es zum steilen Anstieg der
Schwelle. Die halbe Pumpfrequenz fa¨llt unter das Spinwellenband, eine parametrische
Anregung von Spinwellen im Rahmen der ersten Suhl-Instabilita¨t ist nicht mehr mo¨glich.
Hervorgerufen durch eine Hopf-Bifurkation, zeigen sich Autooszillationen mit Frequen-
zen zwischen 200 kHz und 2 MHz. Diese Frequenzen liegen etwa vier Gro¨ßenordnungen
unterhalb der der treibenden Mikrowelle. Bei ho¨heren Leistungen treten unterschiedliche
Routen ins Chaos auf: Periodenverdopplungen, Quasiperiodizita¨t, sowie Intermittenz.
Entgegen fru¨heren Untersuchungen [40, 41] wurde bei der verwendeten YIG-Probe
keine vollsta¨ndige Periodenverdopplungskaskade ins Chaos beobachtet. Vielmehr kommt
es ha¨ufig nur zu einer einzigen Verdopplung. Ausgehend von Periode-1 oder Periode-
2-Oszillationen fu¨hrt eine anschließende Hopf-Bifurkation zu quasiperiodischer Dyna-
mik, die teilweise durch eine weitere Bifurkation in chaotisches Zeitverhalten u¨bergeht.
Es treten aber auch intermittente U¨berga¨nge ins Chaos auf. Einen U¨berblick u¨ber
die verschiedenen Intermittenz-Typen, die bei Spinwelleninstabilita¨ten auftreten, liefern
[42, 43, 44, 45, 46, 47, 48]. Ein intermittenter U¨bergang vom Typ III konnte fu¨r die erst-
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Abb. 4.5: Dynamisches Systemverhalten bei subsidia¨rer Absorption im zweidimensio-
nalen Systemparameterraum aus statischem Magnetfeld und Mikrowellenlei-
stung. Oberhalb der Hopf-Bifurkation kommt es zu Periode-1 (P1), Periode-2
(P2), quasiperiodischem (QP) und chaotischem (Chaos) Zeitverhalten. Glei-
che Grauwerte entsprechen gleicher Dynamik.
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Abb. 4.6: Leistungsspektren bei subsidia¨rer Absorption fu¨r Pin = 5.8 dB in Abha¨ngig-
keit vom statischem Magnetfeld. Oben: Graustufendarstellung (weiß: −60 dB,
schwarz: −10 dB); unten: Einzelspektren. (a) Periode-1 bei 1795 Oe, (b) Qua-
siperiodizita¨t bei 1895 Oe, (c) Periode-2 bei 1920 Oe, (d) Chaos bei 1970 Oe).
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Abb. 4.7: Leistungsspektren bei subsidia¨rer Absorption fu¨r Pin = 6.6 dB in Abha¨ngig-
keit vom statischem Magnetfeld. Oben: Graustufendarstellung (weiß: −60 dB,
schwarz: −10 dB); unten: Einzelspektren. (a) Periode-1 bei 1745 Oe, (b)
Periode-2 bei 1815 Oe, (c) Intermittenz bei 1900 Oe, (d) Chaos bei 1950 Oe).
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Abb. 4.8: Leistungsspektren bei subsidia¨rer Absorption fu¨r Pin = 7.4 dB in Abha¨ngig-
keit vom statischem Magnetfeld. Oben: Graustufendarstellung (weiß: −60 dB,
schwarz: −10 dB); unten: Einzelspektren. (a) Periode-1 bei 1795 Oe, (b) Cha-
os bei 1880 Oe, (c) Periode-2 bei 1980 Oe, (d) Quasiperiodizita¨t bei 2030 Oe).
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malige experimentelle Realisierung von stochastischer Resonanz bei chaotischer Dynamik
genutzt werden [49, 50, 51]. Dabei wurde anstelle externen Rauschens die intrinsische
chaotische Dynamik des Systems ausgenutzt, um U¨berga¨nge zwischen regula¨rem und
irregula¨rem Zeitverhalten zu induzieren.
Zur Veranschaulichung der verschiedenen Bifurkationen und der dadurch hervorge-
rufenen Systemdynamiken wurden fu¨r mehrere Anregungsamplituden Pin Leistungs-
spektren aufgenommen. Diese sind jeweils in Abha¨ngigkeit vom statischen Magnet-
feld als zweidimensionale Graustufen-Frequenzlandschaften in den Abbildungen 4.6 –
4.8 dargestellt. Die Zentrallinie (∆f = 0 MHz) entspricht der anregenden Mikrowelle
(ωp = 2pi · 9.4 GHz), die dunklen Streifen Seitenba¨ndern, die im Zeitverhalten als Auto-
oszillationen sichtbar werden. Zusa¨tzlich zu den Frequenzlandschaften sind jeweils vier
Spektren zu ausgewa¨hlten Magnetfeldwerten abgebildet. In Abbildung 4.6 erkennt man
Periode-1, quasiperiodisches, Periode-2 und chaotisches Zeitverhalten. Fu¨r Pin = 6.6 dB
(vgl. Abb. 4.7) sind Spektren zu Periode-1, Periode-2, intermittentem und chaotischem
Zeitverhalten dargestellt. Zur Charakterisierung von Intermittenz sind Spektren aus lan-
gen Zeitreihen (viele U¨berga¨nge zwischen regula¨rem und irregula¨rem Systemverhalten)
nicht geeignet. Man erha¨lt eine Mittelung aus Linienspektren (regula¨res Zeitverhalten)
und breitbandigen Spektren (irregula¨res Zeitverhalten). Diese Zusammensetzung la¨sst
sich fu¨r Pin = 6.6 dB und H = 1900 Oe durchaus erahnen. Die Einzelspektren in Ab-
bildung 4.8 stellen Periode-1, chaotische, Periode-2 und quasiperiodische Oszillationen
dar.
Anhand der drei Frequenzlandschaften wird deutlich, dass die Autooszillationsfre-
quenz stark vom statischen Magnetfeld und von der Mikrowellenleistung abha¨ngt. Dies
erschwert das exakte Einstellen der Verzo¨gerungszeit fu¨r Kontrollzwecke. Untersuchun-
gen von Ro¨delsperger [46] ergaben eine Dimension von D2 ≈ 2.1 fu¨r die sich ausbil-
denden chaotischen Attraktoren. Es kommt offenbar zur Versklavung der großen Anzahl
interner Freiheitsgrade, marginales Chaos bildet sich aus. Die Bestimmung des gro¨ßten
globalen Lyapunov-Exponenten ergibt λ1 ≈ 0.04 (µs)−1 [52]. Dieser ist nicht identisch
mit den Lyapunov-Exponenten der instabilen Orbits, sondern stellt eine gewichtete Mit-
telung dar. Als erste grobe Abscha¨tzung kann dieser Wert jedoch verwendet werden.
Bei typischen Periodendauern von T ≈ 2 µs erha¨lt man somit λT ≈ 0.08. Die Insta-
bilita¨t ist folglich nicht so stark, dass eine erfolgreiche Kontrolle mittels zeitverzo¨gerter
Ru¨ckkopplung von vornherein auszuschließen wa¨re.
Bei der ’parallel pumping’-Instabilita¨t werden ebenfalls Spinwellenpaare bei der hal-
ben Pumpfrequenz (ωk = ωp/2) und entgegengesetzten Wellenvektoren (k, -k) angeregt
(Abb. 4.1). Im Gegensatz zur Suhl-Instabilita¨t erfolgt ihre Ankopplung an die trei-
bende Mikrowelle nicht u¨ber den Umweg der homogenen Mode, sondern direkt u¨ber
die periodische A¨nderung der Magnetisierungskomponente in Feldrichtung. Dies fu¨hrt
zu einer vera¨nderten Instabilita¨tsschwelle (Abb. 4.9). Oberhalb der Schwelle fu¨hrt eine
Hopf-Bifurkation zum Auftreten von Autooszillationen, die u¨ber verschiedene Routen ins
Chaos u¨bergehen. Die Dynamik a¨hnelt stark dem Systemverhalten bei subsidia¨rer Ab-
sorption. Detaillierte Untersuchungen in einem umfangreichen Parameterbereich wurden
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Abb. 4.9: Abha¨ngigkeit der ’parallel pumping’-Instabilita¨tsschwelle vom statischen Ma-
gnetfeld. Die Mikrowellenleistung ist auf den niedrigsten Schwellenwert nor-
miert.
im Rahmen dieser Arbeit nicht durchgefu¨hrt. Der interessierte Leser sei auf die Literatur




Kontrolle“ chaotischer Spindynamik wurden bereits unmit-
telbar nach Erscheinen der Pionierarbeit von Ott, Grebogi und Yorke [1] durchgefu¨hrt.
Einige Arbeiten sollten jedoch eher der Kategorie
”
Chaosunterdru¨ckung“ zugeordnet
werden, da nicht immer instabile Zusta¨nde stabilisiert werden. Vor der Pra¨sentation
eigener Ergebnisse wird ein kritischer U¨berblick u¨ber bisherige Experimente gegeben.
4.4.1. Stand der Forschung
Zur Unterdru¨ckung chaotischer Dynamik verwenden Azevedo und Rezende [54] eine
Methode, die nicht auf der Ru¨ckkopplung einer Messgro¨ße beruht. Stattdessen wird ein
Systemparameter periodisch moduliert [55]. In Abha¨ngigkeit von Modulationsfrequenz
und -amplitude erhalten sie mehrere Arnold-Zungen mit periodischem Zeitverhalten. Fu¨r
unterschiedliche Modulationsformen2(Sinus, Rechteck, Puls) besitzen die periodischen
Zusta¨nde verschiedene Gestalt. Diese induzierten Orbits entsprechen nicht den instabilen
Bahnen des freien Systems. Leider bringen die Autoren ihre interessanten Ergebnisse mit
der Methode von Ott, Grebogi und Yorke in Verbindung.




Von Hunt [2] wurde eine Variante der Kontrollmethode nach Ott, Grebogi und Yor-
ke entwickelt, die als occasional proportional feedback in die Literatur eingegangen ist.
Dieses speziell fu¨r nichtautonome Systeme geeignete Schema koppelt die Differenz zwi-
schen Messgro¨ße und Referenzzustand auf das System zuru¨ck, sofern bei fester Phase
des Treibers das Messsignal in einem definierten Fenster liegt. Diese Methode wurde
von Henn [4] fu¨r autonome Systeme erweitert. Zur Definition des beno¨tigten Fensters
in einem dreidimensionalen Phasenraum wird neben dem Messsignal dessen erste und
zweite Ableitung verwendet. Dieses Schema wurde als selbstgebaute Analogschaltung in
die Praxis umgesetzt und erfolgreich zur Kontrolle chaotischer Spindynamik eingesetzt
[57, 4, 58].
Unterdru¨ckung von Spinwellenchaos gelang Ro¨delsperger durch schnelle (im Ver-
gleich zur Systemdynamik) parametrische Modulation [46]. Dies bewirkt eine effektive
Verkleinerung des modulierten Systemparameters [59, 60]. Auch hier entsprechen die in-
duzierten Orbits nicht den instabilen Bahnen des freien Systems. Im Gegensatz zur reso-
nanten parametrischen Modulation [55] werden große Modulationsamplituden beno¨tigt.
Wigen und Mitarbeiter haben mehrere Methoden eingesetzt, um in YIG-Filmen chao-
tische Spindynamik zu unterdru¨cken. Ihr ’open loop’-Schema entspricht der resonanten
parametrischen Modulation zur Induzierung periodischer Orbits [61]. Bei ihrer ’closed
loop’-Methode wird das Messsignal (Spannung an der Nachweisdiode) auf einen System-
parameter (statisches Magnetfeld) ru¨ckgekoppelt [61]. Dadurch ko¨nnen sie die Spindy-
namik in einen nichttrivialen stationa¨ren Zustand u¨berfu¨hren. Die Ru¨ckkopplung der so
erhaltenen Gleichspannung entspricht einer Verschiebung des statischen Magnetfeldes
in einen Bereich, in dem stationa¨res Zeitverhalten stabil ist. Als weiteres ’closed loop’-
Schema verwenden diese Autoren die zeitverzo¨gerte Ru¨ckkopplungsmethode in einer
deutlich abgewandelten Version [62, 63]. Sie bilden die Differenz zwischen verzo¨gertem
Messsignal und dessen Gleichspannungsanteil. Vor Erreichen des angestrebten Fixpunk-
tes beobachten sie eine Reihe periodischer Zusta¨nde. Aufgrund der Konstruktion des
Kontrollsignals ko¨nnen diese aber keine instabilen Lo¨sungen des freien Systems darstel-
len, auch wenn die Abweichungen zuweilen klein sind.
Da Bernard [14] die Kontrolle chaotischer Spindynamik nach der Pyragas-Methode
nicht gelang, wandelte er dieses Kontrollschema ab. Er fu¨hrte einen Gewichtungsfaktor
 fu¨r den verzo¨gerten Teil des Kontrollsignals ein. Mit  = 0.8 konnte er periodische
Zusta¨nde stabilisieren, die auch hier nicht den instabilen Lo¨sungen des freien Systems
entsprechen. Das letztendlich periodische Kontrollsignal sorgt fu¨r eine Parametermodu-
lation a¨hnlich der resonanten parametrischen Modulation [55].
4.4.2. Experimentelle Ergebnisse
Am Anfang standen U¨berlegungen, wie sich das oben diskutierte Kontrollschema beim
vorliegenden Experiment mo¨glichst effektiv technisch umsetzen la¨sst. Die am Resonator
reflektierte Mikrowellenleistung wird mit Hilfe einer Nachweisdiode gleichgerichtet. Die-
ses Signal dient als Messgro¨ße zur Konstruktion der Kontrollkraft. Die Ru¨ckkopplung
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kann auf drei Arten erfolgen: durch Modulation des statischen Magnetfeldes, der Mi-
krowellenamplitude oder -frequenz. Eine Magnetfeldmodulation ist bei den beno¨tigten
Frequenzen aufgrund der hohen Da¨mpfungsverluste in den Resonatorwa¨nden wenig prak-
tikabel. Die Modulation von Amplitude und Frequenz ko¨nnen als eingebaute Funktionen
des verwendeten Mikrowellengenerator umgesetzt werden. Diese Umsetzung der Modu-
lation im Generator ist jedoch sehr langsam. Fu¨r den kompletten Aufbau ergab sich eine
Reglernachlaufzeit von δ = 1.8 µs. Bei typischen Oszillationsdauern im µs-Bereich ist
dieser Wert unerwu¨nscht hoch. Durch die Verwendung eines externen Amplitudenmo-
dulators konnte die Reglernachlaufzeit auf δ = 0.2 µs gesenkt werden. Der experimen-
telle Aufbau mit Ru¨ckkopplungszweig ist in Abbildung 4.4 dargestellt. Die dick einge-
zeichneten Kabel und dick umrandeten Gera¨te sind Bauteile, die zur Reglernachlaufzeit
beitragen. Bei allen folgenden Experimenten wurde dementsprechend eine Amplituden-
modulation der anregenden Mikrowelle fu¨r die Ru¨ckkopplung verwendet. Dies entspricht
einer direkten Kraft auf die uniforme Mode an Stelle der oft benutzten parametrischen
Ru¨ckkopplung. Bei den hier beschriebenen Kontrollexperimenten wurde ausschließlich
das einfache Ru¨ckkopplungsschema (R = 0) verwendet. Erla¨uterungen hierzu werden
weiter unten gegeben.
Unterdru¨ckung einer stabilen Periode-2-Oszillation
Das erste Kontrollexperiment [64, 65] wurde im Bereich der ’parallel pumping’-Instabilita¨t
durchgefu¨hrt. Zur besseren Beurteilung des Systemverhaltens unter Kontrolleinfluss wur-
de als Ausgangspunkt zuna¨chst ein stabiler Periode-2-Zustand ausgewa¨hlt (Abbn. 4.10,
4.11, K = 0). Dieser ging aus einer Periodenverdopplung hervor und la¨sst somit einen
instabilen Periode-1-Orbit mit flippender Nachbarschaft zuru¨ck (ω = pi/T ). Dieser in-
stabile Orbit sollte stabilisiert werden. Entsprechend der Position des sehr scharfen,
dominanten Peaks im Spektrum, wurde eine Verzo¨gerungszeit von τ = 2.09 µs ein-
gestellt. Einschalten der Ru¨ckkopplung und Erho¨hen der Kontrollamplitude fu¨hrt zur
Unterdru¨ckung der Periode-2-Komponente, bis schließlich der gewu¨nschte Orbit sta-
bilisiert ist (Abbn. 4.10, 4.11, K = 0.2). Das Abfallen des Kontrollsignals unter das
Rauschniveau gilt als Indiz fu¨r erfolgreiche Kontrolle. Durch weiteres Erho¨hen der Kon-
trollamplitude verliert der Orbit seine Stabilita¨t. Eine Hopf-Bifurkation fu¨hrt zu einem
zusa¨tzlichen breiten Peak bei 1.53 MHz (Abbn. 4.10, 4.11, K = 0.5). Die Entstehung
des quasiperiodischen Verhaltens wird vom Aufweiten des Torus begleitet. Qualitativ
gleicht das beobachtete Verhalten den theoretischen Vorhersagen. Das Kontrollintervall
wird beschra¨nkt durch eine Flip-Bifurkation bei kleinen K-Werten und durch eine Hopf-
Bifurkation bei großen K-Werten. Da der Realteil des Floquet-Exponenten im Bereich
des oberen kritischen Wertes eine relativ geringe Steigung besitzt (vgl. Abbn. 2.2, 3.7)
und im experimentellen System immer ein gewisser Rauschanteil vorhanden ist, ku¨ndigt
sich die bevorstehende Hopf-Instabilita¨t bereits vorzeitig im Spektrum an. Ein solches
Verhalten wurde im vorliegenden Experiment jedoch nicht beobachtet, stattdessen er-
folgte die Destabilisierung des kontrollierten Orbits relativ abrupt. Dieses Pha¨nomen
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Abb. 4.10: Unterdru¨ckung stabiler Periode-2-Oszillation (’parallel pumping’, f =
9.4 GHz, Pin = 13.3 dB, H = 1613 Oe ). Der stabilisierte Periode-1-Orbit
(K = 0.2, schwarz) liegt in der Na¨he des Periode-2-Ausgangsorbits (K = 0).
Der ru¨ckkopplungsinduzierte Torus (K = 0.5) wird fu¨r große K-Werte auf-
geweitet.
konnte im Nachhinein auf das Kreuzen im Realteil des urspru¨nglich dominanten Floquet-
Zweiges mit einem stabilen Exponenten zuru¨ckgefu¨hrt werden (vgl. Abb. 3.19).
Detaillierte Analyse
Um das beobachtete Verhalten erkla¨ren zu ko¨nnen, wurden detaillierte Untersuchungen
im Bereich der subsidia¨ren Absorption durchgefu¨hrt. In Abha¨ngigkeit von der Kontroll-
amplitude wurden Leistungsspektren aufgenommen, die als zweidimensionale Graustu-
fendarstellung in Abbildung 4.12 zu sehen sind. Auch hier entspricht ∆f = 0 wieder
der anregenden Mikrowelle (f = 9.4 GHz), die dunklen Streifen stellen Seitenba¨nder
dar, die im Zeitverhalten als Autooszillationen sichtbar werden. Zusa¨tzlich zur Fre-
quenzlandschaft sind vier Spektren zu ausgewa¨hlten Kontrollamplituden abgebildet.
Ausgangspunkt ist wiederum ein stabiler Periode-2-Orbit (Abb. 4.12, K = 0). Entspre-
chend der Position des dominanten Peaks im Spektrum, wurde eine Verzo¨gerungszeit
von τ = 1.54 µs eingestellt. Einschalten der Ru¨ckkopplung und Erho¨hen der Kontroll-
amplitude fu¨hrt zur Absenkung der Periode-2-Komponente (Abb. 4.12, K 6= 0). Bevor
es zur Aufspaltung dieses Floquet-Exponenten kommt (vgl. Abbn. 2.2, 3.6, 3.7), treten
bereits Seitenba¨nder um die vorhandenen Peaks im Spektrum auf (Abb. 4.12, K > 1.0).
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Abb. 4.11: Spektren zur in Abbildung 4.10 dargestellten Phasenraumdynamik. Von
oben nach unten: stabiler Periode-2-Orbit (K = 0), kontrollierter Periode-
1-Orbit (K = 0.2), ru¨ckkopplungsinduzierte Quasiperiodizita¨t (K = 0.5).
Der zugeho¨rige Floquet-Exponent wird bei Erho¨hen der Kontrollamplitude dominant
und sorgt somit dafu¨r, dass der angestrebte Periode-1-Orbit nicht stabilisiert werden
kann. Daher ist es hier nicht mo¨glich, die im Anhang B beschriebenen Methoden zur Be-
stimmung der Floquet-Exponenten einzusetzen. Stattdessen sind in Abbildung 4.13 die
Intensita¨ten des Periode-2-Peaks (340 kHz), des sich ausbildenden Hopf-Peaks (730 kHz)
sowie seiner ersten Oberwelle dargestellt. Es ist deutlich sichtbar, dass der den Hopf-
Peaks zugeho¨rige Floquet-Exponent dominant wird und die Stabilisierung des Periode-
1-Orbits verhindert. Es ist also nicht die Instabilita¨t des Orbits oder dessen La¨nge, d.h.
ein hoher λτ -Wert, sondern das Kreuzen im Realteil der Floquet-Exponenten fu¨r das
Ausbleiben der Kontrolle verantwortlich.
Im vorangehenden Kontrollexperiment ist es ebenfalls dieses Pha¨nomen, das fu¨r die
abrupte Destabilisierung sorgt. Dort existierte jedoch ein Kontrollamplitudenintervall,
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Abb. 4.12: Leistungsspektren in Abha¨ngigkeit von der Kontrollamplitude (subsidia¨re
Absorption, f = 9.4 GHz, Pin = 5.4 dB, H = 1852 Oe). Oben: Graustu-
fendarstellung (weiß: −45 dB, schwarz: 5 dB). Unten: (a) stabiler Periode-
2-Ausgangszustand (K = 0), (b) und (c) reduzierte Periode-2-Komponente
(K = 0.5, 1.0,) (d) quasiperiodischer Zustand (K = 1.7).
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Abb. 4.13: Intensita¨t des Periode-2-Peaks ( 340 kHz), des sich ausbildenden Hopf-
Peaks (• 730 kHz) sowie seiner ersten Oberwelle (◦) in Abha¨ngigkeit von
der Kontrollamplitude.
in dem der instabile Orbit stabilisiert werden konnte (vgl. Abbn. 4.10, 4.11).
Numerische Simulationen am Toda-Oszillator haben ergeben, dass sich Reglernach-
laufzeiten δ stark auf den Verlauf der durch die Ru¨ckkopplung induzierten Floquet-
Zweige auswirken [66]. Mit zunehmendem δ wird der Anstieg im Realteil steiler, so dass
das Kreuzen mit dem dominanten Zweig bei immer kleineren Kontrollamplituden auf-
tritt. Die Destabilisierung wird zu kleineren K-Werten verschoben bis schließlich eine
erfolgreiche Kontrolle nicht mehr mo¨glich ist. Im Spinwellenexperiment konnte die Reg-
lernachlaufzeit jedoch nicht unter δ = 0.2 µs gesenkt werden. Geht man davon aus, dass
die beiden Periode-2-Ausgangsorbits in den Kontrollexperimenten (’parallel pump’ und
subsidia¨re Absorption) a¨hnliche Lyapunov-Exponenten besitzen, so erscheint plausibel,
warum im ersten Fall der Periode-1-Orbit mit ho¨herer Wahrscheinlichkeit stabilisierbar
ist (hier auch stabilisiert werden konnte). Dort betra¨gt die relative Reglernachlaufzeit
δ/τpp = 9.6% gegenu¨ber δ/τsub1 = 13% im zweiten Fall.
Die Verwendung des erweiterten Ru¨ckkopplungsschemas (R 6= 0) brachte keine ver-
besserten Stabilita¨tseigenschaften. Wie beim Schwingkreisexperiment in Abbildung 3.18
fu¨hrt ein vormals stabiler Floquet-Exponent bereits bei kleinen Kontrollamplituden
zur Destabilisierung. In diesen Fa¨llen ist es besser, das einfache Ru¨ckkopplungsschema
(R = 0) einzusetzen. Daher wurde bei allen hier beschriebenen Kontrollexperimenten
am Spinsystem mit R = 0 gearbeitet.
Neben den Stabilita¨tseigenschaften ist ein weiteres Pha¨nomen deutlich erkennbar in
der Frequenzlandschaft (vgl. Abb. 4.12). Bei Erho¨hen der Kontrollamplitude steigt die
Oszillationsfrequenz leicht an. Die Ursache liegt in einer leicht verstimmten Verzo¨gerungs-
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Abb. 4.14: Unterdru¨ckung chaotischer Spindynamik (subsidia¨re Absorption, f =
9.4 GHz, Pin = 8.5 dB, H = 1865 Oe). Der stabilisierte Periode-1-Orbit
(K = 0.37, schwarz) ist in den chaotischen Attraktor (K = 0) eingebettet.
zeit (vgl. Kap. 2.3.1, 3.4). Bei Stabilisierung eines induzierten Orbits kann dieser Effekt
ausgenutzt werden, um die exakte Verzo¨gerungszeit zu bestimmen.
Unterdru¨ckung chaotischer Dynamik
Beim na¨chsten Kontrollexperiment [64, 65] im Bereich der subsidia¨ren Absorption ist
ein chaotischer Attraktor Ausgangspunkt der Untersuchungen. Da keine vollsta¨ndige
Periodenverdopplungskaskade im untersuchten Systemparameterbereich vorliegt (vgl.
Kap. 4.3), musste eine andere Route ausgesucht werden. Eine erste Hopf-Bifurkation
sorgt fu¨r das Auftreten von Autooszillationen. Eine anschließende Periodenverdopplung
fu¨hrt zu Periode-2-Oszillationen und gewa¨hrleistet eine flippende Umgebung (ω = pi/T )
des instabilen Periode-1-Orbits, der im Folgenden stabilisiert werden soll. Zwei weitere
Hopf-Bifurkationen sorgen fu¨r quasiperiodische Dynamik und U¨bergang zum Chaos.
Dem dominanten Peak im Spektrum des freien Systems (Abbn. 4.15, K = 0) entspre-
chend wurde eine Verzo¨gerungszeit von τ = 2.08 µs eingestellt. Anlegen der Ru¨ckkopp-
lung und Erho¨hen der Kontrollamplitude fu¨hrt zu starker Unterdru¨ckung des irregula¨ren
Verhaltens (Abbn. 4.14, 4.15, K = 0.37). Der Periode-1-Peak und dessen Harmonische
werden schmaler, die Periode-2-Komponente sinkt um etwa 15 dB. Die Frequenzkompo-
nenten, die sich aus der zweiten Hopf-Bifurkation ergeben, werden jedoch kaum beein-
flusst. Da allerdings eine Leistungsseparation von circa 30 dB gegenu¨ber dem Periode-1-
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Abb. 4.15: Spektren zu der in Abbildung 4.14 dargestellten Phasenraumdynamik.
Oben: chaotischer Zustand (K = 0), unten: stabilisierte Periode-1-
Oszillation (K = 0.37).
Peak vorliegt, ergibt sich in der Phasenraumdarstellung ein nur leicht verschmierter, in
den chaotischen Attraktor eingebetteter Orbit (Abb. 4.14). Wie in den vorangehenden
Experimenten wird bei weiterem Erho¨hen der Kontrollamplitude ein vormals stabiler
Floquet-Exponent dominant und fu¨hrt zur Destabilisierung des Systems.
Im vorliegenden Fall ergibt sich wiederum eine relative Reglernachlaufzeit von etwa
δ/τsub2 = 9.6%. Der Lyapunov-Exponent des instabilen Periode-1-Orbits ist hier aller-
dings gro¨ßer als im ’parallel pump’-Experiment. Somit ist es nicht verwunderlich, dass
dort eine bessere Kontrollqualita¨t erzielt werden konnte.
Quintessenz
Bei der Kontrolle komplexer Spindynamik mit Hilfe zeitverzo¨gerter Ru¨ckkopplung ist
es nicht ausreichend, nur den instabilen Floquet-Exponenten des freien Systems zu be-
trachten. Gerade hier spielt das komplette Eigenwertspektrum eine entscheidende Rolle.
Dabei ist zu beachten, dass die Anzahl der effektiven Freiheitsgrade ohne Ru¨ckkopplung
gering ist (D2 ≈ 2.1 fu¨r die sich ausbildenden chaotischen Attraktoren [46]), die Ge-
samtzahl aller Freiheitsgrade jedoch sehr hoch (Anzahl der Spinwellenmoden). Durch
die Ru¨ckkopplung erha¨lt jeder Freiheitsgrad ein Floquet-Spektrum mit (abza¨hlbar) un-
endlich vielen Zweigen. Da fu¨r den Bereich weit oberhalb der Instabilita¨tsschwelle, in
dem chaotische Dynamik auftritt, keine guten mathematischen Modelle fu¨r das Spin-
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system existieren, kann der Einfluss der stabilen Exponenten nicht numerisch analysiert
werden.
Von besonderer Bedeutung in diesem schnellen System ist der Einfluss der Regler-
nachlaufzeit δ. Dabei sind nicht nur die Auswirkungen auf den urspru¨nglich dominanten
Floquet-Zweig zu beachten, die in den Kapiteln 2.3.2 und 3.5 untersucht wurden, sondern
vor allem die Beeinflussung der stabilen Exponenten. Sehr vorteilhaft wa¨re eine weite-
re Absenkung von δ. Dies ko¨nnte mo¨glicherweise durch den Einsatz anderer Bauteile
erreicht werden.
Zu Beginn dieses Unterkapitels wurde bereits auf die Frage der Ru¨ckkopplung ein-
gegangen. Ohne gute Modellgleichungen la¨sst sich die effektivste Methode a priori nicht
bestimmen. Da sich mit Hilfe einer resonanten (sinusfo¨rmigen) Modulation [55] der Mi-
krowellenamplitude Spinwellenchaos mit kleinen Modulationsamplituden unterdru¨cken
la¨sst, scheint die Ru¨ckkopplung u¨ber die Mikrowellenleistung eine geeignete Methode
darzustellen. Azevedo und Rezende [54] verwendeten bei ihren Experimenten zur Unter-
dru¨ckung von chaotischer Spindynamik eine resonante Modulation des statischen Ma-
gnetfeldes. Daher ko¨nnte auch ein Ru¨ckkopplung u¨ber das Magnetfeld eine effektive
Methode darstellen. Prinzipiell ko¨nnen auch beide Gro¨ßen gleichzeitig variiert werden.





Im Rahmen dieser Arbeit ist es gelungen, neue Erkenntnisse zum Mechanismus der zeit-
verzo¨gerten Ru¨ckkopplungskontrolle zu gewinnen. Mit Hilfe einer systemunabha¨ngigen
Theorie, die in Zusammenarbeit mit W. Just und J. Ho lyst entwickelt wurde, konnte die
Wirkungsweise dieser Kontrollmethode erkla¨rt werden. Entscheidend fu¨r die erfolgreiche
Stabilisierung eines instabilen periodischen Orbits ist das Vorhandensein einer endlichen
Torsion in dessen unmittelbarer Umgebung, d.h. ein von null abweichender Imagina¨rteil
im instabilen Floquet-Exponenten3.
Durch Linearisierung der Eigenwertgleichung konnten auch quantitative Aussagen
hergeleitet werden, die experimentell an nichtlinearen elektronischen Schwingkreisen
u¨berpru¨ft wurden. Das sich ergebende Kontrollintervall wird fu¨r kleine Kontrollampli-
tuden durch eine Flip-Bifurkation beschra¨nkt. Durch Kollision zweier Floquet-Zweige
entsteht ein komplex konjugiertes Paar, das fu¨r große Kontrollamplituden durch ei-
ne Hopf-Bifurkation zur Destabilisierung des Orbits fu¨hrt. Dieses Szenarium wurde im
Experiment am nichtlinearen Diodenschwingkreis nicht nur qualitativ, sondern auch
quantitativ besta¨tigt. Die angesprochene Frequenzaufspaltung ist letztendlich dafu¨r ver-
antwortlich, dass Orbits mit großen Lyapunov-Exponenten oder langen Periodendauern
mit dem einfachen Ru¨ckkopplungsschema nicht kontrolliert werden ko¨nnen. Die Locke-
rung dieser Einschra¨nkung durch Verwendung des erweiterten Kontrollschemas konnte
analytisch begru¨ndet und experimentell demonstriert werden. Durch Ausnutzung sy-
stemparameterfreier Relationen wurde die gute U¨bereinstimmung zwischen Theorie und
Experiment untermauert.
Speziell bei autonomen Systemen steht man ha¨ufig vor dem Problem, die exakte Pe-
riodendauer des instabilen Orbits a priori zu kennen, um die Verzo¨gerungszeit entspre-
chend einstellen zu ko¨nnen. Analytisch wie auch experimentell konnte gezeigt werden,
dass bei nicht allzu großer Verstimmung ein periodischer Orbit induziert wird. Dieser
besitzt im Wesentlichen die Stabilita¨tseigenschaften des wahren Orbits. Aus der Peri-
ode des induzierten Zustands la¨sst sich mit Hilfe einer hergeleiteten Na¨herungsformel
die wahre Periode bestimmen. Bei gro¨ßeren Verstimmungen kann diese Formel im Sinne
eines Newton-Verfahrens eingesetzt werden. Entgegen fru¨heren Annahmen ist es daher
nicht dringend erforderlich, die Periode des instabilen Orbits mo¨glichst exakt zu kennen.
Bei Experimenten am ANE-Schwingkreis war es zumeist ausreichend, aus dem dominan-
3Davon abweichende Ausnahmen wurden in Kapitel 2.1 angesprochen.
57
5. Zusammenfassung
ten Peak im Frequenzspektrum einen ersten Na¨herungswert zu ermitteln. Mit diesem
la¨sst sich ein periodischer Orbit induzieren. Anschließend kann das Na¨herungsverfahren
angewendet werden. Unter Umsta¨nden ist es notwendig, nicht nur die Verzo¨gerungszeit
sondern auch die Kontrollamplitude nachzuregeln.
Die Anwendbarkeit zeitverzo¨gerter Ru¨ckkopplungskontrolle wird vor allem in schnel-
len experimentellen Systemen durch Reglernachlaufzeiten eingeschra¨nkt. Durch Einsatz
einer variablen ku¨nstlichen Nachlaufzeit im Ru¨ckkopplungszweig konnte dieses Pha¨nomen
experimentell untersucht werden. Diese Verzo¨gerung des kompletten Kontrollsignals
fu¨hrt zur Verschiebung des Frequenzaufspaltungspunktes und somit zur Reduzierung
des Kontrollintervalls. Oberhalb einer kritischen Reglernachlaufzeit ist die Kontrolle des
instabilen Orbits nicht mehr mo¨glich. Diese Einschra¨nkung kann durch Verwendung des
erweiterten Ru¨ckkopplungsschemas zwar etwas gelockert, nicht aber aufgehoben werden.
Experimentelle Untersuchungen am nichtlinearen Diodenschwingkreis haben erge-
ben, dass es unter Umsta¨nden nicht ausreichend ist, nur das Verhalten des urspru¨nglich
instabilen Floquet-Exponenten zu betrachten. Zuweilen treten Kreuzungen im Realteil
der Eigenwerte auf. Diese ko¨nnen zu einem neuen dominanten Floquet-Zweig fu¨hren,
der eventuell das Kontrollintervall reduziert oder sogar eine Stabilisierung des instabi-
len Orbits ga¨nzlich verhindert. Erste Ansa¨tze fu¨r eine theoretische Beschreibung wur-
den pra¨sentiert. Das Fehlen einer analytischen Theorie fu¨r Floquet-Probleme erschwert
derzeit weitere Fortschritte auf diesem Gebiet. Gerade hier ist der gezielte Einsatz nu-
merischer Simulationen an einfachen Modellsystemen und auch experimentell relevan-
ten Modellen wu¨nschenswert. Solche Untersuchungen ko¨nnten mo¨glicherweise auch den
Einfluss von Reglernachlaufzeiten auf diese urspru¨nglich stabilen Floquet-Exponenten
kla¨ren.
Die Erkenntnisse aus den Kontrollexperimenten an den elektronischen Schwingkrei-
sen bilden gemeinsam mit den theoretischen U¨berlegungen die Grundlage fu¨r die erfolg-
reiche Anwendung zeitverzo¨gerter Ru¨ckkopplungskontrolle in komplexen Systemen.
Ferromagnetische Resonanzexperimente an einkristallinen Yttrium-Eisengranat-Ku-
geln haben die Vielfalt dieses Spinsystems an nichtlinearen Pha¨nomenen aufgezeigt. Bei
hohen Mikrowellenleistungen wird die homogene Spinpra¨zession instabil, es kommt zur
Ausbildung von Spinwellen und magnetostatischen Moden. Durch eine Hopf-Bifurkation
kommt es zum Auftreten von Autooszillationen, die u¨ber verschiedene Routen ins Chaos
u¨bergehen. Aufgrund der hohen Systemfrequenzen ist die Anwendung aufwendiger Al-
gorithmen zur Kontrolle der chaotischen Dynamik nicht mo¨glich. Daher bietet sich die
Verwendung zeitverzo¨gerter Ru¨ckkopplungsmethoden an, die relativ leicht experimentell
umgesetzt werden ko¨nnen.
Bei der Durchfu¨hrung der Kontrollexperimente zeigte es sich, dass die Ru¨ckkopplung
ein relativ kompliziertes Floquet-Spektrum hervorruft. Kreuzungen im Realteil der Ei-
genwerte fu¨hren dazu, dass urspru¨nglich stabile Exponenten dominant werden und das
Kontrollintervall einschra¨nken. Dieses Pha¨nomen ha¨ngt stark von der relativen Regler-
nachlaufzeit ab, so dass deren weitestgehende Reduktion im Spinwellenexperiment fu¨r
erfolgreiche Kontrolle wesentlich ist. In diesem Zusammenhang wird deutlich, dass die
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Verwendung der erweiterten Ru¨ckkopplungsmethode mit hohem Reflexionsparameter
gegenu¨ber dem einfachen Schema nicht grundsa¨tzlich bessere Kontrollergebnisse erzielt.
Zuweilen ist das Gegenteil der Fall. Bei Kenntnis der Bewegungsgleichungen la¨sst sich
durch geschickte Wahl der Ru¨ckkopplung eine Optimierung der Kontrolle erzielen. Ohne
passende Modellgleichungen ist man jedoch auf experimentelles Ausprobieren angewie-
sen.
Ungeachtet dieser offenen Fragen zur Optimierung der Kontrolle zeigen die hier
pra¨sentierten Experimente, dass sich die chaotische Spindynamik mit Hilfe zeitverzo¨gerter
Ru¨ckkopplung kontrollieren la¨sst. Der erfolgreiche Einsatz bei diesem komplexen System





Fu¨r die in dieser Arbeit beschriebenen Experimente standen mir zwei Kontrollschal-
tungen zur Verfu¨gung. Sie entstanden im Rahmen der Diplomarbeiten von Bernard
[14] und Mu¨ller [67]. Detaillierte Beschreibungen ko¨nnen dort nachgelesen werden. Bei-
de Schaltungen bestehen aus einer Kaskade elektronischer Verzo¨gerungsbausteine mit
einer Grenzfrequenz von etwa 3 MHz und mehreren Operationsversta¨rkern, die als Vor-
versta¨rker, Subtrahierer oder Invertierer eingesetzt werden. Der Hauptunterschied liegt
in der Kontrollkraft, die erzeugt werden kann. Mit der Bernard’schen Platine kann nur
die einfache zeitverzo¨gerte Ru¨ckkopplung (vgl. Gl. (2.2)) generiert werden, wa¨hrend die
Mu¨ller’sche Schaltung das erweiterte Ru¨ckkopplungsschema (vgl. Gl. (2.3)) erzeugen
kann (siehe Abb. A.1).
F (t) = −K[U(t)− (1−R)S(t− τ)]
S(t) = U(t) +RS(t− τ) (A.1)
mit Reflexionsparameter R = 0 . . . 1 und Verzo¨gerungszeit τ = 10ns . . . 21µs.
Auf beiden Kontrollplatinen befinden sich zwar Potentiometer, um die Kontrollampli-
tude variieren zu ko¨nnen, doch sind diese nicht geeicht. Daher wird die Versta¨rkung der
Schaltungen auf einen Wert fixiert (K0), und das Kontrollsignal anschließend mit einem
zeitlich konstanten Faktor K1 oder einem Rechtecksignal (K1a → K1b → K1a → K1b . . .)
multipliziert. Mit Letzterem lassen sich Ein-, Aus- und Umschaltexperimente verwirk-
lichen, mit deren Hilfe aus Transienten des Kontrollsignals Floquet-Exponenten experi-
mentell bestimmt werden ko¨nnen (vgl. Anhang B). Die Gesamtversta¨rkung ergibt sich
somit zu K = K0 ·K1.
Doch wie erha¨lt man K0? Zuna¨chst wird die Verzo¨gerungszeit eingestellt. Dazu wird
auf den Eingang der Schaltung eine sinusfo¨rmige Spannung mit entsprechender Fre-
quenz gegeben. Einzelne Verzo¨gerungsbausteine werden hinzu- bzw. ausgeschalten, bis
das Signal am Ausgang verschwindet. Da jeder Verzo¨gerungsbaustein eine Da¨mpfung
des verzo¨gerten Signals bewirkt, muss sta¨ndig die Feinversta¨rkung im Verzo¨gerungszweig
nachgeregelt werden. Ist τ eingestellt, wird an den Eingang eine sinusfo¨rmige Spannung
mit der entsprechend halben Frequenz angelegt.











Abb. A.1: Schematischer Aufbau der Kontrollschaltung fu¨r erweiterte zeitverzo¨gerte
Ru¨ckkopplung.













= 2AeinK0/(1 +R) sin(pi/τ t)
≡ Aaus sin(pi/τ t)
Aus dem Verha¨ltnis von Ausgangs- zu Eingangsamplitude ergibt sich in Abha¨ngigkeit




(1 +R) . (A.4)
Aufwendig sind Experimente an autonomen Systemen, wenn die Periodendauer des
zu stabilisierenden Orbits nicht exakt bekannt ist. Diese kann zwar mit Hilfe der in Kapi-
tel 2.3.1 beschriebenen Methode bestimmt werden, doch muss bei jeder A¨nderung von τ
die Feinversta¨rkung im Verzo¨gerungszweig nachgeregelt werden. Um das zu vermeiden,
wird derzeit an einer Digitalisierung der Kontrollschaltung gearbeitet [68]. Probleme
bzw. Kosten ergeben sich dabei aufgrund der relevanten Zeitskala.
Bei den Untersuchungen zur Reglernachlaufzeit wurden beide Schaltungen einge-
setzt, eine zur Erzeugung der Kontrollkraft und der Verzo¨gerungsteil der anderen als
zusa¨tzliche regelbare Zeitverzo¨gerung.
Andere Gruppen [34, 69] diskutieren dem Erfolg eigener Kontrollmethoden ha¨ufig
anhand der so genannten Transferfunktion der Kontrollschaltung. Diese in der kon-






















Abb. A.2: Amplitude und Phase der Transferfunktion der Mu¨ller’schen Kontrollschal-
tung fu¨r R = 0 (durchgezogen), 0.2 (gestrichelt), 0.5 (punktiert).




1−R ei2pifτ . (A.5)
Im Betrag der Transferfunktion ergeben sich eine Reihe von Einbru¨chen, bei denen
die Funktion auf Null abfa¨llt (Abb. A.2). Dies ist notwendig, um das Verschwinden
der Kontrollkraft bei erfolgreicher Kontrolle zu gewa¨hrleisten. Das Verhalten zwischen
den Einbru¨chen ha¨ngt stark vom Reflexionsparameter R ab. Die Struktur des Ausdrucks
(A.5) findet sich als Argument von Γ in den charakteristischen Gleichungen (2.12), (2.20)
wieder (i2pif → −(Λ + iΩ)). Es lassen sich jedoch nicht alle Voraussetzungen fu¨r erfolg-
reiche Kontrolle mit Hilfe der Transferfunktion erkla¨ren. Einsichtig ist, dass der instabile
Orbit des freien System eine endliche Torsion besitzen muss. Betra¨gt der Imagina¨rteil
des Floquet-Exponenten ω = 0 mod 2pi, so ko¨nnen kleine Sto¨rungen ungehindert an-
wachsen, da genau bei diesen Frequenzen die Nullstellen von TF liegen. Es ist allerdings
nicht mo¨glich, Vorhersagen fu¨r das Kontrollgebiet (K(fl), K(ho), λτc) zu machen. Auch
einschra¨nkende Einflu¨sse wie z.B. eine verstimmte Verzo¨gerungszeit ko¨nnen hiermit nicht
untersucht werden.
Im Zusammenhang mit der Transferfunktion gibt es eine interessante Arbeit von
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A. Kontrollschaltung
Basso und Koautoren [69]. Mit Hilfe des Kreis-Kriteriums leiten sie ein optimales Kon-
trollschema her, das natu¨rlich vom System, dessen Parametern und dem zu stabilisie-
renden Orbit abha¨ngt. Die Kenntnis der zugrunde liegenden Bewegungsgleichungen ist
erforderlich. Selbst wenn man fu¨r das eigene System ein gutes Modell besitzt und somit
das optimale Schema na¨herungsweise bestimmen kann, so ist die Realisierung im Expe-
riment jedoch nicht praktikabel. Auf jedes System, jeden Parametersatz und jeden Orbit
mu¨sste die Kontrollschaltung entsprechend angepasst werden.
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B. Experimentelle Bestimmung von
Floquet-Exponenten
Die analytische Berechnung des Floquet-Spektrums einer periodischen Lo¨sung in nicht-
linearen zeitkontinuierlichen Systemen aus Eigenwertgleichungen wie (2.11) ist zumeist
nicht mo¨glich. Eine Diskussion der linearisierten charakteristischen Gleichung (2.15)
ist in [24] zu finden. Bei Kenntnis der Bewegungsgleichungen ist es ferner mo¨glich,
das Floquet-Spektrum numerisch exakt zu berechnen [70]. Zur experimentellen Bestim-
mung der Floquet-Exponenten eines instabilen periodischen Orbits existieren mehrere
Mo¨glichkeiten. Zwei dieser Verfahren sollen hier kurz vorgestellt sowie ihre Sta¨rken und
Schwa¨chen diskutiert werden.
Die erste Methode basiert auf der Auswertung von Ein-, Um- bzw. Ausschaltexperi-
menten. Fu¨r Kontrollamplituden innerhalb [K(fl), K(ho)] wird aus Zeittransienten beim
Einschalten der Ru¨ckkopplung (0 → K) das exponentielle Zulaufen auf den Orbit aus-
genutzt. Der exponentielle Abfall des Kontrollsignals (Abb. B.1) liefert den Realteil des
Floquet-Exponenten, die Lage der Peaks im zugeho¨rigen Frequenzspektrum die Ima-
gina¨rteile. Liegt K außerhalb des Kontrollintervalls, so wird bei stabilisiertem Orbit
(K0) die Kontrollamplitude auf K geschalten (K0 → K), das System la¨uft exponen-
tiell vom Orbit weg. Aus dem exponentiellen Anstieg des Kontrollsignals erha¨lt man
den Realteil des Floquet-Exponenten, aus der Lage der Peaks im zugeho¨rigen Frequenz-
spektrum die Imagina¨rteile. Beim Ausschaltexperiment (K0 → 0) ergibt sich dement-
sprechend der Floquet-Exponent des ungesto¨rten Orbits. Tragen mehrere Exponenten
zur Dynamik bei, so ko¨nnen die Realteile auch aus der Breite der Peaks im Frequenz-
spektrum bestimmt werden. Dazu wa¨re eine hohe Frequenzauflo¨sung wu¨nschenswert.
Die La¨nge tS der aufgenommenen Transiente ergibt sich aus der Abtastrate r und der
Anzahl der Messpunkte N zu tS = N/r. Die Frequenzauflo¨sung δf im Spektrum ist
durch den Quotienten aus Nyquist-Frequenz fN = 0.5r und Punktanzahl Nf = 0.5N
gegeben, d.h. δf = fN/Nf . Somit ist δf = 1/tS umgekehrt proportional zur La¨nge der
aufgenommenen Transiente. Da der exponentielle Abfall/Anstieg nicht u¨ber beliebig vie-
le Dekaden verfolgt werden kann, fu¨hrt dies vor allem bei betragsma¨ßig großen Realteilen
zu kurzen verwertbaren Transienten und daher zu niedrigen Frequenzauflo¨sungen. Ein
großer Vorteil dieser Methode ist die Mo¨glichkeit, die Floquet-Exponenten fu¨r beliebige
Kontrollamplituden (auch außerhalb [K(fl), K(ho)]) bestimmen zu ko¨nnen.
Die zweite Methode verwendet einen sto¨rungstheoretischen Ansatz. Der Orbit wird
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Abb. B.1: Exponentieller Abfall/Anstieg des Kontrollsignals fu¨r folgende Schaltprozes-
se in der Kontrollamplitude: 0 → 12.8 → 0; 0 → 16 → 0; 0 → 20 → 0;
−20→ 20→ −20. Die vertikalen Striche markieren die Umschaltzeitpunkte.
K(fl) = 10.4, K(ho) = 148.
66





















Abb. B.2: Leistungsspektren des Kontrollsignals bei Sto¨rung eines stabilisierten Orbits
(a) vor der Frequenzaufspaltung (K(fl) < K < K(opt)), (b) und (c) nach der
Frequenzaufspaltung (K(opt) < K < K(ho)).
durch Anwenden der zeitverzo¨gerten Ru¨ckkopplung stabilisiert. Durch eine zusa¨tzliche
kleine sinusfo¨rmige Modulation eines Systemparameters wird der Orbit gesto¨rt, es ent-
steht eine torusfo¨rmige Dynamik. Die Amplitude des Kontrollsignal an der Modulations-
frequenz wird fu¨r viele Frequenzen gemessen. Dafu¨r kann man einen Lock-In Versta¨rker
oder einen Netzwerkanalysator verwenden. Auf diese Weise erha¨lt man die Transferfunk-
tion des Gesamtsystems bestehend aus Schwingkreis und Kontrollschaltung (Abb. B.2,
vgl. Anhang A). Aus Lage und Breite der Lorentz-Kurven in diesen Spektren ergeben
sich wiederum Imagina¨r- und Realteile der Floquet-Exponenten [24]. Durch geeignete
Wahl der Modulationsamplitude wird gewa¨hrleistet, dass man sich immer in der (linea-
ren) Umgebung des Orbits befindet. Die Frequenzauflo¨sung der Spektren kann beliebig
gewa¨hlt werden. Diesem großen Vorteil steht allerdings ein entsprechender Nachteil ge-
genu¨ber: Das Verfahren kann nur bei kontrolliertem Orbit, d.h. fu¨r Kontrollamplituden
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