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STOCHASTIC DATA ASSIMILATION APPROACHES FOR MAGNETIC RESONANCE
TEMPERATURE IMAGING
ABSTRACT
Joshua P. Yung, B.S.

Supervisory Professor: John D. Hazle, Ph.D.

During magnetic resonance (MR)-guided thermal therapies, proton resonance frequency
shift (PRFS) based MR temperature imaging can quantitatively monitor tissue temperature
changes. It is widely known that the PRFS technique is easily perturbed by tissue motion,
tissue susceptibility changes, magnetic field drift, and modality–dependent applicator
induced artifacts. Due to recent advances in computational algorithms and hardware, much
more powerful statistical analysis methods are becoming realizable in the real-time
processing environment. To this end, my dissertation research focused on the
development, validation, and implementation of stochastic data-driven processing
techniques to increase the robustness of MR temperature monitoring during thermal
therapies. MR temperature imaging was demonstrated to achieve a high degree of
accuracy in damage predictions during rapid ablation procedures. In the event of
temperature imaging data loss, a Kalman filtered MR temperature imaging algorithm using
an uncorrelated, sparse covariance matrix for a Pennes bioheat model was developed to
predict temperature in regions of missing or erroneous measurement. Temperature
predictions were demonstrated to be accurate, while being less computationally expensive
than the dense covariance matrix used in standard Kalman filtering. A second approach
developed and investigated was the use of a Gaussian process for MR temperature
imaging to allow for an accurate probabilistic extrapolation of the background phase. The
technique demonstrated reliable temperature estimates in the presence of unwanted
v

background field changes. The Gaussian process algorithm was also implemented to
forecast temperature using a limited number of a priori temperature images. The
performance of these proposed approaches was validated in simulations, ex vivo, and in
vivo. These techniques allow for a full probabilistic prediction and an estimate of the
uncertainty that provide a statistical model for MR temperature imaging. In conclusion, I
have developed two novel approaches to MR temperature imaging post-processing and
demonstrated the feasibility of application of these stochastic, data-driven models
developed to improve the robustness of MR-guidance during thermal therapies and
potentially enhance the safety and efficacy of treatment.
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1
1.1

Chapter 1: Introduction
BACKGROUND
The use of high temperatures to treat illnesses can be found as early as 5000 years

ago by early civilizations in China, Egypt, the Indus valley and Mesopotamia, and Greece
(1). More than 150 years ago, various diseases were treated by freezing (2). Over time, the
application of temperature as a therapeutic treatment has improved with the evolution of
devices and techniques to deliver and monitor the effects of thermal energy.
Thermal therapy treatments are based on either the removal or addition of thermal
energy from or to the body. Two common medical applications use temperatures colder
than physiological temperatures. One involves a moderate decrease in temperature such
as an ice compress for pain relief or reduction of superficial inflammation. The second
treatment is cryotherapy ablation where the target region is reduced to temperatures < –
50°C for >10 minutes in order to effect tissue necrosis.
In the slightly higher temperature ranges, moderate-temperature hyperthermia at the
42–45°C range for 15–60 minutes exists and has been studied for many years.
Hyperthermia has the ability to cause many changes in tissue physiology, such as a rise in
blood perfusion, pH, vascular permeability, O2 tension, and metabolic activity (3). In
oncology, there are numerous published studies that study the effectiveness of
hyperthermia in combination with radiation or chemotherapy (4–7).
High temperature thermal ablation, treatments at >60°C, are employed to treat
tissue in a conformal target location (8) in order to induce irreversible cell injury and
eventually apotosis and coagulative necrosis (9). This application of thermal dose has been
characterized by vascular stasis, protein denaturization, cellular coagulation, and tissue
necrosis (10). Biological studies have investigated the thermally induced injury mechanisms
at the macromolecular, cellular, and tissue levels (1). DNA and structured RNA are unlikely

1

to cause cell killing at the temperatures achieved in ablation treatments as they do not
experience conformational changes below approximately 85–90°C. Other RNAs such as
tRNA and rRNA, and small, nuclear ribonucleoprotein (snRNP) complexes are potential
targets at temperatures ranging from 37 to 85°C (11). The lipid major phase transitions
occur at temperatures between 10°C and 40°C (12,13). Thus, it is also unlikely that lipids
are the rate-limiting targets for cell injury above 40°C. Thermal denaturation of cellular
proteins has shown that protein denaturation by differential scanning calorimetry (DSC)
starts at approximately 40°C (14). In the review by He and Bischof (1), the plasma
membrane that separates the intracellular components from the extracellular environment
has been suggested to be the primary target during heating. Other subcellular systems or
organelles have also been implicated as targets of cell injury, such as the constitutive
system, mitochondria, ribosome, Golgi apparatus, cytoskeleton, lysosome, centrosome,
and endoplasmic reticulum (ER). In Cotran et al. (15), the predominantly pathologically
vulnerable intracellular systems are suggested to be the Golgi apparatus, the ribosome,
and ER, the nucleus, the aerobic respiration systems, and the enzymatic and structural
proteins. At the tissue level, the higher thermal exposures occur near the center of the
thermal ablation treatments, and result in irreversibly damage and coagulated critical
cellular proteins, tissue structural components, and the vasculature which cause immediate
tissue destruction (10). In the regions of lower but still lethal thermal exposures which are
usually found at the borders of the thermal lesion, the tissue dies within 2–3 days (16) and
furthers the coagulative necrosis.
Image guidance is crucial to facilitating a safe and effective approach to these
therapies. Guidance is often provided by ultrasound, computed tomography, or fluoroscopy.
However, magnetic resonance imaging (MRI) has the unique advantage of being capable of
providing guidance in all stages of these procedures: planning, localization, monitoring, and
verification. Several ablation modalities have been made to be compatible with MRI
2

including laser, focused ultrasound, RF ablation, microwave, and cryoablation (17).
Magnetic resonance imaging like other modalities such as CT and ultrasound has the ability
to provide soft tissue and 3D acquisitions for pre-treatment planning and localization.
Numerous MRI-sensitive parameters such as T1 and T2 relaxation times, proton density,
the diffusion coefficient, magnetization transfer, and the proton resonance frequency (PRF)
shift have been shown to be sensitive to temperature (18). However, several studies that
compared the various MRI thermal monitoring methods reported the proton resonance
frequency (PRF) shift method having a higher sensitivity over T1 or diffusion-based
methods, as well as less tissue-type sensitivity (19).
As temperature increases, the hydrogen proton spends more time closer to the
electron cloud of the neighbor oxygen atom due to the hydrogen bonds bending, stretching,
and breaking. The chemical shift creates a downfield shift in the magnetic field that is
related to temperature in a linear fashion. The temperature sensitivity coefficient, α, refers
to the amount of shift in parts per million (ppm) per degree Celsius and is found to be
approximately -0.01 ppm/°C in water and -0.0097 ppm/°C in tissue (20). The PRF shift
technique was first used by Ishihara et al (21) to measure the relative temperature by
obtaining the phase difference in acquired with gradient echo MR images. With the use of
the PRF method, a quantitative relative temperature measurement can also be acquired for
real-time temperature feedback during therapy (22,23), where the relationship between the
phase difference (∆ϕ) and the measured temperature (∆T) change can be expressed as:

∆T =

∆ϕ
2π ⋅ γ ⋅ B0 ⋅ TE

(1.1)

In this equation, γ is the gyromagnetic ratio (42.58 × 106 Hz/T), B0 is the strength of the
main magnet, and TE is the echo time for the MR pulse sequence. With the spatiotemporal
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history, damage to tissue can be modeled as a change in state based on an Arrhenius rate
processs (24,25),
t

Ω(t ) = ∫ Ae− EA / RT (τ ) dτ ,

(1.2)

0

where the frequency factor, A, and the activation energy, EA, are kinetic parameters
experimentally determined a priori. The tissue temperature is T(τ) and the universal gas
constant is R.
Henriques successfully used this model to predict coagulation in human and pig
skin, and it has been applied to brain tissue (26,27). This approach can be simplified via
approximation and normalization to hyperthermia results by Sapareto and Dewey (28) and
was used to predict isoeffects that would happen had the tissue been exposed to a
cumulative equivalent number of minutes at 43°C (CEM43). The CEM43 model was then
later extended to high temperature ablations by Damianou et al. (29). Both of these models
depend on the temperature history on a voxel to voxel basis.

1.2

MOTIVATION
One of the main issues with the use of a PRF shift for MR thermometry is that the

change in temperature is primarily determined by the phase difference between images
acquired during the delivery of energy and before the treatment. The subtraction from the
reference phase image acquired prior to heating is sensitive to motion. Motion results in
non-linear magnetic field changes, which translates into non-temperature dependent phase
changes and hence incorrect estimation of temperature (30).
A major source of motion is respiration and can be important for liver and other
organs that are being considered for MR-guided thermal therapy. Under normal respiration,
the liver was measured to shift from 5-17mm in the superior/inferior direction and less than
2mm in other directions (31). Respiration causes displacement as well as changes in the
4

susceptibility field. A study by Salomir et al. (32), showed that even without tissue motion,
artifacts in temperature measurements can arise from lung filling altering the background
phase due to susceptibility field changes. Since thermal therapy delivery can take several
minutes, a single breath hold delivery is often not feasible, even under general anesthesia.
Additionally, multiple breath holds during application of therapy are not suitable either as
reproducible breath holding is very difficult to accomplish and monitoring of the therapy for
safety and efficacy are essentially halted waiting for a gated acquisition to complete.
A source of motion, besides respiration, is the tissue displacement due to the
structural deformation and transformation caused by the thermal coagulation (33,34).
Swelling of the tissue in all three dimensions can cause changes in the field distribution
(35). Since patients may not be under general anesthesia, patient movement may also be a
source of motion.
To date, the most promising approach to overcome major temperature artifacts
associated with motion, a two-step method has been suggested (referred to as atlas-based,
multi-baseline, or projection profile matching). In this approach an atlas of images
characterizing the motion is acquired prior to treatment; during the procedure, the reference
image that most closely represents the current image is chosen from the atlas and used to
calculate the relative temperature map. The selection of which baseline image to use has
been achieved based on nonsimilarity coefficients (36), intercorrelation coefficients (37),
motion fields (38), navigator echoes (39–41), and look-up tables and models (42). The
downside of such a method is the assumption that the atlas or look up table fully
encompassed the range of potential background phase images during delivery of the
treatment.
An approach to PRF-based MR thermometry without the need for baseline image
subtraction has been investigated. In this way, interscan motion would not be a factor in
temperature calculation. The approach referred to as “referenceless” PRF thermometry by
5

Rieke et al. (43), or self-referenced thermometry attempts to estimate a baseline image by
fitting a polynomial function to the region outside of the heating and then extrapolating into
the heated region (43,44). The estimate is then subtracted from the actual phase to
produce the temperature map. However, in certain tissues where fat is in the outside region
needed for phase estimation, such as the prostate, an echo time-dependent offset in
phases between water and fat exists which makes the polynomial fitting difficult. To address
this issue, in 2004 Rieke et al. (45) used multiple ROIs to estimate the phase offset
between the fat and water. In 2007, Rieke et al. (46) proposed a multi-echo sequence to
handle both tissue types separately and to determine the phase offset. In these
referenceless thermometry methods, user interaction is required to select ROIs and can
significantly affect results. In some cases, multiple images must be acquired for information
extraction. However, a study by Grissom et al. (47) proposed using an iterativelyreweighted regression to downweight the phase information at spatial locations within the
heating treatment and thus, minimizing its effect on the polynomial fitting and claims to no
longer require human interaction or tracking. This reweighted l1 method requires users to
choose parameters for the background phase regression, the number of reweights, ε, and
the region for polynomial fitting. Using a polynomial function, the number of reweights, ε,
and area for the fitting affected the accuracy of the results. Instead of the previously
described polynomial fitting to the background phase, Salomir et al. (48) used harmonic
interpolation based on the assumption that the unwrapped phase in GRE images followed a
harmonic function in 3D within a homogenous medium. A disadvantage of these methods is
the need for high SNR to facilitate the polynomial fitting. The need for slowly varying
background phase can also cause problems near tissue interfaces where more complex
phase variations exist.
An additional pulse sequence developed by Shmatukha et al. (49) also proposed a
multi-echo pulse sequence in which the signal from fat was used to correct for magnetic
6

field disturbances. However, the authors acknowledged large temperature errors due to
suboptimal fat-water separation in the pulse sequence’s published state. Also, tissues with
no nearby lipid reference limits the technique.
In addition to motion-induced PRF errors, signal loss has been linked with the area
of the laser applicator (50) and is dependent on several factors such as echo time (TE),
field strength, acceleration in order to increase the temporal resolution. Due to long T1
relaxation times, heat-induced signal loss can also be observed (51). Susceptibility effects
from different types of tissue as well as temperature-induced changes can cause
temperature measurement variations (52,53).
As an alternative to image or acquisition-based processing, recent studies have also
looked at model-based filtering (54,55). In Fuentes et al. (56), the Kalman filter framework
was investigated for MR thermometry. By combining MR temperature measurements with a
deterministic bioheat equation, temperature predictions were able to be determined. The
computational intensity of such model-based techniques can be quite high. Improving the
flexibility of these model-based processes by moving from strictly deterministic to stochastic
type of models can offer increased robustness and uncertainty quantification. In regards to
the Kalman filter, the effect of the covariance matrix could also be investigated. Thus,
through the use of model predictions, temporal resolution or MR thermometry accuracy and
robustness has the potential to be improved.
The machine learning and statistics community have a rich history in applying
algorithmic and physics based data models to reach conclusions from a given dataset
(57,58). Physics based approaches provide a theoretically sound and concise methodology
to summarize a high dimensional dataset with a low dimensional model parameter subset.
However, in the case where a relatively simple model is a poor emulation of the complex
physics, the model unjustifiably biases the conclusions. The Gaussian process modelling is
applied here to MR temperature imaging as a supervised learning method in which a
7

dataset is split into inputs and outputs (59). This non-parametric Bayesian modeling method
provides an alternative to physics based methods (56) for achieving the required predictive
accuracy. Via optimization of ‘hyperparameters’ in the GPM kernels, the technique offers a
complementary trade-off between data fitting and smoothing. By comparison, neural
networks are parameteric, but offer an attractive option if datasets were larger and not
smooth. A variant of neural networks, such as Deep Learning, could help address these
cases. However, in regards to MR thermometry where the underlying physical processes
shold result in functions that are smoothly varying, GPM allows for information in the form of
the prior to be used if necessary and provide a full probabilistic prediction and an estimate
of the uncertainty. This ability and the flexibility of the kernel and hyper-parameters are
some advantages that Gaussian processes offer over other well-known methods such as
support vector machines (SVM). This leads to the following central hypothesis:
Corrupt voxels in the presence of PRF shift specific transient data loss can be
corrected through the use of stochastic, data-driven models.
The goal is to have the temperature feedback to be within 2σ of the temperature
uncertainty or have the predicted dose region to be within 2mm of immediate posttreatment contrast-enhanced imaging.

1.3

SPECIFIC AIMS
The specific aims to fulfill my central hypothesis are:

Specific Aim 1: Develop stochastic data-driven processing techniques to address data loss
or data corruption of MR temperature imaging during therapy delivery, while replacing them
with the best estimate of the true temperature information with quantifiable uncertainty and
confidence intervals.
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Specific Aim 2: Conduct in silico experiments and acquire phantom data to prospectively
validate and characterize the proposed algorithms. The phantom experiments will simulate
artifacts to determine the necessary data to acquire temperature estimates within 2σ of the
MR temperature measurements.

Specific Aim 3: Retrospectively apply and analyze the optimized algorithms on in vivo data
collected from MR-guided thermal therapies and critically evaluate the online performance
and applicability of the developed algorithms. The applied correction techniques will provide
temperature feedback and thermal dose measurements with a temperature uncertainty less
than 2σ and predicted dose region within 2mm of immediate post-treatment contrastenhanced imaging.

1.4

SIGNIFICANCE
By far, one of the most vexing and complicated problems for temperature monitoring

with the PRF shift method is motion since the relative temperature difference is calculated
by comparing the phase to a reference phase prior to heating. The motion between the
acquisition of the baseline phase of the complex MR image and the current image, creates
not only a misregistration between the anatomical information, but a nonlinear warping of
the background magnetic field due to the change in the boundary conditions on Maxwell’s
equations for the static magnetic field. While these changes are usually slowly varying,
artifacts are particularly pronounced at interfaces with large susceptibility differences, such
as between different tissue types.
From these previously published studies, this research intends to focus on areas
unresolved by any single work. One main focus is to maintain the temperature history for
quantitative thermal damage prediction. Accurate prediction of thermal damage facilitates
periprocedural treatment delivery decisions without the need for multiple diagnostic
9

verification image acquisitions that, which often require contrast injections. The prevention
of multiple contrast injections decreases treatment times as contrast injections require time
for washout prior to each injection as well as reduces risk of toxicity issues (60). Also,
imaging for verification after delivery of the thermal energy would not help in monitoring
irreversible damage that may have already occurred. Another focus is the ability to have
MR temperature imaging with uncertainty quantification. Confidence intervals of the
temperature or thermal dose predictions can offer more information to the physicians.
Uncertainty quantification may also allow for more robust temperature monitoring by
improving the ability to identify true MR temperature artifacts.
The impact of the completion of this work is to facilitate continuous feedback of
temperature changes during MR-guided laser induced thermal therapy regardless of
temperature artifacts and data contamination as well as to provide the user with the best
damage

estimate

possible

given

the measurements

immediately

post-treatment.

Continuous and accurate temperature monitoring would help to minimize damage to
surrounding normal tissue and prevent temperature safety limits from being exceeded (27),
enabling targets near critical structures that were previously deemed unsafe to be treated.
The ability to predict thermally damaged regions with high accuracy, as well as
communicate the uncertainty, can be critical in periprocedural decision making.
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Chapter 2: Quantitative Comparison of Thermal Dose Models

Portions of Chapter 2 were published in the journal Medical Physics in October 2010 (Yung,
Joshua P., Anil Shetty, Andrew Elliott, Jeffrey S. Weinberg, Roger J. McNichols, Ashok
Gowda, John D. Hazle, and R. Jason Stafford. “Quantitative comparison of thermal dose
models in normal canine brain.” Medical Physics 37, no 10 (2010): pp. 5313-21.) Written
permission has been obtained from the journal for use of these materials in this
dissertation.

2.1

INTRODUCTION
Minimally invasive thermal ablative therapy as an alternative to conventional

surgery in the treatment of solid tumors and other pathologies is increasing in use
because of the potential benefits of performing these procedures in an outpatient
setting with reduced complications and co-morbidity. Using real-time magnetic
resonance (MR) imaging to guide these minimally invasive ablative procedures is
desirable because of the multiple contrast mechanisms currently available for
treatment planning, targeting, monitoring, and verification. In particular, the use of
MR temperature imaging (MRTI) to monitor energy delivery in real-time has
facilitated a safer and more effective therapy delivery for modalities and tumor
locations which previously would have been too difficult to attempt (61,62).
An FDA-cleared MR-guided laser-induced thermal therapy system was used
to treat intracerebral lesions in a clinical trial (61). This system uses MRTI based on
the proton resonance frequency shift to guide the delivery of therapy in real time
with a temperature uncertainty generally less than 2°C (18,52). The cumulative
spatiotemporal temperature history is then used to estimate the thermal damage to
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tissue (63,64). This modeling of thermal damage can potentially be used as a
surrogate for post-treatment damage verification imaging and can also be used to
control therapy delivery in real time.
Studies have shown that pre-contrast and post-contrast imaging of brain
ablations/thermal lesions in the brain reveals regions of thermal necrosis correlating
with those identified by post-treatment histopathologic analysis (22,65). However,
contrast-enhanced imaging is not amenable to real-time procedure monitoring as
irreversible damage may have already occurred. Multiple contrast injections would
also require time for washout prior to each injection and risk toxicity issues. With
accurate MR thermometry and thermal dose prediction, one should be able to
monitor treatments in real time and terminate them immediately before any adjoining
healthy tissue was damaged. This ability would enhance the safety and efficiency of
these minimally invasive thermal ablative procedures. Additionally, accurate
dosimetry, when coupled with accurate simulation of heating during treatment,
would enable better prospective planning of thermal ablative procedures.
Various models of tissue damage have been evaluated in brain tissue for
rapid thermal therapy delivery applications, such as laser or focused-ultrasound
technology (27,63,66). The irreversible denaturation of proteins is assumed to be
the rate-limiting step in heating-induced tissue coagulation, and also has been
shown to be directly correlated with cell death (67–69). Tissue damage can be
modeled as a change in state based on an Arrhenius rate process (24,25).
Henriques (24) successfully used the Arrhenius model to predict coagulation in
human and pig skin; more recently, this model has been applied to brain tissue
(26,27,70). Sapareto and Dewey (28) developed the CEM43 model as a
simplification of the Arrhenius model via approximation and normalization to
hyperthermia results and used it to predict the isoeffects that would be produced if
12

the tissue had been exposed to a cumulative equivalent number of minutes at 43°C
(CEM43). The CEM43 model was then later extended to high-temperature ablations
by Damianou et al. (29). The interrelationship as well as mathematical methods to
convert between the two models were demonstrated by Pearce (71). Lastly, the
simplest thermal dose model to apply is a simple temperature threshold, which
assumes that tissue is damaged nearly instantaneously once it reaches a certain
temperature (72). This model is different from the others in that it assumes that the
tissue response is independent of the temperature history, which may be a
reasonable approximation in cases of rapid ablation.
Although these models have all been used to predict damage in brain tissue
during thermal ablative treatment, even within the same model, widely varying
parameters or thresholds have been used as an indication of thermal damage
defined by their respective end points. For instance, studies using the CEM43 model
to predict damage to brain tissue resulted in different values including 28 min, with a
standard deviation of 41 min (73) over seven lesions, when compared to posttreatment T2-weighted imaging 4 hours after therapy and 50 min (22) has been
used for comparison to post-treatment contrast-enhanced T1-weighted imaging 20
minutes after therapy. Likewise, in studies using the Arrhenius model, different
parameters and thresholds predicting cell death: Thermal damage threshold, Ω = 1
(26,27) and Ω = 6.9 (66). Temperature thresholds have been reported in the range
of 48°C to 53°C (63,73,74).
In this work, we evaluated how accurately the three thermal dose models Arrhenius rate process, CEM43, and threshold temperature - could serve as a
surrogate to contrast-enhanced imaging the region of damage of normal canine
brain tissue after laser ablative therapy by comparing the predictions to post-
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contrast T1-weighted images acquired immediately after treatment (<20 min). To
quantitatively evaluate the performance of each thermal dose model, we used a
statistical validation metric, the Dice Similarity Coefficient (DSC), to measure the
spatial overlap of regions (75). The DSC has previously been used to measure
image segmentation accuracy in brain tissue with MR images (76–78). Posttreatment contrast-enhanced T1-weighted imaging was used as the gold standard in
order to validate the use of MR-derived thermal dosimetry as a surrogate for postcontrast thermal damage verification imaging of brain tissue. After administration of
contrast agent, the peripheral region of enhancement surrounding the non-perfused
zone has been shown to be in good agreement with histologic findings as a marker
for thermal coagulation (65,79,80). One such study by Breen et al. (65) showed that
the tissue within the hyperintense and central regions closely corresponded to the
region of dead or irreversibly damaged cells in histology. Their experiment consisted
of carefully acquiring MR and tissue images in the same plane, which were later
aligned for comparison and cell-viability staining techniques.
In this study, we used the DSC to quantitatively compare the spatial overlap
of the region of thermal damage as predicted by the Arrhenius, CEM43, and
temperature threshold models for in vivo normal canine brain during thermal therapy
to the region of thermal damage as revealed by contrast-enhanced T1-weighted
images acquired immediately after therapy (<20 min). We also used the DSC to
investigate the effect that varying the parameters and thresholds had on each
model.

2.2

MATERIALS AND METHODS

2.2.1

MR-guided laser-induced thermal therapy
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All experimental procedures were performed at The University of Texas M.
D. Anderson Cancer Center in accordance with protocols approved by the
Institutional Animal Care and Use Committee. Four clinically normal mongrel hound
dogs (weighing 20–25 kg each) were used. To image and treat the dogs, we
induced anesthesia with intramuscular medetomidine (10 mg/kg) and maintained it
with 2% isoflurane. Before laser treatment, a burr hole was created in the right
parietal bone of each anesthetized dog. Briefly, a 1-cm light-diffusing tip fiber
encased in an actively cooled sheath was inserted into the frontal lobe. Laser fiber
placement was planned and verified by using a 3D fast, spoiled gradient-echo
imaging sequence. All imaging was performed on a 1.5-T whole-body MR scanner
(Excite HD, GE Healthcare, Waukesha, WI), with an 8-channel phased array,
receive-only head coil (MRI Devices Corp., Gainesville, FL). Using a temperaturesensitive echo-planar sequence combined with parallel imaging, we obtained realtime monitoring of the temperature changes during exposure of normal brain tissue
to the laser (980 nm; 6–10 W) in five planes every 6 s (number of shots = 8; echo
time [TE] = 20 ms; repetition time [TR] = 544 ms; field of view [FOV] = 20 cm × 20
cm; frequency × phase = 256 × 128; bandwidth [BW] = ±250 kHz) (23,81). A waterselective spatial-spectral excitation was used in order to minimize errors due to the
lipid signal contamination. Coil sensitivities from a calibration scan were combined
to produce the phase maps. Voxel dimensions were 0.78 mm × 0.78 mm with a
slice thickness of 3-4 mm. Three to five planes were acquired parallel to one
another and acquired parallel to the laser fiber with the center plane positioned
overlapping the fiber. The acceleration factor was 1-2 for all subjects. Subsequent
post-treatment MR imaging consisted of post-contrast T1-weighted fast-spin echo
imaging (TE = 9.2 ms; TR = 800 ms; FOV = 20 cm × 20 cm; frequency × phase =
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256 × 192; BW = ± 25 kHz) with no acceleration factor applied. The spatial
resolution and slice location of the post-treatment imaging matched the MR
temperature images. After therapy, the burr hole was sealed with bone wax; the
muscle was closed with 3.0 vicryl sutures; and the skin was closed with 3.0 nylon
sutures.

2.2.2

Post-processing of real-time MRTI and thermal dose
MRTI was performed using the temperature-dependent proton resonance

frequency method (52). In-house software written in MATLAB (The Mathworks Inc.,
Natick, MA) was used to process the temperature images and to apply the thermal
dose models. Temperature changes were calculated from complex phase
subtraction images and added to the baseline temperature of the dogs to obtain
absolute temperature maps. The relationship between the phase difference (∆ϕ)
and the measured temperature change (∆T) can be expressed as:


  ··

·

,

( 2.1 )

where α is the temperature sensitivity coefficient (assumed to be 0.0097 ppm/°C)
(20), γ is the gyromagnetic ratio (42.58 × 106 Hz/T), B0 is the strength of the main
magnet (1.5 T), and TE is the echo time for the MR pulse sequence (20 ms).
By defining a region of interest (ROI) in the first three temperature images
before treatment delivery, we were able to estimate the uncertainty (noise) in the
temperature images as the average of the standard deviations from the ROI. The
ROI was placed as close as possible to the active area of the laser fiber in order to
measure the uncertainty of the ablation region. Figure 2.1 shows the ROI for Dog 1.
The area to the right of the ROI, where temperature artifacts due to the laser fiber
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water-cooled
cooled sheath from affecting the
can be observed, was avoided to prevent the water
temperature measurement.

Figure 2.1. Map of the temperature rise in °C obtained prior to heating showing the
ROI (square) used to determine temperature uncertainty in the MRTI. The laser fiber
(arrows) was avoided to prevent the water
water-cooled
cooled sheath from affecting the
temperature measurement.

Magnetic field drift was accounted for by creating an additional ROI in the
contralateral side of the brain away from the area of heating and the mean
temperature at each time point was subtracted from its respective time point’s
temperature measurements.
Post-treatment
treatment MR images were registered to the same anatomical location
locati
as the images acquired during MRTI; they were then manually segmented at the
same slice location as the center plane of the MRTI. The outer edge of the
hyperintense rim of the ablation region was used as the surrogate marker of the
isoeffect for thermal coagulation. Manual segmentation
egmentation was performed in MATLAB
17

without prior knowledge of the estimated dose, and included the signal void left by
the laser applicator. The window and level settings for each MR image were
modified to provide sufficient contrast between the hyperintense rim and the
adjacent tissue without increasing the identifiable lesion size or shape. Voxels along
and within the segmentation border were given a value of 1 and assumed to be
damaged beyond repair, while voxels outside of the segmentation border were
given a value of 0 and considered to be viable. Several segmentations were
performed for each subject in order to accommodate the variance in this procedure.
The average measurement was used for comparison with the MRTI-derived
dosimetry.
Important pre- and post-processing steps for the temperature maps that
improved comparison with the post-treatment images included eliminating
temperature images obtained prior to heating, filtering, correcting empty pixels in the
damage estimate interior, and obtaining accurate image registration. Since the DSC
compared the entire FOV of each image, accurate image registration was
particularly important. In one dog, a Wiener filter was applied to the post-treatment
images prior to segmentation. The first image of the echo-planar sequence was
skipped as a reference image for the complex phase subtraction as the signal had
not reached steady state yet.
Absolute temperature maps were input into the thermal dose models to
obtain a predicted region of damage. Each model was applied on a pixel-by-pixel
basis. Voxels that reached the threshold for thermal damage or thermal dose were
assumed to be damaged beyond repair. The temporal temperature histories at each
pixel were used in the Arrhenius rate process model (25):
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( 2.2 )

t

Ω(t ) = ∫ Ae− E A / RT (τ ) dτ
0

.

In this model, the frequency factor, A, and the activation energy, EA, are
kinetic parameters experimentally determined a priori. In this study, the values for A
and EA were 3.1 x 1098 /s and 6.28 x 105 J/mol, respectively. These values are the
same as those derived by Henriques from his experimental data with the basal
epidermis layer and have been used in previous studies (26,27,61,66). While there
are other Arrhenius tissue model parameters available in literature (25), these
parameters were chosen as they are used by the FDA cleared laser ablation system
being evaluated. T(t) is the tissue temperature over time and R is the universal gas
constant. The threshold, Ω(t), was varied from 0.01 to 10.2 with Ω equal to 1.0 being
used as the norm from previous reports (27,61). The CEM43 model, which is based
on the Arrhenius model quantifies the damage in a non-linear fashion using the
temporal temperature history and relates it to a constant temperature of 43°C (28):
t = final

CEM 43 =

∑

( 2.3 )

R 43−T ∆t

t =0

,

where CEM43 is the cumulative equivalent time at the reference temperature of
43°C, T is the average temperature during period ∆t, and R is a constant. At
temperatures at or above 43°C, R was set equal to 0.5; at temperatures below
43°C, R was set equal to 0.25, which agrees with previous implementations (16).
For this model, Sapareto and Dewey (28) chose a break temperature of 43°C as the
best estimate from the available data. The thermal dose at which tissue was
considered to be dead was varied from 10 CEM43 to 1200 CEM43. In the present
study, 240 CEM43 was taken to be the norm, based on previous studies (82–84). In
this model, disregarding the temperature history of the subject, lethal thermal
damage was assumed to occur above a critical temperature, with non-lethal thermal
19

damage occurring below the threshold temperature. We varied the threshold
temperature from 51°C to 71°C; 57°C is the threshold temperature reported in
previous studies (85).

2.2.3

Quantitative comparison of dose models
To quantitatively compare the region of damage predicted by each model as

a function of threshold value, we used the DSC to calculate the spatial overlap
between the binary images of the model output and the manually segmented posttreatment images. The DSC has been recommended as a good validation metric for
spatial overlap (86). The DSC is defined as:

DSC ( A, B ) = 2( A ∩ B ) /( A + B ) .

( 2.4 )

The possible values of DSC range from 0 (no overlap) to 1 (complete
overlap). For the purposes of this study, a DSC value greater than 0.7 was assumed
to be a “good” agreement (76).

2.3

RESULTS

2.3.1

MR-guided laser-induced thermal therapy
According to the MRTI feedback on the MR-guided laser-induced thermal

therapy system, the intracranial laser treatment created elliptical lesions between
1.5–2 cm along the fiber and 1.0–1.5 cm transverse to the fiber. Applied power was
manually modulated from 6 to 15 W, with pulses lasting between 19 s and 189 s.
The water-cooled sheath prevented tissue charring adjacent to the laser fiber.

2.3.2

Post-processing of real-time MRTI and thermal dose
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We examined the slice locations of the post-treatment
treatment images that were
closest to the center plane of the MRTI. Manual segmentation was performed on the
T2-weighted, fluid-attenuated
attenuated inversion recovery, and post
post-contrast
contrast T1-weighted
T1
images acquired immediately foll
following the treatment (<20 min). Using the laser fiber
as an internal marker, the post
post-treatment
treatment images were well registered with the
images acquired during treatment. The damaged tissue and hyperintense rim were
measured from the pos
post-contrast T1-weighted images. The areas of the damaged
regions for the four dog
dogs were 75.07 mm2, 117.18 mm2, 140.99 mm2, and 99.08
mm2.

2.3.3

Comparison of dose models
Using the DSC to quantitatively evaluate the change in spatial overlap, we

implemented various thresholds. Figure 2.2 shows the estimates of tissue damage
generated by each model overlaid onto the post
post-contrast T1-weighted
weighted image for
Dog 4. There was good agreement between the thermally damaged region identified
by the post-contrast
contrast image and similar results were obtained for all other dogs.
dogs

Figure 2.2. Damage revealed on the post
post-contrast T1-weighted
weighted image (contoured in
red) and the damage estimates produced by the models (contoured in blue) in Dog
4 (left, Arrhenius; middle, CEM43; right, temperature threshold).
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For the Arrhenius model, the standard threshold of Ω = 1 gave DSC values
of 0.92, 0.88, 0.92, and 0.92 for the four dogs, with a mean DSC ± standard
deviation of 0.91 ± 0.02. The maximum DSC (DSC = 0.91 ± 0.03) obtained
averaging over the four subjects occurred at Ω = 0.65 (Figure 2.3).
). For the CEM43
model, att the assumed threshold of 240 CEM43, DSC values for the four dogs were
0.87, 0.84, 0.92, and 0.91, with a mean of 0.89 ± 0.04. The DSC value reached a
maximum (DSC = 0.91 ± 0.04) for the threshold tested at a thermal threshold of 690
CEM43 averaged over the four dogs. For the temperature threshold model, a
threshold of 57°C resulted in DSC values of 0.86, 0.79, 0.91, and 0.88 for the four
dogs and a mean of 0.86 ± 0.05. The maximum DSC (DSC = 0.91 ± 0.04) averaged
over the four dogs o
occurred at a threshold temperature of 61°C. The threshold
intervals that resulted in DSC values within one standard deviation of maximum
were 0.10–3.0, ≥160
160 min, and 58°C
C–65°
65°C for the Arrhenius, CEM43, and
temperature threshold models, respectively. DSC va
values
lues corresponding to cited
thresholds were not significantly different from maximum DSCs for all three models.
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Figure 2.3. DSC values averaged from the four dogs using the Arrhenius (a),
CEM43 (b), and threshold temperature (c) models. Error bars represent the
standard deviation of each threshold that was examined. A temperature uncertainty
was added and subtracted from the measured baseline temperature and the
resulting DSC values were consistently within the standard deviation.

Previously cited thresholds resulted in DSC values ranging from 0.88 to
0.92, 0.84 to 0.92, and 0.79 to 0.91 for the Arrhenius, CEM43, and temperature
23

threshold models, respectively. For all models applied to all of the dogs, the DSC
values were well over 0.7, the threshold commonly thought to correspond to a
“good” spatial overlap between images (76). At least 90% spatial overlap was
obtained for all four dogs when using thresholds of Ω = 0.2 – 1.45, CEM43≥390 min,
and T=60°C – 62°C, for the Arrhenius, CEM43, and temperature threshold model
thresholds, respectively. The upper bound of the range for the CEM43 model was
beyond the thresholds tested in this study. Table 2.1 summarizes the thresholds for
each model and corresponding DSC values.

Table 2.1 Threshold and DSC values for cited and maximum DSC threshold values
with threshold intervals within 1σ of DSCmax and for all four dogs to have DSC ≥ 0.9.

Thresholds
Model

Cited

DSCmax

DSCmax+1σ

DSC ≥ 0.9

Arrhenius (Ω)

Ω = 1.0

Ω = 0.65

0.10 – 3.0

0.2 – 1.45

DSC

0.91 ± 0.02

0.91 ± 0.03

CEM43 (min)

240 min

690 min

≥160

≥390

DSC

0.89 ± 0.04

0.91 ± 0.04

Threshold temp (°C)

57°

61°

58° - 65°

60° - 62°

DSC

0.86 ± 0.05

0.91 ± 0.04

The average of the ROI standard deviations from the first three temperature
maps prior to treatment delivery resulted in different temperature uncertainties for
each dog. The uncertainty of the temperature measurements for the four dogs were
0.32°C, 0.76°C, 0.47°C, and 0.31°C, which when added and subtracted from the
dogs’ measured baseline temperature, resulted in new baselines (Table 2.2) that
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were used to convert the relative temperature maps to new absolute temperature
maps. Each new temperature map for each dog allowed for an additional DSC plot
to be generated. Table 2.3 and Table 2.4 summarize the thresholds for each model
and corresponding DSC values after applying these temperature uncertainties to the
temperature maps. All three models at their respective peaks in DSC values had
little dependence on the small variations within the temperature maps. The
Arrhenius and CEM43 models showed a large range in thresholds that resulted in a
spatial overlap which was not statistically different from the maximum DSC values
found in the range of thresholds tested. With the inclusion of the temperature
uncertainties, the Arrhenius and threshold temperature models’ DSC values greater
than 0.9 converged on a range of threshold values that continued to include values
previously reported in the literature.

Table 2.2 Measured baseline body temperatures and temperature uncertainties

Dog

Baseline ± uncertainty

1

34.3° ± 0.32

2

35.9° ± 0.76

3

33.9° ± 0.47

4

34.3° ± 0.31

Table 2.3 Threshold and DSC values for cited and maximum DSC threshold values
with threshold intervals within 1σ of DSCmax and for all four dogs to have DSC ≥ 0.9
after subtracting the temperature uncertainty from the baseline temperature.

Thresholds
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Model

Cited

DSCmax

DSCmax+1σ

DSC ≥ 0.9

Arrhenius (Ω)

Ω = 1.0

Ω = 0.55

0.10 – 1.8

0.15 – 1.15

DSC

0.90 ± 0.02

0.91 ± 0.02

CEM43 (min)

240 min

1160 min

≥200

≥310

DSC

0.89 ± 0.04

0.91 ± 0.02

Threshold temp (°C)

57°

61°

58° - 65°

60° - 62°

DSC

0.87 ± 0.05

0.91 ± 0.03

Table 2.4 Threshold and DSC values for cited and maximum DSC threshold values
with threshold intervals within 1σ of DSCmax and for all four dogs to have DSC ≥ 0.9
after adding the temperature uncertainty to the baseline temperature.

Thresholds
Model

Cited

DSCmax

DSCmax+1σ

DSC ≥ 0.9

Arrhenius (Ω)

Ω = 1.0

Ω = 0.85

0.10 – 7.2

0.3– 1.7

DSC

0.90 ± 0.03

0.91 ± 0.03

CEM43 (min)

240 min

950 min

≥210

≥540

DSC

0.88 ± 0.05

0.91 ± 0.04

Threshold temp (°C)

57°

62°

59° - 66°

61° - 62°

DSC

0.85 ± 0.06

0.91 ± 0.03

2.4

DISCUSSION
In this study, the previously reported parameters for each model (Ω=1,

CEM43 = 240 min, T = 57°C) resulted in high DSC values when compared to the
thermal tissue damage as identified by the contrast-enhanced images acquired
immediately post therapy. This corresponded to a high degree of accuracy in the
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damage predictions for rapid ablation procedures. Utilization of parameters different
from these previously cited thresholds did not result in statistically different DSC
values. It is important to note that the impact of threshold values investigated is
relevant to the experimental parameters used in this study. Differences in the
experimental setup and measurement methodology may produce alternative
thresholds.
Thresholds near peak DSC values had little dependence on temperature
uncertainty. The use of a cooled-catheter 980 nm laser running at higher powers in
this study may have caused the temperature gradient near the edge of the lesion to
be sharper than previous investigations using slower heating with Nd:YAG or 810
nm lasers (73,80). The sensitivity of the thermal damage model on the chosen
threshold is likely to be reduced due to the sharper temperature gradients across
the narrow spatial boundary between damaged and undamaged tissue, which would
allow for a larger range of thresholds to still accurately predict the damage.
The simple threshold temperature model, which unlike the other two models
does not account for the temperature history during treatment, also predicted areas
of damage agreeing with post-contrast images with a fair degree of accuracy. The
short duration and high temperature of the treatment may have diminished the
importance of the temperature history.
For the CEM43 model, DSC values slightly increased for the higher
thresholds applied in this study, which were higher than thresholds used in other
published studies. This can be explained in part by the steep spatial gradients for
damage that would cause large thermal dose values from the exponential behavior
of the model while making minimal difference to our spatial overlap metric
(73,74,87). Besides obtaining accurate damage predictions, this model also had
repeatability and small deviations among the subjects. One difference in our
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experimental process compared to other studies which may have helped was that
we performed post-treatment imaging immediately after therapy (<20 min). Other
studies, such as Chen et al (73), acquired post-treatment imaging 4 h after therapy.
The shorter time in contrast, in our study, we performed post-treatment imaging
immediately after therapy. The shorter time period may have prevented tissue
swelling effects from being introduced into our analysis; the effects of swelling may
account for the lower damage thresholds in the study by Chen et al. and other
previous studies. In longitudinal studies performed by Kangasniemi et al. (22), the
lesion was periodically measured and shown to increase in size for several days
after treatment and to return to its original size within 14 days; the 14-day size was
also shown to correlate well with that measured from post-treatment imaging
obtained immediately after therapy. Other studies have also reported the occurrence
of post treatment acute inflammation and edema followed by decrease in lesion size
(61,79,88,89). The difference in spatial resolution, registration, laser power, and
heating duration may also have contributed to the discrepancy in results compared
to previously published studies.
Thresholds were applied to the Arrhenius model as a predictive model for
thermal damage. Unlike other studies which use the Arrhenius model to describe
the probability for cell death or protein coagulation as a function of temperature, in
this study, the model was used to predict a specific endpoint. Differences in
measurement methodology or experimental endpoint, such as the outer edge of the
hypointense zone, will certainly produce a variation in threshold. The damage
endpoint used in this study has been reported or used in other published reports
(22,65,79,80).
In this study, we used the DSC to quantitatively measure the spatial overlap
between model-predicted damage and that evident on post-treatment images
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because of this technique’s advantages over other methods. Receiver operating
characteristic curves, another well-known validation metric, were not used because
the chosen total area analyzed (which is arbitrary) would affect the curve’s outcome
(90). A large area would have a large number of true negatives, which would boost
specificity. A small area, such as the lesion area from post-treatment imaging, would
prevent false positives from an overestimated damage prediction to be included in
the metric. A correlation coefficient such as Bland-Altman (91) would be able to
compare areas between the predicted lesion region and the post-treatment image,
but would not include the spatial conformation (shape or contour) of the damaged
region. Conversely, the DSC was calculated using only the damaged area and thus
was not dependent on a user-determined area.
Note that a variety of laser powers and durations were applied in this study.
For dogs 1 and 4, the lesions were created by a single pulse at 9 watts for 189 s
and 12 watts for 50 s, respectively. For dogs 2 and 3, the lesions were created by
multiple pulses with increasing power, ranging from 6W to 13.2W and 5.25W to
14.6W. The mixture of laser application did not result in a single lesion being more
accurately predicted than the other lesions.
Limitations of this study consist of the small sample size (N=4) used as per
recommended by a biostatician. The PRF temperature sensitivity coefficient has
also been shown to vary due to the temperature-induced changes in the volume
magnetic susceptibility and be dependent on the orientation and geometry of the
heat-delivery device and heat pattern (92). In this study, although post-treatment
was acquired immediately following thermal therapy, it is unknown whether the
onset of tissue swelling had already begun.
The effect of temperature uncertainty on thermal dose models is a
complicated one. An overestimation of thermal dose can be caused by the thermal
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noise in the models. For example, in the CEM43 model, a reduction by a factor of

e 0.5σ

2

ln 2 2

may be necessary in the presence of a normal distributed temperature

noise with uncertainty, σ, due to the log-normal distribution of the dose. This
reduction can be used to obtain zero error on average due to the temperature
uncertainty. For the Arrhenius thermal dose function, the overestimation is not as
simple due to inverse temperature dependence. With Taylor series expansion to
approximate a log normal distribution, the Arrhenius thermal dose model is
2

simplified and an approximate reduction by e

 E  2
 σ
0.5 
 RT 2 
 0 

, where T0 is approximated to

be the body temperature, is needed to perform the same correction as in the CEM43
model’s case. These factors will be investigated in more depth and included in
future studies.
Although these studies were performed on normal canine brain tissue,
similar results would be expected in intracerebral tumors based on previously
published work (26,61). In this study, only canine brain tissue was studied; however,
the use of MR-guided laser-induced thermal therapy has been examined in several
other tissue types, including liver and prostate tissue. It is important to realize a
different set of parameters or thresholds may provide a better prediction for another
type of tissue, given that studies have shown tissue damage due to thermal ablation
can be tissue-type dependent (63).

2.5

CONCLUSION
In summary, all three thermal dose models show excellent spatial overlap

with the predicted thermal damage as measured by immediate post-treatment
imaging (<20 min) for rapid ablation procedures. We found that for both the CEM43
and Arrhenius models, a wide range of thresholds resulted not only in highly
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accurate spatial overlap with post-treatment imaging but also in low variability. The
threshold temperature model also had highly accurate spatial overlap and low
variability but in a small range of threshold temperatures. In all three models,
previously used thresholds found in literature resulted in DSC values not
significantly different from peak DSC values. In future studies, we will evaluate
treatments with longer exposure times and lower temperatures to determine their
effect on the damage predictions. Also, we will compare the different damage
models’ ability to predict damage due to thermal ablation in brain tumors (rather
than normal tissue) to further increase the real-time control and effectiveness of this
minimally invasive treatment modality.
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3

Chapter 3: MR-guided Laser Interstitial Thermal Therapy of Gold
Nanoshells in Canine Brain Tumor Model

3.1

INTRODUCTION
It has been shown that the Arrhenius thermal dose model accurately predicts the

irreversibly thermal damage by laser interstitial ablative therapy in normal brain (93).
Besides laser, other studies have used radiofrequency (RF) , microwave, laser, and highintensity focused ultrasound as thermal energy sources for the use in brain tumors (94).
Using MR imaging as a means to monitor heating (22,23) and visualize tissue changes
(34,95) offers spatiotemporal information that has made ablative therapies attractive.
However, the destructive ability of the thermal energy to the tumor and normal tissue alike
is cause for improving the comformality of the thermal exposure. To increase the safety of
the surrounding normal tissues compared to the tumor, heat inducible metal nanoshells are
used. The gold nanoshells’ optical absorption is tunable and can be synthesized to absorb
in the near infrared (NIR) which is desirable as the NIR range causes minimal thermal injury
to normal tissues (96). The nanoshells have the ability to cause thermal mediated damage
and the heating can still be monitored by MRI (97). In addition, due to the enhanced
permeability and retention (EPR) effect, accumulation of the nanoshells occurs in the tumor
(98).
In this study, MR temperature imaging was used to monitor the delivery of laser
ablative therapy to a canine brain tumor model with gold nanoshells. The Arrhenius thermal
dose model was used to compare the region of predicted thermal damage to post-treatment
contrast-enhanced imaging.

3.2

MATERIALS AND METHODS
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3.2.1

Transmissible Venereal Tumor Inoculation
All animal studies were performed in accord with protocols approved by the

Institutional Animal Care and Use Committee (IACUC) at the institution. Four clinically
normal mongrel hound dogs (20-25 kg each) were used for this study. The dogs were
maintained on a steroid regimen of 10 mg/kg cyclosporine (oral). For inoculation,
anesthesia was induced with meditomidine (10 mg/kg) and maintained with 2% isoflurane.
Burr holes were created in the right and left parietal bone of each anesthetized dog and
fitted with skull bolts. A 14-gauge catheter with trocar for support was introduced
approximately 1.5 cm into the brain. Transmissible venereal tumor (TVT) xenografts were
grown in SCID mice and excised, minced, and inoculated into the brain using an 18-gauge
spinal tap cannula and trocar on one side. The contralateral side was used as a control
tumor site and received a saline injection at the same depth. After inoculation, the burr hole
was sealed with bone wax; the muscle was closed with 3.0 vicryl sutures; and the skin was
closed with 4.0 steel sutures. Directly after the brain procedure, each dog received a
subcutaneous inoculation in the lower back of the dog.

3.2.2

Gold Nanoshell Fabrication
Gold nanoshells were fabricated as described in Oldenberg et al. (99). Very small

gold colloids, 1-3nm in diameter, were grown as described by Duff et al. ((100). Aminated
silica particles, 120 nm ± 12 nm in diameter (Precision Colloids, LLC, Cartersville, GA) were
added to the gold colloid suspension. The amine groups on the silica particle surface
absorb the gold colloids producing silica nanoparticles covered with gold colloid. The
finished product was designed to have a 12-15 nm thick shell and a peak absorption
between 780 and 800 nm. Thiolated polyethylene glycol (SH-PEG) (Laysan Bio, Huntsville,
AL) was accumulated onto nanoshell surfaces by combining 5 µM SH-PEG and nanoshells
in DI H20 for 12 h, followed by diafiltration to remove excess SH-PEG. Completed particles
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were suspended in 10% trehalose solution to creat an iso-osmotic solution for injection. The
solution had an extinction of 100 ± 5 OD units measured by spectrophotometry.

3.2.3

MR Imaging and Laser Inducted Thermal Therapy
All imaging was performed on a 1.5T whole-body MR scanner (Excite HD, GE

Healthcare, Waukesha, WI), with an 8-channel phased array, receive-only head coil (MRI
Devices

Corp.,

Gainesville,

FL).

Nanoshells

(AuroShell™

particles,

Nanospectra

Biosciences Inc., Houston, TX) were infused with therapeutic nanoshells at a rate of
5.2mL/kg at a rate of 2 mL/min for 5 minutes and then increased to 5 mL/min for the
remaining duration. The control canines received the same dose and rate of 10% trehalose.
After 24 hours following the infusion, the burr hole was reopened. The 1-cm light-diffusing
tip laser fiber (808 nm wavelength) encased in an actively cooled sheath was inserted into
the tumor. Using a temperature-sensitive echo planar imaging sequence combined with
parallel imaging (23,81), real-time monitoring of the temperature changes during laser
irradiation (3.5-4.2 W/cm2, 75% duty factor, 1.25 pps, 180 seconds) was obtained of 5
planes every 6 seconds (Echo Time [TE] = 925 ms; Repetition Time [TR] = 544 ms; field of
view [FOV] = 20 cm × 20 cm; frequency x phase = 256 × 128; Bandwidth [BW] = ±250 kHz).
Subsequent post-ablation MR imaging consisted of post-contrast T1-weighted fast spin
echo imaging (TE = 9.2 ms; TR = 800 ms; FOV = 20 cm × 20 cm; frequency x phase = 256
× 192; BW = ± 25 kHz).
Similar to the previous chapter, MATLAB (Mathworks Inc, Natick, MA) software was
used to process the temperature images and apply the Arrhenisu thermal dose model. The
post-treatment MR images were registered to the same anatomical location as the images
acquired during MR temperature monitoring. The outer edge of the hyperintense rim of the
ablation region was used as a surrogate marker of the isoeffect for thermal coagulation.
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3.3
3.3.1

RESULTS
MR Imaging and Laser Induced Thermal Therapy
Maximum temperatures in the tumors with nanoshells were measured to be

74.13°C, 75.00°C, 83.28°C, and 57.68°C. The damage volume predictions from the
Arrhenius thermal dose model and the damage volumes measured using the post-contrast
T1-weighted imaging is shown in Table 3.1.

Table 3.1 Summary of thermal damage volume determined by post-contrast T1weighted imaging and Arrhenius thermal dose model for each dog.
Dog

Arrhenius damage

Damage from post-contrast

Relative difference between

(mm3)

T1 (mm3)

damage volumes

1

539.55

529.76

0.0185

2

263.71

279.58

0.0568

3

424.80

580.93

0.2688

4

24.41

78.86

0.6905

In dogs 1 and 2, the Arrhenius damage estimation matched well with the posttreatment imaging. Figure 3.1 shows a line profile of dog 2. The fiber was placed within the
tumor in this subject with the predicted Arrhenius damage being above the threshold (Ω =1)
at or one voxel from the outer boundary of the edema. Outside the predicted damage
region, the temperature change was low and in the sub-lethal range. Figure 3.2 shows the
location of the line profile, and the coverage that the thermal ablation had over the tumor in
the center imaging slice.
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In dog 3, the laser fiber was placed extratumorally, posterior to the tumor. In Figure
3.3,, the predicted damage and post
post-treatment imaging showed preferential
ferential heating and
consequently damage, to the tumor side. Similar to the line profile for dog 2, the predicted
damage and the outer boundary of the edema showed good agreement. In Figure 3.4, the
Arrhenius damage prediction fully encloses the tumor.
The line profile in Figure 3.5 was a treatment performed on a contralateral side of a
dog with tumor. None of the voxels obtained a thermal dose above the threshold and thus
were not predicted to be irreversibly damaged. The post
post-treatment T1-weighted
weighted imaging
confirmed the absence of thermally
hermally damaged tissue with no enhanced contrast uptake and
hyperintense rim of edema ((Figure 3.6).

Figure 3.1. Line profile of maximum temperature (blue) and predicted damage (red)
with intratumoral fiber placement (black bars)
bars). Damage
amage in the post-treatment
post
imaging was revealed by the enhancement rim on the post-contrast
contrast T1-weighted
T1
image (red bars).. T
The predicted damage is estimated using the Arrhenius model
and a threshold of >1. Location of the line profile is shown in Figure 3.2.
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Figure 3.2. Post-contrast
contrast T1
T1-weighted imaging acquired post-treatment
treatment with laser
fiber placement (yellow bar) placed within the tumor (blue contour). The
Th predicted
damage is represented by the red contour
contour. The location of the line profile (red bar)
for Figure 3.1 is shown.
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Figure 3.3. Line profile of maximum temperature (blue) and predicted damage (red)
with fiber (black bars) placed posterior to the tumor
tumor. Damage
amage in the post-treatment
post
imaging was revealed by the enhancement rim on the post-contrast
contrast T1-weighted
T1
image (red bars).. T
The predicted damage is estimated using the Arrhenius model
and a threshold of >1. Location of the line profile is shown in Figure 3.4
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contrast T1
T1-weighted imaging acquired post-treatment
treatment with laser
Figure 3.4. Post-contrast
fiber placement (yellow bar) posterior to the tumor (blue contour). The predicted
damage (red contour) fully enveloped the tumor region. T
The
he location of the line
profile (red bar) for Figure 3.3 is shown.

39

Figure 3.5. Line profile of maximum temperature (blue) and predicted damage (red)
with fiber placed in normal brain
brain. The predicted damage is estimated using the
Arrhenius model and a threshold of >1. No enhancing rim in the post-contrast
post
imaging or predicted thermal dose >1 were obtained. Location of the line profile is
shown in Figure 3.6..
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contrast T1
T1-weighted imaging acquired post-treatment
treatment with laser
Figure 3.6. Post-contrast
fiber placement (yellow bar) in normal brain. T
The location of the line profile (red bar)
for Figure 3.5 is shown.

3.4

DISCUSSION
These
hese experiments validated the ability of the Arrhenius thermal dose model in

predicting thermal damage caused by gold nanoshells in brain tumors via interstitial laser.
laser
The MR temperature imaging acquired during the laser procedure showed temperature
values causing irreversibly damaged areas when the gold nanoshells in the tumor were
present. Summing of the damage predictions in each slice of the MR temperature imaging
data and the areas within the contrast
contrast-enhancing rim on the post-treatment
treatment T1-weighted
T1
images, the total volumes closely approximated one other.
In dog 3, the predicted damage volume and the damage observed in post-treatment
post
imaging did not match as close
closely
ly as dogs 1 and 2 due to the laser fiber being placed
posterior to the tumor. Although the line profile still showed good agreement, the tumor
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areas further away from the fiber may not have received adequate heating and thus the
nanoshells did not cause the desired amount of thermal damage. The amount of contrast
enhancement may have been caused by nanoshells themselves and not due to thermal
energy causing the discrepancy in volume measurement of the post-treatment imaging and
Arrhenius predicted damage.
In dog 4, very little damage was observed and the maximum temperature was lower
than the other experiments. Both the MR temperature monitoring and post-treatment
imaging was acquired with 4 mm slices. The large difference in damage volumes may have
been caused by partial volume averaging with the MR temperature measurements not
being accurate in adjacent slices. This error in imaging could also affect the post-treatment
imaging and prevent enhancement from being observed.
These experiments showed the effectiveness of the Arrhenius damage model and
its capability to spatially and temporally track thermal damage caused by laser thermal
therapy in brain tumors with gold nanoshells. The predicted damage area can be used as
surrogate for the post-treatment imaging and determined in real-time during treatment
delivery. This prediction is also beneficial as no injected contrast is necessary or additional
imaging.
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4

4.1

Chapter 4: Kalman Filtering

INTRODUCTION
Previous chapters demonstrated the strength in the acquisition of the spatiotemporal

temperature distribution during ablative thermal therapies. The temperature measurement
feedback allows the treatment to be controlled by the user, enabling the power to be
reduced or stopped (27). Biological damage models that use the temperature history to
predict outcomes in real time offer information to the user and enhances the efficacy of the
treatment. However, MR temperature imaging is not infallible. During acquisition, data can
be corrupted or lost due to low signal or signal loss from heating or tissue motion (18,101).
The use of the PRF shift technique which relies on dynamically measuring the temperature
dependent changes in the local magnetic field and is easily perturbed by tissue motion,
susceptibility gradients, and other background contaminations contributes to these issues.
Taking advantage of the use of high performance computing, previous studies have used
computer simulations of the bioheat equation for optimizing pretreatment planning (102)
and assisting in automated control (103). In other studies, the Pennes bioheat transfer
equation was used as the model for filtering in order to improve temporal resolution (54) or
spatio-temporal precision and accuracy (55) for MR thermometry.
In a study by Fuentes et al. (56), a Kalman filter algorithm was also used with the
Pennes bioheat model in order to provide temperature field estimates in the event of MR
temperature imaging data loss during a laser interstitial thermal therapy treatment. The
Kalman filter framework provided a mathematical framework that is able to estimate the
temperature distribution during treatment delivery given the MR temperature imaging data,
the bioheat model, and the estimated uncertainties for both datasets. The advantage that
the Kalman filter framework has over other stochastic optimization methods, such as the
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least mean square algorithm, is that multiple passes through the data may be necessary to
obtain the optimum. While, the Kalman filter framework uses second order information and
converges to the optimal answer in a single pass (104). However, as mentioned in these
previous studies and studied in past Kalman filter applications, using the Kalman filter
framework requires a large computational overhead due to propagating the covariance
matrix in time (105,106).
In this study, in order to reduce the computational overhead caused by the
propagation of the covariance matrix, a Pennes bioheat transfer based Kalman filter with
the dense covariance matrix approximated as a sparse matrix was investigated as a
potential algorithm for predicting pixel-wise temperature and damage during therapy
delivery. The significance of this work would be that the benefits of the model-based filtering
would be obtained with a significant reduction in computational storage and computational
complexity. The case where data corruption occurred within the thermal delivery region of
interest (ROI) was examined. The effect of the amount of data loss and error covariance
used was investigated using a L2 metric (RMS) between the Kalman filter prediction and the
MR temperature imaging. The study also compared predicted temperature values adjacent
to the laser fiber and at the estimated extent of tissue damage to assess improvement in
treatment safety and efficacy.

4.2
4.2.1

MATERIALS AND METHODS
Kalman Algorithm
Kalman filter theory provides a mathematical framework to estimate the state of a

system and the variance of the estimate given a model of the system’s dynamics,
sequential measurements estimating the system’s state, and estimated uncertainties for
both the model and measurement data. Both sets of data are estimates of the true system
state due to noise, approximations in the equations, or external factors unaccounted for
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which cause uncertainty in the estimate. The Kalman filter generates an estimate that is
better than the estimate obtained by any one value. This is accomplished by using a
weighted average to combine the prediction of the system’s state with a new measurement.
The weighting allows for values with smaller estimated uncertainty are leaned on more. The
weights are determined by the covariance, which represents the estimated uncertainty of
the prediction of the system’s state. The advantage of the weighted average is that the
updated state estimate takes in to account the predicted and measured values and has
smaller estimated uncertainty than each value alone. The prediction and update process is
repeated at each time step with a new estimate of the state and covariance, which is then
used in the next iteration. With the Kalman filter working in this recursive fashion, only the
most recent iteration of the system’s state is needed to calculate a new estimate versus the
entire system history.
The weight of the averaging is referred to as the Kalman gain and is a function of
the model and measurements. In the case where the gain is high, the filter relies on the
measurements more compared to the model. The absolute maximum with a gain of one
causes the Kalman filter to ignore the state estimate completely, and use solely the
measurement. In the case where the gain is low, the filter relies on the model predictions
more closely and the minimum gain of zero causes the filter to ignore the measurements
entirely.
To obtain the estimate produced by the Kalman filter, the marginal posterior mean
and covariance of a multivariate Gaussian distribution over a time sequence
   is calculated. From the noisy state estimate,  , at time
is
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,



indexed

the observation vector,  ,

      ,

( 4.1 )

where  is a linear observation model and  is a zero-mean multivariate Gaussian

random vector with covariance R. The predicted value (  ) given a system of
measurements and uncertainties can be written as
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( 4.2 )
( 4.3 )

Equation 4.2 is the generation of an a posteriori state estimate by incorporating an a priori
estimate and a weighted difference between measurement yk and a model prediction. The a
posteriori error covariance estimate is determined by equation 4.3. The Kalman gain (Γ) is
written as
+

Γ  *|+ , " *|+ ,  -$ ,

( 4.4 )

which weights the measurement or model more heavily depending on their respective error
covariances. The prediction or time update can be expressed as

  01
|+
 /+

%|  2% 2  3

( 4.5 )
( 4.6 )

where A is the matrix that relates the state at time step k-1 to the state at time step k, B
relates the control input uk to the state f, and Q is the noise covariance.

4.2.2

MR Temperature Imaging Simulation
A simulation of MR temperature imaging data was created using the power history

of a MR-guided laser interstitial thermal therapy procedure of a patient with a glioblastoma.
Using the CUBIT environment (107), a hexahedral, finite element mesh was created to
geometrically mimic the water cooled laser applicator (108,109). The water circulating
within the lumen of the catheter sheath was represented as a 21°C Dirichlet boundary
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condition. The simulation was run at quarter symmetry with 47368 element meshes and
50898 corresponding nodes evaluated.
To characterize the performance of the uncorrelated Kalman filter predictions in the
presence of incorrect or incomplete data, the data loss was simulated by systematically
removing temperature imaging data at varying time instances. The time instances of data
loss studied were ndrop of 0, 60, 120, 180, and 240. The data loss was uniformly taken
during the energy delivery and tissue cooling period totaling 300 s. After the data loss of
ndrop = 0 representing undamaged data, the ndrop = 60 represented random, single drops.
Data loss of ndrop = 120, 180, 240 represented longer durations of incorrect data of 1, 2, 3
consecutive time points, respectively. The ability to artificially remove data with simulated
temperature data allows for the examination at a 1 s temporal resolution which was smaller
than the clinical MR temperature imaging the simulation was based on.
The uncorrelated Kalman filter predictions with data losses were compared to
Kalman predictions with no data loss. The effect of having calibrated and uncalibrated
biothermal parameters was also investigated. In the simulated temperature dataset, the
thermal conductivity k and perfusion ω was set to be 0.527 W/m·K and 6.5 kg/m3·s,
respectively. The calibrated bioheat model used in the Kalman filter was set with matching
parameters, while the uncalibrated bioheat model had thermal conductivity and perfusion
values to be 0.45 W/m·K and 4 kg/m3·s, respectively. The metric of comparison for
comparing the temperature predictions was a weighted L2 norm normalized by the volume
of the region of interest, U ,
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( 4.7 )

1/ 2

  u ( x, t ) − u ndrop = 0 ( x, t )2 dx  
 


 U∫ 
σ ( x, t )





∫U dx





The model covariance Q represents uncertainties that can exist in a model such as
discretization errors, inaccurate modeling parameters or system inputs. A range of model
2
covariance values σ Model
∆t = 1.25, 5.0, 20.0°C2·s that were the order of magnitude of a

clinical temperature measurement covariance was investigated.
The measurement noise covariance was determined from the uncertainty in the
temperature on a pixel-by-pixel basis

σ 2 ( x1 , t )
0

2
σ (x2 , t )
0
R (t i ) = 

⋅
⋅

0
 0

σ ( x, t ) =



⋅
0


⋅
⋅

⋅ σ 2 x M dof , t 
⋅

0

(

( 4.8 )

)

σ air ⋅ 2
 4−π
2π ⋅ 
2



 ⋅ α ⋅ γ ⋅ B0 ⋅ TE ⋅ S ( x, t )



where S(x,t) is the signal measured in each pixel, σair is the standard deviation of an ROI in
air, α is the temperature sensitivity coefficient of -0.0097 ppm/°C, γ is the proton
gyromagnetic ratio, B0 is the main magnetic field strength, and TE is the echo time. The
factor

4 −π
is used to adjust the Rayleigh distributed signal measurement of noise made
2

in air to a Gaussian distribution in tissue to approximate a high SNR Rician distribution of
noise (110).

4.2.3

MR-guided Laser Ablation in Human Brain Tumor
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A patient with a recurrent glioblastoma underwent a 980-nm laser irradiation with
exposures of 4W for <30 s using a 1 cm diffusing-tip fiber encased in an actively cooled
sheath (Visualase, Inc, Houston, TX). MR temperature imaging using a low power test
pulse was utilized prior to treatment for verification of the fiber location. Therapeutic
exposure followed at 10W for up to 140 s. The fiber was positioned into the right cerebellar
lesion under MR guidance (Vector Vision Sky, BrainLAB, AG, Feldkirchen, Germany).
Imaging was performed on a 1.5T whole body scanner (MAGNETOM Espree, Siemens
Medical Solutions, Erlangen, Germany) with an 8-channel, receive-only head coil (NORAS
MRI products GmbH, Germany). Exposures were monitored in real-time with the proton
resonance frequency shift technique using a gradient spoiled, two-dimensional fast low
angle show sequence to generate temperature measurements every 5s (TR/TE/FA = 38
ms/20 ms/30˚, frequency x phase = 256 x 128, FOV = 26 cm2, BW = 100kHz, slice
thickness = 5 mm). A linear Pennes model was used to simulate the bioheat transfer (111).
The bio-thermal parameters were obtained from literature (112–114) and were modeled as
homogeneous throughout the delivery region of interest.
Similar to the experiment with the simulated temperature, the presence of corrupted
data or data loss was simulated by uniformly removing MR temperature imaging data for a
total of 4, 30, 40, and 45 times over the course of laser exposure and tissue cooling, 300 s.
The entire dataset was simulated to be corrupted with the 60 instances of data removal,
which provided a reference for the underlying Pennes bioheat transfer model being used.
2
Filter parameters such as model covariance were again varied, σ Model
∆t = 1.25, 5.0,

20.0°C2·s. The Kalman prediction estimate with no data loss was compared to both
uncorrelated Kalman prediction with the sparse covariance matrix and the dense, correlated
Kalman prediction seen in Fuentes et al. (56). The metric of comparison used was the L2
norm. Temperature measurements at spatial locations near the laser fiber and at the
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approximate boundary of the heating was also examined between the sparse, uncorrelated
and dense, correlated Kalman filter predictions.

4.3
4.3.1

RESULTS
MR Temperature Imaging Simulation
In Figure 4.1(a)-(e), isotherms for the uncorrelated Kalman temperature predictions

under the simulated data loss for (a) ndrop = 0, (b) ndrop = 60, (c) ndrop = 120, (d) ndrop = 180,
(e) ndrop = 240 during the peak heating are shown. The 57° isotherm from the simulated
temperature is shown compared to the Kalman filter prediction’s 95% confidence interval for
each case. The maximum pixel-wise error is shown in Figure 4.1(f)-(j). Figure 4.1(f) shows
the maximum error with no simulated data loss as a reference, while Figure 4.1(g)-(j)
represents maximum error for data loss of ndrop = 60, 120, 180, 240, respectively.
Altogether, 15 permutations of the artificial removal of data combined with the varying
model covariances was assessed.
Figure 4.2(a)-(d) shows the differences in utilizing calibrated and uncalibrated
thermal conductivity and perfusion parameters within the Pennes bioheat model under the
simulated data loss for (a) ndrop = 60, (b) ndrop = 120, (c) ndrop = 150, (d) ndrop = 180. The
simulated heating is seen from 190 s to 340 s. Afterwards, the cooling duration begins. The
5
error bars reflect the different model variances used. The line plot is where 4Model
∆ 
5
5.0:5 · ; was considered, and the upper and lower bounds are 4Model
∆  1.25, 20.0:5 · ;,

respectively. The uncorrelated Kalman prediction with no simulated data loss and calibrated
biothermal parameters are used as a reference. The error with the simulated data loss for
ndrop = 60, 120, 180 is observed to increase as each increasing amount of data loss
corresponds with an increase in the number of consecutive data losses. The data loss for
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ndrop = 150 is not as high as ndrop = 120 because only every other time instance was
removed and not consecutive time instances.

predictions
s under the simulated data
Figure 4.1. In silico, uncorrelated Kalman temperature prediction
loss of (a) ndrop = 0, (b) ndrop = 60, (c) ndrop = 120, (d) ndrop = 180, (e) ndrop = 240 is shown
during the peak heating. In total length, 300 temperature measurements were simulated. To
compare, the identical 57°C MR temperature isotherm is shown in black and the green
isotherms designate the 95% confidence interval of the predicted 57°C isotherm in (a)-(e).
(a)
Maximum

noise-weighted

pixel-wise

error

between the Kalman predictions and the MR temperature distributions for each
corresponding simulated data loss is shown in (f)
(f)-(j).
(j). The maximum error for the Kalman
prediction without any simulate
simulated
d data loss in (f) shows the uncertainty of the Kalman
prediction process as a reference.
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Figure 4.2. Root mean square error between the in silico simulated temperature
measurements and the uncorrelated Kalman prediction under the simulated data loss of (a)
ndrop = 60, (b) ndrop = 120, (c) ndrop = 150, (d) ndrop = 180. With no simulated data loss, the
t
uncorrelated Kalman
man prediction using biothermal parameters calibrated to the simulated
temperature
emperature rise is shown in black in (a)
(a)-(d).
(d). With the corresponding simulated data loss,
the same uncorrelated Kalman predictions using calibrated parameters are shown in blue.
Uncalibrated parameters are shown in red. The line plots denote where
was used. The lower and upper bounds of the error bars represent the error values for
showing the range of modeling error covariance studied.

4.3.2

MR-guided
guided Laser Ablation in Human Brain Tumor
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A summary of the L2 difference between the sparse, uncorrelated Kalman
prediction, the dense, correlated Kalman prediction (56), and the original MR temperature
imaging measurements for each case of simulated data loss is shown in Figure 4.3. The
removal of data spans from 190s to 490s. The same reference of the Kalman estimate with
no data loss is shown in Figure 4.3(a)-(d). As seen with the simulated temperature case,
the error increases with the increase of consecutive data losses. The uncorrelated Kalman
predictions results in slightly higher errors compared to the dense, correlated Kalman
predictions. Only the time instances at which data loss occurred is plotted with the sparse,
uncorrelated Kalman predictions as both Kalman estimates return to the same value when
the data returns.
During peak heating, t = 340s, the sparse, uncorrelated Kalman predictions for the
simulated data loss of (a) ndrop = 0, (b) ndrop = 4, (c) ndrop = 30, (d) ndrop = 40 is compared to
the original MR temperature distribution in Figure 4.4. The 95% confidence interval of the
Kalman predictions is shown compared to the 57°C isotherm. Figure 4.4(e)-(h) shows the
maximum pixel-wise error.
In Figure 4.4(a), two spatial locations are labeled and plotted through time in Figure
4.5. The non-therapeutic, test pulse is shown beginning at time = 85s. As before, the
simulated data loss extends over time = 190s to 490s. In each instance of data loss, ndrop =
4, 30, 40, 45, the sparse, uncorrelated Kalman predictions are compared to the dense,
covariance Kalman predictions. The original MR temperature imaging measurement and
the permutation with no data loss act as references for the estimates. The temperature
prediction for the uncorrelated Kalman filter follows the dense Kalman prediction closely
and underestimates the true temperature measurement more with an increase in the
number of consecutive data loss.
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Figure 4.3. Error histories of the L2 difference
e between the original MR temperature
imaging measurements, the dense, correlated Kalman prediction, and the uncorrelated
Kalman prediction under the simulated data loss of (a) ndrop = 4, (b) ndrop = 30, (c) ndrop = 40,
(d) ndrop = 45. The Kalman estimate with no simulated data loss is shown in black in (a)-(d).
(a)
The dense Kalman prediction
ediction is shown in red, and at the simulated data loss time points,
the uncorrelated Kalman predictions are indicated by the blue error bars. The line plots
denote where

was used. The lower and upper bounds of the error

bars represent the error values for

showing the range of

modeling error covariance studied. The error history of a simulated data loss of (b) ndrop =
30, (c) ndrop = 40, (d) ndrop = 45 represented of 1, 2, and 3 consecutive time points of data
loss, respectively.
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Figure 4.4. Kalman temperature predictions under the simulated data loss of (a) ndrop = 0,
(b) ndrop = 4, (c) ndrop = 30,, (d) ndrop = 40,, is shown during the peak heating. In total duration,
60 temperature measurements were acquired. For comparison,, the identical 57°C MR
temperature isotherm is shown in black and the green isotherms designate the 95%
confidence interval of the predicted 57°C isotherm in (a)
(a)-(d).
). Maximum noise-weighted
pixel-wise error

between the Kalman predictions

and the MR temperature distributions for each corresponding simulate
simulated
d data loss is shown
in (e)-(h).
). The maximum error for the Kalman prediction witho
without
ut any simulated data loss in
(e)) shows the uncertainty of the Kalman prediction process as a reference.
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Figure 4.5. Temporal profiles at spatial locations adjacent and away from the laser fiber.
The two spatial locations are labeled in Figure 4.4(a). The line plots that reach higher
temperatures correspond to the spatial location labeled as “(1)” with the lower temperature
line plots corresponding to spatial location “(2)” in Figure 4.4(a).
(a). The original MR
temperature imaging measurements are shown in black in each plot. Closely following the
original MR temperature values are the uncorrelated Kalman predictions under no data
dat
loss, ndrop = 0 shown in magenta. The dense Kalman prediction measurements are
indicated by the blue error bars. The uncorrelated Kalman predictions are shown in red.
Similar to Figure 4.3,, the line plots are shown for
upper bounds of the error bars represent the error values for
showing the range of modeling error covariance studied.

56

. The lower and
,

4.4

DISCUSSION
The feasibility of using a sparse Kalman-filtered MR temperature imaging algorithm

was shown. The performance of using a calibrated or uncalibrated linear bioheat transfer
model with homogenous coefficients was also investigated. The objective was to examine
the use of an uncorrelated Kalman filtered MR temperature predictions as a surrogate for
MR temperature imaging in the occasion that MR temperature data is unavailable or
undependable.
One limitation of the Fuentes et al. study (56) was the inability to study MR
temperature measurements with smaller temporal sampling. By simulating the temperature,
this study allowed for measurements with a temporal resolution of 1s. The smaller temporal
resolution allowed for the 57°C isotherm to remain within the 95% confidence interval for
the uncorrelated Kalman predictions in Figure 4.1 due to the reduction of aging in the
bioheat model. However, due to the uncalibrated model, error is still seen to be increasing
in Figure 4.1(f) – (j).
Similar to an in vivo environment where uncalibrated biothermal parameters would
be used, Figure 4.2 examined the effect of uncalibrated parameters versus a perfectly
matched bioheat transfer model. The errors with no simulated data loss were due to a
interpolation errors converting between the finite element mesh resolution and the image
array. However, comparing the Kalman predictions with uncalibrated parameters to the
calibrated model, the similar error seemed to indicate that the combination with MR
temperature imaging helped to alleviate inaccuracies from the bioheat model.
In the errors seen in Figure 4.3(a)-(b), they were able to accurately predict the
temperature with error < 5. Errors plots in Figure 4.3(a)-(c) show the sparse, uncorrelated
Kalman prediction errors to be within the upper bound of the dense Kalman predictions.
The temperature distribution estimates seen in Figure 4.4(b)-(d) show the 57°C isotherm
remaining within the 95% confidence interval for ndrop = 4, 30. During an ablative therapy
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procedure, acquiring the best estimate with a stochastic representation is an advantage of
the Kalman filter framework. The temperature estimate with corresponding standard
deviations can be used to provide thermal dose predictions with quantitative uncertainties
as well.
Figure 4.5 shows temporal temperature estimates adjacent to the laser fiber and at
the heating boundary. As the consecutive time instance of data loss was increased, the
temperature estimate increasingly underestimated the true MR temperature values. The
predictions adjacent to the fiber did not show as large of a difference as near the heating
boundary. This was substantiated by the error distributions in Figure 4.4(f)-(h) where the
error grew at the heating boundaries.
Future work may look at improving the Pennes bioheat transfer equation through
calibration techniques (115) and thus reduce the underestimation of the temperature
predictions. Future study will also need to examine using the confidence intervals of the
temperature distribution to allow for artifact or data corruption detection. On the algorithm
side, more complex Kalman filters such as an Ensemble Kalman filter framework (116) may
be more appropriate in applying the nonlinear uncertainties of model parameters such as
thermal conductivity and perfusion.
In summary, a sparse, uncorrelated Kalman filter was developed and investigated
for MR temperature imaging as opposed to the dense, correlated framework used in
Fuentes et al. (56). I demonstrated that I will still be able to provide an accurate modelbased temperature estimate during laser ablative thermal therapy when surrogate
temperature predictions are needed.
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5

Chapter 5: Gaussian Process for Referenceless MR Temperature
Imaging

5.1

INTRODUCTION
Minimally invasive image-guided thermal therapies are increasingly being

incorporated into clinical care as alternative to more invasive procedures. Techniques such
as interstitial laser ablation and high-intensity focused ultrasound (HIFU) have been
investigated for use in locations such as brain, prostate, and liver (117–122). One
characteristic shared by these therapies is that they are facilitated via real-time monitoring
of temperature change during treatment in order to spare surrounding normal tissue and
gauge thermally damaged regions using magnetic resonance imaging (MRI). MRI provides
excellent soft tissue contrast for treatment planning, localization, and verification of thermal
damage. More unique to MRI is the ability to provide temperature sensitive imaging for
quantitative imaging of temperature changes in the patient. The most prevalent method of
magnetic resonance (MR) thermometry is the proton resonance frequency shift (PRFS)
method, as it has a linear relationship with change in temperature and is not influenced by
tissue type (20,21,52).
One of the main issues with the use of PRFS for MR thermometry is that the change
in temperature is primarily determined by changes in the local magnetic field, which can be
easily computed, for instance, using the phase difference between gradient-recalled echo
images acquired during treatment delivery of energy and before the treatment.
Unfortunately, the subtraction from the reference phase image acquired prior to heating is
sensitive to nonlinear magnetic field changes induced by motion, tissue susceptibility
changes, and modality-dependent applicator induced artifacts. The nonlinear magnetic field
changes translate into non-temperature dependent phase changes and hence an incorrect
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estimation of temperature. To prevent the need for a reference image, several
referenceless or self-referenced methods have been developed that use the local,
background phase data during treatment delivery to estimate a reference phase map at
each acquired time step (43,44,46–48). Many of these methods estimate the reference
background phase as a constrained analytic function, such as a low-order polynomial or
harmonic function, and fit this function using the region surrounding, and often excluding
the area of heating and extrapolate this slowly varying function into where the temperature
rise will occur. Approaches have been proposed that do not require masking of the heated
area, such as an iterative, reweighted L1 polynomial regression (47). Each method
assumes that the phase is smoothly varying, except for the area disturbed by the rise in
temperature from the delivered energy, and estimates the smoothly varying phase as a
specific function.
This chapter focuses on utilizing Gaussian process methods (59) for statistical
modeling of the MR temperature imaging. The machine learning and statistics community
have a rich history in applying algorithmic and physics based data models to reach
conclusions from a given dataset (57,58). Physics based approaches provide a theoretically
sound and concise methodology to summarize a high dimensional dataset with a low
dimensional model parameter subset. However, in the case where a relatively simple model
is a poor emulation of the complex physics, the model unjustifiably biases the conclusions.
The Gaussian process is applied here as a supervised learning method in which a dataset
is split into inputs and outputs. This non-parametric Bayesian modeling method provides an
alternative to physics based methods (56) for achieving the required predictive accuracy.
Similar to physics based model calibration, optimization of the hyperparameters in the
Gaussian process kernels offers a complementary trade-off between data fitting and
smoothing. Further Gaussian processes allow for prior information to be used and provide a
full probabilistic prediction and an estimate of the uncertainty.
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In this work we investigate a Gaussian process model of MR imaging phase
information with respect to its application to ‘referenceless’ MR thermometry. Ex vivo and in
vivo experiments using both high-intensity focused ultrasound (HIFU) and interstitial laser
heating sources are used to demonstrate the approach. The ex vivo dataset provides a
motionless and controlled setting for evaluation of prediction accuracy. In vivo data
evaluates the performance of the method in the presence of normal breathing motioninduced temperature artifacts.

5.2
5.2.1

MATERIALS AND METHODS
Gaussian Process Modeling (GPM) Algorithm
Gaussian process modeling is a supervised statistical learning technique that may

be beneficial when assumptions of alternative physics-models of complex phenomena do
not provide the needed accuracy or are computationally prohibitive. Similar to the human
cognitive process, the algorithm builds intuition by repetitively training the underlying mean
and covariance functions that define a Gaussian process to statistically match
representative datasets. Datasets are the region of the MR phase images immediately
adjacent to, but outside of the region of heating (cf.Figure 5.1). These datasets are then
used as training data to predict inside the region of heating.
Given a set of n training data points {x i , yi }i=1 , the statistical relationship between
n

the target value yi and the input vector x i is described by the mean zero Gaussian process

y ~ N ( 0, K ( X, X ) + σ n2 I)

( 5.1 )
,

where X is the aggregate of the inputs X = [x1, x2, …, xn], and K(X,X) is the covariance
matrix. A linear combination of square exponential, rational quadratic, neural network, and
noise covariance functions were used to model the data covariance (59) The explicit
analytic forms are provided in the 5.6 Appendix. In this particular application, y represents
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th voxel and x the spatial coordinate. Phase measurement noise is
image phase Φ in the i-th
assumed Gaussian distributed with zero mean and variance, σ n2 .

Figure 5.1.. Diagram of the training data, test data, and prediction involved in regression for
Gaussian process modeling.
odeling. The training data consists of the spatial coordinates and
corresponding phase values outside the region of interest. The Gaussian process is
optimized
mized from this set of data and then applied to test data to obtain the predicted phase
values inside the region of interest.

The trained or calibrated model may then be applied to estimate missing phase
information with confidence levels in the predictio
prediction provided by the GPM statistical
framework. An in-depth
depth treatment of the GPM algorithm can be found in Rasmussen and
Williams (59).

5.2.2

Ex vivo HIFU in Rabbit Liver
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As part of an institutionally approved research protocol, excised liver from a rabbit
was mounted on a 24-mm block of agarose which was coupled to a focused ultrasound
(FUS) system (ExAblate 2000, Insightec Inc., Israel) via a Mylar window, water and
ultrasound coupling gel. An additional agarose gel was placed atop the ex vivo tissue to
prevent reflection at the distal liver interface. Phase images were acquired during FUS
sonications on a 3-T clinical whole-body scanner (Discovery MR750, GE Healthcare,
Waukesha, WI) utilizing the default localization and thermometry sequences for the system.
Seventeen individual sonications were performed in the same location. For each
sonication, 198 J was applied (10 W applied acoustic power for ~20 sec) to a phased array
transducer (208 elements, 1.05 MHz center frequency) with approximately 24 sec between
sonications to allow for cooling. The 24 sec cooling period was set by the system in order
for the target to return to baseline temperature. The first 10 sonications were performed
without perturbation of the background field to provide a statistically characterized baseline
for heating. Each of the remaining seven sonications was performed while inducing a
random permutation of the static field via manual movement of a small paramagnetic object
inside the bore of the magnet during MR thermometry monitored sonication. One
experiment with inducing changes in the static field caused errors in the data acquisition
and was not processed.
The MR thermometry acquisition used to monitor heating and cooling was a 2D fast,
radiofrequency spoiled, gradient recalled echo acquisition (TR/TE/FA =25ms/12.4ms/30°;
field of view = 28 cm x 28 cm; frequency x phase matrix = 256 x 128; receiver bandwidth =
44.4 Hz/pixel), with reconstructed in-plane voxel dimensions of 1.09 mm x 1.09 mm and a 5
mm thick slice. Images were acquired approximately every 3.4 sec. The first 7 images were
acquired during heating, while the last 3 acquisitions were during cooling.
In-house software written in MATLAB (The Mathworks Inc., Natick, MA) and the
GMPL toolbox (123) were used to implement the GPM background estimation approach
63

and analyze the resulting temperature images. The temperature change (∆T) was
estimated from the calculated phase difference (∆φ) using the relationship
∆ 

∆>
 ·  ·

·

,

( 5.2 )

where α is the temperature sensitivity coefficient (assumed to be -0.01 ppm/°C), γ is the
gyromagnetic ratio, Bo is the strength of the main magnet (3 T), and TE is the echo time.
Phase difference for the reference-based PRFS method was calculated by subtracting a
reference phase image acquired before heating from the phase images during heating. For
the referenceless temperature images, the GPM-estimated phase within the heated area
was used instead of the normal reference phase image.
The mean and standard deviation of the temperature images of the first 10
unperturbed sonications were calculated on a voxel-by-voxel basis for each time point. The
voxel at the sonication focal spot had the largest rise in temperature and was used to
compare the standard and perturbed magnetic field results.
The root mean square error (RMSE) was used as a metric to assess the difference
in temperature values at each time step between the perturbed magnetic field sonication
and standard temperature measurements. The RMSE was calculated by


∑KMN "DEFGDH # IJJIJKEJHJLL $
?@A  B
K

( 5.3 )

where the summation of the square of the difference is taken over the region of heating and
normalized to the number of pixels assessed.
To visualize the spatial location of the temperature difference reflected in the RMSE,
a residual map was created that compares the temperature difference between the
standard and perturbed magnetic field sonication results and is normalized by the
quadrature of the standard and experimental standard deviations.
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∑ (T
n

RMSE =

i =1

− Treferenceless )

( 5.4 )

2

actual

2
2
σ actual
+ σ referencel
ess

A region of interest was also taken away from the heated area to measure the
background temperature with and without the perturbed magnetic field. Without
temperature artifacts caused by the magnetic field perturbation, the surrounding tissue
should have had minimal changes in temperature.

5.2.3

In vivo Laser Ablation in Human Brain Tumor
In order to assess the technique in an environment primarily free of motion, the

referenceless algorithm was applied to MR-guided laser ablation in brain. MR temperature
imaging from brain ablations are typically free of temperature artifacts, and thus, the tested
algorithm was examined to see that the data was not negatively impacted. Two parameters
measured for monitoring purposes were temperature for safety purposes and estimated
extent of tissue damage as predicted by thermal dose for efficacy purposes.
MR thermometry data from a prior patient who had undergone laser ablation
treatment in brain using a 1.5mm diameter water-cooled diffusing tip laser applicator
(Visualase Inc., Houston, TX) was analyzed retrospectively. All imaging was performed on
a 1.5-T whole-body MRI scanner (Signa HDxt, GE Healthcare, Waukesha, WI) with a head
coil.

A

temperature-sensitive,

spoiled

gradient

echo

sequence

(TR/TE/FA

=

37.5ms/20ms/30°; Field of View = 26 cm x 26 cm; frequency x phase = 256 x 128; pixel
bandwidth = 78.125 Hz) was used to monitor the temperature changes in real time during
laser (wavelength = 980 nm; applied power = 10 W) ablation of a brain tumor with the laser
with reconstructed in-plane voxel dimension of 1.02 mm x 1.02 mm and a 3 mm thick slice.
Images were acquired every 5 sec.
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Estimates of temperature were input into the Arrhenius model of thermal damage
used by the vendor in order to assess differences between referenced and GPM
referenceless approaches on a voxel-by-voxel basis. Voxels that reached the threshold for
thermal damage or thermal dose were assumed to represent tissue that was damaged
beyond repair. The temporal temperature histories at each pixel were used in the Arrhenius
rate process model (25):
( 5.5 )

t

Ω(t ) = ∫ Ae− E A / RT (τ ) dτ
0

.

In this model, the frequency factor, A, and the activation energy, EA, are kinetic
parameters set at 3.1 x 1098/s and 6.28 x 105 J/mol, respectively; these values are the
same as those derived by Henriques (24) from his experimental data with the basal
epidermis layer and have been used in previous studies (27,61). T(τ) is the tissue
temperature over time and R is the universal gas constant. The threshold, Ω, was set to
1.0, which was used in previous reports (27,61).
To quantitatively evaluate the performance of the referenceless method, a statistical
validation metric, the Dice similarity coefficient (DSC), was used to measure the spatial
overlap of predicted damage regions between the temperature values measured from the
reference-based method and the referenceless method (75). The reference-based method
has been shown to correlate well with post-treatment contrast-enhanced imaging (93). Also,
the DSC has been previously shown to be a good validation metric for spatial overlap (86).
The DSC is defined as

DSC( A, B) =

2( A ∩ B)
( A + B) .

( 5.6 )

The possible values of DSC extend from 0, meaning no overlap, to 1, meaning
complete overlap.
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5.2.4

In vivo Laser Ablation of Human Liver Lesion
Contrary to the brain environment, the technique was used in an environment full of

temperature artifacts due to normal respiratory breathing. The respiration causes
temperature artifacts in the MR temperature imaging of the liver, within the heated area and
in the surrounding tissue, due to tissue motion and changes in the susceptibility field (35).
Negative temperatures are also seen within the hot spot. Applying the referenceless
algorithm to a laser ablation in the liver was performed to determine if the heated area could
be recovered and observed for better monitoring of the procedure.
The MR-guided laser ablation procedure was carried out on a patient with multiple
hepatic lesions who had a history of metastatic carcinoid tumor. Due to the significant
motion, temperature artifacts existed within the heated area and among the normal,
unheated surrounding tissue. In order to visualize the heated area without overlapping
temperature artifacts, the referenceless method with the Gaussian process was applied to
MR temperature imaging. Imaging was performed on a 1.5-T whole-body MRI scanner
(Magnetom Espree, Siemens Healthcare, Erlangen, Germany) with a 6-channel body
matrix coil. To monitor the temperature changes, a spoiled gradient echo sequence
(TR/TE/FA = 64ms/15ms/30°; Field of View = 30 cm x 30 cm; frequency x phase = 256 x
128; pixel bandwidth = 160 Hz) was used with reconstructed in-plane voxel dimensions of
1.17 mm x 1.17 mm and a slice thickness of 5 mm. Images were acquired every 5 sec. A
novel in-house phase unwrapping technique was used prior to obtaining temperature maps
(124).
A region of interest was taken away from the heated area to measure the
background temperature with and without the correction. Without temperature artifacts, the
surrounding tissue should have had minimal changes in temperature. Qualitatively,
temperature distributions were compared with and without the GP referenceless method to
determine if temperature artifacts within the heated area were removed.
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5.3
5.3.1

RESULTS
Ex vivo HIFU in Rabbit Liver
The ex vivo rabbit liver was heated to a maximum change in temperature of 9.6° ±

0.3°C which did not result in ablative damage. Magnetic field perturbations induced by the
random movement of the paramagnetic object in the bore, resulted in phase changes that
provided temperature estimates at the focal spot ranged from -30.2°C to 20.4°C.
The region of interest containing the heated region was selected manually and
contained 163 pixels, or 169.59 cm2. Figure 5.2 demonstrates the temperature evolution of
the voxel containing the maximum temperature change in the focal region. The mean
temperature of the referenceless MR temperature measurements fell within the 95%
confidence interval of the unperturbed MR temperature measurements.
The RMSE metric included the entire region of interest (ROI) for each experiment
and each time step. Figure 5.3 shows the RMSE in Celsius along with the estimated
temperature uncertainty of the standard MR temperature measurements. The temperature
uncertainty was the mean of the temperature uncertainties for each unperturbed magnetic
field sonication calculated from the signal-to-noise ratio of the MR temperature imaging
acquisition (125) and represented the minimum possible error in the temperature
distributions. Through the entirety of the sonication and cooling, the temperature uncertainty
in the region of interest of the MR temperature imaging ranged from 0.16° to 0.17°C. Using
the referenceless method, the RMSE for each sonication at each time step was slightly
increased from the minimum temperature uncertainty, but constantly less than 1°C
demonstrating the high accuracy of the predicted background phase to the actual phase
and corresponding temperature values.
Figure 5.4 shows a voxel-by-voxel comparison of one of the experiments to the
mean of the unperturbed magnetic field sonications. Voxels along the border were found to
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be more than 2 standard deviations away from one another. However, these standard
deviations are small due to the close proximity to the training data.
Table 5.1 shows the unheated region away from the sonication focal spot having
artificial temperature changes in both the positive and negative ranges. However, using the
GPM based referenceless method, the background returned to temperatures
temperatu
within the
temperature uncertainty of the unperturbed field sonications.

Figure 5.2. Thermal evolution of the FUS sonication point for 6 experiments with perturbed
magnetic fields calculated using the reference based approach (green) versus the mean
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(blue) of the established unperturbed baseline (10 sonications) and its 95% confidence
level
el (blue bars) . The GPM referenceless correction (red) is shown to correlate well with
the baseline which falls within the GPM 95% CI (red dashes).

with
h perturbed magnetic fields
Figure 5.3. RMSE over time of the 6 FUS experiments, wit
compared to the unperturbed magnetic field MRTI in solid lines. The temperature
uncertainty of the unperturbed magnetic field MRTI is shown by the dotted red line.
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Figure 5.4. Comparison
omparison of each voxel during an entire FUS sonication. The standard
deviation errors computed using equation ( 5.4 ) Each voxel is a measure of whether the
GP referenceless results was statistically ( ≥ 2 STD) different from the mean baseline value.
In this instance, only boundary voxels were found to be gr
greater
eater than 2 STD, however,
boundary voxels also have the smallest uncertainty and thus, mean values are still <1°C
from each other.

Table 5.1. Mean and standard deviation temperatures in nonheated regions.
Sonication

Referenced

GPM Referenceless

No field changes

0.59° ± 0.32

1

0.62° ± 0.34

0.15° ± 0.22

2

5.17° ± 4.27

0.41° ± 0.29

3

1.97° ± 0.79

0.29° ± 0.23

4

-1.33° ± 1.27

0.14° ± 0.21

5

-6.96° ± 6.45

0.27° ± 0.26
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6

5.3.2

-7.31° ± 5.52

0.23° ± 0.28

In Vivo Laser Ablation in Human Brain Tumor
The

maximum

temperature

change

during

the

laser-induced
induced

interstitial

thermotherapy procedure was 72.3°C with a baseline temperature of 37°C.. The DSC of the
predicted damage between the MRTI methods was 0.95. The contours are shown in Figure
5.5,, where the predicted damage region with the rreferenceless
eferenceless MRTI method remains
within one pixel from the reference
reference-based
based MRTI method. Portions of the contour that do not
match are still within the 95% confidence interval of the referenceless method’s predicted
damage region. Plotting of one of the pix
pixels
els adjacent to the laser fiber over time is shown in
Figure 5.6. The 95% confidence interval of the GP referenceless method consistently
encompassed the reference
reference-based MRTI measurements.

Figure 5.5. Magnitude image showing laser fiber location within treatment region (a).
Contours are shown of the predicted thermally damaged regions using the reference-based
reference
MRTI method (red) and the referenceless method (blue) overlayed onto a maximum MR
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predic
temperature map (b). The 95% confidence intervals of the referenceless method’s predicted
damage region are shown in light blue.

Figure 5.6. Thermal evolution of a single voxel adjacent to the laser fiber during a laserlaser
induced interstitial thermotherapy procedure in human brain cancer. The mean ± 2 standard
deviations of the GP referenceless MRTI method is shown in blue. The reference-based
reference
MRTI temperature values are shown in red.

5.3.3

In Vivo Laser Ablation of Human Liver Lesion
Figure 5.7a shows a magnitude image of the laser ablation in a human liver. Phase

image during heating is shown in Figure 5.7b.. With the normal reference-based
reference
method,
negative temperature values within the hot spot and false heating in non
non-heated
heated tissue are
observed and caused by motion and an unsuitable phase refe
reference.
rence. With the use of the
estimated reference from the GP, the entire heated area is observable.
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induced interstitial thermotherapy procedure in a human liver
Figure 5.7. A laser--induced
(a). The phase during heating
ating (b) is subtracted from the GP estimated phase (c) to result in
the temperature distribution shown in (e). The temperature distribution using the referencereference
based phase image is shown in (d). Only the region outside the yellow contour in (b) is
used as training data for estimating (c).

5.4

DISCUSSION
We have introduced a novel approach to referenceless PRF temperature imaging

based on Gaussian Process Modeling (GPM) inference of the background phase from
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unheated voxels. We investigated and validated the GPM based referenceless technique in
a controlled ex vivo environment and demonstrate its use in vivo in two laser ablation
scenarios. As with other referenceless thermometry methods, the current implementation
dictates that the region that is used for training must exclude areas of actual temperature
change in order for a proper background fit to be produced using the Gaussian process
method.
An advantage to the Gaussian process method is the ability to have rapid
probabilistic prediction and uncertainty estimation of the phase or temperature. The
flexibility of the covariance function allowed for different ablated areas and heating sources
to be used.
In the current experiments, the linear combination of square exponential, rational
quadratic, neural network, and noise covariance functions was used as the covariance
function as it empirically produced the best result during optimization. Further experiments
are also ongoing to determine the significance and weight of each covariance function.
While the covariance functions used in this work emphasized a non-linear approach to
modeling the slowly varying background, future studies will examine the incorporation of a
physics-based covariance model for GPM (126). Such an approach may facilitate
performing the process without need for an ROI exclusion zone.
The area of non-heated phase data was kept close to the heated area to minimize
the covariance matrices and computational time. With this machine learning method, larger
non-heated areas are assumed to produce better results, as more training data from the
background phase would be available.
All but one of the ex vivo HIFU sonications in rabbit liver showed good agreement
after replacing the reference phase image with the GP-predicted reference phase. The
temperature was unable to be corrected, as the change in the magnetic field affected the
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acquisition and introduced intrascan corruption of k-space, preventing the success of any
extrapolation.
Voxels in the comparison of a FUS sonication that were shown to be greater than
two standard deviations in Figure 5.4 are primarily found on the boundaries. Here the
uncertainty we reference from the MRTI is further from the heating and nearer to training
data hence smaller than at the focus and thus, easier to be greater than two standard
deviations compared to more central voxels.
For the laser ablations experiments, one limitation for this technique is that any
phase change within the ROI that was not caused by the temperature change was still
included upon subtraction from the estimated phase reference. These changes could have
been caused by the field inhomogeneity around the laser fiber, but were not observed in
most cases. An example of the laser fiber causing changes in the phase can be seen in the
small number of voxels outside the hot spot of the laser ablation in the brain (cf Figure 5.5)
that were predicted to be thermally damaged. However, these artifacts did not impact the
temperature values within the hot spot and were not observed in the FUS experiments.
For large-scale data sets, the computational complexity may prevent the
applicability of Gaussian process regression for real-time performance due to number of
operations for training and prediction. A fully independent training conditional approximation
based on a low-rank plus diagonal approximation to the exact dense covariance is one
alternative (127). The Cholesky decomposition of the covariance matrix may also become a
problem for large data sets, and one study (128) has demonstrated a matrix-free approach
for computing the maximum likelihood for Gaussian processes.

5.5

CONCLUSIONS
The proposed algorithm allowed for temperature feedback to occur without a

reference phase, which may reduce temperature artifacts due to background field changes.
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Uncertainty values of the estimated phase allow for confidence intervals to provide users
with additional information during treatment monitoring. Additional work will examine the
algorithm’s dependence on specific covariance functions.

5.6

APPENDIX
Multiple covariance functions were linearly combined and used in these

experiments: the squared exponential, rational quadratic, neural network, and white noise
covariance functions. The squared exponential is parameterized in terms of the
hyperparameters as a function of random variables, x p and x q :

 1

T
k SE (x p , x q ) = σ 2f exp − (x p − x q ) M (x p − x q )
 2
,
where M is a symmetric matrix with diagonal corresponding to length-scales
2
hyperparameters and σ f is the signal variance. The rational quadratic covariance function

is parameterized as:

 (x p − x q )T M (x p − x q ) 
2

k RQ (x p , x q ) = σ f 1 +
2


2αl

 ,
−α

where M and σ f are the same as before, l is the length-scale, and α is the shape
2

parameter. The neural network covariance function is specified as:
T

x p Mx q

k NN (x p , x q ) = σ sin 
 1 + x p T Mx p 1 + x q T Mx q

2
f

−1

(

)(

)





,

where M and σ 2f are the same as before, l is the length-scale, and α is the shape
parameter. The neural network covariance function is specified as:
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k noise (x p , x q ) =

σ 2f
δ pq

,

2
where σ f is the specified noise variance and δ is a Kronecker delta function which is one if

p = q and 0 otherwise. For more detailed information, readers are referred to Rasmussen
and William (59).
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6

Chapter 6: Gaussian Process for Predictive MR Temperature
Imaging

6.1

INTRODUCTION
Magnetic resonance thermal imaging (MRTI) has the ability to provide real-time

measurements to be used in guiding and monitoring clinical thermal therapy procedures
(61). The real-time temperature monitoring during the treatment can help minimize the
amount of normal tissue treated and prevent treatments from exceeding safety limits (27).
The most frequently used technique for measuring temperature, the PRF shift technique,
relies on dynamically measuring and calculating the phase difference based on a reference
phase image acquired before heating. However, conditions exist in which data can be
corrupted or lost during an acquisition caused by low signal or signal loss due to tissue
motion or heating. Research has been on going in confronting these issues with different
acquisitions and PRF processing methods, but occurrences of lost or incorrect data still
remain (18,35,101).
The use of MRTI data driven bioheat transfer model based simulation within the
procedure has been explored to increase the robustness of the treatment as well increase
the accuracy of the temperature feedback for safety purposes (54–56). Approaches have
focused on data assimilation techniques within the statistical framework of the Kalman filter
(55,56) as well as model based control (54). Initial approaches utilize literature values of
thermal and optical parameters within the Pennes bioheat equation. However, bioheat
model calibration from a non-therapeutic low power test pulse has been shown to increase
the prediction accuracy of the deterministic form of the bioheat transfer model (115).
Computer simulation of the bioheat equation has been also used in optimizing treatment
planning (102) , and included in a method for automated control (103). With these
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improvements, modeling the heat transfer in tissue continues to be a challenge. Tissues
may have different optical and thermal properties especially when studying areas of normal
and cancerous tissue (129). Assigning regions with different properties with precise
boundaries also requires segmentation.
In this study, a Gaussian process approach to improve the accuracy of the
underlying kernel for predicting the bioheat transfer is explored. Intuitively, the Gaussian
process calibrates an empirical model of the temperature to match the statistics of
measured temperature imaging data and is subsequently used to predict temperature. The
study focuses on data prediction within the data assimilation framework. Limited a priori
temperature information resulting from noisy or corrupted thermal image measurements is
assumed and used to simulate the full temperature measurement. The effect of the amount
of data used was evaluated in comparison to MR temperature imaging data from a MRguided laser ablation in a human brain tumor. Predictive temperature values are compared
to MR temperature values during monitoring. Using the estimated temperature values, a
predicted extent of thermally damaged tissue according to an Arrhenius model of damage
(22,93,119) was also compared to the damage maps during treatment.

6.2
6.2.1

MATERIALS AND METHODS
Kalman Filter Data Assimilation Framework
The objective of model-based filtering techniques, such as the Kalman filter (130), in

combination with MR temperature imaging, is to estimate the temperature distribution
throughout the tissue area given a computational model of the bioheat transfer and
temperature information from MR temperature imaging. If the prior Gaussian distribution
over &O P ( has mean |Q &O P ( and covariance *|Q &O P , O P ( , the Kalman filter update step
obtains an estimate for the function at inputs O P using any all previous information,
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where Γ is the Kalman gain,

( 6.1 )
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and | and *| are the posterior Gaussian mean and covariance of the function . With  Z

being an indicator function, the Kalman filter update equations for only prediction points, OZ ,
becomes
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where *|+ &OZ , O( is the covariance function between the training points, O , and the
prediction points, OZ. In essence, to estimate the function at these prediction points using

Kalman filter, a priori distributions over &OZ ( and &O(and measurement or observation for

 at inputs O are all that are needed.

6.2.2

Gaussian Process Modeling (GPM) Algorithm
Also allowing for predictive points to be made, the Gaussian process modeling is a

non-parametric regression method that estimates distributions over functions provided by
training data. Conditioned by the training data, the Gaussian process estimates a Gaussian
distribution over the output value for any input value. In this particular application, datasets
are MR temperature maps at a given instance in time, and temperature maps at future
instances in times are predicted. Given a set of n training data points {x i , yi }i=1 , the target
n

value yi is related to the input vector x i by the feature space model
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yi = f ( x i ) + εi

( 6.6 )

,

where \] is Gaussian noise with zero mean and variance σ n2 . In this particular application,

yi represents the temperature information at the i-th step in time and xi represents the
matrix of spatial and temporal coordinates. Thus, the observed target values can be
described statistically of the form

y ~ N ( 0, K ( X, X ) + σ n2 I)
where X is the aggregate of the inputs

( 6.7 )
,

X = { x1,..., xn } , and K ( X, X) is the covariance

matrix. Details of the composite covariance functions used are shown in the 6.6 Appendix.
The hyperparameters within the composite covariance functions are optimized by
minimizing the negative log marginal likelihood with respect to the hyperparameters using
conjugate gradients.
The Gaussian process regression equations are

Z  ^&RZ (  _&RZ , R(T_&R, R(  Y 'V "U # ^&R($

Cov&Z (  _&RZ , RZ ( # _&RZ , R(T_&R, R(  Y 'V



K&RZ , R(

( 6.8 )
( 6.9 )

where `Z is the posterior function mean, a&·( is the prior function mean, Cov&Z ( is the

posterior covariance, e&O, O( is the joint prior distribution covariance of the function at

inputs O, and f is the identity matrix. The matrix e&OZ , O( is similar to the Kalman filter’s

*|+ &OZ , O( where it is the covariance between the function at prediction points and training
inputs.

The trained model is then applied to predict temperature values at future steps in
time with confidence levels in the prediction provided by the statistical framework of the
Gaussian process. Details and more in-depth information about Gaussian processes can
be found in Rasmussen and Williams (59).
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Besides the Gaussian process covariance matrix e&O, O( corresponding with the

Kalman filter prior covariance *|Q &O, O( and the Gaussian process prior mean a&O(
corresponding with the Kalman filter estimate |Q &O(, the matrix e&OZ , O(We&O, O(  4 5 fX+ is

comparable to the Kalman gain. One difference between the two frameworks are that the
Gaussian process utilizes the entire data before generating a posterior distribution, while
the Kalman filter combines new observations or measurements with the posterior
distribution from previous observations.

6.2.3

In Vivo Laser Ablation in Human Brain Tumor
In order to assess the technique in an environment generally free of motion, the

GPM algorithm was applied to data from a MR-guided laser ablation in brain. MR
temperature imaging from ablative treatments in the brain are typically free of temperature
artifacts, and in this case were used to determine if the algorithm negatively impacted the
data. The two parameters examined, temperature and thermal dose, were investigated as
they are measurements used for safety and efficacy purposes, respectively.
MR thermometry data from a prior patient who had undergone laser ablation
treatment in brain (Visualase Inc., Houston, TX) was analyzed retrospectively. All imaging
was performed on a 1.5-T whole-body MRI scanner (Signa HDxt, GE Healthcare,
Waukesha, WI) with a head coil. A temperature-sensitive, spoiled gradient echo sequence
(TR/TE/FA = 37.5ms/20ms/30°; Field of View = 26 cm x 26 cm; frequency x phase = 256 x
128; pixel bandwidth = 78.125 Hz) was used to monitor the temperature changes in real
time during treatment of the brain tumor with the laser (980 nm; 10 W). The reconstructed
in-plane voxel dimensions were 1.02 mm x 1.02 mm and a slice thickness of 3 mm. Images
were acquired every 5 seconds. A novel in-house phase unwrapping method was used
(124). In-house software written in MATLAB (The Mathworks Inc., Natick, MA) was used to
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process the temperature images. The relationship between the phase difference (∆φ) and
the measured temperature change (∆T) can be expressed as
∆ 

∆>
 ·  ·

( 6.10 )

·

where α is the temperature sensitivity coefficient (assumed to be -0.01 ppm/°C), γ is the
gyromagnetic ratio, Bo is the strength of the main magnet (1.5 T), and TE is the echo time
for the MR pulse sequence. The phase difference for the reference-based PRF shift method
was calculated by subtracting phase images before heating from the phase images during
heating.
Absolute temperature maps were input into the thermal dose model to obtain a
predicted region of damage by adding body temperature to the temperature maps. The
region of interest (ROI) was user-defined to a 36×45 region. The model was applied on a
pixel-by-pixel basis. Voxels that reached the threshold for thermal damage or thermal dose
were assumed to represent tissue that was damaged beyond repair. The temporal
temperature histories at each pixel were used in the Arrhenius rate process model (25):
( 6.11 )

t

Ω(t ) = ∫ Ae− EA / RT (τ ) dτ
0

.

In this thermal dose model, the frequency factor, A, and the activation energy, EA,
are kinetic parameters experimentally determined a priori. The values for A and EA were 3.1
x 1098/s and 6.28 x 105 J/mol, respectively, and were empirically derived by Henriques (24)
from his experiment with basal epidermis layer and used in previous studies (27,61). T(τ) is
the tissue temperature over time and R is the universal gas constant. The threshold, Ω, was
set to 1.0, which was used in previous reports (27,61), and shown to be a good predictor of
irreversibly damaged tissue (93).
To assess the performance of this method with minimum amount of a priori data,
previous data from 2 and 3 image acquisitions were used as training data. Temporal
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evolution of voxel adjacent to the laser fiber was examined for accuracy of the technique.
Predicted thermal dose maps were also compared to monitored thermal dose distributions.
Line profiles were compared to spatially compare temperature distributions between
temperature predictions and imaging.

6.3

RESULTS

6.3.1

In Vivo Laser Ablation in Human Brain Tumor
The maximum estimated temperature rise during the laser-induced interstitial

thermal therapy procedure here was 72.3°C. Fig. 1 shows a magnitude image of the laser
induced interstitial thermal therapy in a tumor within the brain and the location of the
heating. During the heating, the actual temperature is plotted in blue of Fig. 2. The mean ±
2σ is plotted when using only two and three previous measurements (Fig 2a-b). As
expected, more a priori knowledge produced temperature predictions with tighter
confidence intervals. During the heating when the temperature gradient is at its steepest,
the temperature distribution of the actual temperature measurement is compared to the
predicted distribution using two a prior measurements for the same time point, t=125s in
Fig. 3.
Using each predicted temperature measurement, the cumulative temperature was
applied to the Arrhenius thermal dose model in Fig. 4. The predicted thermally damaged
region from only the MR temperature imaging information was within the 95% confidence
interval of the predicted damage region throughout the entirety of the treatment when using
either two or three a priori measurements.
Line profiles in the x and y directions of the temperature and prediction maps from
Fig. 3 are shown in Fig. 5.
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Figure 6.1.. Magnitude image of human brain and tumor with temperature
distribution overlayed onto image.
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Figure 6.2.. Gaussian process prediction of the temperature at each time point, n+1
(red) using 2 a priori temperature
erature values, n and n
n-1 (a) and using 3 a priori values, n, n-1, n2 (b). MR temperature imaging measurements are shown in blue. The prediction ± 2σ
2 are
represented by the red error bars.

Figure 6.3. (a) MR temperature map at 125s into the laser interstitial thermal
therapy treatment (b) Gaussian process predicted temperature distribution for the same
time point shown in (a) using 2 a priori temperature values, n and n-1.
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point
nt with the predicted
Figure 6.4. MR temperature map at the maximum heating poi
thermally damaged region in blue. The predicted thermally damaged region using the
Gaussian process prediction of the temperature at each time point, n+1 using 2 a priori
temperature values, n and n
n-1 is shown in red with the 95% confidence
idence interval in dashed
red lines (a) Similarly, using 3 a priori values, n, n-1, n-2,
2, the predicted thermally damaged
region from the Gaussian process predictions are shown in (b).

Figure 6.5. Line profiles along the xx- and y-directions
directions of the temperature
distributions shown in Fig. 3 indicated by the yellow dashed lines (cf. Fig 3). The MR
temperature values are shown in blue and the Gaussian process predicted temperature
values are shown in red.
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The iterations of the hyperparameters optimization were set to 500 iterations which
was found to be more than sufficient. With the large data included in two and three a priori
time steps, the run times to optimize over these time steps plus predict the n+1 time step
ranged from 11.8 minutes to 84.2 minutes.

6.4

DISCUSSION
By using a limited number of a priori temperature measurements, a forecast of the

future temperature distribution was able to be predicted. Unlike the Pennes bioheat transfer
equation, bio-thermal parameters were not needed. The predictive temperature ability
shown here may allow for corrupted or missing data to be filled in or used to identify
temperature artifacts when measurements fall outside a confidence interval.
At this time, the computation times prevent the applicability of this technique being
used in real-time, however the Gaussian process method allows for the ability to have full
probabilistic prediction and uncertainty estimation of the temperature values unlike other
studies (129).
The predictions during initial heating underestimated the actual temperature
measurements as the heating increases the temperature very rapidly while the initial
measurements prior to the sudden increase do not show much rise in temperature. The
training information did not include when the heating source was triggered. Additional
information may improve the machine learning capabilities and better predict this initial
temperature rise and even help to include the cooling period. Future efforts will incorporate
these additional data.
In the line profiles shown in Fig. 5, the predicted temperature values differ from the
actual temperature measurements as these voxels are near the boundary of the ROI and
this may impact the prediction with the lack of information surrounding the voxels.
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Future work will look at improving the prediction of multiple time steps as well as
cooling. Any shape used as training data was satisfactory. However, larger ROIs and more
a priori time steps produced smaller uncertainties, but required longer processing times.
The combination of a large number of iterations with the large amount of training data
caused the total run time to be lengthy. The region of interest for one time step includes
1620 (36×45 ROI) values. The large range in computational time between time steps may
have been affected by the use of a public computational server. Parallelizing the algorithm
to accelerate the necessary processing time will also be necessary to be examined.
In this work, the hyperparameters contained in the covariance functions were
related to length scales and variances of the function. However, more research has been
published on using physics-based covariance models for Gaussian processes (126) which
may help to connect hyperparameters to bio-thermal parameters in the future.
Although other manuscripts have previously used Bayesian filters such as the
Kalman filter as a technique for state estimation (55,56), the Gaussian process regression
models have been incorporated into Unscented Kalman filters (131) for performance
improvement (132). In this framework, the GP can still take advantage of existing
parametric models of the temperature or heating and may allow for a reduction in
necessary training data. In the cases where sufficient training data does not exist, the filter
could take this into account and increase the uncertainty.
The computational complexity of Gaussian process regression is high due to the
number of operations for the training and prediction points, a fully independent training
conditional approximation based on a low-rank plus diagonal approximation to the exact
dense covariance is one alternative (127). The Cholesky decomposition of the covariance
matrix may also become a problem for large data sets, and one study (128) has
demonstrated a matrix-free approach for computing the maximum likelihood for Gaussian
processes.
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6.5

CONCLUSION
In this study, the proposed algorithm allows for a non-parametric model to be used

as a learning predictive state model for temperature during ablative heating. Since the
Gaussian process estimates a distribution conditioned over the training data, uncertainty
values are also provided for the temperature predictions, which may help provide additional
information during treatment monitoring.

6.6

APPENDIX
The two covariance functions linearly combined to be used in these experiments

were the squared exponential and the rational quadratic. The squared exponential is
parameterized in terms of the hyperparameters as a function of random variables, x p and

xq :
 1

T
k (x p , x q ) = σ 2f exp − (x p − x q ) M (x p − x q ) ,
 2

where M is a symmetric matrix with diagonal corresponding to length-scales
hyperparameters and σ 2f is the signal variance. The rational quadratic covariance function
is parameterized as:

 (x p − x q )T M (x p − x q ) 
2

k (x p , x q ) = σ f 1 +
2


2αl



−α

,

where M and σ 2f are the same as before, l is the length-scale, and α is the shape
parameter. For more detailed information, readers are referred to Rasmussen and William
(59).

91

7

Chapter 7: Future Directions
The work presented in this dissertation is the development, validation, and

implementation of two novel approaches to MR temperature imaging post-processing and
the demonstration of feasibility for these stochastic, data-driven models developed to
improve the robustness of MR-guidance during thermal therapies and potentially enhance
the safety and efficacy of treatment. A sparse, uncorrelated Kalman filter instead of the
dense, correlated framework used in Fuentes et al. (56) provided an accurate model-based
temperature estimate as a surrogate temperature prediction. In the case where no
parametric model exists, the Gaussian process modelling allowed for estimation from
training data. This approach was implemented and demonstrated in predicting reference
phase in order to reduce temperature artifacts due to background field changes as well as
forecasting temperature measurements. Since the Gaussian process estimates a
distribution conditioned over the training data, full probabilistic estimations including
uncertainty values are also provided, which may help provide additional information during
treatment monitoring.
With additional data loss, the implemented Pennes bioheat transfer equation
resulted in an underestimation of temperature predictions. Future work may look at
improving the Pennes bioheat transfer equation through calibration techniques (115) to
allow for a more robust parametric model. For the Kalman filter framework, a more complex
algorithm such as an Ensemble Kalman filter (116) may be more appropriate in applying the
nonlinear uncertainties of model parameters such as thermal conductivity and perfusion.
Future study for GPM of MR temperature imaging could examine the feasibility of
incorporating a physics-based covariance model (126). The optimized hyperparameters
could offer information of the underlying model. Improved modeling may also facilitate
performing the process without need for an ROI exclusion zone.
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Besides using Kalman filter as only an state estimator (55,56), the Gaussian
process regression models have been incorporated into Unscented Kalman filters (131) for
performance improvement (132). Applying this framework, the GPM can still take
advantage of existing parametric models of the temperature or heating and may allow for a
reduction in necessary training data. In the event of significantly less training data, the filter
would automatically increase the uncertainty. In the cases where sufficient training data
does not exist, the filter could take this into account and increase the uncertainty.
Investigating this application for MR temperature imaging could provide improved state
estimates and a more robust framework when an accurate parametric model is not
available.
Obtaining probabilistic prediction and uncertainty estimations allow for confidence
intervals of predicted temperature distributions to be calculated evaluated. Another future
direction would be the investigation of these confidence intervals as a method for
temperature artifact or data corruption detection.
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