Abstract. We define the notion of an RO(G)-graded Tambara functor and prove that any G-spectrum with norm multiplication gives rise to such an RO(G)-graded Tambara functor.
Introduction
Let G be a finite group. When studying G-equivariant homotopy theory, the appropriate generalization of cohomology with coefficients in an abelian group is cohomology with coefficients in a Mackey functor M . A Mackey functor consists of an abelian group M (G/H) for each subgroup H ≤ G, together with restriction and transfer maps satisfying certain relations. Alternatively, one can define a Mackey functor as an abelian group M (X) for each finite G-set X satisfying M (X Y ) ∼ = M (X) ⊕ M (Y ). A Mackey functor is represented by a "G-equivariant EilenbergMacLane spectrum."
There is a more complicated notion called a Tambara functor, which incorporates norm maps as well. A Tambara functor is represented by a commutative "Gequivariant Eilenberg-MacLane ring spectrum" [11] . One can think of restriction as an equivariant version of a diagonal map, transfer as an equivariant version of addition and norm as an equivariant version of multiplication.
The theory of Mackey functors goes back to the 1970's, see e.g. [3] or [10] , although we find the existing treatment of graded Mackey functors somewhat lacking. To set the stage for our graded Tambara functors we define the notion of an RO(G)-graded Mackey functor, and prove that any G-spectrum E determines such an RO(G)-graded Mackey functor in Theorem 1.2. Here RO(G) is a categorification of the real representation ring of G, and our first task is to define RO(G) carefully.
The theory of Tambara functors, which was first introduced by Tambara in [9] under the name of TNR-functors, is not nearly as well developed. The best treatment can probably be found in Strickland's paper [8] . However, Strickland does not discuss graded Tambara functors. The literature also suggests that E has to be a G-equivariant E ∞ ring spectrum in order for its homotopy groups to define a Tambara functor, see e.g. the first paragraph on p. 235 of [2] . We find that odd, as in the case G = {e} a homotopy associative and commutative multiplication clearly suffices to give π * E the structure of a graded commutative ring. We remedy this situation by defining the notion of a norm multiplication on a G-spectrum, and prove in Theorem 1. 4 that if E has a norm multiplication then its RO(G)-graded homotopy groups constitute a graded Tambara functor.
Statement of results.
Our first contribution is a precise definition of the categorified representation ring. Given a finite G-set X, we make the following definition. Definition 1.1. Let RO(G)(X) denote the category F un(B G X, I
op ) of functors from the translation category B G X to the Grayson-Quillen construction on the category of finite dimensional real inner product spaces. The morphisms are natural transformations.
As a first step we define a category RO(G) by declaring a morphism from (X, χ) to (Y, γ) to be a pair (f,f ) where
is an isomorphism of G-sets andf
is a natural transformation of functors from B G X to I op . We go on to define a category RO(G)
Mack by adding restriction and transfer maps to RO(G), and define an RO(G)-graded Mackey functor to be a functor
RO(G)
Mack → Ab to the category of abelian groups. The following result is also restated as Theorem 4.8: Theorem 1.2. Let E be an orthogonal G-spectrum. Then E determines an RO(G)-graded Mackey functor π ⋆ (E) : RO(G) Mack → Ab.
Next we define a category RO(G)
Tamb by also adding norm maps to RO(G), and define an RO(G)-graded Tambara functor to be a functor RO(G) Tamb → Ab. We then pin down the exact amount of multiplicative structure E needs in order for π ⋆ (E) to determine an RO(G)-graded Tambara functor. For the definition of n ∧ * see Section 3.2. A norm multiplication on E amounts to a map N K H E → E for each H ≤ K, where N K H is the Hill-Hopkins-Ravenel norm [5] , together with a map E ∧ E → E. These then have to satisfy certain compatibility axioms. If E is a commutative orthogonal G-spectrum then the ring structure determines a norm multiplication, but our conditions are much weaker. If G = {e} is the trivial group a norm multiplication is the same as a multiplication map that is homotopy unital, associative and commutative. The following result is also restated as Theorem 5.12. Theorem 1.4. Let E be an orthogonal G-spectrum with a norm multiplication. Then E determines an RO(G)-graded Tambara functor
Tamb → Ab. 2. Orthogonal G-spectra 2.1. Orthogonal spectra. We will give a very brief review of orthogonal spectra; see e.g. [6] or [5, Appendix A and B] for a more complete description. Recall that we can define an orthogonal spectrum as follows. Let I denote the category of finite dimensional real inner product spaces and linear isometric embeddings. Then an orthogonal spectrum is a functor E : I → T to the category of based spaces which is in addition a module over the sphere spectrum. A map of orthogonal spectra is a natural transformation of functors. We denote the category of orthogonal spectra by Sp.
To spell this out, an orthogonal spectrum E consists of a based space E(V ) with an O(V )-action for each finite dimensional real inner product space V , together with structure maps
for each V which commutes with all the structure maps.
There is a neat way to package a functor E : I → T which is also a module over the sphere spectrum, namely as a functor J → T . Here J is the category with the same objects as I, and J (V, U ) is defined as follows. Consider the space I(V, U ) of linear isometric embeddings. It has a normal bundle, and J (V, U ) is the Thom space of this normal bundle. In symbols we have
Example 2.1. Let V be a finite dimensional real inner product space and let X be a based space. Then there is an orthogonal spectrum F V (X) defined by
The functor F V (−) is left adjoint to the functor ev V : Sp → T which picks out the V 'th space. If V = 0 then F V (X) is the usual suspension spectrum of X.
The spectrum F V (S V ) plays an important role. We construct the (positive) stable model structure on Sp from the (positive) level model structure by formally declaring the maps F V (S V ) → S = F 0 (S 0 ) = Σ ∞ S 0 to be weak equivalences.
2.2. Equivariant orthogonal spectra. Now let G be either a finite group or a compact Lie group. (Later we will restrict our attention to finite groups.) We define a G-equivariant orthogonal spectrum simply as an orthogonal spectrum E with a G-action, and we denote the category of G-equivariant orthogonal spectra by G-Sp To the reader who is used to dealing with universes this might seem like a naive definition, but by varying the model structure we recover both the naive and genuine homotopy categories. The point is that if V is an n-dimensional G-representation we can define E(V ) by
with G acting on the target of I(R n , V ) and diagonally on the smash product. This is non-equivariantly homeomorphic to E(R n ). Given a universe U we can define the homotopy groups of E by taking a colimit over the finite-dimensional subspaces of U. For example,
A map of G-spectra is a weak equivalence if it induces an isomorphism of Hequivariant homotopy groups for each closed H ≤ G. When discussing homotopy classes of maps between orthogonal G-spectra we always work with the model structure corresponding to a complete G-universe.
2.3.
Homotopy groups and the Pontryagin-Thom construction. Here is one way to define the homotopy groups of a spectrum E. Let q ∈ Z, and write q = m − n for m, n ≥ 0. Then we can define
We now briefly explain how to use the Pontryagin-Thom construction to define addition in the homotopy groups of E. Suppose dim(V G ) > 0. Then for any n ≥ 0 we can find a G-equivariant embedding of {1, 2, . . . , n} in V . Here G acts trivially on {1, 2, . . . , n}. It follows that for ǫ sufficiently small the disjoint union of n balls of radius ǫ injects G-equivariantly in V .
Given these embedded ǫ-balls, we get a Pontryagin-Thom collapse map S V → n S V , and precomposing with this gives a map
. This is the addition map, which adds up n elements in π G V −W (E) using the abelian group structure.
As we will explain in Section 4 below the transfer map is a generalization of this idea. This is of course well known, but precision here helps clarify the overall structure.
3. The categorified representation ring 3.1. The Grayson-Quillen construction. Let G be a compact Lie group, and let RO(G) denote the real representation ring of G. If α ∈ RO(G) we can choose G-representations V and W with α = [V ] − [W ], and if E is a G-spectrum we can attempt to define π
G to be the set of homotopy classes of G-equivariant maps as above. The problem is that this is only well defined up to non-canonical isomorphism, and we would like to avoid having to make arbitrary choices. See [4] for a related discussion and a proof that it is possible to make all choices necessary to define π G α (E) for each α ∈ RO(G) coherently.
Instead we define a category whose objects are actual pairs (V, W ) of G-representations. In fact, we will start with a non-equivariant category of pairs and introduce equivariance by considering functors from the category B G * with one object and morphism set G.
As in the definition of orthogonal spectra, let I be the category of finite dimensional real inner product spaces, with morphisms given by linear isometric embeddings.
In analogy with the construction in [7, §4] we define the Grayson-Quillen category I as follows. 
To obtain a G-action we consider the category B G * with one object * and morphism set G. If C is any category, giving a functor from B G * to C is precisely the same data as an object in C together with a G-action. A natural transformation of functors is precisely the same data as a G-equivariant morphism between G-objects in C.
Now we claim that the category F un(B G * , I op ) of G-objects in I op is a categorification of the representation ring RO(G). We use the opposite category of I because we can then use Lemma 3.2 below to get a functor from B G * to spectra.
There is a "connected components" map
, and thus we can regard this map as taking π 0 of F un(B G * , I
op ). The category I op fits well with the category of orthogonal spectra, as the following lemma shows.
Lemma 3.2.
There is a functor F :
. This functor takes any map in I op to a stable equivalence in Sp.
in I we need to produce a map
of spectra. Such a map is adjoint to a map
of spaces. Using (f, g, φ) we get a homeomorphism
and we recall that the Thom space J (W 1 , W 2 ) is given by
We have a map
defined by w → (g, w) for w = ∞ and ∞ → ∞. Hence we get a composite map
as required.
We leave it to the reader to check that this is indeed a functor from I op to Sp. It is clear that S V2−W2 → S V1−W1 is a stable equivalence because we localized with respect to those maps when defining the stable model category structure on Sp.
Recall that B G * denotes the category with one object and morphisms set G. Now suppose G is a finite group and X is a finite G-set. We let B G X denote the category with object set X, and with a morphism x → y for each g ∈ G with gx = y. Then we can generalize the above definition as follows.
Definition 3.5. We denote the category F un(B G X, I
op ) of functors from B G X to I op and natural transformations between them by RO(G)(B G X) or RO(G)(X).
Composition with F yields a map
Notation 3.6. Given a functor χ : B G X → I op we will write S χ for the composite B G X → I op → Sp.
3.2.
Wedge sums and smash products. For any finite G-set X, there are two functors p ∨ * , p ∧ * : F un(B G X, Sp) → G-Sp which we will now describe. The first takes F :
and the second takes F to p
The G-action is given by permuting the wedge or smash factors using the maps
coming from the functoriality of F . These constructions are examples of the "indexed monoidal products" discussed in [5] . More generally, suppose f : X → Y is a map of G-sets and let f also denote the functor B G X → B G Y of translation categories. Then we have functors
The functors p ∨ * and p ∧ * are induced by the map p : X → * . As one might expect, these functors participate in adjunctions. Denote by f * : F un(B G Y, Sp) → F un(B G X, Sp) the functor induced by precomposition.
Proposition 3.7. Let f : X → Y be a map of finite G-sets. Then there is an adjunction f
To get the corresponding adjunction for the smash product we restrict our attention to commutative ring spectra. Let CSp denote the category of commutative orthogonal ring spectra. Then f ∧ * and f * restrict to functors with target CSp.
The functor f ∧ * is essentially the Hill-Hopkins-Ravenel norm; see Definition 3.9 below.
3.
3. An equivalence of categories. We pause to remark on an equivalence of categories that we will use repeatedly. If X = G/H, we have equivalences
Here ι is given by the inclusion of the identity coset, while κ depends on a choice of coset representatives g 1 H, . . . , g n H for G/H with g 1 H = eH. Given such a choice, κ is defined as follows. For each g : g i H → g j H there is a unique way to write gg i = g j h with h ∈ H, and we send g :
= E giH for each coset, together with a map g : E giH → E gj H for each g with gg i = g j h. Precomposing with ι has the effect of only remembering E eH and forgetting the other E giH .
Conversely, a functor F ′ : B H * → Sp consists of an H-spectrum E ′ . Precomposing with κ has the effect of producing a functor F :
for each i and with G-action as defined as above.
If X is isomorphic to G/H, where G/H has cosets g i H, then X is also isomorphic to G/H i with H i = g i Hg −1 i . Using the inclusion B Hi * → B G X we get a different equivalence of categories where we remember E giH as an H i -spectrum rather than E eH as an H-spectrum.
We can interpret this as saying that given a G-set X and a functor F : B G X → Sp, we have to choose a "basepoint" of each orbit in order to identify F with a collection of H i -equivariant spectra.
Using the above equivalence of categories we can now define the Hill-HopkinsRavenel norm. Compare [5] .
Definition 3.9. Given an H-spectrum E and a choice of κ :
and define the norm
Here T 3.4. Equivariant homotopy groups. Above we defined a category RO(G)(X) for each finite G-set X, and in the next two sections we will make RO(G) into a category in two interesting ways. For now we make RO(G) into a category by defining Hom RO(G) ((X, χ), (Y, γ)) to be the set of pairs (f,f ) where f : X → Y is an isomorphism andf : χ ⇒ f * γ is a natural transformation of functors. Composition is defined in the obvious way: Given (f,f ) :
to be the set of homotopy classes of G-equivariant maps from the wedge of spheres determined by (X, χ).
are canonically isomorphic. Hence we have a map
By precomposing with this we get a map
This is clearly compatible with composition in RO(G), so we get a functor
In Section 4 we will add maps to the category RO(G) op to define a category RO(G)
Mack , so that π ⋆ (E) defines a functor from RO(G) Mack to Ab. This will be our notion of a graded Mackey functor.
In Section 5 we will add additional maps to RO(G) Mack to define a category RO(G)
Tamb , and show that if E has the appropriate multiplicative structure then π ⋆ (E) defines a functor from RO(G)
Tamb to Ab. This will be our notion of a graded Tambara functor.
3.5.
The constant functor at E. If E is a G-spectrum and X is a finite G-set we can define a functor const X (E) : B G X → Sp by sending any x to E. A map g : x → y is sent to the map E → E given by the action of g ∈ G.
Above we defined π ⋆ (E)(X, χ) = [p ∨ * (S χ(x) ), E] G , but by the adjunction in Proposition 3.7 this is naturally isomorphic to [S χ , const X (E)] BGX . Here [−, −] BGX denotes the set of homotopy classes of natural transformations of functors from B G X. This simply says that giving a G-equivariant map from x∈X S χ(x) to E is the same as giving a G-equivariant map from x∈X S χ(x) to x∈X E sending the sphere indexed by x to the E indexed by x.
Given (f,f ) : (X, χ) → (Y, γ), note that f * gives a map from the set of (homotopy classes of) natural transformations of functors from Y to the set of (homotopy classes of) natural transformations from X and that f * const Y (E) = const X (E). So from this point of view the induced map (f,f )
We will use this repeatedly in the rest of the paper.
3.6. Relation to usual homotopy groups. If X is an orbit G/H, the RO(G)-graded homotopy group π ⋆ (E)(X, χ) can be identified with an H-equivariant homotopy group. As above we have a weak equivalence
given on the wedge summand indexed by gH by mapping to g in the first smash factor and by using the map g .) The standard change of groups adjunctions then apply to show that
where on the right hand side we have regarded the G-spectrum E as an H-spectrum by restricting the action. Notice that S χ(eH) is also an H-spectrum because the coset eH is stablized by H. The group on the right hand side is the usual RO(H)-graded homotopy group
Graded spans and graded Mackey functors
Recall that an ordinary Mackey functor consists of an abelian group M (X) for each finite G-set X, and a morphism M (X) → M (Y ) for each diagram 
Restriction maps. We define a category RO(G)
R with the same objects as RO(G) as follows.
Definition 4.1. Let (X, χ) and (A, α) be in RO(G). A map in RO(G)
R from (A, α) to (X, χ) is a pair (r,r) where r : A → X is a G-map andr : α ⇒ r * χ is a natural transformation of functors.
Composition in RO(G) R is defined in the obvious way, by composing maps of G-sets and natural transformations.
Remark 4.2. The existence of the natural transformationr implies that for each a ∈ A there is a mapr a : α(a) → χ(r(a)) in I op . The mapr a gives an isomorphism of virtual vector spaces between (V χ(r(a)) , W χ(r(a)) ) and (V α(a) , W α(a) ), i.e., an isomorphism
Taking the G-action into account we can say the following. Let G a denote the stabilizer of a. Then α(a) determines a representative [α(a)] ∈ RO(G a ) and χ(r(a)) determines a representative [χ(r(a))] ∈ RO(G r(a) ), and it follows that
In other words, if the above equation does not hold then a restriction map does not exist. Another point of view is that up to maps in I the map r : A → X and χ ∈ RO(G)(X) determines α.
If we decompose X and A into orbits by specifying isomorphisms X ∼ = G/H i and A ∼ = G/K j then χ determines an element In more categorical language, the natural transformation F (r) ∈ Fun(B G A, Sp) is adjoint to a natural transformation r ∨ * α ⇒ χ in Fun(B G X, Sp) which induces the displayed map on equivariant bouquets of spheres.
Given a map (r,r) : (A, α) → (X, χ) in RO(G) R and a G-spectrum E, we then get a map (r,r)
by precomposing with this map of bouquets of spheres. This is clearly compatible with composition, so we have a functor
We can also phrase this in terms of the constant spectrum const A (E). Given an element φ ∈ [S χ , const X (E)] BGX we map it to the composite
which f is an isomorphism is exactly the same as a map in the category RO(G) defined earlier. Hence we can view RO(G)
R as a natural generalization of RO(G).
Transfer maps. Next we define a category RO(G)
T with the same objects as RO(G).
Definition 4.4. Let (A, α) and (Y, γ) be in RO(G). A map in RO(G)
T from (A, α) to (Y, γ) is a pair (t,t) where t : A → Y is a G-map andt : α ⇒ t * γ is a natural transformation satisfying the following conditions:
• Each componentt a : α(a) → γ(t(a)) is an isomorphism in I op . In other words,t a is a pair of isomorphisms V α(a) → V γ(t(a)) and W α(a) → W γ(t(a)) .
• There exists a G-equivariant embedding of A in V γ(y) with a ∈ V γ(t(a)) .
This implies that for ǫ sufficiently small the corresponding ǫ-balls are disjoint, and it implies that we can construct an injective (G-equivariant and continuous, but not linear) map V α(a) → V γ(y) with image the disjoint union of the ǫ-balls.
Composition in RO(G)
T is defined in the obvious way. The condition that each component oft is an isomorphism is obviously stable under composition and the existence of a G-equivariant embedding is too.
Given (t,t) in RO(G)
T the conditions ont give us a Pontryagin-Thom collapse map P T (t) :
In more detail, we pick a G-equivariant embedding of A in V γ(y) and an ǫ such that the ǫ-balls are disjoint. The U 'th space of y∈Y S γ(y) is by definition given by
and similarly for a∈A S α(a) . Collapsing everything outside the ǫ-balls in each S Vy to a point gives a map to a∈A J (W y , U ) ∧ S V γ(t(a)) , and we can then use (t a )
to identify this with a∈A J (W a , U ) ∧ S V α(a) .
Remark 4.5. The definition of the map
involved a choice of an embedding and a choice of an ǫ. But any two choices give stably equivalent maps between the bouquets of spheres.
The Pontryagin-Thom construction can be interpreted as a natural transformation P T (t) :
Remark 4.6. The natural transformationt gives isomorphisms V γ(t(a)) → V α(a) and W γ(t(a)) → W α(a) in I. Taking the G-action into account this implies that
Ga [γ(t(a))]. Hence t : A → Y and γ ∈ RO(G)(Y ) determine α up to isomorphism. But note that the converse is not true: given t : A → Y and α ∈ RO(G)(A) there are potentially many non-isomorphic choices of γ ∈ RO(G)(Y ) that can be the target of the transfer map.
Given a map (t,t) : (A, α) → (Y, γ) in RO(G)
T and a G-spectrum E, we then get a map (t,t)
, where the last natural transformation is given on y ∈ Y by the fold map t(a)=y E → E. This is clearly compatible with maps in RO(G)
T , so we get a functor
If we choose isomorphisms A ∼ = G/K j and Y ∼ = G/L k in such a way that t corresponds to eK j → eL k then (t,t) ∨ * corresponds to a combination of the usual transfer map and addition maps. Specifically, if we identify π ⋆ (E)(A, α) with
then (t,t) corresponds to the composite of the standard transfer maps
which the Pontryagin-Thom construction produces from the isomorphism
, and of addition over the eK j 's in the preimage of eL k .
T where f is an isomorphism, the definition implies thatf is also invertible. It follows that the inverse (f,f ) −1 : (X, χ) → (Y, γ) is a map in the category RO(G), and given a G-spectrum E the two maps
agree. Hence we can regard RO(G) T as a generalization of RO(G) op .
RO(G)-graded spans and Mackey functors. We can now define a category RO(G)
Mack with the same objects as RO(G), where a morphism (X, χ) → (Y, γ) is an equivalence class of spans (X, χ) (r,r)
Here (r,r) is a map in RO(G)
R and (t,t) is a map in RO(G) T . The equivalence relation is generated by declaring two spans to be equivalent if there is a commutative diagram (on both the level of G-sets and the level of natural transformations)
y y t t t t t t t t t
: : t t t t t t t t t
Composition in RO(G)
Mack is given by pullback, as follows. Consider spans (X, χ) (r,r)
where D = A × Y B is the pullback of A and B in G-sets and δ : B G D → I op is the functor given by sending (a, b) to β(b).
Then there is an obvious map (t
This we simply define to be the composite of the inverse of the isomorphism from (V γ(y) , W γ(y) ) to (V α(a) , W α(a) ) and the map (
With these definitions we claim that there are obvious functors from (RO(G)
Mack that are the identity on objects, given by inserting the identity map as one leg of the span. It suffices to observe that the composition laws are compatible. For RO(G) R this is clear:
T this is somewhat less obvious. Using the composition law in RO(G)
T we get (A, α)
−−−−−−−→ (Z, ζ) while using the composition law in RO(G)
Mack we get (A, α)
Proof. The only thing left to prove is that given a diagram
Mack the two maps
agree. The first map is given by sending φ : S α ⇒ const A (E) to the composite
while the second map sends φ to
The result then follows from three observations. First, the functors r * t ∨ * S α and (t ′ ) ∨ * (r ′ ) * S α are naturally isomorphic, with both given by b → t(a)=r(b) S α(a) , and the two maps from S β are homotopic. Second, the functors r * t ∨ * const A (E) and (t ′ ) ∨ * (r ′ ) * const A (E) are naturally isomorphic, and the two maps from r * t
∨ * (r ′ ) * S α agree. And third, the two maps from r * t
Remark 4.9. The standard double coset formula for Mackey functors follows from the proof of Theorem 4.8 just as in the standard definition of Mackey functors in terms of functors on the Burnside category. Concretely, let G/H and G/K be G-orbits. The usual formulation of the double coset formula is the equality
T and (r,r) :
R , we can derive this equality by considering their composite in RO(G) Mack . We calculate this composite via the pullback square
x x
(r,r)
x x(G/G, γ)
As in the proof of Theorem 4.8, this is equal to the composite (t ′ ,t ′ ) * • (r ′ ,r ′ ) * . We identify this latter composite as the right hand side of the double coset formula as follows. The pullback D decomposes into G-orbits as
We can think of the conjugation c g as picking a different basepoint for each orbit-it is a different choice of the equivalence of categories in Section 3.3.
Graded bispans and graded Tambara functors
Recall that an ordinary Tambara functor consists of an abelian group T (X) for each finite G-set X, and a morphism T (X) → T (Y ) for each diagram
The map n : A → B determines a norm map n ∧ * : T (A) → T (B).
The category of norm maps. We define a category RO(G)
N with the same objects as RO(G) as follows. N is also a natural generalization of RO(G) op .
RO(G)-graded bispans and Tambara functors. We now define the category RO(G)
Tamb that is the domain of RO(G)-graded Tambara functors. Again, the objects of RO(G)
Tamb are the same as those of RO(G). 
Here (r,r) is a map in RO(G) R , (n,ñ) is a map in RO(G) N and (t,t) is a map in RO(G)
T . The equivalence relation is generated by declaring two bispans to be equivalent if there is a commutative diagram on the level of G-sets and natural transformations
/ / y y t t t t t t t t t
Tamb is given by a generalization of the composition formula in [8] . We already described how to move a restriction map past a transfer map, so it suffices to explain how to move a restriction map past a norm map and a norm map past a transfer map.
5.3.
Moving a restriction map past a norm map. First we consider the following. Given a norm map (n,ñ) : (A, α) → (B, β) and a restriction map (r,r) : (X, χ) → (B, β) we define the composite to be the bispan
where D = A × B X and δ : B G D → I op is given as follows. On an object d = (a, x) ∈ D we set δ(a, x) = α(a), and on a morphism g : (a, x) → (ga, gx) we set δ(g) to be α(g) : α(a) → α(ga).
The natural transformationr ′ : δ ⇒ (r ′ ) * α is the identity on objects, while the natural transformationñ
⊕ * δ is given on objects by the composite
5.4.
Moving a norm map past a transfer map. This is the most complicated composition rule in RO(G) Tamb . Given (t,t) : (C, ξ) → (A, α) and (n,ñ) : (A, α) → (B, β) we define the composite to be the bispan (C, ξ) (r,r)
defined in terms of the "exponentiation diagram"
The maps r : E → C, n ′ : E → D and t ′ : D → B are the obvious ones, and the natural transformations are defined as follows.
We definer : ǫ ⇒ r * ξ andt ′ : δ ⇒ β •t ′ to be the identity on objects. The natural transformationñ
⊕ * ǫ is given on objects by maps
which we now define.
The natural transformationñ gives a map β(b) → n(a)=b α(a), and the natural transformationt gives an isomorphism ξ(s(a)) → α(a), so we can take the (b, s)'th component ofñ ′ to be the composite
using that the set of a ∈ A with n(a) = b is in bijection with the set of (a, b, s) ∈ E with n ′ (a, b, s) = (b, s). The behavior on morphisms should be clear from this description.
is the functor that sends any a ∈ B G A to E, and that π ⋆ (E)(A, α) is canonically isomorphic to the set of natural transformations from S α to const A (E), considered as functors from B G A to hoSp. Given φ :
We would like a natural transformation whose codomain is const B (E), so that motivates the following definition. (1) Given n : A → B and n ′ : B → C the composite µ
(2) The natural transformations are stable under pullback.
Note that we are only asking for maps in the homotopy category. For example, if G = {e} we are asking for a homotopy associative and homotopy commutative multiplication.
The second condition in Definition 5.5 says that if
which produces the norm multiplication. Indeed, this adjunction is a special case of the adjunction of Proposition 3.8 (cf. [5, §A.3.5] ). To be explicit, let n : A → B be a map of finite G-sets, and consider the adjunction n ∧ * ⊣ n * of Proposition 3.8. The identity map const A (E) → n * const B (E) has adjunct the desired norm multiplication n ∧ * const A E → const B E. Compatibility condition (1) is a standard property of adjunctions. Condition (2) follows from inspection of the definitions of the counit in the adjunction of Proposition 3.8.
Remark 5.11. As discussed in [1] , there are multiple generalizations of E ∞ operads to the G-equivariant context, known as N ∞ operads. Given an N ∞ operad O, there is a concomitant notion of an O-admissible H-set for each H ≤ G. Given a collection of admissible H-sets for each H ≤ G satisfying the conditions spelled out in [1, Section 4], we say that n : A → B is admissible if each n −1 (b) is an admissible G b -set. If we only use admissible norm maps we arrive at the notion of an incomplete RO(G)-graded Tambara functor, and we could modify Definition 5.5 by only asking for admissible norm multiplication.
Then any O-algebra E has O-admissible norm multiplication, and given a Gspectrum E with admissible norm multiplication the obvious generalization of Theorem 5.12 below still holds. We have avoided the additional generality in an attempt at keeping the paper readable. Now we can prove Theorem 1.4, which we restate here for convenience.
Theorem 5.12. Let E be an orthogonal G-spectrum with a norm multiplication. Then E determines an RO(G)-graded Tambara functor π ⋆ (E) : RO(G) Tamb → Ab.
sending (X, χ) to π ⋆ (E)(X, χ).
Proof. There are only two things left to prove. First, we need to prove that our definition of π ⋆ (E) respects composition of norm maps and restriction maps. Suppose we have a norm map (n,ñ) : (A, α) → (B, β) and a restriction map (r,r) : (X, χ) → (B, β) as in Section 5.3. We need to prove that the two composites (r,r) * • (n,ñ)
agree. The first composite is given by sending a natural transformation φ : S α ⇒ const A (E) to the composite while the other sends φ to
It follows that the composites are equal from three observations. First, the functors r * n ∧ * S α and (n ′ ) ∧ * (r ′ ) * S α are naturally isomorphic, with both given by x → ∧ n(a)=r(x) S α(a) , and the two maps from S χ are isomorphic.
Second, the functors r * n ∧ * const A (E) and (n ′ ) ∧ * (r ′ ) * const A (E) are naturally isomorphic, and the two maps from r * n ∧ * S α ∼ = (n ′ ) ∧ * (r ′ ) * S α are homotopic. And third, the two maps from r * n ∧ * const A (E) ∼ = (n ′ ) ∧ * (r ′ ) * const A (E) to const X (E) agree. This follows from the condition that the norm multiplication maps are stable under pullback.
The final thing to prove is that given an exponentiation diagram as in Section 5.4 the two maps (n,ñ)
∧ * • (r,r) * : π ⋆ (E)(C, ξ) → π ⋆ (E)(B, β)
agree. The first composite is given by sending a natural transformation φ : S ξ → const C (E) to the composite = === ⇒ (t ′ )
Again it follows that these two composites are equal from three observations. First, the functors n ∧ * t ∨ * S ξ and (t ′ ) ∨ * (n ′ ) ∧ * r * S ξ are naturally isomorphic, because the value on b is given by Moreover, the two maps from S β are isomorphic. Second, the functors n ∧ * t ∨ * const C (E) and (t ′ ) ∨ * (n ′ ) ∧ * r * const C (E) are naturally isomorphic, and the two maps from n ∧ * t ∨ * S ξ ∼ = (t ′ ) ∨ * (n ′ ) ∧ * r * S ξ are homotopic. And third, the two maps from n ∧ * t ∨ * const C (E) ∼ = (t ′ ) ∨ * (n ′ )
