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Abstract
We answer a question of H. Radjavi by showing, for positive integers r and n, there exists
an indecomposable semigroupS of non-negative matrices satisfying the equation Xn+1 = X,
where r is the smallest rank of non-zero elements ofS, if and only if every prime divisor of
r divides n.
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1. Introduction
A result of Marwaha [3] states that a semigroup of (entry-wise) non-negative
idempotent matrices with rank not equal to 1 has a common zero entry. At the Linear
Algebra Workshop which took place in Bled, Slovenia in June of 1999, H. Radjavi
asked whether a corresponding result can be derived for semigroups of (entry-wise)
non-negative matrices satisfying the equation Am+1 = A.
Non-zero elements of minimal rank (together with the zero matrix, if it is in
the semigroup) form a semigroup ideal. Furthermore, a semigroup of non-negative
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matrices has a common zero entry whenever the same is true for a non-trivial semi-
group ideal (see [5]). Hence, in dealing with Radjavi’s question, one may assume,
by passing to an ideal if necessary, that every non-zero element of the semigroup has
the same rank. Furthermore, semigroups of non-negative matrices without a common
zero entry cannot contain non-trivial zero-divisors, and so can be taken not to include
the zero matrix after all.
In this article we prove that there exists an indecomposable semigroup of non-
negative matrices of rank r satisfying the equation Xn+1 = X if and only if every
prime divisor of r divides n.
It follows there exists an indecomposable semigroupS of non-negative matrices
satisfying the equation Xn+1 = X, where r is the smallest rank of non-zero elements
ofS, if and only if every prime divisor of r divides n.
Interested readers are referred to the recent book [5] for an in-depth discussion of
related material.
2. Definitions and preliminary results
All matrices in this article are assumed to have entries in a fixed ordered field F,
references to which remain implicit throughout the paper.
A collection of matrices is called a semigroup if it is closed under matrix multi-
plication.
A matrix A ∈ Mm is said to have period n and index 1, if n is the smallest natural
number such that An+1 = A. If all elements of a semigroup have finite period and
index 1 then the semigroup is said to be a periodic index 1 semigroup. If there exists
n ∈ N such that every element of a semigroup satisfies An+1 = A then the smallest
such n is called the period of the semigroup. See [2] for more on this. In the case of
groups, the term “period of the group” is commonly replaced by the term “exponent
of the group”.
Standard methods show that if A has period n and index 1 then Am+1 = A (m ∈
N) if and only if n divides m. In particular it is clear that a semigroup of periodic
index 1 matrices has a finite period exactly when the periods of the elements form
a bounded set; in that case the period of the semigroup is just the least common
multiple of the periods of the elements.
Matrix A is idempotent if A2 = A. A (matrix) band is a semigroup of idempo-
tent matrices, (i.e. a periodic index 1 semigroup with period 1). Observe that An is
idempotent whenever An+1 = A; indeed,
AnAn = An−1An+1 = An−1A = An.
J is a (semigroup) ideal in a semigroupS ifJ ⊂S andJS,SJ ⊂ J.
A matrix is said to be monomial if it has exactly one non-zero entry in each of its
rows and columns. If all non-zero entries of a monomial matrix equal 1, the matrix
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is called a permutation matrix. Given an element τ of the symmetric group Sm of
all permutations on {1, 2, . . . , m}, Pτ stands for the permutation matrix defined by
(Pτ )ij = 1, whenever i = τ(j).
Matrix Pτ generated by the cycle τ = (12 . . . m) ∈Sm is called the basic circulant
matrix of order m.
A collectionC of matrices is said to be decomposable if there exists a permutation
matrix P such that P−1CP has block-upper-triangular form[∗ ∗
0 ∗
]
.
If all entries of a matrix are non-negative (positive) then the matrix is said to be
non-negative (resp., positive).
The set of all invertible m-by-m matrices is denoted by GLm.
Theorem 2.1 [3]. For a semigroup S of non-negative matrices the following are
equivalent:
1.S is decomposable;
2. For some non-zero non-negative matrices A,B (not necessarily in S and not
necessarily square) AT B = 0 for all T ∈S;
3. For some fixed i, j, the (i, j)th entry of every element ofS is 0;
4. Some non-zero ideal inS is decomposable.
Theorem 2.2 [1]. Let E be a non-negative idempotent matrix of positive rank r.
1. If E has no zero rows or columns then there exists a permutation matrix P such
that
P−1EP =


E1 0
.
.
.
0 Er

 ,
where each Ei is a positive idempotent matrix of rank 1.
2. In general, there exists a permutation matrix P such that
P−1EP =

0 QF QFR0 F FR
0 0 0


with
F =


E1 0
.
.
.
0 Er

 ,
where each Ei is a positive idempotent matrix of rank 1, Q and R are non-negative
matrices, Q has no zero rows and R has no zero columns.
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Theorem 2.3 [3]. LetS be a band of non-negative matrices. IfS contains no matri-
ces of rank 1, thenS is decomposable.
The following result is well known; see [4] for a proof.
Theorem 2.4. If G is a group of non-negative invertible matrices, then every mem-
ber of G is monomial.
3. Structure of non-negative periodic index 1 matrices
Given (pi) = p ∈ Cm and (qj ) = q ∈ Cn, we write p ⊗ q for the rank one matrix
[piqj ] ∈ Mm×n.
Theorem 3.1. Suppose A ∈ Mm is a non-negative matrix of rank r, period n and
index 1. If A has no zero rows or columns, then there exist a permutation matrix P,
positive vectors x1, . . . , xr , y1, . . . , yr (with xi , yi ∈ Cmi , where ∑mi = m) and
basic circulant matrices C1, . . . , Ck, with orders that add up to r and have n as
their least common multiple, such that
P−1AP =


A1 0
.
.
.
0 Ak

 = [αij · xi ⊗ yj ],
where
[αij ] =


C1 0
.
.
.
0 Ck

 .
Proof. An+1 = A implies that An is a non-negative idempotent of rank r with no
zero rows or columns. By Theorem 2.2 An is similar, via a permutation similarity, to
a matrix of the form

E1 0
.
.
.
0 Er

 ,
where each Ei is a positive idempotent of rank 1. Without loss of generality we may
assume
An =


E1 0
.
.
.
0 Er

 =


u1 ⊗ w1 0
.
.
.
0 ur ⊗ wr

 ,
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for some positive vectors ui , wi , such that the scalar product ui • wi equals 1. Treat
A as a block matrix [Aij ] partitioned according to the partition of An. Then, since
An+1 = A,
EiAij = Aij = AijEj
for all i, j . This shows that each Aij has rank at most 1, and Aij = bij · ui ⊗ wj for
some non-negative scalars bij , 1  i, j  r . The hypothesis that A has period n and
index 1 is equivalent to the statement that [bij ](= B) has period n and index 1, since
(Ak)ij = (Bk)ij · ui ⊗ wj .
Moreover Rank(B) = Rank(A)(= r). [Indeed, the lth column of the j th block-
column of A is given by
wjl


b1ju1
b2ju2
b3ju3
...
brjur


,
where wj = (wjl)mjl=1, and ui is treated as a vertical vector. Since wjl > 0 for all j, l,
the dimension of the span of the columns of A equals the dimension of the span of
the vectors

b1ju1
b2ju2
b3ju3
...
brjur


(= zj )
j = 1, 2, . . . , r . If C is the m × r matrix whose j th column is zj , then Rank(A) =
Rank(C) and Kernel(C) = Kernel(B), because vectors ui are positive. The Rank-
Nullity theorem does the rest.]
It follows that B is a non-negative matrix in GLr with period n and index 1. By
Theorem 2.4, B is monomial and is of the form DPτ for some permutation τ ∈Sr
and a diagonal matrix D with a positive diagonal. Consequently τ is a permutation
of period n and can be factored as a product of disjoint cycles in the usual fashion.
Hence B is similar, via a permutation similarity, to a matrix of the form
Dˆ


C1 0
.
.
.
0 Ck

 ,
where Dˆ is a diagonal matrix

dˆ1 0
.
.
.
0 dˆr


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with a positive diagonal, and C1, . . . , Ck are basic circulant matrices with orders that
add up to r and have n as their least common multiple.
It follows that A is similar, via a permutation similarity, to matrix of the form
[γij · ui ⊗ wj ],
where
[γij ] = Dˆ


C1 0
.
.
.
0 Ck

 .
Let xi = dˆiui , yi = wi , αij = γij /dˆi to obtain the desired conclusion. 
Theorem 3.2. Suppose A ∈Mm is a non-negative matrix of positive rank r, period
n and index 1. Then there exist a permutation matrix P, positive vectors x1, . . . , xr ,
y1, . . . , yr (with xi , yi ∈ Cmi , where ∑mi = m) and basic circulant matrices C1,
. . . , Ck, with orders that add up to r and have n as their least common multiple,
such that
P−1AP =

0 A12 A130 A22 A23
0 0 0

 =


0 A12An22 A12A
n−1
22 A23
0 An+122 A
n
22A23
0 0 0


with
A22 =


B1 0
.
.
.
0 Bk

 = [bij · xi ⊗ yj ] and [bij ] =


C1 0
.
.
.
0 Ck

 ,
where A12 has no zero rows and A23 has no zero columns.
Proof. Since An is a non-negative idempotent of positive rank r , by Theorem 2.2,
An is similar, via a permutation similarity, to a matrix of the form
0 QE QER0 E ER
0 0 0

 , (3.1)
where E is a non-negative idempotent of rank r with no zero rows or columns. We
may assume without loss of generality that An actually equals the matrix displayed in
(3.1), and treat A as a block matrix [Aij ] partitioned accordingly. It follows via a sim-
ple calculation that under these assumptions the identity An+1 = A can be rewritten
as
A =

0 A12 A130 A22 A23
0 0 0

 =


0 A12An22 A12A
n−1
22 A23
0 An+122 A
n
22A23
0 0 0

 , (3.2)
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where An22(= E) (so that A22 has no zero rows or columns). Furthermore the
factorization
A =

A12A
n−1
22 0 0
0 I 0
0 0 0



0 A22 A220 A22 A22
0 0 0



0 0 00 I 0
0 0 An−122 A23

 (3.3)
shows that Rank(A) = Rank(A22)(= r), since the rank of A22 cannot exceed the
rank of A, while the latter cannot exceed the rank of the middle matrix in the fac-
torization. The middle matrix is a tensor product of A22 with a rank one matrix and
hence has exactly the same rank as A22.
Eq. (3.2) implies that the period p of A22 divides n. It follows that Eq. (3.2) holds
with n replaced by p, so that Ap+1 = A. Since n is the period of A we conclude that
n = p.
Applying Theorem 3.1 to A22 we obtain a permutation matrix P, positive vectors
x1, . . . , xr , y1, . . . , yr and basic circulant matrices C1, . . . , Ck . It follows that

P
−1 0
P−1
0 P−1



0 A12 A130 A22 A23
0 0 0



P 0P
0 P


has the desired form. 
4. Main results
To motivate the results in this section we offer the following observation. If
S1,S2, · · · ,St are semigroups of non-negative matrices, then so is the set
{
A1 ⊗ A2 ⊗ · · · ⊗ At |Ai ∈Si
}
which is commonly denoted by
⊗t
i=1Si . This new semigroup is periodic with index
1 (respectively, has finite period, is of constant rank, is indecomposable) whenever
all of the semigroupsSi share this property. (A semigroup of matrices is said to be of
constant rank if the rank function is constant on the semigroup.) If the semigroups
Si have finite periods, then the period of
⊗t
i=1Si is the least common multiple
of their periods. If all of the semigroups Si have constant rank, then the rank of⊗t
i=1Si is the product of their ranks. This argument suggests that the answer to
Radjavi’s question will have to involve prime decompositions of the period and the
rank of the semigroup in question.
Proposition 4.1. IfS is a periodic semigroup of non-negative matrices containing
(non-trivial) zero-divisors, thenS is decomposable.
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Proof. Suppose A,B ∈S\{0} and AB = 0. For every C ∈ S there exists a natural
n such that (BCA)n+1 = BCA. Yet (BCA)2 = BC(AB)CA = 0, so that BCA = 0
for every C inS. The proof is completed by an application of Theorem 2.1. 
Lemma 4.2. The following are equivalent for a natural number n:
1. There exists an indecomposable constant-rank-r semigroup S of non-negative
matrices satisfying the equation Xn+1 = X, such that S contains an element
with no zero rows or columns;
2. Sr contains a transitive subgroup with a period that divides n.
Proof. The implication [2 ⇒ 1] is trivial: a transitive subgroup ofSr whose period
divides n gives rise to a transitive (and thus indecomposable) group of permutation
matrices with the same period.
[1 ⇒ 2]: If a non-negative square matrix has no zero rows and columns, the same
is true for all of its natural powers. LetS be a semigroup satisfying the hypothesis.
By Proposition 4.1S has no non-trivial zero-divisors, so that by passing toS\{0},
if necessary, we can assume that 0 /∈S. Hence the nth power of every element of
S is a non-zero idempotent. In particularS contains an idempotent E with no zero
rows and columns.
After applying a permutation similarity to S we may assume that E has the
form described in the conclusion of Theorem 2.2. In particular ESE is an indecom-
posable sub-semigroup ofS, because E (∈ ESE) is a block-diagonal matrix with
positive blocks on the diagonal; (keep in mind that ACB is a positive matrix whenever
A,B are positive matrices and C is a non-zero non-negative matrix). Clearly E is the
identity element in ESE.
The procedure used in the proof of Theorem 3.1 can be applied here to demon-
strate the existence of 2r positive vectors ui , wi , with the scalar product ui • wi
equal to 1, such that each element A of ESE, written as a block matrix [Aij ],
partitioned according to the partition of E, satisfies the equation Aij = bij · ui ⊗ wj
for some non-negative scalars bij , 1  i, j  r . Just as in the proof of Theorem 3.1,
one can prove as before that the map  : ESE →Mr , that takes A to [bij ], is
rank-, non-negativity- and period-preserving semigroup monomorphism. Consequ-
ently Range() is a periodic index 1 semigroup of non-negative matrices in GLr .
Hence Range() is a subgroup of GLr , and all elements of Range() are non-nega-
tive monomial matrices by Theorem 2.4. The period of Range() equals the period
of ESE, which is a divisor of the period of S, and thus a divisor of n by the
hypothesis. From the definition of  it follows that Range() is indecomposable,
because the same is true for ESE.
Each element of Range() is of the form DPτ for some permutation τ and some
diagonal matrix D with a positive diagonal. Clearly the order of τ equals both the
period of DPτ and the period of Pτ . Let
P = {τ |DPτ ∈ Range(), for some diagonal matrix D}.
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It is easy to see that P is a subgroup of Sr . Since Range() is an indecomposable
subgroup of GLr , the same is true for {Pτ | τ ∈ P}, so that P must be a transitive
subgroup ofSr . That the period ofP equals the period of Range() is obvious. 
Theorem 4.3. The following are equivalent for a natural number n:
1. There exists an indecomposable constant-rank-r semigroup of non-negative matri-
ces satisfying the equation Xn+1 = X;
2. Sr contains a transitive subgroup with a period that divides n;
3. Every prime divisor of r divides n.
Proof. [1 ⇒ 2] The proof is by contradiction. Suppose the hypothesis holds, but the
conclusion does not. LetS be a semigroup satisfying the hypothesis. By Proposition
4.1 S, has no non-trivial zero-divisors, so that by passing to S\{0} if necessary,
we can assume that 0 /∈S. As before the n-th power of every element of S is an
idempotent. By Lemma 4.2, S does not contain an idempotent without zero rows
and columns. Let F be a non-zero idempotent element ofS. Using the second part
of Theorem 2.2, after applying a permutation similarity toS, we can write
F =

0 QE QER0 E ER
0 0 0


with
E =


E1 0
.
.
.
0 Er

 ,
where each Ei is a positive idempotent matrix of rank 1, Q has no zero rows and R
has no zero columns.
View each matrix in S as a 3-by-3 block-matrix partitioned in accordance with
the partition of F . Let F be the set of all matrices that appear in the (2, 2)-block-
entry position in an element of FSF . Since FSF is a sub-semigroup ofS,F is a
semigroup.
Every element A ∈ FSF has the form
A =

0 A12 A130 A22 A23
0 0 0

 =


0 A12Ap22 A12A
p−1
22 Q23
0 Ap+122 A
p
22A23
0 0 0

 ,
where p is the period of A. Just as in the proof of Theorem 3.2, (r =)Rank(A) =
Rank(A22) and A has the same period and index as A22. Hence F is a constant-
rank-r semigroup of non-negative matrices satisfying the equation Xn+1 = X andF
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contains an element (E) with no zero rows or columns. By our assumption Lemma
4.2 dictates thatF is decomposable.
Yet this implies thatS is decomposable, and thus gives the required contradiction.
Indeed, let us use Theorem 2.1 and say that Aij = 0 for all A ∈ FSF , where (i, j)th
entry falls into the (2, 2)-block. Then
0 = (FT F)ij =
∑
k,l
FikTklFlj
for all T ∈S. Since all entries of the matrices involved in the last equation are
non-negative, we can conclude
0 = FikTklFlj
for all T ∈S, and all k, l. Since ith row and j th column of E(= F22) are non-
zero, there exist kˆ, lˆ such that F
ikˆ
, F
lˆj
> 0. Then T
kˆlˆ
= 0 for all T ∈S, and S is
decomposable by Theorem 2.1.
[2 ⇒ 3] By Cauchy’s theorem a finite group contains an element of order p
whenever p is a prime divisor of the order of the group. Consequently, if a subgroup
G of the symmetric group Sr has order |G| = pβ11 . . . pβkk (for distinct primes pi
and some βi ∈ N) and exponent t , then t divides |G|, and t = pα11 . . . pαkk where
βi  αi > 0.
It is also well known (see, for example, Theorem 3.2 of H. Wielandt’s monograph
[6] on finite permutation groups) that the order of every transitive subgroup ofSr is
a multiple of r . In particular, if group G described in the last paragraph is transitive
then r = pγ11 . . . pγkk for some γi ∈ N ∪ {0}, not all zero. (It can happen that some
γi equal zero: consider for example the subgroup S3(= G) of S3. Here r = 3 and
t = 6.) It follows that every prime divisor of r is a divisor of t , which implies the
desired conclusion.
[3 ⇒ 2] Suppose r = pα11 . . . pαkk for some distinct primes pi and some αi ∈ N.
Then n = pβ11 . . . pβll , k  l and βi ∈ N. Let γi = min(αi, βi), i = 1, 2, . . . , k, and
let t = pγ11 . . . pγkk . Then γi ∈ N for all i, and t divides both n and r .
LetH be a direct sum of elementary cyclic groups:
H = (Z
p
γ1
1
⊕ Zp1 ⊕ · · · ⊕ Zp1
)⊕ · · · ⊕ (Z
p
γk
k
⊕ Zpk ⊕ · · · ⊕ Zpk
)
,
where the number of copies of Zpi in the ith bracket is αi − γi .
ObviouslyH is an abelian group of order r and exponent t . Let
 :H −→ Aut(H)
be the regular representation (i.e. [(A)](B) = A + B). Then group(H) satisfies
the required conditions, when interpreted as a subgroup ofSr in the usual way.
[2 ⇒ 1] This follows from Lemma 4.2. 
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If r is the smallest rank of non-zero elements of a semigroupS, then we say that
the semigroup has minimal rank r .
Corollary 4.4. The following are equivalent for a natural number n:
1. There exists an indecomposable semigroup of non-negative matrices satisfying
the equation Xn+1 = X and having minimal rank r;
2. Sr contains a transitive subgroup with a period that divides n.
3. Every prime divisor of r divides n.
Proof. [3 ⇔ 2 ⇒ 1] This follows directly from Theorem 4.3. [1 ⇒ 2] Suppose
semigroupS satisfies the hypothesis. Then the set of elements ofS with rank equal
to r forms an ideal in the semigroup S\{0} (see Proposition 4.1) and hence is a
constant-rank-r indecomposable semigroup by Theorem 2.1. Theorem 4.3 does the
rest. 
It is easy to construct indecomposable bands of non-negative m × m matrices of
rank 1. The simplest example is the singleton band


1
m


1 1 · · · 1
1 1 · · · 1
...
... · · · ...
1 1 · · · 1


m×m


.
Marwaha discovered in [3] that the rank 1 obstruction to decomposability is essential
in the case of bands (and went on to provide some canonical forms for constant rank
non-negative bands). Our Theorem 4.3 implies this result.
Corollary 4.5. If S is an indecomposable band of non-negative matrices then S
contains an indecomposable sub-band of constant rank 1.
Proof. IfS satisfies the hypothesis then so doesS\{0} (Proposition 4.1). IfS\{0}
has minimal rank r , then by Corollary 4.4 Sr contains a transitive subgroup with
orders of all elements dividing the period of S\{0}, which in this case is 1. Hence
r = 1. The ideal of all matrices of rank 1 inS\{0} is an indecomposable sub-semi-
group ofS of constant rank 1 (Theorem 2.1). 
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