Techniques for improving the relative accuracy of longwave radiation measurements by a set of pyrgeometers [the Eppley Laboratory Precision Infrared Radiometer (Model PIR)] are presented using 10 PIRs from the 1999 Cooperative Atmosphere-Surface Exchange Study (CASES-99). The least squares-based optimization technique uses a field intercomparison (i.e., a time period during which all the PIRs were upward looking and set up side by side) to determine a set of optimization coefficients for each PIR. For the 10 CASES-99 PIRs, the optimization technique improved the standard deviation of the difference of downwelling irradiance between the PIRs from Ϯ0.75 to Ϯ0.4 W m Ϫ2 (for nighttime data). In addition to presenting the optimization method, various PIR data quality checks are outlined and applied to the PIR data. Based on these quality checks, the measured case and dome temperatures of the CASES-99 PIRs were all reasonable. Using the 10 CASES-99 PIRs, simple estimates of the average nighttime net radiative flux divergence within the layer between 2 and 48 m were determined and resulted in cooling rates over a range from 0 to Ϫ1.3ЊC h Ϫ1 , depending on the assumptions made for the upwelling irradiance at 2 m. The effect of the coefficient optimization on the calculated net radiative flux divergence is explored.
Introduction
Increased interest in the heat balance of the earth's atmosphere has led several investigators to reevaluate the accuracy of various instruments used to make such measurements. One such instrument that has recently been particularly scrutinized is the Eppley Laboratory Precision Infrared Radiometer (Model PIR), a pyrgeometer that is commonly used to measure longwave irradiance (i.e., radiative flux through the horizontal plane). Early work and analyses of Eppley PIRs can be found in Albrecht et al. (1974) and Albrecht and Cox (1977) . Philipona et al. (1995) reexamined the Eppley PIR and suggested several design improvements (mostly in the way the dome temperature is monitored), created a new calibration system, and introduced a more complicated equation to calculate the irradiance (details described later). Fairall et al. (1998) and Payne and Anderson (1999) also took a fresh look at the theory and calibration of an Eppley PIR and provided potential design improvements as well as their own calibration system and method. A survey of different calibration techniques among 11 different institutes from around the world (Philipona et al. 1998) as well as comparisons between Eppley PIRs and an absolute sky scanning ra-diometer (Philipona 2001) have recently been completed. The purpose of our investigation is to provide a practical field calibration technique that improves the relative accuracy of a set of PIRs. The validity of using field calibrations to improve the relative accuracy of PIR measurements has recently been documented (Burns et al. 2000; Philipona et al. 2001) , and the details of our field intercomparison-calibration methodology are presented in section 3. Improved relative accuracy is useful for detecting small differences between PIRs within a group of PIRs. For example, to measure the radiative flux divergence near the ground requires detecting small differences between PIRs at two (or more) different levels. In this situation, the relative differences between the PIR radiative fluxes are more important than the absolute accuracy of the irradiance measurements. Details on the PIR instrumentation and deployment can be found in sections 2 and 4, and calculations of the radiative flux divergence using PIRs at 2 and 48 m are presented in section 5.
Instrumentation setup and details

a. Instrumentation setup
Longwave irradiance data collected during the 1999 Cooperative Atmosphere-Surface Exchange Study ) are used to demonstrate the methods described herein. CASES-99 was a collaborative effort to B U R N S E T A L . (Poulos et al. 2002) .
Among an integrated set of tower, aircraft, and remote sensing instruments there was an array of 10 Eppley PIRs that measured the downwelling ( ) and up-
) longwave irradiance at 48 and 2 m. The ↑ Q LW reason for having the PIRs at two different levels was to estimate the nocturnal radiative flux divergence. The contribution of the vertical divergence of Q LW to the thermal balance in a nocturnal, stable atmosphere has been measured in past experiments (Funk 1960; Nkemdirim 1978) , but the interpretation of the results has been controversial and not in agreement with theory (Rider and Robinson 1951; Elliott 1964) . For more details on the motivation for the radiative flux divergence measurement, see Sun et al. (2002, manuscript submitted to J. Appl. Meteor., hereafter, SBDHOL) . The 10 CASES-99 PIRs are listed by serial number and deployment location in Table 1 and shown by approximate field location in Fig. 1 .
For the 9 days prior to the PIR field deployment, all 10 PIRs were set up side by side (0.11-0.35 m apart) on a single radiometer stand about 35 m south of the 60-m tower, and measurements from each PIR were ↓ Q LW compared. This time period will be referred to as the ''predeployment'' intercomparison period and is used for the coefficient optimization (section 3). The approximate location of each PIR on the radiometer stand is shown in the Fig. 1 inset. The PIRs were not equally spaced on the radiometer stand due to the leveling housings used to attach the PIRs to the radiometer stand crossbar, as is shown in the Fig. 1 photo inset.
For the field deployment, four PIRs were mounted on a 60-m tower at the end of a 6-m boom about 48 m above the ground (two upward and two downward looking), while the other six PIRs were mounted at 2 m on radiometer stands near four different 10-m towers (s1, s2, s3, and s5). At s1 and s2 there were both upwardand downward-looking PIRs, while s3 and s5 had only downward-looking PIRs (Fig. 1) . The maximum horizontal separation between any two PIRs was about 360 m, and the station locations were chosen such that the dominant vegetation types (short, medium, and tall pastureland grasses and plants of varying density) in the area around the 60-m tower were sampled. Conditions at the study site during the month of October were dry (only a trace of rain) and generally cloud free.
b. Instrumentation details
The Eppley PIR is widely used to measure longwave irradiance, and numerous detailed descriptions of the PIR system are available (e.g., Philipona et al. 1995; Fairall et al. 1998; Payne and Anderson 1999) . The essential component of a PIR is a blackened thermopile (sensitive to longwave radiation) covered by a silicon dome. The dome protects the thermopile from convective heat transfer effects and has a vacuum-deposited interference filter with a passband between about 3.5 and 50 m. For the CASES-99 PIRs, the temperature of the internal side of the thermopile (the so-called body, or case, temperature T c ) and the dome temperature T d are both recorded and used to determine Q LW . The CAS-ES-99 PIRs are standard Eppley PIRs that have been modified as described by Delany and Semmer (1998) . These modifications include the use of a leveling and ventilation system (to reduce condensation and frost formation on the dome) and the use of three thermistors separated by 120Њ at the base of the dome to measure T d (the standard Eppley PIR uses a single thermistor). Philipona et al. (1995) determined that, due to thermal gradients in the dome, the most representative location to measure T d is at an elevation of 45Њ. Although the three thermistors of the CASES-99 PIRs were at the base of the dome (not at an elevation of 45Њ), they should be an improvement over the standard Eppley setup of one thermistor. In contrast to T d , the case temperature VOLUME 20 Table 1 . Elevation contours at 1-m intervals are from the U.S. Geological Survey 7.5-min digital elevation model (DEM), which has a horizontal resolution of 30 m. The photo inset shows the instrumentation and datalogger on the radiometer stand at s2.
T c is more uniform and is accurately measured by a single thermistor. Fairall et al. (1998) describe the Eppley calibration method and the corresponding equation to use for the calculation of irradiance,
where ⌬V is the thermopile voltage output, s e is the Eppley radiometer sensitivity factor, is the StefanBoltzmann constant, and B is the ratio of the dome emissivity to the transmissivity [sometimes called the ''dome factor''; Ji and Tsay (2000) ]. Although analytic expressions exist for s e and B, they are usually determined by lab calibration. If the PIR is calibrated using a method similar to that described by Payne and Anderson (1999) , then the following equation can be used to calculate irradiance: Fairall et al. (1998) and, for typical operating conditions, they differ by about 4%. The main difference is that s e is a function of T c , whereas s o is only a function of the dome properties. [For a more complete discussion of this topic, see Fairall et al. (1998) .] An alternative equation to calculate Q LW , where the T c dependence of the thermopile calibration is explicitly taken into account, is provided by Philipona et al. (1995) :
where C is a thermopile calibration constant determined from a blackbody calibration (similar to s e and s o ). Philipona et al. (1995) T c calibrated PIRs that use Eq. (1) to those calibrated following Eq. (3), Philipona et al. calibrated a set of six modified Eppley PIRs both ways and compared the results. They found that the relative differences among the PIRs using Eq. (3) were smaller than those using Eq. (1), but a field calibration using either Eq. (1) or Eq. (3) produced results that are far superior to those derived using the lab calibration coefficients alone. The other important result from Philipona et al. is that nighttime hourly mean Q LW values measured with a set of Eppley PIRs over eight nights were generally within 1 W m Ϫ2 of the ASR. This increases confidence that the mean value of Q LW from a set of Eppley PIRs used in the field is an accurate absolute measurement of Q LW .
Since the CASES-99 PIRs were calibrated using an Eppley-style calibration procedure, a slightly modified version of Eq. (1) was used to calculate Q LW :
where the coefficients A 2 , A 1 , and A 0 are constants that are determined from a predeployment field intercomparison (fully described in section 3). Our coefficient optimization technique is conceptually similar to the field calibration of Philipona et al., although there are some important differences, which will be discussed at the end of section 3. Prior to bringing the PIRs to Kansas all the case and dome thermistors (YSI, Inc., 44031) were calibrated in an oil bath by the Atmospheric Technology Division (ATD) at the National Center for Atmospheric Research (NCAR) to within about Ϯ0.02ЊC of a National Institute of Standards and Technology (NIST)-traceable platinum-resistance temperature sensor. As described in Delany and Semmer (1998) , a third-order polynomial calibration (following the Steinhart-Hart equation) was used to convert the measured voltages to temperature. Note that off-the-shelf YSI 44031 thermistors, used in the standard Eppley PIR, have a specified accuracy of Ϯ0.2ЊC, so the improved thermistor accuracy of the CASES-99 PIRs (as well as T d being measured at three locations) should result in Q LW accuracy better than the Ϯ5.7 W m Ϫ2 , as determined by Payne and Anderson (1999) . The thermopiles were calibrated with a blackbody at the National Oceanic and Atmospheric Administration (NOAA) Environmental Research Laboratory (ERL) to determine s e and B.
For CASES-99, the lab coefficients that convert the case and dome thermistors and thermopile voltages into physical quantities for each PIR were manually entered into assigned Campbell Scientific, Inc., CR10X dataloggers. Since raw voltage outputs were not recorded, it was critical that each datalogger stay with its assigned PIR. (As a side note: Following CASES-99, ATD modified this procedure such that PIR coefficients are downloaded to the datalogger via a computer, and no manual inputs are ever used.) The CASES-99 radiation data were recorded at a rate of one sample every 5 s; however, the data used herein are a modified version of the 5-min-averaged dataset created by ATD on 11 May 2001. The primary modification to the 11 May dataset was that during postprocessing it was discovered that the CR10X truncated the dome and case thermistor coefficients to either the fifth or sixth decimal place (depending on whether or not the leading zero of the coefficient was entered into the CR10X). By truncating the thermistor coefficients, the accuracy of T c and T d was degraded by up to 0.1ЊC (when the truncation was to the sixth decimal place) or 0.6ЊC (fifth decimal place truncation). As part of the postprocessing, the ''truncation error'' by the CR10Xs was corrected. After correcting for the CR10X truncation error, the ad hoc corrections to T c and T d described in Burns et al. (2000) were no longer necessary.
The CR10X dataloggers were located in black boxes at the end of each radiometer stand in close proximity to the PIRs, so digitization of the PIR output voltages occurred near the PIRs (Fig. 1, photo inset) . The CR10Xs use 13-bit analog-to-digital converters that were operated with an input voltage range of Ϯ2500 V (resolution of 0.6 V). In this mode the CR10X has a specified accuracy of Ϯ2.5 V, which results in a thermopile accuracy for a single sample of about Ϯ0.75 W m Ϫ2 [calculated by using the thermopile calibration coefficient of PIR 29260, i.e., s e ϭ 3.21
. By using 5-min averages instead of the 5-s raw data the random errors (such as datalogger digitization) are somewhat reduced, but the datalogger ac- curacy is one of the factors contributing to the observed differences between the PIR irradiance measurements.
PIR coefficient optimization technique
Irradiance data from the predeployment intercomparison time period when the 10 PIRs were collocated on a single radiometer stand (Fig. 1 inset) are used for the coefficient optimization. Assuming that the incoming longwave radiation incident upon each of the radiometers (while side by side on the radiometer stand) was the same, a least squares minimization from five nights of data was used to improve the relative ↓ Q LW accuracy of the PIR fluxes. The five nights used for the minimization are shown in Fig. 2 , and were chosen based on whether all 10 PIRs were operating properly. Only nighttime data were used since CASES-99 focused on nocturnal boundary layers. If daytime data were also to be considered, then Eq. (4) would need an extra term to account for incoming solar radiation effects on the PIR radiative flux measurement (Delany and Semmer 1998) . To perform the optimization, the median value of the 10 PIRs was used as a ''reference'' ( ) ref 
gations to be the major source of Q LW errors (e.g., see Fairall et al. 1998 , their section 5a). Since s e is a weak function of T c and T c varies in the field, the accuracy of s e is somewhat variable during field conditions. Uncertainty in determining the value of B by lab calibration is well documented by Philipona et al. (1998) . They found that B values determined by different labs working with the same PIR vary on the order of Ϯ20% (some of this variation is due to different lab calibration techniques). Fairall et al. (1998) estimate B uncertainty to be Ϯ15%. As part of our optimization method, T c and T d are assumed to be accurate and representative of the temperature they are measuring.
To apply the coefficient optimization method the following terms in Eq. (4) are defined: 
1 c 4 4
0 d c such that Eq. (4) can be rewritten as
The optimal values for the coefficients A 2 , A 1 , and A 0 for each PIR can be obtained by minimizing the quantity,
where N is the total number of 5-min data values from the selected time periods (for CASES-99, N ϭ 604). To find the optimal coefficients from Eq. (9), z is differentiated with respect to A 2 , A 1 , and A 0 , and the results are set to equal zero: Fig.  2 ). After the coefficient optimization is applied (the filled circles in Fig. 2 ) these dramatic differences are essentially eliminated.
By applying the optimization coefficients (A 2 , A 1 , and A 0 ) to the predeployment PIR data the standard deviation of the frequency distribution of the differences between from the 10 PIRs and ( (Fig. 3) . (Fig. 2) . The reason for these variations is unknown, but they are similar in magnitude to the differences between modified PIRs that were found by Philipona et al. (2001) .
The overall standard deviation of Ϯ0. (2001)], then the optimization method improves not only the relative accuracy but also the absolute accuracy of the PIRs. As mentioned previously, the field calibration technique presented here differs from that of Philipona et al. in several ways. The method that we propose uses data from several nights combined and lets the statistics determine an optimal set of coefficients, whereas the Philipona et al. method used specific data from a single night to do the coefficient optimization. Our method includes a correction to the factor B, whereas Philipona et al. use B from the lab calibration even though B has VOLUME 20 been found to be difficult to determine in the lab (Philipona et al. 1998 ).
PIR deployment and data quality checks
On 6 October the PIRs were moved from their upward-looking positions on the intercomparison radiometer stand to the deployment locations shown in Fig.  1 (six PIRs were switched from upward looking to downward looking). When the PIRs were moved, those that were supposed to go to s1 went to s2 (and vice versa), and the PIR that was supposed to go to s3 went to s5 (and vice versa). This mix-up resulted in a mismatch between dataloggers and PIRs at s1, s2, s3, and s5. Soon after moving the PIRs, the mix-up of the s1 and s2 PIRs was discovered (due to spurious Q LW data) and, on 8 October, the coefficients in the dataloggers at s1 and s2 were modified to match the correct PIRs. The mix-up of the s3 and s5 PIRs did not dramatically affect the data and, therefore, was not discovered until ↓ Q LW examination of the field notes after the project was completed. Data from the time periods with a mismatch between datalogger and PIR were corrected in postprocessing by backing out the PIR output voltages and then applying the correct coefficients to get the actual T c , T d , and thermopile output values. (For the s1 and s2 PIRs this period is from 6-8 October, whereas for the s3 and s5 PIRs it is for the entire 22-day deployment.) As part of the postprocessing it was also necessary to account for the CR10X truncation errors described in section 2b. As mentioned previously, the 5-min dataset obtained for our study (version 11 May 2001) does not include the correction for any mismatches or truncation errors. However, appropriate corrections have been applied to the data used herein, and any subsequent release of the CASES-99 data by ATD will included all the necessary corrections (5-min data are available online at http:// www.atd.ucar.edu/rtf/projects/cases99/).
The T d and T c data from all 10 PIRs were carefully scrutinized because any small errors in these measurements are difficult to detect, and errors in T d or T c on the order of 0.2Њ-0.5ЊC can impact the accuracy of the radiative flux calculation by 3-5 W m Ϫ2 . Our quality checks were based on the following criteria: 1) the temperature difference between T d and T c during the nighttime, and 2) comparison of the absolute values of T c and T d to an estimate of the nighttime ambient air temperature T air , which is calculated by averaging the 2-m air temperature from the six 10-m towers. Figure 4 shows 10-h nighttime averages of T d Ϫ T c (column a) and the difference between T d and T c relative to T air (column b). Because the PIR cools during the night (nighttime cooling rates during CASES-99 were typically about 1ЊC h Ϫ1 ), one would expect the PIR dome to be slightly cooler than the case (i.e., T d Ϫ T c Ͻ 0). Also, the T d Ϫ T c difference should remain consistent for an individual PIR throughout the experiment (as long as the environmental conditions are not changed dramatically). The PIRs from CASES-99 all show a fairly consistent T d Ϫ T c difference before and after the PIRs were moved to the deployment locations on 6 October (Fig. 4, column a) . The PIRs at 2 m that were changed from upward to downward looking experienced a slight increase of about 0.1ЊC in T d Ϫ T c . PIR 31975 at s3 was in a shallow gully (Fig. 1) , where the air temperature was typically 1Њ-3ЊC cooler than the other stations and the grass was much taller. This is the reason T d and T c from PIR 31975 were often more than 0.8ЊC cooler than T air , whereas the other PIRs at 2 m were usually within 0.8ЊC of T air (Fig. 4, column b) .
Hourly averaged time series of (a) the mean air temperature at 2 m from the six stations, T air ; (b) the difference between T air and the 2-m air temperature from the six stations; (c) the difference between T air and air temperature from three levels on the 60-m tower; (d)-(f ) the differences between T air and the PIRs dome temperatures; (g)-(i) the differences between T air and the PIRs case temperatures (see the legend within each panel).
The night of 16/17 October is chosen to confirm the absolute accuracy of T d and T c since the 10-m wind speed was around 9 m s Ϫ1 for the entire night, which reduced horizontal (and vertical) temperature gradients between the various PIRs. To quantify the level of air temperature uniformity between the PIRs, the mean air temperature differences among the six 10-m towers were less than Ϯ0.1ЊC, as shown in Fig. 5b . Evidence that this was a unique night among the 22 nights of the deployment period is seen in Fig. 4 (column the thermopile output (⌬V/s e ) from s1 and the other stations for (c) the upward-looking PIRs and for (d) the downwardlooking PIRs. The coefficient optimization (described in section 3) has not been applied to these Q LW data.
Hourly bin-averaged measurements for the entire 22-day deployment time period of (a) and from 48 and 2 m (s1), (b)
the difference between at s1 and at the other stations, and (c) the difference between at s1 and at other stations. The coefficient
optimization has been applied as described in the text. The error bars indicate Ϯ1 std dev of the data within that bin.
shown in Figs. 5d- (Fig. 6a) . A difference of 5
Ϫ2 is slightly larger than those encountered from the unoptimized predeployment comparison period discussed in section 3. Part of the reason for this difference is that the upward-looking PIR at s1 (29260) was the PIR that typically measured the largest out of all ↓ Q LW 10 PIRs during the predeployment comparison period (e.g., Fig. 2 , bottom panel) and had one of the largest standard deviations of any of the PIRs when compared with (Q LW ) ref (Table 1 ). The fact that the standard deviation for PIR 29260 is larger than that of any of the other PIRs (after optimization) indicates some possible 
↑ LW problem with this sensor. Since the thermopile outputs (i.e., ⌬V/s e ) from the upward-looking PIRs at s1 and s2 are in excellent agreement (Fig. 6c) , the source of the difference between the s1 and s2 data is due to ↓ Q LW errors in either T c , T d , B, or some combination of these three parameters. A similar comparison of the data ↑ Q LW is shown in Fig. 6b ; however, since each downwardlooking PIR was over a different type of vegetation and was experiencing different environmental conditions, there is no expectation that these data should agree with each other. The s3 nighttime data are about 15 W ↑ Q LW m Ϫ2 smaller than those from the other PIRs. As mentioned previously, this is due to the s3 PIR being located in a low-lying area with cooler nighttime air temperature (especially on nights with low wind speeds) and over taller grass. A more complete discussion of the vegetation at different stations can be found in SBDHOL. Based on these quality checks and observations of Q LW calculated with lab coefficients, the CASES-99 PIR data appear reasonable and accurate enough to measure the radiative flux divergence. The effect of the coefficient optimization on the field measurements will be discussed in the next section.
Results
After application of the coefficient optimization, the calculated longwave irradiance from the 22 days of deployment is composited in Fig. 7a Ϫ2 , which appears to be the order of the differences shown in Fig.  7b (where PIR 29260 is now the upward-looking PIR at s1). For every PIR the standard deviation of the difference with (Q LW ) ref during the predeployment period is decreased by applying the coefficient optimization (Table 1) .
For CASES-99, the objective of having PIRs at both 48 and 2 m was to measure the radiative flux divergence, using the five simple scenarios specified in Table 2 and plotted in Fig. 8 . By assuming constant air density and specific heat, the nighttime cooling rate due to net longwave flux divergence of the air column between 2 and 48 m can be estimated and ranges anywhere from 0Њ to 1.3ЊC h Ϫ1 , depending on the underlying surface type (cf. cases II, III, and IV in Fig. 8 ). For all situations considered (i.e., cases I-V), the maximum cooling rate occurs just after sunset (near 1800 LST) and then tapers off to a near-constant value between about 2200 and 0500 LST. To estimate the effect of the optimization technique on the radiative flux divergence is cal-RFD Q LW culated with (case III) and without (case V) the optimization coefficients in Fig. 8 . Except for the early evening, when the optimized data (case III) are about RFD Q LW 1 W m Ϫ2 greater than the unoptimized data (case V), there is virtually no difference between these cases. This demonstrates that, in the calculation of the radiative flux divergence, the variation of from the different sur-↑ Q LW face types overshadows the gain in accuracy achieved by the coefficient optimization of the PIR data.
Conclusions
Upwelling and downwelling longwave irradiance measurements were made during CASES-99 with modified Eppley PIRs at 48 and 2 m to estimate the net longwave radiative flux divergence. Based on irradiances measured during a predeployment field intercomparison-when all 10 PIRs were looking upward and situated very close to each other-a set of optimization coefficients [A 2 , A 1 , and A 0 in Eq. (4)] were determined for each PIR, which reduced the standard deviation of the relative differences of downwelling irradiance measured by the PIRs at night from Ϯ0.75 to Ϯ0.4 W m Ϫ2 . These results are similar to those from recent field comparisons of modified Eppley PIRs by Philipona et al. (2001) in which a field calibration technique was also used. The coefficient optimization technique used in our study differs from that in Philipona et al. since we allow adjustment of the lab-calibrated dome-correction factor B and use data from several different nights in a least squares optimization approach. The magnitude of the relative accuracy improvement compared to the Philipona et al. method appears to be similar; however, the method we present is somewhat simpler and perhaps easier to consistently apply to a set of PIR data. The CASES 99 pyrgeometer data were checked for quality based on comparisons of T c and T d to the surrounding air temperature on a night with extremely small horizontal temperature gradients (less than Ϯ0.1ЊC) and the T d Ϫ T c difference for each individual PIR. Whereas some of the specific details of the CASES-99 PIR deployment would only be of interest to a user of CASES-99 data, other researchers can benefit from these simple quality checks to more easily identify and diagnose problems with PIRs during field use.
On average, the net longwave radiative flux during CASES-99 was found to be most significant from sunset until just before midnight. The period of maximum longwave radiative cooling occurred just after sunset with a magnitude of somewhere between Ϫ0.3Њ and Ϫ1.7ЊC h Ϫ1 , depending on the calculation of at 2 m, which ↑ Q LW is fully discussed in SBDHOL.
Throughout the CASES-99 predeployment intercomparison period all 10 PIRs remained in a fixed upwardlooking position on the radiometer stand. As a recommendation for future multi-PIR side-by-side intercomparisons, it would be interesting to change the relative position of the PIRs on the radiometer stand and/or point the PIRs downward to find out if the optimization results are sensitive to either of these factors.
Since the instruments and calibration methods used to measure longwave irradiance are constantly improving and changing-and PIR data quality is often determined based on side-by-side intercomparisons-we suggest that the differences in nighttime downwelling irradiance of Ϯ0.75 W m Ϫ2 be used as a benchmark against which future instrument improvements are judged. Furthermore, if instruments are designed that reach or surpass relative differences of Ϯ0.4 W m Ϫ2 , then field calibrations of radiative instruments may no longer be necessary.
