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Abstract
Automatic Machine Learning (Auto-ML) has attracted more and more attention in
recent years, our work is to solve the problem of data drift, which means that the
distribution of data will gradually change with the acquisition process, resulting
in a worse performance of the auto-ML model. We construct our model based
on GBDT, Incremental learning and full learning are used to handle with drift
problem. Experiments show that our method performs well on the five data sets.
Which shows that our method can effectively solve the problem of data drift and
has robust performance.
1 Introduction
Over the last few years, machine learning (ML) has achieved impressive success, and more and
more disciplines need to rely on it. However, current ML require human ML engineers help with
pre-processing data, feature selection, model selection, parameter adjustment, etc. We hope that
non-experts can experiment with ML to produce high-performing models. Automatic Machine
Learning (Auto-ML) aims at achieving the automation of ML to free up developer’s time to focus on
other aspects of tasks. The NeurIPS Auto-ML competition invites participants to design a model that
can be self-trained, predicted and evaluated in a lifelong machine learning environment with limited
resources and time.
The test of this competition will use multiple data sets which are anonymous, in consequence, it
is difficult for us to build the corresponding professional features with experience. By analyzing
original methods, we found that constructing multidimensional features may be a viable approach,
although it risks memory overflow. Therefore, we have constructed another automated feature method
that first exploits the feature data with OrdinalEncoder, frequency, and logarithmic regression to
extract the potential of the features. At the same time, Full-quantity learning is adopted to balance
the distribution of data. In addition, we add the residuals from the previous data set to the next data
set to speed up the fit of the trees. Through the above methods, it is possible to prevent more stress
on the memory while mining data information as much as possible. Besides, we use the method of
pre-training to greatly enhance the training speed. Moreover, we can ensure that our model can learn
from more important data by adjusting the learning rate of the model.
The rest of this article is organized as follows. Section II reviews the related work. Section III
introduces the framework for lifelong learning. Section IV shows the performance of our framework.
Finally, Section V summarizes the paper.
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2 Retlated Work
The development of Auto-ML has been rapid in recent years. [1] list newest strategies for evaluation
and optimization. Heuristic search, derivative-free optimization, gradient descent and reinforcement
learning are used to optimize its search process. Besides, Meta-learning and transfer learning are also
playing a great role in advanced evaluation strategies. Algorithms and strategies have been devoted to
getting a better performance with lower computation budgets, however, the phenomenon of concept
drift often leads to the low practicability of the whole algorithm.
The problem of concept drift has received the attention of many researchers many years ago. H.
Wang et al. proposed a general framework for mining concept drifting data streams using weighted
ensemble classifiers [2]. In addition, the classifiers in the ensemble are judiciously weighted based on
their expected classification accuracy on the test data under the time-evolving environment. In [3], M.
Scholz and R. Klinkenberg proposed a boosting-like method to train a classifier ensemble from data
streams that naturally adapts to concept drift. Moreover, it allows to quantify the drift in terms of its
base learners. [4] compares the three methods of maintaining an adaptive time window, selecting
representative training examples and weighted training examples.
3 Framework based on GBDT for lifelong learning
Here, we will introduce our main work in this competition. The technical framework will be
introduced firstly. The following are the several parts of the whole model construction.
3.1 Framework design
In this competition, the following questions were repeatedly considered when designing the framework
model.
1. Algorithm versatility. Robust classification performance on different types of datasets
2. Lifelong learning. capability of adapting to changes in data distribution
3. Time budget and memory. reasonable allocation of program runtime and avoidance of memory
overflow
For the above problems, the base framework is designed is as follows.
Figure 1: Base framework for lifelong machine learning.
3.2 Pre-processing
For pre-processing step, we deal with data from two perspectives. On the one hand, nan value or
null value should be filled to avoid computing error, on the other hand, data needs to be re-coded to
prevent performance degradation due to unnecessary correlation introduced by OrdinalEncoder, we
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also coded the data with the frequency of the category. This guarantees both computational speed
and performance. It is worth mentioning that we coding one feature for twice, once ordinal and once
frequency. Both of these features are fed into the model. And before this step, necessary operations
are needed to reduce the amount of data
3.3 Sampling and feature selection
Different datasets generate a large number of features according to the same data processor method,
resulting in a sharp increase in memory and runtime. The same feature has different effects on the
classification model of different datasets. Therefore, it is particularly important to remove redundant
features. The pre-trained model method is used to select a certain proportion of features based on
feature importance for model training and prediction. In addition, the sliding window of the data is
constructed. The classification model is updated by dynamically updating the data to achieve the
purpose of processing the concept drift problem.
3.4 Parameter adjustment
We have developed a method of adjusting the learning rate based on the importance of data. In
the face of CTR, we judge the more useful the data in the future based on the chronological order.
Therefore, we continue to increase our initial learning rate by the time of different batches, the
formula is:
pt = pt−1 + 0.01 ∗ nt
Here pt is the current initial learning compensation, pt−1 is the initial learning step of the previous
time, and nt is the current batch.
In addition to learning rate,there are hundreds of parameters in our model but most of them are
well initialized, therefore, some of the parameters were chosen to be adjusted according to the data
set.early-stopping was used instead of fixed num-iterations can ensure the optimal solution. Reg-alpha,
reg-lambda, min-split-gain can effectively control the complexity of spanning trees.Considering the
time constraints, we set these parameters more strictly to control the complexity.
4 Experiments
Combining the above work, we have done several experiments on the final results. The experimental
results are as follows.
4.1 Dataset introduction
The competition offered five data sets named AA, B, C, D, E to test the performance of the algorithm.
Each officially divided into 10 batches, of which 5 batches have target solutions. Competitors are
allowed to use five targeted batches to construct the algorithm, and the final evaluation is carried out
on the whole 10 batches, taking the average score of each batch. The details about the data sets are as
Table 1. Each dataset has 4 types of features including categorical feature, numerical feature, multi-
value categorical feature and time feature. Used/Budget represent the actual consumption time and
the official time budget. Last but not the least, our program are run into the ckcollab/codalab-legacy
docker running Python 3.6 (from Anaconda).
Table 1: datasets introduction.
Feature
Dataset Cat Num MVC Time Total Size Used[s]/Budge[s]
AA 51 23 6 2 82 10 Million 2821/3600
B 17 7 1 0 25 1.9 Million 216/600
C 44 20 9 6 79 2 Million 717/1200
D 17 54 1 4 76 1.5 Million 567/600
E 25 6 1 2 34 17 Million 1633/1800
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4.2 Results on AutoML3 Datasets
The datasets in the final phase of AutoML3 challenge were invisible, so we use the scores of feedback
phase to evaluate the performance of our program. The datasets of feedback phase was introduced in
previous section.
Figure 2: Train dataset. Figure 3: Test dataset.
The scores obtained in the feedback phase of the AutoML3 competition are shown in Figure 2 and 3.
Figure 2 represents the scores of train datasets, which is the best scores with the best number of trees.
It is not difficult to see that the datasets AA, B, D, E overcome the concept drift, and the model has
a generalization performance. But the scores of the dataset C has fluctuated in the test5 and test6
batches. As shown in Figure 3, the same phenomenon occurs on the verification set.
AutoML3 challenge has started in August 2018. In the feedback phase, our program ranked the 9th
place. In addition, our program randed the 3th place in the final blind-test phase. Our programs are
able to learn different datasets faster and have good generalization performance.
5 Conclusion
We designed the base framework to handle lifelong learning. This system has good algorithm versa-
tility, good generalization performance when dealing with concept drift, and low time consumption.
Although the current work ranks third in this competition, it still needs continuous improvement.
In the future work, we will do more research on different data and learning tasks based on this
framework.
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