This work examines admission control of the hospital Intensive Care Unit (ICU) which provides care for the most critically ill patients. We focus on how congestion can impact ICU admission decisions and ultimately patient outcomes and hospital costs. We first develop a stylized model for ICU admission that captures key trade-offs in allocating beds to patients with heterogeneous medical needs and stochastic arrival patterns. The insights gained from this model are then used to build an econometric framework to explain how ICU admission decisions are made in practice. In addition, we show that this framework provides valid instrumental variables for identifying the effect of endogenous ICU admission decisions on patient outcomes, where the endogeneity is caused by unobserved patient severity factors affecting both admission decisions and patient outcomes. We estimate these models using patient data from an integrated healthcare delivery system with over 200,000 hospitalizations. We show that busy ICUs are associated with lower chance of admission -a 55% decrease on average-which can further lead to significant health and financial implications. In turn, providing ICU care can improve patient outcomes substantially: hospital length of stay decreases by 1.3 days and the likelihood of readmissions drop by 4.3%. We estimate that if congestion did not create ICU access issues, this hospital network could save over $2.7 million per year. By factoring in the estimated benefit of ICU care determined by our econometric model into our analytic model, we are also able to compare the performance of probable admission policies to that of the optimal policy. We show that relatively simple admission policies that account for ICU congestion can have nearly optimal performance.
Introduction
Intensive Care Units (ICUs) -specialized inpatient units used to provide care for the most critically ill patientsare expensive to operate, consuming 15-40% of hospital costs (Brilli et al. 2001 , Halpern et al. 2007 , Reis Miranda and Jegers 2012) despite occupying less than 10% of the inpatient beds in the U.S. (Joint Position Statement 1994 , Halpern et al. 1994 . Most hospital ICUs operate near full capacity (Green 2003 , Pronovost et al. 2004 , making ICU beds a limited resource which must be rationed effectively. However, defining objective criteria for allocating ICU care to patients based on medical necessity is a complex task. For instance, a task force for critical care has established criteria for admission, discharge, and triage for ICU, but they are highly subjective in nature (Task Force of the American College of Critical Care Medicine, Society of Critical Care Medicine 1999). 1 The present work empirically studies how hospitals allocate ICU care to patients and how the access to this ICU care can impact patient outcomes. More specifically, we develop an econometric model that captures how patient medical severity and hospital operational factors jointly determine whether a patient will receive ICU care. A key aspect of the model is to capture the uncertainty in the volume and medical needs of patients that arrive to hospitals.
That is, hospitals face the trade-off of admitting a patient to the ICU now versus reserving a bed for a more critical patient that could arrive in the near future. We focus on patients admitted through the Emergency Department, which typically exhibits high uncertainty in the volume and severity of incoming patients. We use data from 18 hospitals covering over 200,000 hospitalizations, with detailed information that tracks every stage of each patient's hospital stay.
Our work contributes to the growing literature in healthcare operations management studying mechanisms to manage ICU capacity. Kc and Terwiesch (2012) study the ICU of a cardiac surgery service and show that when the ICU is congested, the treatment of patients tend to be sped up. They also measure the implication of these speedups on patient readmissions to the ICU and total length of stay, which are viewed as two quality measures of patient outcomes. As in their study, we also analyze how the nature of ICU care affects patient outcomes, but we focus on the decision of admitting a patient to an ICU rather than the decision of discharging a patient from an ICU.
Closest to our work is Shmueli et al. (2003) , which analyzes the impact of different ICU admission policies to the ICU on patient mortality. As in our work, they focus on the trade-off of admitting an arriving patient versus reserving the bed for a potential more severe patient. They propose using an Erlang loss model with an admission control policy based on an observable measure of medical need for each incoming patient (Kleinrock 1975, Miller and Buckman 1987) . Using the model requires estimating the decrease in the mortality rate that is achieved when the patient is admitted to the ICU. However, estimating this benefit of ICU admission can be challenging. For ethical reasons, it is not possible to run a field experiment to randomize ICU treatment to patients. Hence, prior research has used observational data to measure the impact of ICU treatment on patient outcomes (Sprung et al. 1999 , Simchen et al. 2004 , Simpson et al. 2005 , Iapichino et al. 2010 , Louriz et al. 2012 . But the decision to admit a patient to the ICU is endogenous and this can generate biases in estimating the benefit of ICU admission. Specifically, patient health severity which are observable by the hospital but unobserved in the data will be positively correlated with ICU 1 The task force even admits that " [t] he criteria listed, while arrived at by consensus, are by necessity arbitrary". admission and adverse patient outcomes; this would generate a positive bias in the estimate of the causal effect of ICU admission on patient outcomes. Shmueli et al. (2004) were the first to use an instrumental variable approach to tackle this endogeneity problem; they find that not accounting for the endogeneity can lead to substantial biases in the estimation. They use the exogenous variation in patient admission due to ICU overload as the instrument.
We extend the work of Shmueli et al. (2003 Shmueli et al. ( , 2004 ) (SSK and SBS in short) in several aspects. A key difference is that our analysis focuses on the admission decision at the time the patient is in the ED; in contrast, SSK and SBS analyze the decision for a reduced sample of pre-screened patients that have already been requested ICU admission.
Hence, our study is more suitable for designing ICU admission policies for ED patients whose final disposition is open to discretion.
2 Second, our data has detailed information on every unit each patient visits, which allows us to account for additional controls in the estimation, to construct and analyze additional patient outcome measures, and to develop additional instrumental variables to account for the endogeneity of the admission decisions. Many U.S. hospitals have started to collect data similar to the one used in this work, and so the proposed methodology is applicable in other hospital settings. Third, our study covers 18 hospitals of different sizes, specialties, and locations which helps to validate the robustness and generalizability of the results (SBS studies only one hospital).
Our main contributions can be summarized as follows:
• We identify a number of operational/behavioral factors, such as ICU congestion and the number of recent ICU admissions or discharges, that can affect ICU admission decisions. We do this via empirical analysis of a large patient-level dataset of over 200,000 hospitalizations collected from 18 hospitals. To our knowledge, we are the first to examine a patient group without pre-selecting ICU-eligible patients.
• Using the aforementioned operational factors as instruments to account for variation in the endogenous ICU admission decision, we quantify the benefits of ICU care. We expand the current literature beyond mortality and examine additional patient outcomes such as readmissions, length-of-stay, and transfers up to the ICU.
• We formalize a number of structural properties of an optimal admission control policy and link our analytic model back to the empirical analysis to demonstrate the benefit of using the optimal policy. Furthermore, we provide several insights on the robustness of alternative admission policies, and demonstrate that the idea of "a bit of flexibility can take you a long way", as reported in other contexts in the Operations Management literature (e.g., see Jordan and Graves (1995) , Bassamboo et al. (2012) ), applies to our setting.
Our work is related to previous empirical and analytical work in healthcare operations management that studies the effect of workload and congestion on healthcare productivity. On the empirical side, Kc and Terwiesch (2009) show that hospital congestion can accelerate patient transportation time within the hospital; Green et al. (2012) find that nurse absenteeism rates in an ED are correlated with anticipated future nurse workload levels; Kc and Staats (2012) 2 In the Israeli hospital analyzed in SBS, requests for ICU admission go through a triage process that generates an additional health metric (APACHE II score) to assess patient needs of ICU care. SBS then use this additional metric to measure the impact of ICU admission. This additional metric is generally assigned based on data available with in the first 24 hours of ICU stay (Strand and Flaatten 2008) , so is not available for all ED patients.
show that surgeon experience leads to better outcomes; Jaeker et al. (2012) report that the length of inpatient stays depends on current workload as well as the predictability and the pressure level of the incoming workload; and Batt and Terwiesch (2012) find workload-dependent service times in the ED.
None of these empirical studies analyze admission control, but there is analytical work studying admission and discharge mechanisms to improve patients' healthcare outcomes. In addition to the aforementioned work by Shmueli et al. (2003) , Dobson et al. (2010) develop a stochastic model of an ICU that allows speed-ups to predict the influence of difference arrival patterns and capacity on speed-up rates. Chan et al. (2012) study the impact of several ICU discharge strategies and provide a simple discharge policy that improves throughput while maintaining the quality of service. Price et al. (2011) apply integer programming and simulation to develop improved surgical scheduling assignments that would reduce boarding in the post-anesthesia care unit.
Analytical models can be used in conjunction with our empirical results to evaluate different mechanisms to control admissions to an ICU. In Section 3.1, we show that the optimal admission policy is a threshold policy, but we can derive the actual optimal thresholds and apply them to a real ICU setting only if we know the value of ICU care on patient outcomes. Our empirical models in Section 4 estimate this value. We then factor in these estimates into our analytic model to compare the performance of probable admission policies to that of the optimal policy, and to provide several insights on alternative policies.
Setting and Data
We employ a large patient dataset collected from 18 hospitals: more than 200,000 hospitalizations over the course of one and a half years. The hospitals are within an integrated healthcare delivery system, where insurers and providers fall under the same umbrella organization. The majority of patients treated within the system's hospitals are insured via this same organization. This allows us to ignore the potential impact insurance status may have on the care pathway of individual patients. However, we expect that our results can be extended to other hospitals that treat patients with heterogeneous insurance coverage.
In these 18 hospitals, inpatient units are broadly divided according to varying levels of nurse-to-patient ratios, Patient-level information in our dataset includes patient age, gender, admitting diagnosis, hospital, two severity of illness scores based on lab results and comorbidities 3 , and a predictor for in-hospital death 4 . In addition, we collect operational data that includes every unit each patient visits along with unit admission and discharge date and time.
Since we have an inpatient dataset, we do not have information on patients who are discharged directly from the ED.
3 i.e. chronic diseases, such as diabetes, that may complicate patient care and recovery. 4 These multiple severity of illness scores reflect the complexity in defining objective severity of illness measures. In the rest of this section, we first describe different mechanisms that can be used to manage ICU capacity as well as related work in this subject. We then describe the sample selection procedure for the data used in this study.
Managing ICU capacity
Within the Operations Management (OM) and medical literature, several empirical works have examined how hospitals adopt a number of adaptive mechanisms to navigate periods of high ICU congestion. When a hospital does not have sufficient downstream bed capacity, surgical cases may be either delayed or canceled (Cady et al. 1995) . When a new patient requires ICU care, but there is no available bed, he may be delayed and board in another unit, such as the ED or the post-anesthesia care unit (Ziser et al. 2002 , Chalfin et al. 2007 ). Indeed, delays in ICU admission from the ED have been well documented (Chalfin et al. 2007) . Patients who cannot be routed to the ward may remain in the EDtypically refereed to as "boarding" patients -until an ICU bed becomes available. An econometric study by Louriz et al. (2012) shows that a full ICU is the main factor associated with late ICU admission. Furthermore, Allon et al. (2011) shows that ED boarding caused by a congested ICU is an important factor driving ambulance diversion.
An alternative mechanism, which has received considerable attention from the OM and medical communities, is to speed up the treatment of current ICU patients to accommodate new, potentially more critically ill patients. Anderson et al. (2011) investigate daily discharge rates from a surgical ICU at a large medical center, and find higher discharge rates on days with high utilization and more scheduled surgeries. Kc and Terwiesch (2012) study the effect of ICU occupancy level on discharge practices in a cardiac surgical ICU. They find that congested ICUs tend to speed-up the treatment of their patients and that these affected patients tend to be readmitted to the ICU more frequently.
Yet another alternative to manage ICU capacity is to control the admission of patients (Azoulay et al. 2001 , Escher et al. 2004 , Shmueli and Sprung 2005 . During periods of high congestion, some patients who may benefit from ICU care might be denied access because the ICU is full or all available beds are being reserved for more severe incoming patients. Our study focuses on this ICU admission decision for patients that were admitted to the hospital through the ED. The admission process works as follows. If an ED physician believes a patient is eligible for ICU admission, an intensivist will be called to the ED for consultation. While the intensivist has the ultimate decision about whether to admit the patient from the ED, the decision is typically a negotiation between the two physicians as to what the individual patient's needs are and what resources (e.g. ICU versus non-ICU beds) are available.
There is extensive work in the medical literature studying ICU admission (Singer et al. 1983 , Strauss et al. 1986 , Vanhecke et al. 2008 ). Other studies have obtained similar results in international hospitals: Escher et al. (2004) in Switzerland, Azoulay et al. (2001) in France, Shmueli et al. (2004) , Shmueli and Sprung (2005) and Simchen et al. (2004) in Israel, and Iapichino et al. (2010) in seven countries, including Italy, Canada, and UK. All of these works show that ICU congestion is an important factor affecting ICU admission decisions.
In all of these studies, the medical necessity of a patient plays a key role in the ICU admission decision. However, most hospitals lack a universal metric that characterizes the severity of ED-admitted patients. Most of the aforementioned studies use patient severity measures which are based on scoring systems available only after patients are admitted to an ICU (Strand and Flaatten 2008) . Examples include the Acute Physiology and Chronic Health Eval-uation II (APACHE II) scores (Shmueli et al. 2004, Shmueli and Sprung 2005) , Simplified Acute Physiology Score (SAPS II) (Iapichino et al. 2010 , Simchen et al. 2004 , Simplified Therapeutic Intervention Scoring System (TISS) (Simchen et al. 2004) and Mortality Prediction Model (MPM) (Louriz et al. 2012) . These measures of patient severity are not available for a typical ED patient and hence, as argued by Franklin et al. (1990) , they cannot be used to decide which patients should be routed to the ICU.
In contrast, the hospitals we analyze use an uniform metric of patient severity available for all admitted patients:
the Laboratory Acute Physiology Score (LAPS) (see Escobar et al. (2008) for details and validation of this metric).
Previous work by van Walraven et al. (2010) show that LAPS is a reasonable predictor of patient length of stay and mortality. Utilizing this measure, we can analyze ICU admission decisions for all ED patients, and not just the patients who have been pre-screened for admission, as done in prior work.
The above discussion suggests that all of these mechanisms -delayed ICU admission, speed-ups, and ICU admission control -are used to manage ICU capacity. However, it is hard to find standards for the use of these mechanisms, and often there is much subjectivity in defining best practices. In a recent exploratory study, Chen et al. (2013) discuss the problem of lack of standards in the field and point to a need to utilize Electronic Health Records to gain a better understanding of who benefits from ICU care in order to facilitate improved ICU triage decision making. Moreover, there is 'almost complete lack of understanding of how much it costs to deliver patient care, much less how those costs compare with the outcomes achieved,' as pointed out by Kaplan and Porter (2011) in How to Solve the Cost Crisis in Health Care. That is, because we are missing information on quantified cost and value of different healthcare practices and mechanisms, it is almost impossible to develop ICU care standards and to do cost-effective analysis in capacity planning. Our work takes a first step towards quantifying these costs/benefits in the case of ICU admission.
Although our focus is admission control, we conduct additional empirical analysis that accounts for these other mechanisms. These results, described in detail in Section 5, suggest that the use of each mechanism depends on the types of ICU patients residing in the ICU as well as waiting for ICU admission (e.g. speed-ups are more prevalent in surgery patients). Figure 1 illustrates our data selection process. We utilize patient flow data from all 206,635 patient visits (indicated by one star in Figure 1 ) to derive the maximum capacity and instantaneous occupancy level of each inpatient unit. Because our dataset consists of patients admitted and discharged within the 1.5 year time period, we restrict our study to the 12 months in the center of the period to avoid censored estimation of capacity and occupancy. We exclude patients who experienced inter-hospital transport as it is difficult to determine whether it was due to medical or personal needs.
Data Selection
Because of the reasons explained in Section 2.1, we focus on the patients who are admitted via the ED to a medical service. The sizes of the units were quite stable over our study period. However, four hospitals had a small change in the capacity of the intermediate care unit and we exclude patients who are hospitalized during rare occurrences of intermediate care unit reorganization (such as reducing the number of beds). We also note that hospitals had heterogeneous sizes of inpatient units. For example, the largest ICU had 37 beds whereas the smallest had 6. Because defining congestion in a small ICU is hard and different mechanisms might be used to allocate beds in small ICUs, we consider only the patients who are treated in hospitals with an ICU with at least 10 beds. In doing so, about 10% (from three hospitals) of the patient visits are excluded. 5 Our final dataset consists of 72, 875 hospitalizations, as indicated by two stars in Figure 1 . Summary characteristics of the patients admitted to different inpatient units are given in Table 8 .
Impact of Congestion on ICU Admission
This section develops an empirical model to study ICU admission decisions for ED patients. To develop this empirical model, we first present a stylized model of ICU admission control, which is similar to the model developed by Shmueli et al. (2003) . Section 3.1 describes this model and characterizes the structure of the optimal solution. In particular, the model captures the effect of ICU congestion on the decision to admit new patients to the ICU. This structure is then used in Section 3.2 to develop an empirical model of ICU admission control that can be estimated using our data; this model's main objective is to measure the effect of congestion and other operational/behavioral factors on ICU admission decisions. Section 3.3 discusses the estimation results of this model. 
The ICU Admission Control Problem
We model the ICU admission control problem through a discrete-time/finite-horizon version of the Erlang Loss Model used in Shmueli et al. (2003) . There is a finite-horizon, T , and time periods are discretized and indexed by t. In each time period, a single patient arrives for potential ICU admission with probability λ. If a new patient arrives, his risk,
, is randomly distributed according to a cumulative distribution function, F (·). We use p = ∅ to denote the absence of a new patient. All patients who arrive are candidates for ICU admission, and the decision is whether to route the patient to the ICU or to a non-ICU (the model excludes patients discharged directly from the ED). On each period, patients being treated in the ICU are discharged with probability µ, irrespective of their risk level and length of stay in the ICU (i.e. the service time in the ICU is memoryless). 7 This probability, µ, can be viewed as an average probability over all patient risk levels. Moreover, patient discharge is exogenous, i.e. there is no speed-up in the ICU.
8
There is a limited capacity of ICU beds, given by B. Because we are concerned with the allocation of ICU beds, we assume there is ample space in the other inpatient units to care for all patients. 5 After removing the three hospitals, the average ICU size was 20 beds, and the % ICU beds among inpatient beds was 12.9 on average with minimum of 9.3 and maximum of 21. 5. 6 Although the empirical model is based on an analytical model of admission control, we do not conduct a structural estimation. The analytical model is used to gain insights on the relevant factors that affect the admission decision which are useful to specify the empirical model. We do not estimate primitives of the analytical model, as is typically done with a structural estimation approach. 7 While this is a strong assumption, we note that our purpose is not to determine the optimal admission decision, but rather to generate intuition about its structure. Relaxing this assumption makes the model intractable. 8 As discussed in Section 2.1, other mechanisms may be used. However, in order to focus on the tradeoff between admitting now versus saving space for a potentially more severe patient, we only examine admission control. Via numerical analysis, we found that the qualitative results extend when speed-ups are incorporated.
Let x ∈ [0, B] denote the number of patients currently being treated in the ICU. When a new patient arrives, the doctor must decide whether to admit or reroute the arriving patient to the ICU, given the current available capacity B − x. If there are no available ICU beds (x = B), the new patient must be denied ICU admission. If the patient is denied admission, a cost, Φ(p) ≥ 0 is incurred (when no patients arrive this cost is zero, Φ(∅) = 0). If the patient is admitted to the ICU, no cost is incurred. For the purpose of our discussion, this cost captures the clinical cost for admitting a patient to a non-ICU (e.g., this could be the increase in readmission risk due to denied admission). 9 We assume that being denied admission to the ICU is more detrimental to more severely ill patients:
A policy is defined as a decision rule that chooses whether to admit (A) or reroute (R) an incoming patient, for each possible state characterized by the severity of the incoming patient p, the number of occupied ICU beds x, and the current period t. The appendix derives structural properties of the optimal policy that minimizes the expected total costs during the time horizon T . The key results are:
1. The optimal policy is a threshold policy. That is, there exists a threshold κ(x, t) -which depends on the current bed occupancy and time period -such that a new patient is admitted if and only if p ≥ κ(x, t).
2. In any time period t, the threshold κ(x, t) is non-decreasing in the bed occupancy x.
3. Numerical results show that the threshold κ(x, t) is non-linear in x. Figure 6 shows a typical pattern of the optimal threshold.
4. The optimal threshold in a system with higher rerouting cost (Φ a (p)) is lower than that of a hospital with lower
That is, the thresholds in systems a and b satisfy κ a (x, t) ≤ κ b (x, t), for all x and t.
The next section develops an empirical model based on the insights provided by this analytical model of admission control.
Econometric Model for ICU Admission
Following the notation in Section 3.1, let p i denote the designated risk level of patient i upon arrival. Although we do not observe p i directly in the data, there are several observable metrics that are presumably related to a patient's designated risk. We let X i be a row-vector of covariates containing these metrics (in our application, age, gender, two kinds of severity scores, and admitting diagnosis) as well as seasonality controls (month, day, and time of admission) and an intercept; details can be found in Table 1 . In addition, there are some additional risk-related metrics which are observed by the hospital but are not contained in the data; we denote these by the error term ξ i . Patient i's estimated risk level is modeled as:
9 In Section 6, we show how we can estimate this clinical cost from our empirical models.
where θ is a column-vector of parameters to be estimated. Since p * i is not observed in the data, it will be treated as a latent factor affecting the admission decision (the star in the notation emphasizes the latent nature of the risk level measure). More specifically, let r i be a binary variable which is equal to 1 when patient i is admitted to the ICU upon discharge from the ED. Based on result 1 from the previous section, this admission decision follows a threshold policy of the form:
Here, κ i denotes the threshold which could vary across patients, and we model it to depend on three factors plus a hospital fixed effect:
where the parameters (α 1 , α 2 , α 3 ) and the hospital fixed effect η h(i) are to be estimated (h(i) indexes the hospital where patient i was admitted). The first factor, ICU occ i denotes a vector of covariates capturing the ICU occupancy level around the time of the admission decision. Our main results are based on the occupancy one hour before the time patient i is discharged from the ED, as illustrated in Figure 2 . We consider the ICU occupancy level at this specific time for two main reasons: 1) the decision of where to admit a patient can change during the entire ED boarding time (defined as the elapsed time between the time hospital admission decision is made and the time the patient leaves ED; see Figure 2 ) so we want to capture the occupancy closest to when the final admission decision is made and 2) admissions are not instantaneous, so it is likely the occupancy level just prior to admission matters the most. We also tried alternative measures of occupancy (e.g., 2 hours before first inpatient unit admission) with similar, but slightly weaker results. Based on result 2 from the previous section, we expect the effect of ICU occ to be increasing and nonlinear. We allow for this non-linearity in the model by including indicator variables that measure the ICU occupancy in three range levels, defined as below 90%, between 90 − 100% and greater than or equal to 100%. Because bed capacity varies across hospitals, we measure the occupancy level relative to the total bed capacity 10 .
The second factor, RecentDischarge i , accounts for recent discharges from the ICU and is motivated by anecdotal evidence from interviews with doctors. ICU discharges typically release the nurse who has been monitoring the discharged patient. The intensivist in charge may have an incentive to "preserve the nurse hours" by demonstrating a continuous demand for those nurses even after patients are discharged. 11 This would lead to higher ICU admission rates right after one or more ICU discharges. Note that this behavior is different from the speed-up effect reported in Kc and Terwiesch (2009) because it can also be manifested when discharges are not "forced" to occur faster. It is also different from the ICU occupancy effect because it can operate when the ICU has low utilization. To measure
RecentDischarge, we count the number of all ICU discharges in the 3-hr window before patient i's admission to the 10 For each hospital, the number of ICU patients was measured every hour of the entire study period. The 95th percentile value of the ICU bed census was used as the bed capacity. 11 This behavior is related to supply-sensitive demand that has been shown in the medical literature. For instance, see Wennberg et al. (2002) and Baker et al. (2008) .
first inpatient unit. Because bigger ICUs would naturally have more recent discharges, we divide the number of recent ICU discharges by the ICU capacity of each hospital to use it as RecentDischarge.
The third factor, RecentAdmission i , accounts for the number of recent admissions of ED patients to the ICU.
Since ICU beds are shared between ED and elective patients, a high number of recently admitted ED patients may reduce the bargaining power of the ED physician in his negotiation with the intensivist. To measure RecentAdmission,
we consider ICU admissions in the 2-hr window before patient i's admission to the first inpatient unit, but count as a recent admission only if the patient is admitted via the ED to a medical service. Because of shift changes, we do not expect the impact of expending negotiation power to propagate for extended periods of time. Note that we are not counting ICU admissions of patients who are admitted via the ED to a surgical service, because there may be surgeons involved in the negotiation for ICU admission decisions. Similar to RecentDischarge, we divide the number of recent admissions by the ICU capacity of each hospital to define RecentAdmission.
Finally, η h(i) is a hospital indicator variable which controls for any differences across hospitals that can affect the thresholds for ICU admission. In particular, result 4 in Section 3.1 suggests that the thresholds depends on the structure of the rerouting cost (Φ(p) in the model). Some hospitals in our sample have intermediate levels of care with nurse-to-patient ratios that are inferior to the ICU but above the general ward. The cost of denying ICU admission to a patient can be reduced by admitting this patient to an intermediate care unit.
Assuming ξ i ∼ Normal(0,1), the model becomes a Probit regression and can be estimated using Maximum Likelihood Estimation (MLE) (Wooldridge 2010) . The next section describes the results of this estimation. Table 4 summarizes the estimation results for the Probit model using the selected sample of patients. The upper part of Table 4 reports the coefficients for the threshold model in (3), while the rest (coefficients for patient characteristics) are for the model in (1) . Due to space limitations, only a selected group of coefficients for patient severity factors (X i ) is reported, but the complete set of results is available from the authors upon request.
Estimation Results of the ICU Admission Model
Recall that ICU occ i are included as dummy variables indicating different ranges of occupancy level. 12 We see both coefficients are highly statistically significant, providing strong evidence that higher ICU occupancy leads to an increase in the admission threshold, thereby lowering the probability of being admitted to the ICU. The estimated value +0.52 for the covariate 100% ≤ ICU occ in Table 4 translates to the probability of ICU admission decreasing from 11.1% to 5.0% on average (a 55% decrease) when the ICU occupancy increases from below 90% to 100%. In addition, the results suggest that the effect of ICU congestion on ICU admission is non-linear: the estimated value +0.08 for the covariate 90% ≤ ICU occ < 100% can be translated to the probability decreasing from 11.1% to 10.0%
(a 10% decrease) on average when the ICU occupancy increases from below 90% to 90-100%.
The coefficient for RecentDischarge i shows statistically significant negative result, suggesting that a patient is more likely to be admitted to the ICU when there were more recent ICU discharges. For an average patient, the 12 In our dataset, the average occupancy level was 0.80 with median of 0.83. 25% of the patient had 90% ≤ ICU occ < 100% and 9% had 100% ≤ ICU occ. admission probability increases from 0.095 to 0.107-a 13% increase-when the ICU has recently discharged one ICU
patient. An additional recent discharge increases the admission probability to 0.120. We note that in our data, 56% of the patients see no recent ICU discharges, 27% see one discharge, and 11% see two discharges.
The coefficient for RecentAdmission i shows statistically significant positive result, suggesting that a patient is less likely to be admitted to the ICU if more patients were recently admitted to the ICU from the ED. For an average patient, the admission probability increases from 0.104 to 0.096-a 8% decrease-when the ED has recently sent one patient to the ICU (in our data 86% of the patients see no recent admission and 13% see one recent admission).
The coefficients for hospital indicator variables also showed statistically significant results. An F-test of joint significance of the hospital indicator variables rejects the null hypothesis that all hospital indicators are zero, with p-value less than 10 −4 .
In summary, the empirical results show that, although medical necessity plays a key role in ICU admissions, operational factors such as ICU occupancy also determines which patients receive ICU care. The empirical results are consistent with the predictions of our ICU admission control model: as the occupancy of the ICU increases, the severity threshold to admit a patient increases and this effect is non-linear. At high levels of congestion, patients that would otherwise receive ICU care are not admitted, and this effect persists even when the ICU is not completely full.
A related important question is to quantify the effect of this admission policy on patient outcomes. The next section
develops an econometric model to analyze this empirical question.
Impact of ICU Admission on Patient Outcomes
In this section, we study how access to ICU care affects several patient outcomes. To do so, we begin by defining several measures of patient outcomes of interest in Section 4.1. In addition to the traditional measures, such as mortality and hospital length of stay, we were able to construct other useful measures which exploit the rich information provided in our data covering the complete path a patient follows within and after the hospital stay. Next, Section 4.2 develops an econometric model to measure the impact of ICU care on these outcomes. The main challenge in this estimation is to account for the endogeneity in ICU admission decisions, which is approached through an empirical strategy based on instrumental variables. Section 4.3 reports the main results of this estimation, and Section 4.4 discusses the economic implications of these results.
Measuring Patient Outcomes
To quantify the benefit of ICU care, we focus on five types of patient outcomes: in-hospital death (M ortality), hospital readmission (Readmit), hospital length of stay (LOS) (HospLOS), total ICU LOS (ICU LOS), and transfer-up to a higher level of care (T ransf erU p). Mortality, Readmit, HospLOS and ICU LOS are fairly standard patient outcomes used in the medical and OM communities (e.g. Iezzoni et al. (2003) and Kc and Terwiesch (2009) ). We consider one additional measure of patient outcome, T ransf erU p, for the following reason. Typically, a patient will be transferred to an inpatient unit with lower level of care or be discharged from the hospital as his health state improves. Being transferred up to the ICU can be a sign of physiologic deterioration and such patients typically exhibit worse medical conditions (Luyt et al. 2007 , Escobar et al. 2011 ). Accordingly, a T ransf erU p event is defined as a patient's transfer to the ICU from an inpatient unit with lower level of care. 13 Note that patients who were admitted to and directly discharged from the ICU can never show this event, and so we study T ransf erU p over the subset of patients who received lower levels of care during their hospital stay at least once.
Defining readmissions requires specifying a maximum elapsed time between consecutive hospital discharges and admissions. As this elapsed time increases, it becomes more unlikely that the complications were related to the care received during the initial hospitalization. Hence, after discussions with doctors, we defined a relatively short time window for hospital readmissions -within the first two weeks following hospital discharge (Readmit-2wk). When analyzing readmissions, we did not include patients with in-hospital death as they cannot be readmitted.
We let HospLOS measure the time from admission to the first inpatient unit until hospital discharge time. we measure HospLOS as the number of nights the patient stayed in the hospital. These complications did not arise in measuring the total ICU LOS, so we measure it in hours. In studying HospLOS and ICU LOS, we include patients who died during their hospital stay. The results are similar if we exclude patients with in-hospital death. 
Econometric Model for Patient Outcomes
An ideal thought experiment to examine the implications of the current admission policies on patient outcomes would be randomizing treatments to patients by allocating patients to the ICU and non-ICUs regardless of their severity condition. Of course, such an experiment would be impossible in practice due to ethical concerns. This limits us to work with observational data, which brings important challenges to the estimation, as we now describe.
Let y i denote a measure capturing a patient outcome of interest (e.g., HospLOS i ). There is extensive work in the medical literature that provides several patient severity measures that are useful in predicting patient outcomes. For example, Escobar et al. (2008) and Liu et al. (2010) illustrate how severity measures based on automated laboratory and comorbidity measures can be used to successfully predict in-hospital mortality and hospital length of stay, respectively.
13 ICU readmission, a subset of T ransf erU p events, has also been shown to lead to higher mortality and length of stay (Durbin Jr and Kopel 1993) .
As before, let X i denote those patient severity factors as well as seasonality controls that are observed in the data. We also control for hospitals, and let ω h(i) denote the coefficients for a set of hospital indicator variables where h(i) is patient i's hospital. We model patient outcome y i as a random variable with distribution
where the parameters (β 1 , β 2 ) capture the effect of the admission decision r i (defined in equation (2)) and X i on the patient outcome. For example, this distribution could be given by a model of the form:
with the error term e i following a normal distribution so that y i is log-normally distributed. In this example, we have a linear regression with Gaussian errors, but our framework allows for more general specifications (e.g., binary patient outcomes).
The linear regression example (4) is useful to illustrate the main estimation challenge. A naive approach to estimate the effect of ICU admission on y i is to include the actual admission of the patient (r i ) as a covariate in the regression (4) and interpret the Ordinary Least Square (OLS) estimate of β 1 as the causal effect of ICU admission on the outcome.
This approach ignores that admission decisions are endogenous; patient severity conditions that are unobservable in the data, such as the cognitive state of the patient, are likely to affect admission decisions. Figure 3 illustrates this endogeneity issue in further detail. Note that both admission decisions and patient outcomes are affected by X i and ξ i .
Because ξ i is unobserved, it will be absorbed as part of the error term e i of model (4). Hence, the covariate r i in the outcome model will be positively correlated with the error term e i , violating the strict exogeneity assumption required for consistent estimation through OLS. This endogeneity could introduce a positive bias in the estimate of the effect of ICU admission on patient outcomes, underestimating the value of ICU care.
An alternative is to use Instrumental Variables (IVs) estimation to obtain consistent estimates of this linear regression model. A valid instrument should be correlated with the admission decision r i but unrelated to the unobserved patient severity factors ξ i or any other unobservable factors affecting the outcome y i . The ICU occupancy level measures ICU occ i are potential instruments because: (1) the ICU occupancy level is unrelated to the patient-specific risk factors of the new patient; and (2) occupancy affects the threshold policy for ICU admission (as suggested by result 1 in Section 3.1 and validated with the empirical results in Section 3.3). To validate the first point, we analyzed whether the hospital occupancy is related to the observable patient characteristics X i (excluding the covariates for seasonality control) and found no correlation (a regression with occupancy level as the dependent variable and patient characteristics as independent variables had R 2 value less than 0.005). Although this doesn't prove that the instrument (i.e. occupancy level) is uncorrelated with the unobservable factors ξ i , it provides suggestive evidence that the level of ICU occupancy is unrelated to the severity of incoming ED patients (this approach was also used by Kc and Terwiesch (2012) to validate their instruments). With this IV approach, the identification is driven by comparing differences in outcomes among patients who have similar observable characteristics in X i but received different treatments only because of the different levels of ICU occupancy at the time of their admission to an inpatient unit. Although this is not a perfect randomized experiment, this identification strategy provides a valid approach to estimate the effect of ICU admission on patient outcomes. Shmueli and Sprung (2005) use a similar empirical strategy to estimate the effect of ICU care on patient mortality.
One potential argument that would invalidate occupancy level as an instrument is that the level of congestion within the hospital can directly affect the outcome of a patient. For example, a congested ICU could lower the effective nurse-to-patient ratio, lowering the service quality which has negative implications on patient outcomes. Indeed, Kc and Terwiesch (2012) Another set of instruments we use is RecentDischarge i and RecentAdmission i that are defined in Section 3.2.
We claim that these instruments are valid because: (1) When the patient outcome is modeled via a linear regression as in (4), we can use a standard two stage least squares (2SLS) approach to implement the IV estimation. But because admission decisions and some of our patient outcomes are discrete, a more efficient estimation approach is to use nonlinear parametric models via the Full Maximum Likelihood Estimation (FMLE) (Wooldridge 2010) .
We provide two estimation models depending on whether the patient outcome is measured as a binary or a counting variable. We first consider the three binary patient outcomes M ortality, T ransf erU p and Readmit. To model each of these outcomes, we use a Probit defined by a latent variable model:
where y * i is the latent variable. To account for the endogeneity in ICU admission decisions, we allow for the error term i to be correlated with the unobservable severity factors affecting admission (ξ i in equation (1)) by assuming that the random vector (ξ i , i ) follows a Standard Bivariate Normal distribution with correlation coefficient ρ. Note that this requires a joint estimation of the ICU admission model (1)- (3) and the outcome model (5) . The model becomes a Bivariate Probit which can be estimated via the FMLE (Cameron and Trivedi 1998) .
14 In our dataset, the average HospAvgOcc was 0.82 with median of 0.84. 21.40% of the patient had 90% ≤ HospAvgOcc < 100% while 0.02% had 100% ≤ HospAvgOcc.
The patient outcome defined by HospLOS is measured by the number of nights a patient stays in the hospital. A possible model for fitting count data is the Poisson regression, but our data shows that HospLOS is more dispersed than a Poisson distribution ( Table 3 shows the mean of HospLOS is 4.1 while the variance is 36.0). Hence, we use the Negative Binomial regression which can model over-dispersion (its parametrization is given in Cameron and Trivedi (1986) ). In this model, the dependent variable takes non-negative integer values, y i = 0, 1, 2, ..., 15 and
To account for endogeneity, we replace ξ i in equation (1) by θl i + ξ i and add l i with coefficient ρ to be estimated in equation (6). Then, HospLOS is affected by unobserved characteristics (l i ) that also affect the ICU admission decision. We assume exp( i ) to follow a gamma distribution with unit mean and variance V ar(exp( i )) so that
HospLOS is negative binomially distributed. We assume that the l i are independently and identically distributed draws from the Standard Normal distribution. However, the joint distribution of (r i , y i ) does not have a closed-form representation, and maximum simulated likelihood is used to fit the model (see Deb and Trivedi (2006) for details on the estimation).
Lastly, the patient outcome defined by ICU LOS is assumed to follow a log-normal model similar to regression (4) but with HospAvgOcc as additional covariates. Taking the natural logarithm of the service times to reduce the skewness in distribution is a commonly used approach (for example, see Kc and Terwiesch (2009) ). To be consistent with other patient outcome models, we used the FMLE approach to estimate this linear model using the occupancy variables ICU occ i and the number of recent admissions and discharges as instrumental variables.
Patient Outcome Model Estimation Results
In this section, we discuss the results of the patient outcome models, which are summarized in Table 5 and Table 6 .
As discussed in Section 4.2, we estimate the admission decision and patient outcome model jointly to account for the endogeneity of admission decisions. In all cases the estimates of the admission decision model are similar to those reported in Table 4 , so they are omitted for brevity. For space limitations, Table 5 and Table 6 show only the coefficient and the marginal effects of r i (i.e., whether the patient was admitted to the ICU or not), which is the main focus of this analysis. Each row corresponds to a different outcome (the dependent variable).
In Table 5 , the coefficients of r i are negative and significant in all models except for M ortality, suggesting that admitting a patient to the ICU reduces the chance of having an adverse outcome. Because in-hospital death was relatively rare in our sample (4.3%), there was not enough statistical power to estimate the impact of ICU admission on mortality. The column "AME (ARC)" shows the average marginal effect (AME), which is the average expected absolute change in the outcome if we condition that all patients were admitted to the ICU instead of non-ICUs. The average relative change (ARC) is also reported, which is AME divided by the average outcome when a patient is not admitted to the ICU. The magnitude of the effect is substantial. For instance, by admitting all patients to the ICU, the 15 Note that it is possible to have hospital LOS equal to 0, i.e. y i = 0, since patients can be admitted to the first inpatient unit and be discharged from the hospital on the same day. In our data, among the patients who survived to hospital discharge, 5.7% had y i = 0.
likelihood of hospital readmission in 2 weeks decreases by 40% on average.
In the column "LR test (Pr > χ 2 )," the result of the likelihood-ratio test for exogeneity of the ICU admission decision is reported. This test is equivalent to testing that the correlation between the unobservables of models (1) and (4) is zero, i.e. ρ = 0. 16 The estimates of ρ are reported in the column "ρ (SE)." In all models except for ICU LOS, the null hypothesis of exogeneity of the ICU admission decision is rejected.
We now assess the magnitude of the bias induced by neglecting the endogeneity of admission decision in the estimation. Comparing the IV estimates to those without IV (Table 5) , we observe an evident difference in the estimated coefficients. All cases except the ICU LOS model exhibit positive biases on the coefficients when ignoring the admission decision endogeneity. This is consistent with the endogeneity problem discussed in Figure 3 . ICU patients tend to be more severe, and because part of the patient severity is unobserved and therefore cannot be controlled for, the naive estimates (without IVs) tend to underestimate the benefit of ICU admission. In some cases the bias is so severe that it leads to a positive correlation between being admitted to an ICU and experiencing adverse outcomes.
We also find that the benefit of ICU admission (in terms of reducing adverse patient outcomes) is greater for more severe patients. The predicted mortality (described in detail in Table 1 ) is used as a proxy for patient severity; its 30 th and 70 th percentile values are used to divide patients into three severity of illness groups: low, medium, and high. Table 6 summarizes the result. For instance, admitting a patient from the low-severity group to the ICU decreases his/her predicted probability of readmission from 0.064 to 0.035 on average (a reduction of 0.028). However, the readmission probability decreases from 0.155 to 0.097 (a reduction of 0.058) for a patient from the high-severity group. A similar pattern is observed for other outcome measures.
Economic Implications
To appreciate the physical meaning of our results, we quantify the benefit of ICU admission in terms of hospital resources and costs. Using our admission model in equations (1)- (3), we can estimate the increase in probability of ICU admission if congestion were not an issue. That is, we calculate the increase in the ICU admission rate for patients that experienced an ICU occupancy above 90%:
where X i includes all the observable covariates in the ICU admission model (by definition, patients with ICU occ i < 90% have ∆P r i = 0). By summing up ∆P r i across all 72,875 patients in our sample, we gauge the expected number of additional patients who would be admitted to the ICU if congestion were not an issue to be 584.4
patients. Table 7 illustrates the quantified benefit of ICU admission of admitting these 584.4 patients, in terms of hospital resources and potential cost savings. We use the average marginal effect reported in Table 5 to estimate potential savings in patient outcomes, and further translate these savings to dollar amounts using resources cost estimates from the literature (see Table 7 for details). For instance, admitting these 584.4 patients would save us 25.1 additional readmissions, which translates to 113.0 inpatient bed days or $273,526. Given the change in the Medicare legislation which will reduce reimbursement for excess readmissions within 30 days, we expect other insurance companies to adopt policies of similar form, making this a substantial saving on hospitals. On top of these readmissions, the reduction in HospLOS implies savings of 764.1 hospitals days at a total cost of nearly $2 million. When we sum up the potential cost savings from the three patient outcomes Readmit − 2wk, HospLOS and ICU LOS, we see that this hospital network could decrease its gross operating cost by over $2.7 million per year if ICU congestion were not an issue and these patients could be admitted into the ICU. Of course, admitting these patients to the ICU may prevent other patients from being admitted. Hence, these cost estimates provide a cost comparison for hospital administrators as they consider the possibility of adding more ICU beds. Each ICU bed is expensive to build and operate (Checkley 2012) , which has been a primary reason ICUs are deliberately operated at high occupancy levels. Yet our analysis demonstrates that such behavior can be costly-both in terms of patient outcomes as well as in dollars, and that a hospital administrator should consider downstream effects when determining the ICU capacity.
Additional Empirical Analysis and Validation
We begin this section studying the robustness of our results to alternative specifications. Section 5.1 summarizes the extensive analysis validating the results obtained in sections 3 and 4 regarding the effect of ICU occupancy on admissions and its consequences on patient outcomes.
Although the results seem to be robust to alternative specifications, it is possible that the effect we attribute to ICU admission may be in part capturing the effect of other mechanisms used by hospitals to manage ICU capacity.
For example, ICU congestion also affects ED boarding time which could confound the estimates of the effect of ICU care. To address this issue, we conduct additional empirical analysis that control for these alternative mechanisms to manage ICU capacity. Section 5.2 studies ED boarding time. Typically EDs have limited resources in terms of providing adequate patient care relative to an ICU or general ward 17 , and therefore increasing ED boarding time for patients who have already been diagnosed admission may negatively affect their quality of care. Hence, we study how occupancy levels at inpatient units affect ED boarding time and subsequently patient outcomes. Next, following on the work by Anderson et al. (2011) and Kc and Terwiesch (2012) , we study the speed-up effect whereby high ICU occupancy leads to shorter length of stay in the ICU. Interestingly, we find that in our sample of ED non-surgical patients this speed-up effect is not statistically significant (Anderson et al. (2011) study a surgical ICU and Kc and Terwiesch (2012) find a significant effect in cardiac surgical patients). Overall, we find that the effect of ICU admission on patient outcomes continues to be statistically and economically significant after controlling for these two alternative mechanisms.
17 California requires 1:3 nurse-to-patient ratio for EDs, which is lower than that of ICUs but higher than that of general wards. Moreover, the primary purpose of an ED is to stabilize patients, rather than to provide supportive care as given in inpatient units.
Robustness and Alternative Model Specifications
In all models in this study, we include our two severity of illness measures (LAPS andP (Mortality); see Table 1 for detailed explanations) with piece-wise linear specifications to account for their possible non-linear effects on admission decisions and patient outcomes. We use five age groups to control for whether a patient is relatively young/old, since the way age affects ICU admission is unlikely to differ according to one year increments. We tried different specifications for the severity of illness measures and age, and the results were consistent.
In the ICU admission model, we tested alternative specifications of ICU occ to validate the robustness of our results in Section 3.3. We considered different cut-off points other than 90% and 100%. We also defined occupancy levels in terms of the empirical percentiles for each hospital. A 90% occupancy may be high for an ICU with 10 beds, but moderate for an ICU with 37 beds. Hence, this alternative definition accounts for the different congestion levels at hospitals of different sizes. We found the results were qualitatively similar in all of these alternative specifications. In addition, we tried interacting ICU occ with various characteristics of hospitals, such as ICU size (after dividing into two or three groups) and existence of an intermediate care unit, as well as with different shifts (there were 3 shifts in the hospitals we study: 7am-3pm, 3pm-11pm, and 11pm-7am). In all cases, we found that the average effect of ICU occupancy on ICU admissions was similar.
In defining RecentDischarge i and RecentAdmission i in the ICU admission model, we use 3-hr and 2-hr time windows, respectively. We experimented with shorter and longer time windows. For RecentDischarge i , we observed that the effect persisted even when we consider a 8-hr time window (which we consider as the maximum duration since shifts change every eight hours). For RecentAdmission i , increasing the time window gave us weaker results, and the effect disappeared when we considered time windows longer than three hours.
We use the Full Maximum Likelihood Estimation (FMLE) to estimate our patient outcome models. We note that while being more efficient, the FMLE imposes more stringent parametric assumptions relative to a traditional linear IV approach, which might increase the chances of misspecification error. We validate our parametric assumptions with the data. Note that we have HospLOS as a count variable. We observe over-dispersion (i.e., the unconditional variance is 36.0 while the mean value is 4.1) and no evidence of zero-inflation (only 5.7% had hospital LOS equal to 0). Hence, the data would favor a negative binomial model. Also, we assume a log-normal distribution for ICU LOS.
Quantile-quantile plots of the residuals of the regression suggested that the normality assumption is reasonable.
For Readmit − 2wk, recall that we have set the time window of two weeks after discussions with doctors. We have tested shorter and longer time windows and the results for two week time window were the strongest.
We conducted extensive additional analysis to validate the robustness of the results. Recall that all the outcome models include the covariate HospAvgOcc to control for the average occupancy level through the path of a patient.
We considered other alternatives to measure the effect of this factor: (i) the daily average of the number of inpatients in the hospital over the maximum possible number of inpatients (without differentiating amongst different inpatient units); (ii) the average occupancy level of inpatient units at the time the patient was discharged from the ED; and (iii) the average occupancy level of inpatient units time at the time the patient was discharged from the first inpatient unit.
For the ICU LOS outcome, we also tried including average ICU occupancy level during the patient's ICU stays. All of these alternative definitions provided consistent results.
In T ransf erU p model, we included all patients in the estimation model as long as the patient had been to a non-ICU at least once. But patients who had in-hospital death may have a lower probability of a transfer-up event.
Hence, we excluded patients with in-hospital death in T ransf erU p model and found that the results were similar.
For the HospLOS model, recall that we measured it by the number of nights a patient stayed in the hospital after being discharged from the ED. We also tried defining HospLOS as LOS rounded to the nearest day, and the results were similar. We also estimated the outcome models excluding patients with in-hospital death (this was done with all outcome models except M ortality), and the results were again similar.
ED Boarding Time
Although it would be useful to study ED boarding in conjunction with ICU admission decisions, our dataset is not ideal for this purpose because we do not have information on patients that were not admitted to the hospital. We presume that a large fraction of ED admitted patients are discharged directly from the ED, who are missing in our data.
Consequently, we do not have information on the actual occupancy level of the ED, which is a key factor affecting the decision to keep patients boarding. Nevertheless, the following analysis provides some empirical evidence of ED boarding within the limited scope of our data. their ED boarding times to be shorter. We thus include an indicator for whether the patient is routed to the ICU from the ED. Table 8 shows the estimation results of this model on the same sample described in Section 2.2. The result suggests that the ED boarding time increases when inpatient units are congested. Specifically, the coefficients of the indicators ICUocc-ED and NonICUocc-ED are all positive and statistically significant. The magnitude of the effect tends to be larger for non-ICUs compared to that from the ICU. On average, the expected ED boarding time increases from 2.72 to 2.85 hours (a 7.8 minute increase) when the ICU is very busy, and to 4.66 hours (a 72% increase) when other inpatient units are very busy. The results also suggest that patients admitted to the ICU spend less time in the ED on average, which is consistent with our speculation.
Next, we measure the effect of ED boarding on patient outcomes. This analysis is done using the same model specifications developed in Section 4.2, but adding log(ED Boarding Time) as an additional covariate. Therefore, this model measures the marginal effect of ED Boarding and ICU admissions, partialling out the effect of each variable separately; that is, it measures the effect of ICU admission above and beyond any effect caused by ED boarding. Note that ED boarding time is also endogenous: more severe patients are less likely to board in the ED. We account for this endogeneity using instrumental variables, in a similar fashion as we did with ICU admission, and use ICUocc-ED and NonICUocc-ED as instruments. Since the outcome models are not linear, we use a control function approach to implement this IV estimation. The estimation is carried out in two steps: (1) we first estimate a linear regression with log(ED Boarding Time) as the dependent variable and the instruments and controls as covariates (the same regression reported in Table 8 ); and (ii) we calculate the residuals of this regression and include the residuals in addition to log(ED Boarding Time) as covariates in the outcome model. See Wooldridge (2010) for more details on the control function approach. Table 9 reports the estimated coefficients for ICU admission and log(ED Boarding Time) for the different outcome models. The results for the effect of ICU admission are similar to those obtained in Table 5 . The effect of ED boarding is not significant in most patient outcomes, except for HospLOS. We have observed that the expected ED boarding time increases by 1.94 hours on average when non-ICUs are very busy. Our estimation results imply that this 1.94-hour increase in ED boarding time translates to an 8.3-hour increase in hospital length of stay (recall that we defined HospLOS as the length of stay after being discharged from the ED). The table also shows the coefficient of the residual added in the outcome model, which accounts for the endogeneity in ED boarding time. The residual coefficients are negative for the HospLOS model, suggesting that patients with higher unobserved severity factors tend to spend less time boarding the ED.
Overall, we find that the estimated effect of ICU care on patient outcomes reported in section 4 is similar after we control for the effect of ED boarding time.
Speed up in the ICU
To analyze the presence of a speed-up effect, we replicate the methodology of Kc and Terwiesch (2012) to analyze the effect of ICU occupancy on ICU length of stay. Our objective is to measure the extent to which speed-up policies are used in the ICU and whether the effect could vary across different classes of patients. We study four patient classes: (i) surgical patients admitted through the ED (ED-surgical); (ii) elective surgical patients (nonED-surgical); (iii) medical (non-surgical) patients admitted through the ED (ED-medical); and (iv) elective medical patients (nonED-medical).
(The sample used in our main analysis, described in section 2.2, corresponds to a subset of group (iii), ED medical patients). The methodology is described briefly here but we refer the reader to Kc and Terwiesch (2012) for further details.
Define firstICU LOS i as the ICU length of stay during patient i's first ICU visit and BU SY i as the bed utilization of the ICU at the time patient i was discharged from this ICU visit. Because our dataset does not have information on the number of scheduled arrivals, our definition of BU SY i is not the same as in Kc and Terwiesch (2012) . Instead, we let BU SY i be 1 if the number of existing ICU patients at the time patient i is discharged from the ICU is equal to or exceed the total bed capacity. 18 We estimate the association between ICU occupancy and length of stay through the following regression:
where X i is a vector of observable patient characteristics that describe the patient's severity of illness, c is an index of the four patient classes in C = {ED-surgical, nonED-surgical, ED-medical, nonED-medical}, and 1{class(i)=c} is an indicator function for patient i's class. A negative γ c suggests that high ICU congestion leads to a shorter ICU LOS -a speed-up effect -for patient class c (note that X i also contains main effects for patient classes). Table 10 shows the results of this estimation. Among the four patient classes, the nonED-surgical class shows the highest prevalence of the speed-up effect. The estimated coefficient for this class implies that ICU congestion reduces ICU LOS by 13.1 hours -from 41.2 hours to 28.1 hours -on average. For the other three classes the effect is not statistically significant, even though their coefficients are all negative. Hence, we observe that for the class of patients analyzed in our study (ED medical patients), speed-up effect is not prevalent. Hence, it is unlikely that this mechanism is confounding our estimates of the effect of ICU care on patient outcomes.
It is also interesting to see how the mechanisms to manage ICU capacity may vary across patient classes. This was also reported in the work byChen et al. (2013), showing that in contrast to noncardiac patients, severity scores have little impact on the admission decision for cardiac patients.
Evaluating ICU Admission Policies
Earlier in Section 3.1, we developed a dynamic model to derive admission policies that would optimize the allocation of ICU beds among a random stream of arriving patients. We use the empirical results of Section 4 to compute the primitives of this dynamic model and use it to construct different admission policies. In particular, we analyze: (i) how the flexibility of admission rules can help improve the system performance; and (ii) how robust an admission policy is according to alternative performance criteria, such as readmissions, transfer-up events, hospital and ICU length of stay.
Estimating the Primitives of the Admission Control Problem
Two model primitives characterize the admission control problem developed in Section 3.1: (i) the distribution of the patient risk level, p, for the population of arriving patients; and (ii) the cost of not admitting a patient with risk level p,
given by Φ(p). Calculating the cost of denying ICU admission requires defining an objective metric that characterizes a patient's overall health outcome. In our context, there are four possible outcome measures -HospLOS, ICULOS, TransferUp, and Readmit (defined in Section 4). We show in detail how to estimate the model primitives for one of these measures, HospLOS; the calculation for the other metrics is similar.
every hour at each ICU during the entire study period. We have tried various specifications for defining BU SY , such as using different cutoff points for occupancy level and including future arrivals in a certain time window, and the results were consistent. In addition, we have tried hazard rate models-Weibull and Cox proportional hazard models-with BU SY measure included as both time-invariant and time-varying, and the results were consistent.
Our analytic model in Section 3.1 suggests that the patient risk level can be determined as p i = β 2 X i where β 2 is estimated through the outcome model specified by equation (6) and X i is a vector of the observable characteristics in the model. However, in order to solve for the optimal policy, we need to discretize the distribution of p i to have a finite number of possible p values. To do so, we divide the estimated risk level values of the entire sample into ten equally sized groups where the cutoff points are the decile values, and label them p = 1, 2, ..., 10. We let each value of p equally likely to occur with probability 0.1.
We define the expected cost of denying admission to patient i by:
where the expectation is calculated using equation (6) and X includes all the observable covariates in that model. To estimate Φ(p) for each of the ten risk groups, we assign the group's cost as the average of ∆HospLOS within the group 19 . The same approach was used to construct p and its corresponding Φ(p) for all other outcome measures. Figure   5 show that Φ(p) for the T ransf erU p and HospLOS models have markedly different shapes, while HospLOS and the remaining outcome models have similar shape.
Analyzing Alternative Admission Decisions
As described in Section 3.1, an optimal policy of the admission control problem has the form of a threshold policy where the threshold depends on the occupancy level of the ICU. Although this reduces the computational effort to determine the optimal policy, the problem is still difficult to solve and to implement in real settings. Hence, we also consider alternative simpler policies that limit the number of occupancy-dependent thresholds. For instance, one simple policy is to have a single threshold: only the patients with severity above an optimized threshold level (which is independent of occupancy) are admitted to the ICU. Another virtue of this simple policy is that it can help to increase fairness. As long as there are available beds in the ICU, two patients with identical severity will receive the same access to medical care. Starting with this simple policy, we study how increasing the number of thresholds (thereby allowing more flexibility in the admission decision) helps to reduce costs.
Our simulation analysis considers B = 20 ICU bed (close to the average ICU size across hospitals), 10 patient risk classes and mean service time of 60 hours (µ = 1/60 in the model, close to the average ICU LOS of 57.6
hours for the patients in our sample). We let the arrival rate λ to be 3, so that the traffic intensity per ICU bed is ρ = λ/(Bµ) = 9. This ρ value agrees with our hospital setting in which about 10% of the inpatients are admitted to the ICU. For each patient outcome, we deduce the optimal thresholds by solving the admission control problem through dynamic programming.
The optimal admission policy depends on the outcome used to define the patient risk classes p and its corresponding cost function Φ(p). Figure 6 shows the optimal ICU occupancy-based thresholds for cost functions defined through T ransf erU p and HospLOS outcome metrics. The optimal thresholds for these two models are very different, which 19 We have checked that ∆HospLOS i monotonically increases in β 2 X i . This was true in all the other outcome models.
is expected as the shape of the estimated cost function for these two outcomes are significantly different (see Figure   5 ).
Next, we study how restricting the number of threshold changes affects the performance. We start with the policy with a fixed threshold, labeled SingleT. We then gradually increase the number of occupancy-dependent thresholds, labeled OccTx, where x denotes the maximum number of allowed thresholds. We let OccT* be the optimal policy, whose threshold can change at every possible occupancy level. Table 11 compares the performance across these admission policies for different outcomes. By changing from SingleT to OccT*, we see significant savings in total expected incremental cost, especially in HospLOS and ICU LOS. For instance, by using the optimal thresholds instead of a single threshold, SingleT, a hospital with 20-bed ICU would save 192.87 additional hospital days in one year, freeing beds to treat other patients. Furthermore, we observe that the optimal performance can be achieved by much simpler threshold policies in which the number of allowed threshold changes is only one or two.
We also study the robustness of an admission policy across different outcomes measures. To do so, we construct p and, subsequently, Φ(p) using the T ransf erU p model. We then simulate the number of hospital days incurred due to using the optimal policy which minimizes the number of transfer ups. In doing so, we can explore the cost of optimizing over the wrong cost function (T ransf erU p) when the goal is to minimize HospLOS. We observe that using the wrong policy (due to optimizing over the wrong cost metric) leads to an increase of 363.49 extra hospital days over a year. This corresponds to nearly one additional free hospital bed for an entire year, which can be used to treat many other patients.
Conclusion
We have examined the impact of ICU congestion on a patient's care pathway and the subsequent effect on health and financial outcomes. We developed a stylized analytical model for ICU admission decisions in order to gain some insight into the impact of medical and operational factors on ICU admission control. We built an empirical framework based on the insights. We empirically found that the ICU occupancy level can have a significant impact on ICU admission decisions and patient outcomes, which can be further translated to significant hospital costs. While most physicians and nurses admit that denying ICU admission occurs and that it is medically undesirable, the magnitude of the impact is, in general, unknown. Our work provides systematic and quantitative measures of the benefit of ICU care on various patient outcomes. Physicians and hospital administrators can leverage such information when determining the care pathway for each patient and determining the ICU capacity. Using cost function estimated from the empirical models, we also discuss the benefit of using the optimal admission policy, which is the occupancy-based threshold policy. We show that the benefit is non-negligible. Overall, we demonstrate the pressing need to account for resource limitations in the provision of medical care.
From an estimation perspective, our instrumental variable approach can be extended to estimate the effect of other operational decisions. It is often the case that the effect of operational decisions on service outcomes is hard to estimate because of endogeneity bias. Our identification strategy of using operational and behavioral factors as instrumental variables can be further utilized in related questions.
The present work can be easily applied to study capacity allocation and the impact of the occupancy level of available resources in many other healthcare settings. For instance, the differentiated levels of care can be among different ICU units. Rather than having only one type of ICU, many hospitals have specialized ICUs such as cardiac, surgical and medical ICUs, and the level of nurse-to-patient ratios and level of treatment might differ. However, they are sometimes shared when the occupancy levels are high in some of these units. Our model can be applied to estimate how the admission control to these different types of ICUs are done and whether it has an impact on patient outcomes.
We acknowledge that our study has several limitations, which in turn suggest future research directions. First, our dataset is limited in that all hospitals belong to one healthcare organization and that the majority of the patients are insured via this same organization. It would be interesting to look at other types of hospitals, which would enable us to explore features such as the difference between paying and non-paying patients. Our dataset also lacks information on staffing of doctors and nurses, whose presence would help us better capture the severity of workload and occupancy level. Second, in Section 3.1, we introduce a stylized model of ICU admission with constant arrival rate of inpatients and constant departure rate of ICU patients. We believe it serves its role of giving us insights on the impact of operational and medical factors on ICU admission control. However, when this model is again used in Section 6 to compare the performance of different routing policies, we might be able to get more accurate estimates if the model incorporated time-varying arrival rates, departure rates that depends on patient severity, and readmissions to the ICU and to the hospital. We note that incorporating these features adds new analytic challenges and that it is an active area of ongoing research. For instance, see Feldman et al. (2008) on how staffing needs to be adjusted to have time-stable performance in the face of time-varying arrival rates and see Yom-Tov and Mandelbaum (2012) on modeling time-varying queues together with readmissions. Furthermore, we hope to tease out and quantify the impact of the different adaptive mechanisms discussed in Sections 2.1 and 5-delays and boarding, speed-up, admission control, surgery cancellation and blocking via ambulance diversion-in terms of patient outcomes and hospital costs, depending on patient admission types and diagnosis. Building an analytic model that includes the complex interplay between different adaptive mechanisms on patient outcomes might prove useful in developing decision support tools for ICU admission, discharge, and capacity planning. Note. Patients are divided into three severity groups (low, medium, and high severity of illness) by the 30 th and 70 th percentile values of P (Mortality); AME -Average Marginal Effect; pr -probability. OccT 2 → OccT * 0.10 0.00 1.79 22.25
OccT 3 → OccT * 0.00 0.00 0.00 0.02
Note. SingleT admits a patient if the patient's risk is above a single threshold. OccT x is the optimal policy among the policies that have up to x thresholds that increase in ICU occupancy. OccT * is the optimal policy, which uses ICU occupancy-based thresholds.
Appendix B: Lemmas and Miscellaneous Proofs
In this section, we state and prove lemmas and theorems that support Section 3.1. We note that our analytic model can be classified as a model of dynamic allocation of service capacity among several customer/patient classes. This class of model has been extensively studied in the OM literature in a variety of contexts. For instance, in the telecommunications literature, Ormeci et al. (2001) consider the problem of dynamic admission control in a two class loss Markovian queueing system with different service rates for the two customer classes. They show that an optimal admission policy admits an arriving customer to the system if and only if the number of available servers exceeds a certain threshold.
In healthcare setting, Green et al. (2006) have shown how to manage patient demand for diagnostic service using a similar finite-horizon dynamic program (see references therein for more examples).
In our model, we define the state-space as the set:
A policy is defined as a decision rule that, for each possible state, chooses whether to admit (A) or reroute (R) an incoming patient. Our goal is to determine a policy, π * , which minimizes the total cost incurred. Let J * (p, x, t) be the minimum expected total cost-to-go:
where P t+1 = ∅ with probability 1 − λ (i.e. there is no patient arrival) and P t+1 is distributed over (0,p] according to f with probability λ. Y A and Y R are the random evolutions of the number of ICU patients after admitting or rerouting the new patient in period t. Hence, Y A is a Binomial−(x+1, µ) random variable and Y R is a Binomial−(x, µ) random variable. We note that we are basically examining the trade-off between admitting an arriving patient to the ICU versus denying admission and saving the ICU bed for a potentially more critical patient who may arrive later.
In order to consider some of the properties of the optimal policy, we start with a preliminary result for the marginal cost of having an additional ICU bed occupied. Define ∆J(p, x, t) = J(p, x, t) − J(p, x − 1, t) as this marginal cost.
Intuitively, all else being equal, it is better to have fewer ICU beds occupied as this is likely to lead to fewer denied ICU admissions and, subsequently, lower costs. Additionally, this benefit is non-decreasing in x. More precisely,
Lemma 1
The marginal cost of having an additional ICU bed occupied is non-negative:
Additionally, the marginal cost is non-decreasing in x, ∆J * (p, x + 1, t) ≥ ∆J * (p, x, t)
These properties hold for all p ∈ {∅, (0 PROOF OF LEMMA 1: The first statement is a monotonicity statement for J * (x, p, t). Intuitively, it is more costly to have more patients. Consider two states s = (p, x + 1, t) and s = (p, x, t). At the beginning of period t, we add one virtual ICU patient to the s system so that it appears that s = s. This virtual patient will be treated in the same way as the real patients and it's departure from the ICU can be simulated. Consider a coupling of the two systems wherein both systems witness identical sample paths for patient arrival/severity and ICU discharges. If the system starting at state s mimics the optimal policy π * of the s system (call this policyπ), the s system will incur the same cost as the s system. Taking expectations over discharges and patient arrivals, we have J * (p, x + 1, t) ≥ Jπ(p, x, t) ≥ J * (p, x, t), which is the desired result.
The second statement is a concavity result of J * . Again, suppose we have two systems s = (p, x + 1, t) and s = (p, x, t). Consider coupling them wherein both systems witness identical sample paths for patient arrivals/severity.
Let z and z be the number of ICU patients in the two systems after making the optimal decision of either accepting or rerouting the arriving patient (if there is any). Note we have 0 ≤ z − z ≤ 2. The number of ICU discharges in both systems are coupled as follows. The number discharged from the s system is given by the Binomial-(z, µ) random variable D while the number discharged from the s system is given by D + K where K is a Binomial-(z − z, µ).
The proof is based on backwards induction in time t. The base case follows trivially from J * (p, x, T − 1), which takes value 0 when x < B and Φ(p) ≥ 0 otherwise. Assume it is true for period t + 1 so that ∆J * (p, x, t + 1)
is non-decreasing in x. We will now prove that ∆J * (p, x, t) is non decreasing in x. There are four possible cases depending on the optimal decisions (admit (A) or reroute (R)) in the two systems (s , s):
PROOF OF THEOREM 2: Note that if we can show π * (p, x, t) = R implies π * (p, x + 1, t) = R, the proof is complete. Suppose at state (p, x, t), we observe two systems: one system (call it s) that chooses the optimal policy (R) and another system (call it s ) that choose the suboptimal policy (A) at time t but chooses optimal policies later on. We may couple the sample paths in these two systems so that they see identical sample paths for patient arrivals/severity.
Let z and z be the evolution of the number of ICU patients in the two systems after making the decision of either admitting or rerouting the arriving patient. Note z+1 = z . The number of ICU discharges in both systems are coupled as follows. The number discharged from the s system is given by the Binomial-(z, µ) random variable D while the number of ICU patients that are discharged from the s system is given by D + K where K is a Bernoulli-(µ). We The first inequality follows from the fact the Y system follows the suboptimal policy at time t. We use the result of Lemma 1 for the second inequality. We observe that if we apply the same coupling argument as done above,
implies the optimal decision in state (p, x + 1, t) is to reroute the arriving patient. Hence, π * (p, x, t) = R implies π * (p, x + 1, t) = R.
Next, we let J * n (p, x, t) and J * w (p, x, t) be the optimal cost to go under cost functions Φ n and Φ w , respectively. Note that other than the cost of denying ICU admission, all other system dynamics and parameters are identical. We show that the difference in the marginal cost of an additional occupied ICU bed for a hospital with cost function Φ n (p) and a hospital with cost function Φ w (p) is bounded by C: 
Assume it is true for period t + 1. We will now prove that it holds for t.
Suppose we have two systems s = (p, x + 1, t) and s = (p, x, t). Let z and z be the number of ICU patients in the two systems after making the optimal decision of either accepting or rerouting the arriving patient (if there is any).
