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C∗-ALGEBRAS OF HILBERT MODULE PRODUCT SYSTEMS
ILAN HIRSHBERG
Abstract. We consider a class of C∗-algebras associated to one parameter con-
tinuous tensor product systems of Hilbert modules, which can be viewed as con-
tinuous counterparts of Pimsner’s Toeplitz algebras. By exhibiting a homotopy
of quasihomomorphisms, we prove that those algebras are K-contractible. One
special case is closely related to the Rieffel-Wiener-Hopf extension of a crossed
product by R considered by Rieffel and by Pimsner and Voiculescu, and can be
used to produce a new proof of Connes’ analogue of the Thom isomorphism and
in particular of Bott periodicity. Another special case is closely related to Arve-
son’s spectral C∗-algebras, and is used to settle Arveson’s problem of computing
their K-theory, extending earlier results of Zacharias to cover the general case.
Pimsner ([P]) introduced a class of C∗-algebras which is based on the left con-
volution operators acting on the ‘Fock space’ of a Hilbert module. Explicitly, for
a given full right Hilbert A-module E along with a left action ϕ : A → B(E), one
defines E+ =
⊕∞
n=0E
⊗n. The elements of E act on E+ by tensoring on the left, and
then one lets TE ⊂ B(E+) be the C∗-algebra generated by those left tensoring oper-
ators. For our purposes, one can more conveniently think of TE as the C∗-algebra
generated by the images of l1(E+) in B(E+), where by l1(E+) we mean the sections
f , with f(n) ∈ E⊗n, and∑∞n=0 ‖f(n)‖ <∞, and the action is given by convolution
on the left. E+ can be thought of as a ‘discrete product system’, i.e. a fibration over
N such that each fiber is a Hilbert module, along with a bilinear product structure
which maps the fibers En over n and Em over m to the fiber En+m over n+m and
descends to an isomorphism En⊗AEm → En+m. This presentation is unnecessarily
complicated in this case, since the structure will be completely determined by the
fiber over 1, but taking lead from Arveson’s work on noncommutative dynamics
([A6], see example 2 below), it suggests a way to find a continuous analogue.
We shall consider an algebra WE arising from the convolution action of L1(E)
on a continuous analogue of the ‘Fock space’,
∫ ⊕
R+
Exdx, where E will be a product
system modeled over R+ instead of N. Our main result is the following.
Theorem 1. KK(WE ,WE) = 0, i.e. WE is K-contractible.
This can be viewed as the counterpart of the fact that TE is KK-equivalent to A
in the case of Pimsner’s algebras. We shall use Cuntz’s quasihomomorphism picture
of KK-theory ([C1, C2], see also [B]).
Definition 2. Let A be a separable C∗-algebra. A product system of A-bimodules
E is a measurable bundle of A-bimodules over R+, along with a multiplication map
E×E → E, which descends to an isomorphism Ex⊗AEy → Ex+y for all x, y ∈ R+
(where Ex is the fiber over x), and is measurable in the sense that if ξ is a measurable
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section and e ∈ Ey then the sections x 7→ eξ(x− y), x 7→ ξ(x− y)e (0 if x < y) are
also measurable.
We refer the reader to the appendix for a discussion of measurable bundles of
Hilbert bimodules.
The elements of E act on L2(R+) on the left as adjoinable operators. Slightly
abusing notation, we will use the same notation for e ∈ E and e thought of as an
element of B(L2(R+)). Note that ‖e‖Ex ≥ ‖e‖B(∫ ⊕
R+
Exdx)
. We can integrate those to
get an action of L1(E) (the space of measurable sections ξ such that
∫
R+
‖ξ(x)‖dx <
∞) on ∫ ⊕
R+
Exdx.
Definition 3. For f ∈ L1(E) we define Wf ∈ B
(∫ ⊕
R+
Exdx
)
by
Wf =
∫
R+
f(x)dx
(where here f(x) is thought of as an element of B
(∫ ⊕
R+
Exdx
)
).
We denote by WE the C∗-subalgebra of B
(∫ ⊕
R+
Exdx
)
generated by
{Wf | f ∈ L1(E)}
Examples:
(1) Let α be a one parameter group of automorphisms, or a semigroup of en-
domorphisms, acting on A. Let E = A × R+, the right Hilbert A module
structure being the usual one (e·a = ea, 〈a, b〉 = a∗b) and with the left action
on the fiber Ex being given by a · ex = αx(a)ex. The product of a ∈ Ex = A
by b ∈ Ey = A is αy(a)b ∈ Ex+y = A.
WE here is the algebra Tα considered in [KS] (Definition 3.2). When α is
an action of R by automorphisms, this algebra, in turn, is Morita equivalent
to the Wiener-Hopf extension Wα = CA×τ⊗αR of A×αR by A⊗K consid-
ered by Rieffel and by Pimsner and Voiculescu in their ‘Wiener-Hopf’ proofs
of Connes’ analogue of the Thom isomorphism theorem ([R], [B] chapter 10;
see [KS] for a proof of Morita equivalence).
Therefore by Theorem 1 the middle term in the sequence
0→ A⊗K →Wα → A×α R→ 0
is K-contractible, and from that the Connes – Thom isomorphism
K∗(A) ∼= K∗+1(A×α R)
follows immediately by considering the long exact sequence in K-theory
(where we can replace K∗ here by any half-exact stable homotopy functor
from separable C∗-algebras to Abelian groups). Further specializing to the
case of the trivial action, we recover Bott periodicity.
When α is a semigroup of endomorphisms, we obtain a different proof of
the K-contractibility result from [KS] (Theorem 3.7).
C∗-ALGEBRAS OF HILBERT MODULE PRODUCT SYSTEMS 3
(2) For A = C, there is an abundance of examples which are closely related
to noncommutative dynamics ([A2, A3, A4, A5], see more recently [A6]).
WE here is Morita equivalent to Arveson’s spectral C∗-algebra C∗(E) ([A6]
section 4.1). Theorem 1 shows then that C∗(E) is K-contractible for any
product system E, settling this problem of Arveson.
We note that Zacharias ([Z]) has proved that C∗(E) is K-contractible
whenever E is a product system of Hilbert spaces which admits a non-zero
measurable multiplicative section (product systems which are not of type
III), using different techniques.
(3) Let S be a finite set. For s ∈ S, we let ps ∈ C(S) be the function given by
ps(t) = δs,t. Let (Ω,B, µ) be a Lebesgue probability space. Let Xx : Ω→ S,
x ∈ [0,∞) be a stationary Markov process, and let Φx : Ω → Ω be a
semigroup of measure preserving maps such that Xx ◦ Φy = Xx+y for all
x, y ∈ [0,∞). Denote by B[x,y] the σ-algebra generated by {Xr | x ≤ r ≤ y}.
For x ≥ 0, s ∈ S, let Ωsx = X−1x {s}. Note that
⋃
s∈S Ω
s
x = Ω for all x. The
Markov property implies that for any s ∈ S, x > 0, if let µsx be the restriction
of 1
µ(Ωsx)
µ to Ωsx, then {Ωsx ∩ Y | Y ∈ B[0,x]} and {Ωsx ∩ Y | Y ∈ B[x,∞)} are
independent with respect to the probability measure µsx. Therefore, for any
x < y < z, pointwise multiplication induces an isomorphism
L2
(
Ωsy,B[x,y],
1
µ(Ωsy)
µ
)
⊗ L2
(
Ωsy,B[y,z],
1
µ(Ωsy)
µ
)
∼= L2
(
Ωsy,B[x,z],
1
µ(Ωsy)
µ
)
Let E[x,y] = L
2(Ω,B[x,y], µ) (as a vector space). We give E[x,y] the struc-
ture of a Hilbert bimodule over C(S) as follows. For s ∈ S, we let ps be
the projection onto L2(Ωsy,B[x,y], µ). Note that
∑
s∈S ps = 1 under this ac-
tion, which we think of as the right action of C(S). The C(S)-valued inner
product is given by
〈ξ, η〉C(S) =
∑
s∈S
1
µ(Ωsy)
〈ξps, ηps〉L2 ps
The left action ϕ : C(S) → B(E[x,y]) is given by letting ϕ(ps) be the pro-
jection onto L2(Ωsx,B[x,y], µ). Note that ϕ(ps) commutes with pt for all
s, t ∈ S, so the left action is given by module maps (which, in the case of
Hilbert modules over C(S), can easily be shown to be automatically adjoin-
able). As usual, we will suppress the ϕ, and just write the ps on the right or
on the left to denote the left and right actions, when it causes no confusion.
A straightforward computation now shows that pointwise multiplication
E[x,y]×E[y,z] → E[x,z] descends to an isomorphism E[x,y]⊗C(S)E[y,z] → E[x,z].
Composition with Φx induces a one parameter semigroup of isometries
Sx of L
2(Ω,B, µ). The Sx’s are furthermore module maps: when restricted
to E[y,z], we have Sx(ξps) = Sx(ξ)ps where the right action is taken in the
appropriate sense in both cases.
Let Ex = E[0,x]. We can view the bundle E over R+ whose fiber over
x is Ex as a sub-bundle of the trivial bundle L
2(Ω,B, µ) × R+ over R+.
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It clearly satisfies the conditions of being a measurable bundle of Hilbert
bimodules. E furthermore has the structure of a C(S)-product system. The
idea is that starting with Ex,Ey, we use the shift Sx to move Ey to E[x,x+y],
and then put together Ex = E[0,x] and the shifted version of Ey, E[x,x+y] to
get Ex+y = E[0,x+y]. Explicitly, we define a product m : Ex × Ey → Ex+y
by
m(ξ, η)(ω) = ξ(ω) · (Sxη)(ω) = ξ(ω) · η(Φx(ω)) (ω ∈ Ω)
and it is now easy to see that E is a C(S)-product system with this structure.
Were we to make this construction in the discrete case, we would obtain
extensions of Cuntz-Krieger algebras (see [P], example 2), so WE in this
case can be thought of as a ‘continuous time’ analogue of a Cuntz-Krieger
algebra.
Proof of K-contractibility
The purpose of this section is to prove that KK(WE ,WE) = 0. This will be done
as follows. We define a family of maps πt : WE → M(K ⊗WE), t ∈ (0,∞], such
that the pairs (π∞, πt) are all equivalent quasihomomorphismsWE → K⊗WE. We
then show that their KK class is equal both to the identity class idWE and to the 0
class. The former will be done by letting the parameter t tend to 0, and the latter
will be done by letting t tend to ∞.
Let {Sx}x∈R+ denote the semigroup of unilateral shifts on L2(R+).
Definition 4. We let π∞ :WE → B
(
L2(R+)⊗
∫ ⊕
R+
Exdx
)
be the map given by
π∞(Wf ) =
∫
R+
Sx ⊗ f(x)dx
Here L2(R+)⊗
∫ ⊕
R+
Exdx denotes the exterior tensor product of those two modules
(the first one thought of as a C-module).
It is clear that π∞ as defined extends to a ∗-homomorphism from the ∗-subalgebra
generated by the Wf ’s. Showing that it extends to the closure WE requires some
argument. Note that for any λ > 0, the submodule
∫ ⊕
(λ,∞)Exdx is invariant for the
action of the Wf . Furthermore, we have∫ ⊕
(λ,∞)
Exdx ∼=
∫ ⊕
R+
Exdx⊗A Eλ
via the contraction map, by the definition of a product system. This isomorphism
identifies the restriction of Wf to
∫ ⊕
(λ,∞)Exdx with Wf ⊗ 1Eλ , and therefore the
restriction extends to a homomorphism
σλ :WE → B
(∫ ⊕
(λ,∞)
Exdx
)
(given by σλ = idWE ⊗ 1Eλ).
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For λ ≤ 0, we denote for convenience ∫ ⊕(λ,∞)Exdx = ∫ ⊕R+ Exdx, with σλ = idWE .
Viewing L2(R+) as the direct integral of the trivial bundle over R+ with fiber C, we
can view L2(R+)⊗
∫ ⊕
R+
Exdx as a direct integral over the quarter plane R
2
+, where
the fiber over (x, y) is Cx ⊗ Ey (here Cx denotes a copy of C).
For any λ ∈ R, note that the restriction of this measurable bundle over the quarter
plane to the ray x − y = λ is isomorphic to the bundle E|(λ,∞)∩R+ . Extending the
measurable bundle over the quarter plane to a measurable bundle over the half plane
y + x > 0 by setting all fibers outside the quarter plane to be the 0 bimodule, we
have a measurable bundle over R × R+. Thus, {
∫ ⊕
(λ,∞)Exdx | λ ∈ R} can be given
the structure of a measurable bundle over R, and we have
L2(R+)⊗
∫ ⊕
R+
Exdx ∼=
∫ ⊕
R
∫ ⊕
(λ,∞)
Exdxdλ
Under this identification, we have π∞(Wf ) =
∫ ⊕
R
σλ(Wf )dλ, and thus, π∞ extends
to all of WE by π∞ =
∫ ⊕
R
σλdλ, as required (the family σλ is measurable, since we
can view the bundle over R with fiber
∫ ⊕
(λ,∞)Exdx as the interior tensor product
of the trivial bundle over R with fiber
∫ ⊕
R+
Exdx by the bundle over R given by E
on R+ and by the trivial bundle with fiber A on (∞, 0]; with this identification, we
have σλ ∼= σ ⊗A 1 throughout).
Note also that since ex ∈ M(WE), we have that π∞(WE) ⊆M(K ⊗WE).
Definition 5. For t > 0 denote ht(x) =
√
2te−tx.
Note that ht ∈ L1(R+) ∩ L2(R+), ‖ht‖2 = 1, ‖ht‖1 =
√
2/t. Let Pt denote the
projection onto ht in L
2(R+), and let Qt = 1−Pt. Since S∗xht = e−txht, we have that
for all t, QtL
2(R+) is an invariant subspace for the semigroup {Sx}, and therefore
{SxQt}x∈R+ is a semigroup of isometries of the space QtL2(R+) (which is unitarily
equivalent to the unilateral shift semigroup).
Definition 6. For any t > 0, we let πt : WE → B
(
L2(R+)⊗
∫ ⊕
R+
Exdx
)
be the
map given by
πt(Wf ) =
∫
R+
SxQt ⊗ f(x)dx
πt is extends to all of WE (by the same argument as that of π∞). As above, we
also have πt(WE) ⊆M(K ⊗WE).
Definition 7. Let ϕt : A → K⊗WE ⊆ B
(
L2(R+)⊗
∫ ⊕
R+
Exdx
)
denote the homo-
morphism ϕt(T ) = Pt ⊗ T .
ϕt represents, for any t, the identity class idWE in KK(WE,WE). Note that πt,ϕt
have orthogonal supports, so πt + ϕt is also a homomorphism.
Claim 8. ‖SxPt − Sx+δPt‖ =
√
2− 2e−δt for any δ > 0.
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Proof.
‖SxPt − Sx+δPt‖ = ‖Pt − SδPt‖ = ‖(Sδ − 1)ht‖2
and
‖(Sδ − 1)ht‖22 = 2t
∫ δ
0
e−2tydy + 2t(etδ − 1)2
∫ ∞
δ
e−2tydy =
= 1− e−2tδ + (etδ − 1)2e−2tδ = 2− 2e−tδ

Claim 9. For any T ∈ W, π∞(T )− πt(T ) ∈ K ⊗WE.
Proof. It suffices to verify it for T of the form Wf , f ∈ L1(E). Fix t. Fix ǫ > 0.
Choose δ > 0 such that ‖f‖1
√
2− 2e−δt < ǫ. It suffices to show that we can
approximate our element arbitrarily by elements from K ⊗WE. So,
π∞(Wf )− πt(Wf ) =
∫
R+
(Sx ⊗ f(x)− SxQt ⊗ f(x))dx =
=
∫
R+
(SxPt ⊗ f(x))dx =
∞∑
n=0
∫ (n+1)δ
nδ
(SxPt ⊗ f(x))dx =
=
∞∑
n=0
∫ (n+1)δ
nδ
(SnδPt ⊗ f(x))dx−R
Where
R =
∞∑
n=0
∫ (n+1)δ
nδ
((Snδ − Sx)Pt ⊗ f(x))dx
Note that
‖R‖ ≤
∞∑
n=0
∫ (n+1)δ
nδ
‖((Snδ − Sx)Pt ⊗ f(x)‖dx ≤
∞∑
n=0
∫ (n+1)δ
nδ
‖f(x)‖ǫ/‖f‖1dx = ǫ
and
∞∑
n=0
∫ (n+1)δ
nδ
(SnδPt ⊗ f(x))dx =
∞∑
n=0
SnδPt ⊗Wfχ[nδ,(n+1)δ] ∈ K ⊗WE
(the last sum converges in norm). 
Corollary 10. The pairs Φt = (π∞, πt) and Ψt = (π∞, πt + ϕt) are quasihomo-
morphisms WE → K ⊗WE. Note that [Ψt] = [Φt]− [idWE ]. t 7→ π∞(T )− πt(T ) is
norm-continuous for any fixed T ∈ WE, t ∈ (0,∞). Therefore Φt, Ψt are homotopies
of quasihomomorphisms.
Lemma 11. [Ψt] = 0 in KK(WE,WE), i.e. [Φt] = [idWE ] for all t ∈ (0,∞).
Proof. We will show that for any T ∈ WE, ‖π∞(T )− πt(T )− ϕt(T )‖ → 0 as t→ 0.
It suffices to check this for T in a set of generators, and so it suffices to check this
for all T =Wf such that f has compact support. Suppose supp(f) ⊆ [0,M ].
‖π∞(Wf )− πt(Wf )− ϕt(Wf )‖ =
∥∥∥∥
∫
R+
((Sx − 1)Pt ⊗ f(x))dx
∥∥∥∥
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From Claim 8 we know that ‖(Sx− 1)Pt‖ =
√
2− 2e−tx. The above integral then
is: ∥∥∥∥
∫ M
0
((Sx − 1)Pt ⊗ f(x))dx
∥∥∥∥ ≤
∫ M
0
‖(Sx − 1)Pt ⊗ f(x)‖dx ≤
≤
∫ M
0
‖f(x)‖
√
2− 2e−txdx ≤ ‖f‖1
√
2− 2e−tM → 0
as t→ 0. 
In order to prove the other part, we first need the following inequality.
Lemma 12. Let H be a Hilbert space, E be a Hilbert A-module,(Ω,B, µ) a measure
space and let v : Ω→ H,w : Ω→ E be measurable functions with ‖w(ω)‖E ≤ 1 a.e.,
and such that 〈v(ω), v(η)〉 ≥ 0 a.e. If ‖v(ω)‖H ∈ L1(Ω, µ) then∥∥∥∥
∫
Ω
v(ω)⊗ w(ω)dµ
∥∥∥∥
H⊗E
≤
∥∥∥∥
∫
Ω
v(ω)dµ
∥∥∥∥
H
Proof.∥∥∥∥
∫
Ω
v(ω)⊗ w(ω)dµω
∥∥∥∥
2
H⊗E
=
∥∥∥∥
∫
Ω×Ω
〈v(ω)⊗ w(ω), v(η) ⊗ w(η)〉 d(µ × µ)ω,η
∥∥∥∥
A
=
=
∥∥∥∥
∫
Ω×Ω
〈v(ω), v(η)〉 〈w(ω), w(η)〉 d(µ × µ)ω,η
∥∥∥∥
A
≤
≤
∫
Ω×Ω
〈v(ω), v(η)〉 ‖〈w(ω), w(η)〉‖A d(µ × µ)ω,η ≤
≤
∫
Ω×Ω
〈v(ω), v(η)〉 d(µ× µ)ω,η =
∥∥∥∥
∫
Ω
v(ω)dµ
∥∥∥∥
2
H

Lemma 13. [Φt] = 0 in KK(WE,WE).
Proof. We will show that for any T ∈ WE , ‖π∞(T ) − πt(T )‖ → 0 as t → ∞. It
suffices to check this for T = Wf , f ∈ L1(E). We can furthermore assume that
without loss of generality that
∫
R+
‖f(x)‖2dx <∞.
‖π∞(Wf )− πt(Wf )‖ =
= sup


∥∥∥∥
∫
R+
(SxPt ⊗ f(x))ξdx
∥∥∥∥
L2(R+)⊗
∫
⊕
R+
Exdx
∣∣∣∣∣∣ ξ ∈ L2(R+)⊗
∫ ⊕
R+
Exdx , ‖ξ‖ = 1

 =
= sup


∥∥∥∥
∫
R+
(SxPt ⊗ f(x))(ht ⊗ η)dx
∥∥∥∥
L2(R+)⊗
∫
⊕
R+
Exdx
∣∣∣∣∣∣ η ∈
∫ ⊕
R+
Exdx , ‖η‖ = 1


= sup


∥∥∥∥
∫
R+
‖f(x)‖Sxht ⊗ 1‖f(x)‖f(x)ηdx
∥∥∥∥
L2(R+)⊗
∫
⊕
R+
Exdx
∣∣∣∣∣∣ η ∈
∫ ⊕
R+
Exdx , ‖η‖ = 1


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where if f(x) = 0 then 1‖f(x)‖f(x)η is taken to mean 0.
The families of vectors v(x) = ‖f(x)‖Sxht, w(x) = 1‖f(x)‖f(x)η satisfy the condi-
tions of Lemma 12. So, the last expression is bounded by∥∥∥∥
∫
R+
‖f(x)‖Sxhtdx
∥∥∥∥
L2(R+)
Denote g(x) = ‖f(x)‖. The last expression is equal to
‖g ∗ ht‖L2(R+)
Now, since g ∈ L1(R+) ∩ L2(R+), we have
‖g ∗ ht‖L2 ≤ ‖g‖L2‖ht‖L1 =
√
2‖g‖L2/
√
t→ 0
as t→∞ 
This concludes the proof of Theorem 1.
Appendix: direct integrals of Hilbert modules
In this appendix we discuss direct integrals of Hilbert bimodules. This is mostly a
straightforward generalization of the well established theory for Hilbert spaces (see
[D]), and we thus omit or sketch most of the proofs.
Measurable bundles of bimodules and direct integrals
Let (Ω,B, µ) be a σ-finite measure space.
Definition A.1. Let A be a separable C∗-algebra. A measurable bundle of Hilbert
A-bimodules over Ω, E, is a collection {Ex | x ∈ Ω} of right Hilbert A-modules with
left actions via adjoinable operators, along with a distinguished vector subspace Γ
of Πx∈ΩEx (called the set of measurable sections) such that
(1) For any ξ ∈ Γ, a ∈ A, the functions x 7→ 〈ξ(x), ξ(x)〉, x 7→ 〈aξ(x), ξ(x)〉 are
measurable (as functions Ω 7→ A).
(2) If η ∈ Πx∈ΩEx satisfies that x 7→ 〈ξ(x), η(x)〉 is measurable for all ξ ∈ Γ
then η ∈ Γ.
(3) There exists a countable subset ξ1, ξ2, ... of Γ such that for all x ∈ Ω,
ξ1(x), ξ2(x), ... are dense in Ex.
Remark A.2. We need to be precise about the measurable structure we use on A.
A is a complete separable metric space with its norm, and we use that topology to
generate a measurable σ-algebra of Borel sets (hence it is a standard Borel space).
Note that if we use the weak topology instead of the norm topology, we get the same
Borel structure (see [A1] Theorem 3.3.5).
Remark A.3. The following properties all follow easily from Definition A.1.
(1) Suppose that ξ ∈ Γ, and f : Ω → C is measurable, then the section f · ξ
given by f · ξ(x) = f(x)ξ(x) is measurable.
(2) If ξ ∈ Γ, a ∈ A then x 7→ ξ(x)a is also in Γ.
C∗-ALGEBRAS OF HILBERT MODULE PRODUCT SYSTEMS 9
(3) If ξ, η ∈ Γ then a simple polarization argument shows that x 7→ 〈ξ(x), η(x)〉
is measurable.
(4) If ξ ∈ Γ, a ∈ A then x 7→ aξ(x) is also in Γ.
Lemma A.4. Suppose we have a collection {Ex}x∈Ω as above, and suppose Γ0 is a
countable collection of sections such that
(1) If ξ, η ∈ Γ0 then x 7→ 〈ξ(x), η(x)〉 is measurable.
(2) If ξ, η ∈ Γ0, a ∈ A then x 7→ 〈aξ(x), η(x)〉 is measurable.
(3) For all x ∈ Ω, {ξ(x) | ξ ∈ Γ0} is dense in Ex.
then the set
Γ = {ξ ∈ Πx∈ΩEx | x 7→ 〈ξ(x) + aξ(x), η(x)〉 are measurable ∀a ∈ A , η ∈ Γ0}
satisfies the condition of being the collection of measurable sections from Definition
A.1. Γ will be referred to as the closure of Γ0.
We now make precise what we mean by A-valued integrals. We use weak integrals
here. Let f : Ω → A be a measurable function. We say that f is integrable if
ρ 7→ ∫Ω ρ(f(x))dµ is a well defined weak∗-continuous linear functional on A∗ (the
dual space of A). This implies that there is a unique element a ∈ A which satisfies
ρ(a) =
∫
Ω ρ(f(x))dµ for all ρ ∈ A∗, and we write a =
∫
Ω f(x)dµ. Note that if∫
Ω ‖f(x)‖dx <∞ then by the dominated convergence theorem, f is integrable.
Definition A.5. We denote by Γ2 = Γ2(E) the set of (a.e. equivalence classes of)
measurable sections ξ of E, such that
∫
Ω ‖f(x)‖2dx < ∞. It is easy to see that Γ2
is a pre-Hilbert A-module, and we denote by ∫ ⊕Ω Exdµ its completion.
Note that if ξ ∈ Γ2 and a ∈ A then x 7→ aξ(x) is also in Γ2, and is clearly
adjoinable (with adjoint given by the action of a∗). Therefore
∫ ⊕
Ω Exdµ has a left
action of A.
Double direct integrals
Suppose E is a measurable bundle of Hilbert A-bimodules over Ω = Ω1 × Ω2.
For any x ∈ Ω1 we have that E|{x}×Ω2 is naturally a measurable bundles of Hilbert
A-bimodules over Ω2. Let Fx =
∫ ⊕
Ω2
Ex,ydµy, and let F =
⋃
x∈Ω1
Fx. We wish to
define a collection Γ of measurable sections which will make F a measurable bundle
of Hilbert A-bimodules over Ω1.
To this end, we need some restrictions on the measure spaces involved. From
now on, we shall assume that each of our measure spaces admits a countable cover
C of measurable subsets of finite measure such that for any measurable set of finite
measure S and any ǫ > 0 there exists a set S′ ∈ C such that the measure of the
symmetric difference (S −S′)∪ (S′−S′) is less than ǫ. This holds, for example, for
any open subset of R with Lebesgue measure, where we can pick our collection C to
be the set of all finite unions of bounded intervals with rational endpoints. This is
the only example we need in this paper.
Let ξ1, ξ2, ... be sections of E as in the definition of a measurable bundle (part 3).
We may assume without loss of generality that the ξi’s are all bounded and vanish
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outside a set of finite measure, since otherwise we choose a countable disjoint cover
Θ1,Θ2, ... of Ω by measurable sets of finite measure, and replace the given collections
by the collection
χΘk · χ{x | m≤‖ξn(x)‖<m+1} · ξn k, n,m ∈ N
Note that in particular, this implies that ξn ∈ Γ2 for all n.
Now suppose Ω = Ω1 × Ω2, and C1,C2 countable covers for Ω1,Ω2 as above.
We take all finite unions of elements from {S1 × S2 | S1 ∈ C1 , S2 ∈ C2} as our
countable cover C for Ω, and let Γ˜ denote the all finite sums of sections of the form
χSξn, S ∈ C and ξn as above. Note that this collection is countable and also satisfies
the conditions of the definition of a measurable bundle, so we could take this to be
our ξi’s. For any x ∈ Ω1, we denote by Γ˜x the collection of all restrictions of elements
of Γ˜ to x×Ω2, thought of as a subset of Fx. One checks that Γ˜x is dense in Fx.
Any section ξ ∈ Γ˜ gives rise to a section of F , namely x 7→ ξ|{x}×Ω2 . Denote
this section by ξ¯, and the set of all sections arising in this manner by Γ0. We
therefore can view F as a measurable bundle of Hilbert A-bimodules over Ω1, with
the measurable sections given by the closure of Γ0. The following ‘Fubini theorem’
now follows immediately.
Theorem A.6 (‘Fubini’s theorem’ for direct integrals). With the notation above,∫ ⊕
Ω1×Ω2
Ex,yd(µ1 × µ2) ∼=
∫ ⊕
Ω1
Fxdµ1
Measurable bundles of operators
Let (Ω1, µ1),(Ω2, µ2) be two σ-finite measure spaces, and let E,F be measurable
bundles of Hilbert A-bimodules over Ω1,Ω2 respectively. Suppose θ : Ω1 → Ω2 is a
1-1 measure preserving measurable embedding of Ω1 into Ω2 (so for any measurable
Ξ ∈ Ω1, we require that θ(Ξ) is measurable as well, and µ2(θ(Ξ)) = µ1(Ξ)). A
family of adjoinable operators Tx : Ex → Fθ(x), x ∈ Ω1, denoted T : E 7→ F , is
said to be a measurable family if for any measurable section ξ of E, the section
y 7→ Tθ−1(y)ξ(θ−1(y)) (understood to be 0 when y 6∈ θ(Ω1)) is a measurable section
of F .
We observe that if x 7→ ‖Tx‖ is bounded then this measurable family gives rise
in a natural way to an adjoinable map
∫ ⊕
Ω1
Tdµ1 :
∫ ⊕
Ω1
Exdµ1 →
∫ ⊕
Ω2
Fydµ2, whose
norm is bounded by sup{‖Tx‖}x∈Ω1 .
Tensor products
Exterior tensor product. Let E,Γ1 be a measurable bundle of HilbertA-modules
over Ω1, and let F,Γ2 be a measurable bundle of Hilbert B-modules over Ω2. We
denote by A⊗B the maximal tensor product. E⊗F will naturally have the structure
of a measurable bundle of Hilbert A ⊗ B-modules over Ω1 × Ω2 where we take
(E ⊗ F )x,y = Ex ⊗ Fy (the exterior tensor product), and Γ to be the closure of all
sections of the form (x, y) 7→ ξ(x)⊗ η(y), ξ ∈ Γ1, η ∈ Γ2.
Suppose E′ is another measurable bundle of Hilbert A-modules over Ω1, and F ′
is another measurable bundle of Hilbert B-modules over Ω2. If T : E → E′ and
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S : F → F ′ are measurable families of adjoinable operators then we have a natural
family of adjoinable operators T ⊗ S : E ⊗ F → E′ ⊗ F ′. If T, S are bounded then
so is T ⊗ S.
Interior tensor product. Let (E,Γ1),(F,Γ2) be two measurable bundles of Hilbert
A-modules over Ω. We can form a measurable bundle E ⊗A F over Ω given
by (E ⊗A F )x = Ex ⊗A Fx and Γ being the closure of all sections of the form
x 7→ ξ(x)⊗A η(x), ξ ∈ Γ1, η ∈ Γ2.
Suppose E′ is another measurable bundle of Hilbert A-modules over Ω, and T :
E → E′ is a measurable family of adjoinable operators then we have a natural family
of adjoinable operators T ⊗A 1 : E ⊗A F → E′ ⊗A F .
Note that 1⊗AT : F ⊗AE → F ⊗AE′ will be well defined if a.e. x, Tx intertwines
the left actions of A on Ex and E′x.
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