When conducting a randomized experiment, if an allocation yields treatment groups that differ meaningfully with respect to relevant covariates, groups should be rerandomized. The process involves specifying an explicit criterion for whether an allocation is acceptable, based on a measure of covariate balance, and rerandomizing units until an acceptable allocation is obtained. Here, we illustrate how rerandomization could have improved the design of an already conducted randomized experiment on vocabulary and mathematics training programs, then provide a rerandomization procedure for covariates that vary in importance, and finally offer other extensions for rerandomization, including methods addressing computational efficiency. When covariates vary in a priori importance, better balance should be required for more important covariates. Rerandomization based on Mahalanobis distance preserves the joint distribution of covariates, but balances all covariates equally. Here, we propose rerandomizing based on Mahalanobis distance within tiers of covariate importance. Because balancing covariates in one tier will in general also partially balance covariates in other tiers, for each subsequent tier we explicitly balance only the components orthogonal to covariates in more important tiers.
INTRODUCTION
Randomized experiments balance all covariates between treatment groups in expectation, yet chance imbalances often exist. If a randomization yields groups that are unbalanced, which is noticed before conducting the experiment, groups should be rerandomized, which can continue until a prespecified desired level of covariate balance is achieved. Morgan and Rubin (2012) provided theoretical results supporting rerandomization. The general procedure for rerandomization is as follows:
1. Select units for the comparison of treatments, and collect covariate data on all units. 2. Define an explicit criterion for covariate balance. 3. Randomize units to treatment groups. 4. Check covariate balance and return to Step 3 if the allocation is unacceptable according to the criterion specified in Step 2; continue until the balance is acceptable. 5. Conduct the experiment. 6. Perform inference (using a randomization test that follows exactly Steps 2-4).
This framework as stated requires that covariate data be available for all units to be randomized before randomization begins, so is most applicable when all units are randomized simultaneously, although extensions to sequential assignment are discussed in another manuscript.
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Color versions of one or more of the figures in the article can be found online at www.tandfonline.com/r/jasa. reflect the joint distribution of the covariates, (b) provide equal balance improvement for each covariate and for any linear combination of covariates, and (c) yield unbiased estimates for any linear combination of x if x is ellipsoidally symmetric (Morgan and Rubin 2012) . Mahalanobis distance, further explored in Section 3, is one common example of an affinely invariant criterion for balance. Although equal balance improvement for all covariates is theoretically appealing, in practice we may wish to impose more stringent criteria for covariates a priori thought to be more important, and be more lenient for less important covariates; Section 4 provides a new rerandomization criterion that does this. The threshold for acceptable balance for large samples involves a trade-off between better covariate balance and computational time; Section 5.1 provides a method that can often improve computational efficiency. Section 5.2 offers an alternative rerandomization procedure: generating a fixed number of allocations and choosing the best, according to a predefined measure of balance.
EXAMPLE
Here, we evaluate the benefits of rerandomization using data from an actual randomized experiment, conducted by Shadish, Clark, and Steiner (2008) . 1 The study was designed to examine whether observational studies can be analyzed to yield valid estimates of causal effects. Participants, undergraduate psychology students at a particular college, were first randomized to be in one of two arms: a randomized experiment (n r = 235) or an observational study (n o = 210). Those in the randomized experiment were randomized to take either a vocabulary (n v = 116)or mathematics (n m = 119) training course, and those in the observational study were allowed to choose one of the identical courses. The causal effects being estimated in each are the effect that the vocabulary training course has on subsequent vocabulary test scores, and analogously for mathematics. The goal Figure 1 . Love plots for the standardized difference in covariate means for 10 covariates in the Shadish, Clark, and Steiner (2008) study: randomized experiment versus observational study.
was to see whether the estimates of the causal effects obtained from the observational study (using methods such as propensity score subclassification) were close to the estimates found from the randomized experiment.
We start by considering the ten covariates we believe to be most relevant: scores on the vocabulary and mathematics pretests, number of math courses taken, how much the students like math and literature, whether they prefer math or literature, ACT score, college grade point average (GPA), age, and sex. The balance of these covariates resulting from the actual randomization to experiment or observational study is displayed in Figure 1 .
The means for the number of math classes taken, how much they like math, and GPA are all significantly lower for the students randomized to participate in the randomized experiment than for those in the observational study. Because the two groups differ substantially on these important background covariates, differences in estimated causal effects between the experimental group and the observational study group could be because one was an observational study, or because the groups differed at baseline.
Rerandomization provides a way to prevent these chance imbalances, yielding more informative randomized experiments, a point made by Rubin (2008a) in his discussion. We use rerandomization with this example in two ways. In Section 3.2, we balance the ten primary covariates in Figure 1 by rerandomizing based on Mahalanobis distance. In Section 4.3, we consider a richer collection of covariates, 26 main effects, two quadratic terms, and 16 interactions, and use rerandomization involving tiers of covariates of varying importance.
MAHALANOBIS DISTANCE

Rerandomization based on Mahalanobis Distance:
Review of Theory from Morgan and Rubin (2012) Let x be the fixed n × k covariate matrix, k covariates for n experimental units, let W be the n-component treatment assignment column vector, where W i = 1 indicates unit i is assigned the active treatment and W i = 0 indicates unit i is assigned the control condition. Let pure randomization denote complete randomization into groups with no restrictions except for total sample sizes,
That is, the classic completely randomized experiment where n units are randomly partitioned into two groups of sizes n T and n C . Let X T − X C be the k-dimensional vector of the difference in covariate means between the treatment and control groups:
A common scalar measure of multivariate balance is Mahalanobis distance, which we present here standardized by a constant involving sample sizes:
Mahalanobis distance effectively calculates simple Euclidean distance after transforming all variables to an orthonormal canonical form; that is, where each transformed covariate has mean zero and variance one, and they are all uncorrelated. For rerandomization with a threshold a,
Also from Morgan and Rubin (2012) , when (a) n T = n C , (b) covariate means are normally distributed, and (c) units are purely randomized and rerandomized when M > a,
where
and γ denotes the incomplete gamma function:
Thus, under these conditions, this rerandomization maintains the correlation matrix of X T − X C , and for each covariate leads to equal improvement in balance in the sense of variance reduction. Percent reduction in variance (PRIV) is defined as the percentage by which rerandomization reduces the variance of the difference in means, for each covariate, x j , relative to pure randomization:
The higher the PRIV, the more the actual differences in covariate means will be concentrated around 0. Under the above conditions, the PRIV for each covariate, and for any linear combination of these covariates, is
Fewer covariates and smaller thresholds, a, lead to larger PRIV. In particular, greater computational power (lower proportion of accepted randomizations) is needed to achieve the same degree of balance for a larger number of covariates. Let y i (W i ) denote the ith unit's potential outcome under treatment assignment W i , and assume the stable unit treatment value assumption (SUTVA; Rubin 1980): the potential outcomes are fixed and do not change with different W. Define τ to be the true average treatment effect in the sample, and defineτ to be the simple estimate of the average treatment effect:τ
Suppose (i) n T = n C , (ii) the covariate means are normally distributed, (iii) the outcome means are normally distributed given x, (iv) the treatment effect is additive (i.e., y i (1) − y i (0) is the same for all i), and (v) units are rerandomized when M > a, then the PRIV forτ is
where R 2 is the squared multiple correlation between x and y(0). Expression (9) also gives the PRIV for any unobserved covariates. Figure 3 in Morgan and Rubin (2012) shows this PRIV as a function of k, the proportion of randomizations accepted, and R 2 . By (9), when v a → 0, rerandomization has the potential to provide the same increase in precision that would be achieved by increasing the sample size by the factor (1 − R 2 ) −1 , which implies that rerandomization can be equivalent to doubling the sample size if R 2 = 0.5, and for R 2 = 0.9, rerandomization can give the same power as pure randomization, but with only a tenth of the sample size! If cost or availability of experimental units are issues, this could be hugely beneficial.
Because rerandomization increases precision of estimators when covariates are correlated with the outcome(s), the traditional two sample t-test and corresponding interval will be too "conservative," resulting in overly wide confidence intervals and less powerful tests (Morgan and Rubin 2012) . Inference using randomization tests, following the rerandomization procedure actually used, reflects this increase in precision, and maintains the Type I error rate and valid frequentist properties (Morgan and Rubin 2012) . For additive treatment effects, interval estimates can be generated as the sets of values that would not be rejected by a randomization test.
Experimental Data: Mahalanobis using Ten Covariates
We first focus on the initial randomization of the Shadish, Clark, and Steiner (2008) data, randomizing 445 participants into the randomized experiment (n C = 235) and the observational study (n T = 210), matching the sample sizes obtained in the actual study. Because the sample sizes are not exactly equal in the two treatment groups, the theoretical results given in Section 3.1 are approximations, but we will see that nonetheless the empirical results closely match these theoretical values. In this section, we balance only the ten primary covariates, displayed in Figure 1 , and balance these covariates equally by using Mahalanobis distance to measure balance.
Let p a denote the proportion of all randomizations considered acceptable by the rerandomization criterion, so here, p a = P (M ≤ a). Often in practice p a will be chosen first, and a chosen correspondingly. If a is to be specified first, care should be taken to ensure that the corresponding p a is not too small, and in particular that some randomizations will yield M ≤ a. The number of rerandomizations required to obtain an acceptable allocation follows a geometric distribution with parameter p a , so equals 1/p a in expectation. We assume the analysis will use a randomization test, so also relevant is the computational time needed to generate enough (here assumed to be 1000) acceptable randomizations to perform a randomization test. For this dataset, generating and checking balance for 1000 pure randomizations takes about 1.1 s, so it should take about 1.1/p a s to generate 1000 acceptable randomizations using programs in R (R Development Core Team 2011), and computations performed on a Lenovo X200s.
Based on the estimate of computational time, p a = 0.001 or even p a = 0.0001 seem reasonable. With k = 10 covariates, using (6) we calculate the PRIV to be about 93% for p a = 0.0001 and 88% for p a = 0.001. In this illustrative example, we decide that reducing the variance by an extra 5% is not worth the additional three hours of computational time, and so use p a = 0.001.
With a sample size of n = 445 and these covariates, we can safely assume normality of covariate means, so M ∼ χ 2 10 under pure randomization. If this were not to be the case, we could simulate an empirical distribution of M, and find a from the empirical distribution. Thus, we set the threshold a such that P (χ 2 10 ≤ a) = p a = 0.001, yielding a = 1.48, so we rerandomize any allocation with M > 1.48. The value of M in the actual experiment was M = 21.0, and thus the particular randomization used is at the 98th percentile for M under pure randomization, and thus was an unusually unlucky allocation.
To explore the effects of rerandomization, we simulate 10,000 pure randomizations and 10,000 acceptable randomizations with M ≤ 1.48. Density curves for the difference in means for the first covariate (score on the vocabulary pre-test) are given in Figure 2 under both pure randomization and rerandomization. As expected, rerandomization decreases the variance, thereby eliminating extreme differences in means and creating more allocations with differences in means that are close to zero.
Because rerandomizing using M theoretically yields the same variance reduction for each covariate, Figure 2 should look essentially identical for every covariate. Empirical distributions for the standardized difference in covariate means, the number of standard errors (based on pure randomization) between the treatment group mean and the control group mean, for each covariate are shown in Figure 3 . We also include a linear combination of covariates at the bottom of Figure 3 , to illustrate that the effects of rerandomization on any linear combination of covariates are also approximately the same as on any individual covariate. This linear combination was not included when calculating M. For each covariate, the empirical PRIV is displayed on the right of Figure 3 ; note these are all very close to the theoretical value of 88%, despite the fact that the 88% is calculated assuming exact normality of covariate means and equal sample sizes.
We also examine the effect of rerandomization on estimates of the treatment effect. Rather than considering methods for analyzing observational studies, we shift attention to the second stage of randomization in Shadish, Clark, and Steiner (2008) , where in the experimental arm students are randomized into the vocabulary or mathematics training course. With this randomization, we balance the same ten covariates, but restrict our sample to the 235 participants who were initially randomized to the experimental arm, of which 116 were randomized to vocabulary training and 119 to mathematics. In this study, we are estimating two causal effects: the effects of vocabulary and math training courses on the corresponding test scores. For the purpose of this illustrative example, we fill in the missing potential outcomes assuming the null hypothesis is true, that is, assuming no course effect for any subject. Therefore, in this simulation, we should see causal effect estimates centered around 0.
We again use rerandomization with an acceptance probability of p a = 0.001, so a = 1.48 and the PRIV for each covariate is 88%. By (9), the extent to which rerandomization affects the estimates of the treatment effect depends on the R 2 between the outcome and the covariates, approximated by 0.11 for the vocabulary outcome and 0.32 for the mathematics outcome. These are rather low, so we do not expect rerandomization to have a large impact on the sampling variance of the estimated average treatment effects. We compute the theoretical PRIVs of the estimated treatment effect using (9): Vocabularly: 88% × R 2 = 88% × 0.11 = 9.8%, and Mathematics: 88% × R 2 = 88% × 0.32 = 28%. We can also calibrate using increase in precision, or equivalently, in effective sample size. Theoretically, the precision of the estimated vocabulary treatment effect is increased by a factor of 1/(1 − 0.097) = 1.11 with rerandomization, and the estimated mathematics treatment effect by a factor of 1/(1 − 0.28) = 1.39. For mathematics, this means the effective sample size with rerandomization is 1.39 × 235 = 327, rather than the actual 235.
We again simulate 10,000 pure randomizations and rerandomizations, and for each calculate the estimated treatment effects. The empirical PRIVs are 4% for vocabulary and 27% for mathematics, close to the theoretical values, but not exactly the same, due to the approximations involved. Downloaded by [Penn State University] at 12:02 08 February 2016
COVARIATES OF VARYING IMPORTANCE
Measuring balance with M balances all covariates equally, but when some covariates are known to be substantively more important than others, that is, thought to be more strongly correlated with the outcomes, better balance improvement for them is preferred. This desire is particularly strong when the number of covariates is large, requiring more computational power to achieve a certain degree of equal balance for each. Also, when the sample size is small, ensuring close to perfect balance for all covariates may be impossible, may yield a deterministic randomization, or may restrict the number of acceptable allocations to a number too small for a randomization test. With many covariates, or when balancing interactions and functions of main effects in addition to raw covariates, computational or sample size limits often prevent rerandomizing from achieving identical joint distributions in the treatment and control groups. Rather than either compromising on balance for important main effects, or ignoring balance for less important covariates or interactions, we provide a more flexible framework that allows for differing levels of balance across covariates.
Individual Thresholds
When covariates vary in importance, a natural choice is to impose balance restrictions on each covariate individually, as suggested by Moulton (2004) , Maclure et al. (2006), and Cox (2009) . We illustrate the sub-optimal nature of this with two simple examples, the first with two uncorrelated covariates, and the second with two correlated covariates, both shown in Figure 4 . Restricting each covariate individually forms a rectangular acceptance region, defined by the two calipers, whereas restricting Mahalanobis distance forms an ellipsoidally shaped acceptance region, or spherically shaped with orthogonal covariates. In both situations, the acceptance probability is set to p a = 1/2. Because Mahalanobis distance takes the joint distribution into account, the combinations of covariate difference in means accepted by Mahalanobis distance have greater average probability density than those accepted by restricting each covariate individually, as is clear from the figures. Restricting each covariate individually also fails to preserve the joint distribution of the covariate difference in means across rerandomizations, as pointed out in Rubin (1976) .
This problem becomes more substantial as k increases or p a decreases. Even with independent covariates, if p a is set to be the same for both methods, the proportion of accepted randomizations falling in the corners after restricting covariates individually (randomizations that would not be accepted by restricting M) goes to 1 as k increases and p a decreases. With 20 independent covariates restricted equally and p a = 0.01, more than half of the randomizations accepted by the intersection caliper method would be rejected using M. If these covariates were correlated, or there were more covariates, or a more stringent acceptance level were chosen, this problem would become even more severe.
Tiers of Covariates
We partition the covariates into T tiers of importance, with k t covariates in tier t. Tier 1 includes the most important covariates, and subsequent tiers include covariates of decreasing importance. The ordering of covariates within a tier is irrelevant. Let x t = (x t1 , . . . , x tk t ) represent the covariates in tier t. If we were to balance only the covariates in tier 1, covariates in tier 2 would also be partially balanced to the extent that they are correlated with the covariates in tier 1, by (9). Rather than unnecessarily balancing all of the tier 2 covariates again, we balance only the portion of tier 2 covariates that are orthogonal to the tier 1 covariates.
Let e 1 ≡ x 1 , and for t > 1 define e tj to be the residuals for each covariate x tj after regressing on all covariates in lower numbered tiers:
For 1 < t ≤ T , define e t to be the matrix of residuals for covariates in tier t, so e t = (e t1 , . . . , e tk t ). Let M t be Mahalanobis distance between the treatment and control groups for e t :
M t ≡ n T n C n e t,T − e t,C cov(e t ) −1 e t,T − e t,C .
There are different ways to conduct rerandomization using M 1 , . . . , M T , for example placing separate thresholds on each M t , or placing a threshold on a weighted linear combination (e.g., see, Lock 2011). Here, we explore only the former option, because it is more computationally efficient. The computationally intensive aspect of rerandomization is assessing balance for each randomization, and with a separate threshold for each tier, if tier 1 does not have adequate balance, there is no need to calculate M 2 , . . . , M T . Because early tiers will typically have the more stringent acceptance probabilities, this may avoid many calculations.
Define p a t to be the acceptance probability for tier t, set the corresponding threshold a t such that P (M t ≤ a t ) = p a t , and rerandomize if any M t > a t , which again leads to covariate means with the same expectation in treatment and control groups. Also, we have the following result:
Theorem 4.1. If the covariate means are normally distributed, and if units are purely randomized with n T = n C and rerandomized when M t > a t for t = 1, . . . , T , then
and the PRIV for the jth covariate in tier t, x tj , is
where R 2 l,tj denotes the squared multiple correlation between covariate x tj and all covariates in tiers 1 to l, and v a t is defined by Equation (4) with k = k t and a = a t . Theorem 4.1 states that the results for tier 1 covariates are equivalent to rerandomizing based on Mahalanobis distance for only these covariates: the correlation matrix for differences in means is retained and balance improvement is the same for all covariates in tier 1. Note that for tiers t > 1, PRIV will differ for covariates within the same tier, depending on how correlated each covariate is with covariates in more important tiers. Note that 1 − v a t is the PRIV for orthogonalized covariates, e t , in each tier, and the PRIVs given in Theorem 4.1 apply to the original, unorthogonalized covariates and hence can differ within a tier.
To parse the PRIVs given in Theorem 4.1, we first consider covariates in tier t = 2. If R 2 1,2j = 1, PRIV would be 1 − v a 1 , because the residuals would all be 0. If R 2 1,2j = 0, PRIV would be 1 − v a 2 , because in this case balancing covariates in tier 1 will have no impact on the balance of x 2j . In general, PRIV is 1 minus a weighted mean of v a 1 and v a 2 with the weights determined by the correlation between x 2j and the covariates in tier 1.
Next, for illustrative purposes, consider PRIV for covariate x 4j in tier 4. By Theorem 4.1, this is
Each component in (17) arises from restricting the balance on a particular tier. For t < 4, the v a t for tier t is weighted by the additive contribution of e t to R 2 t,4j . For example, if R 2 3,4j is only slightly larger than R 2 2,4j , than the covariates in tier 3 contribute little to R 2 3,4j , so balancing e 3 will have little impact on the balance of x 4j , and the weight on v a 3 is correspondingly small. In contrast, if x 4j is strongly correlated with e 3 but not with e 1 or e 2 , then the weight on v a 3 will be larger.
Define p a = (p a 1 , p a 2 , . . . , p a T ), a = (a 1 , . . . , a T ), and v a = (v a 1 , v a 2 , . . . , v a T ). Because covariates in earlier tiers are more important, we expect v a 1 < v a 2 < · · · < v a T . A simple way to ensure this is to choose the tiers such that k 1 < k 2 < · · · < k T , and then set all the acceptance probabilities to be the same. However if this is not possible or if more control is desired, each p a t can be altered to create the desired level of balance for that tier. The overall acceptance probability, p a , satisfies p a ≥ T t=1 p a t , where the inequality approaches equality as the number of covariates in each tier increases, because χ 2 k t approaches a normal distribution as k t → ∞, and so orthogonality implies independence.
Theorem 4.2. If the covariate means are normally distributed, and if units are purely randomized with n T = n C and rerandomized when M t > a t for t = 1, . . . , T , and if the treatment effect is additive, then
and the PRIV for the estimated treatment effect,τ , is
(
where R 2 1:t,y is the squared multiple correlation between x 1:t and y(0).
The proof of Theorem 4.2 is in Appendix A.
Shadish Experimental Data: Tiers of Covariates
Here, we return to the Shadish experimental data, but now use tiers of covariates. This section pertains only to the second stage of the Shadish, Clark, and Steiner (2008) randomization, randomizing units to either the vocabulary or mathematics training class within the experimental arm of the study. Here, we balance 26 main effects, 2 quadratic terms, and 16 interactions. If we were to compute Mahalanobis distance on all 49 of these covariates, maintaining the acceptance probability used in Section 3.2, p a = 0.001, rerandomization would yield an expected 54% reduction in variance for each covariate. However, for this data set, some covariates, such as vocabulary and mathematics pre-test scores, are clearly more important than others, and for these covariates, better balance is desired.
We place vocabulary and mathematics pre-test scores in the top tier. In the next tier, we place the number of mathematics Downloaded by [Penn State University] at 12:02 08 February 2016 courses taken, whether the person likes math, whether the person likes literature, ACT score, and college GPA, because these five covariates are likely to be related to the outcomes. The third tier contains 19 covariates deemed less important, but still worth balancing. The fourth tier contains quadratic terms for both pretest scores to balance variances of these distributions as well as their means, and interactions between all covariates in the top two tiers, in case any of these are important. This gives T = 4 and k = (2, 5, 19, 18) .
To maintain consistency with Section 3.2, we keep the overall acceptance probability at 0.001. Because the tiers have increasing numbers of covariates, one option is to set each p a t = (0.001) 1/4 = 0.178. Calculating each v a t by (4), this gives v a = (0.09, 0.29, 0.58, 0.61). If this is satisfactory, we would proceed with equal acceptance probabilities. However, here we decide to improve balance for the top two tiers, at the expense of the bottom two tiers. For various vectors p a , we calculate v a for each, and decide on p a = (0.1, 0.1, 0.2, 0.5), which means expected PRIVs for the residuals (orthogonalized covariates) will be 95% for tier 1, 78% for tier 2, 41% for tier 3, and 23% for tier 4. Recall that the residuals within a tier will receive the same variance reduction, although the balance improvement for the original covariates may differ, even within a tier. PRIVs for the original covariates can be calculated using Theorem 4.1 and will depend on correlations with covariates in lower numbered tiers.
Simulating 1000 acceptable randomizations took 20.1 min. Balancing only the ten covariates in Section 3.2 took 18.3 min for the same overall acceptance probability; even though we are now balancing more covariates and potentially checking balance on multiple tiers for each randomization, the computational time is approximately the same because so many randomizations (about 95%) only require calculating Mahalanobis distance for tier 1, which has only two covariates.
Empirical PRIVs for the residuals and covariates in each tier are given in Figure 5 . The theoretical values for the residuals of each tier are depicted with vertical dotted lines. The empirical values for the residuals are scattered randomly around these lines, lying close to the theoretical values. The covariates, however, have varying PRIVs, even within each tier. The covariates in tier 3 are only weakly correlated with the covariates in tiers 1 and 2, and thus have PRIVs close to theoretical value for the residuals in tier 3, 1 − v a 3 , and because tier 4 is entirely composed of functions (quadratics and interactions) of covariates in tiers 1 and 2, the PRIVs are closer to the theoretical values for the residuals in earlier tiers.
We also explore the effects of this rerandomization scheme on the outcomes, vocabulary, and mathematics test scores. The empirical PRIVs are 15% for the estimated treatment effect for vocabulary and 25% for the estimated treatment effect for mathematics. This should be contrasted with the 4% for vocabulary and 27% for mathematics achieved in Section 3.2 by balancing all ten covariates equally. Here, we improve upon the estimation of the vocabulary treatment effect quite substantially, but gain essentially nothing for the mathematics outcome. The theoretical PRIVs, as calculated by Theorem 4.2, are 15.9% and 29.7%, for vocabulary and mathematics, respectively. The empirical mean estimated treatment effect is −0.016 and −0.011 for vocabulary and mathematics, respectively. These values are very close to 0, as expected, because this simulation was conducted under the null hypothesis of no treatment effect.
EXTENSIONS
Computational Efficiency
When using Mahalanobis distance, either on all covariates or within tiers, in many situations computational time can be dramatically reduced by first transforming the covariates to an orthonormal basis. Letẽ 1 = (x 1 − x 1 )/s 1 , where x 1 and s 1 are the sample mean and standard deviation, respectively, of x 1 , and for j > 2 defineẽ j by regressing x j on (x 1 , . . . , x j −1 ):
and standardizing soẽ j = ( j − j )/s j . Defineẽ = (ẽ 1 , . . . ,ẽ k ), and balanceẽ, rather than x. Because M is affinely invariant, M will be the same forẽ as for x, and the order of the covariates is irrelevant. Becauseẽ is an orthonormal basis, cov(ẽ) = I, so
where E j,T and E j,C are the treatment and control means, respectively, forẽ j . This allows us to check balance sequentially, adding in one covariate at a time, and when the acceptance probability, p a , is small, then most randomizations will be rejected after checking only the first few covariates. For the experimental data considered in Section 3.2 with n = 445 and k = 10 covariates, use of this method resulted in a 60% reduction in computational time.
The standardization of the variables to have mean 0 can also improve computational efficiency, if taken advantage of. We rewrite the difference in means as follows:
where (24) follows from (23) because eachẽ j has mean 0. For the experimental data from Section 3.2, use of (24) reduced computational time by 75% (in R, as opposed to using (mean(e[W==1,j]) -mean(e[W==0,j])) when computing (22). Although these methods improve computational efficiency for a variety of datasets, they will not always do so. Using (22) and checking covariates sequentially will be most advantageous with fewer covariates and lower p a , when it is more likely that only a small number of covariates will need to be checked before the threshold is exceeded. Using (24) is more important for larger sample sizes. In practice, we recommend measuring time to check balance for a specified number, say 1000, randomizations and using the method and code that is most efficient for the situation being faced. 
Choosing the Best
An attractive alternative to specifying a threshold for acceptable balance may be to generate a fixed number of allocations, and choose the "best" according to a prespecified criterion, such as Mahalanobis distance. In practice, we expect to see little difference between rerandomizing until an allocation with M ≤ a is obtained, and choosing the allocation with the smallest M from 1/p a randomizations, where p a = P (M ≤ a). However, with nonscalar measures of balance, such as Mahalanobis distance computed within tiers of covariates, the definition of "best" is not obvious. For choosing the best with tiers of covariates, rather than restricting each tier with a separate threshold, the balance measures for each tier can be combined into a scalar measure with a weighted linear combination: w M t .
Covariance Adjustment
Although alternatives such as blocking or covariance adjustment may work in simple situations with few covariates, incorporating many covariates and functions of covariates is generally difficult. For example, a priori specifying covariance adjustment with many covariates and interactions into a protocol for a randomized experiment could be problematic. Rerandomization is intended to improve covariate balance via changing the design of the experiment, and so obviate the need to rely on model-based adjustment for imbalance in the analysis phase. There are many reasons for preventing problems by design rather than trying to fix problems by analysis, as stated in Rubin (2008b) , with two of the primary reasons being the subjectivity that can be introduced when model-fitting using the outcome data and the sensitivity Downloaded by [Penn State University] at 12:02 08 February 2016 of estimates to the specifications of the model imposed. In addition to being a design-based method, rerandomization has the potential to improve precision more than typical covariance adjustment (Morgan and Rubin 2012) . If covariance adjustment is going to be used, Cox (1982) proposed using rerandomization first, to further improve the precision of the covariance adjusted estimator. Also, an experiment with better covariate balance, such as can be achieved through rerandomization, will be yield estimators less sensitive to model misspecification. Moreover, the tiered approach for balancing covariates of varying importance introduced here allows for better balance of some covariates over others, whereas with standard covariance adjustment a variable must be either included or excluded from the model.
CONCLUSION
When covariates vary in importance, a rerandomization criterion should be set so that balance is better for more important covariates. However, balancing covariates unequally comes at the price that fully affinely invariant measures of covariate balance can no longer be used. We compromise by using Mahalanobis distance within tiers of covariates, maintaining affine invariance where possible, while providing the flexibility to achieve better balance for more important covariates.
APPENDIX A
Proof of Theorem 4.1. Equation (12) follows from Corollary 2.2 in Morgan and Rubin (2012) . Equation (13) follows from (3), because also balancing on components orthogonal to x 1 will not impact the balance of x 1 . Define x 1:(t−1) = (x 1 , . . . , x t−1 ), all covariates in tiers 1 to t − 1. By (10), 
By (3), because e t ⊥ e t for t = t , we have
Moreover, the differences in residual means will remain orthogonal across tiers.
For each covariate x 2j in tier 2, by (13) (A.9) Expressing x tj as either Equation (10) or (A.9), the residuals e tj remain the same, as does the coefficient of determination. Therefore, we have where (A.13) follows from orthogonality. Thus, PRIV for the difference in means for covariate x tj in tier t > 2 is as given in Equation (20).
Proof of Theorem 4.2. Equation (18) follows directly from Theorem 2.1 of Morgan and Rubin (2012 
