We study some of the combinatorial structures related to the signature of G-symmetric products of (open) surfaces SP 
Introduction
The complex plane C, the punctured plane C * = C\{0} and the elliptic curves are classical examples of surfaces that support a group structure. A natural generalization of the (commutative) group structure is the structure of a (commutative) (m + k, m)-group.
Let SP n (X) := X n /S n be the symmetric product of X and let SP p (X) × SP q (X) → SP p+q (X), (a, b) → c := a * b be the operation induced by concatenation of strings a ∈ SP p (X) and b ∈ SP q (X). A commutative (m + k, m)-groupoid is a pair (X, µ) where the "multiplication" µ is an arbitrary map µ : SP m+k (X) → SP m (X). The operation µ is associative if for each c ∈ SP m+2k (X) and each representation c = a * b, where a ∈ SP m+k (X) and b ∈ SP m (X), the result µ(µ(a) * b) is always the same, i.e. independent from the particular choice of a and b in the representation c = a * b. A commutative and associative (m + k, m)-groupoid is a (m + k, m)-group if the equation µ(x * a) = b has a solution x ∈ SP m (X) for each a ∈ SP k (X) and b ∈ SP m (X). Note that (2, 1)-groups are essentially the groups in the usual sense of the word. If X is a topological space then (X, µ) is a topological (m + k, m)-group if it is a (m + k, m)-group and the map µ : SP m+k (X) → SP m (X) is continuous. For the motivation and other information about commutative (m + k, m)-groups the reader is referred to [16] , [15] . Surprisingly enough, the only known surfaces that support the structure of a (m + k, m)-group for (m + k, m) = (2, 1) are of the form C \ A where A is a finite set. Moreover it was proved in [15] , see also Theorem 6.1 in [16] that if (M, µ) is a locally Euclidean, topological, commutative, (m + k, m)-group then M must be an orientable 2-manifold. Moreover, a 2-manifold that admits the structure of a commutative (m + k, m)-group satisfies a strong necessary condition that the symmetric power
There is a conjecture [16] that the only examples of topological, commutative, (m + k, m)-groups are supported by surfaces of the form M = C \ A. Corollary 1.3 and Proposition 1.4 support this conjecture, since they imply that all open surfaces of sufficiently high genus have a non-zero signature. However this conjecture serves also as a partial motivation for the following general questions which may be of some independent interest. In response to (A) we prove the following theorem which says that homological invariants alone are not sufficient to distinguish symmetric products of non-homeomorphic surfaces. This puts some limitations on surfaces M and N in question (B), however the question itself remains open and interesting already in the case of general surfaces M g,k . 
where M g,k := M g \ {x 1 , . . . , x k } is the surface of genus g punctured at k points.
A natural approach to questions (A) and (B) is to determine what information about M is hidden in SP m (M ). If SP m (M ) is known, then the iterated symmetric product SP k (SP m (M )) and its higher order analogs are also known. Since
is the wreath product of groups, it is natural to consider general G-symmetric products
is always a Q-homology manifold and the signature Sign(SP G (M )) is well defined. Our central technical result is the following theorem.
where G ⊂ S m and Z(G; x 1 , x 2 , . . . , x m ) is the cycle index of G.
Recall that the cycle index, [1] , [11] , [3] , [14] , is a fundamental polynomial which was originally defined by J.H. Redfield and independently by G. Pólya who recognized its central role in his celebrated enumeration theory of groups, graphs, trees, chemical compounds etc. The advantage of expressing the result in terms of the cycle index lies in the fact that the cycle index is a well studied object of enumerative combinatorics. One of highlights is Theorem 1.16, see [1] Section V, which describes a procedure how the cycle index Z(G; x) of the wreath product G = Q ≀ H can be in a transparent and elegant way expressed in terms of cycle indices Z(Q; x), Z(H; x) of Q and H respectively. A good illustration how these ideas can be applied is provided by the following proposition which itself can be seen as another corollary of Theorem 1.2.
Proposition 1.4
Suppose that m is odd and p an even integer. Then
Corollary 1.5 If m is an odd integer and k ≥ 1 then
For completeness we recall a remarkable formula of Don Zagier 1 obtained by the Atiyah-Singer G-signature theorem applied to (σ m , M m ), where σ :
is the cyclic permutation.
where τ = τ (M ) and χ = χ(M ) are respectively the signature and the Euler characteristic of a compact, oriented, even dimensional manifold without boundary.
Again the use of the cycle index is convenient. In the case G = S k ≀ S m one obtains, along the lines of Proposition 1.4, the following result which for m = 1 reduces to the formula of Hirzebruch, [8] , [17] . By convention [14] , [t p ]f (t) is the coefficient of t p in the power series f (t).
1.1 Signature as a function of both G and g
Our proof of Theorem 1.2 with minor modification yields a proof of the corresponding well known statement for closed surfaces M g . This allows us to check our computations so we find it convenient to formulate and prove these two results as parts of a single statement.
where Z(G; x 1 , . . . , x m ) is the cycle index of the permutation group G ⊂ S m .
Before we commence the proof, let us recall some generalities about the gsignature of G-manifolds or vector spaces with G-invariant bilinear forms, [9] , [4] .
Let V be a vector space, B : V × V → C a hermitian bilinear form on V and g : V → V an endomorphism which preserves the form B, B(gx, gy) = B(x, y)
such that B is positive definite on V + , negative definite on V − and zero on V 0 . Then the g signature of the triple (V, B, g), or for short the g-signature of V is defined by
A symmetric or skew-symmetric form B : V × V → R defined on a real vector space V can be extended to a hermitian form B on the complexified space V ⊗ C by the formula [4] ,
The associated g-signature is also denoted by Sign(g, V ). Finally, suppose that M 2n is a smooth, oriented manifold, with or without boundary, and let g : M 2n → M 2n be an orientation preserving diffeomorphism of M . The intersection form B : H n (M, Q) × H n (M, Q) → Q is symmetric if n is even, or skew-symmetric if n is odd, and the associated endomorphismg := H n (g) : H n (M ) → H n (M ) preserves both the intersection form B and its complexification. The g-signature of (g, V, B) is in this case denoted by Sign(g, M ). In particular, we observe that the usual signature Sign(M ) can be interpreted as the g-signature Sign(Id, M ) of the identity map Id : M → M .
The following well known result, [6] , [9] , is of fundamental importance. Note that even the case of 0-dimensional manifolds (finite sets) is interesting, when this result reduces to an elementary lemma (Burnside lemma) which is a corner-stone of Pólya enumeration theory. Proposition 1.9 Suppose that M 2n is a smooth, oriented manifold with a not necessarily free, orientation preserving action of a finite group G of diffeomorphism. More generally, it is sufficient to assume that M is a Q-homology manifold. Then M/G is a Q-homology manifold, Sign(M/G) is well defined and the following formula holds, [6] , [9] ,
The following proposition is used in the proof of Theorem 1.8.
Proposition 1.10
Let V be a (2n)-dimensional complex vector space and let B : V × V → C be a hermitian form. Suppose ω : V → V is an endomorphism preserving the form B, such that ω 2n = 1, and for some v 0 ∈ V , the set
Proof: Let x ∈ {1, ǫ, ǫ 2 , . . . , ǫ 2n−1 } be a root of unity, ǫ = e 2πi/2n . Let
be the eigenvector of ω corresponding to the eigenvalue x. If x and y a different eigenvalues, B(z x , z y ) = B(ω(z x ), ω(z y )) = xȳB(z x , z y ) = 0. Otherwise, since B(v 0 , ω j (v 0 )) can be nonzero only for j = n, we have B(z x , z x ) = 2nx n B(v 0 , ω n (v 0 )). By a well known formula,
where V λ is the eigenspace of ω which corresponds to the eigenvalue λ and B λ = B|V λ is the restriction of the form B on V λ . In our case,
x sign B(z x , z x ) = (
and the equation (9) follows.
Our next step in the preparations for the proof of Theorem 1.8 is an explicit description of the intersection pairing B :
Note that both sides of the equations (7) are zero if m is an odd number. So from here on, we focus our attention on the even case and assume that m = 2n.
Let us choose an orientation on M g and let T ∈ H 2 (M g ; Q) be the associated fundamental class. Let a 1 , b 1 , . . . , a g , b g be a symplectic basis of ) and H 1 (M g ) respectively.
Proof: Indeed, w = w 1 × . . . × w 2n = w 1 ∩ . . . ∩ w 2n where,
) and it is sufficient to remember that
where cd(x) is the codimension of a class x.
Let us define an involution * : H * (M g ; Q) → H * (M g ; Q) by the formula
i.e. the involution * is up to sign, the Poincaré duality map. For a given word w = w 1 w 2 . . . w 2n let w * = w * 1 w * 2 . . . w * 2n . Note that the first part of the following proposition is just a reformulation of Lemma 1.11, while the second part gives a precise formula for the sign function ǫ w,w ′ .
where β(w) is the number of occurrences of letters b 1 , . . . , b g in w, while α(w) is the number of occurrences of both a i and b j in w. If I and T do not appear in w whatsoever, then B(w, w * ) = +1.
Let π ∈ S 2n be a permutation and let α(π) = 1 α1 2 α2 · · · (2n) α2n be the associated partition of [2n] = {1, 2, . . . , 2n}. In light of the well known equality
where
where ω i := ω|V i is the restriction of ω on V i . Given a word w = w 1 . . . w k , let V w = span{w, ω(w), . . . , ω k−1 (w)} be the minimal ω-invariant subspace of V which contains vector w. Let W w := V w + V w * . Then by Proposition 1.12, for any two words w and w ′ , the associated spaces W w and W w ′ are either identical or mutually orthogonal. By formula (13) , it suffices to find Sign(ω, W w ). If V w = V w * then Sign(ω, W w ) = 0, so we assume that W w = V w . Note that dim(V w ) = p, where p = p(w) := min{s ≥ 1 | ω s (w) = ±w}. If k is odd, then p, being a divisor of k, must be also an odd number. This implies that w * = ±ω j (w) for all j, which means that the form B|V w is zero and Sign(ω, V w ) = 0. It immediately follows that Sign(C k , (M g ) k ) = 0 if k is an odd number. If k = 2m is even, then a nonzero contribution from V w can be expected only if p is an even number. In this case we can apply Proposition 1 
Sign(V wi ) = 2 − 2g.
Proof: As in the proof of Proposition 1.13, we need information about the intersection pairing
The homology group H 1 (M g,s , Z) ∼ = Z 2g+s−1 has a basis e 1 , e 2 , . . . , e 2g+s−1 where e i = a i , e g+j = b j for i = 1, . . . , g and e j for j ≥ 2g + 1 correspond to the holes α 1 , . . . , α s−1 in M g . The group H 2n (M 2n g,s ; Q) is generated by the classes (words) of the form w = w 1 × · · · × w 2n = w 1 · · · w 2n where w i ∈ {e 1 , . . . , e 2g+s−1 }. Lemma 1.11 is still true with the simplification that both I, T and the classes {e j } 2g+s−1 j=2g+1 , associated to the holes in M g,s , are excluded. The rest of the proof follows the argument of the proof of Proposition 1.13.
Proof of Theorem 1.8: As it was already observed, Theorem 1.8 is trivially correct if m is an odd number since in that case both sides of the equation (7) are zero. Let us assume that m is an even number, m = 2n. By equation (12) and Proposition 1.13
which establishes part (a) of Theorem 1.8. The part (b) follows by the same argument from Proposition 1.14.
Corollaries of Theorem 1.2
We start with the following elementary lemma.
Proof: The result is easily deduced from the well known fact [1] , [11] , [3] , [14] Z(S n ; x 1 , . . . ,
In particular for α = β one has
while for α = 0 formula (15) reduces to 
