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tion system (SINS)Abstract The state estimation strategy using the smooth variable structure filter (SVSF) is based
on the variable structure and sliding mode concepts. As presented in its standard form with a fixed
boundary layer limit, the value of the boundary layer width is not precisely known at each step and
may be selected based on a priori knowledge. The boundary layer width reflects the level of
uncertainty in the model parameters and disturbance characteristics, where large values of the
boundary layer width lead to robustness without optimality and small values of the boundary layer
width provide optimality with poor robustness. As a solution and to overcome these limitations, an
adaptive smoothing boundary layer is required to achieve greater robustness and suitable accuracy.
This adapted value of the boundary layer width is obtained by minimizing the trace of the a
posteriori covariance matrix. In this paper, the proposed new approach will be considered as
another alternative to the extended Kalman filters (EKF), nonlinear H1 and standard
SVSF-based data fusion techniques for the autonomous airborne navigation and self-localization
problem. This alternative is based on strapdown inertial navigation system (SINS) and GPS data
using the nonlinear SVSF with a covariance derivation and adaptive boundary layer width.
Furthermore, the full mathematical model of the SINS/GPS navigation system considering the
unmanned aerial vehicle (UAV) position, velocity and Euler angle as well as gyro and accelerometer
biases will be used in this paper to estimate the airborne position and velocity with better accuracy.
 2016 Chinese Society of Aeronautics and Astronautics. Published by Elsevier Ltd. This is an open access
article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Unmanned aerial vehicles (UAVs) receive increasing interest in
strategic and tactical defense programs1 as well as for civilian
application. UAVs require accuracy and advanced autonomy
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challenge to improve the accuracy of the UAV localization
performance can be achieved by combining navigation data
from different sensors.2 The design and development of inte-
grated navigation systems is used for these autonomous vehi-
cles to take advantage of the complementary attributes of
two or more navigation sensors, which yield integrated systems
that are more accurate and reliable. Inertial sensors, such as
the strapdown inertial navigation system (SINS), are able to
deliver the position, velocity and attitude of the UAV with
high accuracy over the short term with relatively low noise
but tend to drift over time.3 In contrast, the GPS provides
real-time three-dimensional position and velocity information
with only random errors that do not grow unboundedly.4 By
making use of the synergy between the SINS and GPS
throughout the filtering techniques, the fused data provide
the level of localization accuracy required by UAV missions.5
Non-linear filtering techniques have attracted considerable
research interest over the past three decades to resolve the non-
linear filtering problems of integrated navigation, which
include extended Kalman filters (EKF),6 unscented Kalman
filter (UKF)7 and particle filter (PF).8 Unfortunately, Kalman
filtering and its extension typically do not guarantee satisfac-
tory results when the model is affected by uncertainty as well
as when the process and measurement equations are not
affected by non-centered Gaussian noise.9 However, an inno-
vative approach known as nonlinear H1 (NH1) has attracted
great interest and continuous research attention to avoid the
issues linked with modeling error and noise uncertainties,
incorporating aspects of several approaches.10–17 The form of
NH1 developed in Refs.
10,11 has been used to solve the
UAV localization problem using INS/GPS in.18 Although
the common criterion of NH1 is to ensure a bounded energy
gain from the worst case to the estimator error, it is still diffi-
cult to prescribe the level of disturbance attenuation.19
A recent breakthrough method for state estimation called
the smooth variable structure filter (SVSF) was introduced to
resolve the instability problems of the Kalman filter and its
extended form. The SVSF is based on a variable structure con-
trol and sliding mode, which makes it robust to bounded
uncertainties and can guarantee the stability given an upper
bound for the uncertainties and magnitude of noises.20 This
new approach is presented in predictor form and can be
applied to linear and nonlinear systems.20 A new form of SVSF
with covariance derivation was applied to an electro-
hydrostatic actuator (EHA) that is used in aerospace and
was compared with the KF in Ref.21 The SVSF, as presented
in its standard form in Ref.21, defines the boundary layer width
w by an upper bound on the uncertainties present in the esti-
mation process by assuming a larger smoothing boundary sub-
space than what is required, which limits the gain.22 Moreover,
the value of w is not precisely known at each step but may be
selected based on a priori knowledge.22 Consequently, to
obtain more accurate estimates, an augmented form of SVSF
with an optimal variable boundary layer was proposed.22
The boundary layer width w reflects the levels of uncertainty
in the model parameters and disturbance characteristics, where
large values of w lead to robustness without optimality and
small values of w provide optimality with poor robustness.
As a solution and to overcome these limitations, an adaptive
smoothing boundary layer w is used to achieve greater robust-
ness and suitable accuracy. This adapted value of w is obtainedby minimizing the trace of the a posteriori covariance matrix.22
It is very interesting to obtain an optimal time-varying strategy
with this approach at each step time. The primary contribution
of this paper is the development and validation of an alterna-
tive to the EKF, NH1 and standard SVSF-based data fusion
techniques for autonomous airborne navigation and self-
localization problems. This alternative is based on SINS and
GPS data using the nonlinear SVSF with a covariance deriva-
tion and adaptive boundary layer width. However, the full
mathematical model of the SINS/GPS navigation system con-
sidering the UAV position, velocity and Euler angle, as well as
the gyro and accelerometer biases, will be used here to estimate
the airborne position and velocity with better accuracy.
2. SINS/GPS fusion model
2.1. Orientation
Various coordinate frames and transformations of coordinates
are used in inertial navigation computation. The transforma-
tion between the various coordinate systems can be expressed
by the coordinate transformation matrix. In this transforma-
tion, it will be assumed that the UAV body axes are defined
as follows: the x-axis points forward, the y-axis points to the
right and the z-axis completes the right-hand orthogonal sys-
tem by pointing downward. Three successive single-axis rota-
tions pass through the Euler angles of roll, pitch and yaw to
calculate the UAV attitude.23 The navigation frame north-
east–down (NED) is defined by the local earth axis with the
vector pointing north, the vector pointing east and the vector
pointing down along the local gravity vector.24 Furthermore,
in this configuration, the navigation frame is a right-handed
NED.
The measurements of the acceleration and the rotation of
the vehicle are completed by inertial sensors mounted in a unit
called the inertial measurement unit (IMU).25 The IMU grasps
two orthogonal sensor triads with three accelerometers mea-
suring the acceleration and three gyroscopes measuring the
rotation rates, as indicated in Fig. 1, where ax; ay and az are
accelerations along x-axis, y-axis and z-axis respectively, p; q
and r the angle rotation rates.
The transformation matrices from the body frame to the
navigation frame that involve three successive single-axis rota-
tions through the ordinary Euler angles Rð/Þ, RðhÞ and RðuÞ,
which signify the roll, pitch and yaw, respectively,5,24 are given
as
Cbn ¼
1 0 0
0 cos/ sin/
0 sin/ cos/
2
664
3
775
cosh 0 sinh
0 1 0
sinh 0 cosh
2
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cosu sinu 0
sinu cosu 0
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ð1Þ2.2. General relative motion equations
To calculate the Euler angle rates ð _/; _h; _uÞ, we transform the
rotation rates ðp; q; rÞ from the body frame to the navigation
frame as5,24
Fig. 1 Diagram of mechanization process of SINS.25
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The ideal accelerometer measures the specific forces, which is
the difference between the inertial acceleration and gravita-
tional acceleration.23 The true vehicle acceleration ð _U; _V; _WÞ
is calculated in the body frame with the assumption that the
IMU is at the vehicle center of the gravity5,24 as
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where ge is the Earth gravity.
The derivative of the velocity is then integrated to obtain
the position of the UAV. The velocity is transformed to the
navigation frame and is integrated to yield the position of a
vector ðX;Y;ZÞ5,24 asfðx; uÞ ¼
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75dt ð4Þ2.4. Nonlinear model using Euler angles
The nonlinear model of the SINS can be defined as
_xðtÞ ¼ fðxðtÞ; uðtÞ; tÞ
yðtÞ ¼ hðxðtÞ; uðtÞ; tÞ

ð5Þ
where yðtÞ is observation; h is continuous observation model;
and x is the state vector, which contains the position, velocity,
Euler angles, constant random drifts in the gyros, and constant
random biases in the accelerometers as
x ¼ X;Y;Z;U;V;W;/; h;u; ebx; eby; ebz;»bx;»by;»bz
 T ð6Þ
where ebx; eby and ebz are the constant randomdrifts in the gyros
and »bx; »by and »bz the constant random biases in the
accelerometers.12 Thus, u represents the IMU outputs, where
the angles’ rates and accelerations5,24 can be expressed as
u ¼ p; q; r; ax; ay; az
  ð7Þ
The nonlinear SINS state model is given as sin h
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The global navigation satellite systems (GNSS) consist of four
main satellite technologies: the GPS developed by the United
States Department of Defense (DoD); the Russian Global
Orbit Navigation Satellite System (GLONASS); Galileo,
belonging to the European Union and developed by the Euro-
pean Space Agency (ESA); and the BeiDou Navigation Satel-
lite System (BDS), developed by the China National Space
Administration (CNSA). In this paper, we use the GPS
because it is well recognized.26 The GPS consists of at least
24 satellites on six equally spread orbits around Earth. The
six orbital planes are inclined at an angle of 55 with respect
to the equator. The orbits are located approximately
20200 km above Earth’s surface.26 The GPS receiver must
receive the signals of at least four satellites to estimate a 3-
dimensional position and provides the accurate Coordinated
Universal Time (UTC).26 However, the GPS satellites transmit
signals at two radio frequencies called L1 and L2, which are
centered at 1575.41 MHz and 1227.60 MHz, respectively.25
In the precise range measurements, the pseudo random noise
(PRN) used to modulate each frequency and the standard
positioning service (SPS) is associated with a coarse acquisition
(C/A) code.25 The precise positioning service (PPS) uses the
precise code (P-code). Frequency L1 is modulated by the C/
A and P-codes, whereas L2 is modulated by the P-code only.25
The measurement model, which is related to the position
and velocity of the UAV used in this paper, can be expressed as
hðx; uÞ ¼ I33 033 039
033 I33 039
 
x ð9Þ3. Nonlinear H‘ filter
The strength of this approach is that no statistical assumptions
regarding the noise signals are required and it has been demon-
strated that it is robust against un-modeled dynamic parameter
variation and model reduction.27 The common performance
criterion of the filter is to guarantee a bounded energy gain
from the worst possible disturbance to the estimation error.11
In this paper, we will consider the NH1 approach developed
by Einicke and White,10 where the higher-order terms are
not neglected and a min–max estimation problem is resolved
through the typical NH1 techniques.
11 The extended H1 filter
is the standard H1 filter for the problem given by Einicke and
White11
xk ¼ fðxk1; uk;wkÞ
wk  Nð0;QkÞ

ð10Þ
The measurement model is presented as
yk ¼ hðxk; mkÞ
mk  Nð0;RkÞ

ð11Þ
The observation and measurement model noise are
assumed to be a zero-mean uncorrelated random sequence.28
At time k, xk is the state vector of the system; uk is control vec-
tor; the random variables wk and mk represent the process and
measurement noise, respectively; yk is the measurement vector;
Qk is the process noise covariance; and Rk is the measurementnoise covariance.28,29 The nonlinear model and measurement
model expanded as a Taylor series around the filtered and pre-
dicted estimates of x^k and x^k1 can be defined as follows
5,12:
xkþ1 ¼ Fkxk þ Bkwk
yk ¼ Hkxk þ mk

ð12Þ
where
Fk ¼ fðx^k1=k1; uk1Þ þ DfkðxÞðxk  x^k=kÞ þ D1ðxk  x^k=kÞ
ð13Þ
Bk ¼ ½DfwðxÞ þ D2ðxk  x^k=kÞwk ð14Þ
Hk ¼ hðx^k=k1; ukÞ þ DhkðxÞðxk  x^k=k1Þ þ D3 xk  x^k=k1
 
ð15Þ
where DfkðxÞ is the Jacobian of f evaluated at xk1; x^k=k is the
estimated state vector at time k and x^k=k1 the predictor state;
DfwðxÞ is the Jacobian of f=wk evaluated at xk1; DhkðxÞ is the
Jacobian of h evaluated at xk1; and Di ði ¼ 1; 2; 3Þ represents
the higher-order terms of the Taylor series norm, which are
bounded as kDik 6 di.5,30
The time update of the estimation error covariance can be
defined as follows:
xkþ1=k ¼ fðxk=k; uk; 0Þ ð16Þ
Pkþ1=k ¼ FkPk=kFTk þ BkQkBTk ð17Þ
where Pk=k is error covariance at time k.
Then, the EKF formulation is written in the predictor–cor-
rector scheme as follows:
(1) Kalman gain
Kk ¼ Pk=k1HTk HkPk=k1HTk þ Rk
 1 ð18Þ
where Pk=k1 is error covariance at time k given all information
up to time k 1.
(2) Corrected state estimate
x^k=k ¼ x^k=k1 þ Kk yk  hkðx^k=k1Þ
  ð19Þ
(3) Corrected covariance matrix
Pk=k ¼ Pk=k1  Pk=k1HTk HkPk=k1HTk þ Rk
 1
HkPk=k1
¼ I KkHkð ÞPk=k1 ð20Þ
The NH1 approach is applied using the system defined in
Eq. (12) in the following form:
xkþ1 ¼ Fkxk þ Bkwk þMk þ Tk
yk ¼ Hkxk þ mk þ nk þ /k

ð21Þ
~xk=k ¼ xk  x^k=k ð22Þ
where the additional exogenous inputs Tk, /k, Mk and nk sat-
isfy the following conditions11:
kTkk 6 d21k~xk=kk2 þ d22kwkk2 ð23Þ
k/kk2 6 d23k~xk=kk2 ð24Þ
Mk ¼ fkðx^k=kÞ  Fkx^k=k ð25Þ
nk ¼ hkðx^k=k1Þ Hkx^k=k1 ð26Þ
428 F. Outamazirt et al.Eq. (21) is represented by scaling wk and mk as follows
11:
xkþ1 ¼ Fkxk þ Bkcwwk þMk ð27Þ
c2w ¼ c2v 1þ d22
 1 ð28Þ
yk ¼ Hkxk þ cvmk þ nk ð29Þ
c2v ¼ 1 c2d21  c2d23 ð30Þ
where c is disturbance attenuation.
The NH1 algorithm steps are the same as the structure of
the EKF algorithm defined in Eqs. (19)–(23), with the only dif-
ference in the formulation of the approximate error covariance
correction, which is given by
Pk=k ¼ Pk=k1  Pk=k1 CTk ;HTk
 
 CkPk=k1C
T
k  c2I CkPk=k1HTk
HkPk=k1CTk HkPk=k1HTk þ Rk
" #1
 Ck
Hk
 
Pk=k1
ð31Þ
where Ck is measurement matrix.
As the approach of NH1 used in this paper is based on the
idea of EKF, the NH1 still suffers from the shortcoming of
EKF relating to the constraint of the low linearity of the sys-
tem and the errors due to the Jacobian matrix calculation.31
Additionally, the difficulty of tuning parameter c leads to con-
trolling the tradeoff between the H1 performance and mini-
mum variance performance.11 The problem is that when the
state error and process noise are considered insignificant, the
NH1 reverts to EKF when c tends to infinite.
11 The search
for a way to circumvent these issues is the motivation to inves-
tigate a new approach to filtering based on the sliding mode,
known as the SVSF.Fig. 2 Scheme representing integrated navigation system based on SV4. Smooth variable structure filter
The first attempts to introduce the efficient estimation strategy
of the VSF as a new predictor corrector were in 2002.32,33 This
type of estimation uses approaches based on variable structure
control theory, which can guarantee stability given bounded
parametric uncertainty.32 Emelyanov and a number of co-
researchers from the former Soviet Union34 investigated the
variable structure control and sliding mode control. The distin-
guishing feature of sliding mode control theory is that it pro-
vides a method to design a system, thus, the controlled
system should have parametric uncertainty and external distur-
bances.35 The VSF is a type of sliding mode estimator where
the switching gain concept is used to keep the estimates con-
verging in the existence subspace to true state values.22 A fur-
ther development of the VSF estimation results from its
derivation, known as the SVSF, which was introduced in
2007.20 The SVSF is model-based and has been applied to
smooth nonlinear dynamic equations.36 It is stable and robust
to modeling uncertainties and noise, giving an upper bound on
the level of un-modeled dynamics or knowledge of the level of
noise.20 However, the estimation error or filtering innovation is
used in the classical filtering approaches as landmarks to mea-
sure their performances and accuracy. Moreover, the SVSF is
endowed with a performance indicator that quantifies the
degree of uncertainty and modeling error specific to each state
or parameter that is being estimated.20
The present paper is part of the continuous line of research
concerning the previously obtained results using the SVSF to
solve the UAV localization problem.37 In this paper, the archi-
tecture based on the complementary dead reckoning system
(SINS) and positioning system (GPS) used to solve the UAV
localization problem is shown in Fig. 2.We investigate an alter-
native to the EKF, NH1 and standard SVSF-based dataSF with covariance derivation and an adaptive boundary layer.25
Fig. 3 Estimation of airborne positions.
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self-localization problem using the full mathematical model of
the SINS/GPS navigation system with the UAV position,
velocity and Euler angle, as well as the gyro and accelerometer
biases.This alternative is based on SINS and GPS data using the
nonlinear SVSF with a covariance derivation and adaptive
boundary layer width. The novel estimation technique SVSF
is considered to obtain a higher position and velocity accuracy
while overcoming the shortcoming of the Kalman filtering
Fig. 4 Estimation of airborne 3D trajectory.
430 F. Outamazirt et al.techniques when modeling uncertainties are present. In the
SVSF, as shown in Fig. 2, the trajectory of a state variable
in time is obtained through the uncertain model of the nonlin-
ear system SINS/GPS, which is used to generate the trajectory
of an estimated state.20 The estimated trajectory is then
enforced in the direction of the true state trajectory, in such
a way that it will be in the existence subspace whereby the esti-
mated trajectory converges to the true state.20 The width of the
existence subspace is unknown and is a function of the distur-
bances and uncertainties20 as the effects of unknown gravity
modeling errors, accelerometer bias and gyroscope drift. To
saturate and smooth out the chattering within the subspace,
an adaptive boundary layer (w) will be used along the sliding
surface.22 Following this, we summarize the main equations
for different variants of the SVSF.
4.1. SVSF with covariance derivation
The SVSF presented in Ref.20 does not have a covariance,
which could be used to determine the optimal value of the
gain.21 To obtain the covariance matrix, a revised form of
the SVSF was presented in Ref.21 without affecting its stabil-
ity.21 The SVSF with covariance derivation is defined by the
following equations.21
A priori state estimate is predicted using the estimated
model of the system as follows:
x^kþ1=k ¼ A^x^k=k þ B^uk ð32Þ
where A^ and B^ are estimated linear system transition matrix
and estimated linear input gain matrix, respectively.
A priori state error covariance is given by
Pkþ1=k ¼ APkþ1=kAT þQk ð33Þ
where A is a linear system transition matrix.
A priori estimate of the measurement is given by
z^kþ1=k ¼ H^x^kþ1=k ð34Þ
where H^ is a estimated linear measurement output matrix.
A priori output error estimate is calculated as
ezkþ1 ¼ zkþ1  z^kþ1=k ð35Þ
where zkþ1 is the measurement output.
The SVSF gain is calculated as a function of the error in the
predicted output, and the smoothing boundary layer is given
by
Kkþ1 ¼ diag ezkþ1=k
			 			þ c ezk=k			 			
   sat ezkþ1=kw
  
 diag1 ezkþ1=k

 
ð36Þ
where  denotes element-by-element multiplication.
A posteriori state estimate is calculated as
x^kþ1=kþ1 ¼ x^kþ1=k þ Kkþ1ezkþ1=k ð37Þ
A posteriori state error covariance is a function of the a pri-
ori state error covariance and the measurement model, and the
measurement noise covariance is given by
Pkþ1 ¼ I Kkþ1Hð ÞPkþ1=k I Kkþ1Hð ÞT þ Kkþ1Rkþ1KTkþ1 ð38Þ
where H is a linear measurement output matrix.A posteriori output error estimate is given by
ezkþ1=k ¼ zkþ1  H^x^kþ1=kþ1 ð39Þ
4.2. SVSF with derivation of an optimal boundary layer width
In the SVSF presented in Ref.21, the boundary layer width is
defined by the upper bound on modeling errors and the mag-
nitude of noise corrupted estimation process, which could be a
limiting factor of the gain, by using a larger subspace bound-
ary and smoothing more than required.22 Moreover, it was
assumed that a boundary layer exists for each state trajectory
estimated.22 In 2011, a revised form of SVSF22 was introduced,
where an optimal variable boundary layer is obtained by min-
imizing the trace of the a posteriori covariance matrix.22 The
iterative process of the revised SVSF is summarized as
follows.22
A priori state estimate is predicted using the estimated
model of the system as Eq. (32), a priori state error covariance
is the same as Eq. (33), a priori estimate of the measurement is
the same as Eq. (34) and a priori output error estimate can be
calculated by Eq. (35).
The boundary layer w is a function of the a priori state
error covariance Pkþ1=k, the measurement covariance Rkþ1, a
priori ezkþ1=k and a posteriori measurement error ezk=k and the
convergence rate c, and is given by
wkþ1 ¼ Pkþ1=k þ Rkþ1

 
Pkþ1=k
1 ezkþ1=k
		 		þ c ezk=k			 			
  ð40Þ
where jezkþ1=k j is the absolute value of a priori measurement
error and jezk=k j is the absolute value of a posteriori measure-
ment errors. A posteriori state estimate is the same as Eq. (37).
The SVSF gain is calculated as a function of a priori ezkþ1=k
and previous a posteriori measurement error ezk=k ,
22 and it can
be calculated as
Kkþ1 ¼ ezkþ1=k
			 			þ c ezk=k			 			
   sat ezkþ1=kw
 
ð41Þ
The convergence rate is c and the boundary layer is w. The
posteriori state error covariance is a function of a priori state
error covariance, the measurement model and the measure-
ment noise covariance, and it can be calculated by Eq. (38).
A posteriori output error estimate is given by Eq. (39).
4.3. Nonlinear SVSF without covariance derivation
The optimal estimation in nonlinear systems applying Kalman
filtering (KF) and its extension is achieved at the expense of
stability and robustness.38 The SVSF has been developed with-
out covariance derivation and applied to linear and nonlinear
Fig. 5 Estimation of airborne velocity.
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Table 1 Comparison of computation time between EKF,
NH1, standard SVSF and SVSF-CABL.
Item Required time for 100 iterations (s)
EKF 0.3967
NH1 0.3105
Standard SVSF 0.2987
SVSF-CABL 0.2971
432 F. Outamazirt et al.systems.20 The nonlinear SVSF without covariance derivation
applied to the nonlinear model defined in Eq. (5) is expressed
as follows.20
The predicted state estimate calculated through the process
model is given by
x^kþ1=k ¼ fðx^k=k; ukÞ ð42Þ
The predicted state estimate x^kþ1=k obtained is used to cal-
culate the related predicted measurement z^kþ1=k as
z^kþ1=k ¼ hðx^kþ1=kÞ ð43Þ
The a priori and a posteriori output error estimates are
given by
ezkþ1=k ¼ zkþ1  z^kþ1=kþ1 ð44Þ
ezk=k ¼ zk  z^k=k ð45Þ
The gain is computed using a priori and a posteriori mea-
surement errors, the smoothing boundary layer widths w, the
convergence rate c and the measurement matrix H^ as20
Kkþ1 ¼ H^1 ezkþ1=k
			 			þ c ezk=k			 			
 			 			  sat ezkþ1=k ;w
  ð46Þ
The update of the state estimates can be calculated as
x^kþ1=kþ1 ¼ x^kþ1=k þ Kkþ1 ð47Þ4.4. Nonlinear SVSF with covariance derivation and an adaptive
boundary layer
In this section, the nonlinear SVSF with covariance derivation
and adaptive boundary layer (SVSF-CABL) is presented. The
stability and the robustness against modeling uncertainty and
noise of this new form of SVSF have been proven in Ref.21.
The nonlinear SVSF-CABL algorithm is summarized as
follows.
The predicted state estimates x^kþ1=k calculated through the
process model are given by Eq. (42) and a priori state error
covariance is calculated by Eq. (33). Then, the predicted state
estimates calculated in Eq. (42) and the corresponding pre-
dicted measurements shown in Eq. (43) are used to calculate
the measurement errors as Eq. (44).
The SVSF gain used to update the state estimate is a func-
tion of a priori measurement error ezkþ1=k and a posteriori mea-
surement errors ezk=k , the smoothing boundary layer widths w,
the convergence rate c and the linearized measurement matrix
H39:
Kkþ1 ¼ H1diag ezkþ1=k
			 			þ c ezk=k			 			
   sat w1ezkþ1=k
 h i
 diag1 ezkþ1=k

 
ð48ÞThe boundary layer w is the same as Eq. (40) which is a
function of the a priori state error covariance Pkþ1=k, the mea-
surement covariance Rkþ1, a priori measurement error ezkþ1=k
and a posteriori measurement errors ezk=k , and the convergence
rate c. w1 is diagonal matrix constructed from the smoothing
boundary layer vector w such that
w1 ¼
1
w1
0 0
0 . .
.
0
0 0
1
wm
2
666664
3
777775 ð49Þ
where m is the number of measurements and the saturation
function defined in Eq. (48) is calculated as
sat w
1ezkþ1=k

 
¼
1 ezi;kþ1=k=wi P 1
ezi;kþ1=k=wi 1 < ezi;kþ1=k=wi < 1
1 ezi;kþ1=k=wi 6 1
8><
>: ð50Þ
where ezi; kþ1=k is the element of a priori measurement error
ezkþ1=k .
The gain calculated in Eq. (48) is used to update the state
estimates x^kþ1=kþ1 as Eq. (37) and the state error covariance
matrix is the same as Eq. (38).
Then, the updated state estimate x^kþ1=kþ1 is used to update
the measurement estimates z^kþ1=kþ1 as
z^kþ1=kþ1 ¼ hðx^kþ1=kþ1Þ ð51Þ
Finally, the z^kþ1=kþ1 calculated is used to update the mea-
surement errors such that
ezkþ1=k ¼ zkþ1  z^kþ1=kþ1 ð52Þ5. Results
5.1. Estimation of airborne position
The simulation results show a comparison between the SINS,
GPS, EKF, NH1, standard SVSF and SVSF-CABL. We pre-
sent the comparison to validate the proposed SVSF-CABL as
an alternative to the EKF, NH1 and standard SVSF-based
data fusion techniques for the autonomous airborne naviga-
tion and self-localization problem. The sampling rates used
for each sensor and the update rate of the filters used in this
study can be expressed as follows:
fSINS ¼ 100 Hz; fGPS ¼ 1 Hz; fEKF ¼ 10 Hz;
fNH1 ¼ 10 Hz; fstandard SVSF ¼ 10 Hz; fSVSF-CABL ¼ 10 Hz
The first results show the UAV position and velocity fol-
lowing three axes (north axis, east axis and downward axis)
using different filters. The UAV position estimation is pre-
sented in Fig. 3, respectively, following the three axes. The
comparison between the SINS, GPS, EKF, NH1, standard
SVSF and SVSF-CABL techniques shows that the four filters
provide good performances based on a comparison with the
SINS position. The EKF and NH1 filter positions exhibit
some chattering around the GPS position. In contrast, the
standard SVSF and SVSF-CABL are relatively similar and
perform significantly better than EKF and NH1. The
Fig. 6 True estimation error of airborne position.
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Fig. 7 True estimation error of airborne velocity.
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Fig. 8 Estimation of a priori error and a posteriori error of SVSF-CABL for position.
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Fig. 9 Estimation of a priori error and a posteriori error of SVSF-CABL for velocity.
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Fig. 10 Estimation of airborne position using real GPS and real IMU data.
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Fig. 11 Estimation of airborne velocity using real GPS and real IMU data.
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confirmed by the 3D trajectory shown in Fig. 4, where the
trajectories are compared with the true state. Under reduced
initial conditions, including heavy nonreality, modeling errors
and uncertainties, the airborne position estimated by nonlinear
SVSF-CABL clearly shows its robustness and smoothness
compared to the standard SVSF, EKF and NH1.
5.2. Estimation of airborne velocity
Fig. 5 present the evolution of the UAV velocities following
the north axis, east axis and downward axis, respectively.
The four filters EKF, NH1, standard SVSF and SVSF-
CABL maintain good precision compared to the SINS veloci-
ties, which drift with time.
Table 1 provides a comparison of the computation times
between EKF, NH1, standard SVSF and SVSF-CABL for
100 iterations. The UAV localization algorithm using the
SVSF-CABL is computationally fast compared to EKF and
NH1. The SVSF-CABL enables a quicker computation time
than the standard SVSF, which makes it suitable for real-
time implementation.
5.3. True estimation error of airborne position and velocity
Figs. 6 and 7 present the true estimation error of the airborne
position and velocity following the three axes in the presence
of modeling errors and uncertainties, indicating that the pro-
cess and observation noises are uncorrelated zero-mean Gaus-
sian. As seen from Figs. 6 and 7, the nonlinear SVSF-CABL
and standard SVSF are more accurate and provide a smaller
estimation error than the EKF and NH1 filters. Moreover,
the results show that the nonlinear SVSF-CABL maintains a
small level of the true estimation error, without any assump-
tion regarding the noise characteristics.
The a priori error and a posteriori error are critical for
the SVSF filter convergence. Figs. 8 and 9 present a
comparison between the a priori error and a posteriori error
of the SVSF with an adaptive boundary layer for the
position and velocity following the three axes. The a poste-
riori error is smaller than the a priori error for position and
velocity because the a priori error is based on the predicted
measurement, whereas the a posteriori error is based on the
true measurement.
5.4. Experimental evaluations of SVSF-CABL using real GPS
and real IMU data
The results shown in Figs. 10 and 11 present the estimation of
the airborne position and velocity following three axes using
real GPS and real IMU data. It is clear from the experimental
evaluations using real GPS and real IMU data that the SVSF-
CABL filter maintains good accuracy compared to standard
SVSF and the EKF which presents lot of chattering. These
results confirm the robustness of SVSF-CABL for real sce-
nario. The robustness of the SVSF-CABL depends highly to
the wide of the boundary layer. This latter is calculated adap-
tively by minimizing the trace of the covariance matrix, which
increases the robustness of the proposed approach.6. Conclusions
In this paper, the proposed approach suggests the use of a non-
linear SVSF with a covariance derivation and adaptive bound-
ary layer width (SVSF-CABL) as another alternative to the
EKF, NH1 and standard SVSF-based data fusion techniques
using SINS/GPS for the autonomous airborne navigation and
self-localization problem. We demonstrate the performance
and implementation advantages of this approach, which is
more robust against modeling error and parameter uncertainty
and provides accurate estimations compared with the EKF,
NH1 and standard SVSF techniques. Our future research
work will exploit the performances of the standard SVSF
and SVSF with a covariance derivation and adaptive boundary
layer to develop their hybridization using fuzzy logic.
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