Universality of Low-Energy Scattering in 2+1 Dimensions: The Non
  Symmetric Case by Khuri, N. N. et al.
ar
X
iv
:h
ep
-th
/0
40
12
22
v2
  2
1 
Se
p 
20
04
RU03–B
UNIVERSALITY OF LOW-ENERGY SCATTERING IN 2 + 1 DIMENSIONS:
THE NON SYMMETRIC CASE
N.N. Khuri(a), Andre Martin(a)(b), Pierre C. Sabatier(c) and Tai Tsun Wu(d)
(a)Department of Physics, The Rockefeller University, New York, New York 10021-6399
(b)Department of Physics, CERN, Theory Division, Geneve 23, Switzerland
(c) Laboratoire de Physique Mathematique, Universite de Montpellier II
Sciences et Techniques du Languedoc, F-34095, Montpellier, France
(d)Gordon McKay Laboratory, Harvard University, Cambridge, Massachusetts 02138-2901
Abstract
For a very large class of potentials, V (~x), ~x ∈ R2, we prove the
universality of the low energy scattering amplitude, f(~k′, ~k). The re-
sult is f =
√
π
2 (1/log k)+o(1)/(log
1
k ). The only exceptions occur if V
happens to have a zero energy bound state. Our new result includes
as a special subclass the case of rotationally symmetric potentials,
V (|~x|).
1
1 Introduction
In a recent paper we proved an interesting universality property for the low-energy
scattering limit in two space dimensions.1 This was done both for massive quantum
field theory in 2+1 dimensions, and for non-relativistic quantum mechanics in two
space dimensions for a centrally symmetric force.
The result briefly stated is that the S-wave phase shift, δ0(k), k being the c.m.
momentum, vanishes as δ0 → c/log(k/m) as k → 0, or in exceptional cases, δ0 =
O(k2). The constant, c, is universal: c = π/2 independent of the dynamics. For
potential scattering this kind of universality was first noted in ref. 2, albeit with an
incomplete proof which missed among other things the exceptional class of potentials.
For the field theoretic case the result can be found in an earlier paper.3 But it is buried
in a much more general context and its physical significance was not discussed.
Physics in two space dimensions was initially mostly of theoretical and mathemat-
ical interest. However, especially in the five years since ref. 1 appeared, we have had
several physical experimentally accessible systems which have two space dimensions.
These systems appear in condensed matter physics, and a recent review is given in
ref. 4. We also note more recent theoretical papers by Lieb and Yngvasson5 and also
by Ren 6. It is important to note that in the condensed matter systems the forces are
often not rotationally symmetric and in some cases they are also non-local.
In the present paper we return to the non-relativistic case but treat potentials
which have no rotational symmetry, V ≡ V (~x), ~xεR2. In this case there are no
phase-shifts, but we obtain the corresponding low energy result for the full amplitude
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which agrees with that obtained in the rotationally symmetric case. This is obtained
under very general and ”reasonable” conditions on V (~x) which have the following
three properties: a.) They are linear in V ; b.) They are invariant under a shift of
origin, and c.) They include the previously studied case of ref.1.
Section II is devoted to preliminaries and definitions, including the Green’s func-
tion in R2 and the scattering integral equation.
In Section III we study the Fredholm integral equation with the 2D zero energy
Green’s function, G0 = (
1
2π
)log|~x− ~y|. The main task in this section is to define the
general class of potentials, V (~x), to be considered.
In Section IV, we consider the Lippmann-Schwinger equation for k > 0. We prove
that, given our class of potentials, then for any real fixed k with k > 0, this equation
has a unique solution, ψ(~k, ~x), with ψεC , where C is the Banach space of continuous
functions on R2 with a sup norm. We also obtain a k-dependent upper bound for
‖ ψ ‖, which will prove useful in the succeeding sections.
Section V is devoted to proving that the zero energy kernel defines a compact
operator on C. We also show that even in the case where there exist non-trivial
solutions of the homogeneous integral equation with a zero energy kernel, one still
has solutions of the inhomogeneous equation. However these are not unique. This
helps in solving the ”exceptional case” where φj, j = 1..., N, are solutions of the
homogeneous equation but with
∫
d2xφj(~x)V (~x) = 0.
We end up with two cases to consider. Case A is where the solution(s) of the
inhomogeneous equation,φ˜, are such that
∫
d3xφ˜(~x)V (~x) 6= 0. Case B is where the
solutions of the inhomogeneous equations satisfy
∫
d3xφ˜(~x)V (~x) = 0.
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In Section VI we prove the universality of the low energy scattering amplitude for
case A. The result for the full scattering amplitude f(~k′, ~k) is f = −√π
2
(log 1
k
)−1 +
o(1)/(logk). This agrees with our result for the symmetric case given in ref. 1.
In Section VII, we treat the ”exceptional case”, i.e. case mainly B, and obtain
f = o(1)/log( 1
k
). Finally in Section VIII we discuss two additional exceptional cases,
AII and BI .
We briefly discuss the case of non-local potentials in Section IX. This is limited to
giving the class of non-local potentials W (~x, ~y), that can be studied by our methods.
Finally, in the last section we give a series of comments and conclusions related
to issues raised by this work.
2 Non-Relativistic Scattering in 2D
The free Green’s function in two dimensions is given by,
G(~x, ~y) ≡ 1
4i
H
(1)
0 (k | ~x− ~y |), (2.1)
where
(∇2 + k2)G(~x, ~y) = δ2(~x− ~y), (2.2)
with ~x, ~yεR2, and H
(1)
0 is the standard Hankel function.
The scattering integral equation is
ψ(~k, ~x) = ei
~k.~x +
1
4i
∫
d2yH
(1)
0 (k | ~x− ~y |)V (~y)ψ(~k, ~y). (2.3)
The class of non-central potentials, V , will be specified in the next section.
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The asymptotic behavior of ψ for large | ~x | is given by
ψ(~k, ~x)−−−→|~x|→∞ei~k.~x + i√
k
f(~k′, ~k)
ei(kr−
pi
4
)
√
r
, r = |~x|, ~k′ = k ~x|~x| . (2.4)
Here we have used the large | z | behavior of H(1)o (z). This leads to
G −−−−→|~x−~y|→∞1
i
√
1
8πk|~x− ~y| e
i(k|~x−~y|−pi
4
). (2.5)
Equation (2.4) defines the scattering amplitude, f(~k′, ~k). One should note that
in Eq. (2.4) we have chosen a center, i.e. the point ~x = 0. Unlike the rotationally
symmetric case, the definition of f is only unique up to a phase. Shifting the center
by ~a, ~x → ~x + ~a, the new amplitude differs by a factor exp(i(~k′ − ~k).~a). One should
note that the forward scattering amplitude is invariant under this shift as one would
expect from the optical theorem. In this paper, we are only interested in the k → 0
limit, which is clearly independent of the choice of a center.
From Eqs. (2.2) and (2.4) we have the standard expression for f ,
f(~k′, ~k) =
−1√
8π
∫
d2xe−i
~k′.~xV (~x)ψ(~k, ~x), (2.6)
where | ~k′ |=| ~k |.
The problem we face in this paper originates from the logarithmic singularity of
H
(1)
o (z) at z = 0.
We define R(z) by the following
H
(1)
0 (z) ≡ C0 +
2i
π
log z +R(z), (2.7)
where
C0 ≡ 1 + 2i
π
[γ − log2], (2.8)
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and γ is Euler’s constant. For small | z | we have
R(z) = O(| z |2| log|z||). (2.9)
Substituting Eq.(2.7) in (2.3) we obtain
ψ(~k, ~x) = ei
~k·~x +
∫
d2y[
log k | ~x− ~y |
2π
+
C0
4i
+
R(k | ~x− ~y |)
4i
]V (~y)ψ(~k, ~y). (2.10)
From Eq. (2.7) we also have
R(k | ~x |) = H(1)0 (k | ~x |)−
log k | ~x |
2π
− C0
4i
. (2.11)
Using this result we obtain
ψ(~k, ~x) = ei
~k·~x + F (~k)[
H
(1)
0 (k | ~x |)
4i
− log |~x|
2π
] (2.12)
+
1
2π
∫
d2y (log | ~x− ~y |)V (~y)ψ(~k, ~y)
− 1
4i
∫
[R(k | ~x |)− R(k | ~x− ~y |)]V ~(y)ψ(~k, ~y).
where F is defined as
F (~k) ≡
∫
d2yV (~y) ψ(~k, ~y). (2.13)
We stress that in going from Eq.(2.3) to (2.12) we have made no approximations.
We will show in Appendix B that the last term in (2.12),is for small k, proportional
to [o(1)/| ln k|](sup~y|ψ(~k, ~y)|), and is thus small compared to the term preceding.
It is clear then from Eq. (2.12) that our first task is to study the zero energy
kernel, K(~x, ~y) = ( 1
2π
log|~x−~y|) V (~y), which is the main term in (2.12). This analysis
will also give us the definition of the broadest class of V ′s that we will investigate.
6
3 The Zero Energy Kernel and the Class of Poten-
tials
In this section we consider the integral equation with the zero energy Green’s
function, G0 =
1
2π
log | ~x − ~y |. We use it to define our class of potentials V (~x),
essentially as those that lead to a kernel, K which is bounded on a Banach space of
continuous functions on R2.
We start with
φ(~x) = 1 +
1
2π
∫
d2y[log|~x− ~y|]V ~(y)φ(~y). (3.1)
It is more convenient to deal with functions that have a finite sup norm. We define
u(~x) =
φ(~x)
log(2 + |~x|) , (3.2)
u0(~x) =
1
log(2 + |~x|) . (3.3)
The resulting integral equation is
u(~x) = u0(~x) +
∫
d2yK(~x, ~y)u(~y), (3.4)
with
K(~x, ~y) =
1
2π
(log|~x− ~y|)V (~y) log(2 + |~y|)
log(2 + |~x|) . (3.5)
The objective is to study Eq. (3.4) for uεC , the Banach space of all bounded
continuous functions on R2. The norm on C is
‖u‖ = sup
~xǫR2
|u(~x)|. (3.6)
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C is complete and convergence in the norm is uniform convergence.
Our task in this section is to define suitable conditions on V (~x) that are needed
to guarantee that K(~x, ~y) is a bounded operator on C , i.e. we seek some sufficient
conditions on V (~x) such that
∫
d2y|log|~x− ~y|V (~y)| log(2 + |~y|)
log(2 + |~x|) < M, (3.7)
for all ~xǫR2.
By suitable conditions we mean:
i) The conditions are linear in |V (~x)|;
ii) The conditions are invariant under a shift of origin;
iii) The conditions are invariant under a scale change; and
iv) The previous symmetrical case of ref. 1 is included.
Here iii) implies that k can be replaced by any positive multipole of k. In particu-
lar, the k of Sec. 2 can be replaced by any positive number, an especially convenient
choice being 1. To show this explicitly, note that, for k > 0; there is the following
inequality:
2 + k|~x|
2 +~|x|
≤ max(1, k). (3.8)
This inequality implies immediately
log(2 + k|~x|)− log(2 + |~x|) ≤ max(0, logk)
and
log(2 + k|~x|)− log(2 + |~x|) ≤ max(logk, log 1
k
). (3.9)
8
) We prove that the following two conditions are sufficient to guarantee the validity
of Eq. (3.7) and hence the boundedness of K,
(A.)
∫
d2y|V (~y)|(log(2 + |~y|))2 < M. (3.10)
and
(B.)
∫ 1
0
ydy|logy| ||V (~y)|R < M, (3.11)
where |V (~y)|R is the rearrangement of |V (~y)|.
We remind the reader that the circular decreasing rearrangement of a non-negative
function, f(~x), is a decreasing function, fR(|~x|), such that
µ[fR(|~x|) ≥ A] = µ[f(~x) ≥ A], ∀A; (3.12)
where µ is the Lebesgue measure.
For the proof, we introduce for positive r,
log+r = max(logr, 0), (3.13)
log−r = max(−logr, 0).
Hence we have
logr = log+r − log−r, (3.14)
|logr| = log+r + log−r.
This splits Eq. (3.7) into two inequalities,
∫
d2ylog+|~x− ~y| |V (~y)| log(2 + |~y|)
log(2 + |~x|) < M, (3.15)
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and ∫
d2ylog−|~x− ~y| |V (~y)| log(2 + |~y|)
log(2 + |~x|) < M. (3.16)
We consider Eq. (3.13) first. Fixing ~y, we have
max
~x
log+|~x− ~y|
log(2 + |~x|) = max~x
log|~x− ~y|
log(2 + |~x|) = max~x
log(x+ y)
log(2 + x)
. (3.17)
But, for fixed y, the last expression above is monotonic in x. Therefore we obtain
max
~x
log+|~x− ~y|
log(2 + |~x|) ≤
log(2 + y)
log2
. (3.18)
Hence the inequality (3.13) is satisfied provided that the condition (A), given in Eq.
(3.8) is true. One should note that (A) is invariant under a change of origin.
Next we go to the inequality (3.14). Because of the factor log−|~x − ~y|, we know
that the integrand in (3.13) is zero if |~x− ~y| > 1. Hence our domain of integration is
such that
x− 1 < y < x+ 1. (3.19)
This gives
log(2 + y) < log(3 + x). (3.20)
But since [log(3 + x)/log(2 + x)] ≤ log3/log2, the validity of Eq. (3.14) reduces to
∫
d2ylog−|~x− ~y| · |V (~y)| < log3
log2
M. (3.21)
For any f(~r) we denote by fR(r) the rearrangement of |f(~r)|. One has the in-
equality ∫
d2y|f(~y)| · |g(~y)| ≤
∫
d2yfR(y)gR(y), (3.22)
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and using this result∫
d2ylog−|~x− ~y| · |V (~y)| ≤
∫
d2y(log−|~x− ~y|)R · |V (~y)|R (3.23)
≤
∫
d2y(log−y)R · |V (~y|)|R
≤
∫
d2y(log−y)|V (~y)|R.
But log−y = 0 for y > 1, and thus∫ 1
0
ydy|logy||V (~y)|R ≤ log3
log2
M. (3.24)
This establishes Eq. (3.14), and completes our proof that for potentials, V (~x), satis-
fying (A) and (B), K is a bounded operator on C.
In section V we prove that K is compact on C , and also prove other important
properties of the zero energy integral equation.
4 Solutions of the Lippmann-Schwinger Equation
for k > 0
We shall now proceed to prove that for our class of potentials the integral equation
(2.3), for any fixed real k with k > 0, has a unique solution, ψ(~k, ~x), with ψεC . The
norm of ψ, ‖ψ‖, will depend on k, but it is bounded for any fixed k > 0.
The integral equation (2.3) can be written as
ψ(~k, ~x) = ei
~k.~x +
∫
d2yK˜(k; ~x, ~y)ψ(~k, ~y), (4.1)
where
K˜(k; ~x, ~y) ≡ 1
4i
H
(1)
0 (k|~x− ~y|)V (~y). (4.2)
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We first prove the boundedness of K˜.
Lemma 4.1:
For any real k, k > 0, K˜ is a bounded operator on C , with
‖ K˜(k) ‖< M(k) <∞. (4.3)
where M(k) = M1[1 + log
1
k
].
Proof:
We use the bound on H
(1)
0 (λ),
|H(1)o (λ)| ≤ |H(1)0 (λ0)|+ log+(
λ0
λ
). (4.4)
This is proved in Appendix A. Hence we have
|H(1)0 (k|~x− ~y|)| < |H(1)0 (k0|~x− ~y|)|+ log
k0
k
; (4.5)
For our case we can set k0 = 1.
Next we need the following bounds on H
(1)
0 (|~x− ~y|),
|H(1)0 (|~x− ~y|)| < C1 + C2|log|~x− ~y|| ; |~x− ~y| < 1 (4.6)
|H(1)0 (|~x− ~y|)| < C3 ; |~x− ~y| ≥ 1.
Hence, for any χεC , we get
1
4
∫
|H(1)0 (|~x− ~y|)| |V ((~y)χ(~y)|d2y ≤ ‖ χ ‖ [C1
∫
|~x−~y|<1
d2y|V (~y)| (4.7)
+ C2
∫
|~x−~y|<1
d2y|log|~x− ~y|||V (~y)|
+ C3
∫
|~x−~y|>1
d2y|V (~y), |.
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But in the preceding section we proved that the middle integral above is bounded.
Hence we have
‖ K˜ ‖= sup
χǫC
‖ K˜χ ‖
‖ χ ‖ ≤M1(1 + log
1
k
). (4.8)
The theorems in textbooks for compact bounded operators on C are usually given
for finite domains |~x| <∞. We use the following lemma which is a generalization of
the ones in the textbooks.
Lemma 4.2
Let B be the Banach space of bounded continuous functions on Rm(m ≥ 1) and
Bo the subset of B formed by functions which tend to 0 at infinity. Bo is a closed
subspace of B.
Let Q denote an operator on B satisfying the following three conditions:
(1) For any gεB,
(Qg)(x) =
∫
q(x, y)g(y)dmy (4.9)
where q is an L1 function on Rm × Rm, and
(2)
∫ |q(x, y)|dmy exists and is bounded from above by h(x) where h is a continuous
positive function which tends to 0 at infinity,
(3) There exists a function η on [0, a] (for some a > 0) such that η(r)→ 0 when r → 0,
and such that, for every gεB and every (x, x′)εRm × Rm, satisfying |x− x′| ≤ a,
|Qg(x)−Qg(x′)| < ||g||η(|x− x′|). (4.10)
Then Q is compact from B to B, and in fact from B to Bo.
A proof of this lemma will be given in Appendix B.7
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Next we will use lemma 4.2 to prove the compactness of the operator K˜(k).
Lemma 4.3
For any fixed real k, k > 0, the operator K˜(k) defined by the kernel in Eq.(4.2) is
compact on C .
Proof:
From lemma (4.1) the operators, K˜(k), defined by the kernel,
K˜(k; ~x, ~y) ≡ 1
4i
H
(1)
0 (k|~x− ~y|)V (~y), (4.11)
are, for fixed non-zero k, also bounded operators on C. In addition for any ~xǫR2 we
have ∫
d2y|K˜(k; ~x, ~y)| ≤M <∞, (4.12)
which follows from the boundedness on C. But for large |~x|, |~x| >> 1
k
, we have
∫
d2y|K˜(k; ~x, ~y)| = O( 1√|~x|). (4.13)
This is due to the asymptotic behavior of H
(1)
0 (z). Hence, we can always find a
constant, M(k), such that
∫
d2y|K˜(k; ~x, ~y)| ≤ M(k)√
1 + |~x| , (4.14)
for all ~xǫR2.
Thus K˜(k) satisfies the first condition, i.e.(4.10), of lemma 4.2 with
h˜(|~x|) = M(k)√
1 + |~x| . (4.15)
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To establish the uniform continuity of f(~x), with f ≡ (K˜g)(~x), we note that, as given
in Eq. (2.7),
H
(1)
0 (k|~x− ~y|) = C0 +
2i
π
logk|~x− ~y|+ R(k|~x− ~y|), (4.16)
and uniform continuity for the kernel log|~x − ~y|V (~y) will be established in the next
section. The same result for the operator (RV ) will be given in Appendix C. Hence,
the conditions of lemma 4.2 are satisfied and therefore K˜(k) is compact on C for any
fixed non-zero k.
This completes the proof of lemma 4.3.
Using the Fredholm alternative we can now assert that a unique solution, ψ(~k, ~x),
of Eq. (4.1) exists for any fixed k > 0, unless the homogeneous equation,
ψ0(~k, ~x) = (K˜(k)ψ0(~k))(~x), (4.17)
has a nontrivial solution, ψ0. But one can easily prove that this leads to a contradic-
tion.
Lemma 4.4
For any real fixed k, k > 0, there are no nontrivial solution, ψ0(~k, ~x), of the
equation
ψ0(~k, ~x) =
∫
d2yK˜(k; ~x, ~y)ψ0(~k, ~y). (4.18)
Proof:
Since K˜ = (1/4i)H
(1)
0 (k|~x− ~y|)V (~y) we get for large k|~x|, |~x| >> 1k ,
ψ0(~k, ~x) = ie
i(kx−pi
4
)[
f˜0√
kx
+O(
1
(kx)3/2
)]. (4.19)
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where
f˜0 =
−1√
8π
∫
d2ye−i
~k.~yV (~y)ψ0(~k, ~y), (4.20)
with
~k′
|~k|
= ~x
|~x|
, and |~k′| = |~k| = k.
Next ψo(~k, ~x) satisfies the Schrodinger equation
−∇2ψ0 + V ψ0 = k2ψ0. (4.21)
This leads to
ψ∗0∇2ψ0 − ψ0∇2ψ∗0 = 0, (4.22)
since V is real. Integrating Eq. (4.22) over a large disc A∫
∂A
(ψ∗0
~∇ψ0 − ψ0~∇ψ∗0) · d~e = 0, (4.23)
~e = ~x/|~x|. We note that
~∇(e
i(kx−π/4)
√
kx
) =
ikei(kx−
pi
4
)
√
kx
· ~x|~x| +
~x
|~x|√kxO(
1
x
), (4.24)
where the O(1/x) factor has no k dependence.
Using the asymptotic expression (4.24) for ψ0, and substituting in Eq. (4.23), we
finally obtain as |~x| → ∞,
2π
∫
dθ|f˜0(k, θ)|2 = 0. (4.25)
This leads to a contradiction and completes the proof of Lemma 4.4.
In conclusion, for our class of potentials, and any k > 0, a unique solution, ψ(~k, ~x),
of Eq. (4.1) exists and is in C , i.e.
‖ ψ ‖= sup
~x
|ψ(~k, ~x)| ≤M1(k) <∞. (4.26)
The norm ‖ ψ ‖ of course depends on k, and in principle could grow as k → 0.
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5 Compactness of the Zero Energy Operator
We consider the integral equation (3.4)
u = u0 +Ku, (5.1)
with uǫC , u0(x) = 1/log(2 + |~x|)}, and
K(~x, ~y) =
1
2π
(log|~x− ~y|) log(2 + |
~y|)
log(2 + |~x|)V (~y). (5.2)
It is easy to check that Lemma 4.2 does not apply to K(~x, ~y) because of the large
|~x| behavior of K(~x, ~y). This difficulty can be bypassed by writing
K ≡ K(1) +B, (5.3)
where
K(1)(~x, ~y) =
1
2π
{log|~x− ~y| − log(2 + |~x|)} log(2 + |~y|)
log(2 + |~x|)V (~y); (5.4)
and B is a separable kernel
B(~x, ~y) =
1
2π
(log(2 + |~y|))V (~y). (5.5)
Lemma 5.1
K(1) defines a compact operator on C .
Proof:
The first condition of lemma 4.2 applies to K(1). Indeed we have
∫
|K(1)(~x, ~y)|d2y ≤ h˜(~x). (5.6)
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Here h˜(|~x|) = o(1) for large x, and h˜ → 0 as |~x| → ∞. This can be easily shown
using the methods of Section III.
Next we have to establish uniform continuity as given in inequality (4.10) in lemma
4.2.
We have, for any u(~x)ǫC, the image w(~x) given by
w(~x) =
1
log(2 + |~x|)
∫
d2y[log|~x− ~y| − log(2 + |~x|)]log(2 + |~y|)V (~y)u(~y). (5.7)
For any ~x0, δ > 0, we take the discs,
|~x− ~x0| ≤ 2δ, (5.8)
|~x′ − ~x0| ≥ 2δ.
We want to find a uniform bound on |w(~x)−w(~x′)| which depends only on δ and not
~x′ or ~x. Clearly, the second term in the bracket in (5.7) presents no difficulty and we
only need to bound |w˜(~x)− w˜(~x′)| where
w˜(~x) =
1
2π
1
log(2 + |~x|)
∫
d2y(log|~x− ~y|)V (~y)log(2 + |~y|)u(~y). (5.9)
We can now write
w˜(~x)− w˜(~x′) = 1
2π
[
1
log(2 + |~x|) −
1
log(2 + |~x′|) ] (5.10)∫
d2y(log|~x− ~y|)V (~y)log(2 + |~y|)u(~y)
+
1
2π
1
log2 + |~x′|
∫
d2y(log| ~x− ~y
~x′ − ~y |)V (~y)log(2 + |~y|)u(~y).
We treat the two terms in (5.10) separately
w˜(~x)− w˜(~x′) ≡ I1 + I2. (5.11)
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It follows immediately that
|I1| ≤ |
~x′| − |~x|
(2 + |~z|)[log(2 + |~x|)]2 |
∫
d2ylog|~x− ~y|V (~y)log(2 + |~y|)u(~y)|; (5.12)
+ where we have assumed |~x′| > |~x|, and
|~x| < |~z| < |~x′| (5.13)
The integral in (5.12) is bounded for uǫC , since it is almost identical to the integrals
studied in Eqs. (3.7) and (3.8). Thus we have
|I1| ≤ |~x− ~x
′|
2log(2 + |~x|) ·
C
2 + |~x| (5.14)
For I2 we introduce two potentials Vx0,δ(~x) and Wx0,δ(~x) such that
Vx0,δ = V, for |~x− ~x0| ≤ 2δ, (5.15)
= 0, |~x− ~x0| > 2δ.
and
Wx0,δ = 0, for |~x− ~x0| < 2δ, (5.16)
= V, for |~x− ~x0| > 2δ.
Next we have
|I(1)2 | ≤
‖ u ‖
log(2 + |~x′|)
∫
d2y|log |~x− ~y||~x′ − ~y| ||Wx0,δ(~y)|(log(2 + |~y|)) (5.17)
≤ ‖ u ‖
log(2 + |~x′|)
∫
d2y|[log |~x
′ − ~y|+ |~x− ~x′|
|~x′ − ~y|
+ log
|~x′ − ~y|+ |~x− ~x′|
|~x− ~y| ]|Wx0,δ(~y)|(log(2 + |~y|))
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But in this integral W~xo,δ(~y) vanishes for |~y − ~xo| ≤ 2δ. Hence it follows from Eq.
(5.9) that our region of integration over ~y is such that
|~x′ − ~y| > 2δ − δ > δ, (5.18)
|~x− ~y| > 2δ > δ.
Hence
|I(1)2 | ≤
C2
log(2 + |~x′|) ·
|~x− ~x′|
δ
∫
d2y|VN(~y)|log(2 + |~y|) (5.19)
≤ C2|~x− ~x
′|
δ
||u||.
Next we estimate I
(2)
2
|I(2)2 | ≤
‖ u ‖
log(2 + |~x′|)
∫
d2y|log |~x− ~y||~x′ − ~y| | |Vx0,δ(~y)|log(2 + |~y|) (5.20)
If we take δ < 1
3
, |~x− ~y| and |~x′ − ~y| in this integral are both less than one, hence
|I(22 )| ≤ C
∫
d2y[|log|~x− ~y||+ |log|~x′ − ~y||]|Vx0,δ(~y)||u||. (5.21)
We can replace log|~x− ~y| and log|~x′ − ~y| by log−|~x− ~y| and log−|~x′ − ~y|. Following
the same arguments as in Section III, we get
|I(2)2 | ≤ C3||u||
∫ 1
0
y dy|log y|Vx0,δ~(y)|R (5.22)
Now, Vx0,δ(~y) vanishes outside a disc of radius 2δ. Thus Vx0,δ(~y)|R = 0 for y > 2δ.
Note also that |Vx0,δ(~y)| ≤ |V (~x)| which implies
0 ≤ |Vx0,δ(~y)|R ≤ |V (~y)|R. (5.23)
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We finally get
|I(2)2 | ≤ C
∫ 2δ
0
y dy|log y| |V (~y)|R||u||. (5.24)
The consequence of the above integral allows us to choose δ such that for any small ǫ
∫ 2δ
0
y dy|log y| |V (~y)|R < ǫ. (5.25)
Adding up I1, |I(1)2 | and |I(2)2 | we obtain
|w˜(~x)− w˜(~x′)| ≤ { |~x| − |~x
′|
log(2 + |~x|)(2 + |~x|)C1 +
C2|~x− ~x′|
log(2 + |~x′|)δ (5.26)
+
C3ǫ
log(2 + |~x′|)}||u||.
We can choose now |~x− ~x′| < Min(ǫ/δ, δ < 1) and hence
|ω˜(~x)− w˜(~x′)| < C4ǫ||u||
log(2 + |~x|) . (5.27)
This proves the uniform continuity of w˜(~x) and hence of w(~x). Thus by lemma (4.2),
K(1) is compact. The separable kernel B is compact for our class of V . Hence, since
K = K(1) +B, the operator, K, is compact on C .
The Fredholm alternative thus holds for K, i.e. either a unique solution of the
inhomogeneous equation, (5.1) exists with uǫC , and u0 = 1/log(2 + |~x|), or there
must be at least one solution of the homogeneous equation
u1 = K u1 (5.28)
(From the compactness it follows when we have uj, j = 1, ..., N satisfying Eq. (5.28),
N is finite.)
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Returning to the notation of Eq. (3.1) with u = φ/ℓn(2 + |~x|), we have two cases
to consider:
(I) A unique solution for Eq. (3.1) exists
φ = 1 +Kℓφ. (5.29)
with
Kℓ =
1
2π
(log|~x− ~y|)V (~y), (5.30)
and
|φ(~x) ≤ C log|~x|, as |~x| → ∞, C 6= 0. (5.31)
Otherwise we have:
(II) There exist nontrivial, linearly independent, φj(~x), j = 1, ..., N, such that
φj = Kℓφj. (5.32)
Case II can be divided into two subcases:
∫
V (~x)φj(~x)d
2x = Vj 6= 0. (5.33)
In this case it is easy to see that if we define,
φa(~x) ≡ − φj(x)
Vj · logk1 , (5.34)
then
φa(~x) = 1 +
1
2π
∫
d2y[logk1|~x− ~y|]V (~y)φa(~y), (5.35)
which, except for the change of scale, 1→ k1, is essentially the same as Eq. (5.29).
22
For the second subcase a finite set of φ′js exist each satisfying the homogeneous
equation (5.33), and in addition∫
d2xV (~x)φj(~x) = 0, j = 1, ..., N. (5.36)
In Appendix D we give a proof of the following theorem
Theorem 5.1
If the homogeneous equation,
φ(x) =
1
2π
∫
d2y(log|~x− ~y|)V (~y)φ(~y), (5.37)
has non-trivial solutions, φj which satisfy∫
V (~x)φj(~x)d
2x = 0, j = 1, ..., N. (5.38)
then the inhomogeneous integral equation has non-unique solutions, φa,
φa(x) = 1 +
1
2π
∫
d2y(log|~x− ~y|)V (~y)φa(~y). (5.39)
where Eq. (5.38) is a necessary and sufficient condition for Eq. (5.39) to hold.
This theorem does not restrict φa(~x) to have
∫
d2xV (~x)φa(~x) to vanish.
With this last theorem it becomes clear that we have four cases to consider:
AI , AII , BI , BII . These are defined as follows:
AI : φ = 1 +Kℓφ has a unique solution, and
∫
d2xV (~x)φ(~x) 6= 0.
AII : There exist N linearly independent solutions,φj(~x), j = 1, ..., N, for the
homogeneous equation, φj = Kℓφj. But all the φj satisfy
∫
V (~x)φj(~x)d
2x 6= 0.
BI : φ = 1 +Kℓφ has a unique solution but
∫
d2xV (~x)φ(~x) = 0.
BII : The homogeneous equation, φ = Kℓφ, has N linearly independent solutions,
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φj, j = 1, ..., N, but
∫
d2xV (~x)φj(~x) = 0.
One should note that the trivial case V ≡ 0, belongs to BI . Since, φ = 1, is a
unique solution of φ = 1 +Kℓφ when V ≡ 0.
One should note also that in both cases AI and AII we have the bound
|φ(~x)| ≤ Const. log(2 + |~x|). (5.40)
While in cases BI , and BII we have stronger results. In Appendix E we prove
that for these two cases |φ(~x)| is bounded for all ~xǫR2, and more precisely |φ| → 0 as
|~x| → ∞ in the case BII .
We have referred to these cases as ”zero energy bound states”. They are the
limits, for a potential V = gV˜ , of the trajectories of negative energy bound states
En(g), when g decreases to a critical value gn, where En(gn) = 0. For E < 0, the
wave functions decrease exponentially, and they cannot approach a solution growing
like log|~x| for g = gn.
For any κ > 0, and k = iκ, there is a discrete set of couplings, gn(κ), such
that a physical bound state exists at E = −κ2. Here (1/gn(κ)) is an eigenvalue of
the homogeneous Lippmann-Schwinger equation(2.3). The discrete nature of gn(κ)
follows from the compactness of the operator in (2.3), as does the fact that at each E
the degeneracy is finite. But in addition to these general properties, two of us (A.M.
and T.T.W.) have shown9 that there exists an explicit bound on the number of zero
energy bound states.
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6 Universality for Case AI :
∫
V (~x)φ(x)d2x 6= 0
Without introducing any approximations we can rewrite our original integral equa-
tion for k > 0, i.e. Eq. (2.3), in the form of Equation (2.12)
ψ(~k, ~x) = ei
~k.~x + F(~k)[
H
(1)
0 (k|~x|)
4i
− log|~x|
2π
] (6.1)
+ Kℓψ +∆Rψ,
where F is given in Eq. (2.13),
Kℓ(~x, ~y) =
1
2π
(log|~x− ~y|)V (~y), (6.2)
and
∆R(k; ~x, ~y) = − 1
4i
{R(k|~x|)− R(k|~x− ~y|)}V (~y). (6.3)
A unique solution for Eq. (6.1), ψ, exists and ψǫC , with k > ǫ > 0. This was
proved in section IV, for our class of potentials.
We introduce a new Banach space, B with a norm given by
‖φ‖ℓ ≡ sup
~xeR2
| φ(~x)
log(2 + x)
|, (6.4)
where φ is a continuous function on R2.
Our first task is to estimate the norm of the operator, ∆R for small k, where ∆R
is now considered as an operator on B,
In Appendix C, the following is proved:
Theorem 6.1:
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As a bounded operator on the Banach space B, we have for ∆R
‖ ∆R ‖ℓ= ǫ(k), ǫ(k) = o(1), 0 < k << 1. (6.5)
One should note at this stage the cancellations that occur in Eq. (6.1) for both
x → ∞ and ~x → 0. First, the 1
2π
log|~x| term in the bracket is, for x → ∞, exactly
cancelled by the contribution of Kℓψ. Second, for x→ 0, the log|~x| in the bracket is
cancelled by a log|~x| coming from H(1))0 (kx)/4i for small |~x|.
Our second task is to get a bound on ‖ ψ(~k, ~x) ‖ℓ.
Lemma 6.1:
For any k > 0, we have the bound
‖ ψ(~k, ~x) ‖ℓ≤ C1 + C2|F(~k)|[log 1
k
]. (6.6)
Proof:
From the integral equation
φ = 1 +Kℓφ (6.7)
we have for case AI , with
‖ (1−Kℓ)−1 ‖ℓ≤M <∞. (6.8)
We set (1−Kℓ)−1 ≡ Iℓ. The full integral equation is now
(1−Kℓ −∆R)ψ = ei~k.~x + F(~k)B(k, x). (6.9)
with
B ≡ H
(1)
0 (kx)
4i
− log x
2π
. (6.10)
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Hence
Iℓ(I
−1
ℓ −∆R)ψ = Iℓ{ei
~k.~x + F (~k, ~x)}, (6.11)
or
(1− Iℓ∆R)ψ = Iℓ{ei~k.~x + F (~k)B}. (6.12)
We finally obtain
ψ = (1− Iℓ∆R)−1Iℓ{ei~k.~x + F (k)B} (6.13)
= (Iℓ + Iℓ∆RIℓ){ei~k.~x + F (k)B}+O(‖∆R‖2ℓ).
but ‖ Iℓ ‖ℓ≤M , and
‖ B ‖ℓ≤ C2(log 1
k
) + C0, (6.14)
thus
‖ ψ ‖ℓ≤ C1 + C2(log 1
k
)|F (~k)|. (6.15)
which completes the proof.
Next we obtain the universal behavior of F(~k) for small k. We take, φ(~x), the
solution of the zero energy integral equation,
φ = 1 +Kℓφ, (6.16)
which in the case AI is such that
V0 ≡
∫
d2xV (~x)φ(~x) 6= 0, (6.17)
and thus φ(x) = O(logx) for large |~x|. We multiply both sides of Eq. (6.1) by
φ(~x)V (~x) and integrate over d2x obtaining,
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∫
φ(x)V (~x)ψ(~k, ~x)d2x = V0 +
∫
d2x(ei
~k.~x − 1)V (~x)φ(~x) (6.18)
+ F(~k)
∫
d2xφ(~x)V (~x)B(k, x)
+
1
2π
∫
d2x
∫
d2yφ(~x)V (~x)log|~x− ~y|V (~y)ψ(~k, ~y)
+
∫
d2x
∫
d2yφ(~x)V (~x)∆R(k; ~x, ~y)ψ(~k, ~y),
where B(k, x) is given by Eq. (6.10).
Using the integral equation for φ(~x) we obtain
F(~k)[1−X2] = V0 +X1 +X3, (6.19)
where
X1(~k) ≡
∫
d2x(ei
~k.~x − 1)V (~x)φ(~x), (6.20)
X2(~k) ≡
∫
d2xB(k, x)V (~x)φ(~x),
X3(~k) ≡
∫
d2x
∫
d2yφ(~x)V (~x)∆R(k, ~x, ~y)ψ(~k, ~y).
Lemma 6.2
The following estimates hold for small k,
X1(~k) = o(1)/log
1
k
, (6.21)
X2(~k) =
1
2π
V0logk +
C0
4i
V0 + o(1), (6.22)
and
|X3(~k)| = o(1)[|F(~k)|.log 1
k
+ C4] (6.23)
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Proof:
We define x0(k) as,
x0(k) =
1
k(log 1
k
)p
; p > 2. (6.24)
From Eq. (6.20) it follows that,
|X1(k)| < C1 ‖ φ(x)
log(2 + x)
‖ [
∫
x<x0(k)
d2x|V (~x)|log(2 + x)( 1
(log 1
k
)p
)] (6.25)
+ 2
∫
x>x0(k)
d2x|V (~x)| |φ(~x)|).
Thus,
|X1(k)| ≤ O( 1
(log 1
k
)p
) + 2
∫
1~x|>x0(k)
d2x|V (~x)||φ(~x)| (6.26)
But, |φ(~x)| < C · log(2 + |~x|), and we get
∫
x>x0(k)
d2x|V (~x)| |φ(~x)| ≤ C
∫
x>x0
d3x|V (~x)|log(2 + x) (6.27)
≤ C
log(2 + x0(k))
∫
x>x0
d2x|V (~x)|[log(2 + x)]2
≤ o(1)
log1/k
.
Hence Eq. (6.21) holds.
The estimate of X2 follows again by splitting the region of integration into two.
For |~x| < x0(k),
B(~k, ~x) =
H
(1)
0 (kx)
4i
− logx
2π
(6.28)
=
−1
2π
log (
1
k
) +
C0
4i
+ o(1);
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and that gives the main part of the estimate (6.22). The integration over the domain
|~x| > x0(k) is obviously o(1).
Finally, the lemma (6.1) gives us a bound ‖ψ‖ℓ given in Eq. (6.6). This leads to
|ψ(~y)| < [C1 + C2|(F (~k)|log 1
k
]log(2 + y). (6.29)
From Appendix C we have
|∆R(~x, ~y,~k)| < C log(1 + ky)|V (~y)|. (6.30)
Substituting these last two equations in the formula (6.20) for X3(k), we get
|X3(k)| ≤ C˜1[|F |log 1
k
+ C˜2]
∫
d2x
∫
d2y log(2+x)|V (x)| |V (y)|log(1+ky)log(2+ y).
(6.31)
By splitting the y integration into two regions |~y| < xo(k), |~y| ≥ xo(k), with xo(k)
given in Eq. (6.24), one can easily show that
∫
d2y|V (~y)|log(1 + ky).log(2 + y) = o(1). (6.32)
The result given in Eq. (6.23) now follows immediately and lemma (6.2) is proved.
We now insert our estimates of the Xj, j = 1, 2, 3, in Eq. (6.17) and obtain
F(~k) [ 1− 1
2π
V0logk − C0
4i
V0 + o(1)] (6.33)
= V0 +
o(1)
log( 1
k
)
+ o(1)[|F(~k)|log 1
k
+ C4].
We write
|F| = Fei(argF). (6.34)
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and obtain
F =
V0 + o(1)
[( 1
2π
· V0 + o(1))log( 1k) + (−C0V04i + 1) + o(1)]
. (6.35)
Hence, we finally have for small k,
F(~k) =
−2π
logk
+ (
o(1)
log( 1
k
)
). (6.36)
The first important consequence of this result on F is to give a bound on ‖ ψ ‖ℓ
which is independent of k and finite. Indeed from lemma (6.1) and the bound result
(6.36), we obtain,
‖ ψ ‖ℓ≤ M ≤ ∞. (6.37)
The definition of the scattering amplitude, f(~k′, ~k) is given in Eq. (2.6), and using
the definition of F is in Eq. (2.12) we have
f(~k′, ~k) =
−1√
8π
F(~k′)− 1√
8π
∫
d3~x(ei
~k′.~x − 1)V (~x)ψ(~k, ~x) (6.38)
But
| 1√
8π
∫
d2x(ei
~k′.~x − 1)V (~x)ψ(~k,′ ~x)| (6.39)
≤ C1 ‖ ψ ‖ℓ
∫
|~x|≤x0(k)
d2~x|ei~k′.~x − 1| |V (~x)|log(2 + x)
+ 2M
∫
x≥x0(k)
d2x|V (~x)|log(2 + x)
≤ O( 1
(log1/k)p
) +
o(1)
(log 1
k
)
, p > 2.
This leads to
f =
−1√
8π
F+
o(1)
(logk)
, (6.40)
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and hence from (6.30) our final universal result,
f = −
√
π
2
[
1
log( 1
k
)
] +
o(1)
(logk)
(6.41)
which agrees with our result for the symmetric case, (see section IX).
In closing we prove that in this case
lim
k→0
ψ(~k, ~x) ≡ 0. (6.42)
To prove this we return to the rewritten integral equation (6.1),
ψ(~k, ~x) = ei
~k·~x + F(~k)[
H
(1)
0 (kx)
4i
− logx
2π
] +Kℓψ +∆Rψ. (6.43)
The last term vanishes as k → 0. For small kx
H
(1)
0 =
2i
π
logkx+ C0 +O(|kx|2(logkx)). (6.44)
Hence
lim
k→0
F(~k)[
H
(1)
0 (kx)
4i
− logx
2π
] = lim
k→0
F(~k)[
logk
2π
], (6.45)
and given the universality for F, i.e. Eq. (6.30) we get
lim
k→0
F(~k)[
H
(1)
0 (kx)
4i
− logx
2π
] = −1. (6.46)
Thus in the limit we get
ψ(0, ~x) =
1
2π
∫
d2ylog|~x− ~y|V (~y)ψ(0, ~y). (6.47)
But we are in the case where no homogeneous solutions exist and (6.47) leads to a
contradiction unless:
ψ(0, ~x) ≡ 0. (6.48)
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7 Universality for Case BII:
∫
d2xV (~x)φ(x) = 0.
We consider first the case BII .
This case, BII , is quite exceptional. As stressed before, if we introduce a coupling
parameter replacing V by λV we have this case for a discrete infinite set of coupling
values, λq, q = 1, 2, ... . The multiplicity of homogeneous solutions for each λq is finite.
This follows from the compactness of the zero energy kernel.
In case BII the homogeneous zero energy equation has N solutions N ≥ 1, φj,
φj(~x) =
1
2π
∫
d2y log|~x− ~y| V (~y) φj(~y), j = 1, ..., N ; (7.1)
all with ∫
d2xV (~x)φj(~x) = 0. (7.2)
From theorem 5.1, proved in Appendix D, we know that non-unique solutions,
φa(~x), of the inhomogeneous equation exist, i.e.
φa(~x) = 1 +
1
2π
∫
d2y(log|~x− ~y|)V (~y)φa(~y). (7.3)
Here there are two possibilities,
∫
d2xV (~x)φa = 0, (7.4)
or ∫
d2xV (~x)φa 6= 0. (7.5)
We consider the case (7.4) first.
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For small k > 0, k < 1, the solutions ψ(~k, ~x) exist and we can write Eq. (6.1)
formally as
ψ = [ei
~k.~x + F (~k)B(~k, ~x)] + [Kℓ +∆R]ψ. (7.6)
HereB is given in (6.28). Kℓ and ∆R are operator on the Banach space B, defined in
Section VI.
We now follow a procedure analogous to that used in ref. 1, and first introduced
by Pais and Wu. The idea is to split Eq. (7.6) into two equations with the same kernel
but different inhomogeneous terms. We define ψα(~k, ~x) and ψβ(~k, ~x) as follows:
ψ(~k, ~x) ≡ ψα(~k, ~x)− F (
~k)
2π
(log
1
k
)ψβ(~k, ~x), (7.7)
where now we have two integral equations defining ψα and ψβ ,
ψ = ei
~k.~x + (Kℓ +∆R)ψα, (7.8)
and
ψβ =
−2πB(~k, ~x)
(log 1
k
)
+ (Kℓ +∆R)ψβ . (7.9)
These last two equations are equivalent to (7.6).
Note first that both inhomogeneous terms are in B,
‖ ei~k.~x ‖ℓ= 1/log2. (7.10)
and from (6.28),
‖ 2πB(
~k, ~x)
log( 1
k
)
‖ℓ≤ 1. (7.11)
The operatorsKℓ and ∆R act on B, and we have shown in section VI and appendix
C, that ‖ ∆R ‖ℓ= ǫ(k) = o(1) as k → 0.
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Thus for small k, we have
‖ Kℓ +∆R ‖ℓ = ‖ Kℓ ‖ℓ +o(1), (7.12)
and also
lim
k→0
‖ Kℓ +∆R ‖ℓ=‖ Kℓ ‖ℓ . (7.13)
We can now see the power and significance of the theorem proved in appendix D.
As an operator on B, (Kℓ+∆R)→ Kℓ as k → 0. Thus if ψα(~k, ~x) which for k > 0,
is an element of B remains in B as k → 0, we will have
ψα(0, ~x) = 1 +Kℓψα(0, ~x). (7.14)
But without the result of appendix D, this will be puzzling. However, with those
results it follows that, if ψα(0, ~x) exists,
ψα(0, ~x) = φa(~x) + Σ
N
j=1.cjφj(~x), (7.15)
where φa = 1+Kℓφa, and φj = Kℓφj. At this stage the c
′
js are arbitrary, but we will
sketch later how they can be fixed by a perturbative argument.
For any k > 0, we know that ψ(~k, ~x) exists and is bounded for all ~x. It is easy to
show that the same holds for both ψα(~k, ~x) and ψβ(~k, ~x). Next we assert that in any
interval 0 < k ≤ σ << 1, and with a fixed ~x, ψ, ψα and ψβ are continuous functions
of k. We now assume that ψ(0, ~x) exists. This leads to both ψα(0, ~x) and ψβ(0, ~x)
being finite.
With this physical assumption, we now get
|ψα(~k, ~x)| ≤ Cα(~x) = sup
0≤k≤σ
|ψα(~k, ~x)|, (7.16)
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and
|ψβ(~k, ~x)| ≤ Cβ(~x) = sup
0≤k≤σ
|ψβ(~k, ~x)|, (7.17)
Both Cα and Cβ are finite for any ~x, since there can be no k0, 0 ≤ k0 ≤ σ, such that
the sup above is infinite. That will lead to a contradiction with the statements of the
previous paragraph, especially continuity.
It now follows that for any ~x
limk→0|∇Rψα| = 0, (7.18)
limk→0|∇Rψβ | = 0,
Hence we obtain,
ψα(0, ~x) = φ˜α(~x) = φa + Σ
N
j=1c
(α)
j φj , (7.19)
ψβ(0, ~x) = φ˜β(~x) = φa + Σ
N
j=1c
(β)
j φj
From Appendix E we have the result that both φ˜α and φ˜β are bounded by constants
for all ~x including ~x → ∞. This fact plus continuity leads to the result that both
Cα(~x) and Cβ(~x) in Eqs. (7.16) and (7.17) are bounded for all ~x. Thus for a closed
interval 0 ≤ k ≤ σ << 1, we have
|ψα(~k, ~x)| ≤ C˜α = sup
~xǫR2
Cα(~x), (7.20)
|ψβ(~k, ~x)| ≤ C˜β = sup
~xǫR2
Cβ(~x)
From Eq. (7.7) we have
F (~k) =
∫
d2xV ψα(~k, ~x) − 1
2π
(log
1
k
)F (~k)
∫
d2xV (~x)ψβ(~k, ~x). (7.21)
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Denoting the integrals above by Fα and Fβ respectively, we get
F (~k) =
Fα(~k)
1 + 1
2π
(log 1
k
)Fβ(~k)
. (7.22)
We now multiply both sides of the Eq. (7.8), i.e. the α-equation, by φ˜αV , and
integrate. After using the fact that φ˜α = 1+Kℓφ˜α, and that
∫
V (~x)φ˜α(~x)d
2x = 0,we
obtain as before
Fα(~k) =
∫
(ei
~k.~x − 1)V (~x)φ˜(~x)d2x+ Yα(~k), (7.23)
with
Yα(~k) =
∫
d2x
∫
d2yφ˜(~x)∆R(~x, ~y,~k)ψα(~k, ~y). (7.24)
Given the fact that |φ˜α| is bounded (Appendix E) we get
|
∫
d2x(ei
~k.~x − 1)V (~x)φ˜(~x)| = o(1)
(log 1
k
)2
. (7.25)
Using the bound given in Appendix C,
|∆R(~x, ~y,~k)| ≤ C|V (~y)|.log(1 + ky), (7.26)
and the fact that |ψα(k, ~x)| is bounded for small k, we get
Yα(~k) ≤ C
∫
d2x
∫
d2y|V (~x)| |V (~y)| log(1 + ky) (7.27)
≤ C ′
∫
d2y |V (~y)| log(1 + ky) = o(1)
(log 1
k
)
.
The last equality we get by subdividing the d2y integration into y < xo(k), and
y > xo(k) as done previously. We finally obtain as k → 0
Fα(~k) =
o(1)
(log 1
k
)
. (7.28)
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Next we apply the same trick to Eq. (7.9). We obtain
Fβ =
−2π
(log 1
k
)
∫
d2xφ˜β(~x)V (~x)B(~k, ~x) + Yβ(~k) (7.29)
where Yβ is given by Eq. (7.24) with ψα → ψβ .
The estimate of the first integral in Eq. (7.29) is given by
2π
(log 1
k
)
∫
d2xφ˜β(~x)V (~x)B(~k, (~x) (7.30)
=
2π
(log 1
k
)
∫
d2xφ˜β(~x)V (~x)[B(~k, ~x) +
1
2π
log
1
k
− C0
4i
],
But from Eq. (6.28) we get
[B(~k, ~x) +
1
2π
(log
1
k
)− C0
4i
] = o(1), |~x| < x0(k), (7.31)
where x0(k) is given in Eq. (6.24). On the other hand for |~x| > x0(k), we have from
(6.28)
|B(~k, ~x) + 1
2π
log
1
k
| < Clog(2 + x). (7.32)
Splitting the integration domain in (7.30) we finally obtain
2π
(log 1
k
)
∫
d2xφ˜β(~x)V (~x)B(~k, ~x) =
o(1)
(log 1
k
)
(7.33)
Hence we get
Fβ =
o(1)
(log 1
k
)
+ Yβ(~k). (7.34)
But again as in Eq. (7.27) we have
Yβ =
o(1)
(log 1
k
)
, (7.35)
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and hence finally
Fβ =
o(1)
(log 1
k
)
, as k → 0. (7.36)
Substituting our results for Fα and Fβ in Eq. (7.22) we get
F =
o(1)
(log 1
k
)
, as k → 0, (7.37)
and a similar result holds for f .
We are left with the case of Eq. (7.5), when
Va ≡
∫
d2xφa(~x)V (~x) 6= 0. (7.38)
It is easy to see that in this case we obtain the result of section VI.
Using the same method as above, we get as k → 0
Fα = Va + o(1), (7.39)
Fβ = Va + o(1),
and finally
F (~k) =
Va + o(1)
1 + Va
2π
log( 1
k
)
(7.40)
=
2π
(log 1
k
)
+
o(1)
(log 1
k
)
.
This is the same leading term as in the standard case of section VI.
In closing this section we sketch how the coefficients c
(α)
j and c
(β)
j can be deter-
mined.
We write Eq. (7.8) as
ψα = fα +Kℓψα, (7.41)
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where
fα ≡ ei~k.~x +∆Rψα. (7.42)
From Appendix D we see that a necessary and sufficient condition for (7.42) to have
a solution is ∫
φj(~x)V (~x)fα(~x)d
2x = 0, j = 1, ..., N. (7.43)
Setting ψα = φ˜α + o(1) = φa + Σ
N
k=1c
(α)
k φk + o(1) in Eq. (7.43), and using Eq. (7.44)
we obtain
ΣNk=1Ajkc
(α)
k = ωj +
∫
d2xφj(~x)V (~x)(e
i~k.~x − 1), (7.44)
with
Ajk ≡ −
∫
φj(~x)V (~x)[∆Rφk](~x)d
2x, (7.45)
ωj =
∫
φj(~x)V (~x)[∆Rφa](~x)d
2x.
The integral in (7.44) is o(1)/(log 1
k
)2, while both Ajk and ωj are O(‖∆R‖ℓ) = o(1).
Thus to first order in ‖∆R‖ℓ, the degeneracy can be removed if the matrix Ajk has
an inverse, and A−1~ω will then give c
(α)
k for k = 1, ..., N .
8 The Cases AII and BI.
We recall that under AII , we have N solutions, φj , j = 1, ..., N , of the homogeneous
equation φj = Kℓφj, with
∫
d2xV (~x)φj(~x) 6= 0. This case depends critically on
whether N = 1, or N ≥ 2.
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For N = 1, we can carry out a re scaling of φj , and define φˆ1 as,
φˆ1 = − 2πφ1
V1logk1
, V1 ≡
∫
d2xV (~x)φ1(~x). (8.1)
Then φˆ1(~x) is a solution of the inhomogeneous equation,
φˆ1(~x) = 1 +
1
2π
∫
d2y(logk1|~x− ~y|)V (~y)φˆ(~y). (8.2)
Hence, for N = 1, AII will lead to the same result for f(~k
′, ~k) that was obtained in
section VI for the case AI .
However, for N ≥ 2, we can always take linear combinations of the φ′js, such that∫
d2xV (~x)(
N∑
j=1
bjφj) = 0. (8.3)
This reduces AII for N ≥ 2 to the case BII treated in section VII.
In the case BI one has a unique solution of the inhomogeneous equation, φ =
1+Kℓφ, but with
∫
d2V (~x)φ(~x) = 0. In Appendix E we show that in this case |φ(~x)|
is bounded for all ~x. The result for F can now be obtained by setting Vo = 0 in Eq.
(6.35), and noting that since |φ| is bounded
X1(k) =
∫
d2x(ei
~k.~x − 1)V (~xφ(~x) = o(1)
(log 1
k
)2
, (8.4)
with an additional power of (log 1
k
) than in Eq. (6.21).
In addition in this case we have
x3(k) = o(1)/log(
1
k
). (8.5)
The final result for F is then
F (~k) =
o(1)/(log 1
k
)2
[1 + o(1)]
=
o(1)
(log 1
k
)2
. (8.6)
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9 Non-Local Potentials.
This is the case where the interaction term in the Schrodinger equation is of the
form:
∫
d3yW (~x, ~y)ψ(~y), replacing the standard local term, V (~x)ψ(~x).
Due to the length of this paper we shall only deal now with the definition of the
class of non-local potentials, W (~x, ~y). More detailed results will be given elsewhere.
The zero energy integral equation in this case is
φ(~x) = 1 +
1
2π
∫
d2y
∫
d2z(log|~x− ~y|)W (~y, ~z)φ(~z), (9.1)
where the norm is given by
|φ| = sup
~xεR2
|φ(~x)|
log(2 + |~x|) . (9.2)
As in the local case we write
u ≡ φ(~x)|
log(2 + |~x|) , (9.3)
and obtain
u(~x) = uo(~x) +
1
(2π)log(2 + |~x|)
∫
d2y
∫
d2zlog|~x− ~y|W (~y, ~z)log(2 + |~z|)u(~z|. (9.4)
We need conditions on W to guarantee the boundedness of the double integral,
I =
1
log(2 + |~x|)
∫
d2y
∫
d2z(log|~x− ~y|)W (~y, ~z)(log(2 + |~z|))u(~z). (9.5)
Using again logA = log+A− log−A, we write for A = |~x− ~y|,
I = I+ − I−. (9.6)
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We now have
|I+| ≤ ‖ u ‖
log(2 + |~x|)
∫
d2y
∫
d2zlog+|~x− ~y||W (~y, ~z)|log(2 + |~z|). (9.7)
But
log+|~x− ~y| ≤ log(2 + (|~x|) + log(2 + |~y|). (9.8)
Hence
|I+| ≤ ‖ u ‖
∫
d2y
∫
d2z|W (~y, ~z)|log(2 + |~z|) (9.9)
+
‖ u ‖
log(2 + |~x|)
∫
d2y
∫
d2z log(2 + |~y|)log(2 + |~z|)|W (~y, ~z)|.
This leads to our first condition on W , namely
(A)
∫
d2y
∫
d2z log(2 + |~y|).log(2 + |~z|)|W (~y, ~z)| <∞. (9.10)
For I− we have
|I−| ≤ ‖ u ‖
log(2 + |~x|)
∫
d2y
∫
d2z|log−|~x− ~y|||W (~y, ~z)|log(2 + |~z|) (9.11)
Next one uses the inequality,
log(2 + |~z|) ≤ log(2 + |~y|) + log(1 + |~y − ~z|), (9.12)
and notes that when |~x−~y| > 1, log−|~x−~y| = 0. This allows us to write log(2+|~y|) ≤
C log(2 + |~x|) in equation (8.12) when substituted in (8.11). We obtain
|I−| ≤ ‖ u ‖
log(2 + |~x|)
∫
d2y
∫
d2z|log−|~x− ~y||W (~y, ~z)|log[1 + |~y − ~z|] (9.13)
+ C ‖ u ‖
∫
d2y
∫
d2z|log−|~x− ~y|||W (~y, ~z)|.
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We define two decreasing rearrangements
R
(1)
W (y) ≡ [
∫
d2z|W (~y, ~z)|log(1 + |~y − ~z|)]R, (9.14)
and
R
(2)
W (y) ≡ [
∫
d2z|W (~y, ~z)|]R. (9.15)
This leads us to two condition on R(1) and R(2), namely
B(1) :
∫ 1
o
ydy|logy|R(1)W (y) <∞ (9.16)
and
B(1) :
∫ 1
o
ydy|logy|R(2)W (y) <∞ (9.17)
10 Miscellaneous Remarks.
1. In ref. 1, the next to leading term for the low energy behavior of the phase-shift,
δo(k), was given as O(k
2), i.e. δo =
π
2
(logk)−1 + O(k2). This is true for massive rel-
ativistic field theories. It is also certainly true in non-relativistic potential scattering
for rotationally symmetric potentials that are O(e−µr) for large r with some µ > 0.
For potentials that saturate the condition
∫∞
1
rdr|V (r)|(logr)2 <∞, the O(k2) above
should be replaced by o(1)/log 1
k
. This will remove the inconsistency between ref. 1
and the present paper.
A similar remark holds for the results in the exceptional case where δo = O(k
2)
is only necessarily true for massive or exponentially decreasing potentials. Otherwise
one has δo = o(1)/logk as in the present case for the full f .
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2. This paper could be significantly shortened and simplified if we are willing to
strengthen the condition(A) on V (~x) given by
∫
d2x|V (~x)|{log(2+ |~x|)}2 <∞. Even
changing the power of the log from 2 to 2 + ǫ will simplify the proof somewhat. We
are however convinced that this condition is the critical one, and in a certain sense
we have the optimal result. The difference between V ′s for which the (log)2 integral
is convergent and those for which it diverges is apparent in our paper on the number
of bound states.8
3. Finally, and indirectly related to the above remark, we have to answer the
question why we chose to work on a Banach space of wave functions, φ, instead of
working on a Hilbert space where the elements of the space are
√
V˜ φ, and V˜ = V
where V (~x) > 0, and V˜ = −V otherwise. In fact it can be shown that the non-linear
condition, introduced and studied in detail by one of us (P.C.S.)
∫
d2x
∫
d2y|V (~x)|(log|~x− ~y|)2|V (~y)| <∞, (10.1)
which gives an L2 kernel for the zero energy integral equation follows from our linear
conditions (A) and (B) given in section III, i.e.
∫
d2x|V (~x)|[log(2 + |~x|)]2 < ∞, and∫
d2|V (~x)|R(log−|~x|) <∞. Thus (A) + (B) gives a smaller class of potentials.9
The reason we use the Banach space approach is also apparent if one reads section
VII dealing with the exceptional case, and especially Appendix D.
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Appendix A
In this appendix we prove the bound,
|H(1)0 (x)| < |H(1)0 (x0)|+ log+(
x0
x
). (A.1)
First we prove
|H(1)0 (x)| <
√
2
π
(
1√
x
). (A.2)
From Nicholson’s formula, (ref. 10),
|H(1)o (x)|2 =
8
π2
∫ ∞
0
K0(2x sinh t)dt, (A.3)
we have
|H(1)0 (x)|2 <
8
π2
∫ ∞
0
K0(2x sinh t)cosh t dt (A.4)
=
8
π2
(
1
2x
)
∫ ∞
0
K0(u)du.
But11
∫∞
0
K0(u)du = π/2, and this proves the inequality (A.2).
Now using the notation of Abramovitz and Stegun,12
|H(1)0 (x)| ≡ M0(x), (A.5)
Mo satisfies a non-linear differential equation,
x2M ′′0 + xM
′
0 + x
2M0 − 4
π2M30
= 0. (A.6)
From (A− 2) it follows that
x2M0 − 4
π2M30
< 0. (A.7)
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Hence,
x2M ′′0 + xM
′
0 > 0, (A.8)
or
d
dx
(xM ′0) > 0. (A.9)
This leads to
xM ′0(x) ≥ lim
y→0
(yM ′0(y)) = −1, (A.10)
since M0(x) ∼ −logx as x→ 0.
For 0 < x < x0,
M0(x0)−M0(x) = −
∫ x
x0
M ′0(y)dy (A.11)
= −
∫ x
x0
(yM ′0(y))
dy
y
> −
∫ x
x0
dy
y
= −logx0
x
.
Thus for x < xo,
|H(1)0 (x)| < |H(1)0 (x0)|+ log
x0
x
. (A.12)
But |H(1)0 (x)| is decreasing. This follows from Nicholson’s formula since K0 is also
decreasing. Thus we finally obtain the result (A-1).
Appendix B
A proof of lemma 4.2 follows.
We use Ascoli’s Theorem:7 Any bounded equicontinuous set of functions on a
compact metric space is relatively compact in the sup norm topology.
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Since B is a metric space, it suffices to prove that any sequence {gn}n=1,2,... in B
satisfying ||gn|| ≤ M ∀n contains a subsequence {gnk}k=1,2,... such that {Qgnk}k=1,2,...
converges in norm, i.e. such that, for every integer ℓ ≤ 1 there exists a constant
Lℓ ≥ 0 such that
k, k′ ≥ Lℓ ⇒ ||Qgnk −Qgnk′ || < 2ℓ. (B.1)
Let {gn}n=1,2,... be a sequence in B satisfying ||gn|| ≤M for every n. Then |Qgn(x)| ≤
Mh(x) for all n and all xǫRm.
Let R1 > 0 be such that |x| ≥ R1 ⇒ Mh(x) < 1/8. Since the ball B1 = {xǫRm :
|x| ≤ R1} is compact, and the sequence of the restrictions of the Qgn to B1 are
equicontinuous, there exists a subsequence {g(1)n } of {gn} and a constant L1 > 0 such
that
n, n′ ≥ L1 ⇒ |Qg(1)n (x)−Qg(1)n′ (x)| < 1/4 ∀xǫB1, (B.2)
and hence
n, n′ ≥ L1 ⇒ |Qg(1)n (x)−Qg(1)n′ (x)| < 1/2 ∀x. (B.3)
Suppose we have defined, for every integer p ǫ[1, ℓ− 1], a subsequence {g(p)n } of {gn}
and a constant Lp > 0 such that:
if b > 1, {g(p)n } is a subsequence of {g(p−1)n }, and for all p
n, n′ ≥ Lp ⇒ |Qg(p)n (x)−Qg(p)n′ (x)| < 2−p ∀x. (B.4)
We can then define {gℓn} in the same way as in the first step: let Rℓ be such that
|x| ≥ Rℓ ⇒ Mh(x) < 1/22+ℓ, and Bℓ = {xǫRm : |x| ≤ Rℓ}. Let {g(ℓ)n } be a
subsequence of {gℓ−1n } which converges uniformly on Bℓ, and Lℓ be a constant such
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that
n, n′ ≥ Lℓ ⇒ |Qg(ℓ)n (x)−Qg(ℓ)n′ (x)| < 1/22+ℓ ∀xǫBℓ, (B.5)
and hence
n, n′ ≥ Lℓ ⇒ |Qg(ℓ)n (x)−Qg(ℓ)n′ (x)| < 1/2ℓ ∀x (B.6)
The sequence {Qg(n)n } is uniformly convergent on the whole space.
Appendix C
In this appendix we give a proof of Theorem 6.1 regarding the norm of the operator
∆R, where
∆R(k; ~x, ~y) ≡ − 1
4i
{R(k|~x|)−R(k|~x− ~y|)}V (~y), (C.1)
and R(z) is defined by
R(z) = H
(1)
0 (z)− C0 −
2i
π
logz, (C.2)
with C0 given in Eq. (2.8). We want to prove that, as an operator on the Banach
space B , ‖ ∆R ‖ℓ has a bound for small k, 0 < k << 1,
‖ ∆R ‖ℓ= o(1). (C.3)
At the end of this appendix, in lemma C.1, we will prove the following inequality:
|R(k|~x|)− R(k|~x− ~y|)| < C1log(1 + k|~y|). (C.4)
From Eq. (C.1), we have
‖ ∆R ‖ℓ≤ sup
x
∫
d2y|R(k|~x|)−R(k(|~x− ~y|)||V (~y)|log(2 + y). (C.5)
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Using (C.4) we obtain
‖ ∆R ‖ℓ≤ C1
∫
d2ylog(1 + k|~y|)|V (~y)|log(2 + y). (C.6)
We set
y0(k) =
1
k(logk)2
, (C.7)
and write
‖ ∆R ‖ℓ ≤ C1{
∫
|~y|<y0
d2ylog(1 + k|~y|)|V (~y)|log(2 + y) (C.8)
+
∫
|~y|>y0
d2ylog(1 + k|~y|)|V (~y)|log(2 + y)}.
This leads to
‖ ∆R ‖ℓ ≤ C1{ 1
(logk)2
∫
|~y|<y0
|V (~y)|d2ylog(2 + y) (C.9)
+ C2
∫
|~y|>y0
[log(2 + |~y|)]2|V (y)|d2y
The last integral is convergent over all of R2 and y0(k) → ∞ as k → 0, we finally
obtain
‖ ∆R ‖ℓ≤ o(1), (C.10)
which proves Theorem (6.1).
This result is, in a certain sense, optimal since if we take the special case ~x = 0,
we get for any ψεC
(∆Rψ)(0) =
−1
4i
∫
d2yR(k|~y|)V (~y)ψ(~y). (C.11)
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By taking a special V (~y)
|V (~y)| = 0, y ≤ 1 (C.12)
|V (~y)| = 1
y2|logy|3+ε , y > 1.
We can easily show that
|(∆Rψ)(0)| = O( 1
(log 1
k
)1+ǫ
). ‖ ψ ‖, (C.13)
for any ǫ > 0.
We now prove Eq. (C.4),
Lemma C.1:
|R(k|~x|)− R(k|~x− ~y|)| < Clog(1 + k|~y|). (C.14)
Proof:
The bound given in Eq. (A.2) for |H(1)0 (z)| and the definition of R(z) given in
(B.2) lead us immediately to the following bound on |R(z)|,
|R(z)| ≤
√
2
πz
+ |Co|+ 2
π
|logz|. (C.15)
For small |z| the behavior of the Hankel function gives us
|R(z)| ≤ C|z|2[|logz|+ 1] (C.16)
Combining (C.15) and (C.16) we get for real z > 0,
|R(z)| < C log(1 + |z|), ∀z > 0. (C.17)
Next we want to prove that, for u > 0 and v > 0,
|R(u)− R(v)| < C log[1 + |u− v|]. (C.18)
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We do this in two steps:
First we prove that
|R(u)− R(v)| < Const |u− v|, (C.19)
then we prove that
|R(u)− R(v)| < C1 + C2 log(1 + |u− v|). (C.20)
On taking the best of (C.19) and (C.20), and using the fact that log(1+x) > x log(1+x0)
x0
for 0 < x < x0, (C.18) follows.
To prove (C.19) we proceed as follows:
We have, assuming, without loss of generality, v > u > 0,
|R(v) − R(u)| = |H(1)0 (u)−H(1)0 (v) +
i
2π
log
v
u
| (C.21)
≤
∫ v
u
dx|H(1)1 (x) +
i
2πx
|dx,
where we used the property
dH
(1)
0 (x)
dx
= −H(1)1 (x).
The expansion of H
(1)
1 (x) near x = 0 is
H
(1)
1 (x) = J1(x) + i[
2
π
J1(x)log
γx
2
− x
2π
∞∑
ℓ=o
cℓx
2ℓ − 1
2πx
], (C.22)
where
∑
cℓx
2ℓ is an entire function with co = 1. We thus get
|H(1)1 (x) +
i
2πx
| < Ax+Bx|logx|, x < 1. (C.23)
On the other hand we have also the bound
|H(1)1 (x)| < C[
1
x
+
1√
x
], (C.24)
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which follows from Nicholson’s formula for ν = 1. Combining (C.24) and (C-.25) we
get
|H(1)1 (x) +
i
2πx
| ≤ Const., ∀x > 0. (C.25)
Thus, by integration of (C.21)
|R(|u|)− R(|v|)| < Const.|u− v|. (C.26)
Finally, we need to prove (C.20). Here, we distinguish three cases with v > u > 0,
i) v > 2, u > 1.
From Eq. (C.21) and from the bound (A.2) we obtain
|R(u)−R(v)| ≤ Const. + 1
2π
log(
v
u
) (C.27)
≤ Const. + 1
2π
log(1 + v − u)
ii) v > 2, u < 1
|R(u)−R(v)| ≤ C1 + C2 log(1 + v), (C.28)
which follows from (C.17). Hence we have
|R(u)−R(v)| ≤ C1 + C2 log(1 + v − u)× log3
log2
. (C.29)
iii) v < 2.
Here we get from (C.26)
|R(|u|)− R(|v|)| ≤ C1 + C2 log(1 + v − u)× 2
log2
(C.30)
Finally, we stress that (C-.19) is exactly sufficient to establish the uniform conti-
nuity of the full kernel of the Lippmann Schwinger equation given in Eq. (6.1). The
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uniform continuity for log|~x− ~y|V (~y) has already been established in the main text.
It remains to prove that ∆R(k; ~x, ~y) operating on any χεC leads to a (∆Rχ)(~x) which
is uniformly continuous in ~x. From (C.19) we have,
|[R(k|~x|)− R(k|~x− ~y|)]− [R(k|~x′|)−R(k|~x′ − ~y|)]| ≤ Const.k|~x− ~x′|]. (C.31)
which is what we need.
Appendix D
In this appendix we give a proof of T. theorem 5.1 stated in section V.
This theorem starts with the case where the zero energy homogeneous integral
equation,
φ ~(x) =
1
2π
∫
d2y log|~x− ~y| V (~y) φ(~y), (D.1)
has N non-trivial solutions, φj(~x), j = 1, ..., N, which all satisfy the condition∫
d2xV (~x)φj(~x) = 0. (D.2)
It then follows that the inhomogeneous integral equation,
φ(~x) = 1 +
1
2π
∫
d2y log|~x− ~y|V (~y)φ(~y), (D.3)
has a solution, φa. This solution is of course not unique.
To establish (D-.3) we first show that (D.1) and (D.2) imply that
∫
d2xV (~x)[φj(~x)]
2 6= 0. (D.4)
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This result will be proved at the end of this Appendix.
The number N , of linearly independent solutions of (D.1) is finite. This follows
from Fredholm theory and the compactness of the operator K.
We use the notation
φo0~x) = Σ
N
j=1cjφj(~x). (D.5)
Next we generalize Eq. (D.3) slightly replacing 1 by f(x),
φ(~x) = f(~x) +
1
2π
∫
d2y log|~x− ~y|V (~y)φ(~y). (D.6)
We multiply by φ0(~x)V (~x) and integrate over ~x:∫
φ0(~x)V (~x)φ(~x)d
2x −
∫
φ0(~x)V (~x)f(~x) (D.7)
=
1
2π
∫
d2x
∫
d2yφ0(~x)V (~x) log|~x− ~y|V (~y)φ(~y)
=
1
2π
∫
d2yφ(~y)V (~y)φ0(~y).
Therefore if (D.1) has a solution∫
d2xf(~x)V (~x)φ0(~x) = 0. (D.8)
In other words, (D.2) is a necessary condition.
We proceed to show that (D.2) is also sufficient. Of course, (D.2) is satisfied for
all φ0(~x), and for this purpose, we have to be more careful.
Equation (D-6) is defined on a Banach space, B. Thus
fεB, and φǫB. (D.9)
We define
(Kφ)(~x) =
1
2π
∫
d2y log|~x− ~y|V (~y)φ(~y). (D.10)
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The Banach space B is chosen such that K is a compact operator from B to B. Thus
we write (D.1) and (D.6) as
φ = Kφ, (D.11)
φ = f +Kφ. (D.12)
Starting with B, we want to define a second Banach space as follows. The elements
of B1 are the equivalence classes, {f +
∑N
j=1 cjφj} in B, where cj run over all real
numbers. We denote this equivalence class by F , and FǫB1. We verify that B1 is
indeed a Banach space under the norm
||F ||1 = min
cj
||f + ΣNj=1cjφj||. (D.13)
Because φj satisfy (D.1), K is also an operator from B1 to B1. The point is
K(f + Σcjφj) = Kf + Σ
N
j=1cjKφj = Kf + Σ
N
j=1cjφj, (D.14)
which satisfies the definition of being an equivalence class. In the second Banach
space B1, (D.3) takes the form
Φ = F + K Φ. (D.15)
We verify that K is a compact operator from B1 to B1. Thus (D.15) is a Fredholm
equation in B1.
We apply the Fredholm alternative to (D.15).
The Banach space B1 is constructed such that the homogeneous equation,
Φ = K Φ (D.16)
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has no non-trivial solutions in B1. To show this we assume the contrary, i.e. that
there is a non-trivial Φ. Translated back to the original Banach space, B, (D.16) is
φ = φ0 + Kφ (D.17)
where φ0 satisfies (D.1) and (D.2). By (D.8), the existence of a solution implies that∫
φ0(~x)V (~x)φ0(~x)d
2x = 0, (D.18)
i.e. ∫
d2xV (~x)[φ0(~x)]
2 = 0. (D.19)
But this contradicts (D.54). Therefore (D.16) cannot have a non-trivial solution.
From the Fredholm alternative, we know that (D.15) always has a solution in the
Banach space B1. Translated back to the original space B, this means that
φ = f + ΣNj=1cjφj +Kφ, (D.20)
has a solution in B for a suitably chosen set of coefficients cj .
It therefore remains to show that
cj = 0, j = 1, ..., N. (D.21)
To prove this we again assume the opposite, i.e. not all cj are zero, or φ0 = Σ
N
j=1cjφj
is non-trivial. Then we have both∫
[f(~x) + φ0(~x)]V (~x)φ0(~x)d
2x = 0, (D.22)
and ∫
f(~x)V (~x)φ0(~x)d
2x = 0. (D.23)
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The latter is just (D.8). Subtracting these last two equations we obtain∫
V (~x)[φ0(~x)]
2d2x = 0. (D.24)
But this again contradicts (D-.4).
The conclusion is therefore reached that the necessary and sufficient condition for
(D.6) to have a solution is (D.8), or∫
f(~x)V (~x)φj(~x)d
2x = 0 (D.25)
for j = 1, ..., N .
It only remains to specialize (D.6) to the case f = 1. Thus the necessary and
sufficient condition for (D.3) to have a solution is
∫
d2xV (~x)φj(~x) = 0, j = 1, ..., N .
We are only left with the task of proving (D.4),i.e. that
∫
V (~x)[φ0(~x)]
2d2x 6= 0.
A zero energy bound state is characterized by the a solution, φ0(~x), of the equation
φ0(~x) =
1
2π
∫
d2y log k0|~x− ~y|V (~y)φo(~y). (D.26)
with the condition ∫
d2xV (~x)φ0(~x) = 0 (D.27)
From (D.26) we see that (D.27) is independent of the scale k0. We set k0 = 1.
Using the Schrodinger equation,
−∇2φ0 + V (~x)φ0 = 0. (D.28)
we get, after multiplication by φ0 and integration
−
∫
~|x|≤R
d2xφ0∇2φ0 +
∫
|~x|∗≤R
d2xV ( ~|x|)φ0(~x)2 = 0. (D.29)
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Integrating by parts we get,
F (R) =
∫
|~x|<R
|∇φ0|2d2x+
∫
|~x|<R
V (~x)φ20(~x)d
2x =
∫
|~x|=R
ds.(~∇φ0)φ0. (D.30)
Using polar coordinates we have
F (R)
R
=
∫
dθφo(R1)
∂φo(r, θ)
∂r
|r=R. (D.31)
Taking R1 ≤ R ≤ R2 we obtain∫ R2
R1
F (R)
R
dR =
1
2
∫
dθ[φ2o(R2, θ)− φ2o(R1, θ)]. (D.32)
In Appendix E we prove that if (D.26) and (D.27) hold,
∫
dθφ20(R, θ) → 0 as
R→∞.
If this result is true, we then have
∫ R2
R1
F (R)
R
dR ≤ Const., ∀ R2 > R1 >> Ro. (D.33)
Hence using the mean value theorem, ∃ an R, R1 < R < R2, such that
F (R) ≤ C
log(R2/R1)
. (D.34)
Therefore there is a sequence, R1, R2, ..., Rj , such that F (Rj)→ 0 as j →∞.
But
∫
d2x|V |[φ0(~x)]2 is convergent since |φo| < Const.log(2 + |~x|) for large |~x|.
Potentials with
∫
d2x|V |[log(2 + |~x|)]2 < ∞ belong to our class. Hence we conclude
that
∫
|~x|<R
V φ20d
2x has a limit as R→∞.
On the other hand the first term on the r.h.s. of (D.29), i.e.
∫
|~x|<R
|~∇φ0|2d2x, is
a monotonically increasing function of R, so it either has a limit as R → ∞ or it
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tends to +∞. The latter case is in contradiction with the fact that F (Rj) → 0 as
j →∞. Therefore ∫
|~x|≤R
d2x ~|∇φ|2 has a limit as R→∞, and F (R) has a limit which
is identically zero. But,
∫
d2x|~∇φo|2 > 0 strictly, and therefore∫
V [φ0]
2d2x < 0. (D.35)
Appendix E
In this Appendix we prove the following: Given φ(~x)ǫB which satisfies the integral
equation
φ(~x) = c0 +
1
2π
∫
d2y(log|~x− ~y|)V (~y)φ(~y), (E.1)
with c0 finite or zero, then if ∫
d2xV (~x)φ(~x) = 0, (E.2)
|φ(~x)| is uniformly bounded for all ~xǫR2.
We stress first that, as in Appendix D, the φ(~x) considered here are all in the
Banach space B, and hence ‖ φ ‖ℓ≤ Const.. This means that we have ab initio the
bound
|φ(~x)| ≤ Clog(2 + |~x|). (E.3)
Thus to complete the task of this Appendix we only have to study the large |~x|
behavior of |φ|.
Using again the notation logA = log+A− log−A, we set
1
2π
∫
d2y(log|~x− ~y|)V (~y) ≡ I+(~x)− I−(~x). (E.4)
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First we prove that
I+(~x) −→ 0, as |~x| −→ ∞. (E.5)
Given (E.2) we can write I+ as
I+(~x) =
1
2π
∫
d2y[log+|~x− ~y| − log(2 + |~x|)]V (~y)φ(~y). (E.6)
We define y0(x) as
y0 ≡ x
log(2 + x)
. (E.7)
Next we split the integration in (E.6)
|I+| ≤ 1
2π
∫
y<y0(x)
d2y|log|~x− ~y| − log(2 + x)||V (~y)φ(~y)| (E.8)
+
1
2π
∫
y>y0(x)
d2y[2log(2 + x) + log(2 + y)]|V (~y)φ(~y).
In the first integral, for x large enough,
|log|~x− ~y| − log(2 + x)| < 2
log(2 + x)
, (E.9)
But as x→∞,
∫
y<yo(x)
d2y|log|~x−~y|− log(2+x)||V (~y)||φ(~y)| ≤ C
log(2 + x)
∫
y<y0(x)
d2y|V (y)|log(2+y).
(E.10)
Hence the first integral vanishes as x→∞. The second integral, I+2 , satisfies
|I+2 (~x)| ≤ C
∫
y>y0(x)
d2y|V (y)|[log(2 + y)]2 = o(1), (E.11)
as x→∞. Thus Eq. (E.5) is proved.
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At this stage we have
|φ(~x)| ≤ C + 1
2π
∫
d2y(log−|~x− ~y|)|V (~y)||φ(~y)| (E.12)
Next we define M(r) and B(r) as follows:
M(r) = sup
|~x|≤r
|φ(~x)|, (E.13)
B(r) = r sup
ρ≤r
M(ρ)
ρ
≥M(r). (E.14)
B(r) exists because M(r) ≤ Clog(2 + r). If |φ(~x)| grows to infinity as |~x| → ∞,
there must exist a sequence ~x1, ~x2, ..., ~xn, |~xn| → ∞ as n → ∞, where M(|~xn|) =
|φ(~xn)|, and there must be a subsequence ~x′1, ~x′2, ..., ~x′N , where
B(|~x′N |) = M(|~x′N |) = |φ(~x′N )|. (E.15)
We take such an ~x′N , and obtain
B(|~x′N |) ≤ C +
1
2π
∫
d2y(log−|~x′N − ~y|)|V (~y)|.B(|~x′N |)(
|~x′N |+ 1
|~x′N |
) (E.16)
where we recall that in the integral
|~x′N | − 1 ≤ |~y| ≤ |~x′N |+ 1. (E.17)
Now we obtain
∫
d2ylog−|~x′N − ~y||V (~y)| ≤
∫
|~z|<∆
(log−|~z|)|V (~z)|Rd2z (E.18)
+ |log∆|
∫
|~y|>|~x′
N
|−1
|V (~y)|d2y.
62
The first integral can be made arbitrarily small by taking ∆ small enough. Once
∆ is fixed we can make the second integral as small as we please by taking |~x′N | large
enough. Hence we finally have
B(|~x′N |) ≤ C + ǫB(|~x′N |), (E.19)
with ǫ < 1/2 for |~x′N | large enough.
Therefore B is bounded, and it follows that |φ| is bounded.
From this it is easy to see that∫
d2y(log−|~x− ~y|)|V (~y)||φ(~y)| → 0, (E.20)
as |~x| → ∞, because from (E.18),∫
d2y(log−|~x− ~y|)|V (~y)| → 0 as |~x| → ∞. (E.21)
As a consequence, if in Eq. (E.1), C0 = 0,then |φ| → 0 as |~x| → ∞.
In the case where
∫
d2xV (~x)φ(~x) 6= 0, we have
|
∫
dy2log−|~x− ~y|V (~y)φ(~y)| ≤ Clog(2 + x)
∫
d2ylog−|~x− ~y||V (~y)|. (E.22)
Combining this with (E.2) and using Eq. (E.21) we get, for |~x| → ∞
|φ| ∼= 1
2π
log(2 + x)|
∫
d2yV (~y)φ(~y) + o(1)|. (E.23)
.
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