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EL TRATAMIENTO CIENTIFICO 
DE LA INFORMACION 
CARLOS BIDON-CHANAL 
~n la versión im resa de esta onencia se ha conservado eI estilo oral g K en el que fue conce ida y no se an introducido cambios sustanciales, a 
excepción del título, que en un principio fue: "Le teoría de la información 
y las ciencias sociales'. La articulacihn sugerida por dicho titulo se aborda, 
de manera muy esquemática y a través de un ejemplo, sólo al final del 
trabajo; de ahí que pareciese más adecuado titularlo de acuerdo con su 
contenido efectivo. Así mismo se ha suprimido el predmbulo, .que estuvo 
destinado a justificar una serie de variaciones respecto del plan inicial de la . 
ponencia. 
El estudio matemático de los sistemas de comunicaci6n sc iniciii al plan- 
tearse -10 que WUVER denomin6 el problenza técnico de la corn~nicación.~ 
Supongamos un dispositivo material, como por ejemplo e1 telégrafo, que 
se utiliza para transmitir determinados mensajes; estos mensajes se trans- 
miten, en el caso de la comunicación telegráfica, en forma de señales o 
jmpulsos eléctricas. El problema técnico que se presenta puede formularse 
así: (con qui: grado de precisión es posible transmitir esas señales? Evi- 
dentemente, un tal planteamiento de la cuesti6n sugiere que la teoría 
matemática ¿e la comunicación tendría poco que decir respecto a lo que, 
en un lenguaje estereotipado, podrian llamarse los "contenidos filosóficos" 
del problema general de la comunicación. En The Mathematical Theo~y of 
Commwnication, SHANNON afirma ue "los aspectos semánticos de la co+ 
municación son ixrelevantes paw e I punto de vista del i ngen ie r~" .~  Sin 
embargo, al comentar el texto de SHANNON, WEAVER formuló explicitamente 
la asis de que esta situacián no ha de ser por fuerza reversible y que los 
asuectos técnicos de la comunicación no son necesariamente irrelevantes en 
la'reso~ución de lo que 61 mismo llamó el problema semántico, a saber, la 
respuesta a la pregunta siguiente: {con cuAnta exactitud transmiten las 
senales eI sentido del men~aje?~ La respuesta de W E A ~ K  fue que el 
análisis de los problemas de la comunicación a nivel técnica, interfiere 
más'de lo que podria suponcrce a yriori con los anAIisis realizados a otros 
niveles (como, por ejemplo, el nivel semántico). Con objeto de hacer 
patente, a l  menos hasta cierto punto, esta situaciiin, voy a tomarme la 
l .  C. E. SHAKCKQN y W. W ~ V K R .  Tke Metksmot?'col Tkcory of C~om~uriicntioii, Urlieiia, 
'i'hc Univcrsitj of lllinoic P~CSS, 1964. pág. 4. 
2. 09. dt., pág. 3 1. 
3. Ibid., pág. 4. 
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libertad dc introducir una serie de elementos técnicos (los menos po- 
sibles) que permitan dar una idea de lo que representa elaborar una teoría 
matemática de la comunicación. 
El esquema clásico del funcionamiento de un sistema de comunica- 
ción (quc seguiremos asimilando al ejemplo del telégrafo) es el siguiente: una 
determinada fi4eizte de información selecciona un determinado mensaje de 
entre todos los que integran el conjunto de los mensajes posibles (i. e., el 
expedidor del tcle rama compone el texto del mensaje que desea transmitir). 
Un transmisor (e f empleado de telégrafos) transforma el mensaje en una 
señal (una serie de impulsos eléctricos) que es la que efectivamente se . 
envía a través de un canal de comunicación (en el ejemplo, este canal es un 
circuito eléctrico, material o no, según las características del telégrafo uti- 
lizado): tiene entonces lugar la transwzisión de la señal, proceso a lo largo 
del cual ésta puede verse afectada por determinadas perturbaciones (dis- , 
torsiones, errorcs de transmisión, parásitos atmosféricos en el caso del te- 
légrafo, etc.). Todos estos cambios en la señal transmitida constituyen lo que 
se llama ruido y su efecto general es añadir a la señal elementos que no 
estaban previstos en la fuente de información. Al tdrmino de la trans- 
misión, un receptor se hace cargo de la señal recibida (eventualmente dis- 
tinta de la primitiva por efectos del ruido). Dicho receptor cumple una fun- 
ción que, en principio, puede caracterizarse como inversa de la del trans- 
misor: se trata de decodificar la señal recibida para obtener un mensaje del 
tipo del que fue seleccionado por la fuente de información (en el ejemplo, 
un segundo funcionario de telégrafos descifra la señal recibida y recompone 
un texto). Por fin, el mensaje resultante pasa a su destino. 
Hablando en términos algo informales, nos encontramos con que, en 
el funcionamiento de un  sistema de comunicación típico, el azar inter- 
viene por dos veces. Las deformaciones a que se ve sometida la señal que 
se transmite por efecto del ruido, son iniprevisibles: pero, sobre todo la 
fuente de información, el emisor, selecciona el mensaje entre todos los de 
una "lista" de mensajes posibles. Así pues, la articulación entre la fuente 
de información y el transmisor está marcada por el signo de la aleatoriedad. 
A esta característica esencial del mensaje se sumará, por regla general, la 
aleatoriedad propia de las deformaciones debidas al ruido. En el carácter 
aleatorio del mensaje es donde se encuentra el origen del concepto ma- 
temático de información o, para ser más recisos, de cantidad de infwmución. 
La información se introduce! como medi a a de la libertad de elección al selec- 
cionar un mensaje. Concretamente, HARTLEY, en 1928, definió la informa- 
ción en términos de la selección sucesiva de símbolos o palabras? Hablar 
de libertad dc elección al seleccionar un mensaje, significa, más precisa- 
mente, hablar de la probabilidad de que dicho mensaje sea elegido entre 
todos los mensajes posibles. Supongamos que se dispone de dos símbolos 
elementales (como son el punto y la raya del alfabeto MORSE) y supon- 
gamos también que se desean transmitir mensajes que consten, cada uno 
de ellos, dc cuatro símbolos y compuestos a partir de los dos símbolos ele- 
4. R. V. 1,. HARTLEY, "Transn~ission of Information", Bell System Techlzical Jmrnal, 
vol. 7, 1928, pQgs. 535.563. 
Tratamiento científico de inforr~uzciów 81 
mentales dispuestos en un orden determinado (es decir, un punto, una raya 
y dos puntos, por ejemplo). Es fácil comprobar que el número de mensa- 
jes que pueden componerse según este criterio es 16. Si los mensajes 
hubieran de constar de tres símbolos, sería posible componer 8 de tales 
mensajes; y, si hubieran de estar compuestos de dos símbolos, los mensajes 
posibles serían 4. Por fin, cada uno de los símbolos elementales podría 
constituir por sí mismo un mensaje; en esta situación "límite", se dispondría 
de dos mensajes, cada uno de ellos integrado por uno de los símbolos 
elementales? Supongamos que, en cada una de estas cuatro situaciones, 
existe igual libertad para elegir cualquiera de los mensajes posibles; es 
decir que, independientemente del caso en que nos encontremos (2, ;4, 8 o 
16 mensajes posibles), sea igualmente probable que la fuente de información 
seleccione uno u otro de los mensajes que componen la lista. Parece na- 
tural pensar que, respecto del caso "límite" (dos símbolos elementales que, 
a la vez, son los dos únicos mensajes que pueden transmitirse), la elección 
de un mensaje cuando los símbolos elementales siguen siendo dos pero 
los mensajes posibles son cuatro (compuestos, cada uno de ellos, de dos 
símbolos), es una elección que corresponde a una situación doblemente 
informativa. De la misma manera, la elección en el caso de que los mensajes 
se compongan de tres símbolos elementales será triplemente informativa. 
Y or fin, en el caso del ejemplo de partida (16 mensajes, compuestos de 
, P  4 simbolos cada uno), la elección resulta cuatro veces más informativa que 
en el caso más sencillo (caso "límite"). 
Todas estas consideraciones están destinadas a justificar una definición: 
la del concepto de medida de la cantidad de información. De acuerdo con lo 
dicho hasta ahora, la situación puede resumirse de la siguiente manera: los 
cuatro casos expuestos corresponden a listas que constan, respectivamente, 
de 2l, 22, z3 y 2* mensajes, e insinuábamos que la cantidad de información 
«crece", a partir del caso "límite", de acuerdo precisamente con los ex- 
ponentes de estas potencias de 2. Por otro lado, también resulta natural 
(y, seguramente, es más "natural" lo que sigue que lo expuesto antes) 
pretender que la función que haya de medir la cantidad de información 
dependa del número de mensajes de que se dispone en cada caso. Si como 
tal función se toma el logaritmo en base 2 del número de mensajes, se 
habrán cumplido, en principio, los dos objetivos marcados por las exigencias 
de naturalidad antes señaladas."n efecto, la cantidad de información aso- 
ciada a la elección de un mensaje en el caso "límite", será precisamente la 
unidad (log2 2 l=  1) y, en los demás casos, tendremos que la cantidad de 
información será igual a dos, tres y cuatro veces esa unidad, respectiva- 
mente. 
Hasta ahora nos hemos referido a una situación privilegiada de equi- 
5 .  En general, el número de mensajes que pueden componerse a partir de dos simbolos ele- 
mentales (como el punto y la raya del alfabeto Morse) y constando, cada uno de dichos mensa- 
jes, de n símbolos, corresponde al de variaciones con repetición de dos elementos tomados de n 
en n, es decir, 2%. 
6. El logaritmo de una cantidad x en una cierta base a,  se define como la cantidad y ligada 
a las dos anteriores por la relación av = x .  Para expresar y en forma explícita se emplea la 
notación y = log, x (quese lee logaritnao base de a de x) .  
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probabilidad en la elección de mensajes y hemos introducido una medida 
de la cantidad de información que se atiene al siguiente principio (expresado 
en terminos intuitivos): a mayor número de mensajes entre los que haya 
de elegir la fuente de información, más informativa será la elección. En 
este momento, habríamos de realizar un "salto" e introducir, sin más, la 
definición de la medida de la cantidad de información en un caso más 
general. Supongamos que disponemos de n símbolos independientes; su- 
on amos, además, que es posible averiguar de antemano cuál es la proba- 
gilicfad de que cada uno de ellos resulte seleccionado or la fuente de 
información al componer un mensaje: es decir, estableci B a la lista de sím- 
bolos (numerados de 1 a n), dado el símbolo que ocupa el lugar i se supone 
conocida la probalibad, p4, de que dicho símbolo entre a formar parte de 
un mensaje. En este caso, la expresión de la cantidad de información H 
(o, si se quiere, de la libertad de elección) propia de esta situación, es: 
n 
I I  = -xpc  10g2 p4.7 El signo menos cumple, precisamente, la función de 
6 =  1 
una cantidad positiva: en efecto, siendo el valor 
menor o igual siempre que la unidad, el logaritmo de 
ativo. <En qué sentido la magnitud H así definida re- 
de la cantidad de inforción? Veamos de  justificarlo 
de propiedades inmediatas: 
1) En el caso de que se ten a la seguridad de que uno de los símbolos 
(el que ocupa el lugar i de la h t a ,  por ejemplo) va a ser elegido, resulta 
que p4 = 1 y que pj = O para j # i, or lo cual se tiene H = O. Es decir, 
la cantidad H es nula en el caso 1 e que se esté seguro de la elección 
y solamente en ese caso. Además, en cualquier otra circunstancia, H es 
positiva. 
2) Para un número n de símbolos fijado de antemano, H alcanza su 
valor máximo cuando todos ellos tienen igual probabilidad de ser selec- 
cionados: o sea, el valor máximo que H puede alcanzar, corresponde a la 
situación de mayor incertidumbre. 
3) Por fin, cualquier cambio que se realice en el sistema, destinado a mi- 
nimizar las diferencias entre los valores de las probabilidades pi correspon- 
dientes a cada símbolo, hace crecer el valor de H. 
Antes de proseguir en un teneno menos farragoso, quisiera señalar que 
la situación antes descrita, en la que se ha supuesto que los símbolos o 
los mensa'es elementales eran independientes, no es, ni mucho menos, la 
más usua ! . Generalmente (y basta pensar en el lenguaje hablado para 
apercibirse de ello) la elección de un símbolo tiene una probabilidad que 
depende de los simbolos elegidos con anterioridad. Teniendo en cuenta esta 
circunstancia, las fórmulas se someten a modificaciones técnicas que per- 
miten abordar este tipo de situaciones. Pero no voy a referirme a ello. 
Tampoco voy a hablar de la otra fuente de aleatoriedad citada al principio: 
cl ruido. S610 diré (con palabras otra vez de WEAVER) algo tan vago como 
7. El siiiibolo significa suma de todos los términos de la forma pi logz fid cuando el 
subiiidice i íaria deside 1 hasta n. 
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esto: la incertidumbre que proviene de la libertad de elección propia de la 
fuente de información, es una incertidumbre "deseable" (en la medida 
en que la información se corresponde con dicha incertidumbre); mientras 
que aquella incertidumbre que tiene su origen en el ruido es una incertidum- 
bre que debe ser eliminada.8 
Quisiera ahora considerar dos puntos que tienen un carácter menos 
técnico que todo lo expuesto hasta el momento. El primer punto será 
una consideración acerca del carácter científico del concepto de cantidad 
de información. Quisiera, ante todo, dejar bien sentado qué entiendo yo 
aquí por carácter científico de un concepto. Para mayor claridad, lo har4 
a través de un ejemplo. El ejemplo en el que me basaré será la definición que 
dio GALILEO de la igualdad de velocidades en su Dialogo s o p a  i due 
nuzssimi sistemi del mondo. Si, como se admite en general, las ciencias de 
la naturaleza (o positivas, si se quiere) se han venido elaborando de acuerdo 
con el esquema que introduce, precisamente, la obra de GALILEO, no me 
parece excesivo acudir a este tipo de ejemplo. Por otra parte, la situación, 
como se verá, es lo suficientemente prototípica como para aprovecharse de 
ella. En pocas palabras, la definición de igualdad de velocidades que GALILEO 
da en ese diálogo es la siguiente: dos móviles oseerán la misma velocidad 
cuando los espacios recorridos por cada uno Be ellos guarden entre si la 
misma proporción que los tiempos empleados en recorrerlos. El mérito (la 
universidad, como dice el propio GALILEO) de tal definición reside en 
el hecho de que permite romper con la tradición aristotélica y dejar de 
pensar en la velocidad como en una propiedad intrínseca a los móviles. 
Aunque yo, antes, utilizando un modo de ex resión corriente, haya hablado 
de que un móvil "posee" una cierta veloci J' ad, lo cierto es que esta idea 
de posesión no aporta nada a nuestro conocimiento de las características 
del móvil. Cuando hayamos de determinar cuál de entre dos móviles se 
mueve más rápidamente, lo único que será preciso hacer es comparar dos 
proporciones, dos relaciones, entre espacios y tiempos cuulesqzkiera. La velo- 
cidad es un concepto relacional: y, a la hora de comparar las velocidades de 
dos móviles, no será necesario esperar que esta comparación se realice cuando 
los dos móviles recorran u n  mismo espacio, ni tampoco cuando ambos se 
estén moviendo durante u n  mismo intervalo temporal. 
Es en este sentido, más o menos explicitado, en el que entiendo que la 
definición de cantidad de información es científica. De acuerdo con los 
pasos formales que se han seguido para instaurar dicha definición, nos en- 
contramos con que la cantidad de información no es una propiedad inhe- 
rente a un mensaje individual, sino más bien a una situación considerada 
como un todo; lo cual, en definitiva, representa tanto (o tan poco) como 
afirmar que la velocidad no es una propiedad inherente al móvil sino al 
movimiento. Que las cosas son así, me parece que queda claro si se 
que la cantidad de información se ha definido a partir del concepto g',,, e pro- 
babilidad: este concepto se aplica a una situación más que a un objeto 
determinado, en el sentido de que nos habla de aquello que sucede en 
8. Og. cit., pág. 19. 
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relación con lo que podría suceder. Para a uellos que estén familiarizados 
con la definición matemhtica del concepto %e probabilidad, diré que, a mi 
entender, el peso relaciona1 de este concepto se expresa formalmente por la 
condición de que la suma de las probabilidades de todos los sucesos po- 
sibles en una situación determinada es precisamente igual a la unidad, es 
decir, a la probabilidad del suceso seguro. 
El segundo punto al que quería referirme es la relación entre la in- 
certidumbre propia de la elección de un mensaje por parte de la fuente 
de información y el "orden" o "desorden" que caracteriza dicha situacidn. 
Es decir, la relación que se ha establecido a menudo entre la cantidad de 
información y la entropía de los físicos. Para hacer explícito el problema, 
mc referiré a un ejem lo habitualmente citado en este caso: la llamada 
paradoja del demonio E MAXWBLL. Supongamos un recipiente en el que 
esta contenida una determinada cantidad de un gas: las moléculas de este 
gas se moverán con una cierta velocidad, distinta, en general, para cada 
una de ellas. Como que el número de moléculas es elevado, no resulta 
posible calcular el valor de cada una de esas velocidades: sin embargo, la 
velocidad media de todas las moléculas en un instante dado, tiene una 
cierta magnitud que caracteriza, precisamente, la temperatura de dicho gas. 
Supongamos ahora que el recipiente se ha dividido en dos, mediante un 
tabique: y que en ese tabique se encuentra una pequeña compuerta acciona- 
da por un 'demonio". Se supone que este personaje es capaz de realizar 
la siguiente operación: accionar la compuerta de modo que, al cabo de un 
cierto tiempo, todas las moléculas animadas de un movimiento rápido (o sea, 
cuya velocidad sea superior a la media) se encuentran a un lado del ta- 
bique; mientras que a uellas moléculas cuyo movimiento es lento quedarían 
localizadas del otro la 1 o del tabique. Lo paradójico de esta situación, desde 
el punto de vista de la termodinámica, es que, como resultado de la opera- 
ción descrita, se habría originado una diferencia de temperatura entre los 
dos compartimentos en que se ha dividido el recipiente: esta diferencia de 
temperatura sería susceptible de ser convertida en energía mecánica, por 
ejemplo, y, aparentemente, quedaría violado el principio de imposibilidad 
del yerpetuum mobile (o sea, de un móvil que transforma directamente la 
diferencia de temperatura en energía mecánica y recíprocamente, contra- 
viniendo así el segundo principio de la termodinámica: la entropía, es decir, 
el grado de desorganización de un sistema aislado, no puede disminuir). 
No vo a referirme a la solución física de esta paradoja; pero voy a d servirme e ella para explicitar el sentido que algunos confieren a una 
determinada situación formal que se da de hecho. Resulta que la expresión 
matemdtica de la medida de la cantidad de información y la correspondiente 
fórmula que mide la entropía de un sistema tal como el de las moléculas 
de gas de nuestro recipiente, son fórmulas que presentan una completa 
analogía formal. Basándose en esta circunstancia, se ha pretendido identi- 
ficar totalrnentc ambos conceptos. A la luz de esta identidad, la paradoja del 
demonio de MAXWELL se explicaría, en líneas generales, así: hemos visto 
ue la actividad de un tal demonio tiene como resultado una disminución 
Je In entropía del sistema (la separación en moléculas rápidas y moléculas 
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lentas representa un estado más ordenado del sistema, que no la situación 
de partida en la cual ambos tipos de moléculas están mezcladas al azar). 
Ahora bien, si esta clasificación de las moléculas ha supuesto una dis- 
minución del desorden, o sea, de la entropía del sistema, ello ha sido fac- 
tible gracias a que la disminución del desorden se ha llevado a cabo 
a expensas de la cantidad de información que el demonio poseía en un 
principio. En términos más precisos, para los defensores de la identificación 
entre cantidad de información y entropía, valdrían los dos principios si- 
guientes: l) la adquisición de una determinada cantidad de información 
acerca de un sistema físico por medio de una observación experimental, 
supone un aumento de la entropía del sistema; 2) si se posee una deter- 
minada cantidad de información acerca de un sistema, ésta puede invertirse 
en conseguir una disminución en la entropía del mismo. 
En particular, un físico francés, COSTA DE BEAUREGARD? interpreta es- 
tos dos principios de  la siguiente manera: el primero correspondería a la 
idea de que la información signífica adquisición de conocimiento, donde el 
término información se toma en su acepción no técnica corriente; mientras, 
que el segundo estaría en la línea del concepto aristotélico de información 
como poder de or anización. De acuerdo con esto, ambos principios podrían. 
traducirse dicien f o que, en general, a partir de un estado ordenado se 
puede adquirir un conocimiento y, a partir de una información, se puede 
alcanzar una organización. Si introducimos el concepto de neguentropia 
como una cantidad igual a la entropía pero de signo contrario, resultará que 
la neguentropía da una medida de la organización de un sistema, en el 
mismo sentido en que la entropía mide su desorganización. Entonces, los 
dos principios enunciados establecen una reversibilidad entre la cantidad 
de información y la neguentropía, las cuales serían susceptibles de trans- 
formarse la una en la otra. Esta reversibilidad está. con todo. limitada a una 
condición que expresa un hecho físico comprobable: los eStados probables 
suceden a los menos probables, lo que también se expresa diciendo que el 
universo marcha hacia la entropía creciente, en el sentido de que se tiende 
hacia el estado de probabilidad máxima (el "perfecto desorden"). La limi- 
tación a que me refería es la siguiente: siempre que se adquiere una infor- 
mación, ésta es inferior en cantidad a la disminución de neguentropía (o 
sea, al aumento de desorganización) que se requiere para que dicha infor- 
mación pueda adquirirse. Dicho de otro modo, la "marcha inexorable hacia 
el desorden creciente" implica que la suma neguentropía + información de- 
crezca siempre a lo largo de la evolución de un sistema. 
Temo haberme extendido demasiado, quizás excesivamente, al tratar de 
dar una idea de lo que significa identificar cantidad de información y en- 
tropía; máxime teniendo en cuenta que no voy a pronunciarme, al menos 
radicalmente, en favor o en contra de una tal identificación. Como anécdo- 
ta, citaré que CARNAP y BAR-HILLEL,~~ preocupados ambos por elaborar 
9. 0. COSTA DE BEAUREGARD, Le Second Princifie de la Science du Temps, París, Seuil, 
1963. 
10. Y. BAR-HILLEL, Language and Infwmation, Massachusetts, Addison-Wesley, 1964, 
págs. ,111-12. 
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una teoría de la información semántica, llegaron a la conclusión de que no 
podia pensarse en algo más que en la existencia de una cierta analogía for- 
mal entre dichas magnitudes y que ambas, la cantidad de información y la 
entropía, resultaban de cálculos que, en parte, eran los mismos: sin em- 
bar O, una discusión coi1 VON NEUMANN, partidario éste de la identificación, 
les '%izo desistir de hacer públicos sus resultados. VON NEUMANN sostenía 
ue, desde el punto de vista de la física, la identificación no dejaba lugar a 
Judas. 
Mi propósito al mencionar el problema ha sido doble: por una parte, 
claro está, se trataba de dar cuenta de una situación lo suficientemente con- 
trovertida e importante como para que no sea ignorada aun en una ponen- 
cia como esta; pero, sobre todo, quisiera abordar, a partir precisamente de la 
paradoja del demonio de MAXWELL, el problema de las relaciones entre lo 
que pueden llamarse modelos deterministas y modelos estocásticos, o tam- 
bií.11, utilizando una denominacibn que me parece más adecuada, entre mé- 
todos de investigacidn deterministas y estocásticos (o estadísticos, si se pre- 
fiere). 
Me parece claro que el método de investigación del que ha de valerse 
el demonio de MAXWELL para conseguir su selección de las moléculas, es 
un niétodo determinista; si se quiere, citando a WIENER,~~ SU concepción 
del tiem o es ncwtoniana o astronómica, en oposición a una cierta con- 
eepcidn ;fei tiempo bergsoniana o meteorológica. De la única forma en que 
sc nie aparece como posible que dicho demonio (por muy imaginaria que 
sea su existencia) lleve a cabo con éxito su mani ulación, es asimilándolo 
con una especie de "astrónomo-computador7': es Zecir, por una parte, di- 
cho demonio ,ha de ser capaz de llevar a cabo sus cálculos a partir de una 
situación extremadamente compleja (lo suficiente como para que la mente 
humana resultc im otente ara analizarla y sea preciso atribuirle cualida- 
des "suprahumana$-las :e una máquina); pero, por otro lado, necesita 
un determinado programa para llevar a cabo sus cálculos a partir de los 
datos obtenidos, lo cual permite afirmar que nuestro demonio no puede me- 
nos que ser un astrónomo en ejercicio y contemplar el movimiento de las 
maléculas como la evolución de un universo estelar tremendamente com- 
plicado. Dc hecho, la postura estrictamente deterrninista en física consiste 
en defender que el objetivo que debe pretender dicha ciencia es, precisa- 
mente, conseguir el status de un tal demonio de MAXWELL. De acuerdo 
con esa postura, un sistema físico está integrado por moléculas que siguen 
las Icyes de la mecánica; y, si se dispusiera de calculadoras suficientemente 
poderosas, serfa posible prever el desarrollo del sistema en el futuro. Según 
esto, cl hecho de que, hoy por hoy, se deba entender que determinados sis- 
temas se rigen por las le es del azar, no representa sino que el estadio de 
desarrollo técnico (enteniendo el termino "técnico" en un sentido amplio 
en que se incluyen las técnicas materiales y el instrumental teórico) no es 
un estadio lo suficicntemente elevado como para poder a?bitrar una expli- 
cación dctcrminista. 
1 N. WXENER, Cybsr+tetics, París, Hermann, 1958, cap. 1. 
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A mi modo de ver, esta postura, dado el actual estado de la física, no 
es necesariamente relevante. Incluso parece que la postura inversa presenta, 
formalmente, mayores visos de coherencia: me refiero a aquellos que con- 
sideran una situación determinista (como lo es la de los movimientos ex- 
plicable~ en términos de la mecánica clásica), como un caso extremo del 
esquema estocástico en el que se ha eliminado la aleatoríedad. Pero tam- 
poco estaría muy dispuesto a suscribir esta postura. Digamos que me pa- 
rece preferible pensar en la posibili'dad de analizar las situaciones de acuer- 
do con dos tipos de métodos de investigación: el determinista y el estocás- 
ti'co. Y que la operatividad de uno o de otro, en cada situación determinada, 
depende del tipo de pregunta al que se trata de responder. 
Ahora bien, aceptado esto, me parece que la reversibilidad entre canti- 
dad de información y neguentro ía, en los términos en que antes se ha plan- 
teado al tratar de la paradoja B el demonio de MAXWELL, tiene todo el as- 
pecto de ser la solución de un problema mal planteado. En efecto, me pa- 
rece muy difícil, tanto si se es determinista como si no, zanjar la cuestión 
postulando la existencia de una reversibilidad entre dos entidades que per- 
tenecen a órdenes diferentes: la inteligencia determinista del demonio de 
MAXWELL y la medida del orden, la cual es, en último extremo, medida com- 
plementaria de la ignorancia del observador. En cualquier caso, mi opinión 
es que se trata de una solución de compromiso gratuita. 
He hablado aquí de determinismo y me he referido a una forma de 
determinismo físico muy radical. Quisiera ahora referirme, en un sentido 
menos valorativo, a los métodos de investigación deterministas en gene- 
ral y enlazar esta cuestión con el papel que juega el código en los sistemas 
de comunicación. Me parece que hablar de un "espíritu de investigación 
gramatical" es hablar, de alguna manera, de un método determinista. En 
general, toda investigación determinista está caracterizada por un propósito: 
producir conocimientos a base de la utilización de algoritmos. En este sen- 
tido se ha dicho que el punto de vista de CHOMSKY es determinista: su pro- 
pósito sería "mecanizar" la lingüística, es decir, encontrar un algoritmo que 
permita comprobar si una frase es ramatical en el sentido que explicitan 
las reglas de una lengua dada. Des 3 e este punto de vista, toda normativa, 
como puede serlo un código, es determinista. En la teoría de la informa- 
ción, este concepto de código ilustra la actuación simultánea de los crite- 
rios estocásticos y los deterministas. ' 
Decía antes, que las probabilidades de elecciOn de símbolos por parte 
de la fuente de información están, por lo general, supeditadas a las elec- 
ciones precedentes. WEAVER cita dos ejemplos: 12 1) de acuerdo con el 
diccionarío de la lengua inglesa, la letra j como inicial no uede ir nunca 
seguida de z, por ejemplo; 2) la probabilidad de que se B é la secuencia 
de palabras "Constantinopla pescando clavel sucio" es muy pequeña. Estos 
12. 09. cit., pág. 11. 
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dos ejemplos permiten comprender en qué sentido se da la actuación si- 
multánea que mencionaba: por una arte, el diccionario es n o m a  y, por 
tanto, permite afirmar que es imposib P e la aparición de un vocablo inglés 
que comience por jz; mientras que el contexto n o  es normativo y, por tanto, 
las frases "improbables" pueden aparecer, siquiera en un ejemplo como 
el anterior ue ilustre su improbabilidad. Ahora bien, creo que aparece 
claramente e 9 hecho de que, entre los dos ejemplos anteriores, existe una 
disimetría: en efecto, mientras que en el primero es posible referirse a un 
código (y, en este caso, a un código dado i n  extenso, en el que aparecen 
todos los casos posibles), en el se undo ejem lo el razonamiento debe ba- 
sarse en consideraciones acerca jel significaao. lncluso podría intentarse 
una modificacibn del ejemplo y utilizar otra frase, también altamente 
iniprobable, como la del ejemplo de RUSSELL (versión de SACRIST~) :  l3 
"cenicero ojea lenidad y estroncio bebé". En este caso, de acuerdo con eF 
código sintáctico (que ya no es un código dado in extenso, sino un con- 
junto de reglas), la frase está bien construida: sin embargo, su probabilidad 
se puede considerar baja por consideraciones que hagan referencia a sir 
. significado. 
El código, en las situaciones en que se dispone de uno, tiene como ob- 
jeto "eliminar" el sentido. La codificación permite introducir entidades 
susceptibles de ser comparadas desde el punto de vista informacional. El 
código "mecaniza" la situación: lo cual si nifica quedarse con el aspecto 
uramente relaciona1 y eliminar lo que yo 1 f? amaría la vertiente "sustancial" 
uir tomando como punto de referencia el proceder de GALILEO). 
este aspecto relacional queda verdaderamente instaurado con' 
la codificación: no es que dicha operación "conserve" algo 
Tos términos, a la vez que elimina lo superfluo, sino que, des gue e el ya momento está en 
en que se codifica, se institu en unas entidades mínimas (las del código), al Y estilo, por ejemplo, de los onemas de la lingüística; y de esta manera se 
hace posible introducir criterios cuantitativos. 
Creo que en estas características del código se encuentran bastantes pis- 
tas para comprender el problema de la significación: más concretamente, 
para elaborar una teoría de la información semántica. Con esta indicación 
no pretendo descubrir nada nuevo; sólo a punto hacia una cuestión que  
conozco mu insuficientemente. En cualquier caso, la idea de  código ayuda 
a entender l' a razón de por ué, según CARNAP y BAR-HILLEL, es 
distinguir entre información ?en el sentido de "contenido") y canti SIeciro ad d e  
informaci6n.14 Un código permite hablar de la cantidad de información 
que transporta un mensaje, bien en sí mismo, bien en relacidn con a l g u n ~  
o algunos otros: pero creo que difícilmente ayuda a tratar de la información 
que el emisor retende comunicar al transmitir un determinado mensaje, 
ni tampoco de a información que el receptor obtiene a partir de ese men- 
saje. 
P 
Para terminar con este punto, daré dos citas. Una es de JAKOBSON quien, 
13. M. Sacars~h~, Introducción 0 la lógica y al análisis formal, Barcelona, Ariel, 1964, 
14. Y. BAPHILLEL, op. cit., cap. 15. 
p6g. 42. 
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citando a su vez a  COL^ CHERRY, dice lo siguiente: l5 los estímulos recibi- 
dos de la naturaleza no son imágenes de la realidad, sino documentos a 
partir de los cuales construimos nuestros modelos ersonales. El físico crea 
construcciones teóricas aplicando su propio sistema E ipotético de nuevos sím- 
bolos a los indicios extraídos, mientras que el lingüista sólo recodifica, es 
decir, traduce los símbolos ya existentes y en uso en la lengua de una co- 
munidad lingüística dada, en símbolos de un metalenguaje. 
La segunda cita no es tal en realidad, sino una mención aclaratoria del 
texto anterior. Se trata de la distinción que Donald MACKAY l6 realiza entre 
teoría de la comunicación y teoría de la información científica: la primera 
trataría de las réplicas (o "copias") de las representaciones existentes en la 
mente del receptor, cuyas réplicas estaban antes presentes en la mente del 
emisor del mensaje; mientras que la teoría de la información científica tra- 
taría de la formación de las representaciones o de su disposición en el es- 
pacio de representación del observador. Desde este punto de vista, el sig- 
nificado de la información sería una relación entre la información misma 
y el receptor, relación que dependería de la estructura y del estado de 
ambos.l? 
En esta última parte de la ponencia, quisiera esbozar el tratamiento de 
un punto problemático: determinar cuál es el estatuto de las relaciones entre 
la teoría matemática de la información y las ciencias sociales. De hecho, se 
trata de una aproximación a un problema más general: el del cará,cter cien- 
tífico que puedan poseer dichas disciplinas. 
El problema de la cientificidad de las ciencias sociales se acostumbra en- 
tender en los siguientes términos: <es o no posible construir unas discipli- 
nas que traten de los hechos sociales de manera análoga a como tratan las 
ciencias de la naturaleza los fenómenos naturales? A mí me parece que 
ante esta regunta se pueden adoptar, inicialmente, dos posturas: una se- 
ría la de ! eclarar que la pregunta está mal planteada, que hace referencia 
a un pseudoproblema, y ello porque no hay ninguna necesidad de que Ias 
disciplinas sociales se conformen al esquema de alguna o de varias de las 
ciencias de la naturaleza. Esto representaría una manera de zanjar la cues- 
tión y, seguramente, en definitiva, una negativa a seguir considerando ese 
eventual problema. Con todo, yo optaré aquí por una segunda postura: la 
aceptación de la pregunta, no con la intención inmediata de darle una res- 
puesta, sino más bien para intentar criticarla "desde dentro". 
15. R. JAKOBSON, Essais de linguistique générale, París, Minuit, pág. 91. Véase también 
COLIN CHEBRY, "The communication of information", Endeavour, vol. XXIII, núm. 88, 1964, 
pág. 13: " . . . no  podemos decir que estemos <,comunicando con la naturaleza,,, la cual no nos 
habla por medio de un lenguaje y valiéndose de símbolos". 
16. D. &f. MACKAY, "Information and prediction in human sciences", en Information and 
Prediction in Science, S .  Dockx y P. Bernays eds., Nueva York, Academic Press, 1965, pági- 
na 256. 
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Una vez aceptado el juego, la primera cuestión que se me ocurre es 
preguntar: ¿a quién deben imitar las disciplinas sociales: a una determinada 
ciencia de la naturaleza, a algunas de entre ellas a la vez, o a la ciencia, en 
sing~~lar (e, incluso, con mayúscula)? Represento a una ciencia (las mate- 
máticas) que se ha llamado, a veces, reina de las demás, que otras veces 
ha recibido el calificativo de fiel servidora y de la que, incluso, en algunas 
ocasiones, se han dicho ambas cosas simultáneamente. Sin embargo, me re- 
sisto a ace tar la validez de esa idea de la ciencia; incluso, la hipotética 
existencia a e una relación de subordinación entre las distintas ciencias. Si 
digo csto no es para introducir a continuación la justificación de mi propia 
visión de las cosas. Mi propósito al referirme a este punto es un propósito 
funcional: si no acepto que exista la ciencia y si, por otro lado, resulta vi- 
sible que las actuales disciplinas sociales presentan, ocasionalmente, deter- 
ini.nados desarrollos de tipo matemático, por ejemplo, entonces, lo que se 
tratará de cuestionar es si dichas disciplinas utilizan, "explotan", en algún 
momento, determinados resultados conseguidos en otro terreno, para su 
propio interés. Si se ace ta el roblema en estos términos, (cuál es, enton- 
ces, la validez de estos B esarrol P os técnicos en las ciencias sociales? 
Vuelvo, por un momento, a la definición galileana de la velocidad. Se 
puede dccir, grosso modo, que el concepto de velocidad tal y como lo desa- 
rrolló GALILEO coincide con la elaboración de un modelo (en el sentido de 
los Ió~cos,  es precisamente el contrario al sentido en  que acostumbran 
a uti izar e término los investigadores sociales) de la teoría matemática de 
la proporción. Pero creo que decir esto significa, automáticamente, estable- 
ccr que la mecánica galileana es tan sólo un ejemplo de una teoría mate- 
xnhtica Romper con la concepción aristotélica significa algo más, en la his- 
toria de la física, qiie echarse en los brazos de la tradición euclídea. En cual- 
quier caso, hablar de subordinación de una teoría física a un desarrollo ma- 
temático, no es decir nada que aclare el desarrollo efectivo de la física mo- 
dcxlia (de GALILEO a nuestros días), ni tampoco de las propias matemáticas. 
Aceptemos, pues, que las relaciones entre física y matemáticas son algo 
mhs que unas relaciones de utilización de las segundas por parte de la pri- 
mera. Pensemos que 13 introducción de la concepción relaciona1 a la que 
me referia al hablar or vez primera de la igualdad de velocidad para GA- 
zxLao, modifica de ta P manera las anteriores concepciones acerca de los ob- 
jctus naturales que llega a fi~ndarse una ciencia nueva: la física moderna. 
Pero, en el caso de las disciplinas sociales, me parece que la situación es 
diferente, en general. Estoy de acuerdo, hasta cierto punto, con BAR-HIUEL 
en afirmar que, en la mayoría de los casos, la psicología, la sociología, la an- 
tropología, ctc., zttilizan el cálculo informacional y no hacen suya toda la 
intcrprctación que los ingenieros han dado de los sistemas de com~nicación.*~ 
Ahora bicn, de esta manera hemos vuelto a la situación inicial: es decir, 
hcmos zanjado el problema como si no existiera, aunque después de haber 
dado un rodco. Sin embargo, yo me resisto todavía a adoptar esta postura. 
Y, para seguir con cl análisis interno que proponía, quisiera fijar mi discu- 
18. Y. BAR-IIII.LEI., op. cit., pág. 292.  
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sión en un caso particular: este caso es la obra de Claude LÉvI-STRAUSS. Si 
escojo este ejemplo es, entre otras cosas, porque en la obra de LÉvI-STRAUSS 
aparecen a menudo conceptos ropios de la teoría de la información, y ello 
e n  un sentido que es el que Siwutiré. 
En primer lugar, a nivel de terminología, nos encontramos con que 
UVI-STRAUSS habla de modelos deterministas y modelos estadísticos (sus 
discí~ulos  refieren llamarlos est~cásticos).~~ habla de comunicación (de 
7 ,  
mujeres) 21; de en t r~p ía?~  se preocupa por las dos concepciones del tiem- 
p0,2~ etc. Él mismo sugiere que, no solamente su terminología, sino sobre 
todo sus métodos de investigación, los ha tomado de la l ingi i í~t ica.~~ En 
este punto, quisiera decir, de paso, que creo que la lingüística ha experi- 
mentado recientemente un cambio que me parece análogo al que yo men- 
cionaba como propio del momento fundacional de la física moderna: sus 
métodos matemáticos son, quizás, algo más que una mera utilización de 
teorías ya desarrolladas autónomamente. Digo esto porque existe la posi- 
bilidad de considerar, entonces, que el proceder de UVI-STRAUSS no ha 
consistido en tomar prestado un instrumental utilizado por la lingüística que, 
a su vez, lo habría tomado prestado de las matemáticas: sino que cabe pensar 
aiie. indetxndientemente de su éxito o de su fracaso. LÉvI-STRAUSS habría 
1 '  
. intentadoLpor su cuenta fundar una nueva ciencia, a la manera en que 
se habría fundado una "nueva" lingüística. 
Para ceñirme de nuevo al tema, en lo que hace a la teoría de la infor- 
mación, (dónde se encontraría el peso de esa intención fundacional? Re- 
cordando la distinción a que antes aludía entre teoría matemática de la 
información y teoría de la comunicación, mi opinión es que no existen 
relaciones entre la obra de LÉvI-STRAUSS y la teoría de la información, aun- 
que sí se dan relaciones entre su obra y la teoría de la comunicación. Calcu- 
lar la entropía de un sistema de alianza KarieraF6 me parece que constituye 
una muestra de lo que BAR-HILLEL califica de utilización del cálculo infor- 
macional. Por el contrario, la obra de LÉvI-STRAUSS (quizá por razones ex- 
trínsecas, como por ejemplo puede ser su desconocimiento de los tecni- 
cismos necesarios) no ofrece ningún ejemplo de esta situación. Más bien 
abundan los momentos en que se subraya la importancia del código, en el 
sentido en que antes apuntaba. En un trabajo crítico, DAN SPERBER~~ dice 
aue la idea de sistema de comunicaci6n aue L&VI-STRAUSS utiliza. no corres- 
b n d e  al concepto de sistema de comuiicación que hacen servir los inge- 
nieros. La crítica de SPERBER me parece excelente y contribuye a poner en 
claro muchos extremos acerca del alcance del pensamiento de UVI-STRAUSS: 
19. C. LÉvr-STRAUSS, Anthropologie structrrele, Paris, Plon, 1958, págs. 311 y SS. 
20. 1. R. BUCHLER, H. A. SELBY, Kinship and Social Organization, Nueva York, Mac- 
millan, 1968, pág. 3151. 
21. C. L~vI-STRAUSS, op. cit., págs. 326 y SS.; Les structures élémentaires de la parenté, 
París, Mouton, 1967, 2.n ed., págs. 5864 y SS. 
22. C. L~vI-STRAUSS, Alztltropologie structurole, pág. 330. 
23. Ibid., pág. 314. 
24. Ibid., caps. 11 y IV. 
25. 1. R. BUCHLER, H. A. SELBY, op. cit., cap. 12. 
26. D. SPERBER, "Le structuralisme en anthropologie", en Qu'est-ce que le structurelisme?, 
París, Seuil, 1968, págs. 209 y ss. 
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entre otras cosas, pone de manifiesto que, sea por error, sea por ignorancia, 
UVI-STRAUSS n o  utiliza ,el cáEculo de la teoría de comunicaciones. Es en 
este momento en el que me parece que la obra de UVI-STRAUSS se hace 
interesante ara seguir la encuesta acerca del valor científico de una dis- 
ciplina sociar: la antropología. Porque, por esas mismas razones, KVI-STRAUSS 
emprende una marcha autónoma: por ejemplo, impone reglas (como es la 
universalidad de la prohibición del incesto) que le permiten elaborar teo- 
rías susceptibles de ser contrastadas con la realidad. La contrapartida está, 
evidentemente, en los compromisos ideoló icos que debe realizar a cambio. 
El más notable es, seguramente, su idea <el éspíritu humano", incluso si 
se le comprende en la versión del mismo que da E. LEACH~? en términos 
de computador altamente complicado. 
No quisiera acabar sin antes señalar que en la obra de GALILEO también 
se da un  compromiso, casi diría que simétrico al de LÉvI-STRAUSS: el "pla- 
tonismo" de GALILEO (SU matematicismo) ha quedada plasmado en una 
idea famosa: la de que la Naturaleza está escrita en lenguaje matemático. 
U esa idea de la Naturaleza se ha revelado también como altamente com- 
,prometedora. 
27. l'.. I . i i~crr,  LEvi-Straz~ss, a*atropólogo y filósofo, Barcelona, Anagrama, pág. 32. 
