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WEIGHTED INEQUALITIES OF BILINEAR ROUGH SINGULAR
INTEGRALS
PENG CHEN, DANQING HE, AND LIANG SONG
ABSTRACT. We establish a quantitative weighted inequality for the bi-
linear rough singular integral, where the bound is controlled by the cube
of the weight constant.
1. INTRODUCTION
The optimal norms of linear and multilinear weighted inequalities of
kinds of operators attracted a lot of attention in past decades. The A2 conjec-
ture asks if the weighted norm of a (smooth) Caldero´n-Zygmund operator
depends on the weight constant [ω]A2 linearly. This was solved by Hyto¨nen
[12]. Lerner [19] attacked this problem later using the sparse operators.
That is why this method is often referred as the sparse method/control. A
even shorter proof of the sparse control for singular integral operators with
kernels satisfying the Dini condition was given by Lacey [17], which in-
spired a lot of other papers, [7], [16], [4], and [18], just to name a few.
There is a natural question after the solution to the A2 conjecture. Does
the weighted norm of a rough singular integral depend on the weight con-
stant linearly as well? This question is partially answered by Hyto¨nen, Ron-
cal, and Tapiola [15], who proved that the weighted norm of a rough singu-
lar integral is bounded byC[ω]2A2 . Their method depends on a modification
of a classical dyadic decomposition, see [8] for instance, and Lacey [17].
In this note we generalize the result of [15] to the bilinear setting.
A bilinear rough singular integral is defined by
(1) TΩ( f ,g)(x) =
ˆ
R2n
Ω((y,z)′)
|(y,z)|2n
f (x− y)g(x− z)dydz,
where (y,z)′ = (y,z)
|(y,z)|
∈ S2n−1, the unit sphere in R2n, and Ω is an L∞ func-
tion defined on S2n−1 with vanishing integral, namely
´
S2n−1
Ω = 0. The
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boundedness of this operator goes back to Coifman and Meyer [3], which
was proved for all points except for the endpoints by Grafakos, He, and
Honzı´k [11].
We are interested in the weighted norm inequality for TΩ, namely
(2) ‖TΩ( f ,g)‖L1(ν) ≤C[~ω ]A(2,2)
‖ f‖L2(ω1)‖g‖L2(ω2),
where (ω1,ω2) is an A(2,2) weight; see (6) below for the definition. We are
concerning how the constantC[~ω]A(2,2)
depends on [~ω]A(2,2).
The weighted norm inequality for bilinear rough singular integrals has
been addressed by [6] and [1]. Cruz-Uribe and Naibo [6] obtained the first
weighted inequality of bilinear rough singular integrals via interpolation be-
tween measures. Barron [1] obtained a sparse control of TΩ, which implies
that the weighted norm of a bilinear rough singular integral depends on the
weight constant of the bilinear weight. However, no explicit expression
was provided in both papers for the classical multiple weights introduced in
[21].
We choose a different way here to give an explicit expression show-
ing how the weighted norm ‖TΩ‖L2(ω1)×L2(ω2)→L1(ν) depends on the cor-
responding weight constant. Our method could be modified to other points
(p1, p2, p) beyond (2,2,1) we study in this note, but we will not pursue
them here since even for the (2,2,1) case we cannot obtain the best result,
which we conjecture as [ω1,ω2]A(2,2). The reader will find that our method
relies heavily on the idea Hyto¨nen, Pe´rez, and Rela [15] used to handle the
linear version.
Our main result is the following theorem.
Theorem 1.1. Let TΩ be a bilinear rough singular integral operator with
Ω ∈ L∞(S2n−1) and
´
S2n−1
Ω = 0, then
(3) ‖TΩ( f ,g)‖L1(ν) ≤C[ω1,ω2]
3
A(2,2)
‖ f‖L2(ω1)‖g‖L2(ω2)
whenever (ω1,ω2) ∈ A(2,2) and ν = ω
1/2
1 ω
1/2
2 .
2. REVERSE HO¨LDER INEQUALITIES
Let us recall some basic definitions. A local integrable nonnegative func-
tion ω is an Ap weight for 1< p< ∞ if
[ω]Ap = sup
Q
 
Q
ω(
 
Q
ω1−p
′
)p−1 < ∞.
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The constant [ω]Ap is referred as the weight constant of ω . For the case
p= ∞, we take the definition
[ω]B∞ = sup
Q
1
ω(Q)
ˆ
Q
M(ωχQ)< ∞;
see [14] for instance. The class B∞ coincides with the classical weight class
A∞ = ∪1≤p<∞Ap since 1≤ [ω]B∞ ≤C[ω]Ap (see [13]) and ω ∈ B∞ satisfies
the reverse Ho¨lder inequality (Lemma 2.1). For some technical reason, we
introduce also
(ω)Ap =max([ω]B∞, [ω
1−p′ ]B∞)≤C[ω]
max(1,
p′
p
)
Ap
.
A remarkable property of weights is that they satisfy the reverse Ho¨lder
inequality (RHI), which states that there exists a positive ε such that 
Q0
ω1+εdx≤C
( 
Q0
ωdx
)1+ε
.
As a simple corollary we see that ω1+ε ∈ Ap when ω ∈ Ap.
A range of ε is given by the following lemma proved in [14].
Lemma 2.1 ([14, Theorem 2.3]). Let ω ∈ B∞ and let Q0 be a cube. Then
(4)
 
Q0
ω1+εdx≤ 2
( 
Q0
ωdx
)1+ε
for any ε > 0 such that 0< ε ≤ 1
2n+1[ω]B∞−1
.
In particular, for p≥ 2, (4) holds for ε ≤C[ω]−1Ap .
Lemma 2.2 ([15, Corollary 3.16]). Let ω ∈ Ap with p ∈ (1,∞), then there
exists a constant δ ∼ 1/(ω)Ap such that
(5) [ω1+δ ]Ap ≤ 4[ω]
1+δ
Ap
.
This result follows from the reverse Ho¨lder inequality. We refer abusively
(5) as a reverse Ho¨lder inequality as well. A main reason for doing this as
we will see below is that this is a good substitute for reverse Ho¨lder in-
equality of multiple weights, while the generalization of (4) to the multiple
weights is unclear.
A multiple weight is defined as follows. Let 1 ≤ p1, . . . , pm < ∞,
1
p
=
∑mj=1
1
p j
, ~P=(p1, . . . , pm), and ~ω =(ω1, . . . ,ωm). Set ν = ν~ω =∏
m
j=1ω
p/p j
j .
We say ~ω satisfies A~P condition if
(6) [~ω]
1/p
A~P
= sup
Q
( 1
|Q|
ˆ
Q
ν
)1/p m
∏
j=1
( 1
|Q|
ˆ
Q
ω
1−p′j
j
)1/p′j < ∞.
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This coincides with the classical weights when m= 1 and the supremum is
[ω]
1/p
Ap
. The special case we are interested in is m= 2, p1 = p2 = 2, where
the supremum reads
[(ω1,ω2)]A(2,2) = sup
Q
( 1
|Q|
ˆ
Q
ω
1/2
1 ω
1/2
2
) 2
∏
j=1
( 1
|Q|
ˆ
Q
ω−1j
)1/2
.
In particular if ω1 = ω2, we have [(ω1,ω2)]A(2,2) = [ω1]A2 .
There is an interesting characterization of multiple weights.
Lemma 2.3 ([21, Theorem 3.6]). ~ω ∈ A~P if and only if ω
1−p′j
j ∈ Amp′j and
ν ∈ Amp.
In particular, we have the following corollary.
Corollary 2.4. ~ω ∈ A(2,2) if and only if ω
−1
j ∈ A4 for j = 1,2 and ν =
ω
1/2
1 ω
1/2
2 ∈ A2.
By Lemma 2.2 we know that for
δ .min([ω−11 ]
−1
A4
, [ω−12 ]
−1
A4
, [ν]−1A2 )∼ 1/max([ω
−1
1 ]A4, [ω
−1
2 ]A4, [ν]A2),
we have ω
−(1+δ )
1 , ω
−(1+δ )
2 ∈ A4 and ν
1+δ ∈ A2. Consequently, by Corol-
lary 2.4, ~ω1+δ = (ω1+δ1 ,ω
1+δ
2 )∈ A(2,2). This indicates the possible validity
of the reverse Ho¨lder inequality of multiple weights of the following form,
(7)[ 
Q
ν1+r(
 
Q
ω
−(1+r)
1 )
1
2 (
 
Q
ω
−(1+r)
2 )
1
2
] 1
1+r
≤C
 
Q
ν(
 
Q
ω−11 )
1
2 (
 
Q
ω−12 )
1
2 .
In particular we have (ω1+r1 ,ω
1+r
2 ) ∈ A(2,2) and
(8) [ω1+r1 ,ω
1+r
2 ]A(2,2) ≤ [ω1,ω2]
1+r
A(2,2)
.
Remark 1. By the proof of [21, Theorem 3.6] we see
(9) [ω−11 ]A4, [ω
−1
2 ]A4, [ν]A2 ≤ [ω1,ω2]
2
A(2,2)
,
which implies that
[ω1,ω2]
−2
A(2,2)
≤min([ω−11 ]
−1
A4
, [ω−12 ]
−1
A4
, [ν]−1A2 ).
Moreover by Lemma 2.1 we see that [~ω1+r]A(2,2) ≤C[~ω]
(1+r)
A(2,2)
holds at least
for r ∼ [ω1,ω2]
−2
A(2,2)
.
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We are concerning the largest possible number r such that ~ω1+r ∈ A(2,2).
The example ω1 = ω2 ∈ A2 suggests that r = [ω1,ω2]
−1
A(2,2)
might be a rea-
sonable conjecture, which unfortunately turns out to be wrong.
Remark 2. We observe that (9) is sharp in the sense that the smallest t such
that [ω−11 ]A4, [ω
−1
2 ]A4, [ν]A2 ≤ [ω1,ω2]
t
A(2,2)
is 2, although the number t could
be 1 in the special case ω1 = ω2 ∈ A2. So it is impossible to obtain a larger
r by improving the exponent t.
To illustrate the claimed sharpness, we consider the special case ω−11 =
|x|a ∈ A4,ω2 = 1 and ν = |x|
−
a
2 ∈ A2. A simple calculation ([9, p. 506])
shows that a ∈ (−n,2n), [ω]A4 ∼
1
(a+n)(3n−a)3
, and [ω1,1]A(2,2) = [ω]
1/2
A3
∼
1
(a+n)1/2(2n−a)
. [ω]A4 ≤C[ω1,1]
t
A(2,2)
is valid only if t ≥ 2 by letting a→−n.
By the example in last remark, we are able to show that r ∼ [ω1,ω2]
−2
A(2,2)
we obtained in Remark 1 is sharp.
Lemma 2.5. If r is a positive number such that (8) holds for all (ω1,ω2) ∈
A(2,2), then we necessarily have r . [ω1,ω2]
−2
A(2,2)
. In particular, (8) holds if
and only if r . [ω1,ω2]
−2
A(2,2)
.
Proof. Take ω−11 = ω = |x|
a ∈ A4, ω2 = 1, and ν = ω
−1/2 ∈ A2, or equiv-
alently a ∈ (−n,2n). We know that in this case [ω1,ω2]A(2,2) = [ω]
1/2
A3
, and
(8) becomes
[ω1+r]A3 ≤C[ω]
1+r
A3
.
A weaker version is that ω1+r ∈ A3, which is equivalent to that (1+ r)a ∈
(−n,2n). Consider the case a is close to −n, then r ≤ a+n−a ∼ [ω]
−1
A3
=
[ω1,ω2]
−2
A(2,2)
since [ω]A3 ∼
1
(n+a)(2n−a)2
.
The last statement follows from the first one and Remark 1.

Remark 3. There is a different property which is also called RHI for multi-
ple weights. We refer interested readers to [5].
3. A QUANTITATIVE WEIGHTED INEQUALITY
In this section, we prove Theorem 1.1, which relies on an improved Dini
estimate.
Let K0 =
Ω((y,z)′)
|(y,z)|2n
χ1≤|(y,z)|≤2 be the truncated kernel of the bilinear rough
singular integral. Take ϕ ∈ S such that supp ϕ̂ ⊂ B(0,1) and ϕ̂(y,z) = 1
when |(y,z)| ≤ 1/2, and define ψ̂ = ϕ̂(·)− ϕ̂(2·) Define the kernel Kk =
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2−2nkK0(2
−k(y,z)), ϕk = 2
−2knϕ(2−k(y,z)), and ψk = 2
−2knψ(2−k(y,z)).
Define
T0( f ,g)(x) = ∑
k
Kk ∗ ( f ⊗g)∗ϕk(x,x),
and
Tj( f ,g)(x) = ∑
k
Kk ∗ ( f ⊗g)∗ψk− j(x,x)
for j ≥ 1. We remark that this decomposition is essentially the same as the
one used in [10], where K0 is a smooth truncation. Both truncations satisfy
the same decay condition (in frequency side), so the argument in [10] could
be applied here as well.
We have the following lemma on Tj.
Lemma 3.1 ([11, Proposition 5]). TΩ = ∑ j∈ZTj. Tj is a bilinear Caldero´n-
Zygmund operator such that ‖Tj‖L2×L2→L1 ≤C2
−| j|δ for δ = 1/16.
Moreover, for any ε > 0, there exists a constant Cε ≤
C
ε such that Tj has
the Caldero´n-Zygmund constant Cε2
| j|ε for all j ∈ Z.
Remark 4. The boundedness of Tj is exactly [11, Proposition 5].
[11, Lemma 11] gives just the existence of Cε without the form here. To
obtain the right bound we need, we have to re-examine the proof to show
thatCε ≤C(
1
2n+ε−2n +1)≤
C
ε with the help of [10, Appendix B1].
The Dini condition plays a crucial role in the following argument, which
we now define; see, for example, [22] and references therein. A bilinear
operator is called an ω-Caldero´n-Zygmund operator if its kernel satisfies
the size condition |K(x,y,z)| ≤ CK
(|x−y|+|x−z|)2n
, and the smoothness condition
|K(x+h,y,z)−K(x,y,z)|+ |K(x,y+h,z)−K(x,y,z)|
+|K(x,y,z+h)−K(x,y,z)| ≤
1
(|x− y|+ |x− z|)2n
ω(
|h|
|x− y|+ |x− z|
),
whenever |h| ≤ 1
2
max(|x−y|, |x− z|). We concern mainly the case when ω
is increasing satisfyingω(0)= 0, and ‖ω‖Dini=
´ 1
0
ω(t)dt
t
<∞. In this case
we say the kernel (or equivalently the operator) satisfies the Dini condition.
For Tj in the previous lemma, we see that the C-Z constant is Cε2
| j|ε ,
which implies that we may take ω(t) =Cε2
| j|εtε , hence ‖ω‖Dini ≤Cε2
| j|ε .
This estimate based on the classical decomposition is not good enough,
and we need a new decomposition introduced by [14].
Let N(ℓ) = 2ℓ, and we should define T˜ℓ as follows.
T˜0( f ,g) = T0( f ,g)(x)
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and
T˜ℓ( f ,g)(x) = ∑
k
Kk ∗ ( f ⊗g)∗ [ϕk−N(ℓ)−ϕk−N(ℓ−1)](x,x)
for ℓ≥ 1.
We look at these operators one step further. We need their equivalent
multiplier definitions, which are
T˜ℓ( f ,g)(x) = ∑
k∈Z
ˆ
R2n
mk,ℓ(ξ ,η) f̂ (ξ )ĝ(η)e
2piix·(ξ+η)dξdη,
where mk,ℓ(ξ ,η) = K̂(2
kξ ,2kη)[ϕ̂(2k−N(ℓ)(ξ ,η))− ϕ̂(2k−N(ℓ−1)(ξ ,η))] is
supported in the annulus
{(ξ ,η) ∈ R2n : 22
ℓ−1
≤ |(ξ ,η)| ≤ 22
ℓ
}.
Obviously T˜ℓ = ∑
N(ℓ)
j=N(ℓ−1)
Tj, so we obtain the following two trivial esti-
mates depending on Lemma 3.1.
(10) ‖T˜ℓ( f ,g)‖L1 ≤C2
−N(ℓ)δ ′‖ f‖L2‖g‖L2
since ∑
N(ℓ)
j=N(ℓ−1)
C2−| j|δ ≤ C2ℓ−12−2
ℓ−1δ ≤ Cδ2
−N(ℓ)δ/4. The second esti-
mate is that the Caldero´n-Zygmund constant Cℓ related to T˜ℓ is bounded
by
N(ℓ)
∑
j=N(ℓ−1)
Cε2
jε ≤CεN(ℓ)2
N(ℓ)ε .
By taking ε = tℓN(ℓ)−1, we control the last quantity by Ct2
(2+t)ℓ, which in
anyway is greater than 22ℓ = N(ℓ)2, a bound we shall improve.
It was essentially proved in [14] the following lemma.
Lemma 3.2 ([14, Lemma 3.10]). The operator T˜ℓ is a bilinearωℓ-Caldero´n-
Zygmund operator with
(11) Cℓ ≤C‖Ω‖L∞
and
(12) ωℓ(t)≤C‖Ω‖L∞ min(1,2
N(ℓ)t),
which implies further that ‖ωℓ‖Dini ≤C‖Ω‖L∞(1+N(ℓ)).
We see that the function ϕ in [14] is compactly supported in the spatial
side (for variable x), while our decomposition uses that ϕ is compactly sup-
ported in the frequency side (for variable ξ ). We take ϕ of this form due to
the the method taken in [11]. We are still able to prove Lemma 3.2 in our
setting, which is given in the Appendix.
Remark 5. The Dini constant of T˜ℓ we had was N(ℓ)
2, which is now N(ℓ).
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In the linear case Lacey [17] proved sparse controls for singular inte-
grals whose kernels satisfy the Dini condition, which was reproved later by
Hyto¨nen, Roncal, and Tapiola [15], and Lerner [20]. Li [22] generalized
Lerner’s result to the multilinear setting, which is useful for us.
Lemma 3.3 ([22, Theorem 1.2]). Let T be a bilinear ω-Caldero´n-Zygmund
operator. Then the norm ‖T ( f ,g)‖L1(ν) is bounded by
C[ω1,ω2]A(2,2)(‖T‖L2×L2→L1 +CK +‖ω‖Dini)‖ f‖L2(ω1)‖g‖L2(ω2)
for (ω1,ω2) ∈ A(2,2) and ν = ω
1/2
1 ω
1/2
2 .
Another important tool is the interpolation between measures. The ver-
sion we need is taken from the classical monograph [2].
Lemma 3.4 ([2, Theorem 4.4.1, Theorem 5.5.3]). Let T be a bilinear oper-
ator such that
‖T ( f ,g)‖Lp(µ1) ≤M1‖ f‖Lp1 (ω1)‖g‖Lp2(ν1)
and
‖T ( f ,g)‖Lp(µ2) ≤M2‖ f‖Lp1(ω2)‖g‖Lp2(ν2).
Then T can be extended to a bilinear operator bounded from Lp1(ω)×
Lp2(ν) to Lp(µ) with norm bounded by M1−θ1 M
θ
2 , where µ = µ
1−θ
1 µ
θ
2 , and
both ω and ν are defined in a similar way.
Now we prove the claimed quantitative weighted inequality of the bilin-
ear rough singular integral. We should emphasize again that our argument
is parallel to the one previously used in Hyto¨nen, Pe´rez, and Rela [15] for
the linear case.
Proof of Theorem 1.1. By Lemma 3.2 and Lemma 3.3 we know that
‖T˜ℓ( f ,g)‖L1(ν) ≤C‖Ω‖∞[ω1,ω2]A(2,2)N(ℓ)‖ f‖L2(ω1)‖g‖L2(ω2)
whenever (ω1,ω2) ∈ A(2,2). Moreover, for a fixed (ω1,ω2) ∈ A(2,2), by
Lemma 2.5, we have (ω1+r1 ,ω
1+r
2 ) ∈ A(2,2) for r ∼ [ω1,ω2]
−2
A(2,2)
, hence
(13)
‖T˜ℓ( f ,g)‖L1(ν1+r) ≤C‖Ω‖L∞[ω
1+r
1 ,ω
1+r
2 ]A(2,2)N(ℓ)‖ f‖L2(ω1+r1 )
‖g‖
L2(ω1+r2 )
.
Recall also that by (10) we have ‖T˜ℓ‖L2×L2→L1 ≤ C‖Ω‖∞2
−N(ℓ)δ ′ for a
fixed positive δ ′ independent of ‖Ω‖∞. Interpolating between this and (13),
using Lemma 3.4 and (8), we obtain that
(14)
‖T˜ℓ( f ,g)‖L1(ν)≤C‖Ω‖L∞[ω1,ω2]A(2,2)N(ℓ)
1
1+r 2
−
N(ℓ)δ ′r
1+r ‖ f‖L2(ω1)‖g‖L2(ω2).
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Summing over ℓ≥ 1, and using the argument on [14, p. 19] we obtain that
‖TΩ( f ,g)‖L1(ν) ≤C[ω1,ω2]A(2,2)r
−1‖ f‖L2(ω1)‖g‖L2(ω2),
which is (3) and we finish the proof of Theorem 1.1.

Remark 6. If r ∼ [ω1,ω2]
−1
A(2,2)
, as we conjectured right after Remark 1, we
obtain the weighted bound [ω1,ω2]
2
A(2,2)
, similar to the result obtained in the
linear case [14]. However, r can only be [ω1,ω2]
−2
A(2,2)
. This indicates that
[ω1,ω2]
3
A(2,2)
may be the limit of our method.
4. APPENDIX: PROOF OF LEMMA 3.2
In this section we sketch the proof of Lemma 3.2.
We refer the readers to [14, Lm 3.10] for a detailed proof. Here we just
present a few tiny differences worth explaination.
A careful examination of the proof of [14, Lm 3.10] shows that once we
establish (3.11) and (3.12) of [14], then the remaining argument follows
smoothly.
What we want to estimate is |∑kKk ∗ϕk−N(ℓ)|. We see that
Kk ∗ϕk−N(ℓ)(~x) = 2
−(k−N(ℓ))2n
ˆ
|~y|∼2k
Ω((~y)′)
|~y|2n
ϕ(
~x−~y
2k−N(ℓ)
)d~y,
where~x,~y ∈ R2n.
Fix~x and assume |~x|= 2l. If l ≤ k+10, then
|2−(k−N(ℓ))2n
ˆ
|~y|∼2k
Ω((~y)′)
|~y|2n
ϕ(
~x−~y
2k−N(ℓ)
)d~y| ≤C‖Ω‖L∞2
−2kn.
If l ≥ k+ 10, then |ϕ( ~x−~y
2k−N(ℓ)
)| is bounded by Cmin(1,2(2n+1)(k−N(ℓ)−l)),
which implies that
|2−(k−N(ℓ))2n
ˆ
|~y|∼2k
Ω((~y)′)
|~y|2n
ϕ(
~x−~y
2k−N(ℓ)
)d~y|
≤C‖Ω‖L∞2
−(k−N(ℓ))2n2−2kn2(2n+1)(k−N(ℓ)−l)22kn
=C‖Ω‖L∞2
k−N(ℓ)2−(2n+1)l .
Summing over k we obtain
|∑
k
Kk ∗ϕk−N(ℓ)|
≤ ∑
k≥l−10
C‖Ω‖L∞2
−2kn+ ∑
k≤l−10
C‖Ω‖L∞2
k−N(ℓ)2−(2n+1)l
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≤C‖Ω‖L∞[2
−2ln+2−(2n+1)l2−N(ℓ)2l]
≤C‖Ω‖L∞|~x|
−2n.
Similarly we can prove that
|∇(∑
k
Kk ∗ϕk−N(ℓ)(~x))| ≤C‖Ω‖L∞
2N(ℓ)
|~x|2n+1
.
Notice that the kernel K˜ℓ(x,y,z) of T˜ℓ is
∑
k
Kk ∗ [ϕk−N(ℓ)−ϕk−N(ℓ−1)]((x,x)− (y,z)),
so a routine argument implies (11) and (12). This completes the proof of
Lemma 3.2.
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