The characteristics of atmospheric low-frequency variability and midlatitude SST variability as simulated by the NCAR Climate System Model are analyzed in the vicinity of the North Paci c and North Atlantic basins. The simulated spatial patterns of variability correspond quite well to those seen in observational datasets, although there are some di erences in the amplitudes of variability. Companion uncoupled integrations using the atmospheric component of the coupled model are also analyzed to identify the mechanisms of midlatitude SST variability on interannual time-scales. These integrations are subject to a hierarchy of SST boundary conditions, ranging from the climatological annual-cycle to global monthlymean observed SST. Even uncoupled atmospheric model integrations forced by climatological SST boundary conditions are capable of simulating the spatial patterns of atmospheric variability fairly well, although coupling to an interactive ocean does produce some improvements in the spatial patterns. However, the presence of realistic SST variability, especially in the tropics, is necessary to obtain the right variance amplitudes for the di erent modes of variability. It appears that coupling to an interactive ocean essentially re-orders, rather than reshapes, the dominant modes of atmospheric low-frequency variability. The results indicate that the dominant modes of SST variability in each ocean basin are forced by the respective dominant modes of atmospheric low-frequency variability in the vicinity of the ocean basin. The relationship between atmospheric variability and the surface heat ux is also analyzed. Evidence is found for a local thermal feedback in the coupled integration, associated with the nite heat capacity of the ocean, that acts to damp surface heat ux variability. It is also shown that the relationship between midlatitude SST anomalies and the surface heat ux in
Introduction
One of the important tests of a coupled oceanatmosphere-sea-ice general circulation model (GCM) is its ability to simulate the mean observed climate. For many applications, it is also important that a coupled GCM be able to simulate the variability of climate. For example, in fundamental research, one might use a coupled GCM to elucidate the mechanisms of climate variability and climate change. In more applied research, a coupled GCM could be used to evaluate predictability on seasonal to interannual time-scales. A good simulation of variability in a GCM would also increase the con dence that it is simulating the right mean state for the right reasons.
In this study we analyze climate variability as simulated by the community Climate System Model (CSM), version 1, developed at the National Center for Atmospheric Research (NCAR). CSM is a comprehensive coupled GCM incorporating component models of the atmosphere, the ocean, land surface processes, and sea-ice (Boville and Gent, 1997) . The CSM provides a fairly good simulation of the atmospheric mean state , without the need for ux adjustments. Since the oceanic component of CSM has relatively coarse meridional resolution near the equator (about 1:8 ), there is no true El Nino-Southern Oscillation (ENSO) type of variability simulated by the CSM. Meehl and Arblaster (1997) have analyzed tropical variability in the CSM, and nd that the evolution of sea surface temperature (SST) shows many ENSO-like features, with a preferred time-scale of 3{6 years and variance amplitudes of about 60% of the observed variability in the eastern equatorial Paci c (NINO3 region). In the western equatorial Paci c (NINO4 region), the CSM shows stronger SST variability, with variance amplitudes comparable to observations. In this study, we focus on the midlatitude variability as simulated by the CSM, in particular, the atmospheric low-frequency variability and its relationship to the midlatitude SST variability.
Observational studies of atmospheric variability on time-scales of a month or longer indicate the presence of coherent large-scale spatial patterns. Wallace and Gutzler (1981) have reviewed the structure of these planetary-scale \teleconnection" patterns, such as the Paci c-North American (PNA) pattern, the North American Oscillation (NAO) etc. These preferred patterns of low-frequency variability may be in part excited by the internal dynamics of the atmosphere, and in part forced by SST variability (e.g., see the review by Lau, 1997) . Although the important role played by tropical SST anomalies in forcing teleconnection patterns through the Rossby wave mechanism (Hoskins and Karoly, 1981) is widely recognized, the role of midlatitude SST anomalies remains less clear. Observational studies (e.g., Wallace et al., 1990 ) do show strong simultaneous correlations between midlatitude SST variability and the atmospheric circulation. An important mechanism in this context is the \atmospheric bridge" that can link tropical SST anomalies to midlatitude SST anomalies in the Paci c region (Alexander, 1992; Lau and Nath, 1996) With regard to the in situ atmospheric interaction with midlatitude SST anomalies, there are several unresolved issues. Most of the attention has been focused on the atmospheric response to forcing by midlatitude SST anomalies. Several earlier studies, often using atmospheric GCMs with relatively coarse horizontal resolution (typically R15 or T21 spectral truncation), have indicated that the atmospheric response is rather weak and often inconsistent (Palmer and Sun, 1985; Pitcher et al., 1988; Lau and Nath, 1994; Kushnir and Lau, 1992; Kushnir and Held, 1996) . It has been suggested that this inconsistent response could re ect the inability of low resolution GCMs to resolve eddy uxes (Ferranti et al., 1994; Kushnir and Held, 1996) . However, the more recent higher resolution studies have not produced a consensus on this issue (Ferranti et al., 1994; Peng et al., 1995; Latif and Barnett, 1994) . Ferranti et al. (1994) obtain a relatively weak atmospheric response, whereas Latif and Barnett (1994) have suggested that the atmosphere responds quite strongly to SST anomalies, and have even argued for the existence of unstable midlatitude air-sea interaction based upon this strong response. Peng et al. (1995) also nd a relatively weak atmospheric response, and the response turns out to be quite sensitive to the background time-mean state.
The related issue of the possible forcing of SST anomalies by intrinsic midlatitude atmospheric variability has received somewhat less attention in the past, although the early observational study of Davis (1976) suggested that SST variability tends to lag the surface pressure variability. Several studies have been carried out in recent years to address this issue. Delworth (1996) found that atmospheric forcing was primarily responsible for exciting interannual SST variability in the North Atlantic region of a coupled GCM integration. Blad e (1997) reached a similar conclusion regarding SST variability in both the North Atlantic and the North Paci c basins, using an atmospheric GCM coupled to a mixed layer model. Lau and Nath (1996) , Blad e (1997), Saravanan and McWilliams (1997a) , and Bhatt et al. (1997) have coupled atmospheric models to simpli ed ocean models, and nd evidence for oceanic negative feedback on surface heat ux variability in the midlatitudes and an associated increase in atmospheric variability. Saravanan and McWilliams (1997a) have also suggested that the spatially coherent nature of atmospheric lowfrequency variability could lead to preferential excitation of oceanic modes of variability, through a form of spatial resonance. Cayan (1992b) , Luksch and von Storch (1992), Miller et al. (1994) , and Battisti et al. (1995) have used ocean models forced by surface uxes to successfully reproduce aspects of interannual SST variability in the midlatitudes. With the availability of extended coupled integrations using CSM, and also uncoupled integrations using its atmospheric component, we have the opportunity to address some of the issues raised above. We examine simulations of atmospheric variability using a hierarchy of models ranging from an atmospheric GCM forced by a repeating annual cycle of climatological SST to the fully coupled CSM. This follows the approach of Lau and Nath (1994,1996) , but extends it to include comparisons with fully coupled simulations.
Our analysis approach is motivated by the following| admittedly simplistic|scenario of midlatitude ocean{ atmosphere interaction: Let P Z500 represent one of the preferred spatial patterns of atmospheric lowfrequency variability in the 500hPa geopotential height eld, where P could stand for the PNA, NAO etc. Let us assume that P Z500 has associated with it a surface heat ux pattern P HF LX , as \measured" in an uncoupled atmospheric GCM forced by climatological SST. If one were to force a mixed-layer ocean model with P HF LX , one might obtain the spatial pattern P SST of SST variability. (For a constant depth slab ocean model, P SST would actually be the same as P HF LX .) One may then ask the following questions: What determines the relationship between P Z500 and P HF LX ? Is P HF LX similar to P Z500 ? How does the atmosphere respond to forcing by the P SST pattern? Is the 500hPa geopotential height response similar to P Z500 , or is it di erent? How strong is it relative to the original P Z500 pattern that produced the P SST pattern? Does coupling to an interactive ocean modify the relationship between P Z500 and P HF LX ?
The above scenario does leave out several important aspects of low-frequency variability, especially the role of the tropics and the possible role of oceanic advection. However, it does de ne a useful framework for this study, in which we try to answer some of the questions raised above. Section 2 describes the di erent GCM con gurations and integrations, and also the observational datasets used for validation. Section 3 describes the atmospheric low-frequency variability as represented in the 500hPa geopotential height, and the associated surface heat ux variability. Section 4 analyzes the midlatitude SST variability on interannual time-scales and its relationship to surface heat uxes and the 500hPa geopotential height.
Model and observational datasets
All the datasets used in this study were processed on the 128x64 longitude-latitude gaussian grid associated with T42 spherical harmonic truncation (having a nominal resolution of 2:8 ). The datasets consist of monthly-averages of one or more of the following three variables: Z500, geopotential height at 500hPa (in m), SST, sea-surface temperature (in C), and HFLX, the net downward heat ux at the surface (including radiative, sensible, and latent heat ux components, in W=m 2 ). Since our analysis will be restricted to the Northern Hemisphere, we only consider the dynamically most active winter months, December to March.
The primary model dataset consists of data from 300 years of the control coupled integration of the NCAR Climate System Model, where the latest version of the NCAR Community Climate Model (CCM3; Kiehl et al., 1997 ) is coupled to the NCAR ocean model (NCOM; Gent et al., 1997), a land surface model (LSM; Bonan, 1997) , and a dynamic sea-ice model (Weatherly et al., 1997) . CCM3 includes all basic physical parameterizations that are found in the current generation of atmospheric GCMs, including a nonlocal boundary layer parameterization and improved radiative and convective parameterizations. The standard con guration of CCM3 (used in this study) has T42 horizontal resolution and 18 vertical levels. The mean atmospheric ow as simulated by uncoupled integrations of CCM3, including the zonal-mean temperature and velocity elds, and the stationary wave structure, compares favourably with observations, with fairly small systematic errors . NCOM is derived from the GFDL Modular Ocean Model, and includes extensions such as a parameterization of mesoscale eddy uxes along isopycnal surfaces (Gent and McWilliams, 1990 ) and a nonlocal planetary boundary layer parameterization (Large et al., 1994) . The mean oceanic ow as simulated by uncoupled integrations of NCOM is also in good agreement with observations . Furthermore, the pro le of meridional heat transport in the uncoupled ocean model is fairly close to the implied oceanic heat transport associated with uncoupled CCM3 integrations (Boville and Gent, 1997) , eliminating the need for arti cial local adjustments to the surface heat uxes to maintain the equilibrium climate in the coupled system.
The coupled integration was initialized with an oceanic steady state spun-up to be in equilibrium with CCM3's climatology. The coupled atmospheric and oceanic models exchange momentum, heat, and freshwater uxes daily. No \corrections" are applied to the momentum or heat uxes at the surface, but the global precipitation eld is scaled by a constant factor to compensate for the lack of a river runo parameterization (in order to close the water budget). The coupled model shows some small initial adjustments during the rst few years of integration, but then shows a remarkably stable SST distribution over most of the ocean during the remaining years of the 300-year integration (Boville and Gent, 1997) . There are, however, signi cant drifts in the properties of the deep ocean, especially in the salinity distribution (Bryan, 1997) .
The sea-ice distribution in the coupled integration remains steady in the North Paci c region, but shows unrealistically large spatial extent in comparison to observations (Weatherly et al., 1997) . In the North Atlantic region, the sea-ice distribution remains close to observations during the rst 100 years of the coupled integration, with a slight overestimate of the spatial extent. However, a fairly rapid extension of seaice south-east of the Labrador Sea occurs after year 100 of the coupled integration (Weatherly et Capotondi and Holland, 1997) . This feature disappears after about year 200 of the coupled integration, with the sea-ice distribution reverting to more \nor-mal" values after that. The characteristics of this centennial time-scale variability in the sea-ice are described in other studies (Weatherly et al., 1997; Capotondi and Holland, 1997) , and our focus will be on the seasonal to interannual time-scales of midlatitude variability, for which we may assume a statistical equilibrium. However, the unrealistically large spatial extent of sea-ice does make it di cult to compare the model SST variability to observations, especially as we shall be using empirical orthogonal function (EOF) analysis, which can be quite domain-dependent. Therefore, we de ne an ice mask on the T42 gaussian grid, marking those ocean grid-points where sea ice was present during at least 95% of the months during the rst 100 years of the coupled integration. All ocean-grid points falling under the ice mask will be completely excluded from our analysis, both for model datasets and for observational datasets. This does mean that some of the data will be thrown away, but it makes the comparisons between simulated and observed variability more exact. Furthermore, when analyzing the surface elds (SST, HFLX) in the North Atlantic region, we exclude years 100{220 of the coupled integration, thus excluding the period with \unrealistic" sea-ice presence near the Labrador Sea region. Much of our analysis will therefore be focused on the period before year 100 and after year 220 of the coupled integration. The localized sea-ice anomaly in the North Atlantic does not appear to have global scale e ects, thus allowing us to occasionally use almost all of the 300-year dataset for analyzing surface elds in the North Paci c region. Table 1 lists all the datasets used in this study. Since the datasets available to us were of varying duration, ranging from 23 years to 300 years, we used a highpass lter on datasets longer than 35 years to retain only the variability on periods shorter than 10 years. For datasets shorter than 35 years in length (ACYC, NCEP), no lter was applied, but the leastsquares linear trend in the winter-averages was subtracted out.
For the coupled integration, the highpass lter was applied to the entire 300 years (years 0{299). The rst 20 years were then discarded to exclude model spin-up, and the last 10 years were discarded because of the lter. For some of the analyses in the North Paci c region, the entire 270-year ltered dataset (referred to as the COUP dataset) is used. However, for most of the analyses, years 20{99 and years 210{289 were treated as two distinct 80-year ltered datasets (COUP1, COUP2). This allows us to skip over the period with anomalous sea-ice in the North Atlantic region, and also allows us to assess the reproducibility of some of the results.
Several uncoupled atmospheric integrations were also carried out using CCM3, using three types of surface boundary conditions: (i) ACYC: climatological annual-cycle of monthlymean global SST and sea-ice distribution; (ii) TOGA: \observed" monthly-mean tropical SSTs (equatorward of 30 latitude) blended with the climatological annual-cycle of SST in the extratropics (with a transition region between 30{40 latitude); (iii) GOGA: \observed" monthly-mean global SST distribution with climatological annual-cycle of seaice distribution, where we have followed Lau and Nath (1994) in using the TOGA/GOGA nomenclature. We had available two di erent sets of GOGA integrations, a 4-member ensemble of 30-year integrations forced with reconstructed SST analyses from the National Centers for Environmental Prediction (NCEP) between years 1950{1979, and a single 90-year integration forced with reconstructed SST analyses from the GISST2 dataset (see below) between years 1905{1994. We decided to treat these as two distinct datasets (GOGA1, GOGA2) to assess reproducibility of results. For the TOGA integration, we had a 3-member ensemble of 30-year integrations forced with tropical SST analyses from NCEP, which we treat as a single dataset.
For validating the model Z500 eld against observations, we use data from the NCEP/NCAR reanalysis project (Kalnay et al., 1996) . We had available to us 23 years of reanalysis data, from 1973-1995, truncated to the T42 gaussian grid, which we refer to as the NCEP dataset. For validating the model SST eld against observations, we used 90 years of SST values from the GISST2 dataset (Rayner et al, 1995) , which are derived by applying EOF-based reconstruction techniques on the available observational data. The SST data were also interpolated to the T42 gaussian grid. We did not attempt to validate the model HFLX elds, because the observed net surface heat uxes are subject to considerable uncertainty, especially over the oceans.
Atmospheric low-frequency variability
The existence of low-frequency variability in the atmosphere (on time-scales of the order of two weeks or longer) has long been noted in many studies of variability in the sea level pressure. Wallace and Gutzler (1981) presented a review of low-frequency variability in monthly-mean sea level pressure and in the mid-tropospheric geopotential height, and classied the various teleconnection patterns that dominate low-frequency variability, such as the PNA, NAO, the Western Paci c (WP) pattern, the East Atlantic (EA) pattern and so on. In this study, we focus on a single variable, the 500hPa geopotential height, Z500, which is representative of mid-tropospheric ow patterns. We carried out EOF analysis (cf., Wilks, 1995) of anomalies in the monthly-mean Z500 eld for the observational and model datasets. The normalization conventions used for this analysis are the same as those used by Saravanan and McWilliams (1997a) and include weighting of the data by the corresponding area-element on the globe. The monthly anomalies were computed by subtracting out the mean value for each of the four winter months separately, thus removing the seasonal cycle signal.
We had a choice of carrying out the data analysis over the entire extratropical Northern Hemisphere, or just in the regions in the vicinity of the two ocean basins of interest to us, the North Paci c and the North Atlantic. Since our focus is on the variability in the vicinity of the Northern midlatitude ocean basins, we decided to impose localization on the EOFs a priori by computing EOFs in a localized domain, rather than achieve it through rotation of EOFs. The two domains that we chose are: 
a.. Variability of 500hPa height
We start our analysis with a common measure of atmospheric low-frequency variability, namely, the variance of the monthly-mean 500hPa height (Z500) anomalies. The spatial distributions of Z500 variance for the di erent datasets (not shown) have approximately the same maximum amplitudes with slightly di erent spatial patterns. However, if we look at the contributions to the total variance from the dominant EOFs, the di erences are more striking. The EOFs corresponding to the PNA pattern for di erent datasets in the NP region are shown in Figure  1 . The PNA pattern corresponds to EOF1 in all of the datasets and accounts for about the same fraction (31{33%) of the variance, except for the ACYC dataset, where it corresponds to EOF2 and accounts for a smaller fraction of the variance (23%). The spatial patterns associated with the PNA-like EOF are quite similar for all the datasets. In the phase of the PNA shown in Figure 1 , a dominant ridge (i.e., a pos- Figure 1 . The EOFs of monthly-mean Z500 corresponding to the observed PNA-like pattern in the NP region during 4 winter months (Dec{Mar) for di erent datasets (see Table 1 ), as indicated in the titles. The nondimensional normalized EOFs have been multiplied by the square-root of the corresponding EOF variance to show the dimensional standard-deviation of Z500 at each grid-point associated with the EOF. The EOF number and the fractional variance associated with it are shown in the gure titles. Contour interval = 20m] itive height anomaly) occurs near (165 W,45 N) corresponding to a standard deviation of about 80m in Z500 values, and a trough (negative height anomaly) with weaker amplitudes occurs over Western Canada.
The fact that a PNA-like pattern does occur in the ACYC dataset, where there is no SST variability indicates that it is indeed a natural mode of intrinsic (uncoupled) atmospheric variability (Ting and Lau, 1993; Lau, 1997) . To quantify the degree of similarity in the PNA-like patterns for the various datasets, we project the normalized EOF vector for the model datasets on the corresponding normalized EOF vector derived from the NCEP dataset ( Figure 1e ). The projection coe cient (or the coe cient of congruence; Richman, 1986) can range from -1 to +1, and is similar to the pattern correlation, except that the pattern mean is not removed. Figure 2a shows this projection coecient for the PNA-like model EOFs shown in Figure  1a -d, and also for PNA-like EOFs in two additional, independent model datasets, GOGA2 and COUP2, to estimate the sample-dependence of pattern projections. We see that the projection coe cient is quite high ( > 0:9) for most of the datasets. The PNAlike EOFs of the TOGA and the COUP runs seem to be the most similar to the observed PNA pattern, which is consistent with visual inspection of Figure 1 . There is some sample dependence of the projection coe cients, especially for the GOGA datasets. Figure 2b shows the ratio of the model EOF variance to the corresponding observed (NCEP) EOF variance. There is some sample dependence in the variance ratio, but the indication is that the ACYC dataset considerably underestimates the variance and the COUP datasets overestimate it. Lau and Nath (1996) , who compared a TOGA integration to a partially coupled integration, also found an ampli cation of the extratropical 500hPa height response to tropical SST anomalies due to coupling between the midlatitude atmosphere and the mixed layer ocean beneath it. This coupling e ect may be part of the reason for the increased variance in our coupled integration (see the discussion of the damping e ect of coupling on the surface heat ux in Section 3b), but another factor in our case could be the presence of tropical SST variability in the coupled integration. This is supported by the TOGA integration, which has enhanced variability too.
Next we consider the observed EOF2 in the NP region (Figure 3e ), which bears some resemblance to the WP pattern of Wallace and Gutzler (1981) , although it is shifted somewhat eastward and is in some ways more like the North Paci c Oscillation (e.g., Rogers, 1981) . For convenience, we shall refer to it as the WP-like pattern. This pattern is captured to some extent in the model datasets (Figure 3a-d) , although the southern trough is too weak and the northern ridge is too strong. Therefore, the pattern projections are somewhat less than the corresponding values for the PNA-like pattern (Figure 2a ). An interesting feature, however, is that the WP-like pattern is the dominant EOF in the NP region for the ACYC dataset, accounting for 28% of the variance. In all other model datasets, the WP-like pattern appears as EOF2, accounting for 21{23% of the variance. This feature may also be noted in the variance ratios (Figure 2b) , which show that all the model datasets tend to overestimate the variance of the WP-like pattern, with the ACYC dataset overestimating it by over 50%. This suggests that the WP-like pattern is somehow preferred in the absence of SST variability, whereas the PNA pattern is preferred in the presence of SST variability. Of course, one should add the caveat that the NCEP and ACYC datasets used in this study are of relatively short duration, and even datasets of 80 years or longer (GOGA1, GOGA2, COUP1, COUP2) show some uncertainty in the pattern projections and variance ratios.
The dominant EOFs of Z500 in the NA region show a pattern rather like the NAO. The observed EOF1 (Figure 4 ) exhibits a strong ridge (in the polarity shown), with an amplitude of 80m, located around 65 N over the southern tip of Greenland, and a weaker, more spread out trough, with an amplitude of 20{40m around 45 N, and extending across the ocean basin. The asymmetry in the strength and the shape of the ridge and the trough is also seen in EOF1 of the COUP dataset. For all three uncoupled integrations (ACYC, TOGA, GOGA), however, EOF1 does not show this asymmetry, but rather, an essentially symmetric dipolar structure with the axis tilted slightly along the NW-SE direction, with a stronger and more localized trough.
To quantify this di erence in spatial structure of the EOFs, we compute the pattern projection. The projection coe cients (Figure 5a ) are all fairly high ( > 0:85), with the COUP1 and COUP2 datasets showing the largest projections ( 0:92). There is also some uncertainty in the projection coe cients, even for datasets of 80 years or longer. Nevertheless, one is tempted to speculate that the greater degree of similarity between the observed EOF1 and EOF1 of the coupled integration (as compared to the uncoupled integrations) is indeed physically signi cant, and that this is due to a better representation of oceanic feedbacks in the coupled integration. Some evidence for the existence of an oceanic feedback, especially in the surface heat ux, will be presented in the following subsection. The variance ratio between the model and the observed NAO-like EOFs shows that the ACYC dataset considerably overestimates the variance, by almost 40%, whereas the COUP dataset underestimates it by about 20%. The TOGA dataset provides the best simulation of variance.
Next we consider EOF2 of Z500 in the NA region ( Figure 6 ). In the NCEP dataset, this EOF is somewhat like the EA pattern as described by Wallace and Gutzler (1981) , and accounts for about 20% of the variance, and is fairly distinct from EOF3 (not shown), which accounts for 13% of the variance. For the polarity shown, this pattern is characterized by a dominant ridge centered over the ocean basin, west of the British Isles. EOF2 for the uncoupled model integrations, which is distinct from the corresponding EOF3, also shows this feature (Figures 6a-c) . How-ever, in the COUP datasets, EOF2 and EOF3 of Z500 (Figures 6d,f) have virtually the same variance (about 15{16% for COUP1 and 17{18% for COUP2), and form an \e ectively degenerate multiplet" (North et al., 1982) . Therefore, to quantify the degree of similarity of this EA-like pattern between model and observational datasets, we project the normalized EOF2 vector of the NCEP dataset on the subspace spanned by normalized EOF2 and EOF3 of the model datasets. Although this subspace projection needs to be done only for the COUP dataset, we do it for all the model datasets to make the comparison fair (because projecting on a 2-dimensional subspace increases the projected variance). As seen in Figure 5a , the values of this modi ed projection coe cient are distributed in a manner similar to that for the NAO-like pattern. The COUP datasets show the best projections (of about 0.86), but all datasets show projections greater than 0.8.
We also considered the variance ratio between the model EOF2 and the observed EOF2 in the NA region. (Note that this computation should not be directly a ected by the degeneracy of EOF2 and EOF3 in the COUP datasets, because the degenerate EOFs have essentially the same variance.) The interesting feature is that the spread between the variance ratios of EOF1 and EOF2 in the NA region is largest for the ACYC dataset (Figure 5b) , as was the case in the NP region as well (Figure 2b) . Furthermore, the TOGA and the COUP datasets show the smallest spread in the variance ratios of EOF1 and EOF2, with the COUP dataset underestimating the variance by about 20% in the NA region. This suggests that the presence of SST variability can signi cantly alter the variance associated with the dominant patterns of atmospheric low-frequency variability, although the spatial patterns themselves are only weakly sensitive to SST variability (as evidenced by the fairly high projection coe cients in Figures 2a,5a) .
In summary, the COUP datasets seem to best capture the spatial patterns associated with atmospheric low-frequency variability, doing at least marginally better than the TOGA/GOGA datasets in almost all cases. This is presumably related to the better representation of oceanic feedbacks in the coupled integration. However, even the ACYC dataset does a fairly good job of capturing the spatial patterns of variability, but a relatively poor job of capturing the actual variance amplitudes. The TOGA and GOGA datasets do a better job than the ACYC dataset of capturing the variance amplitudes, with both datasets showing similar values of pattern projections and variance ratios. This relative insensitivity of atmospheric variability to the speci cation of midlatitude SST variability indicates that tropical SST anomalies play the dominant role in forcing atmospheric variability, as was also found in the GCM studies of Lau and Nath (1994) and Graham et al. (1994). b.. Relationship to surface heat ux
We consider next the relationship between midtropospheric low-frequency variability and the net downward heat ux into the ocean (HFLX), as simulated by CCM3 in uncoupled and coupled integrations. We computed the simultaneous regression between HFLX and the principal component time-series associated with the PNA-like EOFs for the ACYC, GOGA, and COUP datasets. (The TOGA dataset was not used for this analysis because it is rather similar to the ACYC dataset in the extratropics in that there is no speci ed midlatitude SST variability.) An observational analogue of this type of analysis is presented by Cayan (1992a) . The methodology for the regression analysis is the same as that used by Saravanan and McWilliams (1997a) . The principal component time-series were normalized to have unit variance prior to regression, thus allowing the regression pattern to represent the typical (\root-mean-square") HFLX anomaly associated with the Z500 EOF of interest. However, the regression patterns were then divided by the square-root of the variance ratio associated with the corresponding Z500 EOF (as shown in Figure 2b ), so that the patterns would represent the HFLX anomaly associated with Z500 anomalies of the same amplitude (i.e., the observed PNA pattern as shown in Figure 1e ). We also computed the regression patterns for the sum of latent and sensible heat uxes, but excluding the surface radiative ux, and found these patterns (not shown) to be nearly identical to the HFLX regression patterns (Figures 7, 8) indicating that variations in the radiative ux do not play any signi cant role.
The HFLX regression patterns associated with the PNA-like mode of variability (Figure 7 ) are fairly similar to the heat ux anomaly patterns described by Cayan (1992a) and Lau and Nath (1996) . A noteworthy feature in Figure 7 is the similarity in the spatial structure of the HFLX regression patterns for the ACYC, GOGA, and COUP datasets. Presumably this is just a re ection of the similarities in the spatial structure of the Z500 EOFs themselves (Figure 1a,c,d ). Note that although that the dominant features in the HFLX patterns are shifted slightly westward of the dominant features in the Z500 EOFs, there is still a close correspondence between the two. Surface heat ux anomalies are associated with local uctuations in the vertical gradients of temperature and moisture in the atmospheric boundary layer. Intrinsic sources of variability within the atmospheric boundary layer, such as those associated with convective or shear instabilities, tend to have small spatial scales and short time scales. Spatially coherent low-frequency variability in the surface uxes must therefore be driven either by the same mechanisms that drive large-scale atmospheric lowfrequency variability or by coherent SST uctuations. The strong statistical correlations between Z500 and HFLX anomalies (Figure 7 ) indicate that atmospheric low-frequency driving plays an important role. Since the mechanisms of atmospheric low-frequency variability are often discussed in a barotropic context (e.g., Simmons et al., 1983) , one might naively expect the HFLX anomalies to re ect the structure of Z500 anomalies. Of course, baroclinicity and spatial inhomogeneities in the background ow could lead to a more complex relationship between the structures of Z500 anomalies and HFLX anomalies.
Another noteworthy feature in Figure 7 is the difference in HFLX amplitudes in the regression patterns for the ACYC and COUP datasets, with the ACYC dataset showing somewhat stronger HFLX anomalies as compared to the COUP dataset (for the same amplitude of Z500 variance). A plausible explanation for this di erence is the damping e ect on the surface uxes associated with the nite e ective heat capacity of the interactive ocean present in the coupled integration. In the uncoupled integrations, in contrast, the atmospheric GCM is e ectively coupled to an oceanic heat reservoir (of in nite heat capacity). The damping e ect of coupling on the surface heat uxes has been discussed in several recent studies (Lau and Nath, 1996 ; Blad e, 1997; Barsugli and Battisti, 1997; Saravanan and McWilliams, 1997a,b; Bhatt et al., 1997) . The e ect may be described as follows: a positive heat ux into the ocean would create a positive SST anomaly thus reducing the air{sea temperature gradient, and in turn, the heat ux itself. The decrease in surface heat uxes would lead to increased atmospheric thermal variance. This e ect could explain at least part of the increased PNA-like variability seen in the COUP integration (Figure 2b ).
The GOGA integration shows intermediate amplitudes for the HFLX anomalies (Figure 7b ), as compared to the ACYC or COUP integrations. This could be related to the presence of both intrinsic as well as SST-forced modes of PNA-like variability. As discussed in Section 4b, these modes are associated with HFLX anomalies of opposite signs, thus leading to some degree of cancelation.
We also computed the simultaneous regression between HFLX and the NAO-like EOFs of Z500 in the NA region (Figure 8 ). Again the spatial patterns of HFLX regression are quite similar among the ACYC, GOGA, and COUP datasets, and also quite similar to the pattern obtained in the observational study of Cayan (1992a) and the model study of Delworth (1996) . An important feature is that for the ACYC dataset, the maximum HFLX anomalies occur near the western boundary of the basin, whereas the trough in the NAO-like EOF for the ACYC dataset occurs closer to the eastern boundary of the ocean basin (Figure 4a ). Unlike the case for the PNA, the HFLX pattern associated with the NAO seems to be quite di erent from the spatial pattern of the NAO itself. There is also evidence of weaker HFLX amplitudes in the COUP dataset (as compared to the ACYC dataset) south of 50 N, as was seen for the regression with the PNA-like pattern. However, there is no such weakening in HFLX amplitudes with coupling north of 50 N. It is not clear why this is so, although this feature could be connected with the di erences in the structure of the NAO between the ACYC and the COUP integrations (Figures 4a,d ). Another possible reason is the di erences in the oceanic mixed layer depths. Since convection tends to occur in the northern part of the North Atlantic basin, e ective mixed layer depths are quite large north of 50 N (e.g., see Gent et al. 1997), and would be associated with fairly large \e ective heat capacity" for the ocean.
We also computed the regression between the monthlymean surface pressure eld and the principal component time-series associated with the PNA-like and NAO-like EOFs of Z500. These regression patterns (not shown) are very similar in structure to the corresponding EOFs of Z500, indicating that these modes of low-frequency variability have essentially equivalent barotropic vertical structure.
Overall, the damping e ect of coupling on the surface heat uxes seems to be less prominent for the NAO-like mode than for the PNA-like mode. Furthermore, the variance of the NAO-like mode decreases with coupling (Figure 5b ), whereas that of the PNAlike mode increases with coupling ( Figure 2b) . A possible reason for this di erence may be the lack of cor- respondence between the dynamical spatial pattern of the NAO (expressed in the Z500 or surface pressure eld) and HFLX anomaly pattern associated with it. Simple stochastic models of the damping e ect of coupling on the surface heat ux (Barsugli and Battisti, 1997; Saravanan and McWilliams, 1997b) implicitly assume similar spatial structures for the atmospheric ow anomalies and surface heat ux anomalies, because they neglect nonlocal interactions in the atmosphere (e.g., see Frankignoul, 1985) . This may not be quite applicable to the NAO-like mode of variability.
Midlatitude SST variability and associated atmospheric variability
We have shown in the previous section that atmospheric low-frequency variability has a distinct signature in the surface heat ux eld. The surface heat ux anomalies associated with the 500 hPa geopotential height variability would produce SST anomalies. The SST anomalies produced by this mechanism, and by other mechanisms such as intrinsic oceanic variability could, in turn, excite an atmospheric response in the 500 hPa eld. In this section, we analyze the variability of SST in the coupled integration, and compare it to observational datasets. We also analyze the surface heat ux and atmospheric ow anomalies associated with the SST variability. We use winter-means (December{March), rather than monthly-means, to take into account the longer timescales associated with SST variability.
a.. SST variability
We computed EOFs of winter-mean SST in the NP region (Figure 9 ) for the reconstructed observations (GISST dataset) and the coupled model integration (COUP datasets). Recall that all the ocean grid points where sea-ice occurs in the coupled model integration have been excluded from our analysis. EOF1 of the GISST dataset shows a strong anomaly near (160 W, 35 N) with an amplitude of over 0.5K, and a weaker, meridionally extended anomaly of the opposite sign to the east. This mode is quite prominent, accounting for 28% of the variance, and has been noted in many other studies (e.g., Wallace et al., 1990) . EOF1 of the COUP dataset is very similar in structure to the observed EOF1, but with a larger amplitude (over 0.7K for the strong anomaly), and also accounts for a larger fraction (41%) of the variance. EOF2 of the GISST dataset, accounting for 16% of the variance, shows a dipolar structure across the ocean basin, oriented along a NE-SW direction. EOF2 and EOF3 of the COUP dataset account for nearly the same fraction of variance (10{ 11%), and hence form a degenerate multiplet. Nevertheless, the model EOF3 bears a close resemblance to observed EOF2, but is again associated with stronger SST anomalies. The remaining EOFs bear somewhat less of a resemblance to each other.
Overall, the COUP dataset appears to simulate the two dominant spatial structures of interannual SST variability in the NP region very well, but the amplitude of the variability is overestimated by about 40%, which is also consistent with the overestimation of atmospheric low-frequency variability in the NP region (Figure 2b ). It is interesting to note, though, that this overestimation of extratropical variability in the NP region occurs despite the fact that the coupled model exhibits only weak ENSO-like variability in the tropical SSTs (Meehl and Arblaster, 1997) .
There is also a striking similarity between the dominant EOF of SST in the NP region and the spatial pattern of HFLX regression against the PNA-like EOF of the ACYC dataset (Figure 7a ). Recall that the ACYC integration, which is forced by the climatological annual-cycle of SST, uses no information about the SST variability. This suggests that the spatial structure of EOF1 of SST in the NP region may be determined almost entirely by uncoupled atmospheric dynamics, i.e., by a PNA-like mode of intrinsic atmospheric variability. We nd more evidence for this in the HFLX anomaly associated with the SST anomaly, as described in the following subsection. There is a similar, but less striking, resemblance between the observed EOF2 of SST in the NP region and the HFLX regression pattern against the WP-like EOF of the ACYC dataset (not shown).
The EOFs of winter-mean SST in the NA region for model and observational datasets are shown in Figure  10 . The observed EOF1 and EOF2 form a degenerate multiplet, accounting for 21{22% of the variance. We also found that these EOFs were quite sensitive to the choice of domain and the type of detrending applied to the data. All this makes the comparison between observed and model EOFs quite di cult. Nevertheless, there is some similarity in the spatial pattern of EOF1 for the model and the observations (Figure 10a,d , with features similar to that in some observational studies (e.g., Figure 3a of Wallace et al., 1990) . For the polarity shown, there is a strong negative SST anomaly of about 0.3K o the coast of the United States around 40 N. The model EOF1 shows smaller spatial scales for the negative anomaly and a strong positive anomaly located southwest of Iceland. This convectively active oceanic region is also where the centennial time-scale variability in sea-ice tends to occur (e.g., see the discussion by Capotondi and Holland, 1997) . There is some resemblance between EOF2 of model and observation, with the model again showing smaller scale features, especially south of Iceland. There is no resemblance for EOF3 patterns between model and observations. b.. Relationship to surface heat ux We would like to study the relationship between SST anomalies and net downward surface heat ux in coupled model integrations, and also in uncoupled integrations forced with observed SST variability. This can help us identify the mechanisms responsible for generating the SST anomalies. Since there are some di erences between the EOFs of observed and model SST, especially in the NA region, we chose to use a common basis of spatial pattern vectors for projecting all SST variability. The winter-mean SST used to force the GOGA integrations and the SST from the coupled integration was projected on the normalized EOF vectors of SST in the GISST dataset ( Figure  9a-c, 10a-c) , and the projection coe cients were then regressed against the winter-mean HFLX. Figure 11 shows the regression pattern in the NP region between HFLX and time-series of the projection coe cient of SST on the observed EOF1 pattern (Figure 9a ) for the GOGA and COUP datasets. The regression patterns are shown separately for the GOGA1 and GOGA2 datasets, to assess reproducibility. For the GOGA datasets (Figure 11a,b) , the HFLX regression pattern, although noisy and only marginally statistically signi cant, is essentially opposite in sign to the SST anomaly pattern. For example, in the GOGA2 dataset, a 0.5K SST anomaly ( Figure  9a ) is associated with a surface heat ux anomaly of about -9 W=m 2 (Figure 11b) . The negative (i.e., upward) HFLX anomaly should not be surprising because one would expect positive SST anomalies to heat the atmosphere (on the average) in the GOGA integrations. It is possible that there is a phase shift between the HFLX anomaly pattern and the SST anomaly pattern, associated with dynamical processes in the atmosphere (Frankignoul, 1985) . However, there is no evidence for such a phase shift in Figure 11a ,b, and the atmospheric processes seem to simply damp the SST anomaly locally.
The HFLX regression pattern for the COUP dataset (Figure 11c) shows the same spatial structure as the SST anomaly, but with the same sign, i.e., with the positive SST anomaly being associated with a positive HFLX anomaly of 6{9 W=m 2 . The correlations are higher in the coupled integration, making the regression pattern quite signi cant statistically. Considering this information in isolation, that a positive SST anomaly is strongly correlated with a downward HFLX anomaly, one may be tempted to argue that the atmospheric response to the SST anomaly provides a positive feedback on the SST anomaly. However, simultaneous correlations can be misleading, and the true atmospheric response, as captured in the GOGA integrations (Figures 11a,b) , actually provides a negative feedback on the SST anomaly. A more likely scenario suggested by the similarities in the HFLX regression patterns in Figure 11c and Figure 7a is that a PNA-like mode of atmospheric variability is primarily responsible for forcing EOF1 of SST in the NP region. If one assumes that a 50m oceanic mixed layer with a damping time-scale of 5 months (e.g., see Lau and Nath, 1996) is forced by surface heat ux anomalies of 6{9 W=m 2 (Figure 11c ), then the associated SST response would have an amplitude of 0.4{0.6K This is consistent with the amplitude of EOF1 of SST for the coupled integration ( Figure 9d ).
Next we consider the relationship between HFLX and the observed EOF1 pattern of SST in the NA region (Figure 12 ). The HFLX regression pattern Figure 11 . Regression coe cient between winter-mean net heat ux into the surface (HFLX) and a normalized (zero-mean, unit-variance) SST projection time-series. The SST projection time-series were derived by projecting the SST data in the NP region for all datasets on the normalized EOF1 of SST in the GISST data set (Figure 9a ). This would be the same as the principal component time-series of EOF1 of SST for the GOGA2 dataset (which is forced with SST values from the GISST dataset), but not for the GOGA1/COUP datasets. The regression values were subsequently divided by the square-root of the ratio of the variance ratio (i.e., ratio of the variance of projected SST eld to the variance associated with EOF1 of SST in the GISST dataset) to make them comparable. The number of sample winters, and the correlation threshold associated with the 95% con dence level based on an univariate t-test are shown below each gure. Regions with correlations exceeding this threshold are shaded. Contour interval = 3W=m 2 ] Figure 12 . As in Figure 11 , but the regression between winter-mean HFLX and the normalized projection timeseries of SST in the NA region projected on the spatial pattern of EOF1 of SST in the GISST dataset (Figure 10a ). Contour interval = 3W=m 2 ] in the GOGA datasets show very weak correlations, and the regression patterns are not statistically signi cant in the GOGA1 and GOGA2 integrations for the most part. One reason for this may be the increased amplitude of intrinsic atmospheric variability in the storm track regions near the western boundary of the North Atlantic basin. However, there does seem to be some reproducibility in at least the sign of the HFLX regression pattern in the GOGA1 and GOGA2 datasets, with positive HFLX anomalies between 35{ 55 N being associated with the negative SST anomaly between 30{50 N (Figure 10a ). The atmospheric response acts to damp the SST anomaly in the GOGA integrations, but there appears to be a slight northward phase shift in the HFLX pattern with respect to the SST anomaly pattern. For the COUP dataset, the correlations between HFLX and SST are stronger, with the HFLX regression pattern having essentially the same sign as the SST anomaly. The gross similarities in the HFLX regression patterns in Figure  12c and Figure 8a suggest that an NAO-like mode of atmospheric variability is most likely responsible for forcing EOF1 of SST variability in the NA region.
c.. Relationship to mid-tropospheric ow
The previous subsection considered a local interaction between midlatitude SST anomalies and the surface heat ux. In this subsection, we consider a more nonlocal relationship, that between the midlatitude SST anomalies and mid-tropospheric ow. As discussed in the Introduction, this has been the subject of considerable study using atmospheric GCM integrations, and the results have often been inconclusive. We carried out a regression analysis between winter-mean SST and the Z500 eld, for the GOGA and COUP datasets, as was done for the HFLX eld in the previous subsection. Figure 13 shows the regression pattern in the NP region for Z500, computed with respect to the time-series of projection of SST variability on the observed EOF1 pattern (shown in Figure 9a ). We see some uncertainties in the Z500 regression pattern in the GOGA datasets, and the correlations are not very high, resulting in only marginal statistical signi cance. The reproducible features of the Z500 anomalies in Figure 13a ,b suggest that it may be a mix of the PNA-like and WP-like modes of variability (e.g., Figures 1,3) . The ridge in the Z500 response seems to be located slightly eastward of the positive SST anomaly location (Figure 9a) , with a weaker trough located further downstream. Of comparable GCM studies of atmospheric response to midlatitude SST anomalies, using T42 or higher horizontal resolution, we nd that the spatial structures and amplitudes of the Z500 response in our case are similar to that of Ferranti et al. (1994) . The response amplitudes are much weaker than that obtained by Latif and Barnett (1994) .
Although there is considerable uncertainty regarding the spatial structure of the Z500 response to midlatitude SST anomalies, Figures 13a,b do suggest that the amplitude of the response is likely to be weak, of the order of 10m or less for an SST anomaly with a maximum amplitude of 0.5K. In comparison, Ferranti et al. (1994) obtain a response of about 40m for an SST anomaly amplitude of about 2K, which implies a response of the same order of magnitude (per unit forcing) as in our case. The regression between Z500 and SST in the COUP dataset shows very strong correlations, and a much stronger Z500 anomaly (of the order of 30m) associated with the same amplitude of SST anomaly. The Z500 regression pattern in the COUP dataset looks rather like the PNA pattern. The strong simultaneous correlations simply reect the forcing of the SST anomaly by the PNA-like mode of atmospheric variability. Figure 14 shows the regression between Z500 and the projection time-series of SST on the observed EOF1 in the NA region (Figure 10a ). For the GOGA datasets, the Z500 regression pattern shows a fairly weak trough (of the order of 4-8m in amplitude) in the vicinity of the negative 0.3K SST anomaly, but extending further downstream. Again the correlations are weak, and the pattern is only marginally signi cant, although there appears to be some element of reproducibility. For the COUP dataset, however, the correlations are quite high, and the Z500 regression pattern shows a relatively strong trough (of about 24m amplitude) centered over the ocean basin around 45 N. There is also a ridge centered over Iceland. Again, the response pattern is fairly similar to that obtained by Ferranti et al. (1994) in response to a similar dipolar North Atlantic SST anomaly. It is interesting to note that this regression pattern di ers somewhat from the NAO-like EOF for the COUP integration (Figure 4d ), which showed a weaker, zonally elongated trough as compared to the northern ridge. This discrepancy may be related to the uncertainty in the spatial structure of the \dominant" EOF of SST in the NA region, with the observed EOF1 and EOF2 being nearly degenerate (Figure 10a,b) . A similar difference in spatial structures may also be seen in the observational study of Wallace et al. (1990) (compare Wallace and Gutzler (1981) , as they suggest).
The simultaneous correlations between SST variability and the Z500 variability are quite strong in the coupled integration, even though the atmospheric response to SST anomalies in the GOGA integration is quite weak. This suggests that it would be quite difcult to resolve the issue of atmospheric response to midlatitude SST anomalies using observational data, as has been attempted by Palmer and Sun (1985) and Peng et al. (1995) , for example. The observational data is only available for the real coupled climate system, and would tend to be dominated by the signal corresponding to the atmospheric forcing of SST anomalies (Frankignoul, 1985; Miller, 1992) Although we have tried to interpret the regression patterns in Figures 13,14 as the atmospheric response to midlatitude SST anomalies, there could also be a hidden residual correlation between the Z500 anomalies and tropical SST anomalies, associated with Rossby waves emanating from the tropics. Since there is also a correlation between observed midlatitude and tropical SST anomalies arising from the \atmospheric bridge", there could be some contamination of the patterns in Figure 13 by a tropical signal. Unfortunately, even the TOGA integrations were forced with some residual SST variability all the way north to 40 latitude, rendering them unsuitable for resolving this ambiguity.
Summary and discussion
In this study we have analyzed the characteristics of atmospheric low-frequency variability and midlatitude SST variability in a coupled GCM, namely the NCAR Climate System Model. The analysis was carried out for the rst 80 years and for the last 80 years of a 280-year coupled GCM integration (excluding a 20-year spin-up interval). During both periods, the dominant modes of simulated variability in the 500hPa geopotential height and in the SST compare quite favourably with observed modes of variability, on monthly to interannual time-scales. Considering that the coupled GCM integration was carried out without using ux adjustments, it is encouraging that the statistical properties of the simulated atmospheric variability are nearly stationary during the course of the integration. Of course, one could also argue that this result is perhaps inevitable given that there is very little systematic drift in the SST eld during the coupled integration.
Although the coupled GCM provides a good overall simulation of atmospheric low-frequency variability (and interannual midlatitude SST variability), there are some notable de ciencies. In the North Paci c region, the variance of 500hPa geopotential height associated with the PNA pattern is overestimated by 20{ 30%, and the variance in the associated interannual SST variability is also overestimated. It is interesting to note that overestimation occurs despite the fact that the coupled GCM underestimates the variance in tropical SST (Meehl and Arblaster, 1997) . In the North Atlantic region, there is excessive small-scale SST variability in the Iceland-Labrador Sea region, which may be related to errors in the simulation of sea-ice in the coupled GCM (Weatherly et al., 1997; Capotondi and Holland, 1997) . Despite these deciencies, the Climate System Model could serve as an useful tool for studying climate variability, especially in the extratropics. Of course, a better simulation of ENSO-related tropical variability would be necessary to provide a more comprehensive simulation of seasonal to interannual variability. A better simulation of sea-ice extent would be another important improvement required of the coupled GCM.
Uncoupled integrations of the atmospheric GCM (CCM3), either with observed or with climatological SST boundary conditions, seem to be fairly good at capturing the dominant spatial patterns of atmospheric low-frequency variability. However, the coupled GCM seems to be at least as good as, or even slightly better than uncoupled CCM3 forced with \perfect" observed SST variability in reproducing the observed patterns of low-frequency variability. The north-south asymmetry in the North Atlantic Oscillation pattern is better represented in the coupled integration, even when compared to uncoupled integrations using the observed SST boundary condition. A plausible reason for this may be that the coupled GCM is able to better represent the oceanic feedbacks associated with the nite heat capacity of the oceanic mixed layer. In fact, the biggest difference between the uncoupled and the coupled integrations is in the amplitude of variability in the net surface heat ux. The surface heat ux anomalies are signi cantly weaker in the coupled integration as compared to the uncoupled integration (for the same amplitudes of mid-tropospheric variability). Similar e ects have been noted in studies where an atmospheric model is coupled to a mixed layer model (e.g., Lau and Nath, 1996; Blad e, 1997; Saravanan and McWilliams, 1997a; Bhatt et al., 1997) .
Simpli ed stochastic ocean-atmosphere models (Barsugli and Saravanan and McWilliams, 1997b) may be used to understand this e ect, where the change in the SST in response to atmospheric heating/cooling reduces the air-sea temperature gradient and hence reduces the heat ux amplitudes.
Our comparative analysis of the uncoupled and coupled GCM integrations shows that the dominant modes of interannual SST variability in the North Paci c and the North Atlantic are forced primarily by the corresponding dominant modes of atmospheric low-frequency variability, namely the Paci c-North American pattern and the North Atlantic Oscillation. This result regarding atmospheric forcing of interannual midlatitude SST variability is consistent with observational studies such as those of Davis (1976) and Wallace et al. (1990) , and also several recent modelling studies (Cayan, 1992b; Battisti et al., 1995; Lau and Nath, 1996; Delworth, 1996; Blad e, 1997; Saravanan and McWilliams, 1997a) . In the coupled GCM integration, there are strong simultaneous correlations between the net surface heat ux and the SST anomalies, with the heat ux acting to force the SST anomalies. In uncoupled CCM3 integrations forced with observed SST anomalies, this relationship is of the opposite sign, with the surface heat ux acting to damp the SST anomaly locally.
The above discussion highlights some possible limitations of using observed SST as the surface boundary condition for an atmospheric GCM, as is done in the Atmospheric Model Intercomparison Project (AMIP), for example. The hope is that using this \perfect" boundary condition should facilitate the atmospheric GCM in producing the best possible simulation of atmospheric variability. However, the atmosphere is in fact forced by heat and moisture uxes associated with the SST distribution, and not by SST per se. Specifying SST is just a convenient way of getting these uxes right when simulating a deterministic state, such as the time-mean state or the seasonal cycle. Specifying SST is also appropriate when the atmospheric dynamics is essentially \slaved" to the ocean. (This \slave atmosphere" assumption is often explicitly made in some tropical ocean-atmosphere models, for example.) However, when the atmosphere is not \slaved" to the ocean, and is capable of exhibiting internal nondeterministic variability, specifying observed SST as the boundary condition is not necessarily the right thing to do, because the SST anomalies could themselves have been produced by the nondeterministic atmospheric variability (Barsugli and Battisti, 1997; Saravanan and McWilliams, 1997b) . For example, in the AMIP-style integrations in our study, the relationship between SST and surface heat ux is of the opposite sign as compared to that in the coupled GCM integration. Like Lau and Nath (1994) and Graham et al. (1994) , we nd that much of the bene t of specifying the observed SST as the boundary condition comes simply from specifying the tropical SST variability. In this context, hybrid coupled models like the TOGA-ML model described by Lau and Nath (1996) , where the tropical SST variability is speci ed, but the midlatitude atmosphere is coupled to a mixed-layer model, may be superior to a GOGA model, where the global SST variability is speci ed.
The ensemble of AMIP-style integrations described in this study also allows us to assess the nature of the atmospheric response to midlatitude SST anomalies through regression analysis. This analysis indicates that, in comparison to the amplitude of intrinsic atmospheric low-frequency variability, the atmospheric response to observed midlatitude SST anomalies is rather weak. We estimate an upper limit of about 20m in the 500hPa geopotential height response associated with a midlatitude SST anomaly having a nominal amplitude of 1K. Since the amplitude of the response is weak, the spatial patterns of the atmospheric response are not very robust, although there is typically an indication of a ridge in the 500hPa geopotential height slightly downstream of a positive midlatitude SST anomaly. Similar weak responses have been noted in many earlier studies(e.g., Palmer and Sun, 1985; Pitcher et al., 1988; Lau and Nath, 1994; Kushnir and Lau, 1992; Kushnir and Held, 1996) , although the results were not always consistent. It has been suggested that the weak and inconsistent atmospheric response may be an artifact of the relatively low horizontal resolution used in the earlier studies (e.g., Ferranti et al., 1994; Kushnir and Held, 1996) . However, our study does use an atmospheric model with T42 horizontal resolution that produces a fairly good simulation of the atmospheric low-frequency variability and also of the mean surface uxes of heat and moisture, so as to be able to maintain the upper ocean thermal structure in a coupled integration. The coupled model also simulates midlatitude interannual SST variability fairly well, and shows strong simultaneous correlations between midlatitude SST anomalies and the 500hPa geopotential height as seen in observations (e.g., Wallace et al., 1990) . Nevertheless, the atmospheric response to midlatitude SST anomalies is quite weak in the atmospheric component of this model. This suggests that any atmospheric response to midlatitude SST anomalies may play only a minor role in the mechanisms of midlatitude interannual variability.
One possible way of summarizing some of the main results of this study is to divide atmospheric lowfrequency variability into \free" and \forced" components. By free variability, we refer to those modes of variability present in uncoupled atmospheric GCM integrations using the climatological annual cycle of SST as the surface boundary condition. By forced variability, we refer to that component of variability forced by interaction with the ocean, be it in the tropics or in the extratropics. In experiments using an idealized coupled model, Saravanan and McWilliams (1997a) found that the forced modes were usually expressible as linear combinations of a small number of the preferred free modes of variability. In other words, coupling tends to re-order, rather than reshape, the dominant atmospheric modes of variability. We nd a similar behaviour in our study of uncoupled and coupled integrations. The uncoupled CCM3 integration using the climatological SST boundary condition does a fairly good job of reproducing the observed spatial patterns of variability. However, it does a relatively poor job of simulating the observed variance amplitudes for the di erent modes of low-frequency variability. Specifying the tropical SST variability seems to be mostly su cient to obtain the right variance amplitudes, with extratropical SST variability having only a small e ect. The dominant role of tropical SST anomalies (as compared to extratropical SST anomalies) in forcing the atmosphere has also been noted by Lau and Nath (1994) and Graham et al. (1994) .
In this study we have focused on time-scales of variability shorter than a decade. However, there is no sharp demarcation between interannual and interdecadal variability in the midlatitudes. For example, the dominant patterns of interannual SST variability described in this study bear some resemblance to those identi ed in studies of decadal variability (e.g., Deser and Blackmon, 1993; Kushnir, 1994) . This suggests that mechanisms of ocean{atmosphere interaction similar to those operating on interannual timescales may also operate on longer time-scales. In particular, the spatially coherent and temporally incoherent forcing of the ocean by intrinsic atmospheric lowfrequency variability may preferentially excite oceanic modes of interdecadal variability (e.g., Saravanan and McWilliams, 1997a) . Some of the remaining outstanding issues highlighted by this study are as follows: (i) What are the mechanism for excitation and maintenance of low-frequency variability in the atmosphere? There are several theories for explaining atmospheric low-frequency variability, based variously on barotropic energy dispersion, forcing by high frequency transients, nonlinear coherent structures, nearly stationary states of the atmosphere, instability of the climatological mean state, and so on (e.g., see Branstator, 1992 , and references therein). However, there does not yet seem to be a consensus on a dominant mechanism. This study suggests that explaining atmospheric low frequency variability could help explain a signi cant fraction of midlatitude oceanic variability as well. (ii) What determines the 3-dimensional structure of atmospheric low-frequency variability, and in particular, the surface uxes associated with it? This question is clearly related to the previous question, but is posed separately, because theories for intrinsic atmospheric low-frequency variability are often formulated in the context of barotropic ows (e.g., Simmons et al., 1983) , where surface anomalies have the same structure as mid-tropospheric anomalies. We nd that the spatial pattern of surface heat ux anomalies associated with some modes of low-frequency variability (e.g., the North Atlantic Oscillation) may have quite a di erent structure as compared to the 500hPa geopotential height anomalies. This is an important issue because the surface uxes mediate the interaction between the atmosphere and the ocean. (iii) How does one best represent the e ect of midlatitude oceanic feedbacks on atmospheric variability without resorting to a full coupled ocean-atmosphere model? Coupling the atmosphere to a simple midlatitude mixed-layer model may be su cient on seasonal time-scales (e.g, Lau and Nath, 1996) , but a more sophisticated \upper ocean" model may be required on longer time-scales, taking into account spatial inhomogeneities in the mixed-layer depth, the possible role of ocean advection (e.g., Sutton and Allen, 1997; Saravanan and McWilliams, 1997b) , and the penetration of thermal anomalies beneath the mixed layer (e.g., Deser et al., 1996 
