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Abstract 
There is often a need to interpolate data that is obtained through experiment 
or computational analysis, because the data is difficult or expensive to obtain. An 
example is the scattering parameters of microwave devices, obtained through com-
putationally intensive finite element (FE) analysis. Cauchy interpolation is an est ab-
lished solution to this problem. In this thesis it is extended to interpolate data over 
a multi-parameter space, when the data available includes not just the function to 
be interpolated, but also its derivatives with respect to each parameter. The finite 
element method (FEM) provides such derivatives. The new algorithm is applied to a 
simple RLC circuit test case, and to real data from a 3D FE analysis of a rectangular 
waveguide component, in a 4-parameter space. Results show the effectiveness of the 
approach taken. 
iv 
Abrégé 
Il Y a souvent un besoin d'interpoler des données obtenue à coût élevé 
d'expérimentation ou d'analyse informatique. Les paramètres de diffusions de dis-
positifs micro-onde, produit en utilisant de l'analyse par élément finie coûteuse, en 
est un exemple. L'interpolation Cauchy est une solution éprouvé à ce problème. 
Dans cette thèse, cette solution est augmenté pour interpolé des données sur un es-
pace à plusieurs paramètres. Les données disponibles comprennent non seulement 
la fonction à être interpolé, mais aussi ses dérivés par rapport à chaque paramètres, 
fourni par la méthode à élément fini. Ce nouvel algorithme est appliqué à un simple 
jeu d'essai basé sur un circuit RLC, ainsi qu'à de vrai donnée obtenue de l'analyse 
à élément fini en 3D d'un guide d'ondes rectangulaire, formant un espace basé sur 4 
paramètres. Les résultats démontre l'efficacité de l'algorithme utilisé. 
v 
Table of Contents 
Dedication. . . . . 11 
Acknowledgments . III 
Abstract . IV 
Abrégé .. V 
List of Tables Vlll 
List of Figures IX 
1 
2 
Introduction. 1 
1 
3 
1.1 
1.2 
Objective 
Literature Survey 
Theory ......... . 6 
2.1 Cauchy Interpolation 6 
2.1.1 Extending the Cauchy method to handle derivatives of the 
transfer function .................... 7 . 
2.1.2 Extending the Cauchy method into multi-variate space 8 
2.1.3 The multi-derivative, multi-variable case 9 
2.1.4 Choosing N, P and Q . . . . . . . . . . . . . 10 
2.2 Singular Value Decomposition . . . . . . . . . . . . 11 
2.2.1 Theory behind singular value decomposition 12 
2.2.2 Using SVD to find the rank of a matrix . . . 13 
2.2.3 Using the SVD to find the solution. . . . . . 15 
2.3 The Least Squares and Total Least Squares Methods 15 
2.3.1 Basic theory behind totalleast squares and least squares 16 
2.3.2 Least squares and totalleast squares and the null vector . 18 
2.3.3 Applying least squares methods to solve multi-dimensional 
vector problems . . . . . . . . . . . . . . . . . . . . . .. 19 
vi 
3 Implementation . . . . . . . . . . . . . 22 
3.1 Development Environment ... 22 
3.2 The Organization Of The Code 22 
3.3 Converting Theoretical To Practical 23 
3.3.1 Pseudo-code of the Cauchy application main 24 
3.3.2 Analysis of the pseudo-code. . . 24 
3.3.3 Handling the multi-variable case 26 
3.4 Using Recursion to Generate For Loops 29 
3.5 Pseudo-code representation . 32 
3.6 File 1\0 ... 33 
4 Results and Analysis 34 
4.1 RLC Test Case 34 
4.2 Finite Element Method Test Cases 42 
4.2.1 Obtaining the FE Data . . . 43 
4.2.2 Single Point Multi-Derivative Case. 43 
4.2.3 The Multi-Variate Multi-Derivative Test Cases 46 
4.2.4 Results for the 2x2x2x2 Test Case 46 
4.2.5 . Results for the 4x4x4x4 Test Case 59. 
4.2.6 Discussion of Results 69 
5 Conclusion. ..... 70 
5.1 Future Work . 70 
References . . . . . . . . . 72 
VIl 
List of Tables 
Table 
3-1 Input data file configuration ...... . 33 
4-1 Minimum and maximum values of the parameters for the waveguide 
model .................. 42 
4-2 RMS Errors for the 2x2x2x2 Test Cases 47 
4-3 RMS Errors Per Slice for the 2x2x2x2 Test Cases Using LS 48 
4-4 RMS Errors Per Slice for the 2x2x2x2 Test Cases Using TLS 48 
4-5 RMS Errors for the 4x4x4x4 Test Cases ..... 59 
4-6 RMS Errors Per Slice for the 4x4x4x4 Test Cases 60 
Vlll 
List of Figures 
Figure page 
2-1 Graphical representation of LS and TLS 19 
4-1 RLC Circuit . . . . . . . . . . . . . . . . 35 
4-2 RLC test case when p = q = 4 for the w slice using TLS . 38 
4-3 RLC test case when p = q = 4 for the R slice using TLS . 39 
4-4 RLC test case when p = q = 4 for the L slice using TLS . 40 
4-5 RLC test case when p = q = 4 for the L sliee using TLS . 41 
4-6 Waveguide model . . . . . . . . . . . 43 
4-7 Single point multi-derivative test case 45 
4-8 2x2x2x2 test case when p = q = 3 for frequency sliee using LS 50 
4-9 2x2x2x2 test case when p = q = 3 for h slice using LS 51 
4-10 2x2x2x2 test case when p = q = 3 for r slice using LS 52 
4-11 2x2x2x2 test case when p = q = 3 for u slice using LS 53 . 
4-12 2x2x2x2 magnified results for test case when p = q = 3 for u slice 
using LS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54 
4-13 2x2x2x2 test case when p = q = 3 for frequency sliee using TLS . 55 
4-14 2x2x2x2 test case when p = q = 3 for h slice using TLS 56 
4-15 2x2x2x2 test case when p = q = 3 for r sliee using TLS 57 
4-16 2x2x2x2 test case when p = q = 3 for u sliee using TLS 58 
4-17 4x4x4x4 test case when p = q = 6 for frequency slice using LS 61 
IX 
4-18 4x4x4x4 test case when p = q = 6 for h slice using L8 62 
4-19 4x4x4x4 test case when p = q = 6 for r slice using L8 63 
4-20 4x4x4x4 test case when p = q = 6 for u slice using L8 64 
4-21 4x4x4x4 test case when p = q = 5 for frequency slice using TL8 . 65 
4-22 4x4x4x4 test case when p = q = 5 for h slice using TL8 66 
4-23 4x4x4x4 test case when p = q = 5 for r slice using TL8 67 
4-24 4x4x4x4 test case when p = q = 5 for u slice using TL8 68 
x 
CHAPTER 1 
Introd uction 
The ability to quickly and accurately solve complex electromagnetic problems 
is one of the primary goals of computational electromagnetics. As electromagnetic 
structures grow in complexity, so too does the amount of computational time re-
quired to effectively model these structures. While increases in computing power 
have been welcomed, it is not always effective to solve bigger and bigger problems by 
simply applying more computational power. Therefore an ongoing field of research 
in computational electromagnetics is focused on ways of fin ding accurate solutions 
quickly. The process of interpolating or extrapolating from a discrete data set to. 
obtain accurate data over a continuous range is one such method of optimization. In 
this thesis, a method is proposed for taking a discrete set of finite element data and 
interpolating that data to produce accurate results over a large continuous range. 
1.1 Objective 
The scattering parameters of microwave devices are continuous functions of fre-
quency and of various design parameters (e.g., geometric dimensions), and the mi-
crowave device designer is usually very interested in the nature of these functions. 
The problem is that experimental and computational methods can only provide the 
scattering parameters for one set of parameters at a time, e.g. for one fixed geome-
try. One could construct an almost continuous model by calculating the scattering 
parameters using a large set of fixed points, but this would prohibitively expensive. 
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AIso, if these points fall along an area of significant change more points may be 
required to fully describe the scattering parameters, making this not a very efficient 
nor ideal method. Therefore there is a need for a continuous function to be con-
structed from these 'points' of data. If sorne dis crete data set could be obtained and 
then interpolated to form a wide range continuous functional representation of the 
scattering parameter then it would be possible to provide the microwave engineer 
with a continuous function of scattering parameters of his/her microwave device at 
a very low computational cost. 
The generation of a large range continuous model of complex microwave devices 
using the finite element method is a rather computationally expensive process. The 
objective of this thesis was to speed-up this process using Cauchy interpolation by 
only requiring the modeling of the microwave device at a few points rather than at 
many points and then interpolating the data from the finite element method and 
generating a large range continuous model of the device. 
Current existing interpolation methods are only able to work for one unknown 
variable with higher order derivatives values of that parameter, or for multiple vari-
ables without any derivatives values of those parameters. The goal of this thesis 
is to extend the Cauchy interpolation method so as to be able to handle multiple 
variables with derivative information. Extending the Cauchy interpolation technique 
from a single variable to a multivariable technique will allow for the quick generation 
of continuous data models of microwave devices while decreasing the computational 
cost required to create these models. Therefore, the objective of this thesis is to 
2 
interpolate multivariate finite element data using Cauchy interpolation to provide 
the transfer function of microwave devices. 
1.2 Literature Survey 
This section presents an overview of the literature surveyed about using inter-
polation methods in the modeling of electromagnetic structures and their character-
istics. 
The performance of a microwave element at a single frequency is useful knowl-
edge, but usually it is more desirable to know the performance of that microwave 
element over a whole range of frequencies. A very simplistic solution is to apply 
a single-frequency method repeatedly for a number of discrete frequencies over the 
desired range and then just combine them to get the performance characteristics 
over the desired range. An alternative approach as discussed in Webb [1] for com-
puting the frequency response itself is: analysis at single frequency point, leading 
to the evaluation of higher derivatives with respect to the frequency at that point, 
followed by sorne form of high-order expansion of the quantity of interest over the 
who le frequency range. This basic idea is extended in this thesis to the simultaneous 
interpolation over both frequency and geometric parameters. 
Rational polynomials have been used extensively to model frequency-domain 
responses [2]. An approach that is popular for rational polynomial is to use Padé 
approximations. This approach is based on using Taylor expansions of the parameter 
as a function frequency [2]. Sanaie et al. [3] used a Padé approximation with complex 
frequency hopping without poles such that the moments at different frequency points 
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were used to model the parameter of interest [2]. Celik et al. [4] used frequency-
shifted moments to obtain the Padé approximation. Both [3] and [4] are examples 
of generating rational polynomials using Padé approximations. 
The Cauchy method which is the focus of this thesis is an alternative to Padé 
approximations used to build rational polynomials. In [5] Adve and Sarkar examine 
the effects of noise in the data when the Cauchy method is applied to the system. 
Adve et al. extend this work on the Cauchy method with [2] where they present the 
Cauchy method as method for extrapolating wideband system response from a given 
narrow-band system response data. Kottapalli et al. demonstrated in [6] the use 
of Cauchy method with higher-order derivative terms to to compute the wide-band 
system response of a system using narrow-band data. The techniques demonstrated 
in [6] were extended by Adve et al in [2] where the coefficients were obtained directly 
using singular value decomposition. This allowed for the easy estimation of the order 
of the polynomial used in the rational model. Furthermore Adve et al. in [2] used 
the total least squares method to solve for the coefficients. This was advantageous 
because it allowed for the suppression of noise in the system. 
The ability to solve for not just one variable but for multiple variables in a 
system at once is very powerful. In microwave waveguide devices, the frequency of 
the signal is just one of the parameters, there is also the parameters governing the 
geometry of the device. This creates a multidimensional problem. Lehmensiek et al. 
used an adaptive sampling algorithm for general multivariate interpolation based on 
Thiele-type branched continued fraction (BCF) representation of a rational function 
[7]. This technique constructs sets of single parameter interpolants at optimal points 
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in a (Dimension - 1) variable space. The univariate interpolants are then used to 
form bivariate interpolants which are then used to create trivariant interpolants, and 
so on [7]. This technique does not require derivatives [7], which means it cannot take 
advantage of derivative information that may already be available. 
In the work of Lamecki et al. [8], a method of using multidimensional Cauchy 
method to create high quality multivariate models of microwave circuits from elec-
tromagnetic (EM) simulation data is discussed. Previous Cauchy methods allowed 
for a single variable, usually frequency, Lamecki et al. extended the concept to the 
multivariate case. 
The goal of this thesis was to combine the work of Adve et al. [2] and Lamecki et 
al. [8] to create a method for solving multivariate systems with derivative information 
using the Cauchy Method. The method described uses the techniques of singular 
value decomposition (8VD) along with least squares (L8) and total least squares 
(TL8) to determine the order of the polynomials used in the rational equation and 
to solve for the coefficients. The inspiration for the total least squares technique is 
from Adve et al. [2]. 
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CHAPTER 2 
Theory 
This chapter presents the mathematical theory that forms the groundwork for 
this thesis. The concepts of Cauchy interpolation, singular value decomposition 
(SVD), least squares and totalleast squares (TLS) are presented and explained. 
2.1 Cauchy Interpolation 
Cauchy interpolation is a method that provides accurate broadband information 
based on narrowband data. The focus of the Cauchy interpolation method in this 
thesis is on the rational transfer function H (s) where s is the complex frequency[6]. 
The transfer function H (s) can be characterized as a rational function which is 
represented by: 
H( ) = A(s) 
s B(s) 
which can be re-written in the form of (2.2): 
A(s) - H(s)B(s) = 0 
where A(s) and B(s) are the sum of monomials terms: 
p 
A(s) = Laksk 
k=O 
q 
B(s) = I: bksk 
k=O 
6 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
The equations (2.2)-(2.4) after applying specifie data points, where each row of 
the equation is a specifie data point, can then be re-written in matrix form [2] with 
the unknowns a and b giving the foUowing equations: 
lA - If BI [ : ] ~ O. (2.5) 
where the matrices [A] and [HE] are of the order of N x (p+ 1) and N x (q+ 1), 
respectively, and N is the number of data entries provided to the system. 
2.1.1 Extending the Cauchy method to handle derivatives of the transfer 
function 
The previous section showed the application of the Cauchy method with only 
information provided for a single variable and with no derivative information provided 
with respect to. that single variable. The extension of the Cauchy interpolatio~ 
method so as to handle derivatives of the transfer function is beneficial since the 
derivative information of a single point can be obtained if finite-element analysis 
is used. If we have the point Sj which represents the complex frequency then n 
derivatives of that single point can be calculated from the finite-element data at that 
single point[l]. With finite-elements it is possible ta generate derivative information 
of the complex frequency variable and therefore a good idea ta take advantage of 
this data. 
This means that we can input ta the system, for each Sj, not just the value 
of the transfer function, but the values of aU its derivatives up to the nth . This is 
an advantageous feature sinee with finite element method (FEM) data it is rather 
computationally expensive to generate data per variable point, but for each point 
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the higher-order derivatives are relatively cheap computationally to generate. Dif-
ferentiating equation 2.2 n times with respect to sand then evaluating aH the terms 
at the frequency point Sj gives the following equation [9]: 
a(n-i) 
a (n-i) B 
X o s· 
-J 
(2.6) 
n! (2.7) i!(n - i)! 
2.1.2 Extending the Cauchy method into multi-variate space 
The Cauchy method started off as a method for interpolating from narrowband 
data to broadband data. Nowa useful extension of this concept would be to extend 
this to multi-variable data. This would me an that the data space that the Cauchy 
method is applied to is multi-dimensional. Equations (2.3) and (2.4) can be re-
written for the multi-variable case: 
p p-ko p-ko-kl 
A(±) = LL L (2.8) 
ko=O kl =0 k2=0 kG=O 
q q-kO q-ko-k1 q-ko-kl-k2"'kG-1 
B(±) = L L L ...... L X~OX~lX~2 ... X~Gbkoklk2"'kG (2.9) 
kG=O 
where the Xo term in both (2.8) and (2.9) is the complex frequency term S of (2.3) and 
(2.4), The terms Xl, X2 until Xc in (2.8) and (2.9) represent the other parameters 
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of the problem (e.g. the geometric parameters of a device being analyzed by the 
FEM), where p and q are the degree of the polynomial. Therefore, we now have a 
way to represent the multi-variable Cauchy method. The next step is to combine the 
multi-derivative case with the multi-variable case. 
2.1.3 The multi-derivative, multi-variable case 
Now combining the multi-variable and the multi-derivative cases will give the 
the multi-derivative, multi-variate case. The combinat ion of (2.6) with (2.8) and 
(2.9) gives the following equations (2.10) and (2.11): 
8(n) 
--A 
>:l (n) 
uXo 
_ n (n) (8(i)H ) 8(n-i) B L. >:l (i) >:l (n-i) 
i=O ~ uXo x. uXo !fj -J!fj 
8 8(n). n (n) 
-8x-m -8x-6n ) A "'-J - ~ i 
8(n-i) 
>:l (n-i) B 
uXo 
=0 
"'-j 
(
8(i)H ) ( 8 8(n-i) ) } + -- -- B =0 8 (i) 8x 8 (n-i) 
xO"'-j m Xo "'-j 
(2.10) 
(2.11) 
The first equation (2.10) is obtained by differentiating A=HB with respect to 
Xo (n times). Equation (2.11) is obtained by along with differentiating once with 
respect to Xl through to Xc. In principle, more derivatives with respect to Xl ... Xc 
could be taken, but the FEM used provides just the first derivative the geometric 
parameters. Equations (2.10) and (2.11) le ad to a matrix system. 
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[AB] [ : ] ~ 0 
A is an N x (P + 1) matrix and B is an N x (Q + 1) matrix, where: 
• N is the total number of equations of the form (2.10) or (2.11); 
• P + 1 is the number of unknowns coefficients in a in (2.8); 
• Q + 1 is the number of unknowns coefficients in b in (2.9). 
2.1.4 Choosing N, P and Q 
The matrix has N rows and M columns. 
(2.12) 
1. N < M - 1. The rank R is at most M - 2. The number of null vectors 
(M - R) is greater than 1, meaning that there is more than one interpolation 
that exactly fits the data. This is unnecessary and undesirable in general, sa 
we should either increase N or decrease P and Q to avoid it. 
2. N ~ M - 1. Two cases: 
a. The finite-element (FE) case, or any case where the actual transfer func-
tion is not a rational function. Assume rank R at least M - 1. (If the 
rank is less than M - 1, which could happen if not enough independent 
data points are provided, then we are back to the case in 1. Increase N 
until R = M - 1 or R = M.) 
1. If R = M, then there are no null vectors, i.e. no exact solution to the 
matrix problem, which means there is no solution that matches the 
N data points exactly. However, we can get sorne form of the solution 
that tries to match the data as weIl as possible (e.g. TLS). 
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11. If R = M - 1, then there is one nun vector and this nun vector 
is the exact, and unique solution to the matrix problem. The null 
vector represents an interpolation that fits the N data points exactly. 
Although this is one way of handling the FE case, it is probably better 
to decrease P and Q (hence decrease M) and use a TLS fit. 
b. The RLC case (a test case consisting of a circuit made up of a resistor, 
capacitor and inductor), or any case where the actual transfer function is 
a rational function for sorne values of P and Q, say P = Po and Q = Qo. 
Again, there are two subcases: 
1. P < Po or Q < Qo.This is just like the FE case, ab ove , because the 
interpolation does not have high enough P or Q to represent the exact 
transfer function. 
11. P 2:: Po and Q 2:: Qo. The rank is at most M - 1. There is at least 
one nun vector. Each nun vector represents an interpolation that fits 
the N data points exactly. When P = Po and Q = Qo and N is big 
enough (i.e., there are enough independent data points), the rank is 
M - 1 and there is just one null vector. This is the most desirable 
solution for this type of problem (and it is what is given in (2.23)). 
Assuming an the data points are independent, N = M -1 is sufficient. 
2.2 Singular Value Decomposition 
Orthogonality is a very important concept in linear algebra and matrix computa-
tions [9]. Singular value decomposition relies heavily on the concept of orthogonality. 
A matrix A which is n x n is said to be orthogonal if that matrix multiplied by its 
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complex transpose is equal to the identity matrix: 
AAH =1 (2.13) 
A matrix that is orthogonal also means that it is always invertible which means 
that A-I = AT [la]. Singular value decomposition (SVD) exploits the concept of 
orthogonality it can be used to determine the rank of a matrix and also can detect 
the presence of a null-vector or vectors in a matrix. 
2.2.1 Theory behind singular value decomposition 
If A is a matrix of the form n x m where n ~ m, then the matrix A is said to be 
overdetermined [11]. Then, if matrix A is overdetermined, it can be de-constructed 
using the singular value decomposition [9]. Applying singular value decomposition 
to matrix A then results in the following (2.14) [12]: 
[U] [2:] [V]H = SVD (A) 
where: 
U = [UI,···, um ] E ]Rmxm 
(2.14) 
(2.15) 
(2.16) 
The matrices U and V are unitary which that means that the hermitian (or the 
complex-conjugate transpose) of the rriatrix U is equal to the inverse of matrix U, 
and because U and V are square and non-singular then the matrix U multiplied by 
its inverse is equal to its identity matrix [10]: 
(2.17) 
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uu-1 1 (2.18) 
AIso: 
diag((Jl ... (J) E ]R'mxn (Jl > (J2 > ... > (J > 0 
, ,p ,- - - p-
where p min {m,n} (2.19) 
I; has the form: 
o 
~= o (2.20) 
o 
2.2.2 Using SVD to find the rank of a matrix 
Singular value decomposition (SVD) is a valuable tool in determining the rank 
of a matrix. The (Ji elements are the diagonal values in I; and are the singular values 
of the matrix. These values can be used ta calculate the rank. This is very important 
in terms of determining the solution vector for our problem. Because of the number 
of non-zero values in the matrix in equation (2.5) gives the rank of the matrix [2]. 
Though when determining the actual rank of the matrix, a threshold must be set for 
what constitutes a zero due ta the presence of fioating point error which can cause 
what should be a zero ta be a very small number, therefore the term that is regarded 
as zero must be a certain threshold (orders of magnitude) smaller than the previous 
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non-zero singular value. 
M 
~ 
N{[A:B] (2.21) 
M is size of the column space of A, and therefore the rank of A added with the 
null vector or vectors is equal to the complete column space: Rank(A)+nullvector(s) = 
M. The power of the monomial terms of the Cauchy matrix will determine the num-
ber of columns and thus the rank of the matrix. The values for P and Q from 
equation (2.8) and equation (2.9) determine M according to the following equation: 
M=P+Q+2 (2.22) 
The value of the Rank(A) therefore has to be one less than that for M because 
of the need to have exactly 1 null vector, therefore equation (2.22) can be re-written 
as: 
M = Rank(A) + 1 = P + Q + 2 (2.23) 
Therefore in order to solve the problem, the rank of the matrix must be one less 
than the column space and also 1 column vector therefore must be the null vector. of 
matrix A [11]. 
The rank of a matrix is the number of independent rows or columns of a matrix. 
The null vectors are the columns or rows where if we have a matrix Z then if there is 
a vector v where Zv = 0 then the vector v is a null vector [11]. It is the null vector 
that is the key to the uniqueness of the solution, there must be exactly 1 null vector 
for there to be a unique solution. The presence of a null vector is detected using the 
~ingular value decompŒition if the last tenn along the diagonal of ~ is 0, then the 
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rank of A is one less than the matrix space and therefore there exists 1 null vector 
and thus a unique solution vector. If there is no null vector and the rank is equal 
to the amount of columns in the matrix, then there is no solution. If there are 2 
or more null vectors, then there is not one unique solution but, in fact, an infinite 
number of solutions. 
2.2.3 Using the SVD to find the solution 
Therefore we can use the results from the singular value decomposition to find 
the unknowns ao ... p and bo ... Q . With (2.20) the following equation can be derived: 
(2.24) 
Which is equal to: 
AV = UE (sinee V H = V-1) (2.25) 
80 Avp = (JpUp where Vp is the pth column of V. And where up is the pth column 
of U. If (Jp = 0, Avp = 0 and thus vp is a null vector of A and is a solution vector 
for the a and b terms of equation (2.5). The actual answer itself is only defined to 
within a scale multiple. In other words, if Vl is one" actual answer", then 2 * VI" is 
an equally good "actual answer" [2]. 
2.3 The Least Squares and Total Least Squares Methods 
Unfortunately, in many problems an exact solution is impossible, therefore a 
method of fitting is needed. Two methods were different methods were used in this 
thesis, least squares (L8) and totalleast squares (TL8). Both methods can be used 
to find an approximate solution. For any finite set of data, it is possible to get an 
exact answer (i.e. an exact fit of the data by a rational function A/B) using sorne 
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sufficiently large P and Q values. This would be true even in the finite-element case. 
However, we can distinguish the cases better in this way: 
1. Cases in which the data are coming from an underlying function H which is 
actually a rational function. One example is the transfer function H = ~;ut for a 
Vin 
RLC circuit. In this case, there will be a P and Q that can be selected such that we 
can exactly fit the data no matter how many data points are given. 
2. Cases in which the data are coming from an underlying function H which is 
NOT a rational function (e.g. from FE analysis). In this case, there is no finite P 
and Q that will give an exact fit for all data sets. However, in practice the dominant 
behavior of H can be captured by choosing "reasonable" values of P and Q and then 
doing a least squares fit to the data. The fitting also, of course, has the advantage 
that it tends to ignore the numerical "noise" coming from a finite-element analysis. 
Total least squares is a computational method which is very similar to the least 
squares (LS) method but with certain fundamental differences which will be detailed 
in later sections. One of the reasons that sorne systems have no exact solution is 
because the input data is corrupted by noise and errors. Therefore the least squares 
(LS) and totalleast squares (TLS) methods are powerful methods that can be used to 
minimize the effect of noise on these systems while providing the best, most accurate 
possible solution. 
2.3.1 Basic theory behind total least squares and least squares 
Least squares (LS) and totalleast squares (TLS) are methods for solving overde-
termined sets of the linear equation Ax ~ b [12]. An overdetermined set is when 
there are more equations than unknowns [11]. In the situation of overdetermined 
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equations, no exact solution is possible and furthermore there is the presence of 
noise (or error) in the input data. Both TLS and LS methods are methods of fitting 
the results to get the best possible solution. To understand both total least squares 
and least squares a good way to start is to examine the least squares concept first. 
LS is where the goal is to find the vector x E ]Rn such that Ax ~ b where the matrix 
A is of the form n x m and where n 2:: m meaning that the matrix is overdetermined 
and the observation vector b E ]Rm is given [12]. Starting with the initial problem of: 
Ax ~ b, (2.26) 
the LS method seeks to minimize equation (2.27): 
minimize IIAx - bl1 2 (2.27) 
So the goal of LS and also TLS, is to minimize the quadratic in (2.27) [13]. In our 
case the equation (2.27) can be re-written in the form of: 
minimize IIAx - 0112 (2.28) 
Now if the problem is ideal, which me ans there is no experimental error nor 
floating point error introduced into the floating point calculation, and P and Q arc 
big enough so that A/B is an exact fit to the given data, then equation (2.28) should 
give zero. But sin ce we do have experimental and floating point error and no exact 
fit is possible then we must seek to minimize (2.28) using TLS. The basic concept 
behind TLS is: given an overdetermined set of m linear equations Ax ~ b in n 
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unknowns, the TLS method will [12]: 
minimize Il [A; b]- [Â; b] Il F where [Â;b] E jRmx(n+l) (2.29) 
subject to b belonging to the range of Â (2.30) 
Once a minimizing [Â; b] is found, then any x satisfying the following equation (2.31) 
~ 
Ax= b (2.31) 
is called a totalleast squares solution and [.6.Â; .6.b] = [A; b]- [Â; b] the correspond-
~ ~ 
ing total least squares correction. The .6.A and .6.b represent the error in vectors, it 
is assumed that the error is an even distribution [12]. The difference between the LS 
method and the TLS method is that in LS method, all the" error" is assumed to be 
in the RHS, b, and the matrix A is assumed to be exactly known. In TLS, both A 
and b are assumed to be in error. Shown in Figure 2-1 is a graphical representation 
of a simple problem using the LS method and the total least squares method. The 
advantageous in accuracy of the TLS method over the LS method can be seen in the 
figure. 
2.3.2 Least squares and total least squares and the null vector 
Both least squares techniques, the regular least squares (LS) and the totalleast 
squares (TLS) relies heavily on the results given by the singular value decomposition 
(SVD) of the A matrix. If the SVD of A results in O"n+l =1- 0 then the rank of A 
is n + 1 and therefore there is no non-zero vector in the orthogonal complement 
of the space, therefore there is no exact solution to the equation Ax = b but an 
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(a) The least squares solution by project-
ing b orthogonally onto R(A) and solving 
Ax = b' [12] 
(b) The total least squares solu-
tion is obtained by approximat-
ing the columns ai of A and b by 
â; and b until b is in the space 
R ( Â), generated by the columns 
â; and Âx = b [12] 
Figure 2~ 1: Graphical representation of L8 and TL8 
approximate solution can be obtained for Ax ;:::j b by using either the TL8 method 
or the L8 method [12]. But if O"n+l = 0, an exact solution is obtainable and TL8 is 
not needed. Nevertheless, this case serves as a good way to test an implementation 
of TL8 or L8, which should both give the same answer as obtained from 8VD. 
2.3.3 Applying least squares methods to solve multi-dimensional vector 
problems 
In the case where the input data are finite-Element (FE) data or experimental 
data and therefore the transfer function of the system cannot be known beforehand, 
the least squares or total least squares method can be used to solve for the transfer 
function. In the case that the O"p -1- 0 (see equation (2.25)) due to the presence of 
errors or inaccuracies in the input data and because it is not possible to find values 
of P and Q that would provide an exact fit, applying basic L8 to try and solve this 
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problem will not result in satisfactory values but TLS will. The method for applying 
TLS to IIlUlti-dirnermional vedor problerns is tllightly more complicated because the 
errors are present in the - H B portion of the matrix of data and there are no errors 
in the A portion of the matrix. Therefore, to use TLS on multi-dimensional vector 
problems, orthogonal projection of the matrix is taken. SA QR decomposition is 
applied to the matrix [A - HB] to obtain these orthogonal projections [14]. The QR 
decomposition of the matrix results in a Q matrix and a R matrix. The Q matrix is 
an orthogonal matrix thus it is a matrix that satisfies the following equation (2.32) 
[10] 
where 1 is the identity matrix (2.32) 
And where the resulting R matrix is an upper triangular matrix of the following form 
(2.33) [2]: 
(2.33) 
The sysLem Lo solve Lhe unknown equaLion [ : ] is now shown in (2.34): 
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Where the R matrix which results from the QR decomposition of the matrix can be 
divided by the following equation (2.35) 
P+1 Q+1 
~~
Ru } P+ 1 
(2.35) 
o } N - (P + 1) 
Where P + 1 and Q + 1 is the total number of coefficients in A and in - H B portions 
of the Cauchy matrix respectively and where N is the number of rows in the Cauchy 
matrix. 
The next step in solving the system is to take the singular value decomposition 
of the sub-matrix R22 from the R matrix. This gives: 
(2.36) 
The least squares solution is the last column of the matrix V: 
(2.37) 
Now to solve for the unknowns a we need to solve the following equation (2.38) [2] 
(2.38) 
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CHAPTER 3 
Implementation 
This chapter shows the connection between the theory outlined in the previous 
chapter and how this theory was applied. AIso, outlined in this chapter, are sorne of 
the tools and techniques used to create the Cauchy interpolation application. 
3.1 Development Environment 
Programming for this thesis was done using the MATLAB 7 software package. 
The MATLAB software was selected due to a number of advantageous features, such 
as the MATLAB scripting language, which is specifically designed for mathematical 
problems. The MATLAB scripting language allows for the easy creation of vectors 
and matrices without the need to worry about memory allocation, and the ability to 
create variables without the need to typecast the variables as either integer or fioat 
type. Aiso the MATLAB software package cornes with numerous integrated math 
functions, and one of these built-in functions that was extremely useful to this thesis 
was the singular value decomposition (SVD) function. The MATLAB software also 
contained numerous post-processing features, which allowed for the easy creation of 
detailed graphs of the obtained results. 
3.2 The Organization Of The Code 
The code was organized and written in a modular fashion, this was done in 
order to make the debugging process easier. The Cauchy interpolation application 
code is organized into five main sections. The primary section contains all the initial 
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parameter settings, reads the input data file, and then handles the control of the 
program while sending and receiving data through function calls to the other sections 
of the application. The four other sections build parts of the A and B matrices. The 
primary section assembles these parts into the system matrix, [AIE], and uses the 
totalleast squares method to find the vectors a and b. 
3.3 Converting Theoretical To Practical 
As will be seen in subsection 3.3.1, there are three main for loops, that are 
implemented in the Cauchy interpolation application. The for loops are used to 
control how the input data is processed by the Cauchy application. The first for 
loop, which is the outermost loop, loads in the data vector x.j. It runs once, then 
aH the code contained in it executes and then afterwards a new data vector x.j is 
loaded in. The next line in the pseudo-code is another for loop. This for loop goes 
from n = 0 to D, where the value of n represents the current power of the derivative 
term that the system is operating on and D is the highest power derivative, that the 
program will be given. There is one last for loop and this loop is inside the other two 
loops. This for loop only runs when the geometric variables are being used in. the 
application. Therefore when the application is processing the multi-variable case, 
this loop runs on the geometric variables that go from Xl to XG, where XG is the 
total number of geometric terms in the system. But if the application is processing 
an example with only a frequency variable Xo and no geometric variables then this 
loop and the code contained in this loop will not execute. 
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3.3.1 Pseudo-code of the Cauchy application main 
The pseudo-code shown below is a pseudo-code representation of the code used 
in the construction of the A and B matrices. 
for j = 1 to J do 
(
a(i)H ) 
ax(i) 
o x 
-J 
a(n-i) 
~ (n-i) B 
uxo 
=0 
!&j 
{ (~ a(i)H ) a(n-i) B ax ~ (i) ~ (n-i) m uXo uXo !&j !&j 
end for 
end for 
end for 
3.3.2 Analysis of the pseudo-code 
=0 
After the first two for loops shown in subsection 3.3.1, the next line is: 
(
a(i)H ) 
a (i) 
Xo x. 
-J 
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a(n-i) 
~ (n-i) B 
uXo 
=0 
!&j (3.1) 
Shown in (3.1) is the single variable with unlimited derivatives implementation of 
equation (2.5). The complex frequency parameter Xa can have an unlimited number 
of derivatives. The other parameters Xl through XG are assumed to only have one 
derivative term associated with them. The equation (3.1) can be broken down and 
analyzed. The term: 
B(n) 
--A ~ (n) 
uXa 
in equation (3.2) can be re-written by substituting (2.8): 
B(n) 
--A ~ (n) 
uXa 
(3.2) 
(3.3) 
The values for variables Xl to XG are read in from the input data file, and taken to 
B(n) 
the power of ka to kG, respectively. Now ~x~o can be written as: 
aXa 
ka (ka - 1) ... (ka - n) x~o-n (3.4) 
The above equation (3.4) is for the general case but it needs to be defined for 
the following special cases that can arise: 
ka (ka - 1) ... (ka - n) x~o-n ka ~ n 
B(n) 
__ x ko 0 
>Cl (n) a 
uXa 
ka < n (3.5) 
1 ka=n=O 
Again looking at equation (3.3), depending on the number of geometric param-
et ers given to the system, the number of L: summations and the limits of those 
L: summations changes. This means that the system must dynamically handle the 
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creation and the limits of these 2: summations. This dynamic creation of 2: sum-
mations and their limits will be described later in section 3.4. 
The second part of (3.1) represents the H B part of the A - H B equation and 
can be re-written as shown in (3.6): 
t ( ~) (a(i)(~ ) 
i=O 1, axo x. 
-J 
a(n-i) 
a (n_i)B 
X o x· 
-J 
a(n-i) 
a (n-i) Xo 
The right hand side of (3.6) can be re-written as: 
_ q q-ko q-ko-kl -kG [n (n) a(i) H 
- L I>·· L L. (i) 
ko=O kl=O kG=O i=O 1, axo 
"'-j 
J2j 
(3.6) 
a(i)H 
There are two separate derivative terms in (3.7), the first term a (n-i) is the 
X o x·' 
-J 
derivative of the transfer function H and this value is input into the system from the 
input data file. Details regarding the input file will follow in section 3.6. The second 
a(n-i) ko k1 kG' h dl d' t' (3 5) part a (n-i) Xo Xl ... Xc lS an e us mg equa Ion . . 
X o . 
3.3.3 Handling the multi-variable case 
Now after the equation obtained by differentiating A = H B with respect to Xo 
(n times) shown in section 3.3.1, there is another fOT loop. This for loop depends 
on which geometric parameter the system is operating on. The complex frequency 
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variable is handled separately from an the other variables because it has unlimited 
derivatives associated with it while the second part is for the geomeLric parameLers 
only have a single derivative associated with them. 
f)(n-i) 
f) (n-i) B 
X o x· 
-J 
(3.8) 
Now equatian (3.8) can be divided inta twa parts. The first part is everything ta 
the left of the minus sign and the second part is everything ta the right af the minus 
sign. Each part was implemented separately, ta make the cade easier to handl~ and 
debug. The first part is: 
Naw (3.9) expands ta: 
which can be re-written again as 
x· 
-J 
(3.9) 
(3.11) 
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The term ~x~m which is applied to Xl to Xc can be re-written as: 
uXm 
Equation (3.12) was implemented as shown below in (3.13): 
k Xkm - 1 
m m km> 1 
8 
__ xkm = 1 km = 1 8xm m 
0 km = 0 
8(n) 
Now ~ is handled separately and is the same as shown in (3.5). 
8xa 
(3.12) 
(3.13) 
The next part with the two terms involving B (3.8) are handled in the same 
way as the terms involving A: 
n (n) {( 8 8(i) H ) (-1) ~ i 8Xk 8xg) 'Kj - B =0 ( 8 8(n-i) ) } 8Xk 8x6n-i) 'Kj 
(3.14) 
( 
8 8(i)H) In equation (3.14), the part ~------w- represents the geometric derivative 
UXk 8xa 
'Kj 
( 
8 8(i)H) 
applied to the frequency derivative. The values for 8Xk 8X(i) are pre-generated 
a 'Kj 
and the application takes them from the input data file. The two terms involving 
B in (3.14) are handled in the same way as the terms involving A. The next part is 
8(n-i) 
--:----:-B which can be re-written as: 
!::l (n-i) UXa 
ka! ko-(n-i) kl kG (ka - (n _ i))!X Xl ... Xc 
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(3.15) 
a(i)H 
Then the next part is -w ,this represents the derivatives of the transfer 
axo ;!;.j 
function H and this data is inputted into the system from the input data file. The last 
a a(n-i) a(n-i) 
part is ~ ( ') B which can be broken into two parts where ( ') can be re-
uX ;:) n-z ;:) n-z 
m uXo x. uXo 
-J 
written as equation (3.15) and the part ;:) a is applied to the variables Xl through Xa 
uXm 
and can be re-written as: 
(3.16) 
Also equation (3.16) is subject to the same conditions as shown in equation (3.13). 
3.4 Using Recursion to Generate For Loops 
The Cauchy interpolation system required the implementation of dynamic for 
loops. Because the number of loops required and the limits of those loops change 
depending on the values of p and q and on the number of geometric paraII).eters 
entered into the system, the number of for loops required had to be determined at 
run-time. Therefore a method was needed to generate the appropriate number of for 
loops at run-time to implement: 
p p-ko p-ko-kl q q-ko q-ko-kl 
2: I:'" 2: and 2:2:".2: (3.17) 
kc=O ko=O kl=O kc=O 
The limits of the summations are determined by the variables p and q, where p 
and q are the highest powers of the monomial terms. The values of p and q therefore 
control the number of columns P + 1 and Q + 1 that are created in the matrix as 
shown in (2.22). The relationship between the limits of the summations p and q and 
the numbers P and Q can be derived as follows: 
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If we have G+1 variables XO,Xl, ... ,Xc, then the number of monomials of 
degree :::; p is equal to P. Therefore the foUowing can be written: 
X~o X~l ... x~G with 0 :::; ko + ko ... + kc :::; p (3.18) 
Then let f(i,j) = number of monomials of degree :::; i in j variables. We can 
now formulate a recursive formula for P: 
p 
P = f (p, G + 1) = L f (p - ko, G) p:::; 0, G:::; 0 (3.19) 
ko=O 
with f (i, 1) = i + 1 i 20 (3.20) 
The values of p and q are selected in such a way, so that the Cauchy interpolation 
matrix is a M x N matrix where M 2 N. For example, if there are three variables: 
one complex frequency variable and two geometric variables then three for loops are 
required. However, if there are five variables (one complex frequency variable and 
four geometric variables) then five for loops are required, furthermore the loops do 
not all have the same limits. Therefore, recursion was selected as the method of 
implementing this part. 
The advantages of recursion is that aUows for dynamic creation of for loops 
though there are a few critical things to be aware of when using recursion. One 
disadvantage recursion suffers from is the danger of stack-overftow, stack-overjlow 
occurs when the instruction stack that contains aU the recursive copies continually 
grows until it reaches its limit causing the program to crash this is usually caused by 
either an error in the code causing the base case never to be hit and thus continuously 
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creating copies of the function in an infinite Ioop, or wh en the amount of copies 
created uf the function exceeds the limit of the stack and thus exceeding the limits 
of the stack causing a crash. Stack-overfio'W was not a real danger in this application 
because only a small limited number of copies of the function were needed to be 
created in order to dynamically create the for loops. This is because the number of 
variables used in the various test cases was relatively small compared to the size of 
the instruction stack. The reason the number of variables used was relatively small 
is because the variables represent a limited number of physical parameters. 
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3.5 Pseudo-code representation 
Shown below is a pseudo-code representation of the recursive for loop imple-
mentation: 
for ko = 0 to P do 
9 = 0; 
kays [g] = ko 
doFor (ko) 
end for 
Now the code above makes a function caU to the function doForO which is shown 
in pseudo-code below: 
doFor (ku) 
g++ 
for k = 0 to P - kays [g] do 
if 9 == G then 
do sorne processing 
else 
doFor (k) 
end if 
end for 
end doFor 
Note that the variable G represents the number of variables which includes the 
complex frequency variable and that it starts from zero. 
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3.6 File 1\0 
Information needed by the tiystem iti loaded in . mal files. In arder ta not have ta 
rewrite the program that reads this file every time the number of variables changed, 
a standardization was developed for the input file. In the input data file each column 
represents a certain aspect of the inputted variable data, while each row represents 
one individual data vector and therefore the number of rows equals the number of 
data vectors given ta the application. Table 3-1 shows the general format for the 
input data file. Shawn in Table 3-1 is the input data file for G = 2 meaning that there 
are three input variables with one variable being the complex frequency variable and 
the other two variables being the geometric variables. Also shawn is n = 1 meaning 
that the highest derivative term is of the first arder. This input file format can be 
extended for more geometric variables and for higher-order derivatives by sim ply 
following the pattern shawn below in Table 3-1 : 
Table 3-1: Input data file configuration 
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CHAPTER4 
Results and Analysis 
The following chapter will present the results obtained from various different 
test cases. The first set of results presented is for the RLC test case, followed by the 
results based on data obtained using the Finite Element Method. 
4.1 RLC Test Case 
The RLC test case refers to the simulation of a circuit containing a resistor, an 
inductor and a capacitor. The circuit shown in figure 4-1 functions as a bandpass 
filter [15]. The goal of this test case is to use cauchy interpolation to reproduce the 
rational polynomial H = ~. 
The RLC circuit in figure 4-1 is a good test model for the cauchy interpolation 
since in this example, the exact rational polynomial of the transfer function is known. 
The transfer function H can be written as: 
H = Va = w2 LC + 1 
Vi jwCR - w2LC + 1 (4.1) 
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/' 
Figure 4-1: RLC Circuit 
The variables R, L ,e and w can be replaced by Xo, Xl, X2 and X3. w is the 
variable for the input frequency of the signal given ta the system. By varying the 
values of R, L, e and w a multi-variate case can be generated. Then taking the 
derivatives at each of these sets of points gives a multi-variate, multi-derivative test 
case. Shawn in figures 4-2 through 4-5 are the results of Cauchy interpolation for the 
RLC test case. The RLC test case was generated using 4 distinct values for R,' Land 
C, and then taking 4 distinct values of w based on the resonant point of the current 
Land e values as described in the pseudo-code algorithm given below. Furthermore 
each data point was calculated for n equal ta 0 and 1, meaning 1 derivative of the 
transfer function H with respect ta the R, Land e values. Therefore there are 
there are 4 x 4 x 4 x 4 = 256 data points (ko,h,r,u) and 8 values per data point, 
35 
giving the number of rows N = 2048 in the Cauchy matrix. Below is a pseudo-
code representation of the system with the actual values used 1,0 generate the data 
points: 
for R = {50, 75, 100, 125} do 
for L = {5 X 10-3,8 X 10-3 ,11 X 10-3 ,14 x 1O-3} do 
for C = {2 X 10-3,4 X 10-3,6 X 10-3 ,8 x 1O-3} do 
1 
w=--
VLC 
for w = {0.6 x w, 0.8 x w, 1 x w, 1.2 x w} do 
The following data values are given at (w, R, L, C): 
oH oH oH 0 ( oH oH OH) 
H, BR' BL ' BC; and Bw H, BR' BL' BC 
end for 
end for 
end for 
end for 
For each variable, a 1-D slice was taken varying just that variable and keeping 
the other variables constant and the actual transfer function at these points was 
compared to the transfer function generated using Cauchy Interpolation. Each slice 
consisted of 120 evenly spaced points through the center point, but with none of the 
values of the slice containing any of the same points that were used to generate the 
Cauchy matrix. The results shown on the following pages clearly show that when 
p = q = 4 the Cauchy interpolation can generate a result for the transfer function 
that is identical to the actual value. Setting p = q = 4 gives the exact results because 
the term w2 Le in equation (4.1 )has the greatest sum of exponents of aH the terms, 
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and is equal to 4. The interpolated results in figures 4-2 to 4-5 differ slightly from 
the exact values in sorne places, due to numerical round off. In exact arithrnetic, the 
agreement would be exact. 
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Figure 4-2: RLC test case when p = q = 4 for the w slice using TLS 
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4.2 Finite Element Method Test Cases 
The two-port microwave component in figure 4-6 consists of a short length of 
a metal-walled, air-filled rectangular waveguide, in which is located an adjustable 
met al post. By varying the radius, height and position of the post we can vary the 
transfer function. The transfer function that was modeled was the complex scattering 
parameter Sl2, indicating transmission of the dominant mode of the waveguide from 
port 1 to port 2. This waveguide is used for the single point multi-derivative test 
case and the multi-point multi-variate multi-derivative test case. The microwave 
component model provides for 4 variables, ko which is the free-space wavenumber in 
rads m-1 and is obtained by dividing w (the frequency in rads S-l) by c (the velocity 
of light) , r the radius of the post in meters, h the height of the post in meters, and 
u the distance of the post from the wall of the waveguide in meters. The waveguide 
cross section was fixed at a = 2m and b = lm (convenient dimensions for calculation 
purposes that can easily be scaled to realistic values). Presented in Table 4-1 are 
the minimum and maximum values of each of the variables used. 
Table 4-1: Minimum and maximum values of the parameters for the waveguide 
model 
Variable Minimum Value Maximum Value 
ko 1.72 2.82 
h 0.1 0.9 
r 0.05 0.15 
u 0.25 1.75 
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Waveguide 
b Port 1 
Figure 4-6: Waveguide model 
4.2.1 Obtaining the FE Data 
The finite element results used for the test cases were obtained with a 3D code 
using vector, tetrahedral elements [16]. The code is able to compute scattering pa-
rameters of arbitrarily-shaped microwave devices, and to find the sensitivities of those 
scattering parameters with respect to geometric perturbations (Sensitivities are the 
first derivative with respect to the geometric parameters) [17] [18]. In addition, it can 
find high order derivatives with respect to frequency, for both the scattering param-
eters and their sensitivities, using a Taylor series expansion and Padé approximation 
[1]. 
4.2.2 Single Point Multi-Derivative Case 
In the single data point multi-derivative case, only one frequency point was input 
to the system, along with its derivatives. As more higher order derivatives were input 
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to the system the size of p and q could be increased, and as this happened the Cauchy 
interpolation results and the actual finite element 3 12 values converge. In figure 4-
7 are the results of the single variable case, with p = q = 8 and the number of 
derivatives n of frequency with respect to 3 12 is 20. The values for h, rand u were 
fixed at 0.75, 0.1 and 1 meters, respectively. 
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4.2.3 The Multi-Variate Multi-Derivative Test Cases 
In the multi-variate, multi-derivative test case, the 4 variables ko, h, r, and u are 
given to the system. Presented are the results for the least squares (L8) technique 
for solving the coefficients of the transfer function and for the total least squares 
(TL8) technique for solving the coefficients of the transfer function. 
4.2.4 Results for the 2x2x2x2 Test Case 
The 2x2x2x2 test case was generated with 2 different points for each of the 
four variables, and with n (the derivative of 5 12 with respect to geometry) equal 
to 0 or 1, meaning either no derivative of 5 12 with respect to any of the geo-
metric variables (h, rand u), or 1 derivative of 5 12 with respect to the geomet-
ric variables. Presented below is the algorithm used to generate the 2x2x2x2 test 
case: 
nPoints = 2 
dko = (kOhi9h - k010W ) and dh = (hhigh - hzow ) 
nPoints nPoints 
dr = (rhigh - rlow ) and du = (Uhigh - Ulow ) 
nPoints nPoints 
dko dko . 
for ko = k010w + 2 to kOhi9h -:- 2 mcrement dko do 
dh dh 
for h = h10w + :2 to hhigh - :2 increment dh do 
dr dr 
for r = 7"zow + :2 to rhigh - :2 increment dr do 
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du du . 
for u = UZow + 2 to Uhigh - 2 mcrement du do 
The following data values are given at (ko, h, r, u): 
5 0512 0512 0512 . d 0 (5 0512 0512 0512 ) 
12, oh 'Br' ou ,an os 12, oh 'Br' ou 
end for 
end for 
end for 
end for 
For nPoints = 2 there are 2 x 2 x 2 x 2 = 16 data points (ko,h,r,u) and 8 values 
per data point, giving the number of rows N = 128. Presented in Table 4-2 are 
the results obtained for the 2x2x2x2 test cases. Given is the RMS error for when 
the total least squares (TLS) technique is used and for when the least squares (LS) 
technique is used. The RMS error refers to the root me an square error and it was 
calculated by taking the magnitude of the difference at each point, then taking the 
square of this magnitude, summing up all the squares over all the points and then 
dividing this sum by the number of points and then by taking the square r~:)Ot. 
Table 4-2: RMS Errors for the 2x2x2x2 Test Cases 
RMS Error 
p=q P+Q+2 Rank TLS LS 
1 ,10 10 0.57 52.32 
2 30 30 0.76 0.95 
3 70 70 0.18 0.03 
Table 4-3 and 4-4 refers to the RMS error per slice using the least squares (LS) 
and total least squares method (TLS) respectively. The four slices represent ko the 
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frequency variable and the three variables for the dimensions h, r , u. Each slice goes 
through the center of the 4D box in parameter space, whose dimensions are defined 
by Table 4-1. Each slice consists of 129 equally spaced points. It is also important 
to note that each slice contains none of the original data points used to build the 
interpolation. After the transfer function is generated using cauchy interpolation, 
you can vary one of these parameters while holding the other three steady to see 
the results of varying one variable on the transfer function. The results obtained for 
the RMS error for the four slices using the least square method (LS) and totalleast 
squares are shown in Table 4-3 and Table 4-4 respectively. N is the number of rows 
in the matrix and the rank was as the number of non-zero values from the singular 
value decomposition of the matrix. 
Table 4-3: RMS Errors Per Slice for the 2x2x2x2 Test Cases Using L8 
RMS Error per Slice (LS) 
p=q N P+Q+2 Rank f h r u 
1 128 10 10 91.94 108.92 86.16 88.54 
2 128 30 30 1.38 1.73 1.32 1.59 
3 128 70 70 0.50 0.20 0.08 20.80 
Shown in Table 4-4 are the results obtained for the RMS error of the four slices 
using the totalleast squares method (TLS). 
Table 4--4: RMS Errors Per Slice for the 2x2x2x2 Test Cases U sing TLS 
RMS Error per Slice (TLS) 
p=q N P+Q+2 Rank f h r u 
1 128 10 10 1.23 1.70 1.86 1.84 
2 128 30 30 1.39 1.54 1.17 1.61 
3 128 70 70 1.41 0.98 1.15 1.23 
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Shown in figure 4-8 through figure 4-11 are the graphs obtained for the 2x2x2x2 
test case when p = q = 3 using the Least Squares method. In figures 4-11 ( a) and 
4-11 (b) the two spikes are caused by a large numerator over a small denominator. 
This hides the results in the center of the graph, in figures 4-12(a) and 4-12(b) are 
zoomed views of the centers of those graphs. Shown in figure 4-13 through 4-16 are 
the 2x2x2x2 test case with p = q = 3 when the Total Least Squares method is used. 
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4.2.5 Results for the 4x4x4x4 Test Case 
The 4x4x4x4 test case is similar to the 2x2x2x2 case but here the test case was 
generated with 4 different points for each of the four variables, and n (the derivative 
of 512 with respect to geometry) equal to 0 or l, meaning either no derivative of 512 
with respect to any of the geometric variables (h, rand u), or 1 derivative of 512 
with respect to the geometric variables. The 4x4x4x4 case uses the same algorithim 
presented in section 4.2.4 but in this case nPoints = 4, there are 4 x 4 x 4 x 4 = 256 
data points (ko,h,r,u) and 8 values per data point, giving the number of rows N = 
2048. 
Presented in Table 4-5 are the results obtained for the 4x4x4x4 test cases. Given 
are the RMS errors for when the totalleast squares technique and for when the least 
squares technique are used. N is the number of rows in the matrix. The rank was 
computed as the number of non-zero values of the singular decomposition of the 
matrix. Also given is the condition number of the Cauchy matrix. The condition 
number of a matrix is the ratio of the largest singular value of the matrix and the 
smallest. A large condition number (typically > 1012 ) indicates that th~ matrix is 
nearly singular. 
Table 4-5: RMS Errors for the 4x4x4x4 Test Cases 
RMS Error 
p=q P+Q+2 N Rank Condition Number TLS LS 
4 140 2048 140 1.10 x 108 0.18 1.04 
5 252 2048 252 7.90 x 1011 0.05 0.14 
6 420 2048 417 7.70 x 1013 0.07 0.04 
7 660 2048 638 1.40 x 1016 0.03 0.05 
Table 4-6 lists the RMS error per each of the 4 slices: frequency, h, r, u. 
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Table 4-6: RMS Errors Per Slice for the 4x4x4x4 Test Cases 
RMS Error per Slice (TLS) RMS Error per Slice (LS) 
p=q P+Q+2 Rank f h r u f h r u 
4 140 140 0.06 0.06 0.05 0.10 1.66 0.67 0.50 1.34 
5 252 252 0.03 0.02 0.04 0.04 0.05 0.08 0.02 0.10 
6 417 417 0.15 0.05 0.06 0.05 0.01 0.05 0.03 0.03 
Shown in figure 4-17 through figure 4-20 are the graphs obtained for the 4x4x4x4 
test case when p = q = 6 using the least squares method. These are the best results 
obtained for the 4x4x4x4 case using the least squares method. 
Shown in figure 4-21 through figure 4-24 are the graphs obtained for the 4x4x4x4 
test case when p = q = 5 using the total least squares method. These are the best 
results obtained for the 4x4x4x4 case using the total least squares method. 
60 
0.6,._-_--_--.... --.... - ..... ..._-__.--.... 
)0: Actual FEM Data (real) 
0.4 --Cauchy Interpolated Data (real) 
0.2 
0; o 
'" ~ 
iïï -0.2 
-DA 
-0.6 
-0.8~-~-...;;,o;j~-~~-~-~~-~-~ 
1.6 1.8 2.2 2.4 2.6 2.8 3 
Frequency kO (rads m-1) 
(a) 4x4x4x4 test case for frequency slice using L8 (Real part) 
0.8,._-_--..,..--_-_--..,..--_-.... 
0.6 
DA 
>: 0.2 
(;; 
c: 
.0, E 0 
~ 
iïï -0.2 
-DA 
-0.6 x Actual FEM Data (imag) 
--Cauchy Interpolated Data (imag) 
-0.8L-__ .....;;;;;;;;;;ï;;;;;;;;;;;;;;;;;;;;±;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;~;;,..... ___ _l 
1.6 1.8 2 2.2 2A 2.6 2.8 3 
Frequency kO (rads m-1) 
(b) 4x4x4x4 test case for frequency slice using L8 (Imaginary part) 
Figure 4-17: 4x4x4x4 test case when p = q = 6 for frequency slice using LS 
61 
0.2_-_-...... ._-.... -_--_-.... --_-'""1 
o 
-0.2 
= -0.4 
'" il!
0i' 
(ij -0.6 
<;; 
co 
c: 
.s, 
'" E 
~ 
-0.8 
x Actual FEM Data (real) 
--Cauchy Interpolated Data (real) 
-1.2 ..... - .... ------.... ------.... - .... 0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 
h 
(a) 4x4x4x4 test case for h slice using LS (Real part) 
(ij 0.1 
o 
-0.1 x Actual FEM Data (imag) 
--Cauchy Interpolated Data (imag) 
_0.2L_ ..... ....:;;;a;;;;;;;;=;;a::;;;;;;;±;;;=;;;;;;ï;;;;;;;;;;;;i;;~ __ ....J 
0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 
(b) 4x4x4x4 test case for h sliee using LS (Imaginary part) 
Figure 4-18: 4x4x4x4 test case when p = q = 6 for h slice using LS 
62 
-0.3,...--..... --_--_r----_--_--.., 
-0.35 
-0.4 
=- -0.45 
'" ~
N 
(iJ -0.5 
-0.55 
-0.6 x Actual FEM Data (real) 
--Cauchy Interpolated Data (real) 
-0.65~--..... --~ ..... - .... --........ -~ .... --... 0.04 0.06 0.08 0.1 0.12 0.14 0.16 
(a) 4x4x4x4 test case for r slice using L8 (Real part) 
0.6,...--_--_--_---_--_--.., 
0.58 
0.56 
~ 0.54 
""' 
'" c: .~ 0.52 
~ 
(iJ 0.5 
0.48 
0.46 x Actual FEM Data (imag) 
--Cauchy Interpolated Data (imag) 
0.44 .... --.... --........... --..... --.......... - .... ---.... 0.04 0.06 0.08 0.1 0.12 0.14 0.16 
(b) 4x4x4x4 test case for r slice using L8 (Imaginary part) 
Figure 4-19: 4x4x4x4 test case when p = q = 6 for r slice using LS 
63 
-0.35 
-0.4 
-0.45 
-0.5 
-0.55 
'iij 
al 
-0.6 <'t 
Ci) 
-0.65 
-0.7 
-0.75 
-0.8 x Actual FEM Data (real) 
)( ...................... Cauchy Interpolated Data (real) x 
-0.85 
0.2 0.4 0.6 0.8 1.2 1.4 1.6 1.8 
u 
(a) 4x4x4x4 test case for u slice using L8 (Real part) 
0.6,.--_-_-_--_-_-_-_-...., 
0.58 
0.56 
~ 0.54 x ////~- .............. _---~'-"". x '" <= f 0.52 
~ 
Ci) 0.5 
0.48 
0.46 
A \ 
" \ / \ l .., ./' .., 
x/ ',~/ '\, /-\>< 
1 \ {\ 
l ' ki",IFE. DM, ('m,ru "J.\ i --Cauchy Interpolated Data (imag) : 
1 
0.44 ..... ------.... ----------...... - ... 0.2 0.4 0.6 0.8 1.2 1.4 1.6 1.8 
u 
(b) 4x4x4x4 test case for u slice using L8 (Imaginary part) 
Figure 4-20: 4x4x4x4 test case when p = q = 6 for u slice using LS 
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Figure 4-21: 4x4x4x4 test case when p = q = 5 for frequency slice using TLS 
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Figure 4-22: 4x4x4x4 test case when p = q = 5 for h slice using TLS 
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Figure 4-23: 4x4x4x4 test case when p = q = 5 for r slice using TLS 
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Figure 4-24: 4x4x4x4 test case when p = q = 5 for u slice using TLS 
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4.2.6 Discussion of Results 
The results given show that using totalleast squares may be ignoring by virtue 
of its use of the error matrix sorne features of the data that le ad the least squares (LS) 
method to generate interpolation results that seems to have sorne wild oscillations 
in sorne regions. These wild oscillations give ri se to a few slice points that have 
very high errors, as can be se en in sorne of the figures for the LS test cases. The 
TLS method therefore is preferable to the least squares method because although 
it does not always give as small errors as least squares does, it is more robust, and 
more tolerant of noise in the data. Therefore it can be concluded from the results 
presented this in thesis that totalleast squares is the preferred method for use in the 
Cauchy interpolation method. 
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CHAPTER 5 
Conclusion 
The goal of this thesis was to impIe ment Cauchy interpolation for multi-variate, 
multi-derivative data. This goal was achieved, as demonstrated in the preceding 
chapter. This means that cauchy interpolation is an effective means of constructing 
a rational polynomial for multi-variate multi-derivative test cases. 
5.1 Future Work 
Future work for this the sis would be the use of adaptive interpolation algorithms. 
Sorne possible ideas for an adaptive algorithm is to feed the system a set of data points 
run the program, and calculate the RMS error, and then if it's not below a certain 
goal, use a genetic algorithm to change the points and re-run the system until the 
points that are generated are those that would produce the minimum RMS value. 
This would allow for the use of the best data points to generate the optimum model 
of the device. Another idea, is to add points in regions where necessary and remove 
points in regions where not. The system would run and would add more data points 
in a region to meet a certain accuracy threshold, if adding addition al points doesn't 
increase accuracy after a cèrtain pre-determined number of data points are added, 
the system would stop adding points in that region and move on to the next region 
where it would again start ad ding points to see if an increase in accuracy is possible 
by adding data points in that region, this would allow for more data in regions where 
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more data points is necessary to achieve a higher degree of accuracy and less data 
in regions where more points aren't needed. 
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