Large scale face recognition is challenging especially when the computational budget is limited. Given a flops upper bound, the key is to find the optimal neural network architecture and optimization method. In this article, we introduce the solutions of team 'trojans' for the ICCV19 -Lightweight Face Recognition Challenge [2] . Our team mainly focuses on the two 'large' tracks, image-based and video-based, respectively. The submissions of these two tracks are required to be one single model with computational budget no higher than 30 GFlops. We introduce a network architecture 'Efficient PolyFace', a novel loss function 'ArcNegFace', a novel frame aggregation method 'QAN++', together with a bag of useful tricks in our implementation (augmentations, regular face, label smoothing, anchor finetuning, etc.). Our basic model, and the 'PolyFace+QAN++' solution takes 24.12 Gflops for the 'iQiyi-large' video-based track. These two solutions achieve 94.198% @ 1e-8 and 72.981% @ 1e-4 in the two tracks respectively, which are the state-of-theart results 1 in this competition.
Lightweight Face Recognition Challenge
The ICCV19-Lightweight Face Recognition Challenge [2] is one of the most strict competitions in openset face recognition. It requires the strict consistency of training data [4] , face detector [3] and alignment method between different submissions. There are four tracks in * They contributed equally to this work 1 The 72.981% result achieves the 1st place on the IQIYI-large track and the 94.198% achieves the 2nd place on deepglint-large. However, the result on deepglint-large needs further deliberation. Note that our 94.189% result on deepglint-large is adjusted by AdaBN, which uses image-level information of test set. For a fair comparison, the accuracy of Efficient PolyFace w/o AdaBN is 93.801% as shown in Tab. 4 this competition: small image-based, large image-based, small video-based and large video-based. The computational budged is 1Gflops and 30Gflops for the small and large tracks respectively.
Image-based baseline model
We adopt two different CNN architectures R100 [1] and a proposed PolyFace as our base models. The input sizes of the two basic architectures are both 112 × 112 as required by the challenge [2] .
PolyFace. Similar to the structure of PolyNet [11] , the basic PolyFace is designed by repeating its basic blocks. Details of the basic blocks are shown in Fig 1. In the stem block of the proposed PolyFace, the spatial size is first upsampled to 235 × 235 and then downsized to 112 × 112 by an upsampling and a convolutional layer, which we call 'stem-enrichment block'. The data flow in the whole Poly-Face is:
At the end of all backbones, a fully connected layer with 256 out-channels is adopted to generate the representation, followed by a BatchNorm1d layer. The block number of [A,B,C] in base model is [10, 20, 10] .
Training details. During the training process of the base models, 16 GPUs are used to enable a global batch size of 1,024. Synchronized BN is used with group size 1. The total training iterations is set to 100,000, and the initial learning rate is 0.001 and warms up to 0.4 during the first 10,000 iterations. The weight decay is set to 1e-5 and momentum is set to 0.9. Dropout with drop rate of 0.4 for the final embedding is used to prevent overfitting.
The results of two base models on the challenge test server [2] are shown in Tab 1. 
New loss function: ArcNegFace
We introduce a new robust loss named ArcNegFace in this section. Unlike most of the recent novel losses that try to find an 'optimal' logits curve to regularize the margin between embedding and class anchors, ArcNegFace takes the distance between anchors into consideration.
Define θ yi as the angle between the feature f with label y i and the anchor weight W yi , the original ArcFace can be defined as:
log e s(cos(θy i +m)) e s(cos(θy i +m)) + n j=1,j =yi e scosθj (1) where hyperparam s and m represent the scale and margin. In order to utilize hard negative mining and weaken the in-fluence of the error labeling, we improve the ArcFace to ArcNegFace formulated as:
log e s(cos(θy i +m)) e s(cos(θy i +m)) + n j=1,j =yi e s(tj,y i cosθj +tj,y i −1) (2) where t j,yi is G(C j , C yi ), C j and C yi mean the cosθ j and cos(θ yi +m). The function G(·, ·) is the Gaussian function which is formulated as:
where α, μ and σ are set to 1.2, 0 and 1, respectively. The performance of ArcNegFace is shown in Tab 2
Model
Loss TPR@FPR=1e-8 PolyNet ArcFace 90.829 PolyNet ArcNegFace 91.639 Table 2 . The comparison between different loss functions.
Efficient PolyFace
Inspired by the idea of efficientnet [10] , we launch a NAS processing to expand the basic models in depth and Table 5 . The performance of different margin based on ArcFace.
Bag of tricks

Anchor finetuning
We introduce a new regularization term named anchor f inetuning. Given a convergent model, we extract the features of the training set and re-init the weight W in the classification layer by the mean feature of the corresponding identity. Then, the model will be finetuned based on this as shown in Tab 6.
Scale & Shift augmentations
Data augmentation is used during the training process for all settings. The original image will be re-scaled and shifted within ±1% randomly. The performance is shown in Tab 6.
Color jitter
The brightness, contrast, and saturation are set to 0.125 when adding color jitter. 2 Model architecture and parameters will be open-source Figure 2 . The details of cosine decay.
Flip strategy
The flip strategy is adopted during the training stage. During the inference stage, we extract the features for both the original and the flipped image. The final feature is the average of them. Results are shown in Tab 6.
Regular face
Regular face [12] is adapted to constrain the inter-class distance, but we find it can rarely bring improvement while consuming a large memory.
Label smooth
We explore the label smooth strategy, which is widely used in ImageNet classification. The result is shown in Tab 6.
AdaBN
Considering the domain shift between the training set and the testset, we perform the AdaBN [7] on the convergent model to improve its performance. Results are shown in Tab 4.
Modification of margin
We modify the margin in ArcFace and it brings a few improvements as shown in Tab 5.
Cosine learning rate and stochastic depth
We explore the cosine learning rate decay and stochastic depth [6] to achieve further gain. The keep rate in stochastic depth is set to 0.8 in all experiments. The function of learning rate w.r.t. iteration is shown in Fig 2, and Table 7 . The performance of cosine decay and stochastic depth based on ArcNegFace. The Scale&Shif t aug and F lip are adopted in these experiments. ArcNegFace with margin 0.3 is used.
Enhanced quality aware network for video face recognition
To generate the robust video representation for set-toset recognition in IQIYI track [2] , inspired by QAN and RQEN [8, 9] , we propose a new quality estimation strategy called enhanced quality aware network (QAN++) to approximate the quality of each image. The representation of the image set can be aggregated by the weighted sum of frame representations with the assistant of the image quality.
Different from the subjective quality judgment of image, our method assigns the image quality from the characteristics of feature discrimination. Define the dataset D with C identities and the weight anchor W i , i ∈ [1, C] in the final classification layer, the quality of image I with ID c can be computed by:
The image quality is computed on the training set and in order to obtain the image quality during the inference stage, we add a lightweight quality generation branch to regress the quality value computed on the training set. To better regress the quality, we normalize it as:
where σ(·), mean(Q) and std(Q) mean the sigmoid function, mean value and standard deviation value in the whole training set respectively. The L2 loss is adopted as the training loss.
During the inference stage, given the video I i , i ∈ [1, n] where n means the total image number and the corresponding feature representation F i , we extract the quality value Q i of I i . The quality value will be re-scaled by:
Finally, the video-level feature can be aggregated by:
If the image number n in the image set is less than 3, we directly adopt Eq 9 to aggregate them without re-scaling the quality value.
Performance of different aggregation strategies
We evaluate the effectiveness of the proposed quality estimation strategy on IQIYI in LFR. Results are shown in Tab 8. We embed a new quality branch into PolyFace. The new branch looks like a tiny version of ResNet-18. The block number in each stage is [2, 2, 2, 2] and the channel number in each stage is set to [8, 16, 32, 48] . We add a fully connected layer with output number 1 after the global average pooling to regress the quality. The flops of the quality net is 81.9 Mflops and the input is the same as the PolyFace. 
Conclusion
In this article, we show the details of our solution to ICCV19-LRF challenge. For the image-based and videobased tracks, We introduce a new backbone Efficient Poly-Face and a new loss function ArcNegFace. For the video based track, we propose a novel quality estimator QAN++ to generate quality score for each frame. Besides, we also explore some useful tricks in face recognition model. Results on the challenge test server demonstrate the effectiveness of the proposed methods.
