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ABSTRACT 
The paper treats functions which in a finite dimensional normed space over a field with a non 
archimedean valuation possess a certain simple quasilinearity property. The first principal result 
states that these functions are quasiconformal in certain balls. The second result is an inverse 
function theorem which characterizes in a simple way the images of the functions considered. An 
existence theorem for quasilinear functions is then provided as well. The paper closes with a 
presentation of two algorithms for the numerical inversion of quasilinear functions. 
0 1. INTRODUCTION 
An inverse function theorem for functions in fields with a non archimedean 
locally compact valuation was proved by Schramm [4] and published without 
proof in [5]. A version of this theorem which does not assume local compact- 
ness of the field considered was given by Schikhof [3]. In the interesting paper 
[2] an inverse function theorem was suggested for functions in Banach spaces 
over non archimedean fields. Unfortunately the premises of that enunciation 
do not entail the results, as the counterexample given in 0 4 will show ‘. 
Herein we present an inverse function theorem for functions defined in a 
finite dimensional normed space V, and two algorithms for the numerical 
inversion of such functions. We prove that a function f: B+ V, differentiable 
in the ball BC I’, is a homeomorphism when it is mutually k-quasilinear 
(Def. 5, Th. 2). In order to prove Th. 1 we show that a mutually k-quasilinear 
r Dr. Schikhof has informed me that he had been aware of his oversight for some time. 
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function generally represents a quasiconformal mapping (Th. l), which in the 
scalar case, i.e. for dim I/= 1, was already known to be a similarity (Schramm 
[4]-171, Schikhof [3]). The similarity property was, however, first discovered by 
Krasner [l] for analytic functions. 
The simple method which was earlier used to establish the similarity property 
in the one dimensional case cannot be generalized so as to establish the quasi- 
conformality property for the multidimensional case. The proof of Th. 1 is 
therefore modelled on different lines. 
Th. 3 represents an existence criterion for balls of mutual k-quasilinearity. 
The criterion shows that polynomials and power series V+V, inter alia, are 
invertible in suitable neighbourhoods of points at which their Frechet derivative 
is non singular. From this, in turn, the solvability of certain sets of polynomial 
congruences in several variables can be derived. 
In 0 5 two solution algorithms are provided for the numerical inversion of 
functions mutually k-quasilinear in a ball. Polynomial congruences are again 
a possible application. 
5 2. NOTATION AND BASIC DEFINITIONS 
DEFINITION 1. K is a field of characteristic zero, with a non archimedean 
valuation. The normed space induced by the valuation is assumed to be 
complete and free of isolated points. The valuation of a is (al. 
DEFINITION 2. Let n > 0 be an integer, and V the normed space of all ordered 
n-tuples x = (x1, . . . , x,) E K", addition in V and multiplication by elements of K 
being defined componentwise. The norm of xE V/is /lx/l = max { lxil (i = 1, . . . , n). 
The direction of a vector XE V, x#O, is d(x)= {x/sls~k, JsI = Ilxll>. A ball of 
radius r in V, centered at a, is the set C(a,r)= {XE VI /ix-all rr>. 
DEFINITION 3. The norm of the linear transformation T: V+ V, given by 
T(x)=Ax, is IIITlll=lllAlll=max{(~Ax~(~x~~~~x~~=1>=max{~a~~~~i,j=l,...,n), 
au being the (i,j) component of A E K&“. 
DEFINITION 4. With w an interior point of WC V, f: IV-V, the (Frechet) 
derivative off at w is the linear transformation f’(w) which for x E W satisfies 
f(x)-f(w)-f’(w)(x- w) =0(11x- ~11). When f’(w) exists define E(W, a): W-+V 
by NW 4 =f(x) -f(w) -.f’(N(x - ~1. 
0 3. BALLS OF QUANSILINEARITY AND BALLS OF MUTUAL QUASILINEARITY OF A 
FUNCTION 
Let f: W-+ V, for WC V, have a non-singular derivative at w. Since in 
sufficiently small balls centered at w [If(x) -f(w)ll = Ilf’(w)(x- w) + E(W, x) 11 = 
= Ilf’(w)(x- w)ll, by Definition 4, such balls could rightly be called “balls of 
quasilinearity of fat w”. We shall, however, need a more restrictive definition 
of quasilinearity. 
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DEFINITION 5. Let P be a ball in V, WE V, f:P+V O<k< 1 a constant. Let 
f have a non singular derivative at w, ,I(w)=IIILf’(w)]-‘Ill-’ and E(W, .):P-+V, 
as in Def. 4. Then P is a ball of k-quasilinearity off at w when XE P \ (w} 
entails 
(1) II4w 4 I/ 5 Ww)llx- WI/ *
When P is a ball of k-quasilinearity off at every point of P then P is a ball 
of mutual k-quasilinearity off. 
PROPOSITION 1. 1) Let PC V be a ball of k-quasilinearity off : P-+ V at w. 
Then XEP\ {w} entails /if(x)-f(w)/1 = ilf’(w)(x- w)II, and w is an isolated 
f(w)-point off. Mso, pcf, w,x)zffFtlf(x)-f(w)II/I/x- wil = llf’(w)v$ where v is 
any unit vector in the direction of x- w. Finally, 
max {PW; w,x)lxEP\ {w}} =Illf’(w)lll, 
min {pCfw,~)~~~P\{w))=A(w)=IIlLf’(w)]~~lll~~. 
2) In a ball P of mutual k-quasilinearity off : P+ V f is one to one. 
The proof is trivial. 
The following theorem presents some properties of functions in a set of 
points each of which lies in a ball of k-quasilinearity about every other point. 
Th. 1 is also the main tool used in the proof of the inverse function theorem 
(Th. 2). 
THEOREM 1. Let PC V be a ball of k-quasilinearity off : P-+ V at both u E P 
and v E P. The following enunciations are then true. 1) A(u) = A(v). Define 
lo = A(u) = A(v). 
2) (i) lllf’(u) -f’(v)lll 5 k&, (ii) lllf’(u)lll = Illf’(v)lll. 
3) When, in addition, P is a ball of mutual k-quasilinearity off then (i) A is the 
constant &, (ii) lllf’lll is a constant /lo (iii) for all {g,x,y) CP with x#y 
(2) f(x) -f CJ) =fW(x - Y) + P(6 x9 Y), 
(3) I~P(Gx,Y)/I ~k~dx-yiij and 
(4) O<&~ llfce-fcM-YII = llf’(4vll Qlo, 
where v is an arbitrary unit vector pointing in the direction of x-y. Thus f is 
quasiconformal. 
REMARK 1. For a discretely valued K Th. 1 holds already when (1) is replaced 
by the weaker quasilinearity assumption I/ E( w, x) /I <n(w) j/x - w/j. 
PROOF OF TH. 1. To prove 1) and 2) we shall introduce a new vector U* and 
develop certain relationships between u, v and u* first. Assume that 110 -u/I = 
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= cr> 0 and choose any s E K with Is] = Q. Let v E V be a unit vector yet to be 
specified, and o * = u + sv. Then 
(5) f(u*)-f(u)=f’(u)(o*- U)+&(u, u*), 
(6) f(u*)-f(u)=f’(u)(u*-U)+&(U,U~~, 
(7) f(u) -f(u) =fwu - u) + EC& u), 
and by k-quasilinearity, 
(8) ]IE(u,u*)(] rkA(u)jlu*-ull =kA(u)s, 
(9) /Ie(u,u*)/I ~M(u)llu*--u[I <k/l(u)a, 
(10) /I cd& u) I( I kA(u) 1) u - u 1) = krl(u)a. 
PROOF OF 1) Prove A(u)rA(u), then derive A(u)rA(u) by symmetry. 
Determine VE V such that I/VII = 1, /lf’(u)vII = IIf(f(u)]I/a=A(u). Sub- 
traction of (7) from (6) renders 
(11) f(u*)-f(u)=f’(u)(u*-U)+E(U,u*)-&(U,U), 
with I]E(u, u*)-E(U, u)I] <I(u)a=A(u)]Iu*- 011 I llY(u)(u*- u)]l, by (9) and (IO), 
since kc 1. From this and (11) obtain A(u IIf(f(u)/] = l]j-‘(u)(u*- u)II 1 
z~A(u)/Iu*- 011 =A(u)o, whence ,I(u)rA(u). 
PROOF OF 2) (i) Show first that whenever v E V is a unit vector then Iv(u) - 
-f(u)]vl] I MO. Then obtain 2) by substituting for v in turn unit vectors 
along the coordinate axes. By (5) and (11) f’(u)(u* - u) + E(U, u*) - E(U, u) = 
=f’(u)(u * - u) + &(U, 0 *), whence If’(u)-f(u)](u*-u)=E(u,u*)-E(u,u*)+ 
+E(u, u). From this obtain l/If’(~)--f(u)]v]I I MO, by (8)-(10) and 1). (ii) For 
some unit vector v E Y we have 
Illf’(u)lll = Ipyu>vII = v’(u)v + [f’(u) -f’(u)]vII = v’(u)vll 5 Illf’(u)lll, 
since II If’(u) -f’(u)]v]] <&I lj~(u)vll. Similarly Illf’(u)lll5 Illf’(u)lll. 
PROOF OF 3) For 3) (i) and 3) (ii) apply 1) and 2). 3) (iii). We have 
f(x) -fW =fW(x -Y) + 4~~ 4 =fW(x -Y) + 
+ If’W --f’(a)1 (x - Y) + d.x x1, 
with 
lilf’~)-f’(a)l(x-u)+&O?x)Il <ma ~~~~ll~-~ll~~~~ll~-~II~~ 
< II fW(x - Y) II ,
by 2) (0. q 
~4.THEINVERSEFUNCTIONTHEOREMINFINITEDIMENSIONALNORMEDSPACES 
THEOREM 2. (The Inverse Function Theorem). Let K be a field of zero 
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characteristic with a non-archimedean valuation. Assume the metric space 
generated by the valuation to be complete and free of isolated points. Also, for 
some positive integer n let V= K” be the n-dimensional normed space over K 
in which v E V has the maximum norm 11 v/l. Let WC V, f : W+ V and let PC W 
be a ball of mutual k-quasilinearity off : W-t V. Define the set A(x) = f (x) + 
+f’(x)(P- x) for ail XE P. Then 1) f 1 p is a homeomorphism, 2) A(x) = A0 is 
x-independent and convex, 3) f(P) = AO. 
REMARK 2. For a discretely valued K Th. 2 also holds under the weaker 
quasilinearity assumption 11 e( w, x) jl < A(w) I/x - WI/ . 
PROOFOFTH. 2. 1) f -‘lf(Pj is continuous since in P &l/X-y/l 5 [if(x)-f(y)/i, 
by Th. 1. 2) and 3). The radius e of P may be assumed finite, since the case 
of an infinite e can easily reduced to the finite case. To simplify the proof 
define F: P-* V, F(x) = If’(a)] -‘f(x) for some arbitrary aE P. It is then 
sufficient to show (i) that F(P)C F(a) + P- a, and (ii) that for an arbitrary 
SeF(a) + P-a an xoe P exists, such that F(xo) =r. In the proofs we shall 
apply the equivalents of (2) and (3) for F: 
(12) F(x)-FOt)=x-y+v(a,x,y), 
(13) I/v(a~-w)I/ ~kllx-A. 
(i) is then obtained by substituting y= a in (12) and (13) and by taking norms 
in (12). (ii) will be proved twice. The first proof is very short, but the second 
is more heuristic. Both solutions lead to solution algorithms for equations 
f(x) = Y. 
FIRST PROOF OF (ii). Show that 
(14) T(x)=r-F(x)+x 
is a contraction mapping on the complete space P. First, T(x) EP, by the 
condition on r and by (i). Second, by mutual k-quasilinearity II T(x) - 7’(y)// = 
= I/v(a,x, y)II 5 kllx-yll, which proves (ii) by the Banach Theorem. 0 
SECOND PROOF OF (ii). We first observe a certain sublinearity property of F. 
When Q = C(b, r) is a ball in P, and S is a ball of radius at least kr in Q then 
XE~ entails F(x) eF(b)+S- b+ v(a,x, b)CF(b)+S- b, by (12) and (13), with 
y = b. Therefore 
(15) F(S) c F(b) + S - b. 
Because of (15), when S* is a ball of radius at least kr in F(b) + Q- b then 
(16) F[S*-F(b)+b]cS*. 
Now apply (16) to the balls S* = Si* = C(T, k’- I@) and points bi, chosen arbitra- 
rily in Sj = ST-F@- i) + bi_ i, taking b, E P arbitrarily as well. With x0 = n; Si 
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obtain now from (16) F&o) E (7 p F[Si* - F(bi- 1) + bi- 11 C n ;” Si*, whence 
F(xo) = r. q 
COROLLARY TO TH. 2. When F operates on balls in Q of radii at least kr, then 
F is a translation: F(S) = F(b) + S- b. This makes f affine: f(S) =f(b) + 
+f’(a)(S - b). 
Because of the nature of the invertibility condition of Th. 2 an existence 
criterion for mutual k-quasilinearity balls of a function is needed. For the one 
dimensional case two criteria of this type were given by Schramm [6, Ths. 3,4]. 
Schikhof [3, Lemma I.71 was in a position to formulate a simpler criterion, 
employing the modified definition of continuous differentiability which he had 
introduced. He had earlier shown the traditional definition to be inappropriate 
to non archimedean analysis: Let u E XcK, let f: X-+K be C’ and f’(u) # 0. 
Then a ball PC X exists such that f Ipnx is a similarity. We shall generalize 
Schikhof’s definition and existence theorem to multidimensional spaces 
(Def. 6 and Th. 3). 
DEFINITION 6. Let XC V be open. For each i = 1, . . . , n let ei be the unit vector 
along the i-th coordinate axis. Then f: X-V is continuously differentiable 
whenforalluEXandalli=l,...,n 
(17) lim [f(x+tei)-fWl/t (x+te,,x)+(u,u) 
exists in K2” by the maximum norm, assuming t to be in K. 
THEOREM 3. Let PC V= K”> ’ be a ball, f : P+ V. a) When f E C’ the following 
enunciations hold. 1) For all i= 1, . . . . n af/aX, exists, 2) f is continuous, 3) A 
continuous R : P x P-K”,’ exists, such that {u, v} C P entails 
(18) f (0) -f (4 = W, v)(v - u), 
and R(u, u) =f’(u). Thus f’ is continuous. 4) When f’ is non singular at some 
w E P then for every k E IO, 1 [ a ball of mutual k-quasilinearity off exists which 
contains w. b) When a)3) holds then f e C’. 
Thus polynomials and power series into Kn, in particular, are locally 
invertible at points with an invertible derivative. From this, in turn, the solva- 
bility of certain systems of polynomial congruences in several variables can be 
derived. 
PROOFOFTH. 3. a)l) Substitute x=u in (17). a)2). Write 
i-l 
(1% f(v)-f(u)= i 
f[V- I$ (vj-UjPjl-fb- J$ (Vj-Ujkjl 
(Vi - ui)9 i=l,u,fu, Vi-Ui 
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with Cj”= 1 = 0. By continuous differentiability IIf -f(u) II< E when /I u - ~11 is 
smaller than some suitable 6> 0. Thus fis continuous at U. a)3) The coefficient 
of ui - ui in (19) is continuous in (u, u) whenever ui # ui. Giving it the value 
i-l 
df [U- C  tuj-Uj)ejl 
1 
aUi 
at points with ui = ui this coefficient becomes continuous in P x P, sincef is C’. 
Thus in (18) R is continuous as well. Also, R(u, u) =f(~), which implies that 
f’ is also continuous. a)4) By the continuity of R a ball QC P containing w 
exists, such that {u: u} c P entails IIIR(u, u) - R(w, w)lll I M(w). Thus by 3) 
f(u) -f(u) =f’(w)(u - u) + Mu, 0) - R(w, w)l(u - ~1, 
with /I[R(u, u)-R(w, w)](u- u)I/ ~kA(w)/I(u- @I/. b) The proof is clear. 0 
REMARK 3. For the one dimensional case the equivalence of a)3) and b) has 
been pointed out by Schikhof [3, Lemma 1.61. 
We shall conclude this section with a counterexample to a theorem suggested 
in the cited paper [2, Th. (2.3)]: Let B be a Banach space over K. Let a be an 
interior point of UC B, and let f : U-+B be differentiable at a and continuous 
in a neighbourhood of a. Let the derivative I, be an isomorphism. Then for 
sufficiently small balls S with centre 0 f sends a+S homeomorphically onto 
f(a) + 1,(S). In the following counterexample we let B = K = J&. 
COUNTEREXAMPLE. Define f: C(0, l)-+Qp by f(x) =x for 
XE C(0, 1) \ upoc(pi,p-3i) 
andbyf(x)=px+p’-pi+’ for xin some C@,P-~~). Let x=p’+ u E C(pi,pe3’). 
Then 1~1 spp3’ and f(x)=p’+puE C@i,p-3’-1). Thus f [C(p’,p-3’)] is a 
proper subset of C(~‘,P-~‘) and f maps no ball about 0 onto any ball. 
However, f’(0) = 1 #0 since XE C($,P-~~) entails 
f(x)-f(O) 
X 
-,~=yc!&5=p-2i. n 
When dim I’> 1, when P= C(a, r)C Vis a ball, f: P+Vquasilinear at a, and 
&=I@)</1 = Illf’(a)lll, then f(P) is never a ball. We shall prove this even 
under the weaker condition II&(a, x)/l <&/lx- all, assumed to hold throughout 
P. Let r = 1, A =f’(a). It then suffices to show that for no s E K, m, I E V, with 
llmll = Ill11 = 1, and lIArnIl c IlAlll =A, can an equality (*) f(a+ I) -f(a) = 
= slf(a + m) -f(a)] hold. An equality (*) could be written AZ+ a = s(Am + p), 
with lbll <ho, IIPII <LO, or A(/- sm) = s/3 - a. Taking norms in (*) shows that 
IsI > 1, Ill--sm[I = IsI, IIA(l-sm)II z~~IsI, whereas jlsfl-allc IslAo. Thus (*) 
cannot hold. 
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$ 5.ALGORITHMS TO SOLVE k-QUASILINEAR EQUATIONSf(x)=y 
An application of the constructive part of the Banach Contraction Theorem 
immediately produces a solution algorithm for equations f(x) = y. 
ALGORITHM 1. Let PC I/ be a ball, f : P-+ V mutually k-quasilinear in P. Let 
a E P be arbitrary and y EA(~) =f(a) +f’(a)(P- a). We have seen that A(a) is 
independent of a. As in the first proof of 2), 3) (ii) of Th. 2, let 
T(x) =T--F(x) +x= If’(a)] - ‘[y -f(x)] +x. 
With bt E P arbitrary let &+ t = T(bi) for all ieh? Then x0 = limi,o, bj solves 
f(x)=r. The relevant error estimates are identical with those which we shall 
develop for our second solution algorithm. 
ALGORITHM 2. This algorithm is an adaptation of the first algorithm to 
actual numerical computation. Permissible degrees of precision are determined 
for the calculation of the terms If’(a)] -’ and f(&) in the expression for T(&) 
in Algorithm 1, such that the rate of convergence of the modified sequence is 
not altered. We shall employ the results and the notation introduced in the 
second proof of 2), 3) (ii) of Th. 2. 
With c, E St chosen arbitrarily, inductively define cj E V by 
Ci=A[y-f(Cj-1)+Ei]+Ci-1=Af’(a){r-F(Cj-,)+ Wa)l-l&i) +Ci-19 
A E K”“, EWE I/. Conditions on A and ci will now be determined such that cj 
lies in Si or, equivalently, satisfies 
(20) I/q-x,ll IkyL 
Since r lies in the ball SF = F(S) of radius k’- ‘Q we will have SF + If’(a)] - l&C 
cS~ when 
(21) 11 If’(a)] - ‘eill I k’- ‘Q. 
Also, Af’(a)[SF-F(c,-,)I cS~-F(ciml) when 
(22) III Af’(a) - IllI I k, 
IE KG” being the identity matrix, since 11 [Af’(a) -I] [SF-F(q- 1)] 11 I k. ki-“e 
and since F(ci-,) and Si* both lie in Sj*_ i, a ball of radius kim2e. When 
IIIA - [f’(a)]- ‘III I klllf’(a)lll-’ and lIeill I IllIf’( - ‘III-‘ki-‘~, (21) and (22) are 
satisfied, and ci E S,*-F(ci_ i) + ci-, = Si follows. The inequalities last 
mentioned indicate the degrees of precision in the calculations of If’(a)] - ’ and 
f(bi) in Algorithm 1 which are sufficient for (20) to hold. In particular, entries 
in If’(a)] - ’ of smaller valuation than klllf’(a)lll-’ may be dropped. (20) will of 
course be mainly of interest for a discretely valued K, k then being the valuation 
of a primitive element. For such fields, in (20) i directly indicates the degree of 
precision reached at the i-th iteration. 
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