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Abstract
Title: Thermoviscous Model Equations in Nonlinear Acoustics. Ana-
lytical and Numerical Studies of Shocks and Rarefaction Waves
Four nonlinear acoustical wave equations that apply to both perfect gasses and
arbitrary ﬂuids with a quadratic equation of state are studied. Shock and rar-
efaction wave solutions to the equations are studied. In order to assess the
accuracy of the wave equations, their solutions are compared to solutions of the
basic equations from which the wave equations are derived. A straightforward
weakly nonlinear equation is the most accurate for shock modeling. A higher
order wave equation is the most accurate for modeling of smooth disturbances.
Investigations of the linear stability properties of solutions to the wave equations,
reveal that the solutions may become unstable. Such instabilities are not found
in the basic equations. Interacting shocks and standing shocks are investigated.
iii
Resumé (in Danish)
Titel: Termoviskose modelligninger i ikke-lineær akustik. Analytiske
og numeriske undersøgelser af shock og fortyndingsbølger
Fire ikke-lineære akustiske bølgeligninger, som kan anvendes på både ideal gas-
ser og vilkårlige gasser og væsker med en kvadratisk tilstandsligning, undersøges.
Shock- og fortyndningsbølgeløsninger til ligningerne undersøges. For at kunne
vurdere nøjagtigheden af bølgeligningerne, er deres løsninger sammenlignet med
løsninger til de grundlæggende ligninger, hvorfra bølgeligningerne er udledt. En
direkte svagt ikke-lineær bølgeligning er den mest nøjagtige til at modellere sho-
ck. En højere ordens bølgeligning er den mest nøjagtige til at modellere glatte
forstyrrelser. Undersøgelser af de lineære stabilitetsegenskaber af løsninger til
bølgeligningerne afslører, at løsningerne kan blive ustabile. Sådanne instabilite-
ter optræder ikke i de grundlæggende ligninger. Vekselvirkende shock og stående
shock undersøges.
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Chapter 1
Introduction
In a great deal of problems in acoustics the wave behavior of sound, for example,
propagation, reﬂection, transmission, and diﬀraction, is described in terms of the
linear wave equation. If the wave amplitude becomes high enough, nonlinear
eﬀects occur and the linear wave equation becomes inadequate. In nonlinear
acoustics, novel phenomena unknown in linear acoustics are observed, for ex-
ample, waveform distortion, formation of shocks, and nonlinear interaction (as
opposed to superposition) when two waves are mixed.
The main emphasis in this thesis is on a number of model equations of acous-
tics that take into account the nonlinear eﬀects. In our studies of these model
equations we shall see examples of the nonlinear phenomena mentioned above.
Our studies began with an investigation of the Kuznetsov equation (Kuznetsov,
1971), which is a nonlinear wave equation and is frequently used within acoustics.
By applying traveling wave analysis to the Kuznetsov equation we derived an
exact thermoviscous shock solution. This solution was reported recently by Jor-
dan (2004). During our investigations of the Kuznetsov equation, we found that
the equation does not conserve the Hamiltonian structure of the basic equations
from which it is derived. In order to remedy the lack of Hamiltonian structure
we proposed a new wave equation, which is similar to the Kuznetsov equation,
but conserves the Hamiltonian structure. Later on in the project we became
aware of a higher order acoustic wave equation (Söderholm, 2001), which was
also included in our studies. In order to assess the accuracy of the various non-
linear wave equations, we investigated also the basic equations from which the
nonlinear acoustic wave equations are derived, that is the compressible Navier-
Stokes and Euler equations.
The thesis is structured as follows. Appendix A includes a manuscript that
is intended for submission to the journal ‘Physics Letters A’. The manuscript
is concerned with an investigation of thermoviscous shocks based on our Hamil-
tonian model equation. Appendix B includes a manuscript that is submitted
to the proceedings of the The European Consortium for Mathematics in In-
dustry (ECMI) 2008 conference. The manuscript is based on the material in
Appendix A. Appendix C includes a manuscript that is intended for submis-
sion to the ‘Journal of the Acoustical Society of America’. The manuscript is
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concerned with an investigation of thermoviscous shocks and rarefaction waves
based on the higher order wave equation proposed by Söderholm (2001). In
Chapter 2 we introduce various nonlinear acoustic wave equations and the basic
equations from which they are derived. In Chapter 3 we study and compare
shock solutions to the basic equations and the various nonlinear acoustic wave
equations. We study both the lossless and dissipative cases. In Chapter 4 we
demonstrate that instabilities may occur in the solutions of the nonlinear wave
equations. In Chapter 5 we study the process of shock formation. In particular
we elaborate on a work recently reported by Christov et al. (2007). In Chapter 6
we investigate problems with compound waves. In particular we study problems
with shock collisions, and we study solutions to the Riemann problem. In Chap-
ter 7 we study nonlinear standing waves in closed tubes, and we derive exact
solutions that resemble the waves observed in a nonlinear resonator. Chapter 8
contains our conclusions.
Chapter 2
Equations of Nonlinear Acoustics
In this chapter we give the basic equations of continuum mechanics, that de-
scribe the motion of a viscous and heatconducting compressible Newtonian ﬂuid.
From these equations we derive a higher order acoustic wave equation in one
single dependent variable. The equation takes into account the nonlinear terms
exactly and the dissipative terms to lowest order, neglecting nonlinearities in
the latter. In the lossless case, we demonstrate that the higher order acoustic
wave equation and the basic equations have the same Hamiltonian structure.
Finally, we discuss various approaches to obtain weakly nonlinear acoustic wave
equations that take into account the nonlinear terms up to quadratic order only.
2.1 Basic Equations
Four equations are required to describe the general motion of a viscous and
heatconducting (thermoviscous) ﬂuid: (i) mass conservation, (ii) momentum
conservation, (iii) entropy balance, and (iv) thermodynamic state. The pre-
sentation of these equations given below draws to some extent on Section 2 in
Hamilton and Morfey (1998), which introduces the equations in the context of
nonlinear acoustics. We assume that the ﬂuid is homogeneous in composition,
that its unperturbed density and pressure are uniform, and that the dependence
of viscosity and heatconduction coeﬃcients on the disturbance due to the sound
wave may be neglected. A detailed derivation and discussion of the equations
which follow can be found in the book by Landau and Lifshitz (1987). Below
we give the equations in the case of one spatial dimension.1 These describe
the case of one-dimensional plane ﬁelds, in which surfaces of constant phase are
inﬁnite parallel planes normal to the direction of propagation. The analysis in
all subsequent chapters is concerned with the one-dimensional case.
The mass conservation, or continuity, equation is
ρt + (ρu)x = 0, (2.1)
1The corresponding full three-dimensional equations are given in the manuscript in Ap-
pendix A.
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where ρ is the mass density, u is the ﬂuid particle velocity, and subscripts denote
partial diﬀerentiation, e.g. ρt = ∂ρ/∂t.
2 The momentum equation, or equation
of motion, may be written as
ρ(ut + uux) + px =
(
4
3
µ+ ζ
)
uxx, (2.2)
where p is the thermodynamic pressure appearing in Eq. (2.4) below, and µ and
ζ are the coeﬃcients of shear and bulk viscosity. The entropy, or heat transfer,
equation is
ρT (st + usx) =
(µ
2
+ ζ
)
(ux)
2 + κTxx, (2.3)
where s is the speciﬁc entropy, T is the absolute temperature, and κ is the
thermal conductivity. Finally, we introduce the equation of thermodynamic
state
p = p(ρ, s). (2.4)
Two speciﬁc examples of the equation of state for various media will be intro-
duced in Sections 2.2.3 and 2.2.4.
2.2 A Higher Order Acoustic Wave Equation
In the following we go through the derivation of a higher order acoustic wave
equation governing the velocity potential. In the derivation nonlinear contribu-
tions to dissipation are neglected. However, the lossless part of the equation is
exact in the sense that all nonlinear contributions are retained. Our derivation
basically follows Söderholm (2001), who carefully derives the equation in his
paper with the title, ‘A Higher Order Acoustic Equation for the Slightly Vis-
cous Case’. Furthermore, detailed and helpful derivations of an exact lossless
nonlinear wave equation governing the velocity potential are given by Hamilton
and Morfey (1998) and Christov et al. (2007). The lossless equation obtained
by these authors is identical to Söderholm’s equation when the dissipative term
is neglected in the latter. Helpful are also the review papers by Makarov and
Ochmann (1996a,b) and the book by Enﬂo and Hedberg (2002), which discuss,
within the context of the Kuznetsov equation (Kuznetsov, 1971), the lowest or-
der approximation in the dissipative terms. The Kuznetsov equation, which is
considered to be the “classical” equation of nonlinear acoustics (Aanonsen et al.,
1984; Jordan, 2004), is a model equation in the velocity potential that takes
into account nonlinear terms up to second order, and the dissipative terms to
lowest order. In Section 2.4 we shall demonstrate that the higher order acoustic
wave equation reduces to Kuznetsov’s equation if a particular approximation
scheme is applied. Our main objective in this section is to outline the necessary
steps in the derivation of the higher order acoustic wave equation. For detailed
discussions and justiﬁcations of the individual steps we refer to the references
given in the text.
2A list of symbols can be found on page viii.
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2.2.1 Lowest Order Thermoviscous Approximation
In the approximation considered, we take into account nonlinearities to all or-
ders, dissipation to lowest order, and neglect the cross terms of nonlinearity and
dissipation. Then, by arguments given by Söderholm (2001), the equation of
state (2.4) can be written as
p(ρ, s) = p(ρ, s0) + a(s− s0), (2.5)
where
a =
∂p
∂s
∣∣∣
ρ=ρ0,s=s0
(2.6)
is a constant and s0 is the ambient value of the entropy. In order to eliminate s
from Eq. (2.5) we use the entropy equation (2.3). The approximation considered
here takes into account dissipation to lowest order only, neglecting nonlinear
corrections to those terms. As a result Eq. (2.3) reduces to
ρ0T0st = κTxx, (2.7)
where ρ0 and T0 are ambient values. Using Eq. (2.7) and basic thermodynamic
identities, and neglecting nonlinear contributions in the dissipative terms, one
ﬁnds that Eq. (2.5) becomes
p = p(ρ, s0)− κ
(
1
cv
−
1
cp
)
ux, (2.8)
where cv and cp are the heat capacities at constant volume and pressure, re-
spectively. For full details on how to obtain Eq. (2.8) see e.g. Rudenko and
Soluyan (1977), or Makarov and Ochmann (1996a). When using Eq. (2.8) there
is no need for the entropy equation anymore and it is therefore adequate to con-
centrate upon the mass conservation and momentum equations (Makarov and
Ochmann, 1996b).
Inserting Eq. (2.8) into the momentum equation (2.2), and dividing by ρ, we
obtain
ut + uux +
px
ρ
= buxx, (2.9)
where p = p(ρ, s0) and the thermoviscous dissipation parameter b is given by
b ≡
1
ρ0
{
4
3
µ+ ζ + κ
(
1
cv
−
1
cp
)}
. (2.10)
Sometimes b is called the diﬀusivity of sound (Lighthill, 1956; Hamilton and
Morfey, 1998). Note that in Eq. (2.9) we have neglected nonlinear contributions
in the dissipative term (the term on the right-hand side) by using ρ ≈ ρ0.
2.2.2 The Acoustic Wave Equation
In order to derive the acoustic equation it turns out to be convenient to introduce
the function
h(ρ) =
∫ ρ
ρ0
1
ρˆ
∂p
∂ρ
∣∣∣
ρ=ρˆ,s=s0
dρˆ, (2.11)
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where ρˆ is a dummy integration variable. The quantity h is the enthalpy at
constant entropy (Söderholm, 2001). Using Eq. (2.11) we can now rewrite the
third term on the left-hand side in Eq. (2.9) as
px
ρ
=
1
ρ
∂p
∂ρ
∣∣∣
s=s0
ρx =
dh
dρ
ρx = hx. (2.12)
Moreover, the mass conservation equation (2.1) can be recast in the form
ht + uhx = −c
2ux, (2.13)
where
c2 =
∂p
∂ρ
∣∣∣
s=s0
= ρ
dh
dρ
(2.14)
is the local speed of sound.
Upon inserting Eq. (2.12) into Eq. (2.9), introducing the velocity potential
ψ, which is deﬁned by
u = −ψx, (2.15)
and integrating with respect to x, we obtain the following relation
h = ψt −
(ψx)
2
2
− bψxx. (2.16)
Similarly, in terms of the velocity potential, Eq. (2.13) becomes
ht − ψxhx = c
2ψxx. (2.17)
Finally, inserting Eq. (2.16) into Eq. (2.17) and neglecting nonlinear dissipative
terms we obtain
ψtt − 2ψxtψx + (ψx)
2ψxx − bψxxt = c
2ψxx. (2.18)
This is the higher order acoustic wave equation in terms of the velocity potential,
which takes all orders of nonlinearity into account and the dissipative terms to
lowest order. To the best of our knowledge this equation was ﬁrst proposed by
Söderholm (2001). Note that Eq. (2.18) applies to any equation of state. Hence,
c is an unknown function to be determined from a given equation of state. Below
we discuss two speciﬁc examples of explicit equations of state. Each of these
state equations make it possible to express c in terms of ψ, so that we can obtain
closed-form equations for the velocity potential.
2.2.3 Case of a Perfect Gas
A commonly used explicit form of the equation of state (2.4) is that for a perfect
gas, that is, a gas for which both p/ρT and the speciﬁc-heat ratio are constants
p
p0
=
(
ρ
ρ0
)γ
exp
(
s− s0
cv
)
. (2.19)
2.2. A Higher Order Acoustic Wave Equation 7
Here γ = cp/cv is the ratio of speciﬁc heats, which in air at 20℃ takes the value
of γ = 1.4. In the case of isentropic ﬂow with s = s0, Eq. (2.19) reduces to
p
p0
=
(
ρ
ρ0
)γ
. (2.20)
The derivation of the higher order acoustic wave equation, and the derivations of
the weakly nonlinear equations to be introduced later on, rely on the above isen-
tropic assumption. However, the isentropic (actually homentropic) assumption
s = s0 is not valid, strictly speaking, if viscosity is present, see e.g. Ockendon
and Ockendon (2004) pp. 12–13. For a gas described by (2.20) we ﬁnd from
(2.14) that
c2 =
∂p
∂ρ
∣∣∣
s=s0
= c20
(
ρ
ρ0
)γ−1
, (2.21)
where c20 = γp0/ρ0 is the small signal sound velocity. Furthermore, by substi-
tuting Eq. (2.21) into Eq. (2.11) and carrying out the integration we obtain
h =
1
γ − 1
[
c20
(
ρ
ρ0
)γ−1
− c20
]
=
c2 − c20
γ − 1
. (2.22)
Solving for c and using Eq. (2.16) to eliminate h yields
c2 = c20 + (γ − 1)
(
ψt −
(ψx)
2
2
− bψxx
)
, (2.23)
Substituting Eq. (2.23) into Eq. (2.18) and neglecting nonlinear dissipative terms
yields the following closed-form equation for the velocity potential
ψtt − c
2
0ψxx = (γ − 1)ψxxψt + 2ψxtψx −
γ + 1
2
(ψx)
2
ψxx + bψxxt, (2.24)
which is also given in Söderholm (2001). Finally, by equating Eqs. (2.21) and
(2.23) and solving for ρ we obtain
ρ = ρ0
[
1 +
γ − 1
c20
(
ψt −
(ψx)
2
2
− bψxx
)] 1
γ−1
, (2.25)
which is the relationship between ρ and ψ. In later chapters we shall make use
of this relationship in order to compare solutions of Eq. (2.24) to solutions of
the basic equations introduced in Section 2.1. The relationship between p and
ψ is obtained by inserting Eq. (2.25) into Eq. (2.20).
2.2.4 Case of a Fluid with a Quadratic Equation of State
In many cases the above assumption of perfect-gas behavior is unnecessarily
restrictive. In order to obtain a model equation that is valid in arbitrary ﬂuids,
gases as well as liquids, we shall alternatively expand the equation of state (2.4)
in a Taylor series about (ρ, s) = (ρ0, s0). Within the ﬁeld of nonlinear acoustics
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it has become customary (Makarov and Ochmann, 1996a) to retain only the
following terms in the Taylor series
p− p0 = c
2
0(ρ− ρ0) +
c20
ρ0
B/A
2
(ρ− ρ0)
2 +
∂p
∂s
∣∣∣
ρ=ρ0,s=s0
(s− s0), (2.26)
where
c20 =
∂p
∂ρ
∣∣∣
ρ=ρ0,s=s0
(2.27)
is the small signal sound velocity, and
B/A =
ρ0
c20
∂2p
∂ρ2
∣∣∣
ρ=ρ0,s=s0
(2.28)
is the non-dimensional ﬂuid nonlinearity parameter (Beyer, 1974). The expan-
sion (2.26) contains terms up to second order in ρ− ρ0, but contains only terms
up to ﬁrst order in s − s0 since we neglect nonlinear contributions in the dissi-
pative terms. Note that the same line of thought is utilized in Eq. (2.5).
A detailed study of the case of an arbitrary ﬂuid, described by the quadratic
equation of state (2.26), is given in Christov et al. (2007). These authors
show that in this case the function c in Eq. (2.18) involves the Lambert W -
function (Corless et al., 1996). Thus, their analysis leads to a wave equation,
which (according to the authors themselves) is quite complicated and likely in-
tractable. However, by assuming that the Mach number ε = umax/c0, where
umax = max |u|, is small, they show that their complicated equation may be
approximated by Eq. (2.24) with γ − 1 replaced by B/A.3
Alternatively, a connection between the equations of state (2.20) and (2.26)
is established by inserting the perfect gas law (2.20) into (2.28) to obtain
B/A = γ − 1. (2.29)
Hence, there is a direct connection between the ratio of speciﬁc heats and the
parameter of nonlinearity. In arbitrary ﬂuids described by Eq. (2.26) the pa-
rameters c0 and B/A are typically determined by experimental methods and
values for a wide range of media can be looked up in tables. A few examples are
given in Table 2.1. The parameter values for soft tissue are included in the table
due to the fact that nonlinear acoustics is of great importance within the ﬁeld
of biomedical ultrasound, see e.g. Yang and Cleveland (2005) and references
therein.
2.2.5 Some Remarks on the Higher Order Acoustic Wave Equation
In the derivation of the higher order acoustic wave equation (2.24) we took
into account the dissipative terms to lowest order only, neglecting nonlinearities
in those terms. Accordingly, Eq. (2.24) is an approximation to the four basic
3The study conducted by Christov and coworkers is carried out for the lossless case, how-
ever, their analysis and results readily generalizes to take into account the linear thermoviscous
effects discussed above.
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Table 2.1. Values of c0 and B/A for three dif-
ferent substances.
Substance c0 (m/s) B/A
Water 1483 (20℃)a 5.0 (20℃)b
Air 343 (20℃)a 0.4 (20℃)b
Soft tissue 1540 c 9.6 (37℃)b
a Lide (2007)
b Beyer (1998)
c Gent (1997)
equations (2.1)–(2.4). On the other hand, from the derivation (see Section 2.2.1)
it follows that, if the entropy equation (2.3) is not taken into account, the result
would still be Eq. (2.24), but with b replaced by the following
β =
1
ρ0
(
4
3
µ+ ζ
)
, (2.30)
where β is obtained by setting κ = 0 in Eq. (2.10). From this observation we
draw two conclusions, (i) Eq. (2.24) with b replaced by β is an approximation to
just three of the basic equations, namely Eqs. (2.1), (2.2) and (2.4), (ii) taking
into account the entropy equation (2.3) in the derivation of Eq. (2.24) has no
eﬀect on the lossless part of the equation. Thus, for a given problem, it is
consistent and relevant to compare the solution of the higher order acoustic
wave equation Eq. (2.24) with b replaced by β, to the solution of the three basic
equations (2.1), (2.2) and (2.4), omitting Eq. (2.3). In later chapters we are
going to perform such comparisons in order to investigate the accuracy of the
higher order acoustic wave equation.
2.2.6 Lossless Fluids
In order to study lossless ﬂuids, one should set µ, ζ, and κ to zero. The entropy
equation (2.3) leads to the trivial conclusion s = s0 (because the ﬂuid is initially
uniform with s = s0 everywhere), and the equation of state (2.4) reduces to
p = p(ρ). The mass conservation and momentum equations (2.1) and (2.2)
reduce to
ρt + (ρu)x = 0, (2.31)
ρ(ut + uux) + px = 0, (2.32)
which are Euler’s equations. It follows from the derivation of the higher order
acoustic wave equation (2.24) that the lossless part of the equation, that is
ψtt − c
2
0ψxx = (γ − 1)ψxxψt + 2ψxtψx −
γ + 1
2
(ψx)
2
ψxx, (2.33)
is exact for a lossless perfect gas described by Eq. (2.20), which we repeat here
p
p0
=
(
ρ
ρ0
)γ
. (2.34)
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Here the term ‘exact’ signiﬁes that all nonlinearities in Eqs. (2.31), (2.32) and
(2.34) are retained in Eq. (2.33). Similar conclusions are made in Hamilton
and Morfey (1998) and Christov et al. (2007), who give detailed derivations
of the lossless equation. Furthermore, in order to emphasize the exactness of
Eq. (2.33), Christov and coworkers termed it the potential Euler equation.
Setting b = 0 in Eq. (2.25) yields
ρ = ρ0
[
1 +
γ − 1
c20
(
ψt −
(ψx)
2
2
)] 1
γ−1
, (2.35)
which is the exact relationship between ρ and ψ in the lossless case. Furthermore,
we recall that from Eq. (2.15) we have u = −ψx, which is also exact. Hence,
upon using the two relationships (2.15) and (2.35), we expect that Eq. (2.33) is
equivalent to the system (2.31), (2.32) and (2.34). However, in Chapter 3 we
shall see that the equations are not equivalent if the shocks (or jump disconti-
nuities) are present in the solution.
2.3 Hamiltonian Structure
The introduction of a Hamiltonian structure for conservative, or lossless, non-
linear continuous media is essentially the generalization of the Hamiltonian for-
malism for systems with a ﬁnite number of degrees of freedom to systems with
an inﬁnite number of degrees of freedom. An introduction to the Hamiltonian
formalism for nonlinear waves can be found in the review paper by Zakharov
and Kuznetsov (1997) or in the book by Goldstein et al. (2001). In the follow-
ing we introduce Lagrangian densities associated with Euler’s equations and the
lossless nonlinear wave equation. From the Lagrangian density we derive the
corresponding Hamiltonian density using the Legendre transformation.
Upon introducing the velocity potential (2.15) into the mass conservation
equation (2.1), and setting b = 0 in Eq. (2.16), we obtain Euler’s equations in
the following form
ρt − (ρψx)x = 0, (2.36)
ψt −
(ψx)
2
2
− h = 0, (2.37)
where h = h(ρ) is deﬁned in Eq. (2.11). Basic to the Lagrangian approach is
the assumption that the action integral
L =
∫ t2
t1
∫ x2
x1
L(x, t, y, yx, yt) dx dt (2.38)
takes a maximum or a minimum along the true solution y = y(x, t). This is the
case if the Euler-Lagrange variational equation
∂L
∂y
−
∂
∂x
(
∂L
∂yx
)
−
∂
∂t
(
∂L
∂yt
)
= 0 (2.39)
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is satisﬁed, see e.g. Arfken and Weber (2001). It follows that Euler’s equa-
tions (2.36) and (2.37) may be obtained from a Lagrangian density L of the
following form
L = ρ
(
ψt −
(ψx)
2
2
)
−H, (2.40)
where the function H = H(ρ) is deﬁned by
H =
∫ ρ
ρ0
h(ρˆ) dρˆ. (2.41)
In order to verify this, take y = (ψ, ρ) and insert Eq. (2.40) into Eq. (2.39),
which immediately yields Eqs. (2.36) and (2.37).
Using Eq. (2.11) we ﬁnd that H may be rewritten as
H = ρ h(ρ)− p(ρ). (2.42)
Then, by taking into account that from Eq. (2.37) we have
h = ψt −
(ψx)
2
2
, (2.43)
we obtain by inserting into Eq. (2.40) that the Lagrangian density takes the
form
L = p (ρ(h)) (2.44)
with h given by Eq. (2.43). In the case of a lossless perfect gas we obtain, by
inserting Eq. (2.35) into Eq. (2.34) and inserting the result into Eq. (2.44), the
following Lagrangian density
L = p0
[
1 +
γ − 1
c20
(
ψt −
(ψx)
2
2
)] γ
γ−1
. (2.45)
Taking y = ψ and inserting Eq. (2.45) into Eq. (2.39) yields, after some calcula-
tions, the lossless higher order acoustic wave equation (2.33) as expected. This
achievement conﬁrms that Eq. (2.45) is the Lagrangian density associated with
Eq. (2.33).
The Hamiltonian density can be obtained using the Legendre transformation
(Goldstein et al., 2001), which takes the form
H =
∂L
∂ψt
ψt − L. (2.46)
Inserting Eq. (2.45) into Eq. (2.46) yields the following Hamiltonian density
H = p0
[
1 +
γ − 1
c20
(
ψt −
(ψx)
2
2
)] γ
γ−1
×
{
1−
γ
c20
[
1 +
γ − 1
c20
(
ψt −
(ψx)
2
2
)]−1}
. (2.47)
The Hamiltonian density is the sum of the kinetic and potential energy density
in the system.
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2.4 Weakly Nonlinear Wave Equations
The higher order acoustic wave equation (2.24) derived above retains all non-
linear contributions in the lossless terms. However, under some circumstances
analytical treatment of such equations become unwieldy, or even unfeasible. In
order to obtain equations that are more amenable to analysis it is common in the
theory of nonlinear acoustics to consider equations, which take only quadratic
nonlinear terms into account. In the following we present four such weakly
nonlinear equations, that are derived from the the higher order acoustic wave
equation using various approximation schemes.
2.4.1 Straightforward Weakly Nonlinear Equation
Upon neglecting the cubic nonlinear term in Eq. (2.24) we obtain
ψtt − c
2
0ψxx = (γ − 1)ψxxψt + 2ψxtψx + bψxxt. (2.48)
This equation appears in a review paper by Crighton (1979), but has not received
much attention since. However, recently Christov et al. (2007) advocated the
lossless form of this equation, saying that it is the most consistent and most obvi-
ous weakly nonlinear approximation. To emphasize this, those authors denoted
the lossless form of Eq. (2.48) the straightforward weakly nonlinear equation.
2.4.2 The Kuznetsov Equation
A slightly diﬀerent weakly nonlinear model is the Kuznetsov equation (Kuznet-
sov, 1971), which takes the form
ψtt − c
2
0ψxx =
γ − 1
c20
ψttψt + 2ψxtψx + bψxxt. (2.49)
This equation is immediately obtained by invoking the ﬁrst order approximation
ψtt = c
2
0ψxx in the ﬁrst term on the right hand side of Eq. (2.48).
Traditionally, the Kuznetsov equation is the most widespread model equa-
tion and some authors (Aanonsen et al., 1984; Jordan, 2004) literally denote it
the “classical” equation of nonlinear acoustics. Both Eq. (2.49) and its paraxial
approximation, the KZK equation (Zabolotskaya and Khokhlov, 1969; Kuznet-
sov, 1971), are frequently encountered within studies related to nonlinear wave
propagation.
2.4.3 Hamiltonian Weakly Nonlinear Equation
In the following we describe a novel approach based on the Lagrangian and
Hamiltonian structure to obtain a weakly nonlinear approximation. In Sec-
tion 2.3 we demonstrated that Euler’s equations and the lossless version of the
higher order acoustic wave equation are of Hamiltonian structure. However, this
fundamental property is not retained in the lossless versions of the straightfor-
ward weakly nonlinear equation and the Kuznetsov equation introduced above.
Hence, these equations cannot be associated with Lagrangian and Hamiltonian
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densities. In order to obtain a weakly nonlinear model with a Hamiltonian and
Lagrangian structure, we shall make the weakly nonlinear approximation based
on the Lagrangian density.
Making a series expansion of the Lagrangian density (2.45) around (ψt, ψx) =
(0, 0) and keeping only nonlinear terms up to third order we obtain, after several
calculations, the following result
L =
(ψt)
2
2
− c20
(ψx)
2
2
−
γ − 1
6c20
(ψt)
3
−
ψt (ψx)
2
2
. (2.50)
Inserting this Lagrangian density into the Euler-Lagrange equation (2.39), tak-
ing y = ψ, yields
ψtt − c
2
0ψxx = ψtψxx +
γ − 2
c20
ψttψt + 2ψxtψx, (2.51)
which is our Hamiltonian weakly nonlinear equation. In order to take into
account thermoviscous eﬀects to lowest order, Eq. (2.51) should be augmented
in the following way
ψtt − c
2
0ψxx = ψtψxx +
γ − 2
c20
ψttψt + 2ψxtψx + bψxxt. (2.52)
This equation forms the basis for the analysis in our paper in Appendix A. To
the best of our knowledge Eq. (2.52) has not been previously reported in the
literature. Without fear of confusion, we are going to refer to Eq. (2.52) as the
Hamiltonian weakly nonlinear equation, even though the Hamiltonian property
concerns only the lossless part of the equation.
Similarly to the Kuznetsov equation, our Hamiltonian weakly nonlinear equa-
tion can be obtained from the straightforward weakly nonlinear equation (2.48)
by performing simple manipulations. To see this we rewrite the ﬁrst term on
the right hand side of Eq. (2.48) in the following way
(γ − 1)ψxxψt = (1 + γ − 2)ψxxψt = ψxxψt +
γ − 2
c20
ψttψt, (2.53)
where the ﬁrst order approximation ψtt = c
2
0ψxx is used in the last step. Insert-
ing Eq. (2.53) into Eq. (2.48) immediately yields Eq. (2.52).
Inserting Eq. (2.50) into Eq. (2.46) yields the corresponding Hamiltonian
density
H = c20
(ψx)
2
2
+
(ψt)
2
2
−
γ − 2
3c20
(ψt)
3, (2.54)
which is given here for the sake of completeness.
2.4.4 The Burgers Equation
Finally, we mention the Burgers equation, which have played a central role in
the development of the understanding of nonlinear wave phenomena in acoustics.
Burgers’ equation takes the form
ux −
γ + 1
2c20
uuτ =
b
2c30
uττ , (2.55)
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where τ = t − x/c0 is the retarded time. The equation can be obtained from
the above acoustic wave equations by application of a certain approximation
scheme, see e.g. Jordan (2004).
Chapter 3
Lossless, Viscous and
Thermoviscous Shocks
A shock is a type of propagating disturbance. Like an ordinary wave, it carries
energy and can propagate through a medium (solid, liquid or gas). Shocks
are characterized by an abrupt, nearly discontinuous change in the in pressure,
temperature and density of the ﬂow and arise in various situations. A shock can
form due to steepening of ordinary waves. Probably, the best-known example of
this phenomenon is ocean waves that form breakers on the shore. In Chapter 5
we shall investigate a problem, which is related to the formation of a shock due
to the steepening of an acoustic wave generated by a vibrating piston in a tube.
Shocks also arise in shock tubes. A simple shock tube is a metal tube in which a
gas at low pressure and a gas at high pressure are separated using a diaphragm.
This diaphragm suddenly bursts open to produce a shock that travels down the
tube. In Chapter 6 we shall study a problem which is related to a shock tube.
Other situations in which shocks are caused by a sudden, violent disturbance of
a ﬂuid, are those created by a powerful explosion or by the supersonic ﬂow of
the ﬂuid over a solid object. The latter one arises e.g. in supersonic ﬂight.
In this chapter we shall investigate how the phenomenon of a shock can be
described by the equations of nonlinear acoustics. In this context we consider
the basic equations as well as the higher order acoustic wave equation and the
weakly nonlinear wave equations introduced in the previous chapter. We study
both the lossless case and the dissipative case.
3.1 Hyperbolic Systems of Conservation Laws
Traditionally, much of the mathematical analysis of lossless shocks is based on
the theory for hyperbolic systems of conservation laws, which are systems of
linear or nonlinear partial diﬀerential equations. It shall prove useful to start by
introducing the notion of such systems. Much af the basic theory for hyperbolic
equations is due to Lax (1957). A helpful introduction is given in the book by
LeVeque (2002), which also discusses the application of ﬁnite volume methods
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to obtain numerical solutions to conservation laws.
With an eye to the analysis of the following sections, it shall prove suﬃcient
to consider systems of two conservation laws in one spatial dimension. Generally,
such systems are written in the form[
q1(x, t)
q2(x, t)
]
t
+
[
f1
(
q1(x, t), q2(x, t)
)
f2
(
q1(x, t), q2(x, t)
) ]
x
= qt + f(q)x = 0, (3.1)
where q = q(x, t) is a vector with two components representing the unknown
functions, e.g. density and particle velocity, we wish to determine, and f(q) is
the ﬂux function. We let
λ1 = λ1(q) ≤ λ2 = λ2(q) (3.2)
be the eigenvalues of the Jacobian matrix
f ′(q) =


∂f1
∂q1
∂f1
∂q2
∂f2
∂q1
∂f2
∂q2

 , (3.3)
while
e1(q), e2(q) (3.4)
are the corresponding eigenvectors. The eigenvectors ep(q) are the normal modes
for the propagation of small amplitude signals, linearized about the state q, while
λp(q) are the corresponding wave speeds. The system (3.1) is hyperbolic if the
λp are real. If the λp are real and distinct the system is called strictly hyperbolic.
To have a shock solution1 of Eq. (3.1), separating two constant states and
propagating at the velocity v, the Rankine-Hugoniot jump condition
v (qr − ql) = f(qr)− f(ql) (3.5)
must hold. Here qr and ql denote the constant states to the right and left of
the shock. Alternatively, using square brackets with sub- and superscripts to
denote the change in value of any quantity across a shock, e.g.
[ρ]
r
l = ρr − ρl, (3.6)
we may write Eq. (3.5) in the following way
[f(q)− vq]
r
l = 0. (3.7)
This notation will be used throughout the text. Note that the shock propagation
velocity v is measured in a ﬁxed coordinate system. Hence, v does not change
across a shock.
It is well-known that the Rankine-Hugoniot jump condition (3.7) admits
many non-physical solutions to Eq. (3.1) (Schecter et al., 1996; LeVeque, 2002;
1In the context of the lossless equations considered here, a shock takes the form of a jump
discontinuity.
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Li, 2004). In order to illustrate this we note that, if qr = q2 and ql = q1 satisfy
the jump condition (3.7), then qr = q1 and ql = q2 also satisfy the condition
if v remains unchanged. Two such solutions are shown in Fig. 3.1, only one of
these solutions is in fact the physically correct shock solution. The Lax entropy
condition (Lax, 1957) states that, for the correct solution there is an index p
such that
λp(ql) > v > λp(qr). (3.8)
In the case of a system of two conservation laws, p is either 1 or 2. Recall
that λp(q) are the wave speeds for the propagation of small amplitude signals,
linearized about the state q. That is, λp(q) is equivalent to the local speed
of sound. Hence, the Lax entropy condition states that the shock propagation
velocity is supersonic with respect to the ﬂuid ahead of the shock, and subsonic
with respect to the ﬂuid behind it (Smoller, 1994).
v
x
ρ
v
x
ρ
ρl = ρ2
ρr = ρ1
ρr = ρ2
ρl = ρ1
Fig. 3.1. Lossless shocks that satisfy the Rankine-Hugoniot jump condition (3.7). In
this example we have taken q1 = ρ. If, let us say, q2 = u, then the corresponding plots
for u are obtained by replacing ρ by u everywhere in the figure.
3.2 The Basic Equations for a Perfect Gas
In the following we study shock solutions derived from the basic equations intro-
duced in the previous chapter. In particular, we shall demonstrate that caution
is required if the equations are subjected to simple manipulations, or if small
nonlinear correction terms are neglected in the dissipative terms. Such manipu-
lations or approximations may have unexpected inﬂuence on the shock solutions
of the new equations obtained. Based on comparisons of shock solutions derived
from various manipulated forms of the basic equations, and from equations that
retain only the lowest order dissipative terms, we shall illustrate the problems
that arise. Recall that the acoustic wave equations introduced in Chapter 2 are
obtained by manipulating the basic equations and neglecting nonlinear dissipa-
tive terms. Thus, the results of this section is of relevance to those equations
also.
3.2.1 Manipulations of the Equations
We consider the mass conservation equation (2.1), the momentum equation
(2.2), and the equation of state for a perfect gas (2.20), which we repeat here
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for convenience
ρt + (ρu)x = 0, (3.9)
ρ(ut + uux) + px =
(
4
3
µ+ ζ
)
uxx, (3.10)
p
p0
=
(
ρ
ρ0
)γ
. (3.11)
These equations are of particular interest since, according to Section 2.2.5, the
higher order acoustic wave equation (2.24) is an approximation to Eqs. (3.9),
(3.10) and (3.11). Furthermore, given that the weakly nonlinear wave equations
introduced in Section 2.4 are approximations to the higher order wave equa-
tion, it follows that these equations are also approximations to the above three
equations.
In order to obtain a system of conservation laws we insert Eq. (3.11) into
Eq. (3.10) and use c20 = γp0/ρ0 to achieve
ρ(ut + uux) +
c20ρ0
γ
[(
ρ
ρ0
)γ]
x
= ρ0βuxx. (3.12)
Here β is the viscous dissipation parameter deﬁned in Eq. (2.30). Dividing by
ρ in all terms in Eq. (3.12) and combining with Eq. (3.9) we ﬁnd the following
closed form system of equations
[
ρ
u
]
t
+

 ρuu2
2
+
c20
γ − 1
(
ρ
ρ0
)γ−1


x
=

 0ρ0βuxx
ρ

 . (3.13)
A slightly diﬀerent system of equations is obtained by adding Eq. (3.9) multiplied
by u to Eq. (3.12)
[
ρ
ρu
]
t
+

 ρu
ρu2 +
c20ρ0
γ
(
ρ
ρ0
)γ 
x
=
[
0
ρ0βuxx
]
. (3.14)
If we set β = 0 in Eqs. (3.13) and (3.14) each system reduces to a system of
conservation laws of the form (3.1). These, two systems will be treated in detail
in the next subsection.
The set of equations (3.14) is equivalent to the previous set (3.13) for smooth
solutions, but it is important to note that the manipulations performed above
depend on smoothness. In the lossless case, which is obtained by setting β = 0,
shocks take the form of jump discontinuities. Hence, in the lossless case, the
two sets of conservation laws are not equivalent if shocks occur in the solution.
Generally, as pointed out in the book by LeVeque (2002), such troubles arise
whenever systems of conservation laws are subjected to manipulations that de-
pend on smoothness. In the dissipative case, i.e. when β 6= 0, shocks take
the form of smooth steps (viscous shocks). Thus, in the dissipative case, the
two sets of equations (3.13) and (3.14) are equivalent, even for problems with
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viscous shocks. In the following two subsections we shall verify these observa-
tions by calculating the Rankine-Hugoniot jump conditions in the lossless cases,
and studying the viscous shock solutions in the dissipative cases by means of
traveling wave analysis.
3.2.2 Rankine-Hugoniot Jump Conditions for the Lossless Equations
The system of conservation laws obtained by setting β = 0 in Eq. (3.13) is the
following
[
ρ
u
]
t
+

 ρuu2
2
+
c20
γ − 1
(
ρ
ρ0
)γ−1


x
= 0. (3.15)
Comparing with Eq. (3.1) we ﬁnd that
q =
[
ρ
u
]
=
[
q1
q2
]
, (3.16)
f =

 ρuu2
2
+
c20
γ − 1
(
ρ
ρ0
)γ−1

 =

 q1q2q22
2
+
c20
γ − 1
(
q1
ρ0
)γ−1

 . (3.17)
The eigenvalues of the Jacobian matrix f ′(q) are
λ1,2 = u∓ c0
√(
ρ
ρ0
)γ−1
. (3.18)
Since ρ > 0 and ρ0 > 0, the eigenvalues are always real and distinct. Hence, we
conclude that the system (3.15) is always strictly hyperbolic. Note that, upon
inserting the perfect gas state equation Eq. (3.11) into Eq. (2.14), and using
c20 = γp0/ρ0, yields the following local sound velocities
c = ∓c0
√(
ρ
ρ0
)γ−1
. (3.19)
Thus, by comparing Eqs. (3.18) and (3.19), we see that λ and c are the sound
velocities measured in a ﬁxed coordinate system, and a coordinate system that
moves with the velocity u, receptively.
For the system (3.15), the Rankine-Hugoniot jump condition (3.7) gives the
following system of two equations that must be satisﬁed simultaneously
[ρ(u− v)]
r
l = 0, (3.20a)[
c20
γ − 1
(
ρ
ρ0
)γ−1
+
u2
2
− vu
]r
l
= 0. (3.20b)
Thus, there exists a shock solution of the system (3.15). The constant values of
ρ and u to the right and left of the shock, and the shock propagation velocity v,
must satisfy the jump condition (3.20). We thus have a system of two equations
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for the ﬁve variables ρr, ρl, ur, ul and v. Hence, if we ﬁx three of these variables
the shock solution is completely determined.
Returning now to Eq. (3.14), we obtain by setting β = 0 the following
[
ρ
ρu
]
t
+

 ρu
ρu2 +
c20ρ0
γ
(
ρ
ρ0
)γ 
x
= 0, (3.21)
which is a system of conservation laws with
q =
[
ρ
ρu
]
=
[
q1
q2
]
, (3.22)
f =

 ρu
ρu2 +
c20ρ0
γ
(
ρ
ρ0
)γ  =

 q2q22
q1
+
c20ρ0
γ
(
q1
ρ0
)γ  . (3.23)
The eigenvalues of the Jacobian matrix f ′(q) are identical to those derived from
Eq. (3.15) above. This is not surprising, since the systems (3.15) and (3.21) are
equivalent for smooth solutions, as noted in the previous subsection. For the
system (3.21) the Rankine-Hugoniot jump condition (3.7) gives
[ρ(u− v)]
r
l = 0, (3.24a)[
c20ρ0
γ
(
ρ
ρ0
)γ
+ ρu2 − vρu
]r
l
= 0. (3.24b)
Thus, the system (3.21) has a shock solution, which satisﬁes the jump condition
(3.24).
By comparing the jump condition (3.20), which corresponds to the system
(3.15), to the jump condition (3.24), which corresponds to the system (3.21), we
observe that the two are not equivalent. This observation is also clearly seen in
Fig. 3.2. The two curves in this ﬁgure are obtained by eliminating ρl from each
of the systems (3.20) and (3.24), setting ρr = ρ0 and ur = 0, and plotting ul
versus v. The speciﬁc case of ρr = ρ0 and ur = 0 corresponds to the ﬂuid on the
right side of the shock being the quiescent state. Which one of the two jump
conditions gives the correct physical behavior is not clear at the moment, but
will be clariﬁed as we come to the study of the dissipative case in the next sub-
section. The two jump conditions not being equivalent is not surprising, since
in the previous subsection we made the conclusion that the two systems (3.15)
and (3.21) are not equivalent for problems with shocks. Equations (3.15) and
(3.21) are the results of simple manipulations of the same equations. These ma-
nipulations, however, depend on smoothness and the results of this subsection
illustrates that, indeed, caution must be taken when the governing equations
are subjected to such manipulations. From Fig. 3.2 we see that in the case of in-
ﬁnitely weak shocks, that is ul → 0, the shock propagation velocities v approach
the small signal sound speed c0. This behavior agrees with linear acoustics. In
the vicinity of the point (v, ul) = (c0, 0), there is a ﬁne agreement between the
Rankine-Hugoniot jump conditions corresponding to the two conservation laws.
Another observation that relates to Fig. 3.2 is the following. In the case of the
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speciﬁc choice of parameters in the ﬁgure, the sound speed to the right of the
shock is c0, cf. Eqs. (3.18) and (3.19). Thus, when v > c0 the shock propagation
velocity is supersonic with respect to the ﬂuid ahead of the shock2 and the Lax
entropy condition (3.8) is satisﬁed. On the other hand, shocks with 0 < v < c0,
i.e. the lower left rectangle indicated by dotted line, are subsonic with respect
to the ﬂuid ahead of the shock, and thus violate the entropy condition. These
shocks are physically unrealistic.
v/c0
u
l/
c 0
Eq. (3.15)
Eq. (3.21)
0 1 2 3 4 5
-6
-4
-2
0
2
4
6
Fig. 3.2. Comparison of the Rankine-Hugoniot jump conditions (3.20) and (3.24)
corresponding to the system of conservation laws (3.15) and (3.21), respectively. The
following parameters are used: ρr = ρ0, ur = 0 and γ = 1.4.
3.2.3 Traveling Wave Analysis of the Dissipative Equations
In order to study the viscous shock solutions to the dissipative equations (3.13)
and (3.14) we search for a traveling wave solutions of the form
ρ(x, t) = P (ξ), u(x, t) = U(ξ), (3.25)
where ξ = x − vt is a wave variable, and v is the propagation velocity of the
traveling wave. Inserting Eqs. (3.25) into Eq. (3.13) yields
−vP ′ + (PU)′ = 0, (3.26)
−vU ′ +
[
U2
2
+
c20
γ − 1
(
P
ρ0
)γ−1]′
=
ρ0βU
′′
P
, (3.27)
where prime denotes diﬀerentiation with respect to ξ. Integration of Eq. (3.26)
gives
P (U − v) = −C1 ⇔ P =
C1
v − U
, (3.28)
2It can be shown that when v > c0 the shock propagation velocity is subsonic with respect
to the fluid behind the shock.
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where C1 is an integration constant. Using Eq. (3.28) to eliminate P from
Eq. (3.27), rewriting the result and integrating once yields the following ﬁrst
order ordinary diﬀerential equation (ODE) for U(ξ)
c20ρ0
γργ0
(
C1
v − U
)γ
− C1U = ρ0βU
′ + C2, (3.29)
where C2 is yet another integration constant. By separation of variables we
obtain
ξ − x0 = ρ0β
∫ U {c20ρ0
γργ0
(
C1
v − Uˆ
)γ
− C1Uˆ − C2
}−1
dUˆ , (3.30)
where x0 is an integration constant. Equation (3.30) represents the structure of
the exact viscous shock solution to Eq. (3.13). The integral in Eq. (3.30) cannot
be readily solved by analytical methods, however, a solution can be obtained
by means of numerical methods. The viscous shock proﬁles shown in Fig. 3.3
are obtained by solving Eq. (3.30) using an implementation of the trapezoidal
method, which is available in the software package Matlab®.3 Once U is
computed, P follows directly by inserting U into Eq. (3.28). From Fig. 3.3
we see that the structure of weak shocks propagating at velocities near the
small signal sound velocity c0, resemble the structure of the hyperbolic tangent.
For stronger shocks propagating at higher speeds the shock structure becomes
more smooth on the front of the shock and less smooth on the back of the
shock. Furthermore, we observe that the shock thickness is proportional to the
viscous dissipation β. In the lossless limit of β → 0, the thickness of the shock
approaches zero. That is the viscous shock approaches a jump discontinuity.
v = 1.1c0
c0x/β
u
/c
0
v = 5c0
c0x/β
u
/c
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0.1
0.15
Fig. 3.3. Viscous shock profile given by Eq (3.30) with C1 = vρ0, C2 = c
2
0ρ0/γ and
γ = 1.4. The integration constants C1 and C2 are determined in such a way that
ur = 0 and ρr = ρ0, where ur and ρr are the right asymptotic boundary values of U
and P , respectively. Left figure: weak shock propagating at lower speed. Right figure:
strong shock propagating at higher speed.
In order to study the asymptotic boundary conditions of the viscous shock
solution (3.30), it turns out to be convenient to invoke Eq. (3.28) in Eq. (3.29)
3http://www.mathworks.com
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to obtain
c20ρ0
γ
(
P
ρ0
)γ
+ PU2 − vPU = ρ0βU
′ + C2. (3.31)
Furthermore, we note that the viscous shock solution satisﬁes U ′ → 0 and
P ′ → 0 as ξ → ±∞, and we introduce the following notation for its asymptotic
boundary conditions
P →
{
ρr, ξ → +∞
ρl, ξ → −∞
and U →
{
ur, ξ → +∞
ul, ξ → −∞
. (3.32)
Then, introducing Eqs. (3.32) into Eq. (3.31) yields
ξ → +∞ : vρrur = ρru
2
r +
c20ρ0
γ
(
ρr
ρ0
)γ
− C2, (3.33a)
ξ → −∞ : vρlul = ρlu
2
l +
c20ρ0
γ
(
ρl
ρ0
)γ
− C2, (3.33b)
and introducing Eqs. (3.32) into Eq. (3.28) yields
ξ → +∞ : ρr(ur − v) = C1, (3.34a)
ξ → −∞ : ρl(ul − v) = C1. (3.34b)
Finally, subtracting Eq. (3.33b) from Eq. (3.33a), and Eq. (3.34b) from Eq.
(3.34a), yields two equations for the four asymptotic boundary conditions ρr, ρl,
ur, ul, and the propagation velocity v. It is immediately seen that these two
equations are identical to the Rankine-Hugoniot jump condition (3.24), which
correspond to the lossless equations (3.21). Thus, the asymptotic boundary con-
ditions and the propagation velocity of the viscous shock solution to Eq. (3.13)
satisfy the jump condition for the lossless shock solution of Eq. (3.21). Note
also that this result implies, that the equations for the asymptotic boundary
conditions and the propagation velocity obtained in the dissipative case do not
depend on the dissipation parameter β.
In a similar way, we can obtain the viscous shock solution to Eq. (3.14) by
inserting the solution ansatz (3.25) into Eq. (3.14) and repeating the above pro-
cedure. Following these steps, it turns out that the viscous shock solution to
Eq. (3.14) is, in every sense, identical to the viscous shock solution of Eq. (3.13)
derived above. This is not surprising, since in Section 3.2.1 we made the con-
clusion that the dissipative equations (3.13) and (3.14) are equivalent.
3.2.4 Approximations in the Dissipative Terms
In Section 3.2.2 we showed that the jump condition of a lossless shock solution
is altered if the governing equations are subjected to small manipulations that
depend on smoothness. On the other hand, in Section 3.2.3 we demonstrated
that the viscous shock solutions of the dissipative equations are not inﬂuenced by
such manipulations. In the following we shall investigate whether the equations
for the asymptotic boundary conditions and the propagation velocity of a viscous
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shock solution to a system of dissipative equations alters, if we neglect nonlinear
contributions in the dissipative terms. Recall that this particular approximation
scheme was used extensively in the derivation of the higher order and weakly
nonlinear thermoviscous wave equations in the previous chapter. Hence, the
following investigation is of relevance to those equations also.
Equations (3.13) include a nonlinear dissipative term (the term on the right
hand side in the second equation). Expanding 1/ρ in a Taylor series about
ρ = ρ0 yields
1
ρ
=
1
ρ0
−
ρ− ρ0
ρ20
+
(ρ− ρ0)
2
ρ30
+ . . . . (3.35)
Upon substituting Eq. (3.35) into the dissipative term and neglecting nonlinear
contributions,4 Eq. (3.13) reduces to
[
ρ
u
]
t
+

 ρuu2
2
+
c20
γ − 1
(
ρ
ρ0
)γ−1


x
=
[
0
βuxx
]
. (3.36)
Inserting the traveling wave assumption (3.25) into this equation and integrating
once yields
P (U − v) = C1, (3.37)
vU =
U2
2
+
c20
γ − 1
(
P
ρ0
)γ−1
− βU ′ + C2, (3.38)
where C1 and C2 are integration constants. In order to obtain the equations for
the asymptotic boundary conditions of the corresponding viscous shock solution
we note, again, that the solution satisfy U ′ → 0 and P ′ → 0 as ξ → ±∞, and
then repeat the steps (3.32) to (3.34) for Eqs. (3.37) and (3.38). Following this
procedure, we ﬁnd that the resulting equations for the asymptotic boundary
conditions and the propagation velocity are identical to Eqs. (3.20). That is,
the asymptotic boundary conditions of the viscous shock solution of Eq. (3.36)
satisfy the jump condition for the lossless shock solution of Eq. (3.15). Thus,
upon neglecting nonlinear contributions in the dissipative terms in Eq. (3.13),
the corresponding jump condition changed from (3.24) to (3.20). Note that this
result is obtained, despite the fact that the jump conditions do not depend on
β.
3.2.5 Some Remarks on the Jump Conditions
We have now studied the shock solutions to ﬁve diﬀerent versions of the basic
equations for a perfect gas. In each case the Rankine-Hugoniot jump condition
for the lossless shocks, or the equations for the asymptotic boundary conditions
and the propagation velocity of the viscous shocks, are given either by Eqs. (3.20)
or Eqs. (3.24). The speciﬁc ﬁndings are summarized in Table 3.1. The results
signify that, of the two lossless systems of equations (3.15) and (3.21), the latter
4A parallel approximation was introduced in Eq. (2.9).
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one gives the correct physical behavior, since the corresponding jump condition
agrees with that of the dissipative equations (3.13) and (3.14). Equations (3.15)
and (3.36) lead to the same jump condition. This jump condition diﬀers from
the correct physical one, as can be seen in Fig. 3.2. Hence, we have demon-
strated that caution is required if either the lossless equations are subjected to
manipulations that depend on smoothness, or if nonlinear dissipative terms are
neglected in the dissipative equations. Finally, we note that the jump conditions
of the dissipative equations (3.14) and (3.36) are identical to the jump condi-
tions of the corresponding lossless equations (3.21) and (3.15), respectively. In
these two cases the dissipative terms are linear. On the other hand, the jump
condition of the dissipative equation (3.13) is not identical to the corresponding
lossless equation (3.15). In this case the dissipative term is nonlinear.
3.3 The Basic Equations for Arbitrary Fluids
In the following we brieﬂy discuss shock solutions in the case of an arbitrary ﬂuid
described by the state equation (2.26). If in Section 3.2.1 we replace Eq. (3.11)
by Eq. (2.26), we ﬁnd that Eq. (3.14) becomes
[
ρ
ρu
]
t
+

 ρu
ρu2 + c20(1−B/A)ρ+
c20
ρ0
B/A
2
ρ2


x
=
[
0
ρ0βuxx
]
. (3.39)
Setting β = 0 in Eqs. (3.39) yields a system of conservation laws, for which the
Rankine-Hugoniot jump condition (3.7) gives
[ρ(u− v)]
r
l = 0, (3.40a)[
c20(1−B/A)ρ+
c20
ρ0
B/A
2
ρ2 + ρu2 − vρu
]r
l
= 0. (3.40b)
Recall that if γ − 1 is replaced by B/A in the acoustic wave equations intro-
duced in Chapter 2, i.e. the higher order and the weakly nonlinear equations,
these equations model arbitrary ﬂuids described by the state equation (2.26),
cf. Section 2.2.4. Equation (3.40) is the reference (or exact) jump condition
for this case derived from the basic equations. Accordingly, we are going to
compare the jump conditions derived from the wave equations with the jump
condition (3.40), in later sections of this chapter.
The structure of the viscous shock solution of Eqs. (3.39) can be derived
by invoking Eqs. (3.25). Omitting the details of the derivation, we obtain the
following result
ξ − x0
β
= A0 ln(|U |) +A1 ln(|U − u1|) +A2 ln(|U − u2|), (3.41)
where A0, A1, A2, u1 and u2 can be expressed in terms of c0, B/A, v, ur and
ρr. Equation (3.41) gives an implicit closed form expression for the solution
ξ(U). However, from Eq. (3.41) we cannot, in general, obtain an explicit closed
form expression for U(ξ). Nevertheless, one can easily compute ξ(U) and plot
U versus ξ. The structure of the solution is similar to that for the case of a
perfect gas presented in Fig. 3.3.
Table 3.1. The table summarizes the lossless and dissipative equations and their shock solutions. The equations for the asymptotic boundary conditions
(BCs) for the viscous shocks (left column), and the jump conditions for the lossless shocks (right column), are defined either by Eqs. (i) and (ii), or by
Eqs. (i) and (iii),a in accordance with Eqs. (3.20) and (3.24). Equation (3.36) is obtained by linearizing the dissipative term in Eq. (3.13).
Dissipative cases (β 6= 0) Lossless cases (β = 0)
Equation
Asymptotic
BCs
Equation
Jump
condition
(3.13):

 ρ
u


t
+

 ρuu2
2
+
c20
γ − 1
(
ρ
ρ0
)γ−1


x
=

 0ρ0βuxx
ρ

 (i), (iii) (3.15):

 ρ
u


t
+

 ρuu2
2
+
c20
γ − 1
(
ρ
ρ0
)γ−1


x
= 0 (i), (ii)
(3.14):

 ρ
ρu


t
+

 ρu
ρu2 +
c20ρ0
γ
(
ρ
ρ0
)γ


x
=

 0
ρ0βuxx

 (i), (iii) (3.21):

 ρ
ρu


t
+

 ρu
ρu2 +
c20ρ0
γ
(
ρ
ρ0
)γ


x
= 0 (i), (iii)
(3.36):

 ρ
u


t
+

 ρuu2
2
+
c20
γ − 1
(
ρ
ρ0
)γ−1


x
=

 0
βuxx

 (i), (ii)
a Jump conditions
[ρ(u− v)]
r
l = 0 (i),
[
c20
γ − 1
(
ρ
ρ0
)γ−1
+
u2
2
− vu
]r
l
= 0 (ii),
[
c20ρ0
γ
(
ρ
ρ0
)γ
+ ρu2 − vρu
]r
l
= 0 (iii).
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3.4 The classical Rankine-Hugoniot relations
For the sake of completeness, we include here the following classical result.
Within ﬂuid dynamics the Rankine-Hugoniot shock relations, connect the phys-
ical quantities of the ﬂow on each side of a shock. These relations are conserva-
tion equations for mass, momentum and energy. For further details see e.g. the
textbooks by Landau and Lifshitz (1987) and Chapman (2000).
Using the notation introduced in Eq. (3.6) the Rankine-Hugoniot relations
may be written as
mass : [ρ (u− v)]rl = 0, (3.42)
momentum :
[
p+ ρ (u− v)
2
]r
l
= 0, (3.43)
energy :
[
h+ (u− v)
2
/2
]r
l
= 0, (3.44)
where v is the shock propagation velocity and h is the enthalpy. All the model
equations discussed in this chapter employ the isentropic approximation. In this
case the conservation-of-energy equation (3.44) drops out (LeVeque, 2002). It is
immediately seen that Eq. (3.42) is identical to Eq. (3.24a). Furthermore, using
Eq. (3.11) to eliminate p from Eq. (3.43) yields
[
c20ρ0
γ
(
ρ
ρ0
)γ
+ ρu2 + v(vρ)− 2vρu
]r
l
= 0. (3.45)
Then, rewriting Eq. (3.42) as [vρ]rl = [ρu]
r
l and inserting this into (3.45) we
obtain a jump condition which is identical to Eq. (3.24b). Thus, the jump
condition derived from the Euler equations (3.21), agrees with the classical ﬂuid
dynamical Rankine-Hugoniot relations.
3.5 The Higher Order Acoustic Wave Equation
In the following we study shock solutions of the higher order acoustic wave
equation (2.24), which we repeat here for convenience
ψtt − c
2
0ψxx = (γ − 1)ψxxψt + 2ψxtψx −
γ + 1
2
(ψx)
2
ψxx + bψxxt. (3.46)
In order to investigate lossless shock solutions, we are going to reformulate
Eq. (3.46) as a system of conservation laws. Furthermore, we ﬁnd the structure
of the thermoviscous shock solution by means of traveling wave analysis. Recall
that, according to Section 2.2.5, Eq. (3.46) is an approximation to the system of
the three basic equations (2.1), (2.2) and (2.4). The equation of state (2.4) takes
the form of either the perfect gas state equation (2.19), or the quadratic equation
state (2.26). Hence, it is relevant to compare the shock solutions derived from
Eq. (3.46) to those derived from the basic equations in the previous sections.
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3.5.1 Lossless Case
In order to reformulate Eq. (3.46) as a system of conservation laws we introduce
η = ψt, (3.47)
use Eq. (2.15), that is u = −ψx, in order to obtain the following system of
equations

 η −
(
1−
γ − 1
2
)
u2
u


t
+
[ [
c20 + (γ − 1)η
]
u−
γ + 1
6
u3
η
]
x
=
[
buxt
0
]
. (3.48)
Now, we introduce the variable transformation
ϑ = η −
(
1−
γ − 1
2
)
u2, (3.49)
which, upon substitution into Eq. (3.48), yields
[
ϑ
u
]
t
+


{
c20 + (γ − 1)
[
ϑ+
(
1−
γ − 1
2
)
u2
]}
u−
γ + 1
6
u3
ϑ+
(
1−
γ − 1
2
)
u2


x
=
[
−buxt
0
]
. (3.50)
Upon neglecting the linear dissipative term on the right hand side Eqs. (3.50)
reduce to a system of conservation laws. Comparing with Eq. (3.1) we ﬁnd that
q =
[
ϑ
u
]
, (3.51)
f =


{
c20 + (γ − 1)
[
ϑ+
(
1−
γ − 1
2
)
u2
]}
u−
γ + 1
6
u3
ϑ+
(
1−
γ − 1
2
)
u2

 . (3.52)
The eigenvalues of the Jacobian matrix f ′(q) are
λ1,2 = u∓
√
c20 + (γ − 1)
(
2− γ
2
u2 + ϑ
)
. (3.53)
Upon inserting Eq. (3.49) into Eq. (3.53) the eigenvalues can be written in terms
of η and u as
λ1,2 = u∓
√
c20 + (γ − 1)
(
η −
u2
2
)
. (3.54)
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Furthermore, by substituting Eq. (2.35) into Eq. (3.54) we may write the eigen-
values in terms of ρ and u as
λ1,2 = u∓ c0
√(
ρ
ρ0
)γ−1
. (3.55)
These eigenvalues are identical to those given in Eq. (3.18). Thus, the eigenval-
ues of the lossless higher order acoustic wave equation are identical to those of
the Euler equations for a perfect gas. This is not surprising since the lossless
higher order equation is exact, i.e. it retains all nonlinear contributions from the
Euler equations, cf. Section 2.2.6.
For the conservation law given by Eqs. (3.50) with b = 0, the Rankine-
Hugoniot jump condition (3.7) gives
[
c20u+ (γ − 1)ϑu−
3γ2 − 11γ + 10
6
u3 − vϑ
]r
l
= 0. (3.56a)[
ϑ+
3− γ
2
u2 − vu
]r
l
= 0. (3.56b)
This jump condition can be expressed in terms of η and u by invoking (3.49).
Furthermore, upon solving Eq. (2.35) for η = ψt yields
η =
c20
γ − 1
[(
ρ
ρ0
)γ−1
− 1
]
−
u2
2
, (3.57)
and by inserting Eq. (3.57) into Eq. (3.49) we obtain
ϑ =
c20
γ − 1
[(
ρ
ρ0
)γ−1
− 1
]
−
2− γ
2
u2. (3.58)
Thus, by inserting Eq. (3.58) into Eqs. (3.56), the jump condition can be ex-
pressed in terms of ρ and u.
In Fig. 3.4 we compare the jump condition (3.56) (red curve) to the jump
conditions derived from the basic equations for a perfect gas (blue curve) and a
ﬂuid with a quadratic equation of state (cyan curve). The last-mentioned jump
conditions are given by Eqs. (3.24) and (3.40), respectively. The curves in the
ﬁgures are obtained by eliminating ρl from the jump conditions, setting ρr = ρ0
and ur = 0, and plotting ul versus v. The blue curve is identical to the blue
curve in Fig. 3.2. Despite the fact that the higher order equation is exact in the
case of a perfect gas, we see that the corresponding jump condition (red curve)
is not identical to that derived from the Euler equations for a perfect gas (blue
curve). The reason for this disagreement is that the derivation of the lossless
higher order wave equation from the Euler equations, relies on manipulations
that depend on smoothness. Thus, the two models are not equivalent for solu-
tions with shocks, cf. Section 3.2.2. Finally, we note that the jump conditions
which correspond to Eqs. (3.39) and (3.50) include unphysical branches (dashed
curves), see discussion in Appendix C.
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Fig. 3.4. Comparison of the Rankine-Hugoniot jump conditions (3.24), (3.40) and
(3.56) corresponding to the systems of equations (3.14), (3.39) and (3.50), respectively.
The following parameters are used: ρr = ρ0, ur = 0, γ = 1.4 and B/A = 0.4.
Due to the fact that the lossless version of the higher order wave equation
is exact with respect to the Euler equations for a perfect gas, it is expected
that the two models are equivalent for smooth solutions. In order to investigate
this behavior we perform numerical simulations of the two models, using the
following smooth Gaussian pulse as initial condition
ρ(x, 0) = 1 +D1 exp(−x
2), u(x, 0) = D2, (3.59)
where D1 and D2 are constants. Invoking Eq. (3.57) we ﬁnd the corresponding
initial condition for η as
η(x, 0) =
[1 +D1 exp(−x
2)]γ−1 − 1
γ − 1
+
D22
2
. (3.60)
The result of the numerical simulation of the Euler equations is shown in Fig. 3.5.
The numerical solution, and all subsequent numerical solutions, are computed
using the Comsol Multiphysics® software package,5 which is a set of algo-
rithms based on the ﬁnite element method for discretizing and solving partial
diﬀerential equations. The Comsol Multiphysics code that computes the nu-
merical solutions shown in Figs. 3.5–3.7 can be found in Appendix D. In Fig. 3.6
we plot the L1-norm of the diﬀerence between the numerical solutions of the two
models for u, as a function of time. That is to say, we plot the quantity
L1error(t) =
1
N
N−1∑
i=0
|uHOE(xi, t)− uEuler(xi, t)|, (3.61)
where N is the number of computational elements used, xi is the center of each
element and HOE denotes the lossless Higher Order acoustic wave Equation.
5http://www.comsol.com
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Fig. 3.5. Numerical simulation of the Euler equations (3.21) for a perfect gas subject
to the initial condition (3.59) with D1 = 0.8 and D2 = 0.7. The solution is shown at
four different instants in time. The following parameter is used: γ = 1.4.
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Fig. 3.6. L1-norm, defined in Eq. (3.61), of the difference between the numerical
solution shown in Fig. 3.5 and the corresponding numerical solution of the lossless
higher order acoustic wave equation (2.33).
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From Fig. 3.6 we see that there exists an instant in time tc ≈ 3.5, such that the
diﬀerence between the two numerical solutions is practically zero when t < tc,
and grows with time when t > tc. We assume that tc corresponds to the instant
in time at which shocks form in the solutions. Accordingly, Fig. 3.6 clearly
demonstrates that the the two models, i.e. Eqs. (2.33) and (3.21), are equivalent
for smooth solutions, but not equivalent for solutions with shocks. Details of
the diﬀerence between the two solutions are clearly evident from Fig. 3.7, which
shows both solutions at t = 8. From the ﬁgure we see that the shock in the
higher order equation (red curve) have traveled a shorter distance than the
shock in the Euler equations (blue curve). This behavior is in agreement with
the shock jump conditions, since in Fig. 3.4 we observe that for a ﬁxed value of
ul, the propagation velocity of a shock in the higher order equation is smaller
than the propagation velocity of a shock in the Euler equations.
x
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Fig. 3.7. Comparison of the numerical solutions of the Euler equations (blue line)
and the higher order acoustic wave equation (red line) at t = 8.
3.5.2 Dissipative Case
The thermoviscous shock solution of Eq. (3.46) is studied in detail in the ma-
nuscript in Appendix C. Our derivation of the exact traveling wave solution is
based on the following solution ansatz
ψ(x, t) = Ψ(ξ)− u1x+ η1t, (3.62)
where ξ = x − vt, and u1 and η1 are arbitrary constants. Compared to the
usual traveling wave assumption ψ(x, t) = Ψ(ξ), the inclusion of −u1x + η1t
in Eq. (3.62) leads to a solution with increased ﬂexibility in the asymptotic
boundary conditions for u = −ψx and η = ψt. This increased ﬂexibility is
necessary in order for the equations for asymptotic boundary conditions and
the propagation velocity of the smooth shock solution to be consistent with the
Rankine-Hugoniot jump condition introduced above. The asymptotic bound-
ary conditions and the propagation velocity of the thermoviscous shock solution
must satisfy Eqs. (21) in Appendix C. These equations are found to be equiv-
alent to the jump condition (3.56). Thus, the asymptotic boundary conditions
of the thermoviscous shock solution of Eq. (3.46) satisfy the jump condition for
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the lossless shock solution of Eqs. (3.50). These jump conditions disagree with
the jump condition of the Navier-Stokes equations (3.14). The reason for this
disagreement is that all nonlinear dissipative terms are neglected in the deriva-
tion of the higher order equation (3.46), cf. Section 3.2.4. In order to obtain a
wave equation of which the corresponding jump condition agrees with that of
Eqs. (3.14), one should keep all nonlinear dissipative terms. We did make some
attempts to derive such a wave equation. However, it turns out that such a
derivation become unfeasible.
The structure of the thermoviscous shock solution obtained is given by
Eq. (23) in Appendix C. Note that the structure of this equation is identi-
cal to the structure of Eq. (3.41), that was derived from the basic equations
for a ﬂuid with a quadratic equation of state. However, the coeﬃcients in the
two equations diﬀer. In Fig. 3.8 we compare the structure of the thermoviscous
shock solution derived from the higher order acoustic wave equation (red curve)
to that derived from the basic equations for a perfect gas (blue curve). Identical
parameters are used in the two ﬁgures, that is the two shocks propagate at the
same speed. The diﬀerence in the asymptotic boundary conditions of the shocks
is in accordance with the disagreement between the jump conditions discussed
above, see Fig. 3.4. Finally, we note that there is a qualitative diﬀerence be-
tween the two shock proﬁles. In the case of the basic equations (blue curve), the
shock structure is more smooth on the front of the shock and less smooth on the
back of the shock. On the other hand, in the case of the higher order equation
(red curve), the shock structure is less smooth on the front of the shock and
more smooth on the back of the shock. In the case of weak shocks propagating
at velocities near the small signal sound velocity c0, it is found that both shock
solutions resemble the structure of the hyperbolic tangent.
Interestingly, the red curve in Fig. 3.8 is remarkably similar to those shown
in Fig. 1 of Jordan (2006), which depict poroacoustic travelling waveforms.
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Fig. 3.8. Profiles of the shock solutions of Eq. (3.14) (blue line) and Eq. (3.46) (red
line). The following parameters were used: ρr = ρ0, ur = 0, v = 3c0 and γ = 1.4.
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3.6 The Weakly Nonlinear Wave Equations
In the following we give some results related to the thermoviscous shock solutions
of the straightforward weakly nonlinear equation, the Kuznetsov equation and
the Hamiltonian weakly nonlinear equation that are introduced in Section 2.4.
The thermoviscous shock solution of the Kuznetsov equation is studied recently
in detail by Jordan (2004). The thermoviscous shock solution of the Hamiltonian
weakly nonlinear equation is studied in detail in the manuscript in Appendix A.
Generally, the thermoviscous shock proﬁles can be obtained by invoking the
solution ansatz (3.62). For each of the three weakly nonlinear wave equations,
the structure of the thermoviscous shock can be expressed explicitly in terms
of the hyperbolic tangent function, see e.g. Eq. (23) in Appendix A. Hence, in
contrast to the shock proﬁles discussed in the previous sections, the proﬁle of
the shocks derived from the weakly nonlinear equations is independent of the
strength of the shocks. The equations for the asymptotic boundary conditions
may be written in following way. In the case of the straightforward weakly
nonlinear equation we ﬁnd
ul =
v2 − 2urv − c
2
0 − (γ − 1)ηr
v
(
1 +
γ − 1
2c20
) + ur, (3.63)
for the Kuznetsov equation we obtain
ul =
(
1−
γ − 1
c20
ηr
)
v2 − 2urv − c
2
0 − ηr
v
(
1 +
γ − 1
2c20
v2
) + ur, (3.64)
and in the case of the Hamiltonian weakly nonlinear equation we ﬁnd the fol-
lowing
ul =
(
1−
γ − 2
c20
ηr
)
v2 − 2urv − c
2
0 − ηr
v
(
3
2
+
γ − 2
2c20
v2
) + ur. (3.65)
cf. Eq. (29) in Appendix A. In Figs. 3.9 and 3.10 we compare these three jump
conditions to the jump conditions corresponding to the basic equations and the
higher order wave equation. In the case of γ = 1.4 and B/A = 0.4, i.e. Fig. 3.9,
we see that the jump condition corresponding to the straightforward weakly
nonlinear equation (magenta curve) is the one which is closest to the reference
(or exact) jump conditions obtained from the basic equations (blue and cyan
curves). It is somewhat surprising that the straightforward weakly nonlinear
equation gives a better performance than the higher order equation, since the
straightforward weakly nonlinear equation is obtained by neglecting the cubic
nonlinear term in the higher order equation, cf. Section 2.4. As a matter of
fact, it is reasonable to expect the higher order equation to give the highest
accuracy of the two. However, in the derivation of the higher order equation
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we neglect nonlinear contributions in the dissipative terms, and in Section 3.2.4
we demonstrated that neglecting such terms leads to unpredictable changes in
the corresponding jump condition. This is in fact the explanation why the
shock jump condition corresponding to the straightforward nonlinear equation
may give a higher accuracy than the shock jump condition corresponding to
the higher order equation. In the case of γ = 11 and B/A = 10, i.e. Fig. 3.10,
we see that the higher order equation gives a slightly better performance than
the straightforward weakly nonlinear equation. Note that γ = 11 lies outside
the range of single-phase perfect gases, for which 1 < γ < 1.7, but may be
applicable to certain multi-phase gases, see Makarov and Ochmann (1996a). In
both Figs. 3.9 and 3.10, the Kuznetsov equation and the Hamiltonian weakly
nonlinear equation performs worse than the straightforward weakly nonlinear
equation.
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Fig. 3.9. Comparison of the jump conditions (3.24), (3.40), (3.56), (3.63), (3.64) and
(3.65) corresponding to the basic equations for a perfect gas (3.14) (blue curve), the
basic equations for a fluid with a quadratic equation of state (3.39) (cyan curve), the
higher order wave equation (3.46) (red curve), the straightforward weakly nonlinear
equation (2.48) (magenta curve), the Kuznetsov equation (2.49) (green curve) and
the Hamiltonian weakly nonlinear equation (2.52) (black curve), respectively. The
following parameters are used: ρr = ρ0, ur = 0, γ = 1.4 and B/A = 0.4. The two
figures show the same data on different scales.
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Fig. 3.10. Continued from Fig. 3.9. The following parameters are used: γ = 11
and B/A = 10. Note that red and magenta curves, and the black and green curves,
respectively, coincide for v > c0 in the topmost plot.
Chapter 4
Stability Analysis
In this chapter we discuss stability properties of solutions to the nonlinear acous-
tic equations introduced in Chapter 2. The question of stability is what will
happen if a given solution is slightly perturbed. Does the solution recover to its
original shape, or does the disturbance grow until the initial solution is lost? In
particular we are going to investigate the stability properties of an elementary
solution in which the ﬂuid particle velocity u take a constant value for all x and
t, and the ﬂuid density ρ take a constant value for all x and t. It turns out that
the stability properties of more complex solutions can be related to the stability
properties of the elementary solution.
4.1 Euler’s Equations for a Perfect Gas
We consider the solution
ρ(x, t) = L, u(x, t) = K, (4.1)
where K and L are arbitrary constants. Equations (4.1) represent an exact
solution of Euler’s equations for a perfect gas (3.21). In order to investigate the
linear stability properties of this solution we introduce perturbations ρ¯(x, t) and
u¯(x, t) in the following way
ρ(x, t) = L+ ǫρ¯(x, t), u(x, t) = K + ǫu¯(x, t), (4.2)
where ǫ≪ 1. Inserting Eqs. (4.2) into Eqs. (3.21) and keeping terms up to ﬁrst
order in ǫ yields the following linear equations for the perturbations
ρ¯t + Lu¯x +Kρ¯x = 0, (4.3a)
Lu¯t +Kρ¯t + 2KLu¯x +
[
K2 − c20
(
L
ρ0
)γ−1]
ρ¯x = 0. (4.3b)
Diﬀerentiating Eqs. (4.3) with respect to x and t yields
ρ¯xt + Lu¯xx +Kρ¯xx = 0, (4.4a)
ρ¯tt + Lu¯xt +Kρ¯xt = 0, (4.4b)
38
4.2. Nonlinear Acoustic Wave Equations 39
Lu¯xt +Kρ¯xt + 2KLu¯xx +
[
K2 − c20
(
L
ρ0
)γ−1]
ρ¯xx = 0, (4.4c)
Lu¯tt +Kρ¯tt + 2KLu¯xt +
[
K2 − c20
(
L
ρ0
)γ−1]
ρ¯xt = 0. (4.4d)
These four equations can be combined to yield the following two equations for
the perturbations ρ¯ and u¯
ρ¯tt + 2Kρ¯xt +
[
K2 − c20
(
L
ρ0
)γ−1]
ρ¯xx = 0, (4.5a)
u¯tt + 2Ku¯xt +
[
K2 − c20
(
L
ρ0
)γ−1]
u¯xx = 0. (4.5b)
Inserting the single Fourier mode ei(kx−ωt), where k is the wave number and
ω is the angular frequency, into either of Eqs. (4.5), we obtain the following
dispersion relation
ω = 2Kk ±
√
4c20k
2
(
L
ρ0
)γ−1
. (4.6)
Since L > 0 and ρ0 > 0, we ﬁnd that the imaginary part of ω is always zero.
Accordingly, the Fourier mode ei(kx−ωt) will be purely oscillatory in nature.
Thus, the solutions of Eqs. (4.5) will never grow in time, i.e. the solution (4.1)
of Eqs. (3.21) is never linearly unstable.
4.2 Nonlinear Acoustic Wave Equations
In order to study the linear stability properties of solutions to the dissipative
wave equations for the velocity potential ψ, we consider the solution
ψ(x, t) = −Kx+ Lt, (4.7)
where K and L are arbitrary constants. Hence, the partial derivatives of ψ take
the constant values u(x, t) = K and η(x, t) = L. The linear stability analyses
of the wave equations is basically along the same lines as the analysis of the
Euler equations in the previous section. Details of the analyses in the case
of the Hamiltonian weakly nonlinear wave equation and the higher order wave
equation are given in the manuscripts in Appendix A and C, respectively. For
each of the wave equations it turns out that there exists a stability criterion
that must be fulﬁlled in order for the solution (4.7) to be asymptotically stable.
If the stability criterion is not met, a small perturbation of the solution will
grow with time. In the following we summarize the criteria obtained. In the
case of the higher order acoustic wave equation (2.24) we ﬁnd that the following
criteria must be met in order for the solution (4.7) to be asymptotically stable
γ + 1
2
K2 − (γ − 1)L− c20 < 0. (4.8)
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In the case of the straightforward weakly nonlinear equation (2.48) we ﬁnd
L >
c20
γ − 1
. (4.9)
For the Kuznetsov equation (2.49) we ﬁnd
−c20 < L <
c20
γ − 1
. (4.10)
In the case of the Hamiltonian weakly nonlinear equation (2.52) we ﬁnd one
criterion that applies to γ − 1 < 1 and a diﬀerent one that applies to γ − 1 > 1
as
γ − 1 > 1 : −c20 < L <
c20
γ − 2
(4.11)
γ − 1 < 1 : −c20 < L <∞. (4.12)
Note that none of these stability criteria depend on the thermoviscous dissipa-
tion parameter b. From the details of the analysis it follows that the above
stability criteria apply equally well to the lossless and dissipative versions of the
wave equations.
In the following we are going to demonstrate that the above stability criteria
can be applied to more general solutions than the elementary one discussed
above. In particular we demonstrate that if just some part of a solution violates
the stability criteria, the solution is unstable. In the case of the higher order
equation that is to say, that the solution is unstable if the quantity
g(x, t) =
γ + 1
2
u(x, t)2 − (γ − 1)η(x, t)− c20 (4.13)
is positive at just a single point, or in a limited region in space and time. The
quantity g is obtained by substituting L = η(x, t) and K = u(x, t) into Eq. (4.8).
As an example to demonstrate this behavior in the case of the lossless higher
order equation, we repeat the numerical simulation in Figs. 3.5–3.7 for a slightly
diﬀerent value of D2. From the numerical solution shown in Fig. 4.1 we see that
at t = 0 and t = 0.48, g < 0 everywhere on the spatial domain. At t = 0.74 we
observe an instability in the solution around x = 1.6. Furthermore, we see that
g > 0, just in the spatial neighborhood of the instability. The instability grows
rapidly and causes the numerical algorithm to fail further integration in time.
This behavior demonstrates that, indeed, the solution is unstable if just some
part of the solution violates the stability criterion. The occurrence of instability
is not observed in the numerical simulation in Figs. 3.5–3.7. This observation is
in agreement with the above stability criterion, since in that simulation it was
found that g < 0 for all x and t.
From the analysis of the previous chapters we know that the lossless higher
order wave equation (2.33) and the Euler equations (3.21) for a perfect gas
are equivalent for smooth solutions. Thus, it is somewhat surprising that in-
stabilities occur in solutions of the higher order equation, whereas the same
kind of instablilities never occur in solutions of the Euler equations. In order
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to investigate this behavior we solve the Euler equations subject to the same
initial conditions as in Fig. 4.1. Then, we plot the L1-norm of the diﬀerence
between the numerical solutions of the two models for u, as a function of time,
see Fig. 4.2. From the ﬁgure we see that when t < ts, where ts ≈ 0.73, the
diﬀerence between the two solutions is practically zero. For t > ts the diﬀerence
between the two solutions grows rapidly. ts is the instant in time at which the
instability sets in, in the solution of the higher order equation. The solution of
the Euler equations show no instability and the solution resembles the solution
in Fig. 3.5, also for t > ts.
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Fig. 4.1. Numerical simulation of the lossless higher order acoustic wave equa-
tion (2.33) subject to the initial condition (3.60) with D1 = 0.8 and D2 = 0.8. The
solution is shown at three different instants in time: t = 0 (black curve), t = 0.48
(green curve), and t = 0.74 (red curve). ρ and g are defined by Eqs. (2.35) and (4.13),
respectively.
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Fig. 4.2. L1-norm, defined in Eq. (3.61), of the difference between the numerical
solution shown in Fig. 4.1 and the corresponding numerical solution of the Euler equa-
tions (3.21).
Chapter 5
Wave Steepening and Shock
Formation
In this chapter we are going to study progressive-wave motion generated by
a source at one end of a one-dimensional semi-inﬁnite domain. Our study is
limited to the case of sinusoidal source excitation. Furthermore, our study is
limited to the case of lossless ﬂuids. Due to nonlinear terms in the model
equations, steepening of the waveform occurs, since larger amplitude portions
of the waveform travels faster than lower amplitude portions. This steepening
causes discontinuities, or shocks, to develop in the waveform. We are going to
demonstrate that these shocks satisfy the Rankine-Hugoniot jump conditions
discussed in Chapter 3. In particular we are going to compare solutions of the
lossless higher order acoustic wave equation and the Euler equations for a perfect
gas. These models are equivalent for smooth solutions, but not equivalent for
solutions with shocks. In a recent paper Christov et al. (2007) compare and
assess the accuracy of three lossless weakly nonlinear acoustic wave equations,
through a numerical study of shock formation. In the second section of this
chapter, we shall study the accuracy of the Hamiltonian weakly nonlinear wave
equation proposed in Section 2.4.3, by comparing its solution to the results
reported by Christov and coworkers.
5.1 The Euler Equations and the Higher Order Equation
We start by considering the Euler equations for a perfect gas (3.21) subject to
the initial conditions
ρ(x, t = 0) = ρ0, u(x, t = 0) = 0, (5.1)
which reﬂect the fact that the medium ahead of the wave front is in its equilib-
rium state. For the left boundary condition we choose
u(x = 0, t) = c0 sinπt, (5.2)
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which is a natural choice when studying, for example, the motion of pistons.
In order to simulate a semi-inﬁnite domain, we chose the spatial domain on
which the equations are solved to have a length l, which is large enough so that
reﬂections from the right boundary do not occur. The boundary condition on
the right boundary is chosen to be u(x = l, t) = 0. Throughout this chapter we
take γ = 1.4, which corresponds to air at 20℃. From the numerical solution of
the problem, which is shown Fig. 5.1, we observe the following: at t = 0.3 the
solution is smooth (i.e. there is no shock in the solution), at t = 0.9 a shock
occurs in the solution, and at t = 1.5 the shock is fully developed.
In Chapter 3 we demonstrated that the Euler equations (3.21) for a perfect
gas and the lossless higher order acoustic wave equation (2.33) are equivalent
for smooth solutions, but not equivalent for solutions with shocks. In order to
investigate this behavior we solve Eq. (2.33) subject to the above boundary and
initial conditions, and compare the solution to that of the Euler equations. In
particular we plot in Fig. 5.2 the L1-norm of the diﬀerence between the two
solutions for u, as a function of time. That is to say, we plot the quantity (3.61).
From Fig. 5.2 we see that there exists an instant in time tc ≈ 0.5, such that the
diﬀerence between the two numerical solutions is practically zero when t < tc,
and grows with time when t > tc. We assume that tc corresponds to the
instant in time at which shocks form in the solutions. Accordingly, Fig. 5.2
clearly demonstrates that the Eqs. (2.33) and (3.21) are equivalent for smooth
solutions, but not equivalent for solutions with shocks. Details of the diﬀerence
between the two solutions are clearly evident from Fig. 5.3, which shows both
solutions at t = 1.5.
In order to gain further insight into the process of shock formation, and the
diﬀerence between two models (i.e. the Euler equations and the higher order
equation), we plot in Fig. 5.4 the spatial positions of the wave fronts of the
progressive disturbances as function of time. That is to say, we draw the contour
lines determined by u = 0+. The slope of these contour lines represent the
propagation velocity of the wave fronts. From the ﬁgures we see that for 0 <
t < tc, the wave fronts in the solutions of both models propagate at the small-
signal speed of sound c0. As the shocks form at t = tc, the wave fronts start
to accelerate because the propagation velocity of the shocks is greater that the
small-signal sound velocity. At t = 1.5 the propagation velocities of the fully
developed shocks is found to be 1.57× c0 in the case of the Euler equations, and
1.47×c0 in case of the higher order equation. At t = 1.5 the fully developed shock
in the solution of the Euler equations jumps between ur and ul in u, and between
ρr and ρl in ρ, as indicated in Fig. 5.1. In order to investigate if this shock
satisﬁes the Rankine-Hugoniot jump condition we insert ρr = ρ0, ur = 0 and
the value of ul read oﬀ from the numerical solution into Eqs. (3.24), which are
the jump condition corresponding to the Euler equations (3.21) for a perfect gas.
The values of ρl and v obtained by solving the resulting equations agree perfectly
well with those observed in the numerical solution. Hence, we have demonstrated
that the fully developed shock in the solution of the Euler equations satisﬁes
the Rankine-Hugoniot jump condition of the governing equations. In a similar
manner we found that the fully developed shock observed in the solution of
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the higher order acoustic wave equation satisﬁes the corresponding Rankine-
Hugoniot jump condition (3.56).
46 Chapter 5. Wave Steepening and Shock Formation
ρ at t = 0 u at t = 0
ρ at t = 0.3 u at t = 0.3
ρ at t = 0.9 u at t = 0.9
ρ at t = 1.5
x
u at t = 1.5
x
0 0.5 1 1.5 20 0.5 1 1.5 2
ur
ul
-0.5
0
0.5
1
ρr
ρl
0
0.5
1
1.5
2
-0.5
0
0.5
1
0
0.5
1
1.5
2
-0.5
0
0.5
1
0
0.5
1
1.5
2
-0.5
0
0.5
1
0
0.5
1
1.5
2
Fig. 5.1. Numerical simulation of the Euler equations (3.21) for a perfect gas subject
to the initial and boundary conditions (5.1) and (5.2). The solution is shown at four
different instants in time. The fully developed shock observed at t = 1.5 jumps between
ρr and ρl in ρ, and between ur and ul in u.
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Fig. 5.2. L1-norm, defined in Eq. (3.61), of the difference between the numerical
solution shown in Fig. 5.1 and the corresponding numerical solution of the lossless
higher order acoustic wave equation (2.33).
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Fig. 5.3. Comparison of the numerical solutions of the Euler equations (blue line)
and the higher order acoustic wave equation (red line) at t = 1.5.
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Fig. 5.4. Spatial positions of the wave fronts of the progressive disturbances as
function of time. m denotes the slopes of the straight lines. The color convention is
the same as in Fig. 5.3.
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5.2 Accuracy of the Hamiltonian Weakly Nonlinear Equation
In their recent paper Christov et al. (2007) compare three lossless weakly nonlin-
ear acoustic wave equations to the ‘exact’ Euler equations through a numerical
study of shock formation, and assess the accuracy of the approximate equa-
tions. The three weakly nonlinear equations considered by Christov et al. are
the straightforward weakly nonlinear equation, the Kuznetsov equation and the
Lighthill-Westervelt equation (Westervelt, 1963). The two ﬁrst equations are
introduced in Chapter 2. The latter of the three equations is a well-established
model equation in nonlinear acoustics. However, Christov and coworkers con-
clude that the Lighthill-Westervelt equation gives the poorest performance of the
three equations in their study of shock formation. Accordingly, the Lighthill-
Westervelt equation is not discussed here. The investigations conducted by
Christov and coauthors do not include the Hamiltonian weakly nonlinear equa-
tion (2.52). In order to assess the accuracy of this equation compared to the
straightforward weakly nonlinear equation and Kuznetsov’s equation, we are go-
ing to reproduce some of the results reported by Christov et al., and additionally
include the Hamiltonian weakly nonlinear equation in our study.
In their study Christov and coworkers introduced the following dimensionless
variables denoted by tilde
x˜ = x/L, t˜ = t(c0/L), ψ˜ = ψ/(umaxL),
p˜ = p/(ρ0c
2
0), ρ˜ = ρ/ρ0, u˜ = u/umax,
(5.3)
where umax = max |u| and L denote characteristic speed and length, respectively.
In terms of these variables (omitting the tilde) the Euler equations (3.21) become
[
ρ
ρu
]
t
+
[
ερu
ερu2 + ργ/(γε)
]
x
= 0, (5.4)
and the lossless higher order acoustic wave equation (2.33) becomes
ψtt − c
2
0ψxx = ε(γ − 1)ψxxψt + 2εψxtψx − ε
2 γ + 1
2
(ψx)
2
ψxx. (5.5)
Here ε = umax/c0 is the Mach number of the ﬂow. From Eq. (5.5) follows
directly the non-dimensional versions of the weakly nonlinear equations, cf. Sec-
tion 2.4. In terms of the non-dimensional variables (again omitting the tilde)
the density (2.35) becomes
ρ =
[
1 + ε(γ − 1)
(
ψt − ε
(ψx)
2
2
)] 1
γ−1
, (5.6)
which is the exact relationship between ρ and ψ in the context of Eq. (5.5).
Making a Taylor expansion of Eq. (5.6) around (η, u) = (0, 0) and neglecting
terms that are second and higher order in ε yields
ρ = 1 + εη, (5.7)
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where η = ψt. It is not immediately clear which one of Eqs. (5.6) and (5.7) is the
best suitable to apply, in order to compute ρ within the context of the weakly
nonlinear equations. In order to assess which one of them is the most favorable,
we use both relationships to compute ρ in the following numerical simulations.
Following Christov et al. (2007) we solve the equations subject to the following
initial and boundary conditions
ρ(x, t = 0) = 1, u(x, t = 0) = 0, u(x = 0, t) = sinπt. (5.8)
Note that these conditions are the dimensionless versions of the initial conditions
(5.1) applied above. For the numerical simulation below we take ε = 0.26503.
For this value of ε the predicted time of shock formation is t = 1 (Christov et al.,
2007). The results of our numerical simulations are shown at diﬀerent instants
in time through Figs. 5.5–5.8.
In Figs. 5.5, 5.6 and 5.7 we apply Eq. (5.6) in order to compute ρ from
the solutions of the weakly nonlinear equations. In Fig. 5.8 we apply Eq. (5.7)
in order to compute ρ from the solutions at t = 1 and t = 2 of the weakly
nonlinear equations. By comparing the two cases, i.e. comparing the topmost
plot in Fig. 5.5 to the topmost plot in Fig. 5.8, and comparing the topmost plot
in Fig. 5.6 to the lowermost plot in Fig. 5.8, we observe that the solutions of the
three weakly nonlinear equations (green, magenta and black curves) come closer
to the solution of the ‘exact’ Euler equations (blue curve) when we use Eq. (5.6)
to compute ρ. Furthermore, the plots of ρ are more consistent with the plots
of u, in the case of using Eq. (5.6). Thus, we suggest that ρ is best computed
by the use of Eq. (5.6). Christov and coworkers applied Eq. (5.7) to compute
ρ from the solutions of the weakly nonlinear equations. In Figs. 5.6 and 5.8
we plot a number of data points read oﬀ from the numerical results presented
by these authors. We see that there is a ﬁne agreement between our numerical
solution, and the data points taken from Christov et al.. The numerical results
reported by Christov and coworkers extend up to t = 2. Thus there is no ﬁgure
corresponding to Fig. 5.7 in their paper.
From our numerical simulations we observe the following. At t = 1 the
solution of the Hamiltonian weakly nonlinear equation (black curve) is the one
which is closest to the Euler equations (blue curve). At t = 2 the Hamiltonian
weakly nonlinear equation and the straightforward equation matches the shock
in the Euler equations more or less equally well. The solution of the Hamiltonian
weakly nonlinear equation is closest to the solution of the Euler equations on
the smooth part of the solution. At t = 4 the straightforward equation matches
the shock in the Euler equations best. The solution of the Hamiltonian weakly
nonlinear equation is still closest to the solution of the Euler equations on the
smooth part of the solution. Thus we conclude that the Hamiltonian weakly
nonlinear equation is the one which performs best for smooth solutions, whereas
the straightforward equation is the weakly nonlinear model, which best matches
the shock in the Euler equations. This is not surprising, since the shock jump
condition for the straightforward weakly nonlinear equation is the one which is
closest to the jump condition of the Euler equations, cf. Fig. 3.9.
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Fig. 5.5. Snapshots of the scaled dimensionless acoustic density (ρ−1)/ε and velocity
u at t = 1. The color convention is as follows: in blue is the Euler equations (3.14) for
a perfect gas, in magenta is the lossless version of the straightforward weakly nonlinear
equation (2.48), in green is the lossless version of the Kuznetsov equation (2.49), in
solid black is the lossless Hamiltonian weakly nonlinear equation (2.51), in dashed black
is the linear wave equation. For the three weakly nonlinear equations, the density ρ is
obtained using Eq. (5.6).
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Fig. 5.6. Snapshots of the scaled dimensionless acoustic density (ρ−1)/ε and velocity
u at t = 2. The color convention is the same as in Fig. 5.5. For the three weakly
nonlinear equations, the density ρ is obtained using Eq. (5.6). The crosses represent
data points taken from graphs presented in Christov et al. (2007).
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Fig. 5.7. Snapshots of the scaled dimensionless acoustic density (ρ−1)/ε and velocity
u at t = 4. The color convention is the same as in Fig. 5.5. For the three weakly
nonlinear equations, the density ρ is obtained using Eq. (5.6).
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Fig. 5.8. Snapshots of the scaled dimensionless acoustic density (ρ − 1)/ε at t = 1
(topmost) and t = 2 (lowermost). The color convention is the same as in Fig. 5.5. For
the three weakly nonlinear equations, the density ρ is obtained using Eq. (5.7). The
crosses represent data points taken from graphs presented in Christov et al. (2007).
Chapter 6
Compound Waves
Compound waves are solutions that are compounded by two or more waves.
Problems of compound waves include shock interactions, such as head-on col-
liding shocks and overtaking shocks. Solutions to the Riemann problem are
compound waves as well. The Riemann problem is simply a given equation
together with very special initial data consisting of piecewise constant functions
with a single jump discontinuity. In the following we introduce the notion of
a rarefaction wave, which often occurs in problems with compound waves. We
study the Riemann problem and problems with colliding shocks.
6.1 Rarefaction Waves (loss-less case)
The problems of compound waves we are going to study include two types of
waves, namely shocks and rarefaction waves. Rarefaction waves are waves that
rarefy the ﬂuid through which they propagate, as opposed to shocks which
compress the ﬂuid. That is, rarefaction waves decrease the ﬂuid density, and
shocks increase the ﬂuid density. A rarefaction wave separates two constant
states of the ﬂuid. The two constant states to the left and right of the rarefaction
wave are separated by smooth functions which depend on x/t, as opposed to
the jump discontinuity that separates the constant states to the left and right
of a shock. For the system of conservation laws (3.1) the rarefaction wave has
the form
q(x, t) =
{ ql if x/t ≤ z2,
Q(x/t) if z2 ≤ x/t ≤ z1,
qr if x/t ≥ z1,
(6.1)
where ql and qr represent the constant states to the left and right of the rarefac-
tion wave, and z1 and z2 are constants. In section 4 in Appendix C we derive an
exact rarefaction wave solution to the lossless higher order equation (2.33). The
derivation is based on the assumption that u = −ψx and η = ψt are functions of
x/t. We ﬁnd that the constant values of u and η to the left and to the right of
the rarefaction wave, must satisfy Eq. (40) in Appendix C. This equation can
be written in terms of ρ and u by invoking Eq. (2.35). In Fig. 6.1 we show a
54
6.1. Rarefaction Waves (loss-less case) 55
numerical simulation of the lossless higher order wave equation for initial data
that corresponds to a rarefaction wave. Due to the fact that the lossless higher
order wave equation and the Euler equations for a perfect gas are equivalent
for smooth solutions (cf. Section 2.2.6), it is expected that the rarefaction wave
solution of the Euler equations (3.21) is identical to the rarefaction wave solu-
tion of the higher order equation. This behavior was veriﬁed by performing a
numerical simulation of the Euler equations with initial data identical to those
in Fig. 6.1. The numerical solution of the Euler equations was found to be iden-
tical to the numerical solution in Fig. 6.1. Thus, the rarefaction wave solutions
of the lossless higher order equation and the Euler equations for a perfect gas
are identical.
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Fig. 6.1. Numerical simulation of the lossless higher order acoustic wave equation
(2.33) with initial data (shown in bold line) corresponding to a rarefaction wave. The
solution solution is shown at eleven instants during t ∈ [0, 10]. The following parameter
is used: γ = 1.4.
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6.2 Thermoviscous shocks and rarefaction waves
6.2.1 The Riemann Problem
Consider a given equation with the piecewise-constant initial data
ρ(x, 0) =
{
ρa, if x < 0,
ρb, if x > 0,
u(x, 0) =
{
ua, if x < 0,
ub, if x > 0,
(6.2)
where ρa, ρb, ua and ub are constants. This is the Riemann problem. The
special case of the Riemann problem with ua = ub = 0 corresponds to a shock
tube problem. That is a tube in which a gas at low pressure and a gas at high
pressure are separated using a diaphragm. In Fig. 6.2 we show a numerical
simulation of the viscous basic equations (3.14) for a perfect gas with such
initial data. We see that the solution is compounded by a rarefaction wave that
propagates to the left and a shock that propagates to the right. The asymptotic
boundary conditions of each of the two waves and the propagation velocity of the
shock can be predicted by analytical calculations. These calculations rely on the
equations for the asymptotic boundary conditions of the shock and rarefaction
wave, details are given in Section 6 in Appendix C. The book by LeVeque (2002)
gives helpful and thorough details on the solution of the Riemann problem. Note
that, in general, the equations for the asymptotic boundary conditions of the
shock (i.e. the shock jump condition) and the rarefaction wave do not depend
on the dissipation parameters. Accordingly, asymptotic boundary conditions
and propagation velocities observed in the solutions of Riemann problems are
not inﬂuenced by the presence of dissipation in the governing equations.
6.2.2 Interacting Shocks
In Figs. 6.3 and 6.4 we show numerical simulations of Eq. (3.14) for two examples
of colliding shocks. In Fig. 6.3 we simulate two shocks that propagate at diﬀerent
speeds in the same direction. The shocks collide once the faster one catches up
with the slower one. Each of the two shocks that make up the initial condition is
an exact solution deﬁned by Eq. (3.30) with its asymptotic boundary conditions
satisfying the shock jump condition (3.24). From the numerical solution of the
problem we see that a rarefaction wave and a shock emerge from the collision.
These two waves propagate to the left and right, respectively, away from the
point of collision. The simulation in Fig. 6.4 is similar to the one in Fig. 6.3.
Although, in this example the two shocks in the initial condition propagate
towards each other and make a head-on collision at a later instant in time.
From the result of the numerical simulation we see that the collision results in
two shocks that propagate away from each other. The contour plot reveals that
these shocks travel at a higher speed compared to the speed of the shocks before
the collision.
Generally, the properties of the waves that emerge from the collisions, i.e.
asymptotic boundary conditions and shock propagation velocities, can be pre-
dicted by analytical calculations. At the time when the two shocks collide,
the solution represents a Riemann problem. Thus, the problem of predicting
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the waves after the collision is reduced to that of solving a Riemann problem.
Figs. 6.2, 6.3 and 6.4 are numerical simulations of Eq. (3.14). The corresponding
simulations of the higher order acoustic wave equation (2.24) are performed in
Appendix C. In the case of the Riemann problem and the problem with head-on
colliding shocks, the two models behave qualitatively in the same manner, but
with quantitative diﬀerences between the solutions of the two models. In the
case of overtaking shocks, however, there is a qualitative diﬀerence between the
two models. In the case of the higher order equation we observe that two shocks
emerge from the collision, whereas in the case of Eq. (3.14) we observe that a
rarefaction wave and a shock emerges from the collision. For the speciﬁc choice
of γ, this qualitative diﬀerence between the two models is found to remain, also
if the shocks before the collision are chosen arbitrarily weak. These diﬀerences
between the two models are due to the fact that the two models have diﬀerent
shock jump conditions.
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Fig. 6.2. Numerical simulation of Eq. (3.14) with initial data (shown in bold line)
corresponding to a Riemann problem. The following parameter is used: γ = 1.4.
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Fig. 6.3. Numerical simulation of Eq. (3.14) with initial data (shown in bold line)
corresponding to two overtaking shocks. The following parameter is used: γ = 6.
Lowermost: contour lines given by u = Zi, where Zi are constants.
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Fig. 6.4. Numerical simulation of Eq. (3.14) with initial data (shown in bold line)
corresponding to two head-on colliding shocks. The following parameter is used: γ =
11. Lowermost: contour lines given by u = Zi, where Zi are constants.
Chapter 7
Nonlinear Standing Waves and Other
Exact Solutions
Standing waves are of great importance within the ﬁeld of nonlinear acoustics. If
acoustical resonators are driven at, or near, one of their resonance frequencies,
the amplitude of the acoustical ﬁeld inside the resonator becomes very high.
Within the theory of lossless linear acoustics it is well-known that the ampli-
tude goes to inﬁnity at the resonance frequencies. However, in real situations
the amplitude at resonance becomes ﬁnite due to dissipative eﬀects. In typical
situations dissipation is small and the amplitude encountered will be large. Ac-
cordingly, nonlinear eﬀects come into play and may give rise to standing shocks
inside the resonator. Much of the basic theory for nonlinear standing waves
is due to Chester (1964), who studied resonant oscillations in closed tubes. A
study of nonlinear standing waves based on a perturbation approach applied to
the Kuznetsov equation is given in the book by Enﬂo and Hedberg (2002).
It is a well-known fact that acoustical standing waves (and acoustical waves
in general) may generate a ﬂow ﬁeld in which the particle velocities are not
simply sinusoidal, and a pattern of time-independent vortical ﬂows or steady
circulations is often found in the body of compressible media. Such ﬂow pat-
terns are known as acoustic streaming (Nyborg, 1998). Acoustic streaming is
not studied here, however it was originally experimental results on acoustic res-
onances and acoustic streaming in microﬂuidic systems (Hagsäter et al., 2007,
2008) that motivated us to investigate standing waves.
In this chapter we investigate nonlinear standing waves in a one-dimensional
acoustical resonator having one closed end, and one end periodically oscillat-
ing. The analysis is based on numerical simulations of our Hamiltonian weakly
nonlinear equation (2.52).1 If we drive the oscillator at one of its resonance
frequencies, and choose the amplitude of the periodic excitation and the ther-
moviscous dissipation parameter appropriately, the solution consists of a number
of standing shocks inside the oscillator. The particular structure of the standing
1It is believed that the analysis of this chapter can be carried out equally well for the other
three wave equations introduced in Chapter 2, i.e. the higher order acoustic wave equation,
the straightforward weakly nonlinear equation and the Kuznetsov equation.
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shocks observed in the oscillator inspired us to introduce a new solution ansatz,
in order to search for new exact solutions of the governing equation. We are
going to demonstrate that application of this new solution ansatz leads to new
exact solutions, that resemble the standing shocks observed in the oscillator.
Whether these new exact solutions are related to nonlinear standing waves is
yet to be investigated.
7.1 Nonlinear Standing Waves in a Closed Tube
We consider our Hamiltonian weakly nonlinear equation (2.52), which we repeat
here for convenience
ψtt − c
2
0ψxx = ψtψxx +
γ − 2
c20
ψttψt + 2ψxtψx + bψxxt. (7.1)
Equation (7.1) is applied to a ﬁnite domain of length 1 with the boundary
conditions formulated for the ﬂuid particle velocity u = −ψx in the following
way
u(x = 0, t) = D sin 2πt, u(x = 1, t) = 0, (7.2)
where D = 0.01 × c0. In our numerical simulation we let the amplitude of the
periodic excitation rise from 0 to D during a ﬁnite time interval (for practical
reasons), and run the simulation until the steady state is reached. Throughout
this chapter we take γ = 1.4. Figures 7.1 and 7.2 show the numerical solution
obtained during one cycle of oscillation within the steady state. In Fig. 7.3 we
plot η as function of time at the right boundary of the oscillator, together with
the excitation in u at the left boundary. In the example shown in the ﬁgures
we excite the second eigenmode of the system, which gives rise to two standing
shocks. Generally, exciting the nth eigenmode results in n standing shocks. Our
numerical results agree qualitatively with the results presented in Chester (1964)
and Enﬂo and Hedberg (2002).
Interestingly, wave patterns similar to the nonlinear standing wave patterns
observed in the acoustical resonator have been found in the the perturbed sine-
Gordon equation as a model for long Josephson junctions (Pagano et al., 1988).
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Fig. 7.1. Numerical simulation of Eq. (7.1) subject to the boundary conditions (7.2).
The solution is shown at eight different instants during one cycle of oscillation. The
eigenmode of the corresponding linear problem is shown in dashed line. The following
parameters are used: b = 5× 10−4, γ = 1.4.
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Fig. 7.2. Continued from Fig. 7.1.
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Fig. 7.3. Continued from Fig. 7.2. Blue line, left y-axis: u(x = 0, t). Green line, right
y-axis: η(x = 1, t). The one cycle of oscillation between the dashed lines corresponds
to the one shown in Figs. 7.1 and 7.2.
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7.2 Other Exact Solutions
The standing shocks observed in the above numerical simulation resemble sums
of traveling shocks and functions that are linear in x and t, i.e. traveling shocks
with sloping lines on each side of the shock. In order to search for exact solutions,
we introduce the following solution ansatz
ψ(x, t) = Ψ(ξ) + a1x+ a2t+ a3xt+ a4
x2
2
+ a5
t2
2
, (7.3)
where ξ = x−vt. Note that Eq. (7.3) is an extension of the solution ansatz (3.62),
that was used to derive the thermoviscous shock solutions. The ansatz (7.3)
takes into account terms of second order in x and t that were not included
in Eq. (3.62). Taking the derivatives of Eq. (7.3) with respect to x and t,
respectively, yields
u(x, t) = Φ(ξ)− a1 − a3t− a4x, η(x, t) = vΦ(ξ) + a2 + a3x+ a5t, (7.4)
where Φ = −Ψ′ and prime denotes diﬀerentiation with respect to ξ. Inserting
Eq. (7.3) into Eq. (7.1) yields
bΨ′′′ +
(
3 +
γ − 2
c20
v2
)
Ψ′′Ψ′ +
(
2a1 −
γ − 2
c20
va2 −
a2 − v
2 + c20
v
)
Ψ′′
+
(
a4 +
γ − 2
c20
a5 −
2a3
v
)
Ψ′ + (α1Ψ
′′ + α2)x+ (α3Ψ
′′ + α4)t
−
1
v
(
2a1a3 + a2a4 + c
2
0a4 +
γ − 2
c20
a2a5 − a5
)
= 0, (7.5)
where
α1 = a3 − 2va4 +
γ − 2
c20
v2a3, α2 = 3a3a4 +
γ − 2
c20
a3a5,
α3 = a5 − 2va3 +
γ − 2
c20
v2a5, α4 = a4a5 + 2a
2
3 +
γ − 2
c20
a25.
(7.6)
Equation (7.5) depends explicitly on both x and t. However, in each of the
following four cases, Eq. (7.5) reduces to an ordinary diﬀerential equation with
ξ being the only independent variable:
(i) (α3Ψ
′′ + α4)/(α1Ψ
′′ + α2) = −v.
(ii) α1 = 0, α3 = 0 and α4/α2 = −v.
(iii) α2 = 0, α4 = 0 and α3/α1 = −v.
(iv) α1 = 0, α2 = 0, α3 = 0 and α4 = 0.
The ﬁrst case yields Ψ′′ = constant, which we are not going to investigate further.
Inserting Eqs. (7.6) into the second case yields a system of three nonlinear
equations for the four unknowns a3, a4, a5 and v. These equations were solved
using the software package Maple™.2 Remarkably, it turns out that the solution
implies that α2 = 0 and α4 = 0. In a similar manner it turns out that the
2http://www.maplesoft.com
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solution of the third case implies that α1 = 0 and α3 = 0. Thus, the second,
third and fourth cases have the same solution. In these cases we obtain
a3 =
a5
3v
, a4 =
a5
9v2
, v2 = −
c20
3(γ − 2)
, (7.7)
where a5 can be chosen arbitrarily. By inserting Eqs. (7.7) into Eq. (7.5), and
invoking Φ = −Ψ′ we obtain
bΦ′′ −
8
3
Φ′Φ+
(
2a1 + v −
c20
v
−
2a2
3v
)
Φ′
−
8a5
9v2
Φ−
a5
v
+
2a1a5
3v2
−
(2a2 − c
2
0)a5
9v3
= 0. (7.8)
The solution Φ(ξ) of this equation represents, when inserted into Eqs. (7.4),
an exact solution of Eq. (7.1). However, Eq. (7.8), which is a second order
nonlinear ordinary diﬀerential equation (ODE), cannot be readily solved using
analytical techniques. Thus, we are going to solve the equation by application of
numerical tools, in order to determine Φ. Two examples of numerical solutions
of Eq. (7.8) are shown in Fig. 7.4. These numerical solutions are obtained using
the Matlab solver ode45.
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Fig. 7.4. Numerical solutions of Eq. (7.8). a1 = 0, a2 = 0, (a): a5 = −0.05, (b):
a5 = 0.1. a3, a4 and v are given by Eq. (7.7). γ = 1.4.
Once Φ is computed we insert the result, that is the numerical solution
which is a set of data points, into Eqs. (7.4) in order to obtain u(x, t) and
η(x, t). Furthermore, we obtain the function Ψ by numerically integrating Φ
with respect to ξ. Then, by inserting the data points obtained in this manner
into Eq. (7.3) we obtain ψ(x, t). In order to verify that the solution obtained
actually represents an exact solution of Eq. (7.1), we apply the solution as initial
condition in numerical simulations of Eq. (7.1). In our simulations we let the
boundary conditions depend on t in such a way that the boundary conditions
matches the exact solution. The results of the numerical simulations are shown
in Figs. 7.5 and 7.6. Indeed, the numerical solutions presented in these ﬁgures
verify that the solutions we have obtained are exact solutions of the form (7.3).
According to the discussion in Chapter 2, Eq. (7.1) is basically an approxi-
mation to the Navier-Stokes equations (3.14) for a perfect gas, and to Eqs. (3.39)
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in the case of a ﬂuid with a quadratic equation of state. Hence, on the basis
of the above results it would be very relevant to consider the following solution
ansatz
ρ(x, t) = P (x− vt) + a1x+ a2t, u(x, t) = U(x− vt) + a3x+ a4t. (7.9)
Investigations of whether substitution of Eqs. (7.9) into Eqs. (3.14) and (3.39)
leads to exact solutions is left for further studies.
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Fig. 7.5. Numerical simulation of Eq. (7.1). The initial condition (shown in bold
line) and the boundary conditions are obtained from the numerical solution given in
Fig. 7.4(a). The solution is shown at five instants during t ∈ [0, 10].
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Fig. 7.6. Continued from Fig. 7.5. The initial and boundary conditions are obtained
from the solution given in Fig. 7.4(b).
Chapter 8
Conclusions
We have studied four nonlinear acoustical wave equations that apply to both
perfect gasses and arbitrary ﬂuids with a quadratic equation of state. The wave
equations are derived by applying various approximation schemes to the basic
compressible Navier-Stokes equations. Detailed investigations of shock solutions
have demonstrated that caution must be taken if the governing equations are
subjected to manipulations that depend on smoothness, or if nonlinear dissi-
pative terms are neglected in the equations. Such manipulations and approxi-
mations are found to have unexpected inﬂuence on the shock jump conditions.
Hence, we found a straightforward weakly nonlinear wave equation to be more
accurate than a higher order wave equation for the purpose of shock modeling.
However, in the case of smooth solutions the higher order equation is the most
accurate, as one would expect.
By investigating the linear stabiliy properties of solutions to the wave equa-
tions, certain stability criteria for each of the four wave equations are obtained.
If these stability criteria are violated instabilities occur in the solutions of the
wave equations. It was demonstrated that such instabilities do not occur in the
basic equations from which the wave equations are derived.
Problems with compound waves have been studied. In particular we investi-
gated shock interactions and the classical Riemann problem. The solutions to
these problems may include two types of waves, namely shocks and rarefaction
waves. Problems of compound waves was solved by invoking shock jump con-
ditions and corresponding equations for rarefaction waves. Numerical studies
of acoustical resonators revealed the presence of standing shocks inside the res-
onator. The particlular wave pattern observed in acoustical resonator, inspired
us to derive new exact generalized shock solutions.
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A wave equation, that governs finite amplitude acoustic disturbances in a thermoviscous Newto-
nian fluid, and includes nonlinear terms up to second order, is proposed. In contrast to the model
known as the Kuznetsov equation, the proposed nonlinear wave equation preserves the Hamilto-
nian structure of the fundamental fluid dynamical equations in the non-dissipative limit. An exact
traveling front solution is obtained from a generalized traveling wave assumption. This solution is,
in an overall sense, equivalent to the Taylor shock solution of the Burgers equation. However, in
contrast to the Burgers equation, the model equation considered here is capable to describe waves
propagating in opposite directions. Owing to the Hamiltonian structure of the proposed model
equation, the front solution is in agreement with the classical Rankine-Hugoniot relations. The ex-
act front solution propagates at supersonic speed with respect to the fluid ahead of it, and subsonic
speed with respect to the fluid behind it, similarly to the fluid dynamical shock. Linear stability
analysis reveals that the front is stable when the acoustic pressure belongs to a critical interval,
and is otherwise unstable. These results are verified numerically. Studies of head-on colliding fronts
demonstrate that the front propagation speed changes upon collision.
PACS numbers: 43.25.Cb, 43.25.Jh, 43.25.Ts
Keywords: thermoviscous fluids, traveling fronts, Rankine-Hugoniot relations, shocks
I. INTRODUCTION
The “classical” equation of nonlinear acoustics [1], the
so-called Kuznetsov equation [2], governs finite amplitude
acoustic disturbances in a Newtonian, homogeneous, vis-
cous, and heat conducting fluid. The model equation and
its paraxial approximation, the Khokhlov-Zabolotskaya-
Kuznetsov (KZK) equation [2, 3], are occasionally en-
countered within studies related to nonlinear wave prop-
agation. See e.g. the recent works by Jordan [4] who
presented the derivation and analysis of an exact trav-
eling wave solution to the one-dimensional Kuznetsov
equation, and by Jing and Cleveland [5] who described a
three-dimensional numerical code that solves a general-
ization of the KZK equation, and the references cited in
the introductory sections of those papers. Other recent
works based on the Kuznetsov equation include: anal-
ysis of energy effects accompanying a strong sound dis-
turbance [6], studies of generation of higher harmonics
and dissipation based on a 3D finite element formulation
[7], and studies of nonlinear wave motion in cylindrical
coordinates [8]. The derivations of the Kuznetsov equa-
tion [2, 9, 10] and related model equations [11, 12, 13]
∗Electronic address: anders r r@yahoo.com
are based on the complete system of the equations of
fluid dynamics. It has been demonstrated that this sys-
tem of equations is of Hamiltonian structure in the non-
dissipative limit [14]. However, in the non-dissipative
limit, the Kuznetsov equation does not retain the Hamil-
tonian structure.
In this paper we propose a nonlinear wave equation,
which, in the non-dissipative limit, preserves the Hamil-
tonian structure of the fundamental equations. Further-
more, we present the derivation and analysis of an ex-
act traveling front solution, which applies equally well to
the proposed nonlinear wave equation and the Kuznetsov
equation. The derivation of the exact solution is based
on a generalized traveling wave assumption, which leads
to a wider class of exact solutions compared to the one
reported by Jordan [4, 15]. Furthermore, the introduc-
tion of the generalized assumption is necessary in order to
interpret the results of numerical simulations of head-on
colliding fronts presented in this paper. In order to re-
late our results to the classical literature, we demonstrate
that the exact front solution retains a number of prop-
erties of the fluid dynamical shock. The paper is struc-
tured as follows: The proposed equation and its Hamilto-
nian structure are discussed in Section II. Section III con-
tains the derivation of our exact traveling front solution
and analysis of its stability properties. In Section IV we
demonstrate that the front is related the classical shock.
Section V presents numerical investigations of the front,
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2while Section VI contains our conclusions.
II. NONLINEAR WAVE EQUATIONS
Equations governing finite amplitude acoustic distur-
bances in a Newtonian, homogeneous, viscous and heat
conducting fluid may be derived from the following four
equations of fluid dynamics: the equation of motion
ρ
(
∂u
∂t
+ (u ·∇)u
)
= −∇p+ η∆u+
(η
3
+ ζ
)
∇(∇ · u), (1)
the equation of continuity
∂ρ
∂t
+∇ · (ρu) = 0, (2)
the heat transfer equation
ρT
(
∂s
∂t
+ (u ·∇)s
)
=
η
2
(
∂ui
∂xj
+
∂uj
∂xi
−
2
3
δij
∂uk
∂xk
)2
+ ζ(∇ · u)2 + κ∆T, (3)
and the equation of state
p = p(ρ, s). (4)
Here x = (x, y, z) are the spatial (Cartesian) coordinates
and t denotes time. u = (u, q, w) is the fluid particle
velocity, ρ is the density of the medium, p, s, and T
are the thermodynamic variables pressure, entropy and
temperature, respectively. η and ζ are the coefficients of
shear and bulk viscosity, and κ is the heat conductivity
coefficient. ∆ is the Laplace operator.
To obtain a nonlinear wave equation all dependent
variables except one are eliminated from the system (1)–
(4), resulting in a nonlinear wave equation for that single
variable [2, 9, 10, 11, 12, 13]. The deviations of ρ, p,
s, and T from their equilibrium values, ρ0, p0, s0, and
T0 are assumed to be small, as well as the fluid parti-
cle velocity, |u|. The heat conductivity coefficient κ and
the viscosities η and ζ are also treated as small quanti-
ties. In order to obtain a second order approximation, all
equations are written retaining terms up to second order
in the small quantities. It is assumed that the flow is
rotation free, ∇× u = 0, thus
u ≡ −∇ψ, (5)
where ψ is the velocity potential. Furthermore, it has
become customary to use the following approximation
for the equation of state [16]
p− p0 = c
2
0 (ρ− ρ0) +
c20
ρ0
B/A
2
(ρ− ρ0)
2
+
(
∂p
∂s
)
ρ,s=s0
(s− s0) , (6)
TABLE I: Values of c0, B/A, and b for three different sub-
stances. The values for b are rough estimates obtained from
Eq. (8) neglecting the influence of bulk viscosity and thermal
losses.
Substance c0 (m s
−1) B/A b (m2 s−1)
Water 1483 (20)a 5.0 (20)b 1.3× 10−6 (20)c
Air 343 (20)a 0.4 (20)b,d 21× 10−6 (27)c
Soft tissue 1540 e 9.6 (37)b,f N/A
a Ref. 19
b Ref. 17
c Values for ρ0 and η are obtained from Ref. 19.
d Diatomic gas
e Ref. 20
f Human breast fat
where B/A is the fluid nonlinearity parameter [17] and
c20 ≡ (∂p/∂ρ)s,ρ=ρ0 is the small-signal sound speed.
Then, from Eqs. (1)–(6) we obtain the following non-
linear wave equation
∂2ψ
∂t2
− c20∆ψ =
∂ψ
∂t
∆ψ
+
∂
∂t
(
b∆ψ + (∇ψ)2 +
B/A− 1
2c20
(
∂ψ
∂t
)2)
, (7)
where b is the diffusivity of sound [18]
b ≡
1
ρ0
{
4
3
η + ζ + κ
(
1
CV
−
1
Cp
)}
, (8)
and CV and Cp denote the heat capacities at constant
volume and pressure, respectively. Typical values of the
physical parameters c0, B/A, and b are given in Table I.
In the first order approximation, Eq. (7) reduces to
∂2ψ
∂t2
= c20∆ψ. (9)
Introducing Eq. (9) in the first term on the right hand
side of Eq. (7), the Kuznetsov equation [2]
∂2ψ
∂t2
− c20∆ψ =
∂
∂t
(
b∆ψ + (∇ψ)2 +
B/A
2c20
(
∂ψ
∂t
)2)
,
(10)
is obtained.
In absence of dissipation, i.e. η = ζ = 0, Eqs. (1) and
(2) possess Hamiltonian structure [14]. This property is,
however, not retained in Eq. (10) with b = 0, i.e. the non-
dissipative limit of the Kuznetsov equation is not Hamil-
tonian. In contrast, Eq. (7) does retain the Hamiltonian
structure in the non-dissipative limit. Accordingly, the
equation may be derived from the Lagrangian density
L =
(ψt)
2
2
− c20
(∇ψ)
2
2
−
B/A− 1
6c20
(ψt)
3
−
ψt (∇ψ)
2
2
,
(11)
3using the Euler-Lagrange equation1. From the Legendre
transformation [22] we obtain the corresponding Hamil-
tonian density as
H = c20
(∇ψ)
2
2
+
(ψt)
2
2
−
B/A− 1
3c20
(ψt)
3
, (12)
which may be integrated to yield the total Hamiltonian
H =
∫ +∞
−∞
∫ +∞
−∞
∫ +∞
−∞
H dx dy dz. (13)
Taking the time derivative of H in Eq. (13) with H re-
placed by Eq. (12), and using Eq. (7), one can obtain a
simple expression for dH/dt. Doing this in one spatial
dimension we obtain after some calculations
dH
dt
=
[
c20ψtψx + (ψt)
2
ψx
]+∞
−∞
− b
∫ +∞
−∞
(ψxt)
2
dx.
(14)
In Eq. (14), which is sometimes called the energy balance
equation, we observe that the first terms on the right
hand side correspond to energy in- and output at the two
boundaries, and that the last term accounts for energy
dissipation inside the system.
In the remaining portion of this paper we shall limit
the analysis to one-dimensional plane fields, in which case
the proposed model equation (7) reduces to
ψtt − c
2
0ψxx = ψtψxx
+
∂
∂t
(
bψxx + (ψx)
2
+
B/A− 1
2c20
(ψt)
2
)
, (15)
where subscripts indicate partial differentiation.
Finally, for later reference we give the second-order
expressions for the acoustic density, ρ− ρ0, and acoustic
pressure, p − p0, in terms of the velocity potential, ψ.
From the equations of motion (1) and state (6), subject
to the basic assumptions of the derivation of the two
model equations (7) and (10), we obtain
ρ− ρ0 =
ρ0
c20
(
ψt −
(ψx)
2
2
−
B/A− 1
2c20
(ψt)
2
− bψxx
)
,
(16)
1 Letting η = ζ = 0, u = −∇ψ, and p = ργ/γ in Eqs. (1–2), and
(4), respectively, one can derive the Lagrangian density
LPEE =
c40
γ
„
1 +
γ − 1
c20
„
ψt −
(∇ψ)2
2
«« γ
γ − 1 ,
corresponding to the potential Euler equation (PEE) given in
Ref. 21. Expanding LPEE to third order and letting γ = B/A+1
we obtain Eq. (11).
and
p− p0 = ρ0
(
ψt −
(ψx)
2
2
+
1
2c20
(ψt)
2
)
−
(
4
3
η + ζ
)
ψxx,
(17)
respectively. It should be noted that Eqs. (16) and (17)
are derived from the fundamental equations, thus, the
expressions are not specific to any of the two model equa-
tions (7) and (10).
III. EXACT TRAVELING FRONT SOLUTION
Recently, a standard traveling wave approach was
applied to the one-dimensional approximation of the
Kuznetsov equation (10) to reveal an exact traveling wave
solution [4, 15]. In this section we extend the standard
approach by introducing a generalized traveling wave as-
sumption and analyze the stability properties of the so-
lution.
A. Generalized traveling wave analysis
We introduce the following generalized traveling wave
assumption
ψ(x, t) = Ψ(x− vt)− λx+ σt
≡ Ψ(ξ)− λx+ σt,
(18)
where λ and σ are arbitrary constants, v denotes the
wave propagation velocity, and ξ ≡ x − vt is a wave
variable. The inclusion of −λx + σt in Eq. (18) leads
to a wider class of exact solutions, compared to the one
obtained from the assumption ψ = Ψ(x − vt), which is
the standard one. Furthermore, the introduction of the
generalized assumption is necessary in order to interpret
the results of numerical simulations of head-on colliding
fronts presented in Section VB. Inserting Eq. (18) into
the nonlinear wave equation (15) we obtain the ordinary
differential equation
(
v2 − c20
)
Ψ′′ = (−vΨ′ + σ)Ψ′′ − v
d
dξ
{
bΨ′′
+ (Ψ′ − λ)
2
+
B/A− 1
2c20
(−vΨ′ + σ)
2
}
, (19)
where prime denotes ordinary differentiation with respect
to ξ. Integrating once and introducing Φ ≡ −Ψ′, Eq. (19)
reduces to
C = vbΦ′ −
(
3
2
+
B/A− 1
2c20
v2
)
vΦ2+{(
1−
B/A− 1
c20
σ
)
v2 − 2λv − c20 − σ
}
Φ, (20)
4where C is a constant of integration. Requiring that the
solution satisfy Φ′ → 0 as ξ → ±∞, and either
Φ→
{
θ, ξ → +∞
0, ξ → −∞
or Φ→
{
0, ξ → +∞
θ, ξ → −∞
, (21)
where θ is an arbitrary constant, lead us to C = 0 and
B/A− 1
2c20
θv3 −
(
1−
B/A− 1
c20
σ
)
v2
+
(
3
2
θ + 2λ
)
v + c20 + σ = 0. (22)
In order to obtain our traveling wave solution, we sep-
arate the variables in Eq. (20) subject to C = 0, then,
using Eq. (22), we find the solution to be the traveling
front
Φ =
θ
2
{
1− tanh
(
2 (ξ − x0)
l
)}
, (23)
l ≡
4b(
B/A− 1
2c20
v2 +
3
2
)
θ
, (24)
where x0 is an integration constant, |l| is the front thick-
ness, and 0 < Φ < θ. Finally, using Φ = −Ψ′ and in-
serting Eq. (23) into Eq. (18) we obtain (apart from an
arbitrary constant of integration)
ψ(x, t) = −
θ
2
{
ξ −
l
2
ln
(
cosh
2(ξ − x0)
l
)}
− λx+ σt,
(25)
which is the exact solution for the velocity potential.
Traveling tanh solutions, such as the front solu-
tion (23), are often called Taylor shocks. The existence
of an exact solution of this type to the classical Burgers
equation is a well known result [23]. However, the Burg-
ers equation is restricted to wave propagation either to
the left or to the right. The model equation considered
in this paper does not suffer from this limitation, as shall
be illustrated in Section VB.
Regarding the exact solution derived above, the phys-
ical properties of the flow associated with the traveling
front are obtained from the partial derivatives of Eq. (25),
which are given by
−ψx = Φ+ λ and ψt = vΦ+ σ. (26)
According to Eq. (5) the fluid particle velocity is ob-
tained as u = −ψx, and the first order approximation of
Eq. (17) yields the acoustic pressure as p − p0 ≈ ρ0ψt.
The boundary conditions of the front are obtained from
Eqs. (23) and (26) as
−ψx →
{
θ + λ, ξ → ∓∞
λ, ξ → ±∞
, (27a)
ψt →
{
vθ + σ, ξ → ∓∞
σ, ξ → ±∞
, (27b)
where upper (lower) signs apply for l > 0 (l < 0). Hence,
the four parameters v, θ, λ, and σ, that was introduced
in the derivation of the exact solution, determine the four
boundary conditions of the front. From these boundary
conditions we find that θ and vθ correspond to the heights
of the jump across the front measured in −ψx and ψt,
respectively, see Fig. 1. At this point it is appropriate to
emphasize that, in order for the exact solution to exist,
the four parameters v, θ, λ, and σ must satisfy the cubic
equation (22). Furthermore, the allowable values of the
wave propagation velocity correspond to the real roots of
this equation. A noticeably property of Eq. (22), which
will prove useful later on, is that the equation is invariant
under the transformation
v → v, θ → −θ, λ→ θ + λ, σ → vθ + σ. (28)
Also the boundary conditions (27) are invariant, since,
according to Eq. (24), the above transformation leads to
l→ −l.
σ
νθ+σ
ξ
ψ t
lλ
θ+λ
ξ
−
ψ x
l
FIG. 1: The exact solution of Eq. (15) represents a traveling
front. In order for the solution to exist, the wave propagation
velocity, v, the front height, θ, and the two constants, λ and
σ, must satisfy Eq. (22). The plot shows a front with l > 0.
In order to investigate the relationship between the
front height, θ, and the front propagation velocity, v, we
solve Eq. (22) with respect to θ to obtain
θ =
(
1−
B/A− 1
c20
σ
)
v2 − 2λv − c20 − σ
v
(
3
2
+
B/A− 1
2c20
v2
) . (29)
For B/A < 1 the curve θ(v) has singularities at
v = vs ≡ ±
(
3c20
1−B/A
)1/2
, (30)
and for B/A > 1 the curve has a maximum2 at (v, θ) =
(vmax, θmax), where vmax is obtained as
vmax = c0
(
3B/A+
√
9 (B/A)2 + 12(B/A− 1)
2(B/A− 1)
)1/2
,
(31)
2 The critical point (v, θ) = (vmax, θmax) was identified by Jordan
[4] as the solution bifurcation point.
5when λ = 0 and σ = 0. These two characteristic proper-
ties of the curve are illustrated in Fig. 2.
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FIG. 2: The plots show the relationship between the front
height, θ, and the front propagation velocity, v, given by
Eq. (29) with λ = 0, σ = 0, and B/A = {0, 0.8, 1, 1.1, 1.5, 5}
(see labels on the plots). The dashed lines indicate the singu-
larity at v = vs, which is defined in Eq. (30), and crosses in-
dicate the maximum (θ, v) = (θmax, vmax) defined in Eq. (31).
Finally, it should be emphasized that the general-
ized traveling wave analysis conducted above also applies
to the one-dimensional approximation of the Kuznetsov
equation (10). In this case Eq. (22) is replaced by3
B/A
2c20
θv3 −
(
1−
B/A
c20
σ
)
v2 + (θ + 2λ) v + c20 = 0, (32)
and Eq. (24) by
l =
4b(
B/A
2c20
v2 + 1
)
θ
. (33)
Apart from these changes, a generalized traveling wave
analysis of the Kuznetsov equation is basically identical
to that of Eq. (15).
The Hamiltonian structure, however, is unique to
the proposed nonlinear wave equation (7) and its one-
dimensional approximation Eq. (15). In order to estab-
lish a relationship between the exact solution, derived in
this section, and the Hamiltonian structure of the gov-
erning equation, we insert Eq. (25) into Eq. (14) and the
one-dimensional approximations of Eqs. (12) and (13).
Then, after some calculations, we find that Eq. (14) re-
duces to the cubic equation (22). Hence, the exact trav-
eling front solution of the proposed Hamiltonian model
equation (15) satisfies the energy balance equation (14).
B. Linear stability analysis
In order to gain insight into the stability properties
of the traveling front solution we initially consider the
3 Eliminating λ and σ from Eq. (32) makes the equation equivalent
to the previously reported result [4]
constant solution
−ψx = K and ψt = L, (34)
which satisfies the nonlinear wave equation (15). The two
constants K and L are arbitrary. In order to investigate
the linear stability properties of this solution, we add
small perturbation terms to the constant values as
−ψx = K − εχx and ψt = L+ εχt, (35)
where χ = χ(x, t) and ε ≪ 1. Then, inserting Eqs. (35)
into Eq. (15) and keeping terms up to first order in ε we
obtain the following linear perturbation equation
(
1−
B/A− 1
c20
L
)
χtt −
(
c20 + L
)
χxx = bχxxt − 2Kχxt.
(36)
Inserting the single Fourier mode
χ(x, t) = Dei(kx−ωt), (37)
where D is the amplitude, k is the wave number, and
ω is the angular frequency, into Eq. (36), we obtain the
following dispersion relation
(
B/A− 1
c20
L− 1
)
ω2 +
(
2Kk − ibk2
)
ω
+
(
c20 + L
)
k2 = 0. (38)
The constant solution (34) is asymptotically stable only
if all solutions of Eq. (36) approach zero as t → ∞.
This is the case when the imaginary part of both roots
in Eq. (38), ω1 and ω2, are negative. It can be shown
that for B/A > 1 the only requirement in order for the
imaginary part of both roots to be negative is
−c20 < L <
c20
B/A− 1
. (39)
When B/A < 1 the only requirement for both roots to
have a negative imaginary part is
−c20 < L <∞. (40)
Hence, the stability properties of the constant solution
(34) are determined exclusively by L, i.e. the constant
value of ψt. Recall that the acoustic pressure is pro-
portional to ψt, thus, the level of the acoustic pressure
determines the stability properties of the solution.
In order for the front solution to be stable, it is a neces-
sary condition that both left and right asymptotic values
of ψt, given by Eq. (27b), belong to the interval (39)
when B/A > 1, and the interval (40) when B/A < 1.
In Section VA we shall further investigate this stability
criterion by means of numerical simulations.
6IV. FRONT-SHOCK RELATIONSHIP
Within fluid dynamics, a shock denotes a sharp change
of the physical quantities. A shock propagates at super-
sonic speed with respect to the fluid ahead of it, while
it remains subsonic with respect to the fluid behind it.
The physical quantities of the flow on each side of the
shock are connected by the Rankine-Hugoniot relations,
which are conservation equations for mass, momentum
and energy. In the following we shall demonstrate that
the front solution of the proposed Hamiltonian model
equation (15) retains these properties.
A. The Rankine-Hugoniot relations
Using square brackets to denote the change in value of
any quantity across a shock, e.g.
[ρ] = ρa − ρb, (41)
where b denotes the value behind the shock and a de-
notes the value ahead of it, the Rankine-Hugoniot rela-
tions may be written as [24]
mass : [ρ (u− v)] = 0, (42)
momentum :
[
p+ ρ (u− v)
2
]
= 0, (43)
energy :
[
h+ (u− v)
2
/2
]
= 0, (44)
where v is the shock propagation velocity and h is the
enthalpy.
We now replace u, ρ, p, and h with expressions in terms
of ψx and ψt, and write all equations retaining terms up
to second order. Upon setting u = −ψx and substituting
Eqs. (16) and (17) into Eqs. (42) and (43) we thus obtain[(
(ψx)
2
2
+
B/A− 1
2c20
(ψt)
2
)
v
− ψt (ψx + v)− c
2
0ψx
]
= 0, (45)
and[
B/A− 1
2c20
(ψt)
2
v2 − ψtv
2 − 2ψtψxv
−
(ψt)
2
2
− 2c20ψxv − c
2
0ψt
]
= 0, (46)
respectively. The dissipative terms involving κ, ζ, and η
do not appear in Eqs. (45) and (46), since ψxx → 0 ahead
of and behind the front. The changes in ψx and ψt across
the front are obtained from the boundary conditions (27).
Assuming that l > 0 and v > 0, and using the notation
introduced in Eq. (41) we may write
[ψx] = θ, [ψt] = −vθ. (47a)
Furthermore, changes in products of ψx and ψt are[
(ψx)
2
]
= −θ2 − 2θλ, (47b)[
(ψt)
2
]
= −v2θ2 − 2vθσ, (47c)[
ψxψt
]
= vθ2 + vθλ+ θσ. (47d)
Inserting Eqs. (47) into Eqs. (45) and (46) both conser-
vation equations reduce to the cubic equation (22). This
striking result leads to the conclusion, that Eq. (22) im-
plies conservation of mass and momentum. At this point
it should be noted that the generalized traveling wave
analysis of the Kuznetsov equation (10) leads to the cu-
bic equation (32), which is not in agreement with the
conservation equations for mass and momentum.
In order to handle the enthalpy in the condition for en-
ergy conservation (44) we shall make use of the following
fundamental thermodynamic relationship [24]
∇h =
∇p
ρ
. (48)
Using the equation of motion (1), subject to the basic
assumptions of the derivation of the model equations in
Section II, we obtain from Eq. (44)
[ψt + vψx] = 0. (49)
Alternatively, Eq. (49) follows directly from the general-
ized traveling wave assumption (18). Hence, the traveling
wave assumption implies energy conservation in the flow.
B. Sub-/supersonic speeds of propagation
In order to determine whether the traveling front so-
lution, derived in Section IIIA, propagates at sub- or su-
personic speed with respect to the fluid ahead of it and
the fluid behind it, we need to introduce the speed of
sound in these regions of the fluid. Without loss of gen-
erality, we may consider only fronts propagating in the
positive direction, v > 0, since Eq. (15) is invariant under
the transformation x→ −x. Furthermore, we shall limit
the analysis to stable fronts, i.e. ψt must belong to the
interval (39) when B/A > 1, and the interval (40) when
B/A < 1. Then, letting θ → 0 in Eq. (22) and solving
for v yields the small signal propagation velocity, which
is equivalent to the speed of sound, c. Introducing λ = K
and σ = L we obtain
v = c(K,L) ≡
K +
√
K2 + (L+ c20)
(
1−
B/A− 1
c20
L
)
1−
B/A− 1
c20
L
,
(50)
where K and L denote the constant levels of −ψx and ψt,
respectively, at which the speed of sound (50) is evalu-
ated. Inserting the boundary conditions of the front into
7Eq. (50), i.e. substituting Eq. (27a) for K and Eq. (27b)
for L, we obtain the speed of sound ahead of, ca, and
behind, cb, the front
ca
b
= c(λ, σ), (51)
c
b
a
= c(θ + λ, v θ + σ), (52)
where upper (lower) subscripts apply for l > 0 (l < 0).
Note that, under the transformation (28), Eq. (52) trans-
forms into Eq. (51). Hence, without loss of generality we
shall consider only Eq. (51) in the following.
In order to compare the front propagation velocity, v,
to ca and cb we make the following observations. Insert-
ing Eq. (29) into Eq. (24) yields
l =
4bv(
1−
B/A− 1
c20
σ
)
v2 − 2λv − c20 − σ
. (53)
The denominator in Eq. (53) becomes zero when v =
c(λ, σ), where c(λ, σ) is given by Eq. (50). Then, given
that v > 0, we obtain from Eq. (53) that
v > c(λ, σ)⇔ l > 0 and v < c(λ, σ)⇔ l < 0. (54)
Finally, from Eqs. (51) and (54) it follows that
v > ca and v < cb. (55)
Hence, in all cases, the propagation velocity of the exact
traveling front solution is supersonic with respect to the
fluid ahead of the front, and subsonic with respect to the
fluid behind it.
V. NUMERICAL RESULTS
All numerical calculations rely on a commercially avail-
able software package4, which is based on the finite ele-
ment method. For convenience we introduce the follow-
ing non-dimensional variables, denoted by tilde
ψ˜(x˜, t˜ ) =
1
b
ψ(x, t), x˜ =
c0
b
x, t˜ =
c20
b
t. (56)
Under this transformation we may write Eq. (15) as
ψtt − ψxx = ψtψxx
+
∂
∂t
(
ψxx + (ψx)
2
+
B/A− 1
2
(ψt)
2
)
, (57)
where the tildes have been omitted. From a comparison
of Eqs. (15) and (57), we find that the results of the
previous sections subject to b = 1 and c0 = 1 apply to
4 COMSOL version 3.2a, http://www.comsol.com (2005)
Eq. (57). Non-dimensional versions of the parameters, v,
θ, λ, and σ, also indicated by tilde, become
λ˜ =
λ
c0
, σ˜ =
σ
c20
, θ˜ =
θ
c0
, v˜ =
v
c0
. (58)
In the following analysis we consider only the non-
dimensional formulation of the problem. For notational
simplicity we shall omit the tildes.
A. Investigation of the front stability criterion
In order to investigate, numerically, the stability prop-
erties of the front, we chose as initial condition for the
numerical solution, the exact solution given by Eqs. (25)
and (26), and choose v, θ, λ, σ, and B/A such that
Eq. (22) is satisfied. For the sake of clarity, we shall
limit the numerical investigations to the specific case of
λ = 0, σ = 0, v > 0, and l > 0, which, according to
Eq. (27), corresponds to fronts propagating to the right
into an unperturbed fluid.
A first numerical simulation is presented in Fig. 3. Ev-
idently, the numerical algorithm successfully integrates
the initial condition forward in time. This finding indi-
cates that, for the specific choice of parameters, v = 1.4,
θ = 0.127, and B/A = 5, the front exists and is stable. A
second numerical simulation is presented in Fig. 4. This
initial condition is given a larger velocity, v = 1.7, and
a larger height, θ = 0.153, while B/A = 5 remains un-
changed compared to the first example. The parameters
are chosen such that Eq. (22) remains satisfied. Appar-
ently, the numerical algorithm fails when integrating the
solution forward in time, which indicates that the front
is unstable for the specific choice of parameters. Given
that σ = 0 and l > 0, the left and right asymptotes of
the front are given by ψt = vθ and ψt = 0, respectively,
according to Eq. (27b). Clearly, the right value belongs
to the interval (39), thus, it does not causes instability
of the front. However, if the left value, vθ, lies outside
the interval (39), it causes instability of the front. Insert-
ing the value of B/A from the two examples above into
Eq. (39), we find that in the first and second example,
vθ lies inside and outside the interval (39), respectively.
Hence, the behavior observed in Figs. 3 and 4 agrees with
the stability criterion introduced in Section III B.
A large number of numerical simulations have been
performed in order to systematically investigate the sta-
bility properties of the front. Within each simulation
the parameters in the initial condition are, again, chosen
such that Eq. (22) is satisfied. The result of this inves-
tigation is presented in Fig. 5. Still, σ = 0 and l > 0,
such that the left asymptotic value of the front is given
by ψt = vθ. For B/A > 1 the stability threshold curve in
the (B/A, v)-plane is obtained when vθ equals the upper
bound of the interval (39). Using Eq. (29) we obtain
vθ =
1
B/A− 1
⇒ v =
√
(B/A− 1)(2B/A+ 1)
B/A− 1
. (59)
8For B/A < 1, the stability threshold curve is given by
Eq. (30), since vθ lies within (outside) the interval (40)
when v < vs (v > vs), according to Eq. (29). The two
stability threshold curves are included in Fig. 5. The fine
agreement between the numerical results and the stabil-
ity threshold curves indicates that the stability criterion,
introduced in Section III B, is both necessary and suffi-
cient in order for the front solution to be stable.
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FIG. 3: The initial condition at t = 0 (bold line) is obtained
from Eqs. (25) and (26) subject to v = 1.4, θ = 0.127, λ = 0,
σ = 0, and B/A = 5, which satisfy Eq. (22). The numerical
solutions are shown over the time interval 0 ≤ t ≤ 25.
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FIG. 4: The numerical algorithm fails to integrate this solu-
tion forward in time (insert shows magnification). See caption
of Fig. 3. v = 1.7, θ = 0.153, λ = 0, σ = 0, and B/A = 5.
The numerical solution is shown at time t = 3.8× 10−3.
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FIG. 5: Each point in the (B/A, v)-plane represents a nu-
merical simulation, with the initial condition obtained from
Eqs. (25) and (26) subject to λ = 0, σ = 0, and θ given by
Eq. (29). Crosses and circles indicate stable and unstable so-
lutions, respectively (compare with Figs. 3 and 4). Solid lines
represent the stability threshold curves given by Eqs. (30) and
(59).
B. Head-on colliding fronts
The numerical simulation presented in Fig. 6 shows the
result of a head-on collision between two fronts. From the
simulation we observe that two new fronts emerge upon
the collision. The contour plot reveals that these fronts
travel at a higher speed, compared to the speed of the
fronts before the collision. For other choices of initial
condition, we found the outcome of the head-on collision
to be fronts traveling at lower speed, compared to that
of the fronts before the collision.
In order to analyze solutions of Eq. (15) that com-
prise two fronts, we assume that these fronts belong to
the class of exact front solutions derived in Section IIIA
above. Investigations of the fronts that emerge upon a
head-on collision have made it clear that this assumption
is true, only when the generalized traveling wave assump-
tion is considered, in contrast to the standard traveling
wave assumption. Then, for each of the two fronts in the
solution we introduce four new parameters, v, θ, λ, and
σ, which must satisfy Eq. (22) as
B/A− 1
2
θiv
3
i − (1− (B/A− 1)σi) v
2
i
+
(
3
2
θi + 2λi
)
vi + σi + 1 = 0, i = 1, 2, (60)
where subscript 1 and 2 denote parameters associated
with waves positioned to the left and right, respectively.
Furthermore, we require that solutions comprising two
fronts are continuous and satisfy the following set of ar-
9bitrary boundary conditions
−ψx →
{
P, x→ −∞
Q, x→ +∞
, ψt →
{
R, x→ −∞
S, x→ +∞
.
(61)
Assuming that l1 > 0 and l2 < 0, we find, using Eq. (27),
that the these requirements lead to the following condi-
tions
λ1 = λ2 = P − θ1 = Q− θ2, (62a)
σ1 = σ2 = R− v1θ1 = S − v2θ2, (62b)
θ1 + θ2 = P −Q, v1θ1 + v2θ2 = R− S. (62c)
Then, we substitute the boundary values found in Fig. 6
for P , Q, R, and S in Eqs. (62), and substitute the
value of B/A into Eq. (60). Finally, solving the system
of equations (60) and (62), we obtain the results listed
in Table II. The solution in the first row of the table
corresponds to the initial fronts found in Fig. 6. The
solution in the second row corresponds to two unstable
fronts, according the stability criterion discussed above.
The two fronts that emerge upon the head-on collision
are defined by the values found in the third row of the
table. Hence, the fronts after the collision travel at the
velocities −v1 = v2 = 1.76, which is in agreement with
the velocities determined from the slope of the contour
lines in Fig. 6.
VI. CONCLUSIONS
A nonlinear wave equation that governs finite ampli-
tude acoustic disturbances in a thermoviscous Newtonian
fluid, and includes nonlinear terms up to second order,
has been presented. The single dependent variable is
the velocity potential. It has been demonstrated that,
in the non-dissipative limit, the equation preserves the
Hamiltonian structure of the fundamental fluid dynam-
ical equations, hence, the model equation is associated
with corresponding Lagrangian and Hamiltonian densi-
ties. Furthermore, we found that the Kuznetsov equation
is an approximation of the proposed nonlinear wave equa-
tion. However, in the non-dissipative limit the Kuznetsov
equation is not Hamiltonian. Exact traveling front solu-
tions, for the partial derivatives with respect to space and
time of the dependent variable, has been obtained using
a generalized traveling wave assumption. This general-
ized assumption leads to a wider class of exact solutions
compared the one obtained from a standard traveling
wave assumption, since the generalized assumption in-
cludes two arbitrary constants, which are added to the
partial derivatives. As a result of the generalized trav-
eling wave analysis we found that, in order for the front
to exist, its boundary values, its propagation velocity,
and the physical parameters of the problem must satisfy
a given cubic equation in the front propagation veloc-
ity. The derivation of the exact solution applies equally
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FIG. 6: The initial condition (bold lines in the two topmost
plots), corresponds to two fronts that make a head-on collision
at t = 42. The initial fronts are defined by v1 = −v2 = 1.19,
θ1 = −θ2 = 8.07 × 10
−2, λ1 = λ2 = 0, σ1 = σ2 = 0, and
B/A = 5, where subscript 1 and 2 relate to fronts positioned
the left and right, respectively. For each of the two fronts the
parameters satisfy Eq. (22). Lowermost: contour lines given
by −ψx = Z, where Z takes 4 equidistantly spaced values
across each front.
well to the proposed Hamiltonian model equation and
the Kuznetsov equation. Results for both equations have
been given.
It has been demonstrated that the overall stability
properties of the front are determined by the stability of
the two asymptotic tails of the front. A linear stability
analysis of these steady parts of the solution revealed that
the front is stable when the partial derivative with respect
to time, which is proportional to the acoustic pressure,
belongs to a critical interval, and is otherwise unstable.
This stability criterion has been verified numerically, by
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TABLE II: Solution of Eqs. (60) and (62) subject to P = −Q = 8.07 × 10−2, R = S = 9.60 × 10−2, and B/A = 5 (compare
with Fig. 6).
Solution v1 θ1 v2 θ2 λ1 = λ2 σ1 = σ2
1 1.19 8.07×10−2 −1.19 -8.07×10−2 0 0
2 −3.25 8.07×10−2 3.25 -8.07×10−2 0 35.8×10−2
3 −1.76 8.07×10−2 1.76 -8.07×10−2 0 23.8×10−2
using the exact front solution as initial condition in a
number of numerical simulations.
It has been demonstrated that, in all cases, the front
propagates at supersonic speed with respect to the fluid
ahead of it, while it remains subsonic with respect to
the fluid behind it. The same properties have been re-
ported for the classical fluid dynamical shock. Further-
more, it has been demonstrated that the cubic equation,
mentioned above, is equivalent to the well established
Rankine-Hugoniot relations, which connect the physical
quantities on each side of a shock. However, this result
was accomplished only when considering the cubic equa-
tion obtained from the analysis of the proposed Hamil-
tonian wave equation. The generalized traveling wave
analysis based on the Kuznetsov equation is not in agree-
ment with the Rankine-Hugoniot relations. Estimates of
the front thickness may be obtained using the values for
the diffusivity of sound listed in Table. I. In water and
air front thicknesses are found to be of the order 10−9
and 10−7 meters, respectively. However, caution should
be taken with these estimates, as the small length scales
violates the continuum assumption of the governing equa-
tions.
Numerical simulations of two head-on colliding fronts
have demonstrated that two new fronts emerge upon the
collision, and that these fronts, in the general case, travel
at speeds, which are different from the speeds of the
fronts before the collision. It has been demonstrated that
the velocities of the fronts after the collision may be cal-
culated, based on information about the fronts before the
collision. However, in order to accomplish this calcula-
tion, it has proven necessary to introduce the generalized
traveling wave assumption in the derivation of the front
solution.
In future studies, it would be rewarding to further in-
vestigate a variety of interacting fronts, other than the
head-on collision reported in this paper. Also a search
for other types of wave solutions, might learn us more
about the properties of the proposed Hamiltonian model
equation and the Kuznetsov equation.
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Summary. A wave equation, that governs finite amplitude acoustic disturbances in
a thermoviscous Newtonian fluid, and includes nonlinear terms up to second order,
is proposed. The equation preserves the Hamiltonian structure of the fundamental
fluid dynamical equations in the non-dissipative limit. An exact thermoviscous shock
solution is derived. This solution is, in an overall sense, equivalent to the Taylor shock
solution of the Burgers equation. However, in contrast to the Burgers equation, the
model equation considered here is capable to describe waves propagating in opposite
directions. Studies of head-on colliding thermoviscous shocks demonstrate that the
propagation speed changes upon collision.
1 Introduction
The “classical” equation of nonlinear acoustics, the so-called Kuznetsov equa-
tion [7], governs finite amplitude acoustic disturbances in a Newtonian, ho-
mogeneous, viscous, and heat conducting fluid. This equation arises in the
modelling of biomedical ultrasound [5] and modelling of jet engines [2], to
mention a few examples. The derivations of the Kuznetsov equation [7] and
related model equations [8] are based on the complete system of the equations
of fluid dynamics. It has been demonstrated that this system of equations is of
Hamiltonian structure in the absence af dissipation [9]. However, in the non-
dissipative limit, the Kuznetsov equation does not retain the Hamiltonian
structure.
In this paper we propose a nonlinear wave equation, which, in the non-
dissipative limit, preserves the Hamiltonian structure of the fundamental
equations. We present the derivation and analysis of an exact thermoviscous
shock solution. The derivation of the exact solution is based on a generalized
travelling wave assumption, which leads to a wider class of exact solutions
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compared to the one reported by Jordan [6] for the Kuznetsov equation. Fur-
thermore, the introduction of the generalized assumption is necessary in order
to interpret the results of numerical simulations of head-on colliding thermo-
viscous shocks presented in this paper.
2 Nonlinear wave equations
Equations governing finite amplitude acoustic disturbances in a Newtonian,
homogeneous, viscous and heat conducting fluid may be derived from four
equations of fluid dynamics. Namely, the equation of motion, the equation
of continuity, the heat transfer equation and an equation of state. To obtain
a nonlinear wave equation all dependent variables except one are eliminated
from this system of equations, resulting in a nonlinear wave equation for that
single variable. Retaining nonlinear terms up to the second order, we obtained
a nonlinear wave equation, which we write here for the case of one-dimensional
plane fields
ψtt − c
2
0ψxx = ψtψxx +
∂
∂t
(
bψxx + (ψx)
2
+
B/A− 1
2c2
0
(ψt)
2
)
. (1)
From the velocity potential ψ = ψ(x, t) one can obtain the fluid particle
velocity as u = −ψx and the acoustic pressure as p ≈ ψt. The parameter b is
the diffusivity of sound (or thermoviscous dissipation parameter) [4], c0 is the
small-signal sound speed, and B/A is the fluid nonlinearity parameter [1]. In
the first order approximation Eq. (1) reduces to ψtt = c
2
0
ψxx. Introducing this
in the first term on the right hand side of Eq. (1), the Kuznetsov equation [7]
ψtt − c
2
0
ψxx =
∂
∂t
(
bψxx + (ψx)
2 +
B/A
2c2
0
(ψt)
2
)
, (2)
is obtained.
The Euler equations of fluid dynamics possess Hamiltonian structure [9].
This property is, however, not retained in Eq. (2) with b = 0, i.e. the non-
dissipative limit of the Kuznetsov equation is not Hamiltonian. In contrast,
Eq. (1) does retain the Hamiltonian structure in the non-dissipative limit.
Accordingly, the equation may be derived from the Lagrangian density
L =
(ψt)
2
2
− c2
0
(ψx)
2
2
−
B/A− 1
6c2
0
(ψt)
3
−
ψt (ψx)
2
2
, (3)
using the Euler-Lagrange equation. Using the Legendre transformation the
corresponding Hamiltonian density can be obtained
H =
∂L
∂ψt
ψt − L. (4)
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3 Exact thermoviscous shock solution
Recently, a standard travelling wave approach was applied to the one-dimensional
approximation of the Kuznetsov equation (2) to reveal an exact travelling wave
solution [6]. In this section we extend the standard approach by introducing
the following generalized travelling wave assumption
ψ(x, t) = Ψ(x− vt)− λx + σt
≡ Ψ(ξ)− λx + σt,
(5)
where λ and σ are arbitrary constants, v denotes the wave propagation veloc-
ity, and ξ ≡ x − vt is a wave variable. The inclusion of −λx + σt in Eq. (5)
leads to a wider class of exact solutions, compared to the one obtained from
the assumption ψ = Ψ(x − vt), which is the standard one. Furthermore, the
introduction of the generalized assumption is necessary in order to interpret
the results of numerical simulations of head-on colliding thermoviscous shocks
presented in Section 4. Inserting Eq. (5) into the nonlinear wave equation (1),
integrating once and introducing Φ ≡ −Ψ ′ we obtain the ordinary differential
equation
C = vbΦ′ −
(
3
2
+
B/A− 1
2c2
0
v2
)
vΦ2+
{(
1−
B/A− 1
c2
0
σ
)
v2 − 2λv − c2
0
− σ
}
Φ, (6)
where prime denotes differentiation with respect to ξ and C is a constant of
integration. Requiring that the solution satisfy Φ′ → 0 as ξ → ±∞, and either
Φ→
{
θ, ξ → +∞
0, ξ → −∞
or Φ→
{
0, ξ → +∞
θ, ξ → −∞
, (7)
where θ is an arbitrary constant, lead us to C = 0 and
B/A− 1
2c2
0
θv3 −
(
1−
B/A− 1
c2
0
σ
)
v2 +
(
3
2
θ + 2λ
)
v + c20 + σ = 0. (8)
In order to obtain our travelling wave solution we solve Eq. (6) subject to
C = 0 by separation of variables, and by invoking Eq. (8) we find the solution
to be
Φ =
θ
2
{
1− tanh
(
2 (ξ − x0)
l
)}
, (9)
l ≡
4b(
B/A− 1
2c2
0
v2 +
3
2
)
θ
, (10)
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where x0 is an integration constant, |l| is the shock thickness, and 0 < Φ < θ.
Finally, using Φ = −Ψ ′ and inserting Eq. (9) into Eq. (5) we obtain (apart
from an arbitrary constant of integration)
ψ(x, t) = −
θ
2
{
ξ −
l
2
ln
(
cosh
2(ξ − x0)
l
)}
− λx + σt, (11)
which is the exact solution for the velocity potential.
Travelling tanh solutions, such as the solution (9), are often called Taylor
shocks or thermoviscous shocks. The existence of an exact solution of this
type to the classical Burgers equation is a well known result [3]. However, the
Burgers equation is restricted to wave propagation either to the left or to the
right. The model equation considered in this paper does not suffer from this
limitation, as shall be illustrated in Section 4.
Taking the partial derivatives of Eq. (11), we find that the fluid particle
velocity, u = −ψx, and the acoustic pressure, p ≈ −ψt, are given by
−ψx = Φ+ λ and ψt = vΦ+ σ. (12)
Note that, according to Eqs. (7) and (12), the asymptotic boundary conditions
for −ψx and ψt are determined by v, θ, λ, and σ, which must satisfy Eq (8).
4 Head-on colliding thermoviscous shocks
The numerical simulation presented in Fig. 1 shows the result of a head-on
collision between two thermoviscous shocks4. From the simulation we observe
that two new waves emerge upon the collision. The contour plot reveals that
these travel at a higher speed, compared to the speed of the waves before
the collision. For other choices of initial condition, we found the outcome of
similar head-on collisions to be two thermoviscous shocks travelling at lower
speed, compared to that before the collision.
In order to analyze solutions of Eq. (1) that comprise two thermoviscous
shocks, we assume that each of these belong to the class of exact solutions
derived in Section 3. Investigations of the thermoviscous shocks that emerge
upon a head-on collision have made it clear that this assumption is true,
only when the generalized travelling wave assumption is used, in contrast to
the standard travelling wave assumption. For each of the two thermoviscous
shocks in the solution we introduce four new parameters, v, θ, λ, and σ, which
must satisfy Eq. (8) as
B/A− 1
2
θiv
3
i
− (1− (B/A− 1)σi) v
2
i
+
(
3
2
θi + 2λi
)
vi + σi + 1 = 0, i = 1, 2, (13)
4 Non-dimensional variables x˜ = c0x/b, t˜ = c
2
0t/b, and ψ˜(x˜, t˜ ) = ψ(x, t)/b were
introduced prior to the numerical computation.
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Fig. 1. The initial condition (bold lines in the two topmost plots) corresponds to
two thermoviscous shocks that travel at v = ±1.19 and make a head-on collision at
t = 42. The nonlinearity parameter was set to B/A = 5. Lowermost: contour lines
given by −ψx = Z, where Z takes 4 equidistantly spaced values across each wave.
where subscript 1 and 2 denote parameters associated with waves positioned
to the left and right, respectively. Furthermore, we require that solutions com-
prising two waves are (I) continuous and (II) satisfy the following set of arbi-
trary boundary conditions
−ψx →
{
P, x→ −∞
Q, x→ +∞
, ψt →
{
R, x→ −∞
S, x→ +∞
. (14)
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Assuming that l1 > 0 and l2 < 0, we find (using the boundary conditions
for each of the two waves) that the two requirements lead to the following
conditions
λ1 = λ2, σ1 = σ2, (15a)
P = θ1 + λ1, Q = θ2 + λ2, (15b)
R = v1θ1 + σ1, S = v2θ2 + σ2, (15c)
Finally, we substitute the boundary values of −ψx and ψt at x = ±100 in
Fig. 1 for P , Q, R, and S in Eqs. (15), substitute the value of B/A into
Eq. (13), and solve the resulting system of equations for v1, θ1, λ1, σ1, v2, θ2,
λ2, and σ2. Following these steps we find that the waves after the collision
travel at the velocities −v1 = v2 = 1.76 compared to v1 = −v2 = 1.19 before
the collision. This finding is fine in agreement with the velocities determined
from the slope of the contour lines in Fig. 1.
5 Conclusions
An exact thermoviscous shock solutions has been obtained using a general-
ized travelling wave assumption. This generalized assumption leads to a wider
class of exact solutions compared to the one obtained from a standard trav-
elling wave assumption and in turn this enable us to predict the outcome of
two head-on colliding shocks. Analytical results for the wave speeds after the
collision was in fine agreement with numerical observations. In future studies,
it would be rewarding to further investigate interacting thermoviscous shocks,
e.g. collisions between shocks travelling in the same directions.
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Abstract
A generalized traveling wave ansatz is used to investigate compound shock
waves in a higher order nonlinear model of a thermoviscous fluid. The fluid
velocity potential is written as a traveling wave plus a linear function of space
and time. The latter offers the possibility of predicting the outcome of inter-
acting shock waves, i.e. shock jump heights and wave velocities after collisions
and overtakes. The stability of the linear solution part is investigated and a
criterion for its stability is determined. For a number of instances, the nu-
merical results show formation of rarefraction waves. By using a similarity
transformation, analytical expressions for these rarefraction waves are found
in the limit of no dissipation. Examples of compound shock waves are illus-
trated by numerical simulations.
1 Introduction
Shock waves appearing in thermoviscous fluids are solitary waves resulting from bal-
ancing nonlinearity with viscous and heat conducting effects. The traveling wave
approach has predominantly been used for nonlinear partial differential equations
of Hamiltonian type and for reaction diffusion problems. However, it is well known
that the traveling wave ansatz can be used to find shock waves in Burgers’ equa-
tion. Despite this fact it has only recently been appreciated that the solitary wave
approach is well suited for studies of various models of thermoviscous shocks. Jor-
dan [1] determined a traveling wave solution for the Kuznetsov equation [2] and
later on successfully invoked the traveling wave approach for studies of nonlinear
viscoelastic media [3, 4]. In order to investigate high Mach number shock wave prop-
agation, Chen et al. [5] investigated a higher-order equation derived by So¨derholm
[6], allowing for a more accurate assessment of traveling wave velocities.
In this paper compound shock waves are investigated in the model for thermo-
viscous fluids proposed by So¨derholm [6]. The studies are based on a generalization
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of the traveling wave ansatz for the velocity potential by adding a function linear
in the space and time variables to the traveling wave part [7]. The solution of the
resulting ordinary differential equation is given implicitly, in contrast to the explicit
solutions found for the Kuznetsov equation in [1] and a third order approximation
to acoustic waves in thermoviscous fluid in [7]. The generalized ansatz makes it
possible to determine analytically the outcome of head-on colliding and overtaking
shock waves. In order to illustrate the solitary wave properties (or quasi soliton
nature) of the traveling shock waves, collision and overtake simulation experiments
are performed for the shocks. The traveling wave shock solutions are equivalent
to the Taylor shock solution of the Burgers equation. However, in contrast to the
Burgers equation the model studied here allows counter propagating shocks. The
paper is organized as follows: In chapter 2 the model equation is presented, in
chapter 3 a generalized traveling wave ansatz is used to determine an implicit shock
wave solution and in chapter 4 rarefraction waves are investigated. In chapter 5
stability properties are studied and finally chapter 6 deals with compound waves.
2 Model equation
In this investigation we use a model derived by So¨derholm [6]. The wave propagation
phenomena are restricted to the case of plane waves with finite amplitudes in one
spatial dimension and in a homogeneous medium. The fluid particle velocity field
is denoted by u=u(x, t), where x is the space variable and t is time. The wave
equation is formulated in terms of the velocity potential ψ=ψ(x, t) defined by
u ≡ −ψx , (1)
where subscript denotes partial differentiation. The dynamical equation governing
the acoustic wave propagation reads in terms of ψ [6]
ψtt − c
2
0ψxx = (γ − 1)ψxxψt + 2ψxtψx −
γ + 1
2
(ψx)
2
ψxx + bψxxt . (2)
Here γ is the adiabatic index or ratio of the specific heats, c0 is the small-signal
speed of sound, and b is the diffusivity of sound [8], which takes into account thermal
and viscous losses. Eq. (2) is the one-dimensional version of the three-dimensional
model equation derived by So¨derholm [6], taking only first order dissipative effects
into account. We consider the first order approximation for the pressure
p(x, t) ≃ p0 + ρ0η(x, t) (3)
where p0 (ρ0) is the static pressure (density) and η ≡ ψt. The lossless limit of Eq.
(2), which is obtained by letting b = 0, appears in a number of works [8, 9, 10, 11, 12].
Some of these authors emphasize the fact that the equation is exact for a lossless
perfect gas, which is described by the following equation of state
p
p0
=
(
ρ
ρ0
)γ
, c2 =
dp
dρ
= γ
p
ρ
, c20 = γ
p0
ρ0
, (4)
where ρ is the density and c is the the velocity of sound. For b = 0 Eq. (2) is exact
in the sense that it can be derived from the Euler equations without introducing
any approximations. Accordingly, Christov et al. [13, 14, 15] denoted Eq. (2) with
b = 0 the potential Euler equation.
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The case of a perfect-gas behavior can be extended to arbitrary fluids, including
both gases and liquids. The general equation of state is expressed as p = p(ρ, s),
where s=s(x, t) is the entropy. We shall expand the equation of state in a Taylor
series about (ρ, s) = (ρ0, s0), with s0 being the entropy of the static and unperturbed
fluid. Within the field of nonlinear acoustics it has become customary [16] to retain
only the following terms in the Taylor series
p− p0 = c
2
0(ρ− ρ0) +
c20
ρ0
B/A
2
(ρ− ρ0)
2 +
∂p
∂s
∣∣∣
ρ=ρ0,s=s0
(s− s0), (5)
where
c20 ≡
∂p
∂ρ
∣∣∣
ρ=ρ0,s=s0
(6)
is the small signal sound velocity, and
B/A ≡
ρ0
c20
∂2p
∂ρ2
∣∣∣
ρ=ρ0,s=s0
(7)
is the non-dimensional fluid nonlinearity parameter, which is determined by exper-
imental methods. Values of B/A for a wide range of media are given in reference
[17]. The expansion contains terms up to second order in ρ− ρ0, but contains only
terms up to first order in s − s0 when nonlinear contributions in the dissipative
terms are neglected.
A detailed study of the case of an arbitrary fluid, described by the quadratic
equation of state (5), is given in Christov et al. [13]. Their analysis leads to a
wave equation, which is quite complicated. However, by assuming that the Mach
number, ε = umax/c0, is small they show that their complicated equation may be
approximated by Eq. (2) with γ − 1 replaced by B/A. The study conducted by
Christov and coworkers is carried out for the lossless case, however, their analysis
and results readily generalizes to take into account the linear thermoviscous effects
discussed above.
Inserting the perfect gas law (4) into Eqs. (6) and (7) one obtains
B/A = γ − 1. (8)
Hence, there is a direct connection between the ratio of specific heats and the
parameter of nonlinearity.
The nonlinear model equation (2) can be simplified by introducing scaled and
dimensionless variables, denoted by tilde
ψ˜(x˜, t˜ ) =
1
b
ψ(x, t) , x˜ =
c0
b
x , t˜ =
c20
b
t , (9)
where b > 0. Under this transformation we may rewrite Eq. (2) as
ψtt − ψxx = (γ − 1)ψxxψt + 2ψxtψx −
γ + 1
2
(ψx)
2
ψxx + ψxxt , (10)
where the tildes have been omitted. Equation (10) is used in the numerical simula-
tions in the rest of this paper.
3
3 Thermoviscous shock
We begin our search for thermoviscous shock solutions with the following observa-
tion: since Eq. (2) is invariant under the transformation x y −x, we need only
consider, without loss of generality, right traveling waves. Our derivation is based
on the following traveling wave assumption
ψ(x, t) = Ψ(ξ)− u1x+ η1t, (11)
where ξ = x− vt is the traveling wave variable with constant and positive velocity
v for right traveling waves, u1 and η1 are arbitrary constants. Compared to the
solution obtained from the assumption ψ(x, t) = Ψ(x − vt), which is the usual
one, the inclusion of −u1x+ η1t in Eq. (11) leads to a more general shock solution
with additional flexibility in the asymptotic boundary conditions for u = −ψx and
η = ψt. This increased flexibility turns out to be necessary in order to fully describe
problems with interacting waves. Such problems will be treated in Section 6. Taking
the derivatives of Eq. (11) with respect to x and t, respectively, yields
u(x, t) = Φ(ξ) + u1 and η(x, t) = vΦ(ξ) + η1, (12)
where
Φ ≡ −Ψ′. (13)
We observe that u and η depend on ξ alone and not explicitly on x and t. Hence,
u and η are traveling waves in the usual sense.
Inserting Eq. (11) into Eq. (2) yields the following ordinary differential equation
(ODE)
vbΨ′′′ + αΨ′
3′
− βΨ′
2′
+ δΨ′′ = 0, (14)
where prime denotes differentiation with respect to ξ, and α, β, and δ are defined
in the following way
α ≡
γ + 1
6
, (15)
β ≡
γ + 1
2
(u1 − v), (16)
δ ≡ v2 − c20 − (γ − 1)η1 − 2vu1 +
γ + 1
2
u21. (17)
Integrating once and introducing Eq. (13) reduces Eq. (14) to
vbΦ′ + αΦ3 + βΦ2 + δΦ = C, (18)
where C is a constant of integration. If we require that the solution must satisfy
Φ′ → 0 as ξ → ±∞ we have Φ → θ as ξ → ±∞, where θ is a constant. From
Eq. (18) we find that θ must satisfy
αθ3 + βθ2 + δθ = C. (19)
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Clearly, Eq. (19) has three solutions θ0, θ1, and θ2. Without loss of generality we
may assume θ0 = 0, obtain C = 0 and
αθ21,2 + βθ1,2 + δ = 0. (20)
Hence, for θ1 and θ2 we have
θ1 =
−β −D
2α
and θ2 =
−β +D
2α
, (21)
where D ≡
√
β2 − 4αδ. For C = 0 we obtain
− (ξ − ξ0)
δ
vb
= ln (|Φ|) +
β −D
2D
ln (|Φ− θ1|)−
β +D
2D
ln (|Φ− θ2|) , (22)
where ξ0 is an integration constant. Eq. (22) gives an explicit closed form of the
solution of ξ(Φ). However, from Eq. (22) we cannot, in general, obtain an explicit
closed form solution for Φ(ξ). For numerical purposes, however, one can compute
a set of values of ξ from a set of values of Φ, whereafter one can plot Φ versus
ξ as shown in Fig. 1. From Eq. (22) we observe, in accordance with the figure,
that the solution represents two smooth steps Φ1 and Φ2 that satisfy the following
asymptotic boundary conditions
Φ1 →
{
θ1 if ξ → −∞
θ0 = 0 if ξ → +∞
and Φ2 →
{
θ1 if ξ → −∞
θ2 if ξ → +∞
. (23)
From Eqs. (21) with u1 = 0 and η1 = 0 we find that θ1 → 0 and θ2 → 3c0 in
the limit of v → c0. Hence, in this limit the difference between the left and right
asymptotic boundary conditions of Φ1 tends to 0. This is the small amplitude
behavior, which agrees with linear acoustics. On the other hand, the difference
between the asymptotic boundary conditions of Φ2 tends to 3c0, which is not a
physically realistic behavior. For this reason we discard Φ2 and consider only Φ1,
which we shall denote by Φ (omitting subscript 1) in the following. Once Φ is
determined, we directly obtain the corresponding u and η from Eq. (12), which
represents the the exact thermoviscous shock solution. Inserting the first of Eqs. (23)
into Eq. (12) we find that the solution satisfies the following asymptotic boundary
conditions
u→
{
θ1 + u1 if ξ → −∞
u1 if ξ → +∞
, η →
{
vθ1 + η1 if ξ → −∞
η1 if ξ → +∞
, (24)
Hence, the four parameters, v, θ1, u1, and η1 completely determine these boundary
conditions. These four parameters must satisfy the first of Eqs. (21). Hence, we in-
terpret this equation as the “jump condition” for the smooth thermoviscous shock.
Due to the logarithms in (22), two singular solutions appear in Fig. 1 with singu-
larities at ξ = 0. These singularities may indicate the possibility of the existence of
collapsing solutions of the model (2).
For the purpose of numerical simulations we finally need to derive a formula for
ψ(x, t). By multiplying Eq. (13) by dξ/dΦ and integrating with respect to Φ, we
obtain the following expression
Ψ = −
∫ Φ
Φˆ
dξ
dΦ
∣∣∣
Φ=Φˆ
dΦˆ . (25)
5
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Figure 1: Plot of Φ versus ξ obtained from Eq. (22) using γ = 1.4, v = 1.5c0,
u1 = 0, η1 = 0, θ0 = 0 and ξ0 = 0. The solution represents two smooth steps
Φ1 and Φ2, of which only Φ1 (indicated in bold line) corresponds to a physically
realistic thermoviscous shock. In addition there are two singular solutions for ξ > 0.
The derivative dξ/dΦ is determined from Eq. (22) and inserted into Eq. (25). After
carrying out the integration and inserting Eq. (25) into Eq. (11) we obtain
ψ(x, t) =
vb
δ
(
Φ +
β −D
2D
[Φ + θ1 ln(|Φ− θ1|)]
−
β +D
2D
[Φ + θ2 ln (|Φ− θ2|)]
)
− u1x+ η1t, (26)
which is the exact solution for the velocity potential. In the above expression we
have set the arbitrary constant of integration to zero as it plays no role in the
following analysis.
4 Rarefaction wave
In the theory for hyperbolic problems the presence of rarefaction waves is well-
described by e.g. LeVeque in reference [18], who treats the case with no damping
b = 0. Here we shall use an alternative approach to the study of rarefraction waves
by introducing a similarity transformation in which the dependent variables are
functions of x/t multiplied by t. This leads to solutions where the fluid velocity
and the acoustic pressure are constants along rays through (x, t) = (0, 0). If we set
b = 0 in Eq. (2), then the equation reduces to a hyperbolic problem. By following
a line of thought, in which the underlying assumptions are similar to those of the
established theory, we shall here derive the lossless rarefaction wave solution for the
equation (2) with b = 0. Once this solution is obtained we shall compare it to the
thermoviscous rarefaction wave obtained in the case of b > 0 by means of numerical
simulations.
We introduce the following assumption
ψ(x, t) = tF (x/t)
= tF (z) ,
(27)
where z ≡ x/t. By differentiation with respect to x and t, respectively,
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we obtain
u(x, t) = −F ′ ≡ U(z) and η(x, t) = F − zF ′ ≡ H(z) , (28)
where prime denotes differentiation with respect to z, u = −ψx, and η = ψt.
Hence, we observe that u and η depend on z alone and not explicitly on x and t.
The rarefaction wave itself has the following form
u(x, t) =
{ u2 if x/t ≤ z2,
U(x/t) if z2 ≤ x/t ≤ z1,
u1 if x/t ≥ z1,
(29a)
η(x, t) =
{ η2 if x/t ≤ z2,
H(x/t) if z2 ≤ x/t ≤ z1,
η1 if x/t ≥ z1,
(29b)
ψ(x, t) =
{ −u2x+ η2t if x/t ≤ z2,
tF (x/t) if z2 ≤ x/t ≤ z1,
−u1x+ η1t if x/t ≥ z1.
(29c)
where z1, z2, u1, u2, η1, and η2 represent points on U and H in the following manner
U(z1) = u1, H(z1) = η1, (30a)
U(z2) = u2, H(z2) = η2. (30b)
To determine F we start out by inserting Eq. (27) into Eq. (2) with b = 0, which
yields the following equation
γ + 1
2
F ′2 + (γ + 1)zF ′ − (γ − 1)F = −z2 + c20. (31)
Note that Eq. (31) does not depend explicitly on x and t but only on z, thus our
problem is reduced to the problem of solving an ODE. This will not be the case if
b > 0, since, in that case the corresponding equation depends explicitly on both z
and t (or z and x). In order to solve the ODE we assume that the solution is of the
following form
F = a2z
2 + a1z + a0. (32)
Inserting Eq. (32) into Eq. (31) leads to
F = −
1
γ + 1
z2 + a1z +
(γ + 1)a21 − 2c
2
0
2(γ − 1)
, (33)
where a1 is still an arbitrary constant. In order for this solution to satisfy Eqs. (30a)
we find, by inserting Eq. (33) into Eqs. (28), that
z1 = u1 +
S
2
(34)
and
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a1 =
−(γ − 1)u1 + S
γ + 1
, (35)
where
S ≡
√
4(γ − 1)η1 − 2(γ − 1)u21 + 4c
2
0. (36)
Inserting Eq. (35) into Eq. (33) yields
F = −
1
γ + 1
z2 +
−(γ − 1)u1 + S
γ + 1
z +
[−(γ − 1)u1 + S]
2
2(γ − 1)(γ + 1)
−
c20
γ − 1
. (37)
Furthermore, in order for Eq. (37) to also satisfy Eq. (30b) we find that
z2 =
1
2
[u2(γ + 1)− u1(γ − 1) + S], (38)
and u1, u2, η1, and η2 must satisfy the following condition
γ + 1
4
(u21 + u
2
2)− u
2
1 +
1− γ
2
u1u2 −
S
2
(u1 − u2) + η1 − η2 = 0. (39)
Finally, the rarefaction wave is obtained by: (a) choosing u1, u2, η1, and η2 in such
a way that Eq. (39) is satisfied, (b) inserting Eq. (37) into Eq. (28) and inserting
the result into Eq. (29), and (c) inserting Eqs. (34) and (38) into Eq. (29).
Above we have derived an exact lossless rarefaction wave solution for the case
of b = 0. In order to compare that solution to a thermoviscous rarefaction wave
encountered in the case of b > 0 we shall make use of numerical simulations. In
order to generate a thermoviscous rarefaction wave we introduce a smooth step for
use as initial condition in our simulations. We describe this step in the following
way
u(x) =
1
2
[
u1 + u2 − (u1 − u2) tanh
x
l
]
, (40a)
η(x) =
1
2
[
η1 + η2 − (η1 − η2) tanh
x
l
]
, (40b)
where l is the width of the step. Integrating Eq. (40a) with respect to x we obtain
ψ(x) = −
1
2
[
(u1 + u2)x− (u1 − u2)l ln
(
cosh
x
l
)]
, (40c)
which is required for numerical simulations. At t = 0 the lossless rarefaction wave
(29a) and (29b) represents a jump discontinuity located at x = 0. Similar jumps are
obtained by letting l → 0 in Eqs. (40a) and (40b). We generate the thermoviscous
rarefaction wave by choosing u1, u2, η1, and η2 such that Eq. (39) is satisfied
and using Eqs. (40) as initial condition in the computation of a numerical solution
of Eq. (2). Fig. 2 shows a comparison between a thermoviscous rarefaction wave
obtained in this manner and the exact lossless rarefaction wave solution given by
Eq. (29). From the figure we see that the thermoviscous solution is smooth in the
neighborhood of x = z1t and x = z2t. At these points the lossless rarefaction wave
has jumps in the first derivatives of u and η. Away from these points the two
solutions agree.
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Figure 2: Comparison between a lossless (dashed line) and a thermoviscous (solid
line) rarefaction wave. The lossless solution is obtained from Eq. (29) and the
thermoviscous one is obtained by solving numerically Eq. (2). The parameters
γ = 1.4 and u1 = 0, η1 = 0, u2 = 1.2, and η2 = 2.064 were chosen such that
Eq. (39) is satisfied. The inserts show a magnification of the upper corner of the
solution. Similar behaviour at the lower corner may be observed.
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5 Stability properties
We first investigate the linear stability properties of an elementary solution ψ(x, t),
which is linear in x and t, such that the first order derivatives, u and η, take constant
values and all higher order derivatives are zero. Once the linear stability properties
of this solution are determined we shall verify and investigate the analytical findings
by means of numerical simulations. Finally, we shall demonstrate that stability
properties of the shock and rarefaction wave solutions discussed above may be
deduced from the stability of the elementary solution.
The solution we consider is the following
ψ(x, t) = −Kx+ Lt (41)
whereK and L are arbitrary constants. Eq. (41) is an exact solution of the nonlinear
wave equation (2). In order to investigate the linear stability properties of the
solution we introduce a perturbation, χ(x, t), in the following way
ψ(x, t) = −Kx+ Lt+ εχ(x, t), (42)
where ε≪ 1. Inserting Eq. (42) into Eq. (2) and keeping terms up to first order in
ε yields the following linear equation for the perturbation
χtt − bχxxt + 2Kχxt +
(
γ + 1
2
K2 − (γ − 1)L− c20
)
χxx = 0. (43)
Inserting the single Fourier mode ei(kx−ωt), where k is the wave number and ω is
the angular frequency, into Eq. (43), we obtain the following dispersion relation
ω2 + (ibk2 − 2Kk)ω +
(
γ + 1
2
K2 − (γ − 1)L− c20
)
k2 = 0. (44)
The solution (41) is asymptotically stable if all solutions of Eq. (43) approach zero
as t → ∞. This is the case when the imaginary part of both roots in Eq. (44), ω1
and ω2, are negative. It can be shown that the only requirement in order for the
imaginary part of both roots to be negative is
s ≡
γ + 1
2
K2 − (γ − 1)L− c20 < 0. (45)
This requirement does not, remarkably, depend on the wave number, k, of the
perturbation. Furthermore, it is noteworthy that Eq. (42) does not depend on the
themoviscous dissipation parameter, b. In fact the equivalent analysis of Eq. (2)
with b = 0 leads also to the stability criterion (45). If the criterion is not met the
solution (41) is unstable.
In order to verify and investigate numerically the stability criterion (45) we
use Eq. (42) as initial condition (t = 0) in two numerical simulations of Eq. (2).
We choose K and L such that in one simulation the solution is linearly stable
(s < 0) and in the other one it is linearly unstable (s > 0). The results of the two
numerical simulations are shown in Fig. 3. From the simulations we see that the
initial perturbation either decays or grows in time, in agreement with the stability
criterion (45).
10
0
50
100
150
200
250 −4
−2
0
2
4
0
5
10
x 10−3
 x
 t
 
u
−
K
0
10
20
30
40 −4
−2
0
2
4
−0.02
0
0.02
0.04
0.06
 x
 t
 
u
−
K
Figure 3: The initial conditions (bold line) in the two numerical simulations are
obtained from Eq. (42). For the perturbation, εχ(x, 0), we use a stationary wave
packet. The following parameters were used L = 1.8 and B/A = 0.4. Upper and
lower simulation K = 1.19 and K = 1.21.
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Figure 4: The initial condition (bold line) in the numerical simulation is obtained
from the exact thermoviscous shock solution given by Eq. (26). A small perturbation
is added to the exact solution. The following parameters were used: v = 1.75, λ = 0,
σ = 0, B/A = 0.4. For this choice of parameters the left asymptote of the shock
causes instability of the solution.
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In the two previous sections we discussed the thermoviscous shock and rarefac-
tion wave solutions of Eq. (2). In order for each of these solutions to be stable
it is a necessary condition that their asymptotes as ξ → ±∞ both correspond to
s ≤ 0. This means substituting the asymptotic values of u and η for K and L in
Eq. (45). Fig. 4 shows a numerical simulation of a thermoviscous shock whose left
asymptote causes instability of the solution. We have also checked that the original
momentum balance equation (Navier-Stokes equations) and conservation of mass
do not possess this type of instability. Thus, the above instability is an artifact of
the model in Eq. (2).
6 Compound waves
In this section we investigate solutions of Eq. (2) that are compounded by two
waves. Each of the two waves can be a shock or a rarefaction wave, as introduced
in the previous sections. In particular we investigate three examples of compound
waves:
i) In the first example we study the evolution in time of an initial condition, which
represents a shock tube problem. Initially u = 0 everywhere on the spatial domain
in the tube and η jumps at the centre of the spatial domain, i.e. we consider a
Riemann problem. The result of a numerical simulation of Eq. (2) with such an
initial condition is shown in Fig. 5. From the simulation we see that two waves
emerge from the initial condition. A rarefaction wave that propagates to the left
and a shock that propagates to the right.
ii) In our second example we investigate two shocks that propagate at different
speeds in the same direction. The shocks collide once the faster one catch up with
the slower one. Each of the two shocks that make up the initial condition is an
exact solution given by Eq. (26) with its asymptotic boundary conditions satisfying
the shock jump condition (21). From the numerical simulation shown in Fig. 6 we
see that two new shocks emerge from the collision. The two shocks propagate to the
left and right, respectively, away from the point of collision. Note that the weaker
shock is reflected backwards from the collision zone.
iii) Our third example is similar to the second one. However, in this example the
two shocks in the initial condition propagate towards each other and make a head-
on collision at a later moment in time. From Fig. 7 we see that the collision results
in two shocks that propagate away from each other. The contour plot shows that
these shocks travel at a higher speed compared to the speed of the shocks before
the collision.
In the following we shall analyze solutions that are compounded by two waves,
such as the ones described in the three examples above. We assume that shocks
which emerge in the compound solutions are exact solutions of the form (26) and
that their asymptotic boundary conditions satisfy the shock jump condition (21).
Similarly, we assume that the asymptotic boundary conditions of the thermovis-
cous rarefaction waves that emerge satisfy the boundary conditions of the lossless
rarefaction wave. These boundary conditions are given by Eq. (39).
Let us assume that the compound solution is continuous and satisfy the following
set of arbitrary boundary conditions
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Figure 5: Numerical simulation of Eq. (2). The initial condition (bold line in the
two topmost plots) represents a shock tube problem. At t = 0 there is a jump in
η at x = 0 (represented by a smooth step function) and u(x, 0) = 0. The fluid
nonlinearity parameter was set to B/A = 0.4. Lowermost: contour lines given by
η = Zi, where Zi are constants.
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Figure 6: Numerical simulation of Eq. (2). The initial condition represents two
shocks that propagate at different speeds in the same direction. Initial condition:
Left shock: v = 10.848 and θ = 2.3. Right shock: v = 4.0313 and θ = 1.2. The
fluid nonlinearity parameter was set to B/A = 5. Lowermost: contour lines given
by u = Zi, where Zi are constants. After the collison the velocity of the merged
right running shock is v = 10.096 and the left running reflected shock travels with
the velocity v = −7.9681
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Figure 7: Numerical simulation of Eq. (2). The initial condition represents two
identical shocks traveling towards each other. v = ±5 and θ = 0.848. The fluid
nonlinearity parameter was set to B/A = 10. Lowermost: contour lines given by
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Figure 8: Sketch of the procedure for calculating the outcome of the Riemann
problem presented in Fig. 5. The rarefraction wave propagating to the left is
denoted by (a) and the right runnnig shock wave is denoted by (b). Initial state
values P− = u
(a)
2 = 0, P+ = u
(b)
1 = 0, Q− = η
(a)
2 = 2, Q+ = η
(b)
1 = 0. Calculated
values at time t = 150 are u
(a)
1 = θ
(b)
1 + u
(b)
1 = 0.86377 and η
(a)
1 = v
(b)θ
(b)
1 + η
(b)
1 =
1.29008 and the velocity of the shock wave is v(b) = 1.50085. The calculated data
fits precisely with the simulation in Fig. 5.
u→
{
P−, x→ −∞
P+, x→ +∞
, η →
{
Q−, x→ −∞
Q+, x→ +∞
. (46)
The above limits will typically be known in an experiment, that is the fluid veloci-
ties and the pressure are determined at the boundaries.
i) For the case presented in Fig. (5) we can determine the outcome as follows.
Let superscript (a) denote variables pertaining to the rarefraction wave and let su-
perscript (b) denote variables for the right going shock wave, see Fig. 8. For the
rarefraction wave the list of unknown variables is: u
(a)
1 , u
(a)
2 , η
(a)
1 and η
(a)
2 . For
the shock wave the list of unknown variables is: u
(b)
1 , η
(b)
1 , v
(b) and θ
(b)
1 . This is a
total of 8 variables, which need to be determined. The boundary conditions in Eq.
(46) provides 4 equations: P− = u
(a)
2 , P+ = u
(b)
1 , Q− = η
(a)
2 and Q+ = η
(b)
1 . Fur-
thermore, we need to demand that the left running rarefraction wave and the right
running shock wave are connected continuously in both the fluid velocity variable
and the pressure variable. This condition provides the two additional equations:
u
(a)
1 = θ
(b)
1 + u
(b)
1 and η
(a)
1 = v
(b)θ
(b)
1 + η
(b)
1 (see Eq. (24)). The final two relations
are Eq. (21) with θ
(b)
1 = −[β(u
(b)
1 , v
(b)) +D(u
(b)
1 , v
(b), η
(b)
1 )]/(2α) and Eq.(39) with
(u1,η1,u2,η2) replaced by (u
(a)
1 ,η
(a)
1 ,u
(a)
2 ,η
(a)
2 ). In the expression given by Eq. (21)
both (u
(b)
1 )
2 and (v(b))2 enters and hence the algebraic equations possesses multiple
solutions. However, from heuristic arguments we can rule out those which are not
physical relevant. The Eq. (39) is strictly derived for rarefraction waves with no
damping, that is b=0. However, the algebraic equations are indeed valid for the
case b 6= 0 as the jump hight is unaffected by the damping term.
ii and iii)For the head on colliding shocks, illustrated by the simulation result in
Fig. (7), we can predict the wave pattern after the collision by invoking the same
type of argumentation as above for the Riemann problem. Again the boundary
values of the compound waves are given by the limits in Eq. (46). We shall label
the right running wave (left wave initially) by superscript (a) and the left running
wave (right wave initially) is labeled by a superscript (b), see Fig. 9. The bound-
ary conditions in Eq. (46) provides the 4 equalities: P− = θ
(a)
1 + u
(a)
1 , P+ = u
(b)
1 ,
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Figure 9: Sketch of the procedure for calculating the outcome of the head-on collison
presented in Fig. 7. The initial state is shown with the right running shock denoted
by (a) and the left running shock denoted by (b). Initial state values P− = θ
(a)
1 +
u
(a)
1 = 0.848, P+ = u
(b)
1 = −0.848, Q− = v
(a)θ
(a)
1 + η
(a)
1 = 4.24 and Q+ = η
(b)
1 =
4.24. The continuity condition of the interconnection between the shock waves are
u
(a)
1 = θ
(b)
1 +u
(b)
1 = 0 and η
(a)
1 = v
(b)θ
(b)
1 +η
(b)
1 = 0. The initial shock wave velocities
are v(a) = 5 and v(b) = −5. After the collison at time t = 1.2 the continuity
condition of the interconnection between the shock waves are u
(a)
1 = θ
(b)
1 + u
(b)
1 = 0
and η
(a)
1 = v
(b)θ
(b)
1 + η
(b)
1 = 11.36. The calculated velocities are v
(a) = 8.3962 and
v(b) = −8.3962. The calculated data fits precisely with the simulation in Fig. 7.
Q− = v
(a)θ
(a)
1 + η
(a)
1 and Q+ = η
(b)
1 . Continuity of the connecting interface be-
tween the two waves leads to the additional two equations u
(a)
1 = θ
(b)
1 + u
(b)
1 and
η
(a)
1 = v
(b)θ
(b)
1 + η
(b)
1 . The final two equations for determining the 8 unknowns
are Eq. (21) in the forms θ
(a)
1 = −[β(u
(a)
1 , v
(a)) + D(u
(a)
1 , v
(a), η
(a)
1 )]/(2α) and
θ
(b)
1 = −[β(u
(b)
1 , v
(b)) + D(u
(b)
1 , v
(b), η
(b)
1 )]/(2α). Again these later equations have
multiple solutions which provide both the initial compound wave configuration as
well as the wave pattern after the collision. The physical relevant solutions can eas-
ily be identified. For the overtake of a slow shock wave by a fast shock wave in Fig.
(6) the argument for predicting the outcome after the two waves have interacted is
identical to the case for the above head-on collision and hence omitted here.
7 Summary
We have determined generalized travelling shock wave solutions for a model of ther-
moviscous fluids presented in reference [6]. The generalized travelling wave ansatz
for the velocity potential consists of a function of the travelling wave coordinate
ξ=x − vt plus a linear combination of the space and time variables. The latter
makes it possible to analytically determine the wave pattern after the interaction
of two compound shock waves. Examples of interacting compound waves have
been illustrated by numerical simulations. Compound wave interaction can result
in formation of rarefraction waves. Hence we studied rarefraction waves and found
analytical expressions by a similarity transformation for the the case of no damping,
that is neglecting viscosity and heat transfer. For rarefraction waves we have shown
that the jump height is not influenced by the damping term.
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Appendix D
Example of COMSOL MULTIPHYSICS®
code
The below Comsol Multiphysics code computes the numerical solutions shown
in Figs. 3.5–3.7. The problem is solved as a stationary problem on a 2D (space,
time) geometry, using adaptive mesh reﬁnement and streamline diﬀusion. This
strategy basically follows the shock tube problem described in the Comsol
Multiphysics documentation.
clear all; close all;
ngen = 4; % number of mesh refinements (increase)
t1 = 8; % time
x1 = 5*t1; % space
for eq = [1 2] % 1: Higher order equation, 2: Euler’s equations
clear fem;
fem.geom = rect2(x1,t1,’Pos’,[-2*x1/5 0]); % geometry
fem.mesh = meshinit(fem,’hauto’,5); % initial mesh
fem.form = ’general’;
fem.const = {’gamma’,1.4,’delta’,1,’BA’,0.4,’K’,0.7};
fem.sdim = {’x’,’time’};
fem.equ.f = {{’F1’;’F2’}};
fem.equ.ga = {{{0 0} {0 0}}};
fem.bnd.ind = [2 3 1 3];
switch eq
case 1 % Lossless higher order acoustic equation
fem.dim = {’eta’ ’u’};
fem.equ.expr = {’F1’,’etatime - (3-gamma)*u*utime
+ ux + (gamma-1)*(etax*u+eta*ux) -
(gamma+1)/2*ux*u^2’, ’F2’,’utime+etax’};
fem.equ.weak = {{’delta*h*(etatime_test -
(3-gamma)*u*utime_test + ux_test +
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(gamma-1)*(etax_test*u+eta*ux_test)
- (gamma+1)/2*ux_test*u^2)*F1’;
’delta*h*(utime_test+etax_test)*F2’}};
fem.bnd.r = {0,{’eta-(((1+0.8*exp(-x^2))^BA-1)
/BA+K^2/2)’;’u-K’},{’eta-(((1+0.8*exp(-10^2))^BA-1)
/BA+K^2/2)’;’u-K’}};
fem.equ.init =
{{’((1+0.8*exp(-10^2))^BA-1)/BA+K^2/2’ ’K’}};
case 2 % Euler’s equations
fem.dim = {’rho’ ’ru’};
fem.equ.expr = {’F1’,’rhotime + rux’,
’F2’,’rutime + (2*ru*rux/rho-ru^2*rhox/rho^2)
+ rhox*rho^(gamma-1)’};
fem.equ.weak = {{’delta*h*(rhotime_test +
rux_test)*F1’; ’delta*h*(rutime_test +
(2*ru*rux_test/rho-ru^2*rhox_test/rho^2)
+ rhox_test*rho^(gamma-1))*F2’}};
fem.bnd.r = {0,{’rho-(1+0.8*exp(-x^2))’
;’ru-(1+0.8*exp(-x^2))*0.7’},
{’rho-(1+0.8*exp(-25^2))’;
’ru-((1+0.8*exp(-25^2))*0.7)’}};
fem.equ.init = {{’1+0.8*exp(-25^2)’
’(1+0.8*exp(-25^2))*0.7’}};
end
fem.shape = 2;
fem.xmesh = meshextend(fem);
[fem fem.stop] = adaption(fem,’ngen’,ngen,’out’,
{’fem’,’stop’},’maxt’,2147483647,’uscale’,’none’,
’complexfun’,’on’,’maxiter’,250);
fem.xmesh = meshextend(fem);
flsave([’eq’ num2str(eq)],fem)
end
x = linspace(-10,20,1000);
t = t1;
[X,T] = meshgrid(x,t);
p = [X(:)’;T(:)’];
flload eq2
plot(x,postinterp(fem,’ru/rho’,p),’b’)
hold on
flload eq1
plot(x,postinterp(fem,’u’,p),’r’)
