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Abstract
Sharp upper and lower bounds are obtained for the reliability functions and the expectations of lifetimes of
coherent systems based on dependent exchangeable absolutely continuous componentswith a givenmarginal
distribution function, by use of the concept of Samaniego’s signature. We ﬁrst show that the distribution
of any coherent system based on exchangeable components with absolutely continuous joint distribution
is a convex combination of distributions of order statistics (equivalent to the k-out-of-n systems) with the
weights identical with the values of the Samaniego signature of the system. This extends the Samaniego
representation valid for the case of independent and identically distributed components. Combining the
representation with optimal bounds on linear combinations of distribution functions of order statistics from
dependent identically distributed samples, we derive the corresponding reliability and expectation bounds,
dependent on the signature of the system and marginal distribution of dependent components. We also
present the sequences of exchangeable absolutely continuous joint distributions of components which attain
the bounds in limit. As an application, we obtain the reliability bounds for all the coherent systems with
three and four exchangeable components, expressed in terms of the parent marginal reliability function and
specify the respective expectation bounds for exchangeable exponential components, comparing them with
the lifetime expectations of systems with independent and identically distributed exponential components.
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1. Introduction
If X = (X1, . . . , Xn) is a random vector with absolutely continuous distribution representing
the lifetimes of n components in a system, then the ith order statistic obtained from X, denoted
by Xi:n, represents the lifetime of the (n − i + 1)-out-of-n system. Some bounds have been
obtained for k-out-of-n systems (order statistics) with dependent components in [3,5,7,10 –12].
A coherent system with components lifetimes given by (X1, . . . , Xn), can be represented by
T = (X1, . . . , Xn), where  is a coherent life function. For the deﬁnition and basic properties
of the life coherent functions, we refer the reader to [1,2]. In particular, we have the following:
for arbitrary x = (x1, . . . , xn) ∈ Rn, there exists 1jn such that (x1, . . . , xn) = xj :n, the
jth smallest value among x1, . . . , xn.
Samaniego [14] (see also [4]) deﬁned the signature of a coherent system T = (X1, . . . ,
Xn) as the vector p = (p1, . . . , pn), where
pi = P(T = Xi:n), i = 1, . . . , n.
Generally, the signature depends on the coherent life function  as well as the joint distribution
of the components X1, . . . , Xn. Clearly, we have 0pi1, i = 1, . . . , n, and ∑ni=1 pi1. If
P(Xi:n = Xj :n) = 0 for all 1 i = jn, then ∑ni=1 pi = 1. Let  denote the family of all
permutations of the set {1, . . . , n}. Given  ∈ , we deﬁne
X = {x = (x1, . . . , xn) ∈ Rn : x(1) < · · · < x(n)}.
It is obvious that for ﬁxed coherent life function  and permutation  ∈ , there exists a unique
1jn such that (x1, . . . , xn) = xj :n for all (x1, . . . , xn) ∈ X. This allows us to deﬁne
function I :  → {1, . . . , n} as follows:
I() = j iff (x1, . . . , xn) = xj :n for all (x1, . . . , xn) ∈ X.
Samaniego [14] (see also [4]) proved that in the case of independent identically distributed life
componentsX1, . . . , Xn with common continuous distribution function F and reliability function
R = 1 − F , the distribution and reliability functions of a coherent system T = (X1, . . . , Xn)
have the respective forms,
FT (t) = P(T  t) =
n∑
i=1
piP(Xi:n t) =
n∑
i=1
piFi:n(t), (1)
RT (t) = P(T > t) =
n∑
i=1
piP(Xi:n > t) =
n∑
i=1
piRi:n(t), (2)
where the signatures
pi = #{ ∈  : I() = i}
n! , i = 1, . . . , n, (3)
are independent of F, and
Fi:n(t) =
n∑
j=i
(
n
j
)
Fj (t)(1 − F(t))n−j ,
Ri:n(t) =
i−1∑
j=0
(
n
j
)
Rn−j (t)(1 − R(t))j ,
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i = 1, . . . , n, are the respective distribution and reliability functions of order statistics in the
standard i.i.d. model.
Thus, we can obtain properties for coherent systems from properties for k-out-of-n systems
(order statistics) and mixtures properties. For example, if all the k-out-of-n systems are DFR
(decreasing failure rate), then all the coherent systems are DFR. Also note that, in general, (1)
and (2) do not hold in the discrete and singular cases.
The signatures of all the coherent systemswith three or four components can be found inKochar
et al. [4] and Shaked and Suarez-Llorens [16], respectively. They used these results to obtain some
comparison among coherent systems with i.i.d. components whose signatures are ordered. Some
comparisons of systems with possibly dependent components are given in [6].
In Section 2, we notice that the Samaniego representations (1) and (2) can be extended to
possibly dependent exchangeable life componentswith an absolutely continuous joint distribution,
where the signatures have representations (3), and various forms of distribution and reliability
functions are possible. This enables us to apply results of Rychlik [8] for establishing sharp lower
and upper bounds for the distribution functions and expectations of coherent systems based on
exchangeable absolutely continuous components with a ﬁxed marginal distribution. Relaxing the
independence condition is natural in practice. The assumption of exchangeability means that the
components have identical distributions, but they affect one another in the system. For instance,
the failure of one component increases the burden of the others and makes them fail earlier.
Our reliability and expectations bounds are attained when some random failures are immediately
followed by other ones. As examples, we specify the bounds on reliability functions of all the
coherent systems with n = 3 and 4 components, expressed in terms of the parent marginal
reliability function R = 1 − F , and compare numerically respective expectation bounds in the
case of standard exponential exchangeable life components with the analogous values in the i.i.d
case. The proofs of the results are presented in Section 3.
2. Results
Lemma 1. If X = (X1, . . . , Xn) is a random vector with an absolutely continuous exchangeable
joint distribution (with respect to the Lebesgue measure in Rn), and T = (X1, . . . , Xn) is a
coherent system, then relations (1) and (2) with (3) hold.
Independence of the signature vector from a particular form of the common distribution of
observations is crucial for our further analysis. We can use results of Rychlik [8] who evaluated
arbitrary linear combinations
∑n
i=1 ciFi:n(x) of marginal distributions of order statistics coming
from arbitrarily dependent identically distributed random variables with a ﬁxed marginal F. Note
that here we have convex combinations with some speciﬁc rational coefﬁcients pi , i = 1, . . . , n,
uniquely describing various coherent life functions.
Theorem 1. Assume that X = (X1, . . . , Xn) are exchangeable random variables with an ab-
solutely continuous joint distribution and a given marginal distribution function F, and T =
(X1, . . . , Xn) is a coherent systemwith the Samaniego signature p = (p1, . . . , pn). LetGp, Sp :
[0, 1] → R denote the greatest convex and smallest concave functions, respectively, satisfying
Gp(0) = Sp(0) = 0, and
Gp(j/n)
j∑
i=1
piSp(j/n), j = 1, . . . , n. (4)
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Table 1
Deﬁnitions and signatures of ﬁve coherent systems with three exchangeable components and 20 coherent systems with
four exchangeable components
T = (X1, X2, X3) p
1 X1:3 = min(X1, X2, X3) (series) (1, 0, 0)
2 min(X1,max(X2, X3)) ( 13 ,
2
3 , 0)
3 X2:3 (2-out-of-3) (0, 1, 0)
4 max(X1,min(X2, X3)) (0, 23 ,
1
3 )
5 X3:3 = max(X1, X2, X3) (parallel) (0, 0, 1)
T = (X1, X2, X3, X4) p
1 X1:4 = min(X1, X2, X3, X4) (series) (1, 0, 0, 0)
2 max(min(X1, X2, X3),min(X2, X3, X4)) ( 12 ,
1
2 , 0, 0)
3 min
(
X1, max
2 i<j 4
min(Xi,Xj )
)
( 14 ,
3
4 , 0, 0)
4 min(X1,max(X2, X3),max(X2, X4)) ( 14 ,
7
12 ,
1
6 , 0)
5 min(X1,max(X2, X3, X4)) ( 14 ,
1
4 ,
1
2 , 0)
6 X2:4 (3-out-of-4) (0, 1, 0, 0)
7 max(min(X1, X2),min(X1, X3, X4),min(X2, X3, X4)) (0, 56 ,
1
6 , 0)
8 max(min(X1, X2),min(X3, X4)) (0, 23 ,
1
3 , 0)
9 max(min(X1, X2),min(X1, X3),min(X2, X3, X4)) (0, 23 ,
1
3 , 0)
10 max(min(X1, X2),min(X2, X3),min(X3, X4)) (0, 12 ,
1
2 , 0)
11 max(min(X1,max(X2, X3, X4)),min(X2, X3, X4)) (0, 12 ,
1
2 , 0)
12 max(min(X1,max(X2, X3, X4)),min(X2, X3)) (0, 13 ,
2
3 , 0)
13 min(max(X1, X2),max(X3, X4)) (0, 13 ,
2
3 , 0)
14 min(max(X1, X2),max(X1, X3, X4),max(X2, X3, X4)) (0, 16 ,
5
6 , 0)
15 X3:4 (2-out-of-4) (0, 0, 1, 0)
16 max(X1,min(X2, X3, X4)) (0, 12 ,
1
4 ,
1
4 )
17 max(X1,min(X2, X4),min(X3, X4)) (0, 16 ,
7
12 ,
1
4 )
18 max
(
X1, max
2 i<j 4
min(Xi,Xj )
)
(0, 0, 34 ,
1
4 )
19 max(X1, X2,min(X3, X4)) (0, 0, 12 ,
1
2 )
20 X4:4 = max(X1, X2, X3, X4) (parallel) (0, 0, 0, 1)
Then we have
Gp(F (t))FT (t)Sp(F (t)), t ∈ R. (5)
Moreover, there exist sequences P(k), P(k), k = 1, 2, . . . , of absolutely continuous exchangeable
distributions on Rn with the common marginal F such that
F
(k)
T (t) = P(k)((X) t) → Gp(F (t)) (from above), (6)
F
(k)
T (t) = P(k)((X) t) → Sp(F (t)) (from below),
uniformly in t ∈ R as k → ∞.
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Table 2
Lower and upper reliability bounds (RT and RT , respectively) for coherent systems with three components deﬁned in
Table 1. Lower and upper expectation bounds (ET and ET , respectively) for exchangeable standard exponential compo-
nents, in comparison with respective expectations ET for independent components
RT RT ET ET ET
1 max(3R − 2, 0) R 1 − 2 ln 32 13 1
(0.18907) (0.33333)
2 max
( 3R−1
2 , 0
)
R 1 − 12 ln 3 23 1
(0.45069) (0.66667)
3 max
( 3R−1
2 , 0
)
min
( 3
2R, 1
)
1 − 12 ln 3 56 1 + ln 32
(0.45069) (0.83333) (1.40547)
4 R min
( 3
2R, 1
)
1 76 1 + ln 32
(1.16667) (1.40547)
5 R min(3R, 1) 1 116 1 + ln 3
(1.83333) (2.09861)
The Samaniego signature p = (p1, . . . , pn) with pi0 and ∑ni=1 pi = 1 can be treated as
a discrete distribution on the points j/n, j = 1, . . . , n, with the distribution function Fp(t) =∑j
i=1 pi for (j − 1)/n t < j/n. Functions Gp(F (t)) and Sp(F (t)) are distribution functions
with supports contained in that of F(t). If two signatures p = (p1, . . . , pn) and q = (q1, . . . , qn)
are ordered in the stochastic order deﬁned as
∑j
i=1 pi
∑j
i=1 qi , j = 1, . . . , n − 1 (see [15]),
then, by deﬁnition, the respective bounds in (5) are stochastically ordered
Gp(F (t))  Gq(F (t)),
Sp(F (t))  Sq(F (t)),
for arbitrary marginal F and real t.
The bounds for the reliability functions, obtained from RT (t) = 1 − FT (t), are
1 − Sp(1 − R(t))RT (t)1 − Gp(1 − R(t)),
where R(t) = 1−F(t).We also note that Gp∗(x) = 1− Sp(1− x) and Sp∗(x) = 1−Gp(1− x)
are the convex and concave functions, respectively, obtained from Theorem 1 for the dual system
T ∗ of T with signature p∗ = (pn, . . . , p1) (see [1, p. 12], or [4] for the respective deﬁnitions).
Also, note that functions Gp and Sp are continuous piecewise linear, and so their derivatives
are well-deﬁned monotone stepwise functions except for a restricted number of breaking points.
Corollary 1. Under the assumptions and notation of Theorem 1, the following bounds are sharp∫ 1
0
F−1(x)S′p(x) dxE(T )
∫ 1
0
F−1(x)G′p(x) dx,
where F−1 is the quantile function of F.
Now we apply the above results for determining reliability and expectation bounds for all
the coherent systems of sizes n = 3 and 4, established by Kochar et al. [4] and Shaked and
Suarez-Llorens [16], respectively. Numerical expectation bounds are calculated under the classic
assumption that the components are standard exponential, and compared with the respective
J. Navarro, T. Rychlik / Journal of Multivariate Analysis 98 (2007) 102–113 107
Table 3
Bounds for coherent systems with four components deﬁned in Table 1. (same notation as in Table 2)
RT RT ET ET ET
1 max(4R − 3, 0) R 1 − 3 ln 43 14 1
(0.13695) (0.25)
2 max(2R − 1, 0) R 1 − ln 2 512 1
(0.30685) (0.41667)
3 max(2R − 1, 0) R 1 − ln 2 12 1
(0.30685) (0.5)
4 max
(
5R−2
3 ,
4R−1
6 , 0
)
R 1 − 56 ln 2 712 1
(0.42238) (0.58333)
5 max
( 4R−1
3 , 0
)
R 1 − 23 ln 2 34 1
(0.53790) (0.75)
6 max(2R − 1, 0) min ( 43R, 1) 1 − ln 2 712 1 + ln 43
(0.30685) (0.58333) (1.28768)
7 max
(
5R−2
3 ,
4R−1
6 , 0
)
min
( 4
3R, 1
)
1 − 56 ln 2 23 1 + ln 43
(0.42238) (0.66667) (1.28768)
8, 9 max
( 4R−1
3 , 0
)
min
( 4
3R, 1
)
1 − 23 ln 2 34 1 + ln 43
(0.53790) (0.75) (1.28768)
10,11 max
( 4R−1
3 , 0
)
min
( 4
3R, 1
)
1 − 23 ln 2 56 1 + ln 43
(0.53790) (0.83333) (1.28768)
12,13 max
( 4R−1
3 , 0
)
min
( 4
3R, 1
)
1 − 23 ln 2 1112 1 + ln 43
(0.53790) (0.91667) (1.28768)
14 max
( 4R−1
3 , 0
)
min
(
5R
3 ,
4R+3
6 , 1
)
1 − 23 ln 2 1 1 + 12 ln 83
(0.53790) (1.49041)
15 max
( 4R−1
3 , 0
)
min(2R, 1) 1 − 23 ln 2 1312 1 + ln 2
(0.53790) (1.08333) (1.69315)
16 R min
( 4
3R, 1
)
1 1312 1 + ln 43
(1.08333) (1.28768)
17 R min
(
5R
3 ,
4R+3
6 , 1
)
1 54 1 + 12 ln 83
(1.25) (1.49041)
18 R min(2R, 1) 1 43 1 + ln 2
(1.33333) (1.69315)
19 R min(2R, 1) 1 1912 1 + ln 2
(1.58333) (1.69315)
20 R min(4R, 1) 1 2512 1 + 2 ln 2
(2.08333) (2.38629)
expectations in the i.i.d. case. Introducing the scale parameter  > 0 results in multiplying all the
values by . There are ﬁve coherent systems with three components, and 20 systems with four
components. Table 1 presents the deﬁnitions and corresponding Samaniego signatures. Tables 2
and 3 contain respective lower and upper reliability boundsRT andRT , respectively, expressed in
terms of the marginal reliability function R, and the lower and upper expectation bounds ET and
ET in the case of the exponential components, together with the respective life expectations ET
of the systems with i.i.d exponential components. In order to make comparisons of expectations
easier, we included some numerical approximations of precise analytic formulae and fractions.
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Some pairs of systems with four components (numbers 8, 9, and 10, 11, and 12, 13) have identical
signatures, and, in consequence, are equivalent in the case of exchangeable components. They
can have different bounds in more general models.
It is possible to use the expectation bounds for systems with exchangeable components of
Corollary 1 for determining more general expectation bounds valid for the exchangeable compo-
nents with arbitrary marginal life distributions as well as those belonging to restricted classes of
distributions, including monotone density and failure rate distributions. To this end, we can use
the projection method developed in [9,12,13].
3. Proofs
Proof of Lemma 1. By assumption,
P(Xi = Xj) = P(Xi:n = Xj :n) = 0 for i = j.
Therefore
P(T  t) =
∑n
i=1 P(T = Xi:n t)
=
n∑
i=1
P(T = Xi:n|Xi:n t)P(Xi:n t).
Under the conventionXn+1:n = +∞, the following relations hold true up to the sets of probability
zero
{Xi:n t} =
n⋃
j=i
{Xj :n t < Xj+1:n}
=
⋃
∈
n⋃
j=i
{X(1) < · · · < X(j) t < X(j+1) < · · · < X(n)}
=
n⋃
r=1
⋃
∈I−1 (r)
n⋃
j=i
{X(1) < · · ·< X(j) t <X(j+1) < · · ·<X(n)}
and all the elements of the unions are distinct. It follows that
P(T = Xi:n|Xi:n t)
= P(I() = i, Xi:n t)
P(Xi:n t)
=
∑
∈I−1 (i)
∑n
j=iP(X(1) < · · ·<X(j) t <X(j+1) < · · ·<X(n))∑
∈
∑n
j=i P(X(1) < · · ·<X(j) t <X(j+1) < · · ·<X(n))
.
When j and t are ﬁxed, the above probabilities do not depend on  ∈ . Therefore the latter sums
of the numerator and denominator cancel out, and we obtain
P(T = Xi:n|Xi:n t) = #{ : I() = i}
n! = pi = P(T = Xi:n),
for i = 1, . . . , n, which completes the proof. 
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Proof of Theorem 1. We only examine the lower bound case. The other one can be treated
similarly. The inequality follows from [8, Lemmas 1 and 2]. Lemma 1 asserts that F1:n, . . . ,
Fn:n are the marginal distributions of order statistics based on identically F-distributed sample of
size n iff they satisfy
n∑
i=1
Fi:n(x) = nF(x), (7)
Fi+1:n(x)  Fi:n(x), x ∈ R, i = 1, . . . , n − 1. (8)
In Lemma 2, it was shown that for arbitrary sequence of real coefﬁcients c = (c1, . . . , cn) ∈ Rn,
we have
n∑
i=1
ciFi:n(x)Gc(F (x)), x ∈ R,
where Gc : [0, 1] → R is the greatest convex function satisfying Gc(0) = 0 and Gc(j/n)∑j
i=1 ci , j = 1, . . . , n. If the coefﬁcients c coincide with the Samaniego signatures p of the
coherent system, representation (1), proven in Lemma 1 yields the desired inequality. Moreover,
Rychlik [8, Lemma 2] proved that there exists joint distributions on Rn with identical marginals
F and respective distribution functions F 1:n, . . . , F n:n such that
n∑
i=1
ciF i:n(x) = Gc(F (x)), x ∈ R. (9)
Necessary and sufﬁcient conditions for (9) were precisely established in [9] (see also [13, pp.
97–98]). Note that Gc is a convex broken line with the breaks at some 0 = k0n < k1n < · · · <
kL
n
= 1 for some 1Ln. Let 0 = j0 < j1 < · · · < jM = n for some 1Mn be all the
integers satisfying Gc(jm/n) = ∑jmi=1 ci . Clearly, {k1, . . . , kL} ⊆ {j1, . . . , jM} ⊆ {1, . . . , n}.
The equality in (9) holds iff
Fjm−1+1:n(x) = · · · = Fjm:n(x), x ∈ R, m = 1, . . . ,M, (10)
and
kl∑
i=kl−1+1
F i:n(x) = nF(x) − kl−1, F−1
(
kl−1
n
)
xF−1
(
kl−1
n
)
,
l = 1, . . . , L. (11)
Note that (10) and (11) imply that
P(Xjm−1+1:n = · · · = Xjm:n) = 1, m = 1, . . . ,M, (12)
and
P
(
F−1
(
kl−1
n
)
Xkl−1+1:n · · · Xkl :nF−1
(
kl
n
))
= 1, l = 1, . . . , L,
respectively. If L = M , and {k1, . . . , kL} = {j1, . . . , jM}, then (10) and (11) together with (7)
and (8) uniquely determine the distribution functions of all order statistics
F i:n(x) =
nF(x) − jm−1
jm − jm−1 , F
−1
(
jm−1
n
)
xF−1
(
jm
n
)
,
i = jm−1 + 1, . . . , jm, m = 1, . . . ,M. (13)
110 J. Navarro, T. Rychlik / Journal of Multivariate Analysis 98 (2007) 102–113
Condition (13) is sufﬁcient for (9) in the general case LM as well. Therefore, generating
Xjm−1+1:n = · · · = Xjm:n for m = 1, . . . ,M according to (13), we obtain n ordered random
variables. Once we take a random permutation of them, we obtain a sequence of exchangeable
random variables with the identical marginal distributions F and a joint distribution attaining the
desired bound. Unfortunately, the construction does not provide an absolutely continuous joint
distribution, and relation (12) does not allow us to use representation (1).
Belowwemodify the construction so to obtain a sequencePk , k = 1, 2, . . . , of absolutely con-
tinuous distributions with the marginal F such that (6) holds. This is valid for arbitrary coefﬁcients
c = (c1, . . . , cn) ∈ Rn, but specifying c = p, the signature of a coherent system, we can prove
sharpness of the lower bounds on the distribution function of the system lifetime T = (X). For
ﬁxed k ∈ N, we deﬁne U(k)1 , . . . , U(k)M as independent random variables uniformly distributed on
{1, . . . , k}, and V (k)1 , . . . , V (k)n due to the following procedure. If U(k)m = l = l(k)m ∈ {1, . . . , k},
then V (k)jm−1+1, . . . , V
(k)
jm
are independent with the common distribution function
F
(k)
m,l(x) =
F(x) − x(k)m,l−1
x
(k)
m,l − x(k)m,l−1
, F−1(x(k)m,l−1)xF
−1(x(k)m,l) (14)
for m = 1, . . . ,M , where
x
(k)
m,l = xm−1 +
l
k
(xm − xm−1), l = 0, . . . , k,
xm = jm
n
, m = 0, . . . ,M.
Let V (k)1:n  · · · V (k)n:n be the order statistics of V (k)1 , . . . , V (k)n . Set ﬁnally X(k)1 , . . . , X(k)n as a
random permutation of V (k)1:n , . . . , V
(k)
n:n .
It is evident that X(k)1 , . . . , X
(k)
n are exchangeable. Under condition U(k)m = l, the variables
V
(k)
jm−1+1, . . . , V
(k)
jm
are independent with an absolutely continuous common marginal, and so have
an absolutely continuous joint distribution. The unconditional joint density is a ﬁnite mixture of
the conditional ones. The joint density of V (k)1 , . . . , V (k)n is the product of m density functions on
(jm − jm−1)-dimensional spaces. Therefore, the respective order statistics have a joint density,
and so does their random permutation.
Now we determine the marginal distribution functions F (k)i:n of all order statistics X
(k)
i:n = V (k)i:n ,
i = 1, . . . , n. First we observe that the subsequencesV (k)jm−1+1, . . . , V
(k)
jm
,m = 1, . . . ,M , have dis-
joint supports so that the order statistics V (k)jm−1+1:n, . . . , V
(k)
jm:n arise by ordering V
(k)
jm−1+1, . . . , V
(k)
jm
for every m = 1, . . . ,M . Accordingly, the conditional distribution functions of V (k)jm−1+i:n, i =
1, . . . , jm − jm−1, have the forms
F
(k)
jm−1+i:n(x|U(k)m = l)
=
jm−jm−1∑
r=i
(
jm − jm−1
r
)
(F (x) − x(k)m,l−1)r (x(k)m,l − F(x))jm−jm−1−r
(x
(k)
m,l − x(k)m,l−1)jm−jm−1
,
F−1(x(k)m,l−1)xF
−1(x(k)m,l),
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(cf. (14)). It follows that the respective unconditional distribution functions
F
(k)
jm−1+i:n(x) =
l − 1
k
+ 1
k
jm−jm−1∑
r=i
(
jm − jm−1
r
)
× (F (x) − x
(k)
m,l−1)r (x
(k)
m,l − F(x))jm−jm−1−r
(x
(k)
m,l − x(k)m,l−1)jm−jm−1
,
F−1(x(k)m,l−1)xF
−1(x(k)m,l),
l = 1, . . . , k, i = 1, . . . , jm − jm−1, (15)
are supported on [F−1(xm−1), F−1(xm)]. Observe that
F
(k)
jm−1+i:n(F
−1(x(k)m,l)) =
l
k
, l = 1, . . . , k, i = 1, . . . , jm − jm−1,
which are identical with the respective values of Fjm−1+i:n, deﬁned in (13). By monotonicity of
the distribution functions, they differ by 1/k at most in between. Therefore each sequenceF (k)i:n(x)
tends uniformly to F i:n(x), as k → ∞ for i = 1, . . . , n. In consequence,
n∑
i=1
ciF
(k)
i:n(x) →
n∑
i=1
ciF i:n(x) = Gc(F (x))
uniformly, as claimed.
It remains to show that all X(k)i , i = 1, . . . , n, have the distribution function F. Combining (7)
for the case of jm − jm−1 i.i.d. random variables with the distribution function (14), together with
(15) yields
jm−jm−1∑
i=1
Fjm−1+i:n(x) =
jm − jm−1
k
(
l − 1 + F(x) − x
(k)
m,l−1
x
(k)
m,l − x(k)m,l−1
)
= l − 1
k
(jm − jm−1) + n(F (x) − x(k)m,l−1),
F−1(x(k)m,l−1)xF
−1(x(k)m,l),
l = 1, . . . , k, m = 1, . . . ,M,
and
jm−jm−1∑
i=1
Fjm−1+i:n(F
−1(x(k)m,l)) =
l − 1
k
(jm − jm−1),
l = 1, . . . , k, m = 1, . . . ,M,
in particular. It follows that
jm−jm−1∑
i=1
Fjm−1+i:n(x) = nF(x) − jm−1,
F−1(xm−1)xF−1(xm), m = 1, . . . ,M,
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with values 0 and jm − jm−1 at the ends. Therefore
P(k)(X
(k)
i x) =
1
n
n∑
i=1
F
(k)
i:n(x)
= 1
n
[
m−1∑
r=1
(jr − jr−1) + nF(x) − jm−1
]
= F(x),
F−1(xm−1)xF−1(xm), m = 1, . . . ,M,
which ends the proof. 
Proof of Corollary 1. Relations (1) and (5) imply that
EPT =
∫ ∞
−∞
xFT (dx) =
∫ ∞
−∞
x
n∑
i=1
piFi:n(dx)

∫ ∞
−∞
xGp(F (dx)) =
∫ 1
0
F−1(x)G′p(x) dx,
for arbitrary exchangeable absolutely continuous distribution P with marginal F. Setting
P = P(k), we obtain
EP(k)T =
∫ ∞
−∞
x
n∑
i=1
piF
(k)
i:n(dx) →
∫ ∞
−∞
xGp(F (dx)),
for k → ∞. Likewise we prove the lower expectation bounds. 
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