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A coin-tossing game leads to some curious inequalities for moment sequences. 
1. Introduction 
We consider a simple game of chance involving two players, Alfie and Betty, 
two coins, I and II, and a fixed target set, T. T is a finite, non-empty subset of the 
integer lattice 3 = {(m, n) : m, n = 1, 2, . . . }. 
Alfie’s objective is to hit the target set. He plays by flipping coin I repeatedly 
and by noting the first occurrence of ‘tails’, say at the mth flip. He then flips coin 
II repeatedly and again notes the first occurrence of ‘tails’, say at the nth flip. In 
this way he determines a point, (m, n), of 5’. If (m, n) E T we say that Alfie wins. 
Betty plays by flipping both coins simultaneously and her objective is to get 
‘double tails’. She repeatedly flips both coins and notes the first occurrence of 
‘double tails’, say at the kth double-flip. If k d 1 TI, the cardinal@ of T, we say 
that Betty wins. 
In any single ‘playing’ of the game it is possible for either/neither/both players 
to win. Our purpose here is to decide which player is likely to win more in the 
course of many playings of the game. 
The question originated from some investigations in operator theory (see [l] 
and the remarks following Corollary 4). Its solution, and its applications, belong 
to the general theory of inequalities. The idea of phrasing the question, as above, 
in the colorful language of probability theory, is due to my colleague, Andrew 
Lenard. It would be of some interest to have a ‘purely probabilistic’ solution. 
Our main result is the assertion: 
Betty is more likely to win than A&e, 
no matter what the target set T. 0) 
To see this, let p, 0 <p < 1, denote the probability of obtaining ‘heads’ with 
coin I, and let q, 0 < q < 1, denote the corresponding probability for coin II. It is 
clear that Alfie wins with probability 
(1 -PM - q)(_zrPm-lqY 
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while Betty wins with probability 
1 - (1 - (1 -p)(l -q))‘? 
Thus, in order to prove (l), it suffices to apply the following result. 
Theorem. Let 0 s p, q s 1 and let N be a positive integer. Then the sum of any N 
terms from the set { p*q” : m, n = 0, 1, 2, . ..} doesnotexceedl+(p+q-pq)+ 
* * * + (p + q - pq)W 
Before proving the theorem, let us mention that the game may be extended in 
several different ways. For example (see also Corollaries 5, 6 and 7), in place of 
flipping coins, Alfie and Betty may play by drawing balls from urns. 
Suppose urn I originally contains b blue and r red balls, while urn II has B blue 
and R red balls. Alfie draws repeatedly from urn I (with replacement) until the 
first blue bail appears, and then does the same with urn II. Betty draws 
simultaneously from both urns and waits for the first ‘double-blue’. Thus far, of 
course, the game may be viewed as a special case of the coin-tossing version (with 
p = r/(b + r) and q = R /( B + R)). But now we may add a new feature. Suppose, 
at each drawing from urn I (respectively urn II), not only is the ball just drawn 
replaced, but c (respectively C) additional balls of the same color are added. If 
both players begin with the urns in their original states, it turns out that (1) still 
holds (see Corollary 7). But successive drawings are no longer independent, and 
the inequality corresponding to our theorem is now quite involved. 
2. The solution 
It may be instructive to make a few preliminary comments about our proof. A 
direct argument seems to be out of the question here, for there is no easy way to 
identify the N largest entries from among a given set of pmqn’s. Our 
approach is to list the set {p”q” : m, n = 0, 1, 2, . . . }, in whatever order, as a 
sequence, .x = (Xj)im_O, and to seek a relationship between x and the sequence 
y = {(p + q -pq)n}~=o. The relationship, of course, needs to be strong enough to 
imply the inequality of the theorem, yet it must also be independent of the 
particular ordering of the Xi’s, over which, we have agreed, we have no control. 
The method succeeds: what is surprising is that it succeeds with hardly any effort 
at all. 
Proof of Theorem. The result is trivial if either p or q is 0 or 1. Thus we may 
assume, without any loss of generality, that 0 <p, q < 1. 
We recall that the sequence x = (Xj),~=o is a listing, in some order, of the set 
{pmqn:m, n =0, 1,2,. . .}, and that y is defined by yk = (p + q -pq)k, k = 
0, 1, 2, . . . . 
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Let r = p + q - pq, so that 0 < r < 1, and let CY be determined by the equation 
l-q=(l-p)? Then a>O, andwehave 
p = 1 _ (1 _ +‘@+r) and q = 1 _ (1 _ r)al(a+l). 
This leads us to introduce the corresponding functions: 
and 
p(s) = 1 - (1 - #‘(a+l) 
(OSS S 1) 
q(s) = 1 - (1 - S)a’@+l! 
Both have power series expansions (about s = 0) with nonnegative coefficients: 
the same is therefore true of each of the functions p”(s)q”(s) (=xi(s), say). 
Next we consider the infinite matrix A = (uj&+, whose entries are deter- 
mined by 
Xj(S) = jj UjkSk (j=O, 1,2,. . .). 
k=Q 
We have, for any j, 
zoajk =xj(l) =p”(I)q”(I) = 1. 
Moreover, if 0 s s < 1, we have 
Comparing coefficients gives 
gajk=l (k=o, 1,2,. . .). 
j=O 
Thus A is a doubly stochastic matrix (non-negative entries, row sums 1, column 
sums 1). 
Finally, we observe that 
(AY)j = kzO ujkrk = xj(r) 
=p”(r)q”(r) =p”q” =Xj, 
so that x is a doubly stochastic image of y. The theorem is now an immediate 
consequence of the following lemma. 
Lemma. Let y be a sequence of non-negative terms, and let N be a positive 
integer. Zf x is a doubly stochastic image of y, then the sum of the N largest terms of 
x cannot exceed the sum of the N largest terms of y. 
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Proof. Suppose that 
xj=k~lujk_Yk (i=l, 2, ***)J (3) 
where A = (Ujk) is doubly stochastic. By interchanging the rows and interchanging 
the columns of A (if necessary), we may assume that x and y are decreasing 
sequences. The sum of the N largest x’s, now C,%, Xi, may be written in the form 
5xj=~lckYk~ 
j=l 
where 
c,~l and 5 ck=N, 
k=l 
(4) 
(5) 
for we may take c& to be CjN_i aj&. The right side of (4) assumes its maximum, 
over all c&‘s satisfying (5), when 
1 1, lck<N, “= 0, k>N. 
Thus czi Xj c cF=‘=, y&, as desired. Cl 
3. Applications 
We now list some simple consequences of the theorem. These all involve a 
convex function 9, increasing on [0, 11, and satisfying G(O) = 0. Inequalities of the 
type y 
(6) 
are taken to mean: if the right side is finite, so is the left, and (6) holds. There are 
analogues of (6) for concave functions-with reversal of the inequality sign-but 
their proofs are more troublesome and we do not state these results separately 
here. Tomic ([6], see also [5]), has shown that (6) holds whenever the sum of the 
N largest y’s exceeds the sum of the N largest x’s. 
Our first result is a direct application of these ideas to the theorem. 
corouary 1. 2 $(pmqn) s 2 #((p + q -pq)“) if asp, q s 1. 
m,n=O n=O 
More interesting inequalities arise if, before applying 9, we integrate against a 
probability measure. To see this, we first introduce some notation. 
Given a (Borel) probability measure dp((t) on [0, 11, we denote by p the 
Coin tossing and moment sequences 115 
associated moment sequence, so that 
I 
1 
pk = t”dp(t) (k=O, 1,2,. . .). (7) 
0 
A similar convention will be used for other measures. The problem of deciding 
whether a given sequence p, with cl0 = 1, is a moment sequence was solved by 
Hausdorff [2]. His solution-a most elegant one-asserts that moment sequences 
are precisely those that satisfy 
An&?=0 (II,k=O, 1,2,. . .), (8) 
where Anpk is the nth forward difference of p, starting at k: 
(9) 
Hausdorff’s main interest here lay in summability theory, but moment sequences 
have come to play a prominent role in several areas of mathematics (see e.g. [4] 
for a recent survey). 
Given two moment sequences p and Y, we denote by pv their coordinatewise 
product, so that ~v=(~~Y~, plvl, . . .). It is easy to see that pv is a moment 
sequence and that 
A”(~v)~ = 1’ I’ (1 - st)” d&s) dv(t). 
0 0 
(10) 
Taking v in (10) to be the point evaluation at t = 1 gives the familiar formula 
A”po = ’ (1 -s)” dp(s). (11) 
Corollary 2. 2 #(Ampo. A”vo) s 2 @(A”(~v)~). 
m,n=O n=O 
Proof. We show that the sum of the N largest Ampo. A”vo’s does not exceed the 
sum of the N largest AR(pv)O’~, and then apply Tomic’s theorem. 
We have, by (ll), 
sup c A”‘po. Any0 = sup 
ITI=N(m,n)ET 
,T,=N (& 16 I’ (1 - s)“(1 - r)” d/+) dv(t) 
s (1 - s)“(l - t)” dp(s) h(t). 
Applying the theorem, with p replaced by 1 -s and q by 1 - t, we see that the 
last term above does not exceed 
rl rl N-l 
JJ = (1 - st)” dy(s) dv(t) 0 0 n=O 
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Corollary 2 has many amusing consequences. We give here only the simplest of 
these, obtained by taking p and Y both to be Lebesgue measure. 
Corolh+ry 3. 2 d(n)+) 6 z1 # (>) ,where d(n) is the number of divisors of 
n=l 
n and H, = 1 + (l/2) + - * - + (l/n) is the nth harmonic number (n = 1, 2, . . .). 
Proof. It follows at once from (11) that AnpO = A”Y~ = l/(n + l), so that the left 
hand side of Corollary 2 is CE=i d(n)$(lln). On the other hand, from (lo), we 
see that 
An(pv), = l1 I’ (1 - st)” d.s dt = & 1’ ’ - (’ ; t)“+’ dt 
=A $+ [ (I- t)k dt = H,+J(n + 1). 
The inequality now follows from Corollary 2. 0 
Further specialization leads to our next result, in which g(p) stands for 
Riemann ‘s zeta function. 
Corollary 4. E2(p) s 5 (&)’ 
n=l n 
(p > 1). 
This last inequality was obtained by an entirely different method in [l]. 
Attempts to understand it, and its generalizations, were what led us to the results 
of the present note. 
4. Generalizations 
In this section, we describe three extensions of our theorem. These can be 
effected simultaneously, but we choose to present them separately for reasons of 
clarity. 
Corollary 5. Zf a and b are positive integers, and 0 =~p, q G 1, then 
_LO( m+;--l)(n+i-1) @ (Pmqn) c $0 @((I - (1 - P)“(l - q)b)“). 
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Proof. As in the proof of the theorem, we define (Y by 1 - q = (1 - p)S The 
argument used before is now applied to the power series expansions of 
p(s) = 1 - (1 -#‘(a+&) 
and 
q(s) = 1 - (1 -z)@+% cl 
Our second extension is obtained by considering the game of chance played 
with k coins on the k-dimensional attice. Alfie determines a point of the lattice in 
the obvious manner, while Betty attempts to get ‘k-fold tails’. An argument 
similar to the one given above shows again that Betty is more likely to win than 
Alfie. We deduce from this Corollary 6. 
Corollary 6. Zf k is a positive integer, and if 0 S pl, . . . , pk S 1, then 
~~--‘~~~(~(l-p~)~‘)~~~~( (l-fipj)“,. 
Finally, we return to the urn game described in Section 1. Successive drawings, 
we noted above, are not independent, but they are exchangeable, and this makes 
it possible to analyze the game in abstract terms, without resorting to detailed 
calculations. 
Let AI, AZ,. . . , be a sequence of events in some probability space, and 
suppose that P(IJL1 AJ = 1. We may then define X, the waiting time for the first 
A, by setting 
X=m onA;rl... nA&_,nA,. 
Suppose, further, that the events are exchangeable, i.e., 
P(Ai,Il.. . nAJ= p, (say) 
depends only on m (and not on the particular subscripts il < - - - <i,). Then De 
Finetti’s theorem (see [3, p. lOO]) guarantees the existence of a (Borel) 
probability measure d,u(s) on [0, l] such that 
1 
pm=P(A~f-l*** nA,)= 
I 
sm dp(s) (m = 1, 2, . . .). 
0 
A simple calculation based on the inclusion/exclusion principle ([3, P1.321) shows 
that the distribution of X is given by 
P(X = m) = Am-l,uI (m = 1,2, . . .). 
Now suppose that a second sequence of exchangeable events, B1B2, . . . , is 
given on the same probability space. Suppose, further, that the B's are 
independent of the A's. Let dv(t) be the associated measure, and let Y be the 
waiting time for the first B. We define Z, the waiting time for the first double, by 
setting 
Z=k on(A,nB,)'naes n (Ak-lnBk_l)'n(AknBk). 
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It follows, again after a simple calculation, that 
P(Z = k) = A+‘(/+ 
From Corollary 2 we deduce Corollary 7. 
Corollary 7. With the above notations, we have 
ITI 
c 
(m,n)~T 
P(X = m)P(Y = n) G & P(Z = k), for every T c 2%. 
Assertion (1) for the urn game follows from Corollary 7 by considering all 
sequences of ‘blue or reds’, and by taking A,, (respectively B,) to be ‘blue on the 
nth drawing’ from urn I (respectively urn II). 
There are extensions of Corollaries 2, 3 and 4 corresponding to Corollaries 5, 6 
and 7, but the formulation of these results is left to the reader. 
Addendum, June 1990 
The restriction to integral values of a and b in Corollary 5 may be removed. 
Indeed, it is possible to show that 
where a, b, c are nonnegative real numbers with a 2 c and b 3 c. 
I have been unable to analyze the urn game (Section 1) when the sampling is 
done without replacement. It is clear that assertion (1) cannot then hold unless 
b > R and B > r. I conjecture that (1) is valid whenever both these inequalities 
are satisfied. A more general problem is considered below. 
Let us call sequences x and y a double-dipping pair provided that the sum of 
the N largest AmxO *A”yO’s does not exceed C;:A A“(xY)~ (N = 1, 2, . . .). It 
follows from Corollary 2 that any two moment sequences form a double-dipping 
pair, but there are many other examples. Take, for instance, A, a, B and b to be 
positive integers with A 2 a and B 2 b; I conjecture that X, y is a double-dipping 
pair, where xk = (” ; “) and yk = (” ; “). A n analysis of this problem leads to some 
fascinating binomial coefficient identities. 
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