Consideration is given to the effects of inhomogeneous shear flow (both regular and chaotic) on nematic liquid crystals in a planar geometry. The Landau-de Gennes equation coupled to an externally-prescribed flow field is the basis for the study: this is solved numerically in a periodic spatial domain. The focus is on a limiting case where the advection is passive, such that variations in the liquid-crystal properties do not feed back into the equation for the fluid velocity. The main tool for analyzing the results (both with and without flow) is the identification of the fixed points of the dynamical equations without flow, which are relevant (to varying degrees) when flow is introduced. The fixed points are classified as stable/unstable and further as either uniaxial or biaxial. Accordingly, various models of passive shear flow are investigated, with the main focus being on the case where tumbling is absent from the model. In this scenario, not only must advection of the Q-tensor be considered, but also its co-rotation relative to the local vorticity field. Thus, only the biaxial fixed point survives as a solution of the Q-tensor dynamics under the imposition of a general flow field. For certain highly specific flows, for which co-rotation effects can effectively be ignored along trajectories, both families of fixed points survive. In this scenario, the system exhibits coarsening arrest, whereby the liquid-crystal domains are 'frozen in' to the flow structures and the growth in their size is thus limited. The outcome (biaxial final state or a mixture of both families of fixed points) can be understood in terms of the flow time-and length-scales that manifest themselves through the co-rotational derivative. Some consideration is also given to the specific case where tumbling is present; here, the flow has a strong effect on the liquid-crystal morphology.
I. INTRODUCTION
When a nematic liquid crystal is cooled below a critical temperature, the isotropic state is energetically unfavorable and the system spontaneously forms domains wherein the constituent rod-like molecules possess orientational order. The structure of these domains can be modified in a variety of ways for practical applications [1] , for instance by electric or magnetic fields [2] , or by coupling to hydrodynamics [3] . The focus of the present work is on the latter, using a mathematical modelling approach. Specifically, this work examines a particular configuration where the spatial variations in the liquid-crystal sample are effectively two-dimensional. This enables one to apply well-established model flows from the theory of chaotic advection of a passive scalar [4, 5] , with a view to controlling the liquid-crystal morphology by stirring. It is emphasized that although the considered problem geometry (as certain model flows, only a uniform state persists at late times, whereas for others, liquidcrystal defects are permitted. Understanding the key differences between these two scenarios provides the motivation for this study, in particular, Section V herein.
This article is organized as follows. In Section II the Landau-de Gennes model of the liquid-crystal dynamics is recalled, along with a formalism to couple the resulting Q-tensor equation to hydrodynamics, and a description of the model tensorial equations in the relevant planar geometry. Passive advection of the Q-tensor dynamics appears as a limiting case and is identified via dimensional analysis; this limiting case provides the main focus for the present work. The fixed points of the unadvected system are analysed in Section III: this provides the main theoretical tool for the work; numerical simulations for the case without flow are also presented herein: this provides a benchmark against which to compare the scenarios with flow but also confirms the existence of coarsening in the system, whereby small-scale liquid-crystal domains grow algebraically in time. The results for the cases with flow are presented in Section IV, wherein several model flows are compared and contrasted. A theoretical explanation for the results is presented in Section V, along with concluding remarks.
II. MATHEMATICAL FORMULATION
In this section the Landau-de Gennes model for a nematic liquid crystal is introduced. A specialization to thin samples is made, such that the complexity of the problem reduces substantially. The homogeneous case is studied in detail and the fixed points of the corresponding equations are identified. Finally, the relevant advection terms are introduced to complete the model description.
A standard model for nematic liquid crystals starts with the traceless symmetric Q-tensor Q, ij th entry Q ij . In a spectral decomposition, the Q-tensor can be written as
where the λ 1 and λ 2 are eigenvalues of Q with corresponding eigenvectors n (1) and n (2) (the third eigenvalue is determined by the traceless condition, λ 1 + λ 2 + λ 3 = 0). The system is characterized by its scalar free energy,
comprising bulk and elastic contributions. Following the standard approach, take the following form for the bulk contribution F 0 is taken:
where Ω is the container volume (surface contributions are neglected for the time being). Here, α F is taken to be temperature-dependent, with α F = 12a(T − T * ). Here a is a positive constant, T is temperature, and T * is a reference temperature. Also, β F and γ F are taken to be positive constants. In this way, it is energetically favourable for the system to be in a nematic state with Q ≠ 0 below a certain critical temperature T IN ; the presence of the cubic term in Equation ( 3) (corresponding to β F ≠ 0) means that T IN ≠ T * -the precise value of T IN is computed below in Section III. Concerning the elastic contribution to the free energy, consideration is given to a simple model wherein each elastic constant is the same and the cholesteric parameter is zero. In this case, the elastic contribution to the free energy can be written simply (up to divergence terms) as
where k is a constant related to the Frank constant K by K = kS 2 0 2, where S 0 is a typical value of the nematic order parameter S = 6tr(Q 2 ).
In the absence of flow, the system then evolves through time so as to minimize the total free energy, subject to the constraints that the Q-tensor remain traceless and symmetric. This results in the following gradient dynamics:
where ζ
−1
1 is the relaxation rate. Explicitly (in index-free notation), this reads
In contrast, in this work, consideration is given to the case where the Q-tensor is transported and subjected to rotations via an incompressible velocity field v(x, t). In the general case, gradients in the Q-tensor feed back into the velocity field itself, via Navier-Stokes-type equations. The general equations for the coupled motions of the Q-tensor and the fluid are as follows [3, 11, 12] (see also Appendix A):
Equation (6b) for the hydrodynamics is supplemented with the incompressibility condition ∇ ⋅ v = 0. Here, D denotes the symmetric part of the rate-of-strain tensor,
and Ω denotes the antisymmetric part, such that Ω ij = (1 2)(∂ i u j − ∂ j u i ). Here also, ρ 0 denotes the constant fluid density and finally, ζ 1 , ζ 2 , ζ 3 , ζ 31 and ζ 32 are phenomenological viscosity coefficients which can be related to the Leslie viscosities [11, 12] . Finally, the tensor products in Equation (6) are defined via the relations
and D⋅Q = D ij Q ij ; the context in which such terms arise is explained in detail in Appendix A. The main subject of this work is passive advection, whereby the Q-tensor is advected by the flow, but does not feed back into the dynamical equation for the velocity field itself. Therefore, in this section a dimensional analysis is performed on Equation (6) to derive the precise scaling relation for this flow regime to be valid. Accordingly, Equations (6) are non-dimensionalized based on a characteristic timescale t 0 = ζ 1 (8γ F ) and a characteristic lengthscale L, which results in the following dimensionless dynamical equations (dimensionless quantities denoted by a tilde, with Q already being inherently dimensionless). For the Q-tensor, one obtains
where
Accordingly, the ratio
is identified as the tumbling parameter [20] . In a simple shear one can expect flow alignment for Tu > 1 wherein the liquid crystal aligns at a fixed angle with the direction of the local flow gradient [21] . On the other hand, for Tu < 1 it can be expected that both transport and rotation ('tumbling') of the liquid-crystal sample should dominate. For the hydrodynamic equation, the nondimensionalization yieldṡ
Here, Br is the backreaction strength, and represents the feedback of the Q-tensor and its gradients on the flow, while Re is the standard hydrodynamic Reynolds number. Following standard practice, the ornamentation over the dimesionless quantities is dropped, with the implicit assumption that all calculations are henceforth carried out using the dimensionless formulation. Equations (8) now make manifest the precise regime of passive advection: it is Br = 0. This is the regime of interest for the rest of this work. It is also assumed that the hydrodynamics are forced by a particular protocol, such that v(x, t) corresponds to a desired model chaotic flow, used elsewhere in the literature to scalar transport [7] and also, advection of the Cahn-Hilliard scalar order parameter [14, 15] , of which more details are presented below. To make numerical progress (and to illuminate the physics in simple scenarios), this study is furthermore restricted to two-dimensional geometries. The problem geometry is selected such that the liquid-crystal sample is sandwiched between two narrowly-separated parallel plates. For definiteness, the direction normal to the plates is labelled as the zdirection. Furthermore, boundary conditions are chosen such that the molecules on each of the bounding plates are anchored in the same fashion so that all z-variation is suppressed. The director is parallel to the plates, i.e. has no component in the z-direction. In this geometry, the Q-tensor possesses only four independent components [22] , which are written here as
with S 2 = 6tr(Q 2 ) = 12(q 2 + r 2 + s 2 + qs). The spectral decomposition (1) gives
where λ 1,2 are the eigenvalues of the Q-tensor that lie entirely in the xy-plane and n (1) = (n 1 , n 2 , 0) is the eigenvalue corresponding to λ 1 . The tensor Q is uni-axial if and only if it can be written as Q ij ∝ m i m j − (1 3)δ ij , for some unit vector m = (m 1 , m 2 , m 3 ). Based on Equation (10), the tensor is uni-axial if and only if 2λ 1 + λ 2 = 0 or 2λ 2 + λ 1 = 0, hence
For the present two-dimensional geometry, the uni-axialiaty condition leads to the following explicit form for the Q-tensor:
where ϕ ∈ [0, 2π) is a parameter.
III. FIXED-POINT ANALYSIS AND EVOLUTION IN THE ABSENCE OF FLOW
Before studying the case wherein the Q-tensor is subject to passive advection, it is of interest to study the fixed points of the spatially homogeneous version of Equation (8a), since this forms a key part of the analysis of the flow-driven case; the same applies to studying the spatially inhomogeneous version of Equation (8a) in the absence of flow.
Based on Equation (8a), the pertinent Q-tensor dynamics in the absence of flow are
and the fixed points corresponding to the constant-in-time spatially homogeneous case can be obtained by setting ∂ ∂t → 0 and ∇ 2 → 0 in the above. By direct computation, one obtains several families of fixed points in closed form, enumerated as follows (the trivial fixed point is also a possibility, with r = s = q = 0). Case 1. This involves r = 0 and q = as, where (a) a = 1, (b) a = −2, or (c) a = −1 2. The value of s is given in closed form as follows:
For a = 1 this reduces to the simple form s = A ± − g 2 , where
Case 2. With r ≠ 0, q is arbitrary, s = −q + A ± , and
These calculations give rise to a precise statement of the condition for the system to possess a nematic state: from Equation (14) it is required that A be real, hence
A very brief classification of these fixed points is given here as follows:
• Based on Equation (11), it can then be seen that the fixed point in Case 1(a) is bi-axial while the rest are all uni-axial.
• Based on Equation (12), Cases 1(b)-(c) give either ϕ = 0 or ϕ = ±π 2. For case (2) ϕ takes arbitrary values, since this corresponds to an infinite family of solutions parametrized by q.
• For all fixed points, the scalar order parameter takes the values 6 A ± .
Additionally, the fixed points are classified according to their stability. The timedependent homogeneous version of Equation (13) is considered (i.e. with allowing for time-dependence but with ∇ 2 → 0), and a solution (q, r, s) = (q 0 , r 0 , s 0 ) + (δq, δr, δs) is imposed. Here, the subscript zero denotes the fixed-point solution. Linearizing around the fixed point gives a system of equations
where J is the Jacobian of the system. Based on the eigenvalues (µ 1 , µ 2 , µ 3 ) = spec(J), the fixed points are classified according to linear stability theory: the fixed point is stable if all eigenvalues of J have negative real part; the fixed point is neutral if J has at least one eigenvalue with zero real part (with the other eigenvalues having negative real part) while finally, the fixed point is said to be unstable if J has at least one eigenvalue with a positive real part. In this way, a brief linear stability analysis is carried out for the families of fixed points enumerated in the above list. Case 1(a) gives a combination of stable and unstable fixed points with s = A − − g 2 giving stable states and s = A + − g 2 giving unstable states. In particular, the eigenvalues of the stability analysis are
Correspondingly, the order parameter can be obtained as S = 6 s + q = 12 A ± − g 2 . The negative branch gives the larger of the two values of S and corresponds to the stable state. Similar analysis for the cases 1(b)-(c) and case 2 indicates that the remaining fixed points are neutral or unstable, with S = 6 A − neutral and S = 6 A + unstable. Case 3. This case is relevant both as a fixed point and an evolutionary state and arises when the scalar order parameter S changes in time but the director is fixed. This case corresponds to a uni-axial state. Thus,
The quantity λ is treated as a constant, which gives
Comparing these equations gives
For λ ≠ 1 this gives
which is a manifestly uni-axial state because r 2 − (2s + q)(2q + s) = q 2 ν 2 − q 2 (2λ 2 + 5λ + 2) = 0. These relations are now substituted back into the dynamic equation for dq dt:
This gives further uni-axial fixed points q 0 = A ± (1 + λ) −1 , the stability of which can be determined by the growth rate µ = Φ ′ (q 0 ), where
with min(Φ ′ (q 0 )) corresponding to the growth rate of the most-stable biaxial mode (Equation (16)). It can be noted that the present uni-axial fixed point (Case 3) gives q + s = A ± . Thus, the fixed points in Case 3 coincide the uni-axial fixed points from Cases 1-2 (specifically, λ = −1 2, −2 reproduces Cases 1(b)-(c) and λ ∈ R {−2, −1 2} reproduces Case 2). This begs the question: if Cases 1-2 give unstable fixed points, then why is Case 3 a stable fixed point? The explanation is that the trajectory in Case 3 is constrained to be one dimensional and to lie along stable eigendirections of the uni-axial fixed points in Case 1-2, and is therefore stable. Finally, Cases 1(a) and 3 are both linearly stable and have the same negative growth rate, meaning both are energetically equally favourable. It is of further interest to examine the influence of the diffusion on the evolution of the problem, before studying the effects of flow. Therefore, the full system of equations (13) is solved using a pseudospectral numerical method [23] with corresponding periodic boundary conditions in both directions. Specifically, the numerical method involves computing all spatial derivatives in Fourier space and all products (e.g. q 2 , s 2 , r 2 , T, etc.) that make up the nonlinear terms in real space. Concerning the temporal discretization, the diffusion term is treated using the Crank-Nicholson method for maximum numerical stability while all remaining terms in the equations are treated using a third-order Adams-Bashforth scheme.
The simulations are performed on a 256 × 256 grid and the chosen timestep is ∆t = 10 −2 . Both the times step and the size of the spatial grid are chosen so as to ensure that the numerical simulations have converged. The constants g 1 and g 2 are fixed based on the liquid crystal 5CB and θ is viewed as a parameter. Hence, using standard values for 5CB [24] , it follows that
It is revealing to study two sets of distinct initial conditions. In the first case, the initial data are chosen to be uni-axial (i.e. based on Equation (12)) with a phase ϕ ∈ [0, 2π) and a value of S ∈ [0, 1] both chosen randomly from separate independent identical uniform distributions at each point in the domain. In the second case, the initial data are chosen to be bi-axial (i.e. based on Equation (10), with (n x , n y ) = (cos ϕ, sin ϕ) and again with ϕ ∈ [0, 2π) chosen randomly from independent identical uniform distributions at each point in the domain. Also, λ 1 = ρ cos ϑ and λ 2 = ρ sin ϑ, where ρ is chosen such that 6tr(Q 2 ) ≤ 1. This is achieved by letting ρ =ρ{6[1+(cos ϑ+sin ϑ) 2 ]} −1 2 , where 0 ≤ ϑ < 2π and 0 ≤ρ ≤ 1 are further variables chosen from the uniform random distribution at each point in the domain.
Sample simulation results at various times (uni-axial initial data) are shown in Figure 1 . The scalar order parameter S = 6tr(Q 2 ) tends to a bimodal distribution with S = 6 A ± . To understand this structure in more depth, s + q is plotted in Figure 2 (a) at t = 5000. Again, s + q reveals a bimodal distribution with s + q ≈ A + throughout the domain and s + q ≈ 2(A + − g 2 ) in small islands. By referring to the fixed-point analysis, it can be seen that the small islands correspond to regions where the system locally tends to an unstable bi-axial fixed point while in the rest of the domain the system tends locally to stable fixed points of types 1(a,b) and type 3. Reasons for the (local) selection of an unstable fixed point are given in what follows.
To understand the evolution of the system more fully, the components of the Q-tensor are Fuller characterization of the system at t = 5, 000. (a) Plot of s + q at t = 5000 revealing a bimodal distribution. The value s + q ≈ A + corresponds to a type-3 stable fixed point while the s + q ≈ 2(A + − g 2 ) corresponds to a type-1(a) unstable bi-axial fixed point; (b) Plot of s at the same time. The small circular contours correspond s + q ≈ 2(A + − g 2 ) (i.e. bi-axial regions) and the larger contours correspond to r = 0; (c) Plot of λ = s q for q > 0.05 (the hatched regions correspond to q < 0.05.
selected for in-depth study at a particular time in Figure 2 . In Figure 2 (a) a contour plot of s + q is shown again revealing a bimodal distribution with s + q ≈ 2(A + − g 2 ) in the small island regions and s + q ≈ A + elsewhere. These again correspond (respectively) to unstable bi-axial fixed points and neutral or fixed points of types 1(a,b), and 3, providing further evidence of this characterization of the late-time evolution in terms of (local) relaxation to fixed points. In Figure 2 (b) a plot of s by itself is shown, overlaid with the zero contour of the scalar field r and a further contour with s + q ≈ 2(A + − g 2 ). Along level curves with r = 0, the system is seen to collapse locally into a type-1(a,b) fixed neutral point with r = 0. More precisely, such curves are heteroclinic orbits, where the system transitions between one kind of neutral type-1(a) uniaxial fixed point and another; the crossover between the fixed points corresponds to the unstable biaxial state. This is consistent with analysis of the steady-state heteroclinic orbits in the literature [25] . Away from lines with r = 0, the system collapses into a type-3 fixed point, as can be seen by plotting λ = s q for q > 0.05 (Figure 2(c) ). Here λ exhibits a high degree of spatial ordering consistent with the notion that the components of the Q-tensor form coherent domains (as in Figure 2 To understand the presence of the type-1(a) unstable bi-axial fixed points in the system at late time, consideration is given to the topology of the eigendirections of the Q-tensor. Specifically, the eigendirections n (1,2) = (cos ϕ 1,2 , sin ϕ 1,2 , 0) are examined and the phases ϕ 1 and ϕ 2 are plotted Figure 3 . The plot reveals that ϕ 1,2 experience jumps of magnitude π along curves starting from one of the islands and finishing at another. Thus, the phase jumps and the corresponding islands of type-1(a) fixed points are properly seen together as line defects and defect cores respectively with a topological charge ±1 2. (Specifically, a defect core can be assigned a topological charge 1 2 if ϕ 1 winds from −π 2 to π 2 in an anti-clockwise fashion and −1 2 if the winding is an a clockwise fashion. The value of 1 2 refers to the fact that precisely two windings are required for ϕ 1 to return to its original value, modulo 2π.) Additionally, the location of the jumps coincides exactly with the r = 0 contour. Thus, a state with r = 0 and Q uni-axial corresponds to a jump in ϕ 1,2 and hence, a director that takes two opposite values while r = 0 with Q bi-axial corresponds to a point where the director cannot be assigned any value(s), i.e. a defect core. These findings are consistent with the literature [25, 26] . Since the type-1(a) fixed point with S = 6 A − is unstable, it can be asked why it appears at late time. The reason is that the system globally conserves the topological charge of the defects. Thus, (neglecting integer-charged defects, as such defects tend to be absent at late time in planer systems [26, 27] ) the only way for the system to remove defects and hence move to a more stable state is by the merger of two defect cores of opposite charge. In this way, two 'pins' supporting a domain wall annihilate and the domain expands in size.
Sample simulation results at various times (bi-axial initial data) are shown in Figure 4 . The system forms domains of two distinct kinds -regions that approximate a type 1(a) stable biaxial fixed point and further regions that are a patchwork of uniaxial states wherein the domain structure (including the defect structure) closely resembles that already studied in the context of uni-axial initial data. It is of interest to study the growth of the domains, particularly for the case of biaxial initial data. Therefore, a measure L(t) of the domain scales is introduced:
whereĈ k is the Fourier transform of the mean-zero part of the scalar order parameter, i.e.
This agrees with the standard approach of measuring k 1 in the literature, i.e. using the spherically-averaged power spectrum of the relevant order parameter as a distribution function and computing the expected value of k accordingly [14] . The results of measuring L(t) according to the above procedure are shown in Figure 5 The lengthscale L(t) demonstrates an initial rapid growth phase L(t) ∼ t 1 2 consistent with diffusive scaling [26] and with existing studies [26, 27] . Thereafter, the growth slows down. This too is consistent with existing studies [27] on systems where a homogeneous biaxial state is energetically favourable compared to the corresponding uni-axial state (for the present system, both such states are equally energetically favourable / stable). However, finite-size effects may also play a role here, as the domains extend across the periodic box at late times in the present study (as in Figure 4(d,h) . Nevertheless, the clear initial trend consistent with diffusive scaling is unambiguous, and the system therefore coarsens in a well-defined manner. Consideration is now given to the question of whether this coarsening can be arrested by the application of an external shear flow. In this section, the effect of chaotic shear flow via passive advection is modelled using a variety of algebraically-defined velocity fields chosen in part for their simplicity but also because they mimic chaotic flows observed in the laboratory [5, 14] . In the first instance the quasi-periodic constant-phase sine flow is introduced; the other flow models are introduced at various points throughout the section with a view to comparing the robustness of the results to the choice of model flow. A third motivation for considering such simple model flows is the resulting reduction in complexity, which enables us to focus on several key aspects whereby the presence of a flow field modifies the Q-tensor dynamics. As such, for a generic two-dimensional flow, Equation (8a) reduces in complexity to the following set of coupled equations:
where Ω 12 = (1 2)(∂u ∂y − ∂v ∂x) and D 12 = (1 2)(∂u ∂y + ∂v ∂x), and where the other components of the antisymmetric and symmetric rate-of-strain tensors are zero for the sine flow. Throughout this section, equations (22) are solved numerically using the pseudospectral method already described in Section III. The first considered model flow is the time-periodic constant-phase sine flow with period τ is defined such that, at time t, the velocity field is given by
where the velocity components not listed are zero and where t is written uniquely as t = ρτ +µ for ρ zero or a positive integer, with 0 ≤ µ < τ , and hence mod(t, τ ) ∶= µ. The phases of the sine functions in Equation (23) are assumed here to be constant and equal to zero, although consider a modified sine flow is also considered wherein the phases are renewed periodically [4] (the random-phase sine flow). In both scenarios, the purpose of the model sine flow is to mimic high-Prandtl number turbulence [14] . For the present purposes, the chosen parameter values are A = 0.8 fixed (for both the constant-phase and random-phase sine flows), with τ varying as indicated below. Also for the present purposes, the phases in the random-phase verison of the sine flow are updated precisely once per quasi-period τ . To characterize the flow in Equation (23) and its random-phase variant in a succinct fashion, a measure of the mean strain rate associated with the flow is introduced, denoted here by Λ. The chosen measure takes account of of the flow amplitude A, the flow lengthscale 2π k 0 , and the flow timescale τ , and is therefore identified with the average value of the maximal Lyapunov exponent of the flow, computed in a standard fashion [9] . The results are shown in Figure 6 , for which the constant-phase sine flow (23) is first of all discussed. The figure reveals that the mean Lyaponov exponent (averaged over the entire domain) is positive for Aτ 0.5, which indicates that the sine flow in this regime is chaotic [4, 28] . A characteristic of such flows is that neighboring parcels of fluid follow trajectories that separate exponentially at a distance that grows as e Λt . Below the value Aτ ≈ 0.5, the Lyaponov exponent is zero, meaning the flow is regular: particles remain trapped in well-defined regions of the flow, and the flow is laminar effectively laminar. Care is needed in characterizing the flow based on the average Lyapunov exponent, as such an averaged approach hides fine details. Indeed, the cutoff at Aτ ≈ 0.5 is by no means clear-cut for the constant-phase sine flow, since a small positive values of Λ at Aτ ≈ 0.5 corresponds to a flow with inhomogeneous characteristics, i.e. chaotic regions where the local Lyaponov exponent is positive and regular regions where it is zero. This is is illustrated in the inset panels in Figure 6 where dx dt = v(x, t) for an ensemble of particles: for Aτ = 0.04 the trajectories are entirely regular, for Aτ = 0.6-1 the trajectories are regular in certain regions and chaotic in others, while for Aτ = 1.6 the trajectories are chaotic throughout the flow domain. In contrast, for the random-phase sine flow, the mean Lyapunov exponent is positive for all values of the parameter Aτ , meaning the flow is more chaotic than its constant-phase counterpart. Intuitively, this makes sense, as the periodic randomization of the phases breaks up the regular flow regions apparent in the constant-phase case in Figure 6 
A. Results -no tumbling
A first set of results is shown in Figure 7 for the constant-phase sine flow with no tumbling (Tu = 0). For Aτ = 0.04 the order parameter is trapped inside regions whose boundaries are described by the separatrices y = x and y = 1 − x, corresponding to the directions of maximum stretching of the sine flow. Inside these regions, the Q-tensor is stretched and folded in a uniform fashion by the application of the sine flow, leading to thin annular-shaped nematic domains where the Q-tensor locally relaxes to values related either a bi-axial or a uni-axial fixed point. The natural formation of the nematic domains is thereby disrupted, as the imposition of the flow separatrices sets an upper limit of the domain size: in short, the nematic domains (whether uniaxial or biaxial) are 'frozen-in' to the flow structure. For Aτ = 0.6 the growth of the domains is again disrupted, and the chaotic regions of the flow extend to larger parts of the domain. Inside the regular regions, the Q-tensor again locally relaxes to fixed-point values as previously, whereas in the chaotic regions, the Q-tensor relaxes to a uniform state corresponding to a stable bi-axial fixed point, as evidenced by the extended domain wherein r = 0 in the corresponding plot of the r-component of the Q-tensor. These trends continue with increasing Aτ : the 'islands' in which the Q-tensor assumes a mixture of uni-axial and bi-axial fixed-point values shrink while the surrounding 'sea' of biaxial fixed-point values expands. Beyond Aτ = 1, the islands disappear altogether the Q-tensor relaxes to a uniform state given by the stable bi-axial fixed point (panels (c), (f) in Figure 7) .
The above results can be summarized succinctly by examining L(t) as given by Equation (21) (Figure 8(a) ). For Aτ 0.8, L(t) saturates at a value L(t) ≈ 0.25, consistent with coarsening arrest governed by the 'freezing in' of the nematic domains into regular flow regions bounded by well-defined flow separatrices. Beyond Aτ = 0.8, the islands of regular flow shrink and the chaotic regions expand, leading to a corresponding shrinking of the nematic domains, such that by Aτ = 1 a uniform bi-axial state is favoured. Correspondingly, the average value of r 2 (averaged over the spatial domain) is plotted in Figure 8 (b) as a function of time. According to Figure 7 , the mean square value of r can be used as a measure of bi-axiality, with r = 0 corresponding to a biaxial fixed point. Thus, it can be seen quantitatively from the figure that increasing Aτ increases the degree to which the system relaxes A second set of results for the constant-phase sine flow examined with Tu = 1. Since ∂u ∂x = ∂v ∂y = 0 for the sine flow, the imposition of tumbling in the Q-tensor dynamics amounts only to the addition of a source term D 12 on the left-hand side of the r-equation, as can be seen in Equation (22) . Snapshots of the resulting Q-tensor properties are shown in Figure 9 . Corresponding spatially-averaged quantities are shown in Figure 10 as a function of time. These reveal that the system settles down to a periodic state whose period is the same (in a first approximation) to the period of the forcing term. Furthermore, for the regular flow regime Aτ = 0.04, the scalar order parameter assumes the same regular spatial structure as the imposed flow field. For the chaotic regimes Aτ = 0.8 and Aτ = 1.6, the scalar order parameter again assumes a spatial structure imposed by the flow; in these cases however the resulting pattern is chaotic as opposed to laminar. In each considered case, the dynamics can be understood simply as a response to the forcing due to the inhomogeneity in Equation (22). 
C. Results -other model flows
Consideration is also given to other model flows, starting with the random-phase sine flow. The effect on the Q-tensor of stirring by the random-phase sine flow is encapsulated in Figure 11 , which shows a time series of the spatially-averaged r field R(t) ∶= L −1
x L −1 y ∬ r 2 dxdy for various values of Aτ . It can be seen that R(t) decays exponentially to zero for all chosen values of Aτ , indicating that the biaxial fixed point is favoured in all scenarios. Snapshots of the scalar order parameter and the r-component of the Q-tensor confirm that the system does indeed relax to a uniform state corresponding to the biaxial fixed point (Figure 12) .
Consideration is also given to an oscillating cell flow which can be realised in the lab setting [5] , such that u = ∂ψ ∂y and v = −∂ψ ∂x, where ψ(x, y, z) is the time-dependent streamfunction ψ(x, y, z, t) = A 0 sin (k x x + A 1 cos(ωt)) sin(k y y).
It is emphasized that Equation (24) is applied using periodic boundary conditions in both spatial directions, whereas in the laboratory setting, walls matter. However, since the focus on the present case is on the Q-tensor dynamics in the bulk of the sample (i.e. far from walls and wall effects), the choice of periodic boundary conditions is thereby justified. As such, for A 1 = 0 the flow is time-dependent and regular, such that Lagrangian trajectories are confined within periodic cells; the presence of the time-dependent term causes particles near cell boundaries to move into neighbouring cells thereby making the flow chaotic. Accordingly, Figure 13 shows the time series of R(t) for various values of the forcing frequency ω (the other flow parameters are given in the caption). The figure indicates that the system relaxes to a uniform biaxial state, the relaxation is slower for larger values of ω corresponding to shorter flow periods. There is therefore some consistency between these results and the earlier results for the constant-phase sine flow, wherein model flows with a shorter flow period did not relax entirely to the biaxial fixed point. Snapshots of the scalar order parameter and the corresponding snapshots of r(x, y, t) ( Figure 14) confirm this description. The snaphshots further illustrate the slow convergence of the Q-tensor dynamics to the uniform biaxial fixed point under the model cell flow: mixed uniaxial/biaxial domains persist until late time, especially for ω = 1 and ω = 10. However, the ultimate state in all considered cases is for the system to relax uniformly to the only (stable) fixed point that exists in the Q-tensor 
The simulations again use periodic boundary conditions in both spatial directions.
FIG. 14. Across the top: snapshots of scalar order parameter for various values of ω and for Tu = 0, for the oscillating cell flow. Across the bottom: corresponding snapshots of r.
equations with flow, this being the biaxial fixed point. Summarizing, the picture concerning the effects of flow on the Q-tensor dynamics are mixed:
• For the constant-phase sine flow, the domain structure obtained in the unstirred case persists when the flow period is very short (specifically, τ ≪ 1); namely, the system exhibits an interpenetrating domain structure consisting of coherent biaxial regions but also of further distinct mixed uniaxial/biaxial regions. In all other cases, the system relaxes ultimately to a stable biaxial fixed point, uniform in space.
• For the random-phase sine flow the system relaxes rapidly to a uniform biaxial state; the mixed domains are no longer present.
• For the oscillating cell flow, the system again relaxes to the stable biaxial fixed point; the relaxation is most slowest for the short flow periods.
The aim of the next section is to place this picture into a wider theoretical framework.
V. DISCUSSION AND CONCLUSIONS
In this section the results concerning the flow in the absence of tumbling are placed in a theoretical context. The approach is to consider Equations (22) in the absence of diffusion. This is justified in a first approximation since 2 is small, meaning that diffusion can be neglected over times that are short compared to the flow timescale L A. Then, Equation (22) can be regarded as as a set of rate equations along Lagrangian trajectories:
where (F 1 , F 2 , F 3 ) T encode the Q-tensor dynamics, and where d dt is the Lagrangian derivative along particle trajectories. It is clear that the stable biaxial fixed point r = 0 and s = q is preserved by the addition of the co-rotational term in Equation (25) . The other stable (uniaxial) fixed points are not preserved; this can be shown rigorously (e.g. Appendix (B)). Therefore, unless a prescribed flow has highly specific characteristics, such that Ω 12 = 0 identically, or such that Ω 12 is effectively zero along trajectories, the Q-tensor will relax towards the stable biaxial fixed point along trajectories. Allowing again for a small amount diffusion, its presence in the relevant Q-tensor equations will only accelerate the relaxation to the stable biaxial fixed point, by smoothing out small-scale spatial variations in the Qtensor components. The focus for the remainder of this section therefore is to investigate the properties of the co-rotation term Ω 12 for the different model flows, and to relate this to the evolution of the Q-tensor under the relevant flow. Some general discussion is possible concerning those flows for which all fixed points (whether uniaxial or biaxial) survive in the presence of the co-rotational term in Equation (25) . For cases where Ω 12 = 0 identically (i.e. irrotational flows), this discussion is trivial. Therefore, consideration is given to flows with rotation for which Ω 12 is effectively zero along trajectories, according to the following prescription. Starting with Equation (25) , it can be seen that q, r, and s vary on multiple timescales. First, because (F 1 , F 2 , F 3 ) are O(1) quantities, the time derivative d dt induces temporal variations in q, r, and s that are themselves O(1) in the dimensionless timescale of the problem. Equally, the terms proportional to Ω 12 induce a second independent temporal variation in q, r, and s that takes place on the timescale set by the applied flow. Thus, for specific cases involving periodic or quasi-periodic flows with period τ , the Q-tensor will vary on independently on an O(1) timescale but also on an O(τ ) timescale. For τ ≪ 1 in the dimensionless units of the problem, the flow timescale will be rapid. For these reasons, and motivated by a similar scenario in advection-diffusion [29, 30] , a rotating-wave-type approximation is made in the limit as τ → 0: Ω 12 is thereby replaced by its average value over a Lagrangian trajectory,
For those flows where ⟨Ω 12 ⟩(x 0 ) = 0 in parts of the flow domain, and for τ → 0, the corotational term on the right-hand side of Equation (25) becomes negligible, meaning that the fixed points of Equation (25) are the same as the fixed points of the corresponding system without flow, i.e. the uniaxial and biaxial families of fixed points previously introduced in Section III. Because diffusion does not alter the fixed points of the unadvected system of equations, these conclusions carry over to scenarios where the diffusion is small but finite, with one caveat: if ⟨Ω 12 ⟩(x 0 ) = 0 only in small isolated parts of the flow domain, then the mixed uniaxial/biaxial domain structures will only persist in such small regions, which may eventually by smoothened out by the effects of diffusion, such that a homogeneous final state is favoured. Since only the biaxial fixed point corresponds to a homogeneous state (as the multiplicity of stable uniaxial fixed points give rise to an inhomogeneous domain structure), it is thereby expected that the twin effects of diffusion and co-rotation will favour the biaxial fixed point.
These ideas are now used to explain the previously observed features of the Q-tensor dynamics for the specific model chaotic flows. Accordingly, the Lagrangian average ⟨Ω 12 ⟩(x 0 ) is plotted for the constant-phase sine flow, for different values of Aτ in Figure 15 . For Aτ ≤ 0.6 the plots indicate extended regions where ⟨Ω 12 ⟩(x 0 ) ≈ 0. These regions correspond clearly to the mixed uniaxial/biaxial domain structures observed in Figure 7 . In contrast, for Aτ = 1.6, ⟨Ω 12 ⟩(x 0 ) varies on (arbitrarily) small spatial scales, which is a consequence of the fully chaotic nature of the flow in this regime, whereby initially neighbouring trajectories diverge exponentially in time, meaning that the fluid properties along initially neighbouring trajectories decorrelate. In this case, it can be expected that the co-rotational term will induce corresponding small-scale variations in (q, r, s), which will enhance the effect of diffusion, thereby promoting a homogeneous final state. This is consistent with what is observed in Figure 7(c,f) , where only the biaxial fixed point survives at late times. The random-phase sine flow is investigated along similar lines. In this case the, Lagrangian average ⟨Ω 12 ⟩(x 0 ) d) ), as the rapid oscillation in the boundaries between the different cells in the flow effectively averages to zero over a Lagrangian trajectory, and the result for ω = 10 is qualitative very similar to the other extreme case with ω = 0. In no case is ⟨Ω 12 ⟩(x 0 ) zero in extended regions of the domain, and hence, only the biaxial fixed point survives as a steady solution of the Q-tensor equations. It is noteworthy however that the magnitude of ⟨Ω 12 ⟩(x) 0 is much smaller for the ω = 10 case than for the ω = 0 case, while these quantities otherwise have the same spatial structure. This explains why the uniaxial fixed points persist in the ω = 10 simulations for late times (e.g. Figure 16 (d,h) ), before eventually being overwhelmed by the effect of the co-rotation term.
Summarizing, a planar form of the Landau-de Gennes equations coupled to hydrodynamics has been introduced. A limiting scenario has been identified whereby the hydrodynamics decouples from the Q-tensor dynamics, meaning that the Q-tensor is driven by an externallyprescribed flow field. This is an particularly appropriate regime in which to study the chaotic advection of the Q-tensor. The main tool for analyzing the resulting equations (both with and without flow) has been the identification of the fixed points of the dynamical equations without flow, which are relevant (to varying degrees) when flow is added to the model. The fixed points are classified as stable/unstable and are further classified as either uniaxial or biaxial. Accordingly, various model chaotic flows have been investigated, with the focus being primarily on cases where tumbling is not important (although tumbling -effectively an inhomogeneous contribution to the advected Q-tensor equations -has been investigated briefly also). It is found that only the biaxial fixed point survives as a solution of the Qtensor dynamics under the imposition of a general flow field. This is due to the co-rotation term, whose presence means the uniaxial fixed points no longer solve the (advected) Q-tensor dynamics. For certain highly specific flows, for which the co-rotation term Ω 12 is zero or effectively zero on trajectories, both families of fixed points survive. It is anticipated that these insights can be used as a means of controlling liquid-crystal morphology in planar geometries.
Appendix A: Derivation of the coupled equations for the hydrodynamics and the Q-tensor
In this section the general framework for coupling hydrodynamics to the Q-tensor dynamics is described, with a view to deriving Equation (6) in the main text from first principles. The starting-point is a variational principle wherein the Lagrangian for the system is given as follows [31] :
where d 3 a = dm = ρd n x, and a is a Lagrangian label. Thus, ∂ ∂τ denotes the time derivative at a fixed particle label. Also, the pressure p appears as a Lagrange multiplier that enforces the incompressibility of the fluid (thereby assigning to the fluid a constant density ρ 0 ); λ is a further Lagrange multiplier that enforces the tracelessness of Q, with Q ⋅ I = Q ij δ ij = Q ii . The generalized velocities are identified as v = ∂x ∂τ , andQ = ∂Q ∂τ , and the relatioṅ
connects the Lagrangian time derivativeQ with its Eulerian counterpart. Thus, the generalized forces are identified as 
where δL δ(∂x ∂τ ) etc. denote functional derivatives, taken in the appropriate sense (e.g. References [9, 31] ). Following References [11, 12] , the theory is made into a dynamical one by assuming that the generalized (conservative) forces in Equation (A2) are related to the dissipative forces via the equations
where R is the dissipation function, with
This amounts to a balance between power production via the conservative forces and power dissipation. In order to make the theory materially frame-indifferent, it is necessary that the dissipation function R depend on a frame-indifferent time derivative of the Q-tensor; as in Reference [3] , this is chosen to be the co-rotational derivative,
Also, in order for the theory to reduce to the Navier-Stokes equations in the limit Q → 0, it is necessary for R to depend on the velocity v through the symmetric rate-of-strain tensor D, where D ij = (1 2)(∂ i u j + ∂ j u i ). Finally, in order for the dissipative forces to be linear in the generalized velocities, the dissipation function must be bi-linear in ○ Q and D [12] . These assumptions can be used to compute the following variation in R with respect to the generalized velocities:
Combining Equations (A3) and (A5) gives the following set of equations coupling the hydrodynamics to the orientational dynamics of the liquid crystal:
(A6c) is the stress tensor for the fluid, and where a sum over repeated indices is implied in Equation (A6c).
The constitutive model for R is outlined briefly. Following Reference [20] , one takes R = where ζ 1 , ζ 2 , ζ 3 , ζ 31 and ζ 32 are phenomenological viscosity coefficients, which gives the following a closed-form set of evolution equations based on Equations (A6). In particular, one obtains the following balance for the Q-tensor: 
In this way, the presented model agrees with the model derived elsewhere but by equivalent means by Qian [3] . For ω 2 0 ≠ 0, the only fixed point that survives is therefore C = B + (1 4)A 2 = 0, which is precisely the biaxial fixed point. In contrast, if ω 2 0 = 0, then either C = 0 or g 1 (1 − θ) + 3g 2 A − (A 2 + B) = 0, which corresponds to a uniaxial fixed point. Thus, in the presence of an arbitrary flow, it can be expected that the system will tend to a uniform state consisting only of the biaxial fixed point.
