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We investigate magnetic deflection of currents that flow across the Aharonov-Bohm interferom-
eters defined in graphene. We consider devices induced by closed n-p junctions in nanoribbons as
well as etched quantum rings. The deflection effects on conductance are strictly correlated with the
properties of the ring-localized quasibound states. The energy of these states, their lifetime and the
periodicity of the conductance oscillations are determined by orientation of the current circulating
within the interferometer. Formation of high harmonics of conductance at high magnetic field and
the role of intervalley scattering are discussed.
I. INTRODUCTION
Mesoscopic and nanosize looped conducting chan-
nels – known as quantum rings (QRs) [1–5] – are the
simplest electron interferometers that can be defined
in solid. In coherent transport conditions the QR
conductance is determined by superposition of wave
functions passing through the arms of the ring. The
vector potential introduces relative phase shifts to the
wave functions [6] which result in the Aharonov-Bohm
(AB) conduction oscillations with the period of the
magnetic flux quantum φ0 = e/h threading the ring.
The shifts appear also when the magnetic field (B) is
present only within the inner core of the ring that is
impenetrable for the electron wave function. Never-
theless, for nanosize devices the conductance measure-
ments are usually performed in homogeneous mag-
netic field which is therefore present in the scattering
region. The effect of the magnetic field is a deflection
of the average electron trajectory [7–13] for currents
injected to the device and formation of the edge cur-
rents in the quantum Hall conditions [14].
The AB conductance oscillations were studied for
QRs etched in graphene by both experiment [15–20]
and theory [21–31]. The purpose of the present pa-
per is to describe an interplay of the magnetic deflec-
tion and the conductance oscillations. We consider the
conductance calculated by the Landauer approach for
atomistic tight binding Hamiltonian and analyze the
resonant states localized in the quantum ring with the
stabilization method [32]. The localized states inter-
fere with the incident Fermi level wave functions which
leaves traces on the conductance oscillations. We indi-
cate that it is possible to distinguish two series of AB
oscillations which correspond to localized states with
clockwise and anticlockwise persistent current circu-
lation, that forms magnetic dipole moment parallel
or antiparallel to the external magnetic field, respec-
tively. The series differ in period and width and we
explain that the magnetic deflection is responsible for
both effects. We find that the deflection produces high
harmonics of conductance at high B. In the literature
the presence of the high harmonics [5, 18] is consid-
ered a signature of phase coherence length being much
larger than the circumference of the ring, with the pe-
riod of φ0/n corresponding to electrons encircling the
ring n times [33, 34]. For strongly disodered conduc-
tors the Al’tshuler-Aronov-Spivak [35] periodicity of
φ0/2 dominates over the Aharonov-Bohm φ0 period.
An appearance of the high harmonics for graphene
quantum rings at high magnetic fields was recently
observed [18] and attributed to reduction of scatter-
ing involving electron spin flips at high B. Here we
demonstrate that also in the absence of any dephasing
effects the high harmonics are activated by high field.
Note, that the Aharonov-Bohm oscillations were re-
cently studied for systems of multiple quantum dots
connected in parallel, in the context of the conduc-
tance harmonics in the nonlinear and electron-electron
interaction effects [36–38].
For n-p junctions that are defined in graphene
by external voltages the electron trajectories are de-
flected in opposite directions at both sides of the junc-
tion leading to snake-orbits [39–44] and the resulting
current confinement along the junction [45–48]. For a
circular n-p junction [44] induced in a graphene rib-
bon by an external potential – of a scanning probe
in particular – the AB oscillations appear due to the
coupling of the edge and junction currents [49]. The
series of localized states in interferometers both etched
and potential-induced are discussed. The comparison
of the two types of interferometers reveals a role of
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FIG. 1. AB interferometers: a ring etched out of graphene
(a) and a circular n−p junction induced within a graphene
nanoribbon (b).
the intervalley scattering for appearance of the con-
ductance oscillations.
II. THEORY
We use the tight-binding Hamiltonian for pi elec-
trons:
H =
∑
〈i,j〉
(
tijc
†
i cj + h.c.
)
+
∑
i
V (ri)c
†
i ci, (1)
where the first summation runs over the nearest neigh-
bors, and V (ri) is the external potential at position ri
of the i-th ion. We consider two types of devices: the
etched and the induced ones. The etched rings are
connected to input and output leads by two narrow
graphene nanoribbons [see Fig. 1 (a)]. The induced
device consists of a wider graphene nanoribbon with
a scanning gate microscope tip floating above [Fig. 1
(b)]. For the etched rings the potential V (ri) is taken
zero everywhere. For the induced interferometers V
describes the effective potential of the tip. Due to
screening of the Coulomb potential of the tip by the
two-dimensional electron gas, we assume effective po-
tential given by a Lorentzian function, according to
the Schrödinger-Poisson modeling [50]
V (r) =
Vt
1 + (|r− rt|/d)n , (2)
where n = 2, rt = (xt, yt, 0) stands for the tip posi-
tion, d for the width of the effective tip potential, and
Vt is the maximal value of the tip potential.
The hopping elements of the first sum in Eq. (1) in-
clude the Peierl’s phase, tij = t exp( 2piiφ0 )
´ rj
ri
A · dl,
where t is the hopping parameter. The magnetic
field is applied perpendicular to the plane of confine-
ment B = (0, 0, B0), and we use the Landau gauge,
A = (−yB0, 0, 0). We consider the energy range near
the Dirac point. The numerical complexity of the
problem can be reduced by the scaling approach of
Ref. [51] that we apply here. The ribbons modeled
here are scaled up with the condition a = a0sf and
t = t0/sf , where t0 = −2.7 eV is the unscaled hop-
ping parameter, a0 = 2.46 Å is the graphene lattice
constant. We apply a scaling factor of sf = 4. The
rescaled magnetic field is B0 = Bs2f , with B being the
actual magnetic field applied to the modeled sample.
In order to evaluate the transmission probability,
we use the wave function matching method (WFM),
as described in Ref. [52]. The transmission probability
from the input lead to mode m in the output lead is
Tm =
∑
n
|tmn|2, (3)
with tmn being the probability amplitude for the
transmission from the mode n in the input lead to
mode m in the output lead. The linear conductance
[53] is evaluated as G = G0Ttot, with Ttot =
∑
m T
m
and G0 = 2e2/h.
The current flow between the atoms m and n, as
derived from the Schrödinger equation [54], is
Jmn =
i
~
[tmnΨ
∗
mΨn − tnmΨ∗nΨm] , (4)
where Ψn is the wave function at the nth atom. The
probability current flux can be evaluated as:
φ =
∑
m
∑
nm
Jmnm , (5)
where the first sum runs over the atoms along a cross-
section of the ribbon, and the second sum runs over
their neighbors nm localized to the right.
The results provided below are analyzed with re-
spect to the density of the localized resonant states.
The density is evaluated with the stabilization method
[32] [see the Appendix].
III. RESULTS
A. Narrow etched ring
Let us begin the discussion by a narrow ring (the
internal radius R1 = 41.05 nm, and the external one
R2 = 48.95 nm – see the inset to Fig. 2(a)) for which
the simplest periodic behavior in external magnetic
field can be expected. The leads are semiconduct-
ing armchair nanoribbons of width W = 17.23 nm.
Both the conductance [Fig. 2(a)] and the resonance
3FIG. 2. (a) Conductance of a narrow quantum ring (R1 =
41.05 nm, R2 = 48.95 nm) connected to a semiconducting
armchair ribbon of width W = 17.23 nm. (b) Counter
of the localized states as determined by the stabilization
method. Dashed lines separate the regions of varied filling
factor ν in the ribbon. The solid vertical lines indicate the
Fermi energies studied in detail.
FIG. 3. Conductance (blue line) – cross section of
Fig. 2(a) for E = 0.0586 eV, the current flux through the
upper and lower arms of the ring (see Fig. 4) and the sign
of the flux (upper panel).
counter [Fig. 2(b)] indicate a number of nearly hori-
zontal lines that change only weakly with B. These
lines correspond to states that are localized near the
edges of the ring, where short zigzag segments appear
(a)
(b)
(c)
B
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FIG. 4. Schematics of the electron flow at the maxima
(a) and minima (b) of G in Fig. 3 and (c) the orientation
of the Lorentz force for the electron moving right in the
out-of-plane magnetic field.
FIG. 5. (a) Conductance (line of varied colors) – same as
in Fig. 3, and the resonance counter for E = 0.0586 eV. (b)
Fourier transform calculated for intervals of the magnetic
field which marked in the corresponding colors. Each plot
in (b) is normalized so that the first peak has the same
amplitude as in the blue curve.
(Fig. A.1(a)). The strong localization is responsible
for weak dependence on B. For larger magnetic field
the stability diagram [Fig. 2(b)] contains a series of
lines growing steep up in the energy as B is increased.
The trace of these lines is visible – although weaker in
the conductance plot [Fig. 2(a)].
4FIG. 6. Fourier transform of Fig. 2(a) for B ∈ (0, 10T)
(a), and for B ∈ (10T, 30T) (b).
In order to identify these lines a cross section of
Fig. 2(a) was plotted in blue in Fig. 3 for E = 0.0586
eV [the lowest horizontal line in Fig. 2(a,b)]. In Fig. 3
the conductance is accompanied by the current fluxes
that pass through the upper and lower arms of the
ring [55], for the current injected to the ring from the
left channel [Fig. 4(a)]. The conductance oscillations
of Fig. 3 are strictly correlated with the periodically
changing properties of the current flow: at the max-
ima of the transfer probability the current flows to
the right at both the upper and lower arms of the
ring [Fig. 4(a)], however the dips of T correspond to
a reversal of the current in the upper arm. The cur-
rent forms then a counterclockwise loop around the
ring [Fig. 4(b)]. This current orientation produces the
magnetic dipole µ which is antiparallel to the external
magnetic field [56]. The interaction of this dipole with
the magnetic field (∆E = −~µ · ~B) leads to the growth
of the energies with B that is visible in Fig. 2(a). In
Fig. 5(a) the transfer probability – still for E = 0.0586
eV is confronted with the localized resonances counter
F . For the peaks of the counter the dips of conduc-
tance appear, hence the reversal of the current oc-
curs at interference of the incoming electron with the
ring localized quasi-bound states. For the anticlock-
wise current circulation the Lorentz force keeps the
current confined within the ring [Fig. 4(c)] hence the
very pronounced localized resonances in the stabiliza-
tion diagram [Fig. 2(b)]. On the other hand, the lo-
calized states that correspond to the opposite current
circulation are destabilized by the Lorentz force, so
they leave only a trace on the stability diagram of
Fig. 2(b) – but still they can be noticed at the high
energy region in the upper right corner of the plot.
In graphene the cyclotron radius for the Fermi energy
EF [11] is Rc = EFVF eB , where VF is a material con-
stant. For higher EF the cyclotron radius becomes
larger than the size of the ring-ribbon junction, which
reduces the magnetic deflection that for this current
orientation tends to eject the resonance states out of
the ring and hence delocalize the resonant states.
Figure 5(b) shows the Fourier transform of G(B)
calculated in finite ranges of B that are marked with
different colors in Fig. 5(a). The plots of Fourier trans-
form are normalized so that for each plot the first peak
has the same amplitude as in the blue curve in Fig.
5(b). We find two distinct features: (i) the period of
the resonances increases with B and (ii) the higher
harmonics are enhanced at high magnetic field. Both
these features can be explained as consequences of the
Lorentz force. Feature (i) is due to a reduced effective
radius of the ring which results from the Lorentz force
pushing the wave function to the inner core of the ring
[cf. Fig. 4(b)], hence the AB period ∆B = heA =
2~
eR2
increases. The feature (ii) results from the stabiliza-
tion of the anticlockwise loop inside the ring that in-
creases the number of turns of the electron circulation
around the ring.
The results discussed in Figs. 2, 3 and 5 were ob-
tained for the lowest subband transport. For higher
filling factors – when the intersubband scattering is
present – the AB oscillation becomes pronounced only
for B larger than 10T [Fig. 2(a)] , i.e. when the res-
onant lines are formed in Fig. 2(b). The results for
high harmonics are summarized in Fig. 6 which shows
the Fourier transform of the signal for varied energies
within the range of (0,10)T [Fig. 6(a)] and (10,30)T
[Fig. 6(b)]. Also at higher energies the magnetic field
enhances the higher harmonics. The stabilization of
the higher harmonics in the stronger magnetic fields
was recently found in Ref. 18.
B. Wide etched ring
The magnetic deflection effects discussed above
were limited by the narrow width of the ring. In
this part we change the ring radii to R1 = 23.4
nm and R2 = 48.95 nm. The results for conduc-
tance and the resonance counter are given in Fig. 7.
For B ∈ (0, 10)T one observes both the lines which
5FIG. 7. Same as Fig. 2 only for a wider ring to R1 = 23.4
nm and R2 = 48.95 nm.
2
FIG. 8. Same as Fig. 3 only for a wider ring to R1 = 23.4
nm and R2 = 48.95 nm. The conductance plotted in blue
is a cross section of Fig. 7 for E = 0.0542 eV.
grow and decrease in the energy with B – due to the
resonant states of both current orientations. Above
10T the conductance plot [Fig. 7(a)] resolves only the
states which go down in the energy (clockwise cur-
rents) with an increase of B, and in contrast – the
stability diagram [Fig. 7(b)] retains only the states
that increase in the energy with growing B.
The cross section of Fig. 7 is given in Fig. 8 and
shows that at high magnetic field wide peaks and nar-
row dips of conductance appear. The wide peaks cor-
FIG. 9. The current distribution for the results of Fig. 8
for (a) B = 6.2 T (a peak of conductance) and (b) for
B = 5.78 T (a dip of conductance.)
respond to a clockwise current circulation [Fig. 9(a)]
while the narrow dips appear with an anticlockwise
current [Fig. 9(b)]. The shifts of the peaks [Fig. 7(a)]
and dips [Fig. 7(b)] in energy agree with the orien-
tation of the produced dipole moment with respect
to the external magnetic field. At high B – the dips
become too thin to be resolved on the conductance
plot [Fig. 8] and the peaks extend to almost any mag-
netic field. The width of the resonances and antires-
onances is related to the lifetime of the quasibound
states. The lifetime of the dip-related resonances be-
comes very large – as they become decoupled from the
states of the channel – and disappear from the con-
ductance plot of Fig. 7(a). On the other hand, the
lifetime of the states with the opposite current circu-
lation becomes very small which removes them from
the stability plot of Fig. 7(b).
In addition, in Fig. 7(a,b) we can see that below
10T both the lines that grow and decrease with B
appear at same energy with the same period in the
external magnetic field. However, for higher magnetic
field the states that decrease with B in Fig. 7(a) ap-
pear with a much shorter period than the ones that
grow in the energy in Fig. 7(b). The change of the pe-
riodicity is related to the wave function being shifted
to the internal or external edge of the ring depending
on the current circulation and the orientation of the
Lorentz force. The opposite shifts for opposite current
circulation are well visible in Fig. 9.
C. Induced quantum rings
Let us now briefly discuss an AB interferometer that
is formed in a graphene nanoribbon by external po-
tential of e.g. a scanning gate microscope placed near
the center of the ribbon. We consider EF > 0 and
6B
k
FL
FIG. 10. Schematics of the electron flow for the AB inter-
ferometer induced within an n-type nanoribbon by exter-
nal potential forming a circular p-type region in the center
of the ribbon. The black arrows indicate the electron cur-
rents and the red arrows the direction of the Lorentz force
for out-of-plane magnetic field. In the simulation the elec-
tron is incident from the left near the upper edge.
FIG. 11. Conductance of the n-p inteferometer (a), its
Fourier transform (b), and the resonance counter F (c).
VF > EF so that the tip forms a p-type conductivity
region (see Fig. 10) within the n-type nanoribbon [49].
This n-p junction stabilizes an anticlockwise current
(b)
FIG. 12. The electron density obtained from the diago-
nalization of a closed system (as in the stabilization algo-
rithm) and the current distribution for (a) one of the peaks
of conductance (E = 0.0756 eV, B = 7.38T)with the cir-
culation of the current along the n-p junction and for one
of the resonances formed inside the p region (E = 0.077
meV, B = 7.38 T).
[48] with the Lorentz force acting towards the junction
on its both sides (red arrows in Fig. 10).
For numerical calculations we took the armchair
nanoribbon of width W = 98.4 nm, and the parame-
ters of the potential induced by the tip were Vt = 0.4
eV and d = 24.6 nm. In the conductance depen-
dence on the magnetic field only the resonances that
increase with external magnetic field are observed [cf.
Fig. 11(a)]. The current distribution – calculated from
the transport problem – and the electron density at
the resonance – calculated by diagonalization of the
closed version of the system – is given in Fig. 12(a),
which shows the passage of the edge currents around
the junction.
The Fourier transform of conductance [Fig. 11(b)]
indicates the presence of the higher harmonics. In con-
trast to the results for the etched rings, the oscillation
period increases with the Fermi energy – since the
diameter of the p region is reduced to zero when the
Fermi energy is increased (in the limit of EF = V the p
region disappears). The stability diagram [Fig. 11(c)]
contains the resonances that are present in the con-
ductance dependence [see the higher energy part of
7FIG. 13. Same as Fig. 7(a) only for the ring connected to
a zigzag ribbon.
Fig. 11(c) at high B], however they appear rather in
the background of the plot. On the foreground there
is a multitude of lines separated by larger distances
than the transport resonances. These new lines at
high B have a very high contrast and (i) either de-
crease or (ii) increase slowly in the energy with B.
These lines correspond to states which are confined
entirely within the p potential – under the tip, which
(i) form an clockwise current loop (for the ”paramag-
netic” states that decrease in external magnetic field)
or (ii) produce a weak magnetic dipole with anticlock-
wise current that is induced by the external magnetic
field (”diamagnetic” states). An example of the latter
is displayed in Fig. 12(b). The resonant states local-
ized under the tip are screened from the edge currents
by the anticlockwise loop formed at the n-p interface.
Note, the sharp resonances found in the conduc-
tance of Fig. 11 could be used as a sensor of the mag-
netic field inhomogeneity with the resolution of the
sensor given by the width of the conductance peak.
D. Zigzag leads
For an etched ring connected to zigzag ribbons
acting as leads (conductance given in Fig. 13) with
the internal radius R1 = 23.3 nm, the external one
R2 = 49.1 nm, and leads 17.6 nm wide, one obtains
very similar results to the one obtained above for the
semiconducting armchair ribbon [Fig. 7(a)]: with res-
onances of both current orientations visible at low field
and only the clockwise surviving at high field. A dif-
ference with respect to Fig. 7(a) is the non-zero con-
ductance for low E that is observed only for the zigzag
ribbon – due to their metallic character. However, an
attempt to form the AB interferometer induced within
the zigzag ribbon by an external potential apparently
FIG. 14. Conductance for the circular n-p junction defined
within a zigzag ribbon without (blue line) and with (red
line) edge defects (see text).
fails – see the blue line in Fig. 14. No AB-periodic
conductance oscillations are formed at high field.
The reason for the absence of the AB oscillation
for the interferometer induced in the zigzag ribbon
is the absence of backscattering at ν = 2. The lack
of backscattering [57, 58] in the lowest subband for
the zigzag ribbon results from the chiral character of
the carriers, or – in other words – the fact that the
backscattering would require an intervalley scatter-
ing and the latter cannot be induced by a smooth,
long-range external potential forming the p region in-
side the ribbon [57, 58]. For the etched structure
[Fig. 13] the edges of the ring (Fig. A.1(b)) contain
armchair segments which mix the valleys and activate
the backscattering. For the induced ring this is no
longer the case. In order to observe the AB oscilla-
tions in Fig. 14 we needed to introduce a short-range
disorder to activate the intervalley scattering. The
disorder is introduced at the edge, with a random re-
moval of carbon atoms in a region of width 10 nm and
length 540 nm, close to the upper ribbon edge (with
probability of atom removal 0.01). The width of the
zigzag ribbon both with and without defects is 97.42
nm. The conductance for the ribbon with defects is
plotted with the red line in Fig. 14 and exhibits the
oscillations missing for the perfect zigzag edge.
Without the defects and for the Lorentzian tip po-
tential the quasibound states are valley degenerate
(see Appendix A) and they do not introduce any inter-
valley mixing. In order to observe the intevalley scat-
tering by the quasibound states the external potential
needs to possess a component that is short range on
the scale of the crystal constant. We replaced the
exponent n = 2 in (2) by 20 and 40 and obtained
the results that are displayed in Fig. 15. For higher
exponent the potential is steeper, and for n = 40 the
80.86
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1.000000
10.7 12B [T]
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FIG. 15. The conductance for the system if Fig. 14 for
the Lorentzian tip potential V2 and for the exponent n is
(2) replaced by 20 for V20 and 40 for V40. The higher inset
shows the profile of the tip potential and the lower one -
a zoom of the main figure with V2 and V20 only.
variation of the potential in space induces a significant
backscattering by the quasibound states that appear
with an Aharonov-Bohm periodicity.
IV. SUMMARY AND CONCLUSIONS
We have studied the coherent transport through
Aharonov-Bohm (AB) interferometers with magnetic
deflection of electron currents. We considered both
etched quantum rings and the ones induced by ex-
ternal potential. We solved the quantum scattering
problem and determined the quasibound states using
an atomistic tight-binding approach.
We identified two series of quasibound states with
opposite orientation of the currents. The orientation
of the magnetic dipole and thus the energy shift of the
resonances and antiresonances was observed in con-
ductance. The magnetic forces pushing the currents
to the internal or external edge depending on the ori-
entation distinctly influence the AB oscillation period
at the magnetic field scale. Moreover, the Lorentz
force increases or decreases the coupling of the ring-
localized resonances with the leads depending on the
orientation of the current. This amounts in modifi-
cation of the lifetime of the quasibound states that
in turn determines the width of conductance extrema
that appear due to the interference of the incident
electron wave function with the resonant localized
states. Stabilization of the resonances with currents
that produce the magnetic dipole that is antiparallel
to the external field produces high harmonics of the
(a) (b)
FIG. A.1. Scheme of the extending of the leads length for
the calculation of the density of ring-localized resonances
for an armchair (a) and zigzag (b) nanoribbons serving as
leads.
conductance at high magnetic field.
Appendix A: Stabilization method
The stabilization method [32] is used for detection
of the resonant states localized within the ring. The
number of eigenvalues is then normalized to 1, giv-
ing the fraction of energy levels in an energy range.
The method [32] extracts the states that are local-
ized within the ring as their wave functions penetrate
only weakly the leads and the dependence of the en-
ergy levels on the length of the leads is also weak.
Throughout the paper, as a resonance counter we plot
a fraction of energy levels F found in a given energy
range. We solve the eigenproblem of the Hamiltonian
(1) for a closed system of the ring connected to finite
size ribbons, which are extended as marked in Fig.
A.1. The energy spectrum is calculated as a function
of the lengths of the leads.
For the etched ring we start from the ring alone,
then add subsequently single layers of carbon atoms
at each side of the ring, each time evaluating the eigen-
values, until we reach 30 (20) layers for devices with
armchair (zigzag) leads. For the nanoribbon with tip,
we begin with a ribbon 116 nm (148 nm) long for arm-
chair (zigzag) ribbon, and proceed similarly as for the
nanoring.
An example of the energy spectrum as a function
of the leads length is shown in Fig. A.2 for a zigzag
nanoribbon with a Lorentzian potential as discussed
in Section III.D, for B = 6.6 T, in a narrow range of
90.052
0.0535
0 5 10 15 20
E 
[e
V]
L [no cells]
FIG. A.2. Energy spectrum calculated as a function of
the lengths of the leads of a zigzag nanoribbon with a
Lorentzian potential discussed in the paper, for B = 6.6
T. Every second energy level is marked with a cross or a
circle. The energy levels that ar nearly independent of the
leads length – corresponding to a localized resonance – are
twofold degenerate.
energy.
Then, we count the eigenvalues in a small energy
window obtained for varied length of the leads , using
the detection counter [32, 59]:
F (E) =
∑
L
∑
i
δ(|E − Ei(L)|; dE), (A1)
where the first sum runs over the number of segments
in the cell L, and the second sum over the eigenener-
gies i of the closed system. Here, we define
δ(|E − Ei(L)|; dE) =
{
0; |Ei(L)− E| > dE
1; |Ei(L)− E| ≤ dE . (A2)
Appendix B: Non-zero temperature and finite
bias
The results presented in the paper were obtained for
zero temperature and in the linear response regime.
Here we evaluate the effects of a finite temperature
and a finite bias for the conductance and its harmon-
ics. For non-zero temperature, we calculate conduc-
tance by integration of conductance over the energy
window [53]
G(EF ;T ) =
2e2
h
ˆ
Ttot(E)
(
−∂fEF (E)
∂E
)
dE, (B1)
defined by derivative of the Fermi-Dirac distribution
fEF (E) = 1/(exp((E − EF )/kT ) + 1).
FIG. B.3. Same as Fig. 5 only for T = 4.2K.
FIG. B.4. Same as Fig. 5 only for T = 20K.
Figures B.3 (for T = 4.2 K) and B.4 (for T = 20K)
as compared to Fig. 5 (for T = 0) demonstrate that
with a growing temperature the amplitude of the con-
ductance oscillations is decreased and the contribution
of the higher harmonics are decreased.
For conductance in a finite source-drain bias, ap-
plied to cover the non-linear transport regime, we ap-
ply voltages +VSD2
(−VSD2 ) in the left (right) lead,
and assume a linear change of the voltage along the
system. We calculate the current with the formula
10
0
0.25
0 0.015
I [
µA
]
VSD[V]
FIG. B.5. Same as Fig. 5 only for current at source drain
bias of 10 meV. The inset to (a) shows the current - bias
characteristics.
[53]
I(EF ;T = 0, VSD) =
e
h
+eVSD/2ˆ
−eVSD/2
Ttot(EF + E)dE.
(B2)
The linear conductance regime – see the inset to
Fig. B.5 covers the bias up to 15 meV. We consid-
ered Vsd = 10 meV – outside the linear regime and
calculated the conductance dependence on the exter-
nal magnetic field. The effect of a finite bias for the
conductance that we find here is similar to the one
obtained for a finite temperature: the visibility of the
conductance oscillations are reduced and the higher
harmonics are attenuated. For both the finite tem-
perature and the bias we deal with a finite energy
window for the transport. In the nonlinear transport
conditions the effects of the electron-electron interac-
tion [36–38] may lead to dI/dB|B=0 6= 0 and to an
even-odd effects for conductance harmonics [36]. The
present modelling neglects the interaction and hence
these effects are not observed.
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