Then for all p E there exists a constant c3 ( p), depending on p, cl , and c2, , but not on the L1 norm of I~, such that (1.3) There are two main approaches to proving Theorem 1.1. One involves the CalderonZygmund decomposition, establishing a weak ( 1,1 ) inequality, and using the Marcinkiewicz interpolation theorem (see Stein [17] , Ch. 2). The other involves Littlewood-Paley functions and Fourier multiplier techniques (see [17] , Ch. 4). where ca is chosen so that IR 03C9r(x)dx =1. In Section 2 we use the Burkholder-DavisGundy inequalities and another well-known inequality from probability theory to show that to prove Theorem 1.1, it suffices to obtain the L2 inequality (1.5) with c4 depending on ci and c2 but not on r or the L1 norm of K. ( We also give an analytic proof of this fact.) In Section 3 we prove (1.5) . The tool we use is the elementary Cotlar's lemma (see Theorem 3.2) , which reduces the proof of (1.5) to obtaining suitable estimates for certain nonsingular kernels. These estimates are obtained in Section 4. A side benefit of our method is that with virtually no extra work we obtain the .H~ and BMO boundedness of the operator T. Also, although we do the case d = 1 for simplicity, our method extends, with only minor modifications, to the case K : d> 1.
Ours is by no means the first probabilistic approach to singular integrals. A probabilistic proof of the LP boundedness of the Hilbert transform has been known for some time (see Durrett [8] or Burkholder [5] ). The Riesz transforms have been studied by Meyer [15], Gundy-Varopoulos [12] , Gundy-Silverstein [11] , Banuelos [I], and Bennett [2] . The Littlewood-Paley approach has been viewed probabilistically by Meyer [15], Varopoulos [19] , McConnell [14] , Marias [13] , Bouleau-Lamberton [3] , and Bourgain [4] .
Our approach is quite different from all of these. In particular, we make no use of Littlewood-Paley functions, Fourier multipliers, nor the method of rotation. Rubio de Francia [16] has some results related to our Theorem 2.1.
The letters c and ~3 will denote constants whose value is unimportant and may change from line to line. We will henceforth denote both the operator T and the function K by T. The adjoint of T will be denoted T*. When we write f * g, we mean the convolution of f and g in the usual sense, i.e., with respect to Lebesgue measure.
Probability
In this section we show that to prove Theorem 1.1 it suffices to establish (1.5 = 0 e x p ( -u 2 t / 2 ) P ( 0 , y ) (
= E y e x p ( ( -u 2 2 ) ) .
By [10, Prop. [9] ). 0 Next we recall an elementary probability inequality (see [7] , for example (2.14)
Now by the Burkholder-Davis-Gundy inequalities (see [7] or [8] [8] , the BMO norm of f is equivalent to
The BMO boundedness of T follows from (2.6), and the I~1 boundedness follows by duality. D We also give an analytic proof of Theorem 2. So to conclude the proof, it suffices to show that for f E CK , the right side of (3. The next three lemmas give the required estimates on T,. Plugging (4.13) into (4.12) and estimating w;.'(x) (do the cases x r and x > r separately), we get ~I4~ Summing our bounds for 7i, ~2, ~3, and 14 proves the lemma. 0
The final estimate we need is Lemma 4.5.
(4.14)
. |T0w r(x)| ~ cr-1(r-03B2
Proof. Since T is odd and cp is even, To is an odd function. Recalling that ca is the normalizing constant for wr (see (1.4) We are now ready to prove Proposition 3.4. We break the proof into a number of steps.
Proof of Proposition 3.4.
PROOF OF (3.4) . By (4.11) and (4.6), 
