We address the problem of distributed source coding, i.e. compression of correlated sources that are not co-located and/or cannot communicate with each other to minimize their joint description cost. In this work we tackle the related problem of compressing a source that is correlated with another source which is however available only at the decoder. In contrast to prior information-theoretic approaches, we introduce a new constructive and practical framework for tackling the problem based on the judicious incorporation of channel coding principles into this source coding problem. We dub our approach as DIstributed Source Coding Using Syndromes (DISCUS). We focus in this paper on trellis-structured consructions of the framework to illustrate its utility. Simulation results con rm the power of DISCUS, opening up a new and exciting constructive playing-ground for the distributed source coding problem. For the distributed coding of correlated i.i.d. Gaussian sources that are noisy versions of each other with \correlation-SNR" in the range of 12 to 20 dB, the DISCUS method attains gains of 7-15 dB in SNR over the Shannon-bound using \naive" independent coding of the sources.
\despite the existence of potential applications, the conceptual importance of (Slepian-Wolf) distributed source coding has not been mirrored in practical data compression." In addition to the distributed sensing scenario mentioned earlier (e.g., related to ATR, weather, seismic activities, etc.), other potential applications include stereo and multi-camera vision systems, compression of hyper-spectral imagery, distributed data-base systems, surveillance systems, and enhancement of uncoded communications systems with the addition of a coded sidechannel 4], with applications to enhancement of analog TV to digital TV.
This forms the main motivation for this paper: we introduce a novel constructive and non-asymptotic framework for tackling the distributed source coding problem. The problem is to design a practical framework in which to optimally compress correlated sources that cannot communicate with each other, and therefore cannot \see" each other: the goal is to approach the optimal performance of the system where the sources can \see" each other. In this paper, we address the related problem of encoding of sources in the presence of side information available only at the decoder.
Consider rst the problem where X and Y are correlated discrete-alphabet i.i.d. sources, and we have to compress X losslessly, with Y being known at the decoder but not at the encoder. To elaborate, if Y were known at both ends (see Fig. 1(a) ), then the problem of compressing X is well-understood: one can compress X at the theoretical rate of its conditional entropy 1] given Y , H(XjY ) . But what if Y were known only at the decoder for X and not at the encoder (see Fig. 1(b) )? The surprising answer is that one can still compress X using only H(XjY ) bits, the same as the case where the encoder does know Y . That is, by just knowing the joint distribution of X and Y , without explicitly knowing Y , the encoder of X can perform as well as an encoder which explicitly knows Y . This is known as Slepian-Wolf coding theorem 2], one of the more surprising theorems of informationtheory. As might be expected of information-theoretic results however, this is an asymptotic and non-constructive statement that requires the use of Shannon-style in nite codelength arguments. The Slepian-Wolf theorem has been extended to the lossy coding of continuous- Only decoder has access to the side information Y (which is correlated to X). The Slepian-Wolf theorem says that X can still be described with H(XjY ) bits/sample. valued sources by Wyner and Ziv 5, 6, 7, 8] , who showed that a similar result holds in the case where X and Y are correlated i:i:d: Gaussian random variables. If the decoder knows Y , then whether or not the encoder knows Y , the rate-distortion performance for coding X is identical 1 . As in the lossless case, the result is asymptotic and non-constructive.
While the general problem of distributed source coding has been studied constructively 1 The only caveat is that Y has to be known losslessly at the decoder: the case where Y is known only partially or lossily is still an open problem with no known performance bounds! in the literature, primarily by Flynn and Gray in 9], prior work on this topic has been restricted to a purely source quantization attack inspired essentially by extensions of the Generalized Lloyd Algorithm for quantizer design. In this work, we advocate a radical departure from this philosophy, and propose instead a framework resting heavily on channel coding principles. Of course, this being a source coding problem, there is no avoiding source quantization issues 2 . This paper is organized as follows. In Section 2, we give the intuition behind our approach using a lossless coding framework. In Section 3, we generalize this idea to lossy source coding in the presence of side information at the decoder. In Section 4, we provide an array of practical codes, based on trellises, using simulations to study their performance.
Intuition behind approach
As an attempt at demystifying the Slepian-Wolf coding theorem, consider a simple but interesting \riddle" that is related to the key intuition behind the result and our approach.
Suppose X and Y are equiprobable 3-bit binary words that are correlated in the following sense: the Hamming distance between X and Y is no more than one: i.e., X and Y di er in at most one of their 3 bits. If Y is available to both the encoder and the decoder, clearly it is wasteful to describe X using 3 bits, as there are only 2 bits of uncertainty between X and Y (there are only 4 possibilities for the modulo-two binary sum of X and Y : f000; 001; 010; 100g, which can be indexed and sent). Now what if Y were revealed only to the decoder but not the encoder: could X still be described using only 2 bits of information? A moment's thought reveals that the answer is indeed yes! The solution consists in realizing that since the decoder knows Y , it is wasteful for X to spend any bits in di erentiating between fX = 000 and X = 111g, since the Hamming distance between these two words is 3, whereas Y is known to be within Hamming distance 1 of X. Thus, if the decoder knows that either X = 000 or X = 111, it can resolve this uncertainty by checking which of them is closer in Hamming distance to Y and declaring that as the value of X. Note that the set f000; 111g is nothing but a 3-bit repetition code with a Hamming-distance of 3. Likewise, in addition to the set f000; 111g, consider the following 3 sets for X: f100; 011g, f010; 101g, and f001; 110g. Each of these sets is composed of pairs of words whose Hamming distance is 3. These are just simple variants or cosets of the 3-bit repetition code. While we typically use the set f000; 111g as the 3-bit repetition code (0 is encoded as 000, and 1 as 111), it is clear that one could just as well have used any of the other three with the same performance.
Further, these 4 sets cover the complete space of all possible binary 3-tuples that X can assume (the code is \perfect" in that it meets the sphere packing bound 10]). Thus, instead of describing X by its 3-bit value, all we need to do is to encode which coset X belongs to. 2 Due to the heavy in uence of channel coding principles, a by-product of our framework is the novel and somewhat bizarre concept of source coding with an \outage" (or failure) probability. A moment's thought reveals that there is little reason for panic. First, for transmission scenarios, the question naturally arises as to why the source coder should be any more \perfect" than the channel coder which always comes with a failure rate: the system is after all limited by the weakest link in the chain. Secondly, the array of choices o ered may be more attractive: the customer may well be willing to accept poor, if not outrageous, quality a very tiny percentage of the time (the outage period) for the luxury of having a much superior quality for normal operation: this is the \digital" way of life that has swept us! Finally, one can allay the fears of the source-coding purist by absorbing the failure probability into excess average source distortion.
There are 4 equiprobable cosets, and this translates to a cost of 2 bits, just as in the case where Y is known to both encoder and decoder! We can recast the solution of the above example in the language of channel codes.
Recall that a channel code is speci ed by its three-tuple (n; k; d), where n is code length, k is the message length, and d is the minimum distance of the code. In the above example, we considered the cosets of the linear (3; 1; 3) repetition code. In channel coding jargon, these cosets are associated with syndromes of the code: each coset has a unique syndrome associated with it. A word about the notation. Bold-faced lower and upper case letters represent vectors and matrices respectively. Recall that the syndrome s associated with a linear channel code is de ned as s = Hx, where H is the parity-check matrix of the code, and x is any valid codeword. In words, the syndrome calculation involves veri cation of the parity checks of the valid codewords. The syndrome corresponding to all valid codewords is the zero-vector, since by de nition all valid codewords are in the null-space of H. A non-zero syndrome vector signals symptoms of an erroneous reception (hence the term syndrome). For example, if we consider the traditional 3-bit repetition code, there are only 2 valid codewords x: f000; 111g. The parity-check matrix H for this code is given by:
The syndrome s = Hx is seen to be f00g for the two valid codewords for x. Note also that the codevectors f100; 011g, f010; 101g, and f001; 110g are associated with syndromes f11g, f10g, and f01g respectively. It can be shown that the intuition behind what makes the Slepian-Wolf theorem work is similar to the intuition behind the solution to the above riddle. For every typical X, the collection of Y 's that are jointly typical with that X will be, invoking the Asymptotic Equipartition Property (AEP) principle (which is essentially the Law of Large Numbers), at most a prescribed Hamming distance from X. Thus, there is a direct analogy to the above riddle 3 The encoding of X is done as follows. The encoder observes X and sends the index of the coset in which it is resides. The decoder receives the coset index (say k) and decodes the value of X to be the code vector in the coset k, which is closest in Hamming distance to Y . The above method of encoding and decoding can be systematically implemented as follows. Let H be the parity check matrix of a binary linear (n; k; d) code in its systematic form, i.e., H = AjI]. Let s = Hx be the syndrome of X when the outcome of the random variable X is x. The encoder transmits this syndrome to the decoder. The decoder's task is to nd the codevector closest to the outcome y of the random variable Y in the coset with syndrome s. Instead, let y 0 = y+a, where a is any codevector in the coset whose syndrome is s (and the addition is done modulo-2). We can rst nd a codevector closest to y 0 in the coset whose syndrome is the all-zero vector (referred to as principal coset). Let x 0 be such 3 Note that although connections between the Slepian-Wolf coding result and channel coding principles have been alluded to in the information-theory literature 2, 5, 4], they have been used only in an asymptotic sense to derive \existential" theoretical bounds rather than to inspire constructive approaches. Furthermore, we are unaware of any simple illustrations of the sort of the \riddle" in this section wich exactly attain the Slepian-Wolf bound. Note also that the bound can be attained by other speci c cases that involve the use of \perfect" codes: e.g., one could consider X and Y to be 7?bit words whose Hamming distance is at most one, and attain the Slepian-Wolf bound exactly by compressing X using only the 3-bit syndrome associated with the \perfect" (7; 4; 3) Hamming code. a codeword. Now it can be easily seen that x = x 0 + a. Since any codevector in the coset with syndrome s will serve our purpose, we take the code vector 0js] to be a in all future discussions. Suppose X and Y are i:i:d: binary random variables (equally likely to be 0 or 1) that are correlated as follows: Y = X + e (modulo-2 addition), where e is an i:i:d: binary random variable that is independent of X. Then, using the above method for encoding X, employing an (n,k,2v+1) linear code would result in a probability of decoding success given by:
The above algorithm is not restricted to block codes. We can use convolutional codes in the same manner: as in block codes, we can de ne a syndrome \sequence" for convolutional codes. In the next section we consider trellis-structured codes due to their combination of superior performance and ease of implementation using soft decoding (which is key to our performance) due to the availability of the soft Viterbi algorithm.
Encoding with a delity criterion
Here we remove the constraint that X, Y belong to a binary or even discrete alphabet, and As before, the setup is that the decoder alone has access to the Y process, and the task is to optimally compress the X process. For the rest of this paper, we will con ne ourselves to the case where the X i 's and N i 's are zero-mean Gaussian random variables with known variances: our approach can be easily generalized to arbitrary distributions for X and N-we choose the Gaussian distribution so as to benchmark our performance against the theoretical performance bound that are known only for the Gaussian case.
The goal is to form the best approximationX to X given an encoding bit budget of R bits per sample. We will assume block encoding with a block length n. We want to minimize the distortion measure (:) over the n?sequence-we assume an additive distortion measure:
The encoder maps the input space (R n ) to the index set f1; 2; : : :; 2 nR g. The decoder maps the product space chanracterized by the encoded index set and the available correlated n-sequence Y to the n-sequence reconstructionX : f1; 2; : : :; 2 nR g R n ?! R n .
The encoding objective is to design a source codebook for X within a target distortion bound and to partition the source codeword space into a bank of channel code cosets. The minimum distance between any two codewords in a given coset should be kept as large as possible while maintaining symmetry among the cosets. In contrast to \standard" source coding where the encoder transmits the index of the source codeword that is \closest" (in the desired metric) to the source signal X, here the encoder sends, not the source codeword index, but rather the index of the coset containing the closest codeword, relying on Y known only at the decoder to disambiguate which memeber in the coset is the correct one. We need to minimize the probability of decoding failure, corresponding to the decoder picking the wrong coset member. For this, we need channel codes to maximize the minimum distance between coset members. Throughtout this paper, we con ne ourselves to simple scalar quantization (SQ). However, we will explore the advantages of vector-based (sequence-based) methods for building the cosets in order to maximize the minimum distance between coset entries, in order to minimize decoding error. We rst describe the case of \memoryless" coset formation. and we take r ?1 = ?1 and r V = 1. Now we need to partition the set r into M( V ) cosets. For illustration, let M=4. We group r 0 and r 4 into one coset. Similarly fr 1 ; r 5 g, fr 2 ; r 6 g and fr 3 ; r 7 g are grouped into di erent cosets. The encoding can be described as follows:
Scalar quantization and memoryless coset-construction
1 Find the codeword from the set r which is closest (in terms of minimizing the desired distortion measure) to the source sample X. Call this the active codeword. 2 Send the index U 2 f0; 1; : : :; M ? 1g of the coset containing the active codeword.
The decoder deciphers the active codeword by nding the codeword which is closest 4 to Y in the coset whose index is sent by the encoder. After nding the codeword (say r k ), the decoder estimates X using all available information. We wish to minimize the expected value of the distortion (x;x), wherex is the estimate of x. The optimal estimatex is given 
Scalar quantization and trellis-based coset-construction
We now describe the case of scalar quantization but using a coset construction having memory. In memoryless coset-construction, the cosets are built on the space r. Here, instead of coset-encoding X sample by sample, we do it as n-sequence. Note that we still use xedlength scalar quantizers for fX i g n i=1 , but the cosets are built on the space r n . Consider the space r n , and let V=8. In this space there are totally 2 3n distinct sequences. The task is to partition this sequence space into cosets in such a way that the minimum distance between any two sequences in a coset is made as large as possible, while maintaining symmetry among the cosets. In the following, a trellis-based partitioning is considered based on convolutional codes and set-partitioning rules as in Trellis-Coded-Modulation (TCM) 11]. Note that this is not to be confused with the Trellis-Coded-Quantization (TCQ) 12] framework: we still use scalar quantization but use trellises to build coset sequences.
A bit stream with R bits/unit time is used to partition 2 R+1 codevectors taking values in R. The set r is partitioned into 4 subsets (for the sake of clarity) as before. We use Ungerboeck's 4-state trellis with the above set partitioning rules. The trellis on this set is shown in Fig. 3(a) , (which we call the principal trellis). Let Q : A 3 ?! r be the one-to-one mapping from 3-tuple binary data onto r according to the following rules. Q( ) = r where 2 A 3 is the binary representation of . The following notation will be used in representing the function Q of sequences or vectors. Q(x) = Q(x 1 ; x 2 ; : : :; x n ) = Q(x 1 ); Q(x 2 ); : : :; Q(x n )].
We thus have a convolutional code which inserts redundancy in the input bit stream, and a carefully designed mapping from the coded stream into the set r. Note that we can partition the space r n into 2 n cosets, each containing 2 2n sequences. Let H(t) be the parity check matrix polynomial of the convolutional code used in the structure. Let be any sequence in r n , thus Q ?1 ( ) 2 A 3n . Let S = Q ?1 ( ). Thus the function H(t)S(t) maps any belonging to r n into A n . We are computing the syndrome of the given codevector : this is precisely what the encoder needs to send to the decoder.
Decoder structure: The decoder has access to the process Y in addition to the syndrome sequence sent by the encoder. In the present example, it receives n bits of syndrome and n samples of the process Y . Once the decoder gets the syndrome sequence, it recognizes the coset (containing 2 2n sequences) containing the the active codeword sequence. We need a computationally e cient algorithm for searching through this list. The search is for that codeword sequence which is closest to the sequence (y 1 ; y 2 ; ::y n ) in terms of the given distortion measure. If the syndrome were the all-zero sequence, then we can use the Viterbi algorithm for this search in the principal coset. Here we need to modify the Viterbi decoding algorithm which is suitable for any syndrome sequence. Consider the k th stage of the 4 state trellis as shown in Fig. 3(a) . This is the trellis for the coset with an all-zero syndrome (referred to as the principal coset). Here each edge connecting one of the 4 nodes at the (k ? 1) th stage to one of the nodes at the k th stage has a label associated with it. At each of the 4 nodes at the (k ? 1) th stage, the minimum-metric path (which is the distance between partially received sequences) is maintained. At the k th stage, for each node, we need to compute the metrics of all the paths leading to that node and choose that path with the least metric. If the k th bit of the syndrome sequence is 1 rather than 0, we need to modify the labels on each edge at the k th stage. As discussed earlier, for the convolutional code under consideration, the sequence Q h 0j0js(t)] T i is one of the codeword sequences in the coset whose syndrome is s(t). Thus at the k th stage of decoding, if the k th bit of s(t) is 1 rather than 0, we need to shift from the principal coset to the complementary coset (there are only 2 trellises in the given example: see Fig. 3 ). This can be done at every stage in a computationally elegant way.
Let a(t) = 0j0js(t)] T and a k be the 3-tuple bit value of the sequence a(t) at time t=k.
Let r be the label of an edge (at the k th stage) for some 0 V ? 1. The new label for that edge would be given as Q Q ?1 (r ) + a k . Thus starting from k = 1 to k = n, at every stage we need to keep relabeling the edges in the principal trellis used in the Viterbi decoder. Let x 0 (t) be the sequence which is closest to y(t) as obtained using the variant of the Viterbi algorithm discussed above, i.e., using relabeled edges. Then the active codeword sequence is x 0 (t), which belongs to r n . Construction of more e cient and sophisticated codes is considered in 13].
Estimation of X: After obtaining the active codeword (with some probability of success in decoding), we need to estimate the sequence x(t). The optimum estimate is given as 
Design and construction: Results and Discussion
In this section, we give the design and construction of codes for the DISCUS approach and study their performance using simulations. As was noted earlier, source distortion depends only on the root quantizer, which is a scalar quantizer in all of our discussions in this paper. We rst present an array of schemes for transmission of 1 bit per source sample. Let us rst consider memoryless encoding (uncoded system). The rst choice is a xedlength 4-level Lloyd-Max quantizer. We partition the space of 4 Voronoi regions into 2 cosets as considered in Section. 2. Similarly we can use 8 and 16 level scalar quantizers, each partitioned into 2 cosets, with each coset containing 4 and 8 Voronoi regions respectively.
In our simulations, we assume the following correlation-structure for X and Y : Y = X +N, where X is i:i:d Gaussian with zero mean and unit variance. N is i.i.d Gaussian with zero mean and independent of X. We term the ratio of the variances of X and N as Correlation-SNR (C-SNR), and the distortion as normalized distortion since the source is of unit variance (the method can be generalized to non-Gaussian distributions). The normalized distortion is plotted versus C-SNR for these 3 schemes in Fig. 4(a) . This plot also shows the Wyner-Ziv bound 7] for 1 bit and 2 bits per source sample. Fig. 4(b) shows the probability of decoding failure for the same system. These are the results of Monte Carlo simulations, where the number of samples used for each case is 10 9 . As can be noted from Fig. 4 , there is a trade-o between the distortion and probability of decoding failure. The 4-level quantizer can tolerate more noise (\looser" correlation structure), while its distortion performance is poor. But the 16-level quantizer has very good distortion performance (even crossing the bound) 5 , at the same time operating with an \unacceptable" probability of failure. In practice, one may deem failure probabilities smaller than 10 ?4 as acceptable for many applications. 16-level quantizers have meaning only at very high C-SNR's (high correlation). Thus the choice of the scalar quantizer depends heavily on the C-SNR, or the correlation structure between X and Y . Now consider the trellis-coded systems as discussed in Section 3. We use 4 and 8-state trellises built on a 4-level root scalar quantizer. These trellises are designed based on setpartitioning principles as given in 11]. Since these trellises are built on a 4-level alphabet, and the rate of transmission is 1 bit per source sample, we can use rate-1/2 convolutional codes. Fig. 5(a) gives the probability of decoding failure (P df ) versus C-SNR. Note that by going to coded systems, we get gains of around 3-4 dB in C-SNR ranges. Thus without increasing the rate, at P df 10 ?4 , we can operate at C-SNR's (correlation) no smaller than 12 dB. Similarly we can build the coded system on an 8-level quantizer. We use 4, 8 and 16 state trellises as given in 11] built on 8-level quantizer for 1 bit per source sample. Here we use systematic (3,2) convolutional codes. Fig. 5(b) gives the P df versus C-SNR. Here again, we get 3-4 dB gain as we increase the number of states from 4 to 16, at P df = 10 ?4 .
Thus we have an array of solutions to the problem with transmission of 1 bit per source sample. The right choice of the solution depends on the C-SNR, or the correlation structure of X and Y . Note that for the same unit-variance Gaussian source, the traditional Shannon rate-distortion bound for 1 bit/sample is at -6.02 dB. With 4-level root scalar quantizer, and using 8-state trellis-based DISCUS approach, the distortion at 1 bit/sample is in the range from -13 to -21 dB at C-SNR of 12 to 20 dB resp. with P error less than 10 ?4 . Thus, signi cant gains can be attained using the DISCUS approach.
Solutions for other bit rates are considered in 13]. These are the issues of consideration in our ongoing and future research 13, 14] , where we extend the DISCUS methodology to more powerful frameworks such as those based on lattice-quantization, trellis-codedquantization and vector quantization as well as the use of state-of-the-art channel codes, and the consideration of more general correlation structures.
