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ОБ ОДНОМ ПОДХОДЕ К РЕШЕНИЮ СМЕШАННЫХ ЗАДАЧ  
ТЕОРИИ УПРУГОСТИ
Аннотация. Рассмотрена смешанная контактная задача теории упругости в верхней полуплоскости. Границей 
является действительная полуось, разделенная на четыре части, на каждой из которых заданы граничные условия 
для действительной или мнимой части двух искомых аналитических функций. С помощью новых неизвестных 
функций задача сведена к неоднородной краевой задаче Римана с 2 × 2 кусочно-постоянной матрицей и четырь-
мя особыми точками. Построено дифференциальное уравнение класса Фукса с четырьмя особыми точками, матри-
цы-вычеты которого найдены «методом логарифмирования» произведения матриц. Единственное решение задачи 
выражено через интегралы типа Коши при выполнении одного условия разрешимости.
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ON ONE APPROACH TO THE SOLUTION OF MISCELLANEOUS PROBLEMS  
OF THE THEORY OF ELASTICITY
Abstract. Herein, a miscellaneous contact problem of the theory of elasticity in the upper half-plane is considered. The bound-
ary is a real semi-axis separated into four parts, on each of which the boundary conditions are set for the real or imaginary part of 
two desired analytical functions. Using new unknown functions, the problem is reduced to an inhomogeneous Riemann boundary 
value problem with a piecewise constant 2 × 2 matrix and four singular points. A differential equation of the Fuchs class with 
four singular points is constructed, the residue matrices of which are found by the logarithm method of the product of matrices. 
The single solution of the problem is represented in terms of Cauchy-type integrals when the solvability condition is met.
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Формулировка задачи. При решении задач теории упругости исследователи сталкиваются 
с обширным классом так называемых «плоских задач теории упругости». Для решения таких за-
дач применяются различные методы, начиная с работ Р. Гука, Д. Бернулли, Л. Эйлера, А. Навье 
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и др. По мере применения более сложных материалов наряду с классическими появлялись 
и новые методы решения: в полиномах и с помощью тригонометрических рядов, методы вариа-
ционного исчисления, численные методы решений, метод функций комплексной переменной. 
В частности, Н. И. Мусхелишвили был предложен метод, основанный на применении теории 
конформных отображений и интегралов Коши [1]. При этом применялись аналитические функ-
ции комплексной переменной, которые представляют напряжения и перемещения, называемые 
функциями Колосова – Мусхелишвили. С помощью этого метода было дано решение ряда задач 
на плоскости (см., напр., [2, 3]).
В настоящей статье решается следующая смешанная задача теории упругости. Требуется 
определить функции F1(z) и F2(z) комплексной переменной z, аналитические в верхней полупло-
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где f1 и f1 – заданные функции. При этом решение задачи ищем в классе функций, ограниченных 
или почти ограниченных (допускающих логарифмическую особенность) при z → 0, z → ±ψ, 
z → ±∞.
Решение задачи. Результаты. Прежде всего сведем сформулированную задачу к краевой 
задаче Римана. Для этого с помощью формул, связывающих значения функций и их комплекс-
но-сопряженные значения,
1 1Re ( ),     Im ( ),
2 2
F F F F F F
i
= + = −
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Систему (2) перепишем в виде
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Таким образом, получили неоднородную краевую задачу Римана с кусочно-постоянной ма-
трицей и четырьмя особыми точками:
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Следующий шаг состоит в решении неоднородной краевой задачи (4). Чтобы решить ее, по-
строим каноническую матрицу X(z), т. е. матрицу, являющуюся решением соответствующей од-
нородной краевой задачи [4; 5, с. 52]:
 ( ) ( ),     ,   1, ..., 4,k kX x A X x x l k
+ −= ∈ =  (5)
причем такую, что [2]:
1) ( )det 0X z ≠  для ,kz a∀ ≠  где 1 2 3 4,   0,   ,   ;а а а а      
2) столбцы матрицы X(z) принадлежат указанному классу функций;
3) порядок определителя X(z) равен сумме порядков его столбцов, где под порядком столбца 
понимается наименьший из порядков нулей элементов этого столбца на ∞.
Отметим далее следующие два факта:
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ны матрицам






где матрицы 11 5 1,  1, ..., 4,  ( ),k k kV A A k A A−+= = =  образуют группу монодромии дифференциаль-
ного уравнения (6) [6, с. 272];
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2) после умножения обеих частей уравнения (6) справа на невырожденную постоянную ма-
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При этом после обхода переменной z точки ak, 1, ..., 4,k =  матрица XC дифференциального 
уравнения (7) умножается слева на матрицу Vk, 1, ..., 4,k =  являющуюся одной из порождающих 
матриц группы монодромии дифференциального уравнения (6) [6, с. 273].
Отсюда следует, что, во-первых, канонической матрицей, удовлетворяющей уравнению (6), 









 где элемент c – произвольная постоянная. 
Во-вторых, матрицы-вычеты уравнения (6) определяются с точностью до преобразования подо-
бия, т. е. это матрицы-вычеты уравнения (7).
Имея в виду отмеченное, обратимся теперь к построению матриц-вычетов Uk уравнения (6). 
При этом остановимся на «методе логарифмирования произведения матриц» второго поряд-
ка [7, 8], в основе которого лежит следующее
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ка, V3 = V1,V2, αk, βk – характеристические числа матриц Vk, 
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где ~ ,   1, 2,k kS kW =  c – произвольная постоянная.
Чтобы найти элементы матриц S1 и S2, сначала непосредственными вычислениями нахо-
дим матрицы Vk, 1, ..., 4,k =  – порождающие матрицы группы монодромии дифференциального 
уравнения (6). Именно,
1 1
1 1 2 2 2 3
3 2 1 0
,     ,
2 1 4 1
i
V A A V A A
i i
− −   = = = =   −   
1 1
3 3 4 4 4 1
1 2 1 4
,     .
2 3 0 1
i i
V A A V A A
i
− −−   = = = =   
   
А тогда характеристические числа матриц 1,   1, ..., 4.k k kα = β = =
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Далее, при вычислении характеристических чисел ρk и σk, 1, ..., 4,k =  выбираем ветви лога-
рифмов таким образом, чтобы решение краевой задачи (5) (дифференциального уравнения (6)) 
было ограниченным в точках ak, 1, 2, 3,k =  а при выборе ветвей логарифмов чисел ρ4 и σ4 следу-
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Применим к представлению (10) формулу (8), полагая в ней 1 1 0ρ = σ =  и заменяя ρ2 на ρ23, σ2 
на σ23, ρ3 на 0, σ3 на 1. Получим первое представление матрицы S в виде
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Аналогично записываем представление матрицы S для произведения (11), заменяя в форму-
ле (8) ρ1 на ρ12, σ1 на σ12, ρ2 на ρ3 = 0, σ2 на σ3 = 0, ρ3 на 0, а σ3 на 1. Получим второе представление 
для матрицы S:
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Таким образом, получили два представления для матрицы S:
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Из соотношений (13) и (14) следует, что 2 12 1 23 3S S S S S= − = −  или
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(15)
А тогда при значении t, определяемом формулой (15), матрица S2 принимает вид
22
2 (1 )




τ − + 
 = τ   + − τ    
Матрицы Sk, 1, 2, 3,k =  являются матрицами-вычетами уравнения (6). Поэтому, подставляя 
в (6) вместо матриц Uk найденные выше матрицы Sk, 1, 2, 3,k =  можем записать дифференциальное 
уравнение, которому удовлетворяет каноническая матрица X(z) однородной краевой задачи (5).
Т е о р е м а  1. Каноническая матрица X(z) однородной краевой задачи (5) удовлетворяет 





1 1 1 ,1 1 1 2
c tc ct
dX X
dz z z z
c tc ct
  τ − + −τ −τ   
     = + +ττ τ      + ψ −ψ+ − τ− τ − τ              
(16)
где параметры τ и t находятся по формулам (12) и (15), c – произвольная постоянная.
Запишем обыкновенное дифференциальное уравнение второго порядка, соответствующее 
матричному уравнению (16).
Пусть ( ) ( ).ijX z y=  Обозначим
( )
3 1 2 3
1
( ) ( ) ,kij
kk
S S S SS z s z
z a z z z=
= = = + +





2 2( ) ,
( )
s z
z z z z z
τ τ τ − τψ
= − + − =
+ ψ −ψ −ψ
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2 2
22 2 2
1 2 (2 1)( ) ,
( )
zs z
z z z z z
τ − τ τ + τ − ψ
= + + =
+ ψ −ψ −ψ
12 2 2
1 1 ( 1) ( 1)( ) ,
( )
t t t z ts z c c
z z z z z
 + − + + ψ
= − + = ψ + ψ −ψ −ψ 
2 2
21 2 2
1 1 1 ( 1) ( 1)( ) .
( ) ( )
t t z ts z
c z t z t z c t z z
 τ + τ ψ − − + ψ
= − − + = − ⋅ + ψ ⋅ −ψ ⋅ −ψ 
Элементы матрицы X(z) связаны соотношениями
11 12 11 12 11 12
21 22 21 22 21 22
,
y y y y s s
y y y y s s
′ ′    
=    ′ ′    
откуда получаем следующую систему уравнений для определения функций y11 и y12:
 
11 11 11 21 12
12 12 11 22 12
,
.
y s y s y
y s y s y
′ = +
 ′ = +  
(17)
Системе (17) удовлетворяют также функции y21 и y22. Выражая из первого уравнения систе-
мы функцию
 
( )12 11 11 11
21





и подставляя во второе уравнение, получим дифференциальное уравнение второго порядка
 
21 21
11 22 11 22 12 21 11 11 11
21 21
0    ( ).s sy s s y s s s s s s y y y
s s
′ ′   ′′ ′ ′− + + + − − + = =   
     
(19)




( 1) ( 1) 1 1 1 1(ln ) ln ,
( )
t z ts s
s z b z z zc t z z
′ τ ψ − − + ψ′ ′= = = − − −   − + ψ −ψ⋅ ⋅ − ψ 
где введено обозначение
 
( )221 2 1 1 2 1 21 2 ln 2 1 ,1 21 1 2
tb
t
+ τ − − − τ
= ψ = ψ = − τψ = − + ψ
− − − − τ p  
(20)




1 1 1 ,ss s
s z b z z
′
+ + = − −
− + ψ −ψ
( ) ( )
2 2
2 2 2 2 2 2 2
11 22 12 21 2 2 2 2
1 2 (2 1) ( 1) ( 1)
( )
s s s s z t z t
tz z
 τ ψ
− = − τψ + τ − ψ − − − + ψ = 
−ψ   
( )
2
2 2 2 2
22 2 2
1 12 2(2 1) 2 2z t z t
t tz z
 τψ    = − + τ − ψ + τ + − − τ + + ψ =        − ψ
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( ) ( )
2
2 2 2 2
2 2 2 2 2 2(2 1) 2( 1) 2 2( 1) 2 0,( )
z z
z z
τψ  = − + τ − ψ + τ − − τ + τ − + τ ψ = −ψ
21
11 11 2 2 2
21
2 1 1 1 1 2
( ) ( )
ss s
s z b z z z z z zz z z
′    τ τ τ τ τ τ′− + = − + − + − − − ⋅ − + − =   − + ψ −ψ +ψ −ψ+ψ −ψ    
2
2 2
1 2 1 2 .
( )( )z b z z z z z z b
 τ − τψ
= − + − = − + ψ −ψ −ψ − 
Таким образом, дифференциальное уравнение (19) можно переписать в виде
 ( )( )
2
2 2
1 1 1 0.2y y
z z z b z z z b




Т е о р е м а  2. Дифференциальное уравнение (16) с четырьмя особыми точками –ψ, 0, ψ, ∞ 
сводится к обыкновенному дифференциальному уравнению (21) с пятью особыми точками –ψ, 0, 
ψ, b, ∞, где точка b находится по формуле (20).
З а м е ч а н и е. В окрестности каждой особой точки ak, 1, , 4,k = …  уравнение (21) имеет два 
линейно независимых решения [10, с. 156]:
( )
0
( ) ( ) ,     1, 3,k nk n k
n





(1) (2) (3)(2) (2) 1
2 0 0 0
0 0
( ) ,     1,n nn n
n n









1( ) ln( ) ( ) ( ) ,     1, 2, 3,
2
k n
k k k n k
n




















= = − +
p
∑ ∑
Коэффициенты ( ) ( ),  k kn nB C  рядов (22) после подстановки этих рядов в уравнение (21) находятся 
из рекуррентных соотношений. Например, для коэффициентов (2) (2),  n nB C  справедливы следую-
щие рекуррентные соотношения:
( )(2) (2) (2)2 2 2 (2) 22 1 12 1 ( 1) ( 1) ,( 1)( 2) nn n nB n b B bn n B n Bb n n+ + −
 = ψ − + + − − ψ + +
( )(2) (2)2 2 2 (2)2 12 1 ( 1)( 1)( 2) nn nC n b C bn n Cb n n+ +
= ψ − + + −ψ + +
( ) ( )(2) (2) (2) (2)2 2 2 (2)1 1 3 2( 1) ( 2) .nn n n nn C n B B bn B B− − − − − − + − ψ − − ψ − 
В окрестности точки z = b уравнение имеет два линейно независимых решения вида
( ) 2 ( )
0 0
( ) ( ) ,     ( ) ( ) ( ) .b n b nb n b n
n n
u z B z b v z z b C z b
∞ ∞
= =
= − = − −∑ ∑
Из соотношения (18) следует, что в качестве функций второго столбца матрицы X(z) можно 
выбрать функции
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2 2 2 2 2 2
2 2 2 2
( ) 2 ( ) 2,      .
( ) ( )
k k k k k k
z z z zu u u v v v
z b z bz z z z
   −ψ τψ −ψ τψ′ ′= + = +   
− −−ψ −ψ      
 
Следовательно, каноническая матрица X(z) краевой задачи (5) в окрестности особых точек ak, 




1 2 ( )
( ) ,      ( ) ( ),




u u z b
X z D X z A X z




 ′ τψ − 
= =   ′ − ψ −    
(23)
где Dk – матрицы, приводящие матрицы Vk к нормальной жордановой форме. Такие матрицы на-
ходятся по формулам ,k k kD D T=   где kD  – фиксированные матрицы, приводящие матрицы Vk 





















dxz X z X x G x a a
i x z
+ −± ± +
=




Зная функции ( )1 2( ) ( ), ( ) ,z z z± ± ±Φ = Φ Φ  строим решения, удовлетворяющие условиям симмет-
рии ( )1( ) ( ) ( ) .2z z z
∗Φ = Φ +Φ  Следовательно, справедлива следующая
Т е о р е м а  3. Решение задачи (1) имеет вид
( ) ( )1 1 1 2 2 21 1( ) ( ) ( ) ,     ( ) ( ) ( ) ,2 2F z z z F z z z+ − − += Φ +Φ = Φ +Φ
где функции Φ±(z) определяются по формулам (24), а матрицы X ±(z) находятся по форму-
лам (23).





1( ) 1,     1,     0.
2 2k kk=
− c −c   c = − ρ + σ = − c = = − c = =      
∑












X x G x dx+
−+
=
    =    
∑ ∫
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