We present a empirical study of orbital decay for the exoplanet WASP-19b, based on mid-time measurements of 74 complete transits (12 newly obtained by our team and 62 from the literature), covering a 10-year baseline. A linear ephemeris best represents the mid-transit times as a function of epoch. Thus, we detect no evidence of the shortening of WASP-19b's orbital period and establish an upper limit of its steady changing rate,Ṗ = −2.294 ms yr −1 , and a lower limit for the modified tidal quality factor Q = (1.23 ± 0.231) × 10 6 . Both are in agreement with previous works. This is the first estimation of Q directly derived from the mid-times of WASP-19b obtained through homogeneously analyzed transit measurements. Additionally, we do not detect periodic variations in the transit timings within the measured uncertainties in the midtimes of transit. We are therefore able to discard the existence of planetary companions in the system down to a few M ⊕ in the first order mean-motion resonances 1:2 and 2:1 with WASP-19b, in the most conservative case of circular orbits. Finally, we measure the empirical Q values of 15 exoplanet host stars which suggest that stars with T eff 5600K dissipate tidal energy more efficiently than hotter stars. This tentative trend needs to be confirmed with a larger sample of empirically measured Q .
INTRODUCTION
WASP-19b is a short-period gas giant planet and one of the most well characterized so far. Since its discovery (Hebb et al. 2010) , the stellar and planetary properties of the system have been re-determined by several authors (Hellier et al. 2011b; Dragomir et al. 2011; Bean et al. 2013; Tregloan-Reed et al. 2013; Lendl et al. 2013; Mancini et al. This work is partially based on observations obtained with the 1.54-m telescope at Estación Astrofísica de Bosque Alegre dependent on the National University of Córdoba, Argentina.
† Based on data acquired at Complejo Astronómico El Leoncito, operated under agreement between the Consejo Nacional de Investigaciones Científicas y Técnicas de la República Argentina and the National Universities of La Plata, Córdoba and San Juan (Programme ID: JS-2019A-06, PI: E. Jofré). ‡ E-mail: romina@astro.unam.mx 2013; Sedaghati et al. 2017; Espinoza et al. 2019) . The results of these studies confirm that WASP-19b is a Jupiterlike planet (MP = 1.11 MJ, RP = 1.39 RJ) in a very short orbit (P ∼ 19 h) hosted by an active G8V solar-type star (M = 0.9 M , R = 1.0 R , Age ∼ 11 Gyr; Hebb et al. 2010; Knutson et al. 2010; Anderson et al. 2013; Huitson et al. 2013; Tregloan-Reed et al. 2013) . Given the brief time it takes to orbit once around its host, WASP-19b was one of the first ultra-short period planets discovered. Planets so close to their host stars are subject to strong tidal interactions that may entirely dominate the planetary orbital evolution (Levrard et al. 2009; Matsumura et al. 2010) . Particularly, in systems such as WASP-19, where the stellar rotation period is larger than the orbital period, the tidal dissipation in the star might transfer angular momentum from the orbit to the stellar spin, leading to orbital decay. According to the calculations performed by Matsumura et al. (2010) , because the total angular momentum of the system (considering conservatively that it is conserved) is smaller than the critical value (which depends on the masses and moments of inertia of both star and planet), the planetary orbit is unstable and the planet is expected to cross its Roche limit and to be tidally disrupted. By considering convective damping equilibrium tides as prescribed by Zahn (1977) , Valsecchi & Rasio (2014) predicted that as a result of orbital decay after 10 years of observations the transit arrival time of WASP-19b would be shifted by a minimum of 34 seconds. Essick & Weinberg (2016) studied the orbital evolution of several hot Jupiters due to the excitation of gmodes in solar-type stars as a consequence of the tides raised by the planets. For the WASP-19 system, they found a decay time of 9.2 Myr and a mid-transit time shift of 191 seconds after 10 years. Moreover, recently, the results of some empirical studies (Mancini et al. 2013; Espinoza et al. 2019) , based on transit observations, have provided hints of a possible variation in the mid-transit times of . In this sense, Mancini et al. (2013) found that a linear ephemeris is not a good fit (χ 2 r = 1.98) for the 54 transit times that they analyzed as a function of the epoch, although these authors attribute it to a subestimation of the transit time errors. On the other hand, Espinoza et al. (2019) computed new ephemeris for the system by considering the 54 datasets of Mancini et al. (2013) and their 6 new transit light curves. They detected a systematic difference of ∼ 40 seconds between the 2014-2015 data and those of 2017. Given that the errors in these transit timings are 10 seconds at most, the authors interpret this difference as significant. In order to elucidate if the orbit of WASP-19b is suffering measurable orbital decay, in 2016 we started a photometric monitoring of the primary transits of this system, that produced a total of 12 complete transit light curves. In this work, we present the results of the homogeneous analysis of these newly acquired transits and 62 transit light curves from the literature, that allowed us to study the long-term evolution of the system over one decade and test the predictions of its expected orbital decay.
This paper is organized as follows: in Section 2, we present our observations and data reduction. In Section 3, we describe the data modeling and the determination of the photometric parameters. The analysis of how the mid-transit times are affected by the selection of the initial parameters is presented in Section 4, and the study of orbital decay and periodic transit timing variations, including the search for companions in the system and a dynamical analysis, in Section 5. Finally, the summary and discussion are in Section 6.
OBSERVATIONS AND DATA REDUCTION
We observed 12 new full transits of WASP-19b between May 2016 and April 2019 with the four different facilities described below.
CASLEO Observatory
Three complete transit light curves were obtained with the 2.15-m Jorge Sahade telescope at CASLEO (Complejo Astronómico El Leoncito) in Argentina. All the observations were performed with the 2048×2048 13.5 µm-size pixel Roper Scientific camera, with a circular FoV of 9' diameter provided by a focal reducer at a plate scale of 0.45 arcsec per pixel. Two transits were observed with a Johnson R filter and the other one with a Johnson V filter. As calibration images, we took 10 bias, 10 sky-and 10 dome-flat frames per night. Dark frames were not acquired due to a low intensity dark current level. In all the three cases, an averaged bias was subtracted from the science images acquired during the night and then, they were divided by a master flat obtained as the median combined bias-corrected individual sky-flats using standard IRAF 1 routines. The lowest dispersions in relative flux were computed for the transit light curves obtained from images corrected by sky-flat field frames, so we used them (and not the ones coming from images corrected by dome-flat fields) for the analysis presented in the next sections.
EABA Observatory
Six complete transit light curves were acquired with the 1.54-m telescope, operated with the Newtonian focus, at the Estación Astrofísica de Bosque Alegre (EABA) in Argentina. The observations of the first five transits were carried out with an Apogee Alta F16M camera of 4096×4096 9 µmsize pixel with a FoV=16.8'×16.8' and a scale of 0.25 arcsec per pixel. While the observations of the most recent transit were performed with a 3070×2048, 9 µm-size pixel Apogee Alta U9 camera, which also provides a scale of 0.25 arcsec per pixel and a 8'×12' field of view. We used a Johnson R filter for the observation of five transits and a Johnson I filter for the other one. As calibration images, each night we took 10 bias, 8 dark frames and 15 dome flat-fields in the corresponding band. By using standard IRAF routines, we subtracted from science images an averaged bias and a median-combined bias-corrected dark frame and finally divided them by a master flat generated as the median combined bias-and dark-corrected flat-field frames.
PEST Observatory
Two transits (one complete and one partial) were observed in the RC band at the Perth Exoplanet Survey Telescope (PEST) observatory located in Western Australia. PEST is a home observatory with a 12-inch Meade LX200 SCT f/10 telescope with an SBIG ST-8XME CCD camera, and is equipped with a BVRCIC filter wheel, a focal reducer yielding f/5, and an Optec TCF-Si focuser. PEST has a 31'×21' field of view and a 1.2 arcsec per pixel scale. Image calibration was done with master darks and twilight flats, consisting of 40 and ∼ 100 individual frames respectively. The image reduction was done using C-Munipack 2 .
FRAM Telescope
Two complete transit light curves were observed with the FRAM (F/(Ph)otometric Robotic Atmospheric Monitor) telescope, which is a part of the Pierre Auger Observatory located near the town of Malargüe in the province of Mendoza, Argentina. The main task of the FRAM telescope is the continuous night-time monitoring of the atmospheric extinction and its wavelength dependence for the Pierre Auger Observatory. The additional activities of the FRAM telescope include photometry of selected variable stars and exoplanets, astrometry measurement and photometry of comets and asteroids, and observations of optical counterparts of gamma ray bursts. FRAM is a 12-inch, f/10 Meade Schmidt-Cassegrain equipped with a Optec 0.66× focal reducer and a micro-focuser. The light from the telescope is collected by a Moravian Instruments CCD camera G2-1600 with the KAF-1603ME sensor that has 1536×1024 pixels and a field of view of 23'×15'. The camera has a maximum quantum efficiency of more than 80% and an integrated filter wheel occupied by a set of photometric BVRI filters. This setup reaches 16-17 mag for a 60 second unfiltered exposure.
Middle times of CASLEO, EABA, and PEST images were recorded in Heliocentric Julian Date based on Coordinated Universal Time (HJDUTC), while those of the FRAM images are in units of Julian Date based on Coordinated Universal Time (JDUTC).
On the reduced images acquired at the CASLEO, EABA, and FRAM facilities, we measured precise instrumental magnitudes with the FOTOMCAp code (Petrucci & Jofré 2016) . This code applies the method of aperture correction (Howell 1989; Stetson 1990) , which combines the magnitude measured with the growth-curve technique and the one determined at the aperture that provides the highest signal-to-noise ratio for every star at each individual image. The photometric error adopted for each instrumental magnitude is that computed by the IRAF phot task. After transforming the instrumental magnitudes of all the stars found by the IRAF daofind task in fluxes, we obtained the transit light curve of each night by dividing the flux of WASP-19, measured per image, by the summed fluxes of an ensemble of non-variable stars with the same brightness as the science target, when possible. For the reduced images taken at PEST Observatory, the photometry was done by using C-Munipack adopting the same criteria explained before to select the comparison stars. Specific details of the observations of our complete transits are presented in Table 1 .
Literature and public data
Given that the main purpose of this study is to analyze the mid-transit times evolution of WASP-19b over the longest possible time-coverage, we collected other 62 complete phase-coverage transit light curves from the previous works and public databases listed below: • Lendl et al. (2013) : A total of 11 transits observed between May 2010 and May 2012. Three of them obtained in the IC-, Gunn-z'-, and Gunn-r'-bands with the EulerCam at the 1.2-m Euler-Swiss Telescope at ESO La Silla Observatory (Chile), and the eight remaining transits observed in the I+z' filter with the 0.6-m TRAPPIST telescope, also at ESO La Silla Observatory in Chile. All the middle times in the images are in HJDUTC.
• Mancini et al. (2013) : A total of 10 transits observed between May 2010 and April 2012. Seven of them were obtained in a Gunn-i filter using the DFOSC imager mounted on the 1.54-m Danish Telescope at La Silla in Chile and the other three, observed simultaneously on the night of 2012 April 15 in the J-, K-, and H-band with the Gamma Ray Burst Optical and Near-Infrared Detector (GROND) instrument mounted on the MPG/ESO 2.2-m telescope also at ESO La Silla. The images central times were recorded in HJDUTC.
• Bean et al. (2013) : 18 light curves corresponding to two transits obtained in white light through multi-object spectroscopy the nights of 2012 March 13 and 2012 April 4 with the MMIRS instrument on the Magellan II (Clay) telescope at Las Campanas Observatory in Chile. Each transit observed in white light was split in nine light curves obtained at different wavelength bins, ranging from 1.25 to 2.35 µm. In this case, central times were recorded in Heliocentric Julian Date in Barycentric Dynamical Time (HJDTDB).
• Sedaghati et al. (2017) : three transits observed between November 2014 and February 2016 through multi-object spectroscopy with the 8.2-m Unit Telescope 1 (UT1) of the ESO's Very Large Telescope (VLT) in Chile. For each observation, they used the grisms: 600B (blue), 600RI (green) and 600z (red) of the FORS2 spectrograph, which cover the wavelength domain between 0.43 and 1.04 µm. In this case, the available data consist of three tables with times and normalized fluxes measured on a series of wavelength bins spanning the full wavelength range in which each transit was observed. We recovered the three light curves i.e., estimated the flux and error for each time of every night, by performing the average and standard deviation of the normalized fluxes estimated in each bin. The central times of the images are in units of JDUTC.
• Espinoza et al. (2019) : three transits observed in white light through multi-object spectroscopy between March 2014 and April 2017 with the Inamori-Magellan (BJDTDB) . Given that the photometric errors were not provided, we adopted the standard deviation of the out-of-transit data points as the uncertainty of each measured magnitude in the light curve.
• ETD (Exoplanet Transit Database 3 ; Poddaný et al. 2010): A total of 14 transits observed between March 2010 and March 2019, one obtained in a I filter, one in a V filter, one in an R filter, three in an RC filter and the remaining ones without using filter. These transits were observed with telescopes of different sizes ranging from 0.23-to 2.15-m. For those light curves with no photometric errors, we adopted the standard deviation of the out-of-transit data points as uncertainty. The middle times were recorded in HJDTDB and in Geocentric Julian Date based on Coordinated Universal Time (GJDUTC).
As further explained in Section 5, the mid-times of the transits collected from the literature, including all from the ETD, as well as those observed by our team were converted to the Barycentric Julian Date system (Eastman et al. 2010) .
DETERMINATION OF PHOTOMETRIC PARAMETERS
We used version 34 of the JKTEBOP 4 code (Southworth et al. 2004) to fit the 74 full-transit light curves. This code assumes both, star and planet, are represented as biaxial spheroids (adopting the spherical approximation for the calculation of light lost during transit) and uses numerical integration of concentric circles over each component to calculate the resulting light curve. In order to determine the photometric parameters of the system, the fitted quantities were the inclination (i), the sum of the fractional radii (Σ = r + rP) 5 , the ratio of the fractional radii (k = rP /r ), the flux level of the out-of-transit data (l0), the linear and non-linear quadratic limb-darkening coefficients (q1 and q2), the mid-transit time (T0), and the coefficients of a second order polynomial to normalize the light curves 6 . The values of the orbital period (P ), eccentricity (e), and mass ratio were kept as fixed quantities for our entire analysis.
As initial values for the parameters modeled by JK-TEBOP, we considered the values of i, Σ, k, and P estimated by Mancini et al. (2013) , e equal to zero, and mass ratio = 0.00114 calculated as the ratio of the planet and stellar masses computed by Hellier et al. (2011b) . Also, we assumed a quadratic limb darkening (LD) law, except for the transit light curves of Bean et al. (2013) for which we adopted linear LD coefficients, indicated by the authors as the LD law that allows the best-fitting to the observations. For all the transits, the values of the linear and non-linear coefficients for WASP-19 were calculated with the JKTLD 7 code by bilinearly interpolating T eff and log g of the host star in published tables of coefficients calculated from stellar model atmospheres. In this case, we used the tabulations of Claret (2000 Claret ( , 2004 computed from ATLAS atmospheric models (Kurucz 1993) . As input for JKTLD, we adopted for WASP-19, T eff = 5591 ± 62 K and log g = 4.46 ± 0.09 cgs 5 r = R a and r P = R P a are the ratios of the absolute radii of the star and the exoplanet, respectively, to the semimajor axis (a). 6 The simultaneous fitting of this second order polynomial enables to normalize the light curve by removing any parabolic trend produced by differential extinction, stellar activity, and/or differences between the spectral types of the stars used as comparisons and WASP-19. However, this approach is not good to eliminate red noise components associated with shifts in the position of the star on the CCD, seeing fluctuations, background variations, among others, that affect the measured stellar flux. In order to account for and properly remove this systematics, it would be required, for example, to multiply the transit model by a polynomial of any combination of these parameters with an order higher than two. 7 http://www.astro.keele.ac.uk/jkt/codes/jktld.html as measured by Mortier et al. (2013) , [Fe/H]= 0.3 dex and v turb = 2 kms −1 .
Given that many of the filters used to carry out the observations do not have theoretical LD coefficients computed in Claret (2000 Claret ( , 2004 , we considered as initial LD values those corresponding to the filters with effective wavelengths closest to the real ones. Then, for the observations performed in the Cousins I+Sloan z and z bands, we adopted the values of the Sloan z filter. For transits acquired in the Johnson R and I bands, the values tabulated for the Cousins R and I filters were used. For the Gunn r band, the Sloan r filter was adopted. In the case of transits observed in the Gunn i , the Sloan i filter was considered. For those light curves observed with no filter, we used the average of the values in the Johnson V and the Cousins R bands as in Nascimbeni et al. (2013) . Finally, the initial LD coefficients assumed for the observations in the J-, H-, and K-bands of GROND and those obtained by Bean et al. (2013) in the same wavelength range, were those of Johnson J, H, and K. Here, it is important to notice that, as previously demonstrated in Petrucci et al. (2018) , the initial values adopted for the LD coefficients, even if they correspond to a filter with a different effective wavelength than that of the band used to perform the observations, cause a negligible effect on the measured mid-transit times with changes in the ephemeris within its 1σ error.
As in previous works, once the initial values of the parameters were set, we performed a two steps procedure to find the best-fitting model for each transit:
• First, we used a Levenberg-Marquardt optimization algorithm provided by JKTEBOP to carry out three different fits. Each fit regards as free parameters i, Σ, k, l0, T0, the coefficients of a second order polynomial and also considers: a) the linear and non-linear LD coefficients as free quantities, or b) the linear coefficient slightly perturbed and the non-linear freely varying, or c) both LD coefficients fixed. After comparing the results given by these three possibilities, we adopted as the best model the one with the smallest value of χ 2 r . The best model found indicates how the LD coefficients of each particular transit have to be treated (options a, b, or c) all along this section and also in Sections 4 and 5, which include the influence of systematics on the measurement of mid-times and the determination of their values and errors. Before continuing with the next step, we multiplied the photometric uncertainties by the square root of the reduced chi-squared of the fit to get χ 2 r = 1.
• Second, we estimated realistic errors and mean values for the fitted parameters with two tasks provided by JK-TEBOP: a residual permutation (RP) algorithm which accounts for the red noise in the photometric data and Monte Carlo simulations (10 000 iterations). To be conservative, we kept the results obtained with the task that provided the largest error. Then, the median and the asymmetric uncertainties, σ+ and σ−, defined by the 15.87th and 84.13th percentiles values of the selected distribution (i.e., −1σ and +1σ respectively) were adopted as the best-fitting values and errors for the fitted parameters.
In this study, we decided to analyze all the transits individually, instead of performing a joint analysis, to obtain the best set of photometric parameters of each transit independently fitted. Given that all the transits were homogeneously adjusted through the same fitting procedure, we estimated a new set of reliable values for the photometric parameters of the system from the best/high quality transits in our sample.
To assess the quality of each transit light curve, we used two metrics: the photometric noise rate (PNR) and the β factor.
The first one is defined by Fulton et al. (2011) as,
where rms is the standard deviation of the transit residuals and Γ represents the median number of exposures per minute. On the other hand, the β factor or the red noise level is defined by Winn et al. (2008) as,
where σN represents the expected standard deviation in the residuals, without binning, and σr is the standard deviation of the residual average values computed into M bins of N points each. In this work, the residuals were averaged in bins from 10 to 30 minutes and, through Eq. 2, a β value was measured for each of them. The median of these individual measurements was considered as the red noise level for the light curve. In summary, PNR characterizes the scatter of the light curve (white noise) considering a specific time interval, while β describes the degree of correlation among the data points (red noise).
After carefully inspecting the transit observations and their best fits, we considered the 40 light curves with PNR ≤ 3 mmag and β ≤ 1.1 as the highest quality transits of our sample. For these selected light curves, we kept the median and asymmetric errors of the photometric parameters given by the algorithm (Monte Carlo or Residual Permutation) which gave the largest error. Then, following the standard procedure, the system's final values of i, Σ, and k were calculated as the weighted average and the standard deviation of the measurements of each of the 40 chosen transits 8 . These values are in agreement, within errors, with the estimations of previous works (Hebb et al. 2010; Lendl et al. 2013; Tregloan-Reed et al. 2013; Bean et al. 2013; Mancini et al. 2013; Espinoza et al. 2019) as can be seen in Table 2 , where they are compared with the results of some of these past studies. Although our measurements are not as precise as the values reported in the literature, it is worthwhile to notice that they were computed from a large sample of transits all homogeneously analyzed, and we have conservatively estimated our uncertainties to avoid skewing our timing results.
We show the new full transits observed by our team and their best fit models in Figure 1 , and in Table 3 , we list the 0.2838 ± 0.0120 -0.28968 ± 0.00065 0.28169 a ± 0.00111 a r P 0.039 ± 0.004 -0.04124 ± 0.00012 a : These numbers were calculated from the value of a/R and its error published in Espinoza et al. (2019) .
photometric parameters obtained for the 74 complete transit light curves.
ASSESSMENT OF THE SYSTEMATIC UNCERTAINTIES ON THE MID-TRANSIT TIME MEASUREMENTS
As can be noticed in columns 8 and 9 of Table 3 , our sample is composed of different quality transits, with a wide range of values of PNR and levels of red noise. The higher values of β imply the presence of systematics in the light curve which may have a non-astrophysical origin (such as that related with changes during the observations in the environmental and atmospheric variables i.e., temperature, airmass, fwhm, level of counts from the sky, etc, also introduced by the instruments used to acquire the data, shifts in the position of the star on the CCD, bad correction for pixel sensitivity, etc), or having an astrophysical nature (such as the systematics produced by stellar activity). This can be the case for WASP-19 which is an active star and might present a modulation or anomalies in the light curves due to spot-crossing events (Hebb et al. 2010; Tregloan-Reed et al. 2013 ). Therefore, given that the main purpose of this work is to evaluate the existence of orbital decay, which depends directly on the errors in the mid-transit times measurements, we explored, in the first place, the influence of the values of the photometric parameters on the mid-times and, afterwards, the influence of the data quality and symmetry of the light curve.
With the first goal in mind, we carried out the three steps procedure described below:
• First, we assessed how different the values of the photometric parameters can be from those of Mancini et al. (2013) , in order to still have a model that properly describes the observations. To do this, we ran JKTEBOP by keeping i, Σ, and k fixed, and sampling ±5σ around those estimated by Mancini et al. (2013) . The photometric parameters l0 and T0 were fitted, while q1 and q2 were allowed to freely varying or not depending on the option chosen in Section 3 about how to manage the LD coefficients. As values of these four parameters, we assumed the same considered in Section 3.
• Then, after visually inspecting the observations and their models, we defined for each transit ranges for the values of the photometric parameters in which it is warranted that the model computed with JKTEBOP, correctly represents the observations. In all these cases, we found that the ∆χ 2 = χ 2 mod − χ 2 min of the model is well within 1σ i.e., the 68.3% confidence level. We performed this step to avoid adopting values for the photometric parameters that lead to models that do not properly describe the data.
• We performed 1000 runs of JKTEBOP randomly varying the adopted values of the photometric parameters: i, Σ, and k (all together and also individually 9 ) in the ranges defined in the previous step. For each transit light curve, we computed the mean value and standard deviation of the mid-transit times given as outputs of these different runs.
In Figure 2 , we show the distribution of mid-transit times for the transit observed on April 15, 2012 in the K-band, where the adopted values of all the photometric parameters were allowed to vary (top panel), and the reduced chisquare (between 1.05 and 1.12) resulting after varying the adopted value of the inclination within ±5σ of measurements by Mancini et al. 2013 (bottom panel) .
One important point to notice here is that the inclination is the photometric parameter that most strongly affects the measured mid-transit times, producing variations as large as 20 seconds in the most extreme case. The values of depth and sum of relative radii play a minor role, causing variations in the mid-transit times of up to 1 second and less than 1 second, respectively. Additionally, as mentioned in Section 3, the influence of the values of the LD coefficients on the error in the measurement of T0 is negligible.
Furthermore, we checked if the models for the midtimes found by JKTEBOP by changing the adopted values of the photometric parameters are related to the quality of the light curve (level of white/red noise). Then, after applying the procedure described above, first we searched for possible correlations between the red noise level and standard deviation found for the mid-transit time (σT 0 ) of each light curve. In order to remove any possible influence of different values of PNR on those of σT 0 , we analyzed the transits in three distinct groups depending on their measured photometric noise rate: those with PNR ≤ 1.5 mmag (named "Group 1"), the ones with 1.5 mmag < PNR ≤ 3 mmag (Group 2) and finally, transits with PNR > 3 mmag (Group 3). We also considered a group consisting of all the 74 transits ("Group All-β"). For each of these datasets, we computed the Pearson coefficient 10 (r) and the p-value between β and σT 0 . These results are summarized in Table 4 . In all the four cases, it is possible to see that r < 0.52 indicating weakly correlated parameters.
We also explored possible correlations between the values of PNR and σT 0 for each light curve. In this case, in order to eliminate the effect of β on the values of σT 0 , we separated the light curves in three different groups depending on their measured red noise level: those with β < 1 (Group A), the ones with 1 ≤ β < 2 (Group B), and transits with β ≥ 2 (Group C). Same as before, we compared the results including all 74 transits in "Group All-PNR". In Table 5 , we show the Pearson coefficient and p-value between PNR and σT 0 calculated for each group. Here, it can be seen that for groups A, B and "All-PNR" the parameters are weakly correlated (r ≤ 0.5), but for Group C, r = 0.769 points out a moderate correlation between the parameters. However, we caution that this correlation is based only on 6 points and the p-value is quite high, making this trend not very reliable. Additionally, transit light curves with a high degree of systematics and large dispersion in their photometric datapoints tend to have their 4 contact points poorly defined. This makes it difficult for the model to correctly identify the ingress and egress of the transit, which causes a poorly constrained value for the inclination of the system and hence a mid-transit time that is not well constrained. Having this in mind, for all the transits in our sample, we measured the values of β and PNR in sections of the light curve related to the estimation of the inclination. These sections were defined: i) Along the complete extension of the transit, ii) Before contact point 1, iii) Between contact points 1 and 2 (ingress), iv) Between contact points 2 and 3 (flat bottom), v) Between contact points 3 and 4 (egress), vi) After contact point 4, vii) Before contact point 1 and after contact point 4 (i.e., the out-of-transit), and viii) Between contact points 1 and 2 and contact points 3 and 4 (i.e., ingress and egress together). Either considering all the 74 transits or after excluding 4 light curves with σT 0 > 13 seconds, all our analyses of the β-PNR plane adopting σT 0 as the perpendicular axis, did not show any clear correlation.
Symmetry can also play an important role in the determination of mid-transit times. Hence, we compared different quality indicators for symmetric sections of the light curve respect to T0: i) PNR between contact points 1 and 2 (ingress) and PNR between contact points 3 and 4 (egress), ii) β between contact points 1 and 2 (ingress) and β between contact points 3 and 4 (egress), iii) PNR/β between contact points 1 and 2 (ingress) and PNR/β between contact points 3 and 4 (egress), iv) χ 2 of the model to data before T0 and after T0 (including, in both cases, the out-of-transit), and v) χ 2 of the model to the ingress data-points and χ 2 of the model to the egress data-points. No correlation between the degree of asymmetry, interpreted as the difference between quality indicators, and σT 0 was found. We obtained the same null result in the search for a relation between the duration of the out-of-transit before/after ingress/egress.
In the absence of any correlation between the error in T0 and the quality or symmetry of the transit or the values of the LD coefficients, we decided to adopt σT 0 i.e., the standard deviation found for T0 by varying the fixed values of the photometric parameters in ±1σ, as the specific limit to the error in the mid-time of each transit due to the presence of systematics e β T 0 .
TIMING ANALYSIS
The time stamps of the 74 full transits analyzed in this work were converted to Barycentric Julian Date in Barycentric Dynamical Time, BJDTDB, with the online tool 11 that uses the mathematical transformations described in Eastman et al. (2010) . The mid-transit time of each light curve was computed with the JKTEBOP code by performing 10 000 Monte Carlo (MC) simulations and by using the residual permutation (RP) algorithm. In both cases, the only freely varying quantities were T0, l0, the coefficients of the polynomial to fit the out-of-transit data-points and the LD coefficients when corresponding. As initial values for the parameters, we adopted i, k, and Σ as derived in Section 3, and for e, P , mass ratio, and the quadratic LD coefficients we kept the same quantities used in our first run of JKTEBOP. To be conservative, we adopted for the mid-time of each transit the mean value and the symmetric uncertainties, ±σ, given by the task (MC or RP) that provided the largest error. Here, ±σ or equivalently e f T 0 , correspond to the 68.3% values (or the 15.87th and 84.13th percentiles) of the selected distribution. In order to provide reliable uncertainties, the final error for each mid-transit time measurement was computed as:
where e f T 0 is the formal error calculated by the fit and e β T 0 is the systematic error that accounts for the influence of the adopted values of the photometric parameters on the derived mid-times (see previous section). Our measurements of the mid-transit times of each of the 74 full transits are given in Table 6 .
Searching for possible orbital decay
In order to confirm or rule out a possible orbital decay in the system, we fitted a linear and a quadratic model to the mid-transit times as a function of epoch. The linear model assumes that the orbit is circular and the orbital period, P , is constant: where E is the epoch number and T ref a reference minimum time. The quadratic model also assumes a circular orbit but the orbital period changes at a steady rate, dP/dE:
We fitted each model by assuming a Gaussian likelihood function and used the emcee MCMC sampler implementation of Foreman- Mackey et al. (2013) to sample over the posterior probability distributions for all the free parameters (Figure 3) , i.e. T ref and P in Eq. 4 and T ref , P , and dP/dE in Eq. 5. The prior corresponding to the changing orbital period in the quadratic ephemeris was allowed to vary between positive and negative numbers.
In Table 7 , we present the values and uncertainties adopted from the median and 16% and 84% percentiles of the drawn posterior distributions for the fitted parameters in the linear and quadratic models. Through the relation dP/dt = P −1 (dP/dE), it is straightforward to calculate the change in the period over time, dP/dt. In this case, P = 1.14(+73)(−74) × 10 −12 = 0.036 +2.3 −2.33
is essentially consistent with zero. The comparison between the reduced chi-square values and the residuals root mean square of the best-fits for the linear (χ 2 r = 6.31, 72 degrees of freedom and rms =1.19 minutes) and quadratic (χ 2 r = 6.35; 71 degrees of freedom and rms =1.19 minutes) models indicates that the linear ephemeris provides a marginally better representation of the data than the quadratic one. Two other useful and widely used metrics to decide which model better represents the data are the Bayesian Information Criterion (BIC) and the Akaike Information Criterion (AIC), defined as BIC = χ 2 + kF log NP and AIC = χ 2 + 2kF, respectively, where kF is the number of free parameters in the model and NP is the number of data-points (74 in this analysis). For the linear fit (kF =2), we measured BIC lin = 463.04 and AIC lin = 458.43, and BIC quad = 464.05 and AIC quad = 457.14 for the quadratic case (kF =3). The difference in the BIC values between both models is ∆BIC = BIC quad − BIC lin =1.01, which according to Kass & Raftery (1995) favors the constant period model over the changing orbital period scenario. On the con-trary, for the AIC values, ∆AIC = AIC lin − AIC quad =1.29 gives support to the quadratic model over the linear one (Burnham & Anderson 2004) . Here, it is important to notice that for both, ∆BIC and ∆AIC, evidence in favor of one or another model is not strong. The reason for this discrepancy mainly arises because the quadratic coefficient is so small that both models can be considered as representative of a linear ephemeris.
Moreover, a global analysis of all these results, summarized in Table 8 and shown in Figure 5 , also seems to indicate that the evolution of the mid-transit times of WASP-19b over 10 years is best explained by a constant orbital period. This conclusion contradicts predictions of detectable variation in the mid-transit times after a decade of observations (Valsecchi & Rasio 2014; Essick & Weinberg 2016) . The seemingly best quadratic scenario predicts a very slow change in period, which would require ∼ 3 × 10 5 years of observations to detect a shift in mid-transit times of 10 seconds. Furthermore, this solution has a positive quadratic coefficient, indicating an increase in orbital period and not a decrease as expected due to tidal decay. Although the quadratic term is greater than zero and the evidence supporting a change in period is not strong, it is still possible to set an upper limit on the orbital decay ofṖup = −2.294 ms yr −1 , by computingṖup =Ṗ − σ − P , where σ − P is the negative error found for the steady change in P .
The dimensionelss quantity Q , called modified tidal quality factor and defined in terms of the maximum tidal energy stored in the system relative to the energy dissipated in one cycle (Goldreich 1963) , is very important to characterize the evolution of the system under the effect of tidal forces. Specifically, large values of Q imply inefficient tidal dissipation and hence a slow orbital evolution, while small values of Q correspond to an efficient tidal dissipation resulting in a fast orbital evolution. It can be estimated by taking the upper limit ofṖ through the expression:
obtained by rearranging the Eq. 5 of Wilkins et al. (2017) in terms ofṖ . In this study, the values of the planetary and stellar masses, MP and M , were adopted from Hellier et al. (2011b) , and the value assumed for the stellar radius relative to the semimajor axis, r , was the one determined in Section 3. The uncertainties in Q were computed by propagating the errors of MP, M , and r . Thus, we derived a lower limit on the modified quality factor of:
Q > (1.23 ± 0.231) × 10 6 .
In a general context, our estimation of Q is in the wide range of expected values (between 10 5 − 10 9 ) predicted by studies based on large samples of hot Jupiters (Jackson et al. 2008; Essick & Weinberg 2016; Bonomo et al. 2017; Penev et al. 2018; Collier Cameron & Jardine 2018; Hamer & Schlaufman 2019) . If compared with specific determinations of the modified tidal quality factor for WASP-19, our measurement is also in agreement with previous estimates (Hebb et al. 2010; Brown et al. 2011; Abe et al. 2013; Penev et al. 2018 ). These comparisons can be visualized in Figure 4 , where we plot T eff versus log(Q ) for WASP-19 (in Figure 4 . T eff versus log Q . The blue circle marks the value of log Q computed in this work for WASP-19, while red symbols indicate the results for the same target obtained in previous studies (Hebb et al. 2010; Brown et al. 2011; Abe et al. 2013; Penev et al. 2018) . As comparison, the values calculated by Penev et al. (2018) for 75 other planets are presented in gray empty circles. Arrows pointing up mark lower limits of Q . For a better visualization, error bars in T eff are not shown.
which the blue circle is the result obtained in this work and the red ones are the measurements of previous studies) and 75 other planets indicated in gray empty circles, for which Penev et al. (2018) derived Q by modeling the orbital and the stellar spin evolution. Mancini et al. (2013) and Espinoza et al. (2019) found that a linear ephemeris is not a good fit to the data of WASP-19b. Then, to assess if these findings can be the result of perturbations produced by another body gravitationally bound to the system, we investigated a possible sinusoidal variation in the mid-transit times. To check this out, we searched for periodicities in the O-C residuals (see Figure 5) , computed as the difference between the T0 values estimated with JKTE-BOP and those predicted by the linear ephemeris calculated in the previous section, by running a Lomb-Scargle (LS) periodogram (Horne & Baliunas 1986 ) and a Phase Dispersion Minimization (PDM) algorithm (Stellingwerf 1978) to the data. The LS routine encountered a peak at 31.35 epochs or, equivalently, a period ∼ 25 days with an F AP = 53% estimated through 1000 Monte Carlo simulations, while PDM found a period around 198 days with Θ ∼ 0.86. The discrepancy in the periods found with both tasks and the high values of F AP and Θ are indicative of a null detection of periodic variations in the mid-transit times. However, as can be seen in the next section, it is still possible to set an upper limit on the mass of a potential perturber (i.e. another planetary-mass body) bounded to the system, capable of producing detectable periodic transit timing variations (TTVs) in our data, by using the standard deviation found in the O-C residuals (σTTV = 1.19 minutes or, equivalently, 71.4 seconds).
Searching for possible companions

Constraints on the mass of a possible perturber
Measuring transit-timing variations provides a method to detect additional massive bodies that might be present (possibly non-transiting) in the system. In principle, sufficiently strong gravitational perturbations by the unseen companion, will cause the mid-transit time of the transiting planet to change periodically over time (Agol et al. 2005 (Agol et al. 2005; Holman & Murray 2005) and allows, in principle, the detection of very low-mass perturbing objects. For sufficiently precise timing data the modelling of the TTV signal enables one to infer the mass and orbit of the perturbing body (Holman et al. 2010; Ballard et al. 2011) . In this work we will not carry out a detailed TTV modeling analysis and will use the empiricially measured RMS scatter to infer an estimate of the upper mass limit of the perturbing body.
Here we apply the technique for TTV calculations as described in Wang et al. (2017 Wang et al. ( , 2018a . The calculation of an upper mass-limit is performed numerically from directly integrating the orbits. We have modified the FORTRANbased MICROFARM 12 package (Goździewski 2003; Goździewski et al. 2008 ) which utilizes OpenMPI 13 to spawn hundreds of single-task parallel jobs on a suitable super-computing facility. The package main purpose is the numerical computation of the Mean Exponential Growth factor of Nearby Orbits (Cincotta & Simó 2000; Goździewski et al. 2001; Cincotta et al. 2003, MEGNO) over a grid of initial values of orbital parameters for an n-body problem. The calculation of the RMS scatter of TTVs in the present work follows a direct brute-force method, which proved to be robust given the availability of computing power.
Within the framework of the three-body problem, we Literature data EABA CASLEO FRAM PEST Figure 5 . O-C data-points versus Epoch considering the 74 complete transit light curves analyzed in this study. Different colors indicate transits extracted from the literature (gray circles) and red, blue, green, and orange circles point out the transits observed by our team at different facilities (see the legend). Dashed black lines represent ±2σ errors in the linear ephemeris. Some timing measurements have significant deviations from the linear ephemeris that might be caused by mutual close-encounters between the transiting and a non detected planet. However, this possibility certainly deserves further investigation which is beyond the scope of this paper.
integrated the orbits of WASP-19b and an additional hypothetical perturbing planet. The mid-transit time was accurately calculated from an iteration process as a result of a series of back-and-forth integrations. The best-fit radii of both the transiting planet and the host star were necessary input parameters. In general, initial conditions for the transiting planet (semi-major axis, eccentricity, argument of pericentre and mass), including stellar properties, were taken to be those presented in Hellier et al. (2011b) . The orbital inclination and the stellar and planetary radii were adopted from Table 2 . The initial mean anomaly of the transiting planet was set to zero. We then calculated an analytic least-squares regression to the time-series of transit epochs and mid-transit times to determine a best-fitting linear ephemeris with an associated RMS statistic for the scatter of computed transit times. The RMS statistic was based on a 20-year integration corresponding to 9000 transit events for WASP-19b. This procedure was then applied to a grid of masses and semimajor axes of the perturbing planet. We chose to encode the semi-major axis as the orbital period using the third law of Kepler.
In principle, no information about the properties of the perturbing body is available, except for a possible TTV signal. In this study, we have chosen to start the perturbing planet for two different orbital eccentricities: i) circular (e = 0) and ii) moderate eccentricity (e = 0.1). The orbit of the perturbing planet is initially co-planar with the transiting planet. This implies that Ω2 = 0 • and ω2 = 0 • for the circular case of the perturbing planet. This setting provides a most conservative estimate of the upper mass limit of a possible perturber (Bean 2009; Fukui et al. 2011; Hoyer et al. 2011 Hoyer et al. , 2012 . We refer the interested reader to Wang et al. (2018a) where the authors have studied the effect on upper mass limit for various initial orbital parameters. For example, while the initial eccentricity would change the overall system stability and introduce higher-order mean-motion resonances, the effect on upper mass limit due to different initial phase of the peturbing planet is subtle. The results are shown in Fig. 6 . For the WASP-19b system, the measured transit-timing RMS scatter taking into account the 74 transit light curves analyzed in this work was TTVRMS 71 s. Considering the circular case, an additional planet with a mass as low as 2 M⊕, 2.5 M⊕ and 1.0 M⊕ at the 1:3, 1:2 (interior) and 2:1 (exterior) mean-motion resonances could cause the observed RMS scatter. Hypothetical planets of 3.5 M⊕ and 2 M⊕ could cause the observed RMS scatter at the 5:3 and 3:1 exterior mean-motion resonances.
For the perturbing planet started on a moderate e = 0.1 eccentric orbit the results change slightly. For the 1:3 and 1:2 resonance the measured TTV RMS scatter could be caused by a planet of mass 18 M⊕ and 1 M⊕, respectively. Due to the larger eccentricity the general instability area now engulfs the 5:3 exterior resonance. For the 2:1 resonance a mass of 2 M⊕ could cause the observed TTV scatter. Qualitatively, almost no change is observed for the 3:1 resonance allowing the same conclusion as for the circular case. Finally, the 4:1 resonance plays a role and a hypothetical planet of mass 3 M⊕ could explain the TTV RMS variations.
Dynamical MEGNO maps and orbital resonances
In order to calculate the location of mean-motion resonances, we have used the same code to calculate MEGNO on the same parameter grid. However, this time we integrated each initial grid point for 1000 years, allowing this study to highlight the location of weak chaotic high-order meanmotion resonances. In short, MEGNO quantitatively measures the degree of stochastic behaviour of a non-linear dynamical system and has been proven useful in the detection of chaotic resonances (Goździewski et al. 2001; Hinse et al. 2010) . In addition to the Newtonian equations of motion, the associated variational equations of motion are solved simultaneously allowing the calculation of MEGNO at each integration time step. The MICROFARM package implements the ODEX 14 extrapolation algorithm to numerically solve the system of first-order differential equations. Following the definition of MEGNO (Cincotta & Simó 2000) , denoted as Y in Fig. 6 , in a dynamical system that evolves quasi-periodically, the quantity Y will asymptotically approach 2.0 for t → ∞. In that case, often the orbital elements associated with that orbit are bounded to within a certain range with no sign of diffusion in their time evolution. In case of a chaotic time evolution, the Y diverges away from 2.0 with orbital parameters exhibiting erratic temporal excursions. For quasi-periodic orbits, we typically have | Y − 2.0| < 0.001 at the end of each integration.
Importantly, MEGNO is unable to prove that a dynamical system is evolving quasi-periodically, meaning that a given system cannot be proven to be stable or bounded for all times. The integration of the equations of motion only considers a limited time period. However, once a given initial condition has found to be chaotic, there is no doubt about its erratic nature in the future.
From Fig. 6 we find the usual instability region located in the proximity of the transiting planet (P2/P1 1.0; where P2 and P1 are the orbital periods of the perturber and WASP-19b, respectively) with MEGNO color-coded as yellow (corresponding to Y > 5). The extent of this region coincides with the results presented in Barnes & Greenberg (2006) . In each map the locations of mean-motion resonances are indicated by vertical arrows. 14 https://www.unige.ch/~hairer/prog/nonstiff/odex.f Figure 6 . Dynamical stability maps ( Y , MEGNO) for the WASP-19 transiting system considering the three-body problem. The parameters for the transiting planet were held fixed to the best-fit values. Quasi-periodic (i.e., bounded time evolution) initial conditions ( Y close to 2.0) we chose to color-code MEGNO with a blue color. For initial conditions leading to chaotic (i.e., irregular time evolution) dynamics the MEGNO index is diverging away from 2.0 and we chose to color code with yellow. The black solid line shows the upper mass-limit of a perturbing body which produces a root-mean-square (TTV RMS ) transit-timing variation of 71 s as a function of period (or semi-major axis). The vertical arrows indicate orbital resonances between the two bodies. We considered two different initial eccentricities e = 0.0 (top panel) and e = 0.1 (bottom panel) of the perturbing planet. The two planets were assumed to be on initial co-planar orbits. See electronic version for colors.
SUMMARY AND DISCUSSION
We have performed the first empirical study of orbital decay in the exoplanet WASP-19b, through the homogeneous determination of the mid-transit times of 74 complete transit light curves covering over 10 years. Contrary to what is expected by theoretical predictions (e.g., Valsecchi & Rasio 2014; Essick & Weinberg 2016) , we found no evidence of orbital decay nor periodic variations in the transit timings that would imply the presence of other bodies in the system. Nonetheless, we were able to put constraints on the upper mass of a possible perturber by carrying out a dynamical analysis. Particularly, at the first order mean-motion resonances, 1:2 and 2:1, we can exclude planetary companions of a few M ⊕ in mass, in both circular and moderate eccentric orbits.
A linear ephemeris is the best representation of the evolution of the mid-transit times as a function of epoch. Our analysis allowed us to place an upper limit on the steady changing rate of the orbital period,Ṗ = −2.294 ms yr −1 , and thus a lower limit for the modified tidal quality factor, Q = (1.23 ± 0.231) × 10 6 . Both quantities in good agreement with previous estimations (Figure 4) . So far, the more promising candidates for presenting TTVs detectable with ground-based telescopes are the planetary systems WASP-4 (Wilson et al. 2008 ) and WASP-12 (Hebb et al. 2009 ). For the first one, Bouma et al. (2019) found that the transits observed by the TESS mission (Ricker et al. 2014 ) occurred 82 seconds earlier than predicted by the linear ephemeris. Later, Southworth et al. (2019) confirmed this variation through the analysis of 22 new transits of WASP-4b. Both tidal orbital decay and apsidal precession were proposed as plausible explanations for the transit timing variations detected, but these results are not conclusive yet. For WASP-12, Maciejewski et al. (2016 Maciejewski et al. ( , 2018 ) measured a departure from a constant period consistent with orbital decay. This shortening in the orbital period has been detected by Patra et al. (2017) with observations of new transits and occultations, although these authors also proposed other two scenarios, different from orbital decay, to explain their measurements: the existence of a long-period third body in the system and orbital precession. Recently, Baluev et al. (2019) performed a homogeneous analysis of the transits data of both systems and obtained contradicting results. On one hand, for WASP-4b, they do not find any TTV signal and indicate that the finding reported by previous studies appears to be model-dependent. On the other hand, for WASP-12b, they confirm with high significance the nonlinear trend detected in previous works but conclude that 10% of the observed TTV is produced by light-travel effect which dilutes the strength of the rate of orbital decay previously measured. Given the lack of clear empirical signs of orbital decay and the difficulty to theoretically estimate the stellar modified tidal quality factor, it is very important to perform long-term monitoring of those systems with short-period giant planets. In this context, even a negative result such as that found in this study becomes relevant to shed light on how planetary systems evolve due to stellar tides. If WASP-19 is observed by the TESS and CHEOPS (Broeg et al. 2013 ) missions, future transits of this exoplanet, and hence new precise measurements of the mid-times will be acquired. These new estimations, added to those presented in this paper in Table 6 , will enable a revision to the values ofṖ and Q determined in this study.
One of the most accepted theories on tides is that based on the work by Zahn (1975 Zahn ( , 1977 that explored the contribution of different physical mechanisms on the tidal friction of close binary stars. This work found that for stars with convective cores and radiative envelopes (i.e., those with masses and effective temperatures larger than approximately those of the Sun), radiative damping is the dominant mechanism, leading to a less effective dissipation of tidal energy than in stars with radiative cores and convective envelopes, where turbulent dissipation is dominant. Therefore, it might be expected to measure large values of Q in more massive and hotter than the Sun host stars and small values in hosts less massive and cooler than the Sun. Several subsequent studies (Barker & Ogilvie 2009; Essick & Weinberg 2016; Penev et al. 2018) , explored different regimes of this theory applied to exoplanetary systems where the hosts are main-sequence or slightly evolved stars, resulting in a range of seven orders of magnitude for the possible values of the stellar modified tidal quality factor (10 5 − 10 12 ). Thus, in order to move forward in our understanding of this matter, it is necessary to obtain empirical model-independent estimations of Q derived directly from observational data, as done in this paper.
In this context, we tested the predictions by Zahn with a sample of 15 systems composed by a star and a planet, with measured values of the modified tidal quality factor. In all the cases, these Q values were empirically determined by fitting the mid-transit times, measured from observed transits, as a function of epoch with a quadratic ephemeris. In Figure 7 , we show a plot of effective temperature versus stellar modified tidal quality factor for these 15 exoplanetary systems. Here, green circles represent values of Q that have been measured to be upper limits; blue circles are measured lower limits of Q ; and red circles are measured Q values. The gray shaded area can be interpreted as a transition zone that distinguishes stars with significant convective envelopes (below the left limit) from stars with negligible convective envelopes (beyond the right limit). Specifically, this area indicates the range of effective temperatures at which the percentage of the stellar convective zone mass (MCZ) respect to the total mass of the star i.e., mCZ = (MCZ/M ) × 100, changes from 2% (M ∼ 1 M and T eff ∼ 5700 K) to 0.035% (M ∼ 1.4 M and T eff ∼ 6200 K), according to the models of Baraffe et al. (2015) considering an age of ∼ 3 Gyr.
As can be seen, this plot suggests that stars with effective temperatures above ∼ 5600 K present Q measurements that are larger than ∼ 1.12×10 5 , meanwhile stars with effective temperatures down this limit have Q values below this threshold. Our result implies that the change in the structure of the host star (from convective envelope/radiative core to radiative envelope/convective core), that would occur ∼ 6200 K considering the upper limit of the shaded region, is not the crucial factor affecting how quick the tidal evolution of its companion could happen. What might be important is the percentage of the stellar mass in the convective envelope, mCZ, given in Figure 7 by the size of the points. To be consistent, we used Eq. 5 of Murray et al. (2001) to homogeneously estimate MCZ for the main-sequence and slightly evolved stars analyzed, while for the only giant star in our sample, K2-39 (Van Eylen et al. 2016) , we assumed a convective mass of 0.7 M (do Nascimento et al. 2003; Pasquini et al. 2007) . In this figure, it is quite clear that the stars with more massive convective zones, and also T eff < 5600 K, tend to present values of Q < 1.12 × 10 5 and viceversa for stars with smaller mCZ (below ∼ 4%). Then, fast orbital changes (small Q ) due to tidal forces are expected for the planets around stars with significant convective zones, and slow evolution (large Q ) is predicted for those around less significant convective zone stars. This reinforces the idea discussed above that large stellar convective envelopes seem to be the key to understand the quick tidal evolution of close-in planets. However, we caution that this trend is based on a small sample of stars with planets, for some of which only upper and lower limits of Q are measured, therefore more data with actual values of the modified tidal quality factor are needed to confirm or discard these results.
In this regard, space missions Kepler (Borucki et al. 2010 ) and K2 (Howell et al. 2014) represent an invaluable source of information. They have not only observed the largest collection of stars with transiting planets known so far, but also provided several transits per target. This implies a huge amount of potential empirical measurements of the modified tidal quality factor by precisely determining the mid-transit times of those targets observed during several consecutive years. These values combined with the already available estimations of effective temperatures for the host stars, can further fill out the Figure 7 and confirm the trend found in this study.
Finally, we did not find any significant correlation between the planetary mass, the ratio of the planet to the stellar mass, and the orbital period with Q . In Table 9, Table 9 . Red, blue, and green colors indicate measured actual values, and measured lower and upper limits of Q , respectively. The size of the circles scales with the percentage of the stellar convective zone mass respect to the total mass of the star, where the biggest circle corresponds to K2-39 with m CZ = 46% and the smallest one to WASP-33 with m CZ = 0.000004%. The gray shaded area marks the range of effective temperatures at which m CZ changes from 2% to 0.035%, according to the models of Baraffe et al. (2015) . For a better visualization, error bars in T eff are not shown.
