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Epidemic spread on networks is one of the most studied dynamics in network science and has
important implications in real epidemic scenarios. Nonetheless, the dynamics of real epidemics and
how it is affected by the underline structure of the infection channels are still not fully understood.
Here we apply the SIR model and study analytically and numerically the epidemic spread on a
recently developed spatial modular model imitating the structure of cities in a country. The model
assumes that inside a city the infection channels connect many different locations, while the infection
channels between cities are less and usually directly connect only a few nearest neighbor cities in a
two-dimensional plane. We find that the model experience two epidemic transitions. The first lower
threshold represents a local epidemic spread within a city but not to the entire country and the
second higher threshold represents a global epidemic in the entire country. Based on our analytical
solution we proposed several control strategies and how to optimize them. We also show that while
control strategies can successfully control the disease, early actions are essentials to prevent the
disease global spread.
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works
Network science is becoming one of the most fruitful
research fields in the last decades explaining variety of
phenomena in many complex systems such as the hu-
man brain [1, 2] the human microbiome [3–5], protein-
protein interactions [6–8], climate [9–11], ecology [12, 13]
and infrastructures [14–16]. Modelling of these systems
and many others opened a new direction of studying
many complex structures such as modular (community)
networks [17–22], multiplex networks [23–26], interde-
pendent networks [27–32] and high order interactions
networks [33–35]. These structures were studied un-
der different processes and dynamics such as percolation
[36, 37], synchronization [38–40], reaction-diffusion [41–
44], and epidemics [45–47].
When modeling a process, one should be careful not
strictly fitting the model to a specific scenario which will
reduce its generality, and to account for as many as pos-
sible of the important features of the process in order to
make the model valid and useful in different scenarios.
While recently the study of epidemic spread has been
conducted on a community structure due to the human
social organization [48, 49], it mainly considered a ran-
dom organization of the communities while neglecting the
spatial structure [50–53].
In this paper, we applied the SIR model to study
the epidemic spreading in a 2D spatial community net-
work model [54, 55], see Fig. 1, to better describe epi-
demic spreading in human social community organiza-
tion. Each community can represent a city and the entire
network represents a country. We find that the epidemic
spreading in such networks experience two epidemic tran-
sitions one at βERc when a local outbreak spread in the
origin city but not in the entire country and the second at
β2Dc when the epidemic spreads in the entire country. We
∗Electronic address: bnaya.gross@gmail.com
FIG. 1: Illustration of the model. The spatial modu-
lar model represents a structure of a network of infection
channels inside cities (modules) and between cities. Inside
a city, the infection channels are dense and spread randomly
between different areas of the city (green links) like in an
Erdo˝s-Re´nyi network having random like structure while the
infection channels from one city to another is usually possi-
ble between neighbouring cities (red links) having spatial like
structure.
find analytically the values of both epidemic thresholds
and develop several control strategies and optimization
methods to mitigate the spreading of the disease. More-
over, we show the importance of early actions and how
delaying might result in a global spread of the epidemic
with catastrophic results.
Model.– The spatial community model [54, 55] illus-
trated in Fig. 1, represents the infection channels within
and between communities on a 2-dimensional square lat-
tice with N = L×L lattice sites, where L is the linear size
of the lattice and the lattice sites are the nodes of the net-
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2FIG. 2: Two epidemic transitions. Simulations of the
epidemic recovered cluster R as a function of β for different
values of ζ on a log-linear graph with K = 4 and kinter =
10−3. The epidemic recovered cluster is measured once no
infected nodes remain. Two distinct epidemic transitions are
observed. The first (lower) transition at βERc = 1/K occurs
when a small outbreak spread in a city but not in the entire
country. The second (higher) transition at β2Dc when a global
epidemic spread in the whole country is obtained from Eq. (3)
and is denoted by black ×. Here N = L×L ∼ 108 (L = 9960
for ζ = 60 and L = 104 for the other ζ values).
work. The lattice is divided into smaller squares of linear
size ζ representing communities, e.g., cities. The number
of nodes in each community isNc = ζ×ζ. Thus, the num-
ber of communities in our model is n = N/Nc = L
2/ζ2.
We assume that inside a city the infection channels are
dense and spread randomly between different sites in the
city. Therefore, each community will be connected ran-
domly like an Erdo˝s-Re´nyi network (ER) with an av-
erage degree kintra. In contrast, the infection channels
between cities are less dense than within cities and usu-
ally connecting neighbouring cities. Thus, we assume
that in addition to the intra-links linking the nodes in
the same community, there are fewer inter-links which
connect the nodes located in neighbouring communities.
We assume that each node has inter-links distributed ac-
cording to a Poisson distribution with the average de-
gree kinter  kintra. Each inter-link is connected ran-
domly to one of the nodes of the four nearest neighbour-
ing communities occupying adjacent squares on the lat-
tice as shown in Fig. 1. This assumption represents the
fact that roads or railways usually connect neighbouring
cities. For brevity of notations, we denote K ≡ kintra
and Q ≡ kinterζ2, where Q is the average number of
inter-links emanating from each community to its four
neighbours.
This model has two important limits. For ζ → L the
models generate an ER network while for L  ζ → 0
strong spatial (regular lattice) behaviour is observed.
Moreover, for intermediate values of L > ζ > 0 mean-
field behaviour is observed in small scales (below ζ) and
spatial behaviour on large scales (above ζ). Note that
a similar but homogeneous model has been studied with
similar limits [56–59]. However, due to its homogeneous
structure (and not heterogeneous as in the present modu-
lar model) it experiences very different features compared
to our model with a single epidemic transition.
Analytical and numerical results.– We study the epi-
demic spread in our model using the SIR model. We
start with a single infected node in a random commu-
nity while all other nodes are susceptible. At each time
step every infected node attempts to infect its suscepti-
ble neighbours independently with infection probability β
and become recovered afterwards. The impact of the epi-
demic outbreak for different values of β can be measured
as the fraction of the recovered cluster, R, once there are
no more infected nodes as shown in Fig. 2. As expected,
for ζ → L the behaviour of the network approaches the
behaviour of a regular ER with βERc = 1/K. It can be
seen that for any value of ζ  1 the recovered cluster
has two inflection points. The first (lower) transition at
βERc when a local outbreak spreads within the origin city
but does not propagate in the entire country. The second
(higher) transition at β2Dc when the epidemic spreads in
the entire country. These two epidemic transitions are
analogues to the two percolation transitions found in Ref
[55] in the same model although the analytical solution is
different. While the position of the first transition does
not depend on ζ, the position of the second decreases
with ζ, and at large ζ it almost coalesces with the first
one. As we will see, this second transition corresponds
to the bond percolation threshold of the spatial network
of communities which has a topology of a square lat-
tice. This is due to the known mapping between the SIR
model and bond percolation [60, 61]. Near this transition
the epidemic spread globally in the country composed of
infected cities and the size of their local outbreaks can
be found analytically. Finally, near the first (lower βc)
transition corresponding to the epidemic threshold of ER
network, the local outbreak disappears as well and the av-
erage recovered cluster swiftly goes to zero as β decreases
below βERc .
Next, we demonstrate that the second inflection point
(at higher β) corresponds to the bond percolation tran-
sition on a square lattice due to the mapping from SIR
[60, 61]. To this end we compute the position of the in-
flection points for different ζ analytically using the well
known fact that the bond-percolation threshold for a
square lattice is 1/2 (See [36] and appendix B). Here
we will use the bond percolation threshold value to find
the value of β2Dc at which the epidemic spread in the
entire country. The probability that one of Q inter-
links emanating from a given community connects to
one of its 4 neighbours is 1/4. Therefore, the number
k of the inter-links connecting these two neighbouring
communities is distributed with a binomial distribution
Pk(Q) = (1/4)
k(3/4)Q−kCkQ. The probability that a ran-
3(a) (b) (c)
FIG. 3: Control strategies and optimization. A given country (orange pentagon) is placed in the structural parameter
space (K,Q) with epidemic threshold β2Dc obtained from Eq. (3). For an epidemic spread with infection probability β it is
desired to position the country in such a way that β < β2Dc (K,Q), such that there will be no epidemic. This can be achieved by
the following strategies: (a) Social strategy. Assume that the natural epidemic infection rate is β = 0.8 > β2Dc (thick black
dashed line) above the epidemic threshold of the country. By using social distancing or mask-wearing the infection probability
could be reduced to β′ = 0.7 < β2Dc (grey dashed line) and thus becomes below the epidemic threshold and the disease will
not spread. (b) Quarantine strategies. By reducing the infection channels in and between the cities (reducing K and Q
respectively) the country’s position in the structural parameter space can be changed and the epidemic threshold will increase
such that the infection probability will be below the epidemic threshold. Three ways are suggested: (1) local quarantine strategy
within cities by reducing K → K′. (2) global quarantine strategy between cities by reducing Q → Q′. (3) Mixed strategy by
reducing both K → K′′,Q → Q′′. (c) Strategies optimization. A weight function, W (β), can be evaluated for optional
locations for the parameters space of the country based on economical, health, and social arguments such that βc(K,Q)→ β+.
Optimization of the weight function will yield the optimal location for the country (Kopt, Qopt). Here we used the Euclidean
distance in the parameters space as a weight function W (β) =
√
(K −K′′)2 + (Q−Q′′)2 and its optimization (minimizing)
will yield the shortest Euclidean distance which represents minimal reduction of the inter and intra links.
domly chosen node will be part of the local outbreak in
a community (city) is given by the epidemic component
of ER network (See [62] and appendix A),
S = 1− e−KβS . (1)
The spread of a local outbreak in a city to one of its
neighbouring cities happens through the city’s inter-
links. Above βERc the local epidemic spreads in the whole
city and the finite non-infected clusters are of size s ζ2
and will have a very low chance to have more than one
interlink for s · kinter  1. Thus, assuming a very small
kinter, the probability that a local outbreak in a city will
spread to one of its neighbours through a single inter-link
is Sβ and the probability that a local outbreak will not
spread through one of the city’s inter-links is
βb =
∑
k
Pk(Q)(1− Sβ)k =
[
3
4
+
1
4
(1− Sβ)
]Q
. (2)
At the lattice epidemic threshold, the probability that
a local outbreak will spread to neighbouring cities, βb
should be 1/2, the bond percolation threshold. Thus,
the lattice epidemic threshold, β2Dc , where the epidemic
spread in the entire country can be obtained using Eqs.
(1) and (2),
β2Dc =
4(1− 2−1/Q)
1− exp(−4K(1− 2−1/Q)) . (3)
In this case, the size of the local outbreak in the infected
cities, S(β2Dc ), is not zero as it is usually in second order
phase transitions since βERc < β
2D
c and each infected city
is above criticality. The size of the local outbreak at the
lattice threshold can be found analytically directly from
Eqs. (1) and (2),
S(β2Dc ) = 1− exp(−4K(1− 2−1/Q)). (4)
In the limit of ζ → L, Eq. (4) takes the form
S(β2Dc ) '
4K
Q
ln 2, (5)
and β2Dc = β
ER
c = 1/K as expected.
Control strategies and optimization.– When an epi-
demic spreads in a country it is essential to develop con-
trol strategies to tame the disease. For this purpose it is
very insightful to study the phase diagram in the struc-
tural parameters space (K,Q) (Fig. 3). A given coun-
try is placed in the structural parameter space according
to its inter-degree K and city intra-degree Q for which
its epidemic threshold can be calculated from Eq. (3).
For the case of an epidemic with infection probability
β > β2Dc (K,Q) the epidemic will spread in the country
and an appropriate control strategy should be consid-
ered. This scenario can be visually observed in the pa-
rameter space when the system is placed above the line
β = β2Dc (K,Q) (Fig. 3a black dashed line). Since ζ is
related to the spatial structure of the cities and rarely
4changes during the timescale of the epidemic, one should
try effecting the other parameters in order to control the
disease. The main goal is to achieve a state such that
β < β2Dc (K,Q) and the epidemic will not spread. In
such a case the system will be placed below the line
β = β2Dc (K,Q) (Fig. 3a grey dashed line). This can
be achieved through the following strategies:
Social strategy. Since the epidemic propagates through
human interactions, the basic approach could be based
on reducing the infection probability β → β′ in such a
way that β′ < β2Dc (K,Q) as shown in Fig. 3a. This
can be achieved by social distancing, mask-wearing, etc
to reduce the probability of an infected person to infect
others. This approach and its effectiveness vary between
countries and populations due to many factors such as
population dynamics.
Quarantine strategy.- In the case that social strate-
gies are not effective enough and after applied still β′ >
β2Dc (K,Q), one can apply quarantine strategies by reduc-
ing the infection channels in and between cities. The first
approach reduces the degree within cities K → K ′ such
that β < β2Dc (K
′, Q) as shown in the first option in Fig.
3b. K ′ should be reduced below the critical value Kc
obtained from β = β2Dc (Kc, Q) which can be analytically
found from Eq. (3),
Kc = − 1
4(1− 2−1/Q) log
[
1− 4(1− 2
−1/Q)
β
]
. (6)
The second approach reduces the degree between cities
Q → Q′ (through kinter since ζ is usually fixed) such
that β < β2Dc (K,Q
′) as shown in the second option in
Fig. 3b. The value of Q′ should be reduced below the
critical value Qc which can be graphically evaluated from
Eq. (3).
The third approach involve combining the above two op-
tions by reducing both the degree in and between cities
(K,Q)→ (K ′′, Q′′) such that β < β2Dc (K ′′, Q′′) as shown
in the third option in Fig. 3b.
When considering which approach to adopt, an opti-
mization method can be developed. To this end, a weight
function W (β) can be evaluated for optional locations for
the country in the parameters space based on economical,
health, and social arguments. W (β) is evaluated on the
βc(K,Q)→ β+ line as shown in Fig. 3c. Optimization of
the weight function will yield the optimal location for the
country (Kopt, Qopt) in the parameter space. In Fig. 3c
we used the Euclidean distance in the parameters space
as a weight function W (β) =
√
(K −K ′′)2 + (Q−Q′′)2
and its optimization (minimizing) will yield the shortest
Euclidean distance which represents the minimal reduc-
tion of the inter and intra links, i.e., minimal restrictions.
However, in a real scenario much more complex function
is required. This function should take into account the
economic cost of reducing the degree in and between the
cities, social cost of quarantine, and many other collateral
damage factors.
Consequences of late intervention.– While well-
FIG. 4: Epidemic spatial propagation. The average max-
imum extent of the epidemic, 〈rmax〉, is measured as a func-
tion of time at β2Dc . At early times the epidemic spread locally
within the origin city (zeroth circle) for a period of time τ0
with a constant 〈rmax〉 ∼ ζ. Afterwards, the epidemic spread
to the first circle of cities around the origin city for a period
of time τ1 and later to the second circle of cities for a period
of time τ2. The transition time between the circles is denoted
by τx. As the epidemic evolves the distinction between circles
decreases and identifying the distance of the disease from the
origin is less clear. At later times the distinction of circles
disappear completely and a clear spatial propagation is ob-
served with 〈rmax〉 ∼ t1/d2Dmin = t1/1.13 [36]. The reason for
the disappearance of the distinction between circles at later
times is because the epidemic may spread faster in a given
area and slower in another leading to inconclusive distinction
between circles. Here we used ζ = 100, K = 4, kinter = 10
−3
and β2Dc = 0.407.
performed control strategies (Fig. 3) will result in
epidemic extinction, the timing of the intervention plays
a significant role. In many cases, early action can control
the disease rapidly with a low amount of infections while
late reply may not be efficient since the epidemic may
already spread globally. To understand the effect of
intervention timing we study the spatial propagation of
the epidemic as a function of time. In Fig. 4 we show
the average maximal extent of the epidemic from the
origin, 〈rmax〉, as a function of time at β2Dc . Assuming
a small kinter, at early times the spatial structure of
cities around the origin city can be observed in the
spatial propagation of the diseases. In the beginning,
the disease spread locally within the origin city (zeroth
circle) with 〈rmax〉 ∼ ζ. The timescale of this stage
is τ0 which generally depends on ζ, K, and kinter.
Afterwards, the epidemic spread in the first circle of
cities around the origin city with timescale τ1 and later
in the second circle with timescale τ2. τx is the timescale
of crossing between circles. Interestingly the timescale
of the diseases spread in each circle gets shorter as the
the disease spread further and eventually completely
disappear and a clear 2D spatial propagation (of fractal
5(a) (b) (c)
FIG. 5: Intervention timing. Here we show the effect of different control strategies performed at intervention timing tx at
different circles’ timescales corresponding to Fig. 4 and compare them to the scenario of no intervention corresponding to the
case of tx =∞. The epidemic start spreading with the parameters ζ = 100, K = 4, kinter = 10−3, Q = 10 and β = βc = 0.407.
(a) Social strategy. β → β′ = 0.3. (b) Quarantine strategy within cities. K → K′ = 3. (c) Quarantine strategy
between cities. Q → Q′ = 1 by reducing kinter → k′inter = 10−4. The epidemic extent at tx is 〈rmax〉x and when the
epidemic stops to spread it is 〈rmax〉f . In all cases the intervention successfully stop the disease spatial propagation with
〈rmax〉f ≈ 〈rmax〉x.
type-since the system is at criticality) is observed with
〈rmax〉 ∼ t1/d2Dmin = t1/1.13 [36] as shown in Fig. 4. The
reason for the disappearance of the distinction between
circles at later times is because the epidemic may spread
faster in a given area and slower in another leading to
inconclusive distinction between circles.
This phenomenon of spatial identification of the dis-
ease in different circles at early times and its disappear-
ance at later times has significant consequences for inter-
vention timing. At early times when the epidemic can
be identified in a given circle, quarantine strategies (Fig.
3b) can be applied locally around the circle and control
the disease without affecting the whole country (as could
have been done around Hubei province in China in the
case of COVID-19 [63]). In contrast, in later times the
identification of the disease location becomes inconclu-
sive and intervention should be applied on much larger
scales to control the disease. Moreover, while in the close
circles the spatial identification is valid as shown in Fig.
4 for the first and the second circles, the time window
for action gets shorter and shorter (τ0 > τ1 > τ2) and
require fast decisions. In Fig. 5 we tested different
control strategies discussed in Fig. 3 applied in differ-
ent timing, tx. In order to test if the intervention was
successful, it is of interest to compare 〈rmax〉x, the epi-
demic extent at tx, and the epidemic extent once the
epidemic stop spreading 〈rmax〉f . As shown in Fig. 5
the intervention was successful in controlling the disease
with 〈rmax〉f ≈ 〈rmax〉x. Nonetheless, while the con-
trol strategies at early times successfully stop the disease
propagation, the extent of action required to control the
disease increases as the intervention is performed later re-
sulting with a larger amount of infections as the epidemic
spreads further. These results highlight the importance
and impact of early actions.
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Appendix A EPIDEMIC SPREAD IN ER
NETWORKS
To develop an analytical solution for epidemic spread
in ER networks we will follow the formalizm developed
by Newman [62]. We will use the generating functions:
G0(u) =
∑
k
pku
k , (A.1)
G1(u) =
1
K
G′0(u). (A.2)
for the degree distribution and the outgoing edges distri-
bution respectively. In order to find the the size of the
epidemic outbreak we need the generating functions for
the distribution of the occupied edges. Thus, following
Ref. [62] the generating function for the occupied edges
for epidemic with infection probability β is:
G0(u;β) = G0(1 + (u− 1)β). (A.3)
and
G1(u;β) = G1(1 + (u− 1)β). (A.4)
For the case of ER networks pk =
Kke−K
k! , thus:
G0(u;β) = G1(u;β) = e
−Kβ(1−u) (A.5)
where K is the average degree. The size of the epidemic
outbreak is S(β) = 1 − G0(u;β) and u(β) = G1(u;β).
Thus, S = 1 − u and a self consistent equation can be
written:
S = 1− e−KβS (A.6)
6FIG. A.1: Epidemic spread in ER networks. Theory is
obtained from Eq. (A.6) and simulation performed with N =
106 and K = 4. The epidemic threshold is βERc = 1/K = 1/4.
FIG. B.1: Epidemic spread in 2D square lattice. The
simulations were performed for N = L × L with L = 1000.
The epidemic threshold is β2Dc = 1/2.
with the epidemic threshold βERc = 1/K. Theory and
simulation show excellent agreement as shown in Fig.
A.1.
Appendix B EPIDEMIC SPREAD IN 2D
SQUARE LATTICE
The mapping between bond percolation and the SIR
model yield the same epidemic threshold for 2D square
lattice β2Dc = 1/2 [60, 61]. Fig. B.1 show simulations of
the SIR model on a 2D square lattice with the epidemic
threshold β2Dc = 1/2 as expected.
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