On the Surjectivity of Certain Maps III: The Unital Set Condition by Kumar, C P Anil
ar
X
iv
:1
90
2.
09
31
1v
1 
 [m
ath
.N
T]
  1
8 F
eb
 20
19
On the Surjectivity of Certain Maps III: For
Symplectic Groups Over Rings and Gener-
alized Projective Spaces
C.P. Anil Kumar
Abstract. We prove three main theorems on the surjectivity of certain
maps for symplectic groups over commutative rings with unity in two
different contexts. In the first context, we prove in Theorem Λ, the sur-
jectivity of the reduction map of strong approximation type for a ring
quotiented by an ideal which satisfies unital set condition in the case
of symplectic groups. In the second context of the surjectivity of the
map from (2k × 2k) -order symplectic group over a ring to the prod-
uct of generalized projective spaces of 2k -mutually co-maximal ideals
associating the 2k -rows or 2k -columns, we prove the remaining two
main Theorems [Ω,Σ], under certain conditions, either on the ring or
on the generalized projective spaces. Finally in the second context, we
give counter examples where, the surjectivity fails for (p, q) -indefinite
orthogonal groups over integers.
Mathematics Subject Classification (2010). Primary 13A15, 51N30, Sec-
ondary 11D79,11B25,16U60.
Keywords. schemes, commutative rings with unity, generalized projec-
tive spaces associated to ideals.
1. Introduction and a Brief Survey
Generalized projective spaces are introduced in C.P. Anil Kumar [2] and
surjectivity of certain maps are proved for special linear groups in C.P. Anil
Kumar [2]. The surjectivity theorem of strong approximation type for special
linear groups is proved in C.P. Anil Kumar [1]. Here in this article for a
commutative ringR with unity, we prove surjectivity theorems for the infinite
family of symplectic groups SP2k(R), k ≥ 1 just similar to the infinite family
special linear groups SLk(R), k ≥ 2 in C.P. Anil Kumar [1], [2]. We find
This work is done while the author is a Post Doctoral Fellow at Harish-Chandra Research
Institute, Prayagraj(Allahabad).
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and conclude that these two infinite families of groups behave similarly with
respect to the surjectivity of certain maps, that is,
• both the families give surjectivity of strong approximation type when
the ringR is quotiented by an ideal I which satisfies unital set condition
and
• both the families give surjective map onto the product of generalized
projective spaces associated to mutually co-maximal ideals, when similar
conditions are imposed, either on the ringR or on the type of generalized
projective spaces themselves.
A survey of results on strong approximation can be found in [4]. We state
the main theorems of the article in this section below after introducing the
required definitions.
Definition 1.1 (Generalized Projective Space Relation). Let R be a commu-
tative ring with unity. Let k ∈ N and
GCDk+1(R) = {(a0, a1, a2, . . . , ak) ∈ Rk+1 |
k∑
i=0
(ai) = R}.
Let I ( R be an ideal andm0,m1, . . . ,mk ∈ N. Define an equivalence relation
∼k,(m0,m1,...,mk)I
on GCDk+1(R) as follows. For
(a0, a1, a2, . . . , ak), (b0, b1, b2, . . . , bk) ∈ GCDk+1(R)
we say
(a0, a1, a2, . . . , ak) ∼{k,(m0,m1,...,mk)}I (b0, b1, b2, . . . , bk)
if there exists a
λ ∈ R with λ ∈
(R
I
)∗
such that we have
ai ≡ λmibi mod I, 0 ≤ i ≤ k.
Lemma 2.4 below proves that ∼k,(m0,m1,...,mk)I is an equivalence relation for
any ideal I ( R. Now we define the generalized projective space associated
to an ideal in a commutative ring with unity and a finite tuple of positive
integers.
Definition 1.2 (Generalized Projective Space). Let R be a commutative ring
with unity. Let k ∈ N and
GCDk+1(R) = {(a0, a1, a2, . . . , ak) ∈ Rk+1 |
k∑
i=0
(ai) = R}.
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Let m0,m1, . . . ,mk ∈ N and I ( R be an ideal. Let ∼k,(m0,m1,...,mk)I denote
the equivalence relation as in Definition 1.1. Then we define
PFk,(m0,m1,...,mk)I
def
==
GCDk+1(R)
∼k,(m0,m1,...,mk)I
.
If I = R then let ∼k,(m0,m1,...,mk)I be the trivial equivalence relation on
GCDk+1(R) where any two elements are related. We define
PFk,(m0,m1,...,mk)I
def
==
GCDk+1(R)
∼k,(m0,m1,...,mk)I
a singleton set having single equivalence class.
Now we mention some more definitions in the context of commutative rings
with unity.
Definition 1.3 (Unital Set). Let R be a commutative ring with unity. Let
k ∈ N. We say a finite subset
{a1, a2, . . . , ak} ⊂ R
consisting of k -elements (possibly with repetition) is unital or a unital set if
the ideal generated by the elements of the set is a unit ideal.
Based on the previous definition, we make a relevant definition, the unital
set condition for an ideal. The motivation for this definition also comes from
Remark 3.3.
Definition 1.4 (Unital set condition for an ideal). Let R be a commutative
ring with unity. Let k ∈ N and I ( R be an ideal. We say I satisfies unital
set condition USC if for every unital set {a1, a2, . . . , ak} ⊂ R with k ≥ 2,
there exists an element j ∈ (a2, . . . , ak) such that a1 + j is a unit modulo I.
Now we define a Jacobson element, a non-Jacobson element and a Jacobson
ideal which is required to state the main theorems.
Definition 1.5 (Jacobson Element, Ideal). Let R be a commutative ring with
unity. An element is said to be a Jacobson element if it is contained in the
Jacobson radical
J (R) =
⋂
M⊂R, maximal ideal
M.
An ideal is a Jacobson ideal if it is contained in the Jacobson radical J (R).
An element is said to be non-Jacobson element if it is not in the Jacobson
radical J (R) or equivalently it is a unit modulo some maximal ideal. In
particular if an element is a unit modulo a proper ideal of the ring R then it
is a non-Jacobson element.
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1.1. The first main theorem
Now we state the first main theorem of the article.
Theorem Λ. Let R be a commutative ring with unity. Let k ∈ N. Let
SP2k(R) =
{
A ∈Mk×k(R) | AtJA = J where J =
(
0k×k Ik×k
−Ik×k 0k×k
)}
.
Let I ( R be an ideal which satisfies the unital set condition (see Defini-
tion 1.4). Then the reduction map
SP2k(R) −→ SP2k
(R
I
)
is surjective.
A survey of results on strong approximation can be found in [4].
1.2. The second main theorem
The second main theorem of the article is stated as:
Theorem Ω. Let R be a commutative ring with unity. Suppose every non-
Jacobson element in R is contained in finitely many maximal ideals. Let
k ∈ N and Ii, 1 ≤ i ≤ 2k be mutually co-maximal ideals in R. Also if there
is exactly one proper ideal Ij for some 1 ≤ j ≤ 2k then we suppose it is
contained in finitely many maximal ideals. Let mij ∈ N, 1 ≤ i, j ≤ 2k. Then
the map
SP2k(R) −→
2k∏
i=1
PF2k−1,(m
i
1,m
i
2,...,m
i
2k)
Ii
given by
A2k×2k = [ai,j ]1≤i,j≤2k 7−→(
[a1,1 : a1,2 : . . . : a1,2k], [a2,1 : a2,2 : . . . : a2,2k], . . . , [a2k,1 : a2k,2 : . . . : a2k,2k]
)
is surjective.
In particular let M (R) = {I ⊂ R | I = Q1Q2 . . .Ql with rad(Qi) =Mi, 1 ≤
i ≤ l are maximal ideals in R where Mi 6=Mj , 1 ≤ i 6= j ≤ l}. Let
Ii = Qi1Qi2 . . .Qiri ∈ M (R) or Ii = R, 1 ≤ i ≤ 2k
be 2k -pairwise co-maximal ideals in R where rad(Qij) = Mij , 1 ≤ j ≤
ri, 1 ≤ i ≤ 2k are distinct maximal ideals in R. Then the map
SP2k(R) −→
2k∏
i=1
PF
2k−1,(mi1,m
i
2,...,m
i
2k)
Ii
given by
A2k×2k = [ai,j ]1≤i,j≤2k 7−→(
[a1,1 : a1,2 : . . . : a1,2k], [a2,1 : a2,2 : . . . : a2,2k], . . . , [a2k,1 : a2k,2 : . . . : a2k,2k]
)
is surjective.
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Note 1.6. The hypothesis about exactly one proper ideal in Theorem Ω is
to make sure that each of the ideals is contained in finitely many maximal
ideals by mutual co-maximality. When the ring has infinitely many maximal
ideals, this hypothesis avoids the case where we have one Jacobson ideal and
the rest are all unit ideals.
1.3. The third main theorem
The third main theorem of the article is stated as:
Theorem Σ. Let R be a commutative ring with unity. Let k ∈ N and Ii, 1 ≤
i ≤ 2k be mutually co-maximal ideals in R each of which is contained in
finitely many maximal ideals. Let mij ∈ N, 1 ≤ i, j ≤ 2k such that miσ(i) = 1
for each 1 ≤ i ≤ 2k for some σ =
(
P 0
0 P
)
or
(
0 P
P 0
)
, a permutation of
{1, 2, . . . , 2k} where P is a permutation on k-elements and Pσ =
(
P 0
0 P
)
or(
0 P
−P 0
)
∈ SP2k(R), that is, PσJ = JPσ. Then the map
SP2k(R) −→
2k∏
i=1
PF2k−1,(m
i
1,m
i
2,...,m
i
2k)
Ii
given by
A2k×2k = [ai,j ]1≤i,j≤2k 7−→(
[a1,1 : a1,2 : . . . : a1,2k], [a2,1 : a2,2 : . . . : a2,2k], . . . , [a2k,1 : a2k,2 : . . . : a2k,2k]
)
is surjective. Also we have the following particular instances.
1. Especially if mij = 1 for all 1 ≤ i, j ≤ 2k, that is, for usual projective
spaces, also, we have surjectivity.
2. Also in particular letM (R) = {I ⊂ R | I = Q1Q2 . . .Ql with rad(Qi) =
Mi, 1 ≤ i ≤ l are maximal ideals in R whereMi 6=Mj , 1 ≤ i 6= j ≤ l}.
Let
Ii = Qi1Qi2 . . .Qiri ∈ M (R) or Ii = R, 1 ≤ i ≤ 2k
be 2k -pairwise co-maximal ideals in R where rad(Qij) =Mij , 1 ≤ j ≤
ri, 1 ≤ i ≤ 2k are distinct maximal ideals inR. Letmij ∈ N, 1 ≤ i, j ≤ 2k
such that mi
σ(i) = 1 for each 1 ≤ i ≤ 2k for some σ, a permutation of
{1, 2, . . . , 2k}. Then the map
SP2k(R) −→
2k∏
i=1
PF2k−1,(m
i
1,m
i
2,...,m
i
2k)
Ii
given by
A2k×2k = [ai,j ]1≤i,j≤2k 7−→(
[a1,1 : . . . : a1,2k], [a2,1 : . . . : a2,2k], . . . , [a2k,1 : . . . : a2k,2k]
)
is surjective.
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1.4. Definitions of some Classical Groups
Now we define various groups over a general commutative ring with unity.
Definition 1.7 (Classical Groups over a Ring). Let R be a commutative ring
with unity. Let k, n, p, q ∈ N.
1. The (2k × 2k) -symplectic group over the ring R is defined as
SP2k(R) =
{
A ∈Mk×k(R) | AtJA = J where J =
(
0k×k Ik×k
−Ik×k 0k×k
)}
.
2. The (n× n) -orthogonal group over the ring R is defined as
On(R) = {A ∈Mk×k(R) | AtA = AAt = In×n}.
3. The (n× n) -special orthogonal group over the ring R is defined as
SOn(R) = {A ∈Mk×k(R) | AtA = AAt = In×n,Det(A) = 1}.
4. The (p, q) -indefinite orthogonal group over the ring R is defined as
Op,q(R) =
{
A ∈Mk×k(R) | AtJA = J where J =
(
Ip×p 0p×q
0q×p Iq×q
)}
.
5. The (p, q) -special indefinite orthogonal group over the ring R is defined
as
SOp,q(R) =
{
A ∈Mk×k(R) | AtJA = J,Det(A) = 1 where
J =
(
Ip×p 0p×q
0q×p Iq×q
)}
.
2. Projective Spaces and Generalized Projective Spaces
Associated to Ideals
Here in this section we prove the existence of the projective space associated
to an ideal and the generalized projective space associated to an ideal and a
finite tuple of positive integers. First we have a couple of definitions.
Definition 2.1 (Ideals for Projective Space). Let R be a commutative ring
with identity. Define the set of non-zero ideals
INT RAD(R)∗ ={I ( R | (0) 6= I is an arbitrary intersection of ideals of R
whose radicals are all distinct maximal ideals }
and INT RAD(R) = INT RAD(R)∗ ∪ {(0)}.
Definition 2.2 (Projective Space Equivalence Relation). Let R be a commu-
tative ring with identity. Let k ∈ N. Let 0 6= I ⊂ R be an ideal such that
I ∈ INT RAD(R). Let (a0, a1, a2, . . . , ak), (b0, b1, b2, . . . , bk) ∈ Rk+1. Sup-
pose each of the sets {a0, a1, a2, . . . , ak}, {b0, b1, b2, . . . , bk} generate the unit
ideal R. We say
(a0, a1, a2, . . . , ak) ∼RI (b0, b1, b2, . . . , bk)
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if and only if aibj−ajbi ∈ I for 0 ≤ i < j ≤ k. This relation ∼RI is an equiva-
lence relation (see Lemma 2.3). The equivalence class of (a0, a1, a2, . . . , ak) is
denoted by [a0 : a1 : a2 : . . . : ak]. Define the k -dimensional projective space
corresponding to I denoted by
PFkI = {[a0 : a1 : a2 : . . . : ak] | the set {a0, a1, a2, . . . , ak} ⊂ R generates the
unit ideal = R}.
Note here we can have elements {a0, a1, a2, . . . , ak}, where each ai is not a
unit mod I.
Lemma 2.3. Using the notation in Definition 2.2, the relation ∼RI is an equiv-
alence relation.
Proof. The relation is reflexive and symmetric. We need to prove transitivity.
Suppose (a0, a1, a2, . . . , ak),(b0, b1, b2, . . . , bk),(c0, c1, c2, . . . , ck) ∈ Rk+1 and
each of the sets {a0, a1, a2, . . . , ak},{b0, b1, b2, . . . , bk},{c0, c1, c2, . . . , ck} gen-
erate the unit ideal R. First consider the case when 0 6= I ∈ INT RAD(R)
is an ideal whose radical is a maximal ideal M. Suppose (ai : 0 ≤ i ≤ k) ∼RI
(bi : 0 ≤ i ≤ k), (ai : 0 ≤ i ≤ k) ∼RI (ci : 0 ≤ i ≤ k). Suppose without
loss of generality a1 /∈ M. So a1 is a unit mod I. We assume a1 = 1. Now
for any 0 ≤ i < j ≤ k we have bicj = a1bicj ≡ b1aicj ≡ b1ciaj = b1ajci ≡
a1bjci = bjci mod I. Hence the transitivity follows for I. Since every ideal
0 6= I ∈ INT RAD(R) is an intersection of ideals with distinct radical max-
imal ideals, Lemma 2.3 follows for any nonzero ideal I ∈ INT RAD(R). 
This proves the existence and if RI is a finite ring then the space PF
k
I is a
finite projective space.
Lemma 2.4. In Definition 1.1 the relation
∼k,(m0,m1,...,mk)I
is an equivalence relation on the set GCDk+1(R).
Proof. The proof is immediate. 
Here we observe that the equivalence relation ∼k,(m0,m1,...,mk)I generalizes the
usual equivalence relation ∼RI in the definition of usual projective space. We
prove in Lemma 2.5 that, when mi = 1, 0 ≤ i ≤ k, the equivalence relation
∼k,(1,1,...,1)I relation is the same as the usual equivalence relation ∼RI of the
projective space when the ideal I can be expressed as a finite product of
ideals whose radical are all distinct maximal ideals.
Lemma 2.5. Let R be a commutative ring with unity. Let l ∈ N and I =
Q1Q2 . . .Ql where Qi ⊂ R, 1 ≤ i ≤ l is an ideal such that rad(Qi) = Mi is
a maximal ideal and Mi 6=Mj for 1 ≤ i 6= j ≤ l. Let
GCDk+1(R) = {(a0, a1, a2, . . . , ak) ∈ Rk+1 |
k∑
i=0
(ai) = R}.
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Let
(a0, a1, a2, . . . , ak), (b0, b1, b2, . . . , bk) ∈ GCDk+1(R).
Then the two equivalence relations
∼RI ,∼{k,(1,1,...,1)}I
are identical, that is, they are same or they give rise to the same equivalence
classes.
Proof. Suppose (a0, a1, a2, . . . , ak) ∼{k,(1,1,...,1)}I (b0, b1, b2, . . . , bk) then we
clearly have (a0, a1, a2, . . . , ak) ∼RI (b0, b1, b2, . . . , bk). Conversely if
(a0, a1, a2, . . . , ak) ∼RI (b0, b1, b2, . . . , bk) then we observe the following. For
every 1 ≤ r ≤ l there exists air /∈ Mr for some 1 ≤ ir ≤ l because we have
k∑
i=0
(ai) = R. Now we have bir /∈Mr. Otherwise bjair = bjair−biraj+biraj ∈
Mr ⇒ bj ∈ Mr for all 0 ≤ j ≤ k. This is a contradiction to
k∑
i=0
(bi) = R.
So both air , bir are units modulo Qr. Hence we can choose λr ∈ R such
that λr ≡ birair mod Qr. We have bi ≡ λrai mod Qr, 0 ≤ i ≤ k, 1 ≤ r ≤ l.
By Chinese Remainder Theorem for ideals there exists λ ∈ R such that
λ ≡ λr ≡ birair mod Qr and hence λ ∈
(
R
I
)∗
. We also have bi ≡ λai
mod I, 0 ≤ i ≤ k. Hence (a0, a1, a2, . . . , ak) ∼{k,(1,1,...,1)}I (b0, b1, b2, . . . , bk).
This proves the lemma. 
3. Preliminaries
Here in this section we go through preliminaries which are required to prove
the main theorems.
3.1. On Arithmetic Progressions
In this section we prove a lemma on arithmetic progressions for integers and
generalize it in the context of schemes.
Lemma 3.1 (On Arithmetic Progressions for Integers).
Let a, b ∈ Z be integers such that gcd(a, b) = 1. Let m ∈ Z be any non-zero
integer. Then there exists n0 ∈ Z such that gcd(a+ n0b,m) = 1.
Proof. Assume a, b are both non-zero. Otherwise Lemma 3.1 is trivial. Let
q1, q2, q3, . . . , qt be the distinct prime factors of m. Suppose q | gcd(m, b) then
q ∤ a + nb for all n ∈ Z. Such prime factors q need not be considered. Let
q | m, q ∤ b. Then there exists tq ∈ Z such that the exact set of elements in
the given arithmetic progression divisible by q is given by
. . . , a+ (tq − 2q)b, a+ (tq − q)b, a+ tqb, a+ (tq + q)b, a+ (tq + 2q)b . . .
Since there are finitely many such prime factors for m which do not divide b
we get a set of congruence conditions for the multiples of b as n ≡ tq mod q.
In order to get an n0 we solve a different set of congruence conditions for
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each such prime factor say for example n ≡ tq + 1 mod q. By Chinese
remainder theorem we have such solutions n0 for n which therefore satisfy
gcd(a+ n0b,m) = 1. 
Proposition 3.2. Let X be a scheme. Let Y ⊂ X be an affine sub-scheme. Let
f, g ∈ O(Y ) be two regular functions on Y such that the unit regular function
1Y ∈ (f, g) ⊂ O(Y ). Let E ⊂ Y be any finite set of closed points. Then there
exists a regular function a ∈ O(Y ) such that f + ag is a non-zero element in
the residue field k(M) = O(Y )MMM =
O(Y )
M at every M ∈ E.
Proof. Let the set of closed points be given by E = {M1,M2, . . . ,Mt}.
If g vanishes in the residue field at Mi then for all regular functions a ∈
O(Y ), f + ag does not vanish in the residue field at Mi. Otherwise both
f, g ∈ Mi which is a contradiction to 1Y ∈ (f, g).
Consider the finitely many maximal ideals M ∈ E such that g /∈ M. Then
there exists tM such that the set
{t | f + tg ∈M} = tM +M
a complete arithmetic progression. This can be proved as follows. Since g /∈ M
we have (g) +M = (1Y ). So there exists tM such that f + tMg ∈ M. If
f + tg ∈ M then (t− tM)g ∈ M. Hence t ∈ tM +M.
Since there are finitely such maximal ideals M such that g /∈ M in the set
E we get a finite set of congruence conditions for the multiples a of g as
a ≡ tM mod M. In order to get an a0 we solve a different set of congruence
conditions for each such maximal ideal in E say for example a ≡ tM + 1
mod M. By Chinese Remainder Theorem we have such solutions a0 for a
which therefore satisfy f +a0g /∈M for all maximal idealsM ∈ E and hence
the regular function f + a0g does not vanish in the residue field k(M) for
everyM ∈ E. This proves Proposition 3.2. 
Remark 3.3. If a, b ∈ Z, gcd(a, b) = 1 then there exist x, y ∈ Z such that
ax + by = 1. Here we note that in general x need not be one unless a ≡ 1
mod b. However for any non-zero integer m we can always choose x = 1 to
find an integer a+ by such that gcd(a+ by,m) = 1. In the context of schemes
this observation gives rise to regular functions which do vanish at a given
finite set of closed points.
3.2. Ring Theoretic Preliminaries
Now we state a proposition which gives a criterion for USC.
Proposition 3.4. Let R be a commutative ring with unity. Let J ( R be an
ideal contained in only finitely many maximal ideals. Then J satisfies USC,
that is, if k ≥ 2 is a positive integer and if {a1, a2, . . . , ak} ⊂ R is a unital
set i.e.
k∑
i=1
(ai) = R, then there exists a ∈ (a2, . . . , ak) such that a1 + a is a
unit mod J .
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Proof. Let {Mi : 1 ≤ i ≤ t} be the finite set of maximal ideals con-
taining J . For example J could be a product of maximal ideals. Since
the set {a1, a2, . . . , ak} is unital there exists d ∈ (a2, a3, . . . , ak) such that
(a1) + (d) = (1). We apply Proposition 3.2, where X = Y = Spec(R),
E = {Mi : 1 ≤ i ≤ t} to conclude that there exists n0 ∈ R such that a = n0d
and a1 + a = a1 + n0d /∈ Mi for 1 ≤ i ≤ t. This proves Proposition 3.4. 
We restate the previous proposition for a finite set of maximal ideals in the
following lemma.
Lemma 3.5. Let R be a commutative ring with unity and k ≥ 2 be a positive
integer. Let {a1, a2, . . . , ak} ⊂ R be a unital set i.e.
k∑
i=1
(ai) = R and E be a
finite set of maximal ideals in R. Then there exists a ∈ (a2, . . . , ak) such that
a1 + a /∈ M for all M∈ E.
Proof. The proof is essentially similar to Proposition 3.4 even though we need
not have to construct an ideal J which is contained in exactly the maximal
ideals in the set E. 
Here we state an useful lemma on ideal avoidance.
Lemma 3.6 (On Ideal avoidance). Let R be a commutative ring with unity
and I ⊂ R be an ideal. Let r ∈ N and N1,N2, . . . ,Nr be maximal ideals in
R such that I * Ni, 1 ≤ i ≤ r. Then we have
I\
( r⋃
i=1
Ni
)
= I\
( r⋃
i=1
INi
)
6= ∅.
Proof. This follows from ideal avoidance as we have I * Ni, 1 ≤ i ≤ r. Refer
to Proposition 1.11 in Chapter 1 on Page 8 of M. F. Atiyah and I. G. Mac-
donald [3]. 
Below we prove a proposition which is useful to pick up elements from the
co-maximal ideals similar to the case of principal co-maximal ideals in a ring.
Proposition 3.7. Let R be a commutative ring with unity. Every non-Jacobson
element is contained in finitely many maximal ideals in R. Let k ∈ N and
I1, I2, . . . , Ik be co-maximal ideals in R. Then there exist elements qi ∈
Ii, 1 ≤ i ≤ k such that (qi) + (qj) = R, 1 ≤ i 6= j ≤ k.
Proof. If k = 1 the conclusion is vacuously true and for k = 2 the conclusion
holds because of co-maximality. If Ii = R for some 1 ≤ i ≤ k then we can
choose for that value i, qi = 1 ∈ R = Ii trivially. So we assume without
loss of generality that none of the ideals is a unit ideal and k > 2. Hence
by mutual co-maximality, since k > 2, there exists a non-Jacobson element
in each of the ideals Ii, 1 ≤ i ≤ k. So each Ii, 1 ≤ i ≤ k is contained
in finitely many maximal ideals. Let Ii be contained in the maximal ideals
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Mi1,Mi2, . . . ,Miri with 0 < ri ∈ N. By using Lemma 3.6 let
q1 ∈ I1\
( k⋃
i=2
ri⋃
j=1
Mij
)
6= ∅.
The element q1 is non-Jacobson. Hence there exist finitely many maximal
ideals N1,N2, . . . ,Nr containing q1 by hypothesis. We observe that I2 *
Ni, 1 ≤ i ≤ r. So again using Lemma 3.6 let
q2 ∈ I2\
( r⋃
j=1
Nj
)
\
( k⋃
i=1,i6=2
ri⋃
j=1
Mij
)
6= ∅.
The element q2 is non-Jacobson. There exist finitely many maximal ideals
P1,P2, . . . ,Ps containing q2 by hypothesis. We observe that I3 * Ni, 1 ≤ i ≤
r and I3 * Pi, 1 ≤ i ≤ s. Again using Lemma 3.6 let
q3 ∈ I3\
( s⋃
l=1
Pl
)
\
( r⋃
j=1
Nj
)
\
( k⋃
i=1,i6=3
ri⋃
j=1
Mij
)
6= ∅.
The element q3 is non-Jacobson. Continuing this procedure we obtain ele-
ments qi ∈ Ii, 1 ≤ i ≤ k. Since there are no common maximal ideals con-
taining qi, qj for 1 ≤ i 6= j ≤ k we have (qi) + (qj) = R. This proves the
proposition. 
Below we prove two Propositions [3.8,3.9] which are very useful to prove the
main theorems.
Proposition 3.8. Let R be a commutative ring with unity. Every non-Jacobson
element is contained in finitely many maximal ideals in R. Let 1 < k ∈ N
and I1, I2, . . . , Ik be mutually co-maximal ideals in R. Let a1, a2, . . . , ak ∈ R
be such that for 1 ≤ i ≤ k, ai is a unit modulo Ii if Ii 6= R. Then there exist
di ≡ ai mod Ii, 1 ≤ i ≤ k such that
d1d2 . . . dk ≡ 1 mod I1I2 . . . Ik.
Proof. If all Ii are unit ideals then we choose di = 1, 1 ≤ i ≤ k. If one of
them (say) I1 6= R and I2 = I3 = . . . = Ik = R then, let z1 ∈ R be such
that z1a1 ≡ 1 mod I1. Choose d1 = a1, d2 = z1, d3 = . . . = dk = 1. Now
we can assume that there are at least two ideals (say) I1 6= R 6= I2. Here
we choose dj = 1 if Ij = R for some j > 2. Hence we ignore unit ideals and
assume that none of the ideals are unit ideals and k ≥ 2.
We have ai, 1 ≤ i ≤ k that are all non-Jacobson as each ai is a unit modulo
a proper ideal Ii which is contained in at least one maximal ideal. So for any
1 ≤ i ≤ k, if bi ≡ ai mod Ii then bi is unit modulo Ii. Hence bi is non-
Jacobson. Using Proposition 3.7 there exist qi ∈ Ii such that (qi) + (qj) =
R, 1 ≤ i 6= j ≤ k. We have qi, 1 ≤ i ≤ k, that are non-Jacobson as each qi is a
unit modulo Ij for any j 6= i, 1 ≤ j ≤ k. Since (ai)+Ii = R, let q˜i ∈ Ii be such
that (ai)+(q˜i) = R. Now using Proposition 3.2 let d˜1 = a1+α1q˜1 /∈ N for all
maximal ideals N containing any qi, 1 ≤ i ≤ k. Again using Proposition 3.2
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we choose d˜2 = a2 + α2q˜2 /∈ N for all maximal ideals containing d˜1 or any
qi, 1 ≤ i ≤ k. Continuing this procedure we obtain elements d˜i ∈ ai+ Ii such
that
• There is no common maximal ideal containing d˜i, d˜j for 1 ≤ i 6= j ≤ k.
• There is no common maximal ideal containing d˜i, qj for 1 ≤ i, j ≤ k.
• Also we have by choice there is no common maximal ideal containing
qi, qj for 1 ≤ i 6= j ≤ k.
Let
e1 =
k∏
j=1
d˜j
d˜1
k∏
j=1
qj
qk
and for 2 ≤ i ≤ k let
ei =
k∏
j=1
d˜j
d˜i
k∏
j=1
qj
qi−1
.
Then there is no maximal ideal containing all the elements e1, e2, . . . , ek.
Hence we have
k∑
i=1
(ei) = R.
Let x1, x2, . . . , xk, X1, X2, . . . , Xk be variables such that
x1 =
k∏
j=1
qj
qkq1
X1, xi =
k∏
j=1
qj
qi−1qi
Xi, 2 ≤ i ≤ k.
Consider the equation
k∏
i=1
(
d˜i + qixi
)
= 1⇒
k∑
i=1
eiXi = 1−
k∏
i=1
d˜i + f [X1, X2, . . . , Xn]
for some f ∈
( k∏
i=1
Ii
)
R[X1, X2, . . . , Xn].
We choose values Xi = βi ∈ R (which exist) such that
k∑
i=1
eiβi = 1−
k∏
i=1
d˜i.
Then we obtain the product
k∏
i=1
(
d˜i + qiγi
) ≡ 1 mod
( k∏
i=1
Ii
)
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where
γ1 =
k∏
j=1
qj
qkq1
β1, γi =
k∏
j=1
qj
qi−1qi
βi, 2 ≤ i ≤ k.
Choosing di = d˜i + qiγi ∈ ai + Ii we have
d1d2 . . . dk ≡ 1 mod I1I2 . . . Ik
and the proposition follows. 
Proposition 3.9. Let R be a commutative ring with unity. Let k ∈ N ∪ {0}
and (a0, a1, . . . , ak) ∈ Rk+1 be a unital vector that is
k∑
i=0
(ai) = R. Let I (
R,J ⊂ R be pairwise co-maximal ideals and I is contained in finitely many
ideals. For any subscript 0 ≤ i ≤ k there exist
x0, x1, . . . , xi−1 ∈ J and xi+1, . . . , xk ∈ R
such that the element
i−1∑
j=0
xjaj + ai +
k∑
j=i+1
xjaj
is a unit modulo the ideal I.
Proof. Let q1 ∈ I, q2 ∈ J be such that q1 + q2 = 1. Let I be contained in
distinct maximal ideals M1,M2, . . . ,Mn. By renumbering if necessary let
• ai /∈ M1 ∪ . . . ∪Mr1 ,
• ai ∈ Mr1+1 ∩ . . . ∩Mn.
Let l0 = i, r0 = 0. There exists a subscript l1 such that al1 /∈ Mr1+1. Again
by renumbering the subscripts r1 + 2, r1 + 3, . . . , n we assume that
• al1 /∈ Mr1+1 ∪ . . . ∪Mr2 ,
• al1 ∈ Mr2+1 ∩ . . . ∩Mn.
We continue this procedure finitely many times to obtain distinct subscripts
l0, l1, l2, . . . , lt and subscripts 0 = r0 < 1 ≤ r1 < r2 < . . . < rt+1 = n with
the property that
• alj−1 /∈ Mrj−1+1 ∪ . . . ∪Mrj for 1 ≤ j ≤ t,
• alj−1 ∈ Mrj+1 ∩ . . . ∩Mn for 1 ≤ j ≤ t.
• alt /∈ Mrt+1 ∪ . . . ∪Mrt+1=n.
For 1 ≤ j ≤ t let
ylj ∈
( rj⋂
i=1
Mi
)⋂( n⋂
i=rj+1+1
Mi
)
\
( rj+1⋃
i=rj+1
Mi
)
6= ∅.
Consider the element
a =
t∑
j=1,lj<l0=i
q2yljalj + ai +
t∑
j=1,lj>l0=i
yljalj .
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This element a does not belong to any of the maximal ideals M1, . . . ,Mn.
Hence it is unit modulo I. Now we take
• xlj = q2ylj ∈ J if lj < l0 = i, 1 ≤ j ≤ t.
• xlj = ylj if lj > l0 = i, 1 ≤ j ≤ t.
• xl = 0 if l /∈ {l0, l1, . . . , lt}, 0 ≤ l ≤ k.
This completes the proof of the proposition. A modified conclusion of the
proposition is as follows. Even the element
a′ =
t∑
j=1,lj<l0=i
q2yljalj + ai +
t∑
j=1,lj>l0=i
q2yljalj .
also does not belong to any of the maximal ideals M1, . . . ,Mn. Hence it is
unit modulo I. Now we can also take
• xlj = q2ylj ∈ J if lj 6= l0 = i, 1 ≤ j ≤ t.
• xl = 0 if l /∈ {l0, l1, . . . , lt}, 0 ≤ l ≤ k.
This gives the modified conclusion. 
Here we give a criterion called the USC which is given in Definition 1.4 and
state a surjectivity theorem.
Theorem 3.10. Let R be a commutative ring with unity. Let k ∈ N. Let
SLk(R) = {A ∈Mk×k(R) | Det(A) = 1}
Let I ( R be an ideal which satisfies the unital set condition (see Defini-
tion 1.4). Then the reduction map
SLk(R) −→ SLk
(R
I
)
is surjective.
Proof. A proof of Theorem 3.10 can be found in (refer to Theorem 1.7 on
Page 338) C. P. Anil Kumar [1]. 
A survey of results on strong approximation can be found in [4]. Now we
prove a proposition which states that if there is a unit in a row or column
then the row or column can be extended to a symplectic matrix.
Proposition 3.11 (Unit in a Row or Column Extension).
Let R be a commutative ring with unity. Let (a1, a2, . . . , ak, ak+1, . . . , a2k)
∈ R2k be such that one of ai, 1 ≤ i ≤ 2k is a unit in R. Then there exist
matrices g1, g2 ∈ SP2k(R) such that the lth-row of g1 is given by (g1)lj =
aj , 1 ≤ j ≤ 2k and the lth-column of (g2)il = ai, 1 ≤ i ≤ 2k for any 1 ≤ i ≤
2k.
Proof. We suppose l = 1 using a permutation matrix in N ∈ SP2k(R) of
the form either N =
(
P 0
0 P
)
or N =
(
0 P
−P 0
)
with Ne2kl = e1 without
loss of generality. The first column of a matrix M is the lth-column of matrix
MN .
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If k = 1 then the proof is easy as SP2(R) = SL2(R). So assume k ≥ 2. We
suppose first that a1 is a unit. Then we consider the matrix
A = Diag(a1, a
−1
1 , 0, . . . , 0) +
k∑
j=2
ajE1j ∈ SLk(R) with first row (a1, a2, . . . , ak)
=


(
a1 a2
0 a−11
) (
a3 · · · ak
0 · · · 0
)
0(k−2)×2 I(k−2)×(k−2)

 .
Consider the symmetric matrix
B =

a−11 ak+1 −
k∑
j=2
a−21 ajak+j R1×(k−1)
C(k−1)×1 0(k−1)×(k−1)

 where
R1×(k−1) = (a
−1
1 ak+2, a
−1
1 ak+3, . . . , a
−1
1 a2k),
C(k−1)×1 = (a
−1
1 ak+2, a
−1
1 ak+3, . . . , a
−1
1 a2k)
t.
Then the first row of AB is given by (ak+1, ak+2, . . . , a2k). Now the matrix
g1 =
(
A 0
0 (At)−1
)(
I B
0 I
)
=
(
A AB
0 (At)−1
)
∈ SP2k(R)
has the required first row. For obtaining g2 we take g2 = g
t
1 =
(
At 0
BtAt A−1
)
=
(
At 0
BAt A−1
)
. The first column of g2 has the required first column.
Also the first row of g2 is given by (a1, 0, 0, . . . , 0) = a1e
2k
1 ∈ R2k. The entries
of the matrix BAt are in the ideal generated by (ak+1, . . . , a2k) ⊆ R. This
observation is useful later.
If ai is a unit for some 1 < i ≤ k then using in addition a permutation matrix(
P 0
0 P
)
∈ SP2k(R) such that Peki = ek1 where ekj = (0, . . . , 0, 1, 0 . . . , 0)t ∈
Rk the jth-standard vector for 1 ≤ j ≤ k the positions of a1 and ai are
interchanged. Now we construct a matrix g as before so that the first row is
g is (ai, a2, . . . , ai−1, a1, ai+1, . . . , a2k). Now we exchange back the positions
of ai and a1. Now we obtain a matrix g1 ∈ SP2k(R) such that the first row
of g1 is (a1, a2, . . . , ak, ak+1, . . . , a2k). If ak+i is a unit for some 1 ≤ i ≤ k
then using in addition a matrix of the form
(
0 P
−P 0
)
∈ SP2k(R) such that
Peki = e
k
1 for a transposition permutation matrix corresponding to 1 and i
and changing the signs ak+1, . . . , a2k we obtain a matrix g ∈ SP2k(R) such
that the first row of g is
(−ak+i,−ak+2, . . . ,−ak+i−1,−ak+1,−ak+i+1, . . . ,−a2k,
ai, a2, . . . , ai−1, a1, ai+1, . . . , ak).
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Now we obtain a matrix g1 ∈ SP2k(R) such that the first row of g1 is
(a1, a2, . . . , ak, ak+1, . . . , a2k) again using the same matrix
(
0 P
−P 0
)
three
times. The proof for the column case follows by taking transpose. This proves
the proposition. 
Note 3.12. Let R be a commutative ring with unity. Let I ( R be an
ideal which satisfies the unital set condition. We already know that the map
SLk(R) −→ SLk
(
R
I
)
is surjective for k ∈ N. Let (a1, a2, . . . , ak, ak+1, . . . , a2k)
∈
(
R
I
)2k
with ai be a unit in
(
R
I
)
for some 1 ≤ i ≤ 2k. Then in the
proof of Proposition 3.11 if we replace the ring R by RI then the matrices(
A 0
0 (At)−1
)
,
(
I B
0 I
)
,
(
P 0
0 P
)
,
(
0 P
−P 0
)
all lie in the image of the re-
duction map SP2k(R) −→ SP2k
(
R
I
)
. So the matrices g1, g2 ∈ SP2k
(
R
I
)
lie
in the image of the reduction map.
4. Surjectivity of the map SP2k(R) −→ SP2k(RI )
We prove first main Theorem Λ below.
Proof of Theorem Λ. If k = 1 then the theorem follows because SP2(R) =
SL2(R), SP2
(
R
I
)
= SL2
(
R
I
)
. So assume k ≥ 2. Let G ⊆ SP2k
(
R
I
)
be
the image of the reduction map. We need to prove that G = SP2k
(
R
I
)
. Let
g =
(
A = [ai,j ]k×k B = [bi,j ]k×k
C = [ci,j ]k×k D = [di,j ]k×k
)
∈M2k(R) with
g =
(
A B
C D
)
∈ SP2k
(R
I
)
.
Step I: First Simplification, a1,1 is a unit in modulo I
We have gtJg = J ⇒ Det(g) is a unit in RI . So the first row
(a1,1, . . . , a1,k, b1,1, . . . , b1,k)
is a unital vector modulo I. Since I satisfies the unital set condition there
exists
(1, e1,2, . . . , e1,k, f1,1, . . . , f1,k)
t ∈ R2k
such that we have that
t1 = a1,1 +
k∑
j=2
a1,je1,j +
k∑
j=1
b1,jf1,j is a is unit modulo I.
On the Surjectivity of Certain Maps III 17
Now using Proposition 3.11 there exists a matrix g2 =
(
E 0
F (Et)−1
)
∈
SP2k(R) such that the first column of g2 is (1, e1,2, . . . , e1,k, f1,1, . . . , f1,k)t.
Here
E =


(
1 0
e1,2 1
)
02×(k−2)

e1,3 0
...
...
e1,k 0

 I(k−2)×(k−2)


.
Consider the matrix gg2. The element (gg2)1,1 = t1 is a unit modulo I.
Step II:Second Simplification a1,1 = 1
Let
g =
(
A = [ai,j ]k×k B = [bi,j ]k×k
C = [ci,j ]k×k D = [di,j ]k×k
)
∈M2k(R) with
g =
(
A B
C D
)
∈ SP2k
(R
I
)
and a1,1 is a unit modulo I.
Consider the matrix Diag(a−11,1, a1,1, 1, . . . , 1) ∈ SLk
(
R
I
)
. There exists U ∈
SLk(R) such that U = Diag(a−11,1, a1,1, 1, . . . , 1) because the reduction map
SLk(R) −→ SLk
(
R
I
)
is surjective for k ∈ N. Let g3 =
(
U 0
0 (U t)−1
)
∈
SP2k(R). We have (gg3)1,1 ≡ 1 mod I.
Step III:Third Simplification (a1,1, a1,2, . . . , a1,k) = e
k
1 = (a1,1, a2,1, . . . , ak,1)
Let
g =
(
A = [ai,j ]k×k B = [bi,j ]k×k
C = [ci,j ]k×k D = [di,j ]k×k
)
∈M2k(R) with
g =
(
A B
C D
)
∈ SP2k
(R
I
)
and a1,1 = 1.
Let g4 =
(
V 0
0 (V t)−1
)
∈ SP2k(R), g5 =
(
W 0
0 (W t)−1
)
∈ SP2k(R) be
such that
V =
(
1 −a1,2 · · · − a1,k
0(k−1)×1 I(k−1)×(k−1)
)
and W =


1 0

−a2,1
...
−ak,1

 I(k−1)×(k−1)

 .
Then we have (g5gg4)1,1 = 1, (g5gg4)1,j = 0 = (g5gg4)j,1, 2 ≤ j ≤ k.
Step IV:Fourth Simplification: The first row of B is zero,
The first column of C is zero.
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Let
g =
(
A = [ai,j ]k×k B = [bi,j ]k×k
C = [ci,j ]k×k D = [di,j ]k×k
)
∈M2k(R) with
g =
(
A B
C D
)
∈ SP2k
(R
I
)
and a1,1 = 1, a1,j = aj,1 = 0, 2 ≤ j ≤ k.
Now right multiply g by the following matrix g6 ∈ SP2k(R) given by
g6 =


Ik×k


−b1,1 −b1,2 · · · − b1,k

−b1,2
...
−b1,k

 0(k−1)×(k−1)


0k×k Ik×k


.
Then left multiply by the following matrix g7 given by
g7 =


Ik×k 0k×k

−c1,1 −c2,1 · · · − ck,1

−c2,1
...
−ck,1

 0(k−1)×(k−1)

 Ik×k


.
Then the matrix g7gg6 has the required properties.
Step V: Fifth Simplification
a1,j = 0 = aj,1, 2 ≤ j ≤ k, a2,j = 0 = aj,2, 3 ≤ j ≤ k
a1,1 = 1, a2,2 is a unit modulo I and a2,2 = 1 if k ≥ 3
Let
g =
(
A = [ai,j ]k×k B = [bi,j]k×k
C = [ci,j ]k×k D = [di,j ]k×k
)
∈M2k(R)
with g =
(
A B
C D
)
∈ SP2k
(R
I
)
and
a1,1 = 1, a1,j = aj,1 = 0, 2 ≤ j ≤ k, b1,j = 0 = cj,1, 1 ≤ j ≤ k.
Now we repeat steps I,II,III for the second row and column of A keeping
the first row and column of A intact. The second row of g is given by
(0, a2,2, a2,3, . . . , a2,k, b2,1, b2,2, . . . , b2,k) which is unital modulo the ideal I.
There exists (0, 1, e2,3, . . . , e2,k, f2,1, f2,2, . . . , f2,k) ∈ R2k such that we have
that
t2 = a2,2 +
k∑
j=3
a2,je2,j +
k∑
j=1
b2,jf2,j is a unit modulo I.
Now using Proposition 3.11 there exists a matrix g8 =
(
E 0k×k
F (Et)−1
)
∈
SP2k(R) such that the second column of g8 is
(0, 1, e2,3, . . . , e2,k, f2,1, f2,2, . . . , f2,k)
t.
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Here infact
E =



1 0 00 1 0
0 e2,3 1

 03×(k−3)


0 e2,4 0
...
...
...
0 e2,k 0

 I(k−3)×(k−3)


∈ SLk(R), if
F1 =



 0 f2,1
f2,1 f2,2 −
k∑
j=3
e2,jf2,j

 ( 0 · · · 0
f2,3 · · · f2,k
)


0 f2,3
...
...
0 f2,k

 0(k−2)×(k−2)


a symm. matrix,
then g8 =
(
Ik×k 0k×k
F1 Ik×k
)(
E 0k×k
0k×k (E
t)−1
)
=
(
E 0k×k
F1E = F (E
t)−1
)
.
The first column of g8 is given by (1, 0, . . . , 0, 0, f2,1, . . . , 0)
t = e2k1 + f21e
2k
k+2.
The second column of g8 is given by (0, 1, e2,3, . . . , e2,k, f2,1, f2,2, . . . , f2,k)
t.
The first two rows of g8 are given by e
2k
1 , e
2k
2 . Now consider the matrix gg8.
The principal 2× 2 submatrix of gg8 is given by
(
1 0
a2,1 + b2,2f2,1 t2
)
.
We make t2 = 1 if k ≥ 3 by right multiplying with a matrix
(
X 0
0 (Xt)−1
)
which is congruent modulo I to
(
Diag(1, t−12 , t2, 1, . . . , 1) 0k×k
0k×k Diag(1, t2, t
−1
2 , 1, . . . , 1)
)
where t−12 ∈ R, t−12 t2 ≡ 1 mod I. Otherwise we keep t2 as it is. Now using
elementary matrices in SLk(R) and hence the corresponding matrices in
SP2k(R) we make the first two columns and first two rows other than the
diagonal elements of A as zeroes modulo I and hence zeroes.
Step VI: Sixth Simplification
a1,j = 0 = aj,1, 2 ≤ j ≤ k, a2,j = 0 = aj,2, 3 ≤ j ≤ k
a1,1 = 1, a2,2 is a unit modulo I and a2,2 = 1 if k ≥ 3
b1,j = b2,j = 0 = cj,1 = cj,2, 1 ≤ j ≤ k
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Let
g =
(
A = [ai,j ]k×k B = [bi,j ]k×k
C = [ci,j ]k×k D = [di,j ]k×k
)
∈M2k(R) with
g =
(
A B
C D
)
∈ SP2k
(R
I
)
such that
A =


(
1 0
0 t2
)
02×(k−2)
0(k−2)×2 A˜(k−2)×(k−2)

 .
Right multiply g by
g9 =
(
Ik×k B˜
0 Ik×k
)
=


Ik×k


(−b1,1 −b1,2
−b1,2 −b2,2t−12
) ( −b1,3 · · · −b1,k
−b2,3t−12 · · · −b2,kt−12
)


−b1,3 −b2,3t−12
...
...
−b1,k −b2,kt−12

 0(k−2)×(k−2)


0 Ik×k


.
The matrix B˜ is symmetric and more importantly we have
b1,2 ≡ b2,1t−12 mod I.
This follows because we have(
1 0
0 t2
)(
b1,1 b2,1
b1,2 b2,2
)
≡
(
b1,1 b1,2
b2,1 b2,2
)(
1 0
0 t2
)
mod I.
This is because we have
ABt ≡ BAt mod I since g =
(
A B
C D
)
∈ SP2k
(R
I
)
.
The matrix g9 ∈ SP2k(R). If we rewrite gg9 =
(
A B
C D
)
then the first two
row entries of B are zero modulo I and hence can be replaced by zeroes. We
similarly now make the first two column entries of C zero.
Step VII: Seventh Simplification
A = [ai,j ]i,j=1,...,k is a diagonal matrix of the form
Diag(1, 1, 1, . . . , t) where t is a unit modulo I
We repeat the steps done for the second row till we reach the kth-row and
kth-column of A keeping the previous rows and columns of A intact after the
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simplification. Then we get a matrix
g =
(
Diag(1, . . . , 1, t) B
C D
)
such that
g =
(
Diag(1, . . . , 1, t) B
C D
)
∈ SP2k
(R
I
)
Step VIII: Eighth Simplification
A = [ai,j ]i,j=1,...,k is a diagonal matrix of the form
Diag(1, . . . , 1, t) where t is a unit modulo I, B = 0 = C
D = Diag(1, . . . , 1, t−1) where t−1 ∈ R and tt−1 ≡ 1 mod I
Here we make in a similar manner B = 0 = C. To make B zero we multiply
g by g8 where
g8 =
(
I B′
0 I
)
=


Ik×k


−b1,1 · · · −b1,(k−1) −b1,k
...
. . .
...
...
−b1,(k−1) · · · −b(k−1),(k−1) −b(k−1),k
−b1,k · · · −b(k−1),k −t−1bk,k


0k×k Ik×k


∈ SP2k(R).
Here the matrix B′ is symmetric. Now we observe that since
g =
(
Diag(1, . . . , 1, t) B
C D
)
∈ SP2k
(R
I
)
we have that Diag(1, . . . , 1, t)Bt ≡ BDiag(1, . . . , 1, t) mod I. Therefore bi,j ≡
bj,i, 1 ≤ i, j ≤ k−1 and bi,k ≡ t−1bk,i mod I, 1 ≤ i ≤ k−1. So the submatrix
B can be made zero. Similarly the matrix C can be made zero.
So the matrix g reduces to
g =
(
Diag(1, . . . , 1, t) 0
0 D
)
∈M2k(R) with
g =
(
Diag(1, . . . , 1, t) 0
0 D
)
∈ SP2k
(R
I
)
So we getD = Diag(1, . . . , 1, t
−1
). Therefore g = Diag(1, . . . , 1, t, 1, . . . , 1, t−1)
where t−1 ∈ R and t−1t ≡ 1 mod I. We conclude that Det(g) = 1 ∈ RI that
is SP2k(
R
I ) ⊆ SL2k(RI ). Since g ∈ SL2k(RI ) we have that there exists a
matrix h ∈ SL2k(R) such that h = g.
Step IX: Final Step
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Now consider the matrix
(
x y
z w
)
∈ SL2(R) such that
(
x y
z w
)
≡
(
t 0
0 t
−1
)
∈
SL2
(
R
I
)
= SP2
(
R
I
)
. Then consider the following matrix
(
Diag(1, . . . , 1, x) Diag(0, . . . , 0, y)
Diag(0, . . . , 0, z) Diag(1, . . . , 1, w)
)
.
This matrix is in SP2k(R) and reduces to g. This completes the proof of
Theorem Λ. 
Proposition 4.1 (Regarding generators of SP2k
(
R
I
)
).
Let R be a commutative ring with unity. Let I ( R be an ideal which satisfies
the unital set condition. Then SP2k
(
R
I
)
is generated by the set of generators
given as follows:(
I + rEij 0
0 I − rEji
)
, 1 ≤ i 6= j ≤ k, r ∈ RI
(
Diag(1, 1, . . . , u, u−1, . . . , 1) 0
0 Diag(1, 1, . . . , u−1, u, . . . , 1)
)
, u ∈
(R
I
)∗
(
Diag(1, . . . , 1, u) 0
0 Diag(1, . . . , 1, u−1)
)
, u ∈
(R
I
)∗
(
I rEii
0 I
)
,
(
I 0
rEii I
)
, 1 ≤ i ≤ k, r ∈ RI
(
I rEij + rEji
0 I
)
,
(
I 0
rEij + rEji I
)
1 ≤ i 6= j ≤ k, r ∈ RI .
Proposition 4.2. Let R be a commutative ring with identity. Suppose zero
ideal satisfies the unital set condition. Then we have for k ∈ N,
• SP2k(R) is generated by the set of generators mentioned above in Propo-
sition 4.1 by taking I to be the zero ideal.
• SP2k(R) ⊂ SL2k(R), that is, if g ∈ SP2k(R) then Det(g) = 1.
5. A General Congruence Theorem
In this section we prove a general congruence theorem which is a key ingre-
dient to prove Theorem Ω.
Theorem 5.1. Let R be a commutative ring with unity. Every non-Jacobson
element is contained in finitely many maximal ideals. Let k ∈ N and I1, I1, . . . ,
I2k be 2k co-maximal ideals in R. Also if there is exactly one proper ideal
Ij for some 1 ≤ j ≤ 2k we suppose it is contained in finitely many maximal
ideals. Let M(2k)×(2k) = [mi,j ]1≤i,j≤2k ∈ M(2k)×(2k)(R) such that for every
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1 ≤ i ≤ 2k the ith -row is unital, that is,
2k∑
j=1
(mi,j) = R for 1 ≤ i ≤ 2k. Then
there exists N = [ni,j ]1≤i,j≤2k ∈ SP2k(R) such that we have mi,j ≡ ni,j
mod Ii, 1 ≤ i, j ≤ 2k.
Proof. First we make the following observations.
1. The ith -row of M(2k)×(2k) is unital if and only if the i
th -row of
M(2k)×(2k).X is for any X ∈ SP2k(R).
2. The conclusion holds for the matrix M(2k)×(2k) if and only if the con-
clusion holds for the matrix M(2k)×(2k).X for any X ∈ SP2k(R).
3. For any 1 ≤ i ≤ 2k, we can replace the ith -row [mi,1 . . . mi,2k] of
M(2k)×(2k) by another unital row [m˜i,1 . . . m˜i,2k] such that mi,j ≡ m˜i,j
mod Ii, 1 ≤ j ≤ 2k.
We mention regarding the hypothesis about the ideals in the theorem. If there
are at least two mutually co-maximal proper ideals then all the proper ideals
among them contain a non-Jacobson because of co-maximality. So each ideal
Ij , 1 ≤ j ≤ 2k is contained in finitely many maximal ideals. Suppose there
exists only one ideal say I1 6= R and I2 = I3 = . . . = I2k = R then by
hypothesis I1 is contained finitely many maximal ideals. Hence in all cases
we can assume that each ideal Ij , 1 ≤ j ≤ 2k is contained in finitely many
maximal ideals. If
2k∏
i=1
Ii = R then the proof is easy. So we also assume that
2k∏
i=1
Ii 6= R.
We prove this theorem in several steps with the central idea being to trans-
form M(2k)×(2k) =
(
A B
C D
)
to another matrix for which the conclusion of
the theorem holds.
(A): By applying Proposition 3.7 we have that there exist qi ∈ Ii, 1 ≤ i ≤ 2k
such that (qi) + (qj) = R for 1 ≤ i 6= j ≤ 2k. This is used in Step(F).
(B): If
k∏
i=1
Ii = R then we replace A by the identity matrix Ik×k and go to
Step(I). Hence we assume that
k∏
i=1
Ii 6= R.
(C): If I1 6= R then using Proposition 3.4 we can make m1,1 a unit modulo
I1 by applying an SP2k(R) transformation as I1 is contained in finitely
many maximal ideals and satisfies unital set condition (Definition 1.4
and refer to Proposition 3.4).
If t1 = a1,1+
k∑
j=2
a1,je1,j+
k∑
j=1
b1,jf1,j is a unit modulo I1 then using
Proposition 3.11 there exists a matrix g2 =
(
E 0
F (Et)−1
)
∈ SP2k(R)
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such that the first column of g2 is (1, e1,2, . . . , e1,k, f1,1, . . . , f1,k)
t. Here
E =


(
1 0
e1,2 1
)
02×(k−2)

e1,3 0
...
...
e1,k 0

 I(k−2)×(k−2)


∈ SLk(R).
The matrix Mg2 has the property that (Mg2)11 = t1 is a unit modulo
I1. So we assume that m1,1 is a unit modulo I1
Let z1,1 ∈ R such that z1,1m1,1 ≡ 1 mod I1. Now we add−z1,1m1,j
times the 1th -column to the jth -column for 1 ≤ j ≤ k. The matrices
used in these transformations are of the form
(
U 0k×k
0k×k (U
t)−1
)
, U ∈ SLk(R).
The 1th -row of A becomes [a1,1 . . . a1,k] with the following properties.
• a1,1 = m1,1 is a unit modulo I1 if I1 6= R.
• a1,j = m1,j ∈ I1 for 2 ≤ j ≤ k.
•
2k∑
j=1
(m1,j) = R, that is the 1th -row of M is a unital vector. In fact
all rows of M are unital.
(D): We inductively consider the ith -row of M(2k)×(2k) for 1 ≤ i ≤ k. Here
if Ii 6= R and ai,i is not a unit modulo Ii then we use Proposition 3.9
for the subscript i and for the ideals I = Ii and J = I1 . . . Ii−1 which
is co-maximal with Ii to make ai,i a unit modulo Ii. In this procedure
we get a unit ti modulo Ii in the (i, i)th-position as
ti =
i−1∑
j=1
ei,jai,j + ai,i +
k∑
j=i+1
ei,jai,j +
k∑
j=1
fi,jbi,j
where ei,j ∈ I1 . . . Ii−1 for 1 ≤ j ≤ i−1, ei,j ∈ R for i+1 ≤ j ≤ k, fi,j ∈
R for 1 ≤ j ≤ k. By a slightly modified application of Proposition 3.9
we can assume infact that ei,j ∈ I1 . . . Ii−1 for 1 ≤ j ≤ i − 1, ei,j ∈ R
for i+ 1 ≤ j ≤ k, fi,j ∈ I1 . . . Ii−1 for 1 ≤ j ≤ k
Using Proposition 3.11 there exists a matrix g3 =
(
E 0
F (Et)−1
)
∈
SP2k(R) such that the ith column of g3 is
(ei,1, . . . , ei,(i−1), 1, ei,(i+1), . . . , ei,k, fi,1, . . . , fi,k)
t.
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Here
E =


I(i−1)×(i−1)


ei,1 01×(k−i)
...
...
ei,(i−1) 01×(k−i)


0(k−i+1)×(k−i+1)


1 0(k−i)×(k−i)

ei,i+1
...
ei,k

 I(k−i+1)×(k−i+1)




∈ SLk(R)
and the matrix entries in F are contained in the ideal (fi,1, . . . , fi,k) ⊆
I1I2 . . .Ii−1.
The matrix Mg3 has the property that (Mg3)i,i = ti is a unit
modulo Ii. So we assume that mi,i = ai,i is a unit modulo Ii. Now the
matrix A will have the following properties.
• al,l is a unit modulo Il for 0 ≤ l ≤ i if Il 6= R.
• al,j ∈ Ij for j 6= l, 0 ≤ j ≤ k, 0 ≤ l ≤ (i − 1) when Proposition 3.9
is applied approriately, (that is, for the ith -row the subscript i
is chosen, the ideal I = Ii is chosen, the ideal J = I1 . . . Ii−1
is chosen in Proposition 3.9 and using the fact that the ideal
(fi,1, . . . , fi,k) ⊆ I1I2 . . . Ii−1).
• All rows of M(2k)×(2k) are unital.
Let zi,i ∈ R such that zi,imi,i ≡ 1 mod Ii. Now we add −zi,imi,j
times the ith -column to the jth -column for 1 ≤ j ≤ k. The matrices
used in these transformations are of the form(
U 0k×k
0k×k (U
t)−1
)
, U ∈ SLk(R).
Now the matrix A will have the following properties.
• al,l is a unit modulo Il for 0 ≤ l ≤ i if Il 6= R.
• al,j ∈ Ij for j 6= l, 0 ≤ j ≤ k, 0 ≤ l ≤ i. Also when l = i.
• All rows of M(2k)×(2k) are unital.
(E): We continue this procedure till the kth -row. After this procedure we
have the following properties for A.
• The diagonal entry ai,i is a unit modulo Ii if Ii 6= R for 1 ≤ i ≤ k.
• The non-diagonal entry ai,j ∈ Ii for 1 ≤ i 6= j ≤ k.
• All rows of M2k×2k are unital.
(F): Consider only the diagonal part of the matrix A, that is, the matrix
Dk×k = Diag(a1,1, . . . , ak,k). We use Proposition 3.8 to change the di-
agonal matrix to Dk×k to D˜k×k = Diag(d1, . . . , dk) such that we have
di ≡ ai,i mod Ii, 1 ≤ i ≤ k and d1 . . . dk ≡ 1 mod I1 . . . Ik. The ideal
I1 . . . Ik 6= R by assumption. Hence
D˜k×k ∈ SLk
( R
I1 . . . Ik
)
.
We observe by using Proposition 3.4, that, I1 . . . Ik satisfies unital set
condition as it is contained in finitely many maximal ideals. Hence by
an application of the surjectivity theorem for the map SLk(R) −→
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SLk
(
R
I1...Ik
)
we conclude that there exists a matrix A˜ = [a˜i,j ]1≤i,j≤k ∈
SLk(R) such that we have
A˜ = D˜k×k ∈ SLk
( R
I1 . . . Ik
)
.
(G): We observe the following.
• The diagonal entries a˜i,i ≡ di ≡ ai,i mod Ii.
• The non-diagonal entries a˜i,j ∈ Ii and hence a˜i,j ≡ ai,j for 0 ≤
i 6= j ≤ k.
So we replace the submatrix A of M by A˜ with all the rows of M being
unital and hence we could as well assume that M =
(
A B
C D
)
with
A ∈ SLk(R).
(H): Now we multiplyM by
(
A−1 0
0 At
)
so the matrixM becomes
(
I B
C D
)
for some B,C,D ∈Mk×k(R) with all rows of M being unital.
(I): Now we make the matrix B symmetric. We solve b′ij , b
′
ji ∈ Z such that
bij + qib
′
ij = bji + qjb
′
ji for 1 ≤ i 6= j ≤ k. Now we multiply M by(
I −B
0 I
)
and so that M =
(
I 0
C D
)
for some C,D ∈ Mk×k(R) and
rows of M being unital.
(J): We have M =
(
I 0
C D
)
. Now we transform M as M =
(
U 0
C D
)
with
U ∈ SLk(R), C symmetric, D ∈ SLk(R) and D also symmetric modulo
Ik+1 . . .I2k. If Ik+1 . . . I2k = R then this step is easy. So we assume
that Ik+1 . . . I2k 6= R. For any 1 ≤ i ≤ k, we successively make ci,i a
unit modulo Ik+i if Ik+i 6= R as follows. Let
tk+i =
i−1∑
j=1
ci,jei,j + ci,i +
k∑
j=i+1
ci,jei,j +
k∑
j=1
di,jfi,j
be a unit modulo Ik+i with ei,j ∈ Ik+1 . . .Ik+i−1, 1 ≤ j ≤ i − 1, fi,j ∈
Ik+1 . . .Ik+i−1, 1 ≤ j ≤ k using an application of Proposition 3.9 ap-
propriately. Then multiply M by the matrix
(
E 0
F (Et)−1
)
whose ith-
column is (ei,1, . . . , ei,(i−1), 1, ei,(i+1), . . . , ei,k, fi,1, . . . , fi,k)
t where
E =


I(i−1)×(i−1)


ei,1 01×(k−i)
...
...
ei,(i−1) 01×(k−i)


0(k−i+1)×(i−1)


1 01×(k−i)

ei,(i+1)
...
ei,k

 I(k−i)×(k−i)




∈ SLk(R)
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and the matrix entries of F are in the ideal (fi,1, fi,2, . . . , fi,k) ⊆ Ik+1
. . .Ik+i−1. Now we multiply M =
(
U 0
C D
)
by a matrix of the form
(
I S = q1q2 . . . qk Diag(s1,1, s2,2, . . . , sk,k)
0 I
)
to obtain
(
U US
C CS +D
)
. Now replace US by zero and rows of M are
still unital. We solve for si,i ∈ R such that q1q2 . . . qkci,isi,i + di,i ≡ 1
mod Ik+i, 1 ≤ i ≤ k. We have M =
(
U 0
C D
)
such that di,i ≡ 1
mod Ik+i, 1 ≤ i ≤ k. Now by applying transformations of the form(
(V t)−1 0
0 V
)
we make the non-diagonal entries in the ith-row of D to
be in Ik+i, 1 ≤ i ≤ k. Consider only the diagonal part of the matrix D,
that is, the matrix Tk×k = Diag(d1,1, . . . , dk,k). We use Proposition 3.8
to change the diagonal matrix to Tk×k to T˜k×k = Diag(d˜1,1, . . . , d˜k,k)
such that we have d˜i,i ≡ di,i mod Ik+i, 1 ≤ i ≤ k and d˜1,1 . . . d˜k,k ≡ 1
mod Ik+1 . . .I2k. The ideal Ik+1 . . .I2k 6= R by assumption. Otherwise
this step is trivial. Hence
T˜ k×k ∈ SLk
( R
Ik+1 . . . I2k
)
.
We observe by using Proposition 3.4, that, Ik+1 . . . I2k satisfies unital
set condition as it is contained in finitely many maximal ideals. Hence
by an application of the surjectivity theorem for the map SLk(R) −→
SLk
(
R
Ik+1...I2k
)
we conclude that there exists a matrixD′ = [d′i,j ]1≤i,j≤k
∈ SLk(R) such that we have
D′ = T˜ k×k ∈ SLk
( R
Ik+1 . . .I2k
)
.
We observe the following.
• The diagonal entries d′i,i ≡ d˜i,i ≡ di,i mod Ik+i.
• The non-diagonal entries d′i,j ∈ Ik+i and hence d′i,j ≡ di,j for
1 ≤ i 6= j ≤ k.
Now the matrix M becomes M =
(
U 0
C D
)
with D ∈ SLk(R) such
that D is diagonal modulo Ik+1 . . . I2k and hence symmetric modulo
Ik+1 . . .I2k. Now make the matrix C symmetric in the usual manner
and the rows of M will still be unital as D ∈ SLk(R).
(K): Now we transform M =
(
U 0
0 D
)
with U,D ∈ SLk(R). For this we
multiply
(
U 0
C D
)
by
(
I 0
S I
)
and solve for a symmetric matrix S
as follows. Consider C + DS ≡ 0 mod Ik+1 . . . I2k. Then we get a
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symmetric matrix S ≡ D−1C mod Ik+1 . . . I2k. For this matrix we
obtain the required M .
(L): Now we transform M into identity matrix. Let V ∈ SLk(R) such that
V ≡ U−1 mod I1 . . .Ik and V ≡ Dt mod Ik+1 . . . I2k. Such a matrix
V exists because the map
SLk(R) −→ SLk
( R
I1 . . .I2k
)
−→ SLk
( R
I1 . . .Ik
)
⊕ SLk
( R
Ik+1 . . . I2k
)
is surjective. Right muliply M by
(
V 0
0 (V t)−1
)
.
This proves Theorem 5.1. 
6. The main results
Now we prove second main Theorem Ω of the article.
Proof of Theorem Ω. Let(
[a1,1 : a1,2 : . . . : a1,2k],[a2,1 : a2,2 : . . . : a2,2k], . . . ,
[a2k,1 : a2k,2 : . . . : a2k,2k]
) ∈
2k∏
i=1
PF
2k−1,(mi1,m
i
2,...,m
i
2k)
Ii
.
Consider A2k×2k = [ai,j ]1≤i,j≤2k ∈M2k×2k(R) for which Theorem 5.1 can be
applied. Therefore we get B = [bi,j ]1≤i,j≤2k ∈ SP2k(R) such that bi,j ≡ ai,j
mod Ii, 1 ≤ i, j ≤ 2k. Hence we get for 1 ≤ i ≤ 2k,
[bi,1 : bi,2 : . . . : bi,2k] = [ai,1 : ai,2 : . . . : ai,2k] ∈ PF2k−1,(m
i
1,m
i
2,...,m
i
2k)
Ii
.
This proves main Theorem Ω. 
Now we prove third main Theorem Σ of the article.
Proof of Theorem Σ. First assume σ is identity, that is, σ(i) = i,mii = 1, 1 ≤
i ≤ 2k. Let an element(
[m1,1 : m1,2 : . . . : m1,2k], [m2,1 : m2,2 : . . . : m2,2k], . . . ,
[m2k,1 : m2k,2 : . . . : m2k,2k]
) ∈
2k∏
i=1
PF2k−1,(m
i
1,m
i
2,...,m
i
2k)
Ii
.
Consider its corresponding matrix M2k×2k = [mi,j ]1≤i,j≤2k ∈M2k×2k(R).
We make some observations.
1. The image of the map in the theorem is invariant under SP2k(R) action
on the right.
2. The ith -row of M2k×2k is unital if and only if the i
th -row of M2k×2k.X
is for any X ∈ SP2k(R).
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3. The element corresponding to the matrix M2k×2k is in the image if
and only if the element corresponding to the matrix M2k×2k.X for any
X ∈ SP2k(R) is in the image.
4. For any 1 ≤ i ≤ 2k, we can replace the ith -row [mi,1 . . . mi,2k] of
M2k×2k by another unital row [m˜i,1 . . . m˜i,2k] such that mi,j ≡ m˜i,j
mod Ii, 1 ≤ j ≤ 2k which will not the change projective space element.
5. Also for any 1 ≤ i ≤ 2k, we can replace the ith -row [mi,1 . . . mi,2k]
of M2k×2k by another unital row [m˜i,1 . . . m˜i,2k] such that [mi,1 : . . . :
mi,2k] = [m˜i,1 : . . . : m˜i,2k] ∈ PF2k−1,(m
i
1,m
i
2,...,m
i
2k)
Ii
.
We prove this theorem in several steps with the central idea being to trans-
form M2k×2k to another matrix whose corresponding element in the product
of projective spaces is in the image.
1. Let M =
(
A B
C D
)
. If I1 . . . Ik = R then replace A by identity matrix
and B by zero matrix. Otherwise if I1 . . .Ik 6= R then We perform Steps
(B) − (E) in the proof of Theorem 5.1 here as well. To perform these
four steps, we do not require the fact that every non-Jacobson element
is contained in finitely many maximal ideals. After these steps we have
• The diagonal entry mi,i = ai,i is a unit modulo Ii if Ii 6= R for
1 ≤ i ≤ k.
• The non-diagonal entry mi,j = ai,j ∈ Ii for 1 ≤ i 6= j ≤ k.
• All rows of M2k×2k are unital.
Here we use the fact that mii = 1 and replace the i
th -row of A by
eki = [0 . . . 0 1 0 . . . 0] both of which gives rise to the same
projective space element in PF
2k−1,(mi1,m
i
2,...,m
i
2k)
Ii
. This is possible only
because mii = 1.
2. We have transformed M into a matrix of the form
(
I B
C D
)
. Now we
make B symmetric as usual because we have Ii + Ij = 1 and make B
zero to transform M into
(
I 0
C D
)
with all rows of M being unital.
3. We have M =
(
I 0
C D
)
. Now we transform M as M =
(
U 0
C I
)
with
U ∈ SLk(R), C symmetric. If Ik+1 . . .I2k = R then this step is easy.
So we assume that Ik+1 . . . I2k 6= R. For any 1 ≤ i ≤ k, we succes-
sively make ci,i a unit modulo Ik+i if Ik+i 6= R as follows. Let tk+i =
i−1∑
j=1
ci,jei,j + ci,i +
k∑
j=i+1
ci,jei,j +
k∑
j=1
di,jfi,j be a unit modulo Ik+i with
ei,j ∈ Ik+1 . . . Ik+i−1, 1 ≤ j ≤ i−1, fi,j ∈ Ik+1 . . .Ik+i−1, 1 ≤ j ≤ k us-
ing an application of Proposition 3.9 appropriately. Then multiplyM by
the matrix
(
E 0
F (Et)−1
)
whose ith-column is (ei,1, . . . , ei,(i−1), 1, ei,(i+1),
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. . . , ei,k, fi,1, . . . , fi,k)
t where
E =


I(i−1)×(i−1)


ei,1 01×(k−i)
...
...
ei,(i−1) 01×(k−i)


0(k−i+1)×(i−1)


1 01×(k−i)

ei,(i+1)
...
ei,k

 I(k−i)×(k−i)




∈ SLk(R)
and the matrix entries of F are in the ideal (fi,1, fi,2, . . . , fi,k) ⊆ Ik+1
. . .Ik+i−1. We have I1 . . . Ik + Ik+1 . . .I2k = R. So let (q) + (q′) = R
for some q ∈ I1 . . . Ik, q′ ∈ Ik+1 . . . I2k. We observe that q is a unit
modulo any maximal ideal containing Ik+1 . . . I2k. Now we multiply
M =
(
U 0
C D
)
by a matrix of the form
(
I S = qDiag(s1,1, s2,2, . . . , sk,k)
0 I
)
to obtain
(
U US
C CS +D
)
.
Now replace US by zero and rows of M are still unital. We solve for
si,i ∈ R such that qci,isi,i+di,i ≡ 1 mod Ik+i, 1 ≤ i ≤ k. We haveM =(
U 0
C D
)
such that di,i ≡ 1 mod Ik+i, 1 ≤ i ≤ k. Now by applying
transformations of the form
(
(V t)−1 0
0 V
)
we make the non-diagonal
entries in the ith-row of D to be in Ik+i, 1 ≤ i ≤ k. Now replace D by
identity matrix and we haveM =
(
I 0
C I
)
with rows of M unital. Now
we make C symmetric in the usual manner as Ik+i + Ik+j = R for any
1 ≤ i 6= j ≤ k. Rows of M are still unital because D = I the identity
matrix.
4. Now we multiply M =
(
U 0
C I
)
by
(
I 0
−C I
)
and transform M into(
U 0
0 I
)
.
5. Now we transform M into identity matrix. Let V ∈ SLk(R) such that
V ≡ U−1 mod I1 . . .Ik and V ≡ I mod Ik+1 . . . I2k. Such a matrix V
exists because the map
SLk(R) −→ SLk
( R
I1 . . .I2k
)
−→ SLk
( R
I1 . . .Ik
)
⊕ SLk
( R
Ik+1 . . . I2k
)
is surjective. Right muliply M by
(
V 0
0 (V t)−1
)
.
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This proves Theorem Σ when σ is identity. For a general Pσ ∈ SP2k(R) we
permute accordingly the projective spaces and assume that σ is identity. Later
we may need to change the sign of a complete row but that does not change
the element as [ai,1, . . . , ai,2k] = [−ai,1, . . . ,−ai,2k] ∈ PF2k−1,(m
i
1,m
i
2,...,m
i
2k)
Ii
for any 1 ≤ i ≤ 2k. This completes the proof of Theorem Σ. 
7. The Classical Groups On(Z), O(p,q)(Z) over Integers
Here we give examples of certain classical groups over the integers where the
surjectivity fails. Let n ∈ N and
On(Z) = {P ∈Mn(Z) | P tP = PP t = In×n}.
Then it is a finite group consisting of n × n monomial matrices with ±1
non-zero entries of determinant ±1. Hence it is immediate that surjectivity
fails.
Theorem 7.1. Let p, q ∈ N, J =
(
Ip×p 0p×q
0q×p −Iq×q
)
and
O(p,q)(Z) = {A ∈Mp+q(Z) | AtJA = J}.
Let ri, 1 ≤ i ≤ (p+ q) be distinct primes. Then the maps
Op+q(Z) −→
p+q∏
i=1
PFp+q−1ri
given by
A = [ai,j ]i,j=1,...,p+q 7−→
(
[a1,1 : . . . : a1,(p+q)], . . . , [a(p+q),1 : . . . : a(p+q),(p+q)]
)
or
A = [ai,j ]i,j=1,...,p+q 7−→
(
[a1,1 : . . . : a(p+q),1], . . . , [a1,(p+q) : . . . : a(p+q),(p+q)]
)
are both not surjective.
Proof. If AtJA = J then we have Det(A) = ±1 and (A−1)tJA−1 = J and
moreover A−1 = JAtJ . So if A = [ai,j ]i,j=1,...,p+q ∈ O(p,q)(Z) then we have
• for each 1 ≤ i ≤ p,
p∑
j=1
a2i,j −
p+q∑
j=p+1
a2i,j = 1.
• for each p+ 1 ≤ i ≤ p+ q,
p∑
j=1
a2i,j −
p+q∑
j=p+1
a2i,j = −1.
• for each 1 ≤ j ≤ p,
p∑
i=1
a2i,j −
p+q∑
i=p+1
a2i,j = 1.
• for each p+ 1 ≤ j ≤ p+ q,
p∑
i=1
a2i,j −
p+q∑
i=p+1
a2i,j = −1.
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Now consider a non-square λ ∈ Fr1 , 6= λ. Let [a1 : a2 : . . . : ap+q] ∈
PFp+q−1r1 such that a
2
1 + . . . + a
2
p − a2p+1 − . . . − a2p+q = λ. Then there does
not exist A = [ai,j ]i,j=1,...,p+q ∈ O(p,q)(Z) such that [a1,1 : . . . : a1,(p+q)] =
[a1 : a2 : . . . : ap+q]. If it exists then there exists µ ∈ F∗r1 such that µa1,i =
ai, 1 ≤ i ≤ (p + q) ⇒ µ2 = λ which is a contradiction. Hence both the row
and column maps fail to be surjective. 
8. Appendix
In this section we prove certain facts about zariski density of integral points
and (usual/zariski) topological properties of certain complex affine algebraic
sets. But first we prove a lemma.
Lemma 8.1. Let X be an affine or projective algebraic set over an infinite field
F. Let A ⊂ X. Let C ⊂ X be an irreducible curve. If A ∩ C is infinite then
the zariski closure A in the affine or projective space of the set A contains
the curve C.
Proof. The curve C has co-finite topology. If D is zariski closed and D ⊇ A
then D ⊇ (A ∩C). Hence D ⊇ C. This proves the lemma. 
8.1. Equation x2 + y2 − z2 = 1: Zariski Density
Here in this section we prove zariski density of integral points X(Z) in X(C)
where X(Z) and X(C) are as stated in the lemma below.
Lemma 8.2. Let X(C) = {(x, y, z) ∈ C3 | x2 + y2 − z2 = 1} and X(Z) =
{(x, y, z) ∈ Z3 | x2 + y2 − z2 = 1}. Then X(Z) is zariski dense in X(C).
Proof. First we observe that the set T =
{(
a b
b c
)
∈ M2(Z) | ac = b2 −
1, b even
}
is zariski dense in the set of symmetric matrices S =
{(
a b
b c
)
∈
M2(C) | ac = b2 − 1
}
. Let a be an odd integer. For any odd integer d the
point (d(cd+2), cd+1) satisfies the equation xc = y2−1 and cd+1 is an even
integer. Hence T ⊇ {
(
a b
b c
)
∈ M2(C) | ac = b2 − 1, c an odd integer} using
Lemma 8.1. Similarly T ⊇ {
(
a b
b c
)
∈M2(C) | ac = b2−1, a an odd integer}.
Let
(
a0 b0
b0 c0
)
∈ M2(C) such that a0c0 = b20 − 1, b0 6= ±1. The irreducible
curve for the fixed b0 ∈ C given by ac = b20 − 1 has infinitely many points
(a, c) where a or c is an odd integer. Hence
(
a0 b0
b0 c0
)
∈ T . This proves that
T = S. Now consider the polynomial isomorphism
ψ : X(C) −→ S given by ψ : (x, y, z) 7−→
(
z + x y
y z − x
)
.
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We observe that ψ(X(Z)) ⊃ T . Hence X(Z) is zariski dense in X(C). 
8.2. On Some Topology of the Classical Groups GL2(C), SL2(C) = SP2(C),
SO(2,1)(C) ∼= SO3(C)
We mention some topological properties of classical groups in this section.
For which group, the surjectivity holds and the properties of zariski denseness
and simply-connectedness can be compared.
Theorem 8.3 (On Zariski Density and Simply-connectedness).
1. SL2(Z) = SP2(Z) is zariski dense in SL2(C) = SP2(C) and SL2(C) =
SP2(C) is simply-connected.
2. GL2(Z) is not zariski dense in GL2(C) and GL2(C) is not simply-
connected.
3. SO(2,1)(Z) is zariski dense in SO(2,1)(C) ∼= SO3(C) and SO(2,1)(C) ∼=
SO3(C) is not simply-connected.
4. SO3(Z) is not zariski dense in SO3(C) and SO3(C) is not simply-
connected.
Proof. First we prove (1). Let G be the closure of SL2(Z) in C4. Then G ⊆
SL2(C). Consider the subset S =
{(
a b
c d
)
| ad− bc = 1, a 6= 0
}
⊂ SL2(C).
The set S is homeomorphic in the zariski subspace topology to the set T =
C∗ ×C2 ⊂ C3 in the zariski subspace topology. The isomorphism is given by
S −→ T is given by
(
a b
c d = 1+bc
a
)
−→ (a, b, c).
Now using Lemma 8.1 repeatedly for lines starting from pairs of relatively
prime integers, we conclude that the set
D = {(a, b, c) ∈ Z3 | there exists d ∈ Z with ad− bc = 1, a 6= 0}
⊂ Z\{0} × Z× Z
is zariski dense in T . We observe the following.
• First D ⊇ {(a, b, y) ∈ Z2 × C | gcd(a, b) = 1} and
• D ⊇ {(a, x, c) ∈ Z× C× Z | gcd(a, c) = 1}.
• Then D ⊇ {(a, x, y) ∈ Z× C2, a 6= 0}.
• Hence D ⊇ C∗ × C2.
So G ⊃ S. Similarly G ⊃
{(
a b
c d
)
| ad− bc = 1, b 6= 0
}
. So G = SL2(C).
Now we have a homeomorphism SL2(C) −→ SU2(C)× R+ × C given by
(
a b
c d
)
7−→
(
a√
|a|2+|c|2
−c√
|a|2+|c|2
c√
|a|2+|c|2
a√
|a|2+|c|2

 , (√| a |2 + | c |2), z
)
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where z = b(|a|
2+|c|2)+c
a
if a 6= 0 or z = d(|a|2+|c|2)−a
c
if c 6= 0 and we also have
(
a b
c d
)
=


a√
|a|2+|c|2
−c√
|a|2+|c|2
c√
|a|2+|c|2
a√
|a|2+|c|2




√| a |2 + | c |2 z√
|a|2+|c|2
0 1√
|a|2+|c|2

 .
So the fundamental group of SL2(C) is trivial since SU2(C) is homeomorphic
to S3.
Now we prove (2). We have GL2(Z) = SL2(Z)⊔
(
1 0
0 −1
)
SL2(Z). Hence its
closure using (1) is
(
SL2(C)
⊔(1 0
0 −1
)
SL2(C)
)
= {A ∈ GL2(C) | Det(A) = ±1}.
So GL2(Z) is not zariski dense in GL2(C). Also U2(C) is a strong deformation
retract of GL2(C) by the gram-schmidt ortho-normalization process. The
group SU2(C)×R is a universal covering map (with respect to usual topology)
of U2(C) via the map (A, t) −→ epiitA with a discrete non-trivial kernel
isomorphic to Z. So GL2(C) is not simply-connected.
Now we prove (3). Consider the polynomial map Q : SL2(C) −→ SO(2,1)(C)
given by
(
a b
c d
)
7−→


a2−b2−c2+d2
2 ac− bd a
2−b2+c2−d2
2
ab− cd bc+ ad ab+ cd
a2+b2−c2−d2
2 ac+ bd
a2+b2+c2+d2
2

 .
This map is an universal covering (with respect to usual topology) with kernel{
±
(
1 0
0 1
)}
. So SO(2,1)(C) is not simply-connected. Consider the set
P =
{(
a b
c d
)
∈ SL2(Z) | three of a, b, c, d are not odd integers
}
.
For example the matrix
(
2 1
5 3
)
/∈ P . Then P is also zariski dense in SL2(C).
The image Q(P ) of P is contained in SO(2,1)(Z) and is zariski dense in
SO(2,1)(C) since we have Q(P ) ⊂ Q(P ) in zariski topology. So SO(2,1)(Z) is
zariski dense in SO(2,1)(C).
We exhibit an isomorphism between SO(2,1)(C) and SO3(C) given by
r s tu v w
x y z

 −→

 r s −itu v −iw
ix iy z

 .
Now we prove (4). SO3(C) is not simply-connected as we have seen that
SO(2,1)(C) is not so. Also SO3(Z) is a finite group and hence it is already
zariski closed. This completes the proof of the theorem. 
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8.3. Equation x2 + y2 − z2 = 1: Simply-connectedness
Here in this section we prove simply-connectedness of X(C) = {(x, y, z) ∈
C3 | x2 + y2 − z2 = 1}.
Lemma 8.4. Let X(C) = {(x, y, z) ∈ C3 | x2 + y2 − z2 = 1}. Then X(C) is
simply-connected.
Proof. First we note that X(C) is homeomorphic to the two dimensional
complex sphere S2
C
= {(x, y, z) ∈ C3 | x2 + y2 + z2 = 1}. So we consider S2
C
instead of X(C). We observe that SO3(C) acts transitively on S2C and the
stabilizer of e33 = (0, 0, 1) is SO2(C) isomorphic to{a −b 0b a 0
0 0 1

 ∈M3(C) | a2 + b2 = 1
}
⊂ SO3(C).
So
X(C) ∼= S2C ∼=
SO3(C)
SO2(C)
.
We also observe that SO2(C) = {
(
a −b
b a
)
∈M2(C) | a2+b2 = 1} ⊂ SL2(C).
Now we proceed one step further which is useful and prove that in fact
X(C) ∼= S2C ∼=
SL2(C)
SO2(C)
.
This is because the double covering map SL2(C) −→ SO3(C) given by
(
a b
c d
)
7−→


a2−b2−c2+d2
2 ac− bd i(a
2−b2+c2−d2
2 )
ab− cd bc+ ad i(ab+ cd)
−i(a2+b2−c2−d22 ) −i(ac+ bd) a
2+b2+c2+d2
2


maps SO2(C) ⊂ SL2(C) onto SO2(C) ⊂ SO3(C) given by
(
a −b
b a
)
7−→

a
2 − b2 −2ab 0
2ab a2 − b2 0
0 0 1


which is 2 : 1 map of SO2(C) onto itself. The group SL2(C) is simply con-
nected. The group SO2(C) ∼= V (xy − 1) ∼= C∗ and hence the fundamental
group is Z.
With this fibre bundle SO2(C) →֒ SL2(C) −→ X(C) we have the long exact
sequence of homotopy groups given by
−→ π1(SO2(C)) −→ π1(SL2(C)) −→ π1(X(C)) −→ π0(SO2(C)) −→
Since SO2(C) is path connected we have π1(X(C)) = 0 and hence X(C) is
simply connected. 
Note 8.5. If F →֒ E p−→ B is a fiber bundle with path connected fiber F
then any loop in B based at b ∈ B can be lifted to a path whose end points
can be joined in the same fiber p−1(b) ∼= F and be made a loop. Hence if E
is simply-connected and F is path connected then B is simply-connected.
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