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Abstract
In integrable systems, speciﬁcally the KP hierarchy, there are functions known as “tau-functions”, closely related to the Schur
polynomials in terms of which they are often written.Although they are generally viewed as the solutions to a collection of nonlinear
PDEs, in this note they will equivalently be characterized by a quadratic difference equation. Sato’s theorem associates tau-functions
to the points of a Grassmann manifold. To make that amazing theorem clear to non-experts, we will ﬁrst show an analogous (but
easily understood) example of a linear ODE and its solution from a ﬂow on the xy-plane. In each case the solution is created via a ﬂow
generated by a certain linear operator. The question we pose is this: “What other operators could have been used to generate solutions
in the same way?” Although the answer is well known in the ODE case, the question in the nonlinear case is the main result of our
new paper. We will state the result and discuss its relationship to the “trend” of writing tau-functions in terms of matrices satisfying
certain rank one conditions. The elucidation of a geometric interpretation of the Hirota bilinear difference equation (HBDE) is a key
feature of the proof and will be brieﬂy described.
© 2006 Elsevier B.V. All rights reserved.
1. Introduction
Let (t) be a complex-valued function depending on countably many complex parameters t = (t1, t2, t3, . . .). We
will say  is a “KP tau-function” (or, since no other sorts of tau-functions are considered here, simply a tau-function)
if it satisﬁes the Hirota bilinear difference equation (HBDE) [9]:
0 = (2 − 1)(4 − 3)(t + [1] + [2])(t + [3] + [4])
− (4 − 2)(3 − 1)(t + [1] + [3])(t + [2] + [4])
+ (4 − 1)(3 − 2)(t + [1] + [4])(t + [2] + [3])
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for all ti , j ∈ C where the “Miwa shift” is deﬁned as
t + [] =
(
t1 + , t2 + 
2
2
, t3 + 
3
3
, . . .
)
.
The standard signiﬁcance of KP tau-functions is that from them one is able to produce a Lax operator L which
satisﬁes a hierarchy of nonlinear PDEs. In particular, within the algebra of formal pseudo-differential operators where
 = /t1 is given a multiplicative inverse −1, one has that the HBDE is equivalent to1
W = 1

(t + [−1]), L= WW−1, L
ti
=
[
L, (Li )+
]
.
From the coefﬁcients ofL one is able to produce solutions to many nonlinear partial differential equations of math-
ematical physics, including the KdV equation, nonlinear Schrödinger equations, sine-Gordon equation, and the KP
equation from which the hierarchy gets its name.
It was Sato who ﬁrst recognized the relationship between Grassmannians and tau-functions [11]. His result, which
we will brieﬂy outlined, provides a constructive method for associating a tau-function to each point in an inﬁnite
dimensional Grassmannian manifold, and moreover proves that every tau-function can be produced in this way.
Other, less powerful, methods for producing tau-functions exist as well. Of special importance to this note, are the
methods that involve matrices or operators satisfying a “rank one condition” [1–3,6,8,10,13,14]. For instance, Wilson
[14] showed that if the ﬁnite matrices {X,Z} satisfy the “almost canonically conjugate” equation
rank([X,Z] + I ) = 1
then
= det
(
X +
∞∑
i=1
itiZ−i
)
is a KP tau-function. Similarly, we previously found that if the three matrices X,Y and Z satisfy the “almost intertwining
relationship” rank(XZ − YX) = 1 then
= det
(
e
∑
tiZ
i
X + e
∑
tiY
i
)
is a tau-function [8].
We generalize the Sato construction by replacing a particular operator with an arbitrary one satisfying a rank one
condition, thereby providing a link between the two types of construction. Details and proofs can be found in our
paper [4].
2. A cartoon: generating H-functions
The difﬁculties of working with inﬁnite dimensional vector spaces and terms like “Grassmannians” may obscure
our result. So, we will begin with a more understandable—in fact, practically trivial—analogous example.
Let us say that the real-valued functionH(t) is an “H-function” if it satisﬁes
H′′(t) +H(t) = 0.
Of course, this is a rather elementary problem (easily solved by any student who has taken a course in ordinary
differential equations). Also, we acknowledge that the terminology is strange, since we are left with the possibility
that a function namedH is not an H-function (e.g.,H(t) = et ). Please note, however, the analogy to the question of
1 Note that the operators W and  deﬁned above are not changed if  is multiplied by a ﬁxed constant ( → c) and are undeﬁned in the case
 ≡ 0. For these reasons, one generally only considers tau-functions as being deﬁned projectively. However, for the purposes of this note, we will
take the non-standard approach of considering  ≡ 0 to be a tau-function (since it satisﬁes the HBDE) and to consider  and c as being different
tau-functions.
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whether a given (t) is a tau-function. In fact, the purpose here is to build up to Sato’s construction for tau-functions
from a similar method for producing H-functions.
We will produce H-functions using the Cartesian plane and the “generator” matrix
S =
(
0 1
−1 0
)
.
A key tool will be the vector ﬁeld r(x, y) made from S by associating to each point (x, y) in the plane the vector
r(x, y) = S · 〈x, y〉.
Then, given any initial point (x0, y0) in the plane, we can exponentiate to follow the ﬂow speciﬁed by this vector
ﬁeld:
x(t) = etS · 〈x0, y0〉 = 〈x(t), y(t)〉.
(That is, we have produced the unique function x(t) with the property that x(0) = 〈x0, y0〉 and x′(t) = r(x(t)).) Of
course, since x′(t) · x(t)= 0 and |x′(t)|= |x(t)|, the ﬂow we get is simply motion around a circle centered at the origin
with speed equal to the radius.
But, our goal here was to produce a scalar H-function, and so far we have only produced a vector-valued function.
So, we do the simplest thing, and just consider one of the coordinates of this moving point. Note that regardless
of the choice of initial point (x0, y0), the function x(t) = 〈1, 0〉 · x(t) is an H-function. (In fact, it is the function
x(t) = x0 cos(t) + y0 sin(t).)
As we will see later, the procedure described so far is analogous to the Sato construction for producing tau-functions
from a Grassmannian. Let us now generalize it by considering other matrices S with this same property. We will say S
is an H-function generator whenever
x(t) = 〈1, 0〉 · etS · 〈x0, y0〉
is an H-function regardless of the choice of the point (x0, y0) in the plane.
We already know one such S, but we would prefer now to characterize all of the H-function generators. Simply put,
S is an H-function generator if and only if its eigenvalues are
√−1 and −√−1. (In other words, if and only if it is
conjugate to the one example we speciﬁed above.)
Note that these otherH-function generators do not associate the sameH-function to the same point (x0, y0).Moreover,
they do not necessarily generate the same sort of circular orbits in the plane as does the original S. (In general, the
orbits will be elliptical.)
A question that arises naturally at this point is...Who cares?After all, it is not clearwhatwe have gained by considering
the case of general H-function generators over the original example we started with. It is certainly true that we have
not produced any new examples of H-functions through this generalization, since x0 cos(t) + y0 sin(t) is already the
general solution to the differential equation posed.
One possible answer might include the argument that it is always best to be as general (and coordinate free) as
possible. In this regard, one can interpret the choice of an H-function generator as being equivalent to the choice of a
basis (the functions associated to the points (1, 0) and (0, 1), respectively) for the linear differential equation posed.
A more relevant explanation, however, would be to point out that this demonstrates the signiﬁcance of the square
root of negative one to this problem. If theorems concerning H-functions (for we have to imagine here that there is
a literature on H-functions as there is concerning tau-functions) made frequent reference to this particular imaginary
number, it might not be otherwise obvious why it would arise in this context. Analogously, we will see that we are
able to explain the presence of rank one matrices in much of the literature on soliton theory by seeking to identify the
operators which generate KP ﬂows.
3. The Sato construction
It is not terribly surprising that the example above is able to associate a solution of that linear ODE to a point in
a vector space, since the solution set to a linear equation always forms a vector space. It is precisely for this reason
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that one might not expect to see an analogous construction in the case of a nonlinear problem. However, the ﬁeld of
integrable systems contains many remarkable constructions, for it is the study of those nonlinear problems that just
happen to be solvable by unexpectedly simple means.
3.1. A small Grassmann cone
Let V = 〈e1, e2, e3, e4〉 be a four-dimensional complex vector space and∧2V the six-dimensional space of its two
forms. Then, an arbitrary element of
∧2
V is a linear combination of the form
=
∑
1 i<j4
ij ei ∧ ej , ij ∈ C.
The only important properties of the wedge product “∧” are its linearity over sums and scalar products and its
anti-commutativity:
(av1 + bv2) ∧ v3 = av1 ∧ v3 + bv2 ∧ v3, v1 ∧ v2 = −v2 ∧ v1.
From these alone it is possible to see that there is a distinction between elements in
∧2
V which can be written in the
form v1 ∧ v2 with vi ∈ V (these will be called decomposable) and those which cannot. For instance, since
1 = e1 ∧ e2 − 3e2 ∧ e3 = (e1 + 3e3) ∧ e2
the element 1 is decomposable while
2 = e1 ∧ e2 + e3 ∧ e4
is not decomposable (i.e., it is not of the form v1 ∧ v2 for any v1, v2 in V).
The Grassmann cone, 2V ⊂ ∧2V , is the set of decomposable elements of ∧2V . As an algebraic variety it is
deﬁned by the equation [5,7]
1234 − 1324 + 1423 = 0. (1)
Now, just as we used an inﬁnitesimal rotation matrix S to generate a ﬂow in the Cartesian plane and thereby produce
H-functions, we will use a linear operator
S =
⎛
⎜⎝
0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
⎞
⎟⎠
to generate ﬂows in
∧2
V and generate tau-functions. The action of S : V → V is lifted to the wedge space in the
obvious way
S=
∑
1 i<j4
ij S(ei) ∧ S(ej ).
Then for an arbitrary  ∈∧2V we deﬁne its dependence on the parameters t1, t2 and t3 by the formula
(t) = exp(t1S + t2S2 + t3S3)=
∑
1 i<j4
ij (t1, t2, t3)ei ∧ ej .
(That is, we follow three different ﬂows, corresponding to the vector ﬁelds generated by S, S2 and S3, respectively. We
could continue with higher powers of S, but that would be pointless in this case because of the nilpotency of this matrix
S. It is worth noting that each of these ﬂows preserves the Grassmann cone 2V .)
It is then a consequence of Sato’s theorem that the highest coefﬁcient of (t) will be a tau-function iff the point 
was chosen to be in the Grassmann cone: the coefﬁcient 34(t1, t2, t3) of (t) is a tau-function iff  ∈ 2V .
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3.2. The inﬁnite dimensional case
Sato’s complete result must be presented in an inﬁnite dimensional context where the vector space above is replaced
with a Hilbert space V =〈. . . , e−2, e−1, e0, e1, e2 . . .〉 [11,12]. The appropriate wedge space∧ has a basis of the form
ei0 ∧ ei1 ∧ ei2 ∧ ei3 ∧ . . . ,
with ij < ij+1 and ij = j for j sufﬁciently large. Again,  ⊂ ∧ is the subset of “decomposable elements” (= v0 ∧
v1 ∧ v2 ∧ · · ·) Just as in the ﬁnite case, algebraic relationships between the coefﬁcients characterize decomposability,
and  is “cut out” by inﬁnitely many polynomial relations on the I [11].
We add parameter dependence to any  ∈∧ by
(t1, t2, t3, . . .) = exp
( ∞∑
i=1
tiS
i
)
, (2)
where S is the shift operator Sei = ei+1. Sato’s thereom now states that (t1, t2, t3, . . .) is a tau-function of the KP
hierarchy if and only if there exists an  ∈  so that  is the coefﬁcient of the highest indexed basis element
(t1, t2, t3, . . .) = (t1, t2, t3, . . .)e0 ∧ e1 ∧ e2 ∧ · · · + other terms. (3)
4. KP generators
Let us call S : V → V a KP Generator if the coefﬁcient of e0 ∧ e1 ∧ e2 ∧ · · · in
e
∑
tiS
i
,
is a KP tau-function for every  ∈ .
Consider the block decomposition
S =
(
S−− S−+
S+− S++
)
,
with respect to the splitting
V = 〈. . . , e−2, e−1〉 ⊕ 〈e0, e1, e2, . . .〉.
The main result of [4] is this: S is a KP Generator if and only if rank(S+−)1. (In fact, we can say that we require
rank(S+−)= 1 if we insist on being able to produce tau-functions which correspond to Lax operatorsL other than the
trivial exampleL= .)
Note, for example, that in the four-dimensional case above, the block S+− is of the form(
0 1
0 0
)
.
We now see that it is only the fact that this matrix has rank one which is responsible for its ability to produce tau-
functions via the Sato construction. In particular, the other blocks of the matrix can be selected arbitrarily and hence
the fact that the matrix S was nilpotent is not at all necessary.
5. Signiﬁcance
The question of why this result should be of interest arises again here, since we certainly cannot claim to have
produced any new tau-functions through this procedure which were not already obtained (at least theoretically) from
Sato’s original construction.
Some answers are provided in [4] that will not be emphasized here. For instance, it allows us to produce certain
types of previously known solutions in a new way, and it also offers new ways to address some of the symmetries of
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the KP hierarchy. Arguably, it is simply interesting to know what property of the shift operator S is responsible for its
ability to produce tau-functions. (It seems that it is merely the fact that S moves only the tiniest trickle of V− into V+.)
Here, however, we would like to emphasize the connection to the rank one conditions that have previously been used
to produce tau-functions. We would like to see those as special cases of this more general result.
Let X, Y and Z be n × n and consider the ﬂow on nC2n generated by the matrix of the form
S =
(
Z 0
XZ − YX Y
)
.
If we select an initial  ∈ nC2n of the form
= v1 ∧ · · · ∧ vn ∈ n,2n,
where vTi is the ith row of the matrix (I I +X), then the coefﬁcient of the highest elementary wedge in exp(
∑
tiS
i)
is
(t) = det
(
exp
( ∞∑
i=1
tiZ
i
)
X + exp
( ∞∑
i=1
tiY
i
))
.
It is a consequence of the main result presented above that this is a tau-function if the lower-left block of S is rank one,
which reproduces the earlier result on “almost intertwining matrices” in [8].
Similarly, if X and Z are n × n matrices which satisfy the “almost-canonically conjugate” equation
rank(XZ − XZ + I ) = 1
then it is known that
(t) = det
(
X +
∞∑
i=1
itiZi−1
)
,
is a tau-function whose roots obey the dynamics of the Calogero–Moser Hamiltonian [14]. This too can be seen as a
special case of the selection of an appropriate KP generator satisfying the rank one condition on its lower-left block by
using
S =
(
Z 0
XZ − ZX + I Z
)
and  ∈ n,2n is chosen as in the last example.
6. Idea of proof
The idea behind the proof of the main result in [4] may also be of interest since it takes an unusual approach to
demonstrating that (t) is a tau-function. It is based on the following observation: note that one can rewrite HBDE in
a concise way as
ˆ12ˆ34 − ˆ13ˆ24 + ˆ14ˆ23 = 0, (4)
where
ˆij = (j − i )(t + [i] + [j ]). (5)
Of course, (4) is just a copy of Eq. (1) which characterizes the smallest nontrivial Grassmann cone.
This inspires the following deﬁnition: let L be a linear map between wedge spaces
L :
k∧
Cn →
k′∧
Cn
′
.
86 M. Gekhtman, A. Kasman / Journal of Computational and Applied Mathematics 202 (2007) 80–87
We call it a Grassmann cone preserving map (or GCP map) if it preserves the Grassmann cone,
L(kCn) ⊂ k′Cn′ .
We note a few elementary GCP maps, from which more complicated GCP maps can be produced by composition.
In each case, consider  ∈∧kCn and take note of the “dimensions” of the image space:
• Wedging with a ﬁxed = k1 ∧ k2 ∧ · · · ∧ km ∈ mCn gives a GCP map to∧k+mCn.
• The “dual” map is a famous isomorphism of Grassmann cones [7] in which ei1 ∧· · ·∧eik is sent to ej1 ∧· · ·∧ejn−k ,
where im < im+1, jm < jm+1 and {i1, . . . , ik, j1, . . . , jn−k} = {1, . . . , n}. This is then a GCP map from∧kCn →∧n−kCn.
• Finally, for any linear operator L : V → V ′ we can apply L to each element of a wedge product to get a GCP
map
∧kCn →∧kCdim V ′ .
Now, for an arbitrary choice of S : V → V and  ∈ ∧ we have an associated function (t) deﬁned by (2)–(3).
Given this deﬁnition, we can point out that S is a KP generator if and only if the linear map from L :  ∈∧→∧2C4
given by
L() =
∑
1 i<j4
ˆij ei ∧ ej
(with ˆij as in (5)) is GCP. The main result is then proved by showing that this map is GCP when S satisﬁes the rank
one condition (by explicitly describing it as a composition of maps of the forms listed above which are obviously GCP)
and that it is necessarily not GCP when S fails to satisfy the condition (by constructing, as a limit, a decomposable
element whose image under L is not in the Grassmann cone).
7. In summary
The famous Sato construction of tau-functions creates them as one coordinate of moving points in a Grassmannian
with ﬂows generated by the shift S. Our main result is that tau-functions can also be generated by other operators and
other ﬂows. The necessary and sufﬁcient condition for S to be a KP generator is that the V− → V+ block must have
rank one. Our proof is not analytic (no differentiation or integration to identify tau-functions). Instead, it identiﬁes them
through the HBDE which is interpreted as the determination of whether a linear map between wedge spaces preserves
the Grassmann cones. This enhances our understanding of the Sato construction, and explains the appearance of rank
one conditions in literature of integrable systems.
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