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We investigate a heat engine under an adiabatic (Thouless) pumping process. In this process, the
extracted work and lower bound on dissipated availability are characterized by a vector potential and
a Riemannian metric, respectively. We derive a trade-off relation between the power and effective
efficiency. We also explicitly calculate the trade-off relation as well as the power and efficiency for
a spin-boson model coupled to two reservoirs.
I. INTRODUCTION
Adiabatic pumping is a process where an average cur-
rent is generated even in the absence of an average bias
under slow and periodic modulation of multiple param-
eters of the system. Thouless first proposed the theory
of adiabatic pumping for an isolated quantum system
[1, 2]. He showed that electrons can be transported by
applying a time-periodic potential to one-dimensional
isolated quantum systems under a periodic boundary
condition. He also clarified that the charge transport
in this system is essentially induced by a Berry-phase-
like quantity in the space of the modulation parameters
[1–4]. This phenomenon has been observed experimen-
tally in various processes such as charge transport [5–
12] and a spin pumping process [13]. Later, Brouwer
extended the Thouless pumping in the isolated system
to that in an open quantum system [14]. It has been
recognised that the essence of Thouless pumping can
be described by a classical master equation in which
the Berry-Sinitsyn-Nemenman (BSN) phase is the gen-
erator of the pumping current [15, 16]. There are vari-
ous papers on geometrical pumping processes in terms
of scattering theory [17–23], classical master equations
[24–32] and quantum master equations [33–38]. The ex-
tended fluctuation theorem for adiabatic pumping pro-
cesses has also been studied [39, 40].
Geometrical concepts were also introduced in the con-
text of finite-time thermodynamics [41]. The key con-
cept was the thermodynamic length, which is originally
introduced for macroscopic systems [42–46]. Later, this
approach has been applied to a classical nanoscale sys-
tem [47], a closed quantum system [48] and an open
quantum system [49].
Recently, Brandner and Saito have established the
geometrical formulation for microscopic heat engines in
the adiabatic regime [50]. In this approach, the prop-
erties of the working system are discribed by a vector
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potential and a Riemannian metric in the space of con-
trol parameters. If one defines a driving protocol, an
effective flux and a length are assigned to the protocol.
Then, they provide the extracted work and lower bound
on dissipated availability. On the other hand, Giri and
Goswami proposed a quantum heat engine which in-
cludes the effect of the BSN phase by controlling tem-
peratures of reservoirs [51].
Nevertheless, we cannot apply the previous ap-
proaches to a heat engine undergoing an adiabatic
pumping process with equal average temperatures in
both reservoirs, because (i) Ref. [50] only considers sys-
tems coupled to a single reservoir closed to an equilib-
rium steady state and (ii) Ref. [51] only considers the
situation where the temperature of one of the reservoirs
is always higher than that of the other one. Note that in
this case, the outcome is dominated by the dynamical
phase. Namely, it is difficult to observe the geometrical
contribution in such a system. In this paper, therefore,
we extend the geometrical formulation of Refs. [50] and
[51] to a system which interacts with two reservoirs with
equal average temperature under adiabatic modulation
of thermodynamic quantities of the reservoirs and the
target system. In the adiabatic regime, we obtain a
geometrical representation of the extracted work and a
lower bound of dissipated availability. We also derive a
trade-off relation between the power and effective effi-
ciency.
The organization of this paper is follows. In Sec. II,
we explain the setup and geometrical formulation for
describing the heat engine under an adiabatic pumping
process. In Sec. III, we apply our method to a two-level
spin-boson system coupled to two reservoirs to validate
our formulation. Finally, we discuss and summarize our
results in Sec. IV. In Appendix A, we present detailed
calculations to support the description in the main text.
2Figure 1. A schematic of the total system which consists
of the target system and the left and right reservoirs. We
control the temperatures of the reservoirs TL, TR and the
parameter λ of the system Hamiltonian H(λ) by the external
device. P is the instantaneous power and JL and JR are the
heat currents from the system to the left and right reservoirs,
respectively.
II. GENERAL FRAMEWORK
A. Setup
In this paper, we consider a small system S coupled
to two reservoirs L and R (Fig. 1). Let us consider the
situation that the reservoir α = L or R is characterised
by only the temperature Tα. We also assume that the
system S is characterised by discrete states i = 1, . . . , n
as in quantum cases. The Hamiltonian H(λ) of the
system S is given by H(λ) := (Ei(λ)δij), where Ei(λ)
is the energy of the state i, λ is a control parameter
in the system and δij is the Kronecker’s delta, respec-
tively. In this paper, we control the set of parameters
Λ =: (Λµ) := (λ, TL, TR) for µ = W,L,R with period
τp. We assume that the dynamics of S follows the mas-
ter equation
d
dθ
|p(θ)〉 = ǫ−1K(Λθ)|p(θ)〉. (1)
Here we have introduced the dimensionless time θ :=
(t − t0)/τp and the subscript on Λθ denotes the
θ−dependence of the modulation parameters Λ. We
have also introduced the dimensionless control speed
ǫ := τrlx/τp, where t0 is the time after which the sys-
tem has reached a periodic state and τrlx is the charac-
teristic time scale of the coupling between the system
and the reservoirs. We have also introduced the vector
|p(θ)〉 := (p1(θ), . . . , pn(θ))
T , where pi(θ) is the prob-
ability of state i at θ. K(Λθ) =
∑
α=L,RK
α(Λθ) :=∑
α=L,R(k
α
ij(Λθ)) is the transition matrix and its (ij)-
component kαij(Λθ) is the transition rate of j → i due to
interaction with the reservoir α at θ. We assume that
the θ-dependence of K(Λθ) only appears through the
control parameters Λθ.
B. Thermodynamic quantities
In this subsection, we introduce the thermodynamic
quantities which characterize the heat engine. Let us
introduce the dissipated availability A [44]:
A :=
∫ 1
0
dθT˜θσ˙ex(θ), (2)
where 1/T˜θ :=
(
1/TLθ + 1/T
R
θ
)
/2 is the effective tem-
perature. σ˙ex(θ) is the excess entropy production rate
defined as
σ˙ex(θ) := σ˙S(θ) +
∑
α=L,R
Jαex(θ)/T
α
θ , (3)
where σS(θ) is the entropy of S given as σS(θ) :=
−
∑n
i=1 pi(θ) ln pi(θ). J
α
ex(θ) is the excess heat current
from S to reservoir α given as Jαex(θ) := J
α(θ)− Jαss(θ),
where Jα(θ) := −〈1|H(λθ)K
α(Λθ)|p(θ)〉 is the to-
tal heat current from S to reservoir α and Jαss(θ) :=
−〈1|H(λθ)K
α(Λθ)|p
ss(θ)〉 is the instantaneous steady
state heat current from S to reservoir α. The excess
entropy production rate σex(θ) satisfies the generalized
Clausius inequality, i.e. σex(θ) ≥ 0 when the degree
of nonequilibrium, i.e. the temperature difference be-
tween the two reservoirs is small [52–54]. The equality
is achieved in the quasi-static limit (ǫ → 0). There-
fore A ≥ 0, where the equality is again achieved in the
quasi-static limit.
The dissipated availability A can be decomposed into
three parts as A = U −W −Ψ. Here U is the effective
thermal energy given as
U :=−
∫ 1
0
dθ ˙˜TθσS(θ)
=−
∫ 1
0
dθ[Λ˙Lθ f
L(θ) + Λ˙Rθ f
R(θ)], (4)
where
fL(θ) := −2
(
TRθ
TLθ + T
R
θ
)2∑
i
pi(θ) ln pi(θ), (5)
fR(θ) := −2
(
TLθ
TLθ + T
R
θ
)2∑
i
pi(θ) ln pi(θ). (6)
The work W extracted from S is given as
W :=
∫ 1
0
dθΛ˙Wθ f
W (θ), (7)
where
fW (θ) := −〈1|∂λH(λθ)|p(θ)〉. (8)
3The correction term Ψ arising from the presence of two
reservoirs is given as
Ψ :=
∫ 1
0
dθ∆θ(J
L
ex − J
R
ex)
=
∫ 1
0
dθΛ˙µθψ
µ(θ), (9)
where ∆θ := (T
L
θ − T
R
θ )/(T
L
θ + T
R
θ ). Here, ψ
µ(θ) is
given as
ψµ(θ) := 〈1|ψˆµ(Λθ)|p(θ)〉 (10)
with
ψˆµ(Λ) := −∆〈1|H(λ)[KL(Λ)−KR(Λ)]K+(Λ)∂µ
(11)
where K+(Λθ) is the pseudo-inverse of K(Λθ), which
is given in Eq. (A11). Then the dissipated availability
A can be simplified as
A = −
∫ 1
0
dθ[fµ(θ) + ψµ(θ)]Λ˙µθ ≥ 0. (12)
Let us introduce the ratio
η :=
W
U −Ψ
=
W
W +A
. (13)
By the non-negativity of A, this quantity η ≤ 1 so η can
be considered as a measure of the efficiency [50]. Let us
call η the effective efficiency for later discussion. In the
quasi-static limit, the equality in Eq. (12) is achieved,
so η = 1. However in this limit the average power
P := ǫW (14)
becomes zero. Finite-speed driving increases the power
at the cost of the effective efficiency. We will discuss
this trade-off relation in the next subsection.
C. Efficiency and Power in the Adiabatic Regime
In this section, we consider the thermodynamic prop-
erties of the pumping process in the adiabatic regime
where the modulation of the external parameters is
much slower than the relaxation rate of the system. In
this regime, the solution of Eq. (1) can be expanded in
terms of ǫ as
|p(θ)〉 ≃ |pss(Λθ)〉+ ǫ|p
µ
1 (Λθ)〉Λ˙
µ
θ +O(ǫ
2), (15)
where |pss(Λθ)〉 is the instantaneous steady state at θ
which satisfies K(Λθ)|p
ss(Λθ)〉 = 0. The first order cor-
rection |pµ1 (Λθ)〉 is expressed as a function of |p
ss(Λθ)〉
as in Eq. (A14). By using Eq. (15), fµ(θ) and ψµ(θ)
can be written as
fµ(θ) ≃ fµss(Λθ) + ǫf
µν
1 (Λθ)Λ˙
ν
θ + O(ǫ
2), (16)
ψµ(θ) ≃ ψµss(Λθ) + ǫψ
µν
1 (Λθ)Λ˙
ν
θ +O(ǫ
2). (17)
Here fµss(Λ) and ψ
µ
ss(Λ) are steady forces defined as
fµss(Λ) := 〈1|fˆ
µ(Λ)|pss(Λ)〉, (18)
ψµss(Λ) := 〈1|ψˆ
µ(Λ)|pss(Λ)〉, (19)
where fˆµ(Λ) and ψˆµ(Λ) are force operators defined as
fˆW (Λ) := −∂λH(λ), (20)
fˆL(Λ) := −2
(
TRθ
TLθ + T
R
θ
)2
ln pss(Λ), (21)
fˆR(Λ) := −2
(
TLθ
TLθ + T
R
θ
)2
ln pss(Λ). (22)
fµν1 (Λ) and ψ
µν
1 (Λ) are adiabatic response coefficients
defined as
fµν1 (Λ) := 〈1|fˆ
µ(Λ)|pν1(Λ)〉, (23)
ψµν1 (Λ) := 〈1|ψˆ
µ(Λ)|pν1(Λ)〉. (24)
By using Eqs. (16) and (17), The dissipated availability
A can be written as
A ≃ ǫ
∫ 1
0
dθgµν(Λθ)Λ˙
µ
θ Λ˙
ν
θ +O(ǫ
2), (25)
where
gµν(Λ) := −
1
2
[fµν1 (Λ) + f
νµ
1 (Λ) + ψ
µν
1 (Λ) + ψ
νµ
1 (Λ)] .
(26)
By using the Cauchy-Schwartz inequality, it can be
shown that A is bounded as
A ≥ ǫL2 +O(ǫ2), (27)
where
L :=
∮
γ
√
gµν(Λ)dΛµdΛν (28)
is the thermodynamic length along the path γ of the
modulation in the parameter space [44, 50].
The average power P per cycle is given as
P ≃ ǫW +O(ǫ2) (29)
where
W :=
∫ 1
0
dθΛ˙Wθ f
W
0 (Λθ)
=−
∮
γ
Aµ(Λ)dΛµ (30)
4is the adiabatic work along γ and
Aµ(Λ) := ΛW ∂µf
W
0 (Λ) (31)
is the thermodynamic vector potential.
From Eq. (27), the efficiency (13) is bounded as
η ≃ 1−
A
W
+O(ǫ2)
≤ 1− ǫ
L2
W
+O(ǫ2). (32)
Therefore we obtain the geometrical trade-off relation
between the average power and the effective efficiency:
P ≤
(
W
L
)2
(1− η) +O(ǫ2). (33)
III. APPLICATION TO THE TWO-LEVEL
MODEL
Figure 2. A schematic of a two-level spin-boson model.
In this section, we apply the general framework to the
two-state spin-boson model to explicitly calculate the
efficiency and the power. We assume that the Hamil-
tonian H(λ) and the transition matrix K(Λ) are given
as
H(λ) :=
(
0 0
0 Eλ
)
, (34)
K(Λ) :=
∑
α=L,R
(
−nα(Λ) nα(Λ) + 1
nα(Λ) −nα(Λ)− 1
)
, (35)
where E is the periodic average of the energy differ-
ence between the two states and λ is a dimension-
less control parameter. Here, nα(Λ) is the Bose dis-
tribution function of reservoir α given as nα(Λ) :=
(exp[Eλ/Tα]− 1)
−1
. We assume that the left and right
reservoirs have the same chemical potential, which is
absorbed into the energy E in the system.
We consider the control protocol of Λ = (λ, TL, TR)
given as
λθ = 1 + λA cos[2πθ], (36)
TLθ /E = Tˆ
L
C + Tˆ
L
A sin[2πθ], (37)
TRθ /E = Tˆ
R
C + Tˆ
R
A sin[2π(θ − δ)], (38)
where δ is the phase difference which leads to the tem-
perature difference between the left and right reservoirs
at each θ. For simplicity, we set λA = Tˆ
L
A = Tˆ
R
A = 0.1,
TˆLC = Tˆ
R
C = 1. To find out where the framework in
Sec. II can be used, we calculate the excess entropy
production rate σ˙ex given in Eq. (3). Figure 3 shows
that σ˙ex ≥ 0 when 0 ≤ δ ≤ 0.10. For later discussion,
we only focus on this region.
Next, we investigate the effect of the correction term
Ψ. Here, gµν(Λθ) can be decomposed into
gµν(Λθ) = g˜
µν(Λθ) + h
µν(Λθ), (39)
where
g˜µν(Λθ) := −
1
2
(fµν1 (Λθ) + f
νµ
1 (Λθ)), (40)
hµν(Λθ) := −
1
2
(ψµν1 (Λθ) + ψ
νµ
1 (Λθ)). (41)
Figure 4 indicates that gµν(Λθ) ≫ h
µν(Λθ), although
the value of gµν(Λθ)Λ˙
µΛ˙ν is strongly influenced by δ.
Indeed, gµν(Λθ)Λ˙
µ
θ Λ˙
ν
θ decreases as δ increases (Fig. 4).
As a result the thermodynamic length L decreases as
δ increases (Fig. 5). Similarly as δ increases, the adi-
abatic work W decreases (Fig. 5), thus leading to the
decrease of the average power P (Fig. 6). On the other
hand, the effective efficiency η increases because the ra-
tio L2/W decreases as δ increases (Fig. 7).
IV. CONCLUSION
In this paper, we successfully extended the geometri-
cal thermodynamics formulated in Ref. [50] to a system
coupled to two slowly modulated reservoirs, i. e. the
adiabatic (Thouless) pumping system. In the adiabatic
regime, the extracted work can be written as the line in-
tegral of the thermodynamic vector potential (30) along
the path of the manipulation in the parameter space.
On the other hand, the lower bound of the dissipated
availability can be written as the thermodynamic length
(28) along the path. These results are valid only when
the phase difference δ which corresponds to the temper-
ature difference between two reservoirs is not large. By
using these results, we obtained the geometrical trade-
off relation (33) between the power and effective effi-
ciency. We applied these results to a two-level spin-
boson system to obtain the explicit values of the power
and effective efficiency. In contrast to Ref. [51], we have
analyzed a pumping system with two reservoirs of the
same average temperature. Thanks to this setup, the
geometrical contribution plays the dominant role in the
thermodynamics of the heat engine.
Our future tasks are as follows: (i) Because our anal-
ysis is restricted to the weak nonequilibrium case where
the phase difference δ is small, we will have to try to
5Figure 3. (a) Plot of the θ-dependence of the excess entropy
production rate for ǫ = 0.01 and δ = 0.00, 0.05, 0.10 and
0.15, corresponding to red, green, yellow and blue lines, re-
spectively. (b) Plot of the δ-dependence of the minimum of
the excess entropy production rate for ǫ = 0.01. This shows
that the excess entropy production rate is positive only if δ
is less than 0.01.
extend our analysis to systems far from equilibrium. In
such a regime, the excess entropy production rate σ˙ex in
the form of Eq. (3) is not positive and we have to con-
sider higher order terms to recover the positivity of σ˙ex
[52–54]. (ii) Because the present method is restricted
to the adiabatic case, we will have to try to extend the
analysis to the non-adiabatic regime. In Ref. [55], we
obtained the non-adiabatic solution of a classical mas-
ter equation and geometrical representation of the non-
adiabatic current in two level system. We expect to
apply these methods to investigate the non-adiabatic
effect in the heat engine. (iii) Because we only focus
on a classical system, we will have to try to extend our
analysis to quantum systems in which quantum coher-
ence plays an important role. Ref. [50] showed that
quantum coherence reduces the performance of slowly
driven heat engines. On the other hand, it was shown
that coherence can enhance the performance of heat en-
gines in Ref. [56]. Therefore, we will have to analyze
full quantum systems to clarify whether the coherence
can improve the efficiency in the heat engine undergoing
Figure 4. Plots of the θ-dependence of gµν(Λθ)Λ˙
µ
θ Λ˙
ν
θ (a) and
hµν(Λθ)Λ˙
µ
θ Λ˙
ν
θ (b) for ǫ = 0.01, δ = 0.00, 0.05, 0.10 and 0.15,
corresponding blue, yellow, green and red lines, respectively.
an adiabatic pumping process.
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Appendix A: Slow driving perturbation theory
In this appendix, we explain the outline of the pertur-
bation theory of the master equation with slowly mod-
ulated parameters. First, we expand the solution of Eq.
(1) in terms of ǫ as
|p(θ)〉 =
∞∑
n=0
ǫn|pn(θ)〉. (A1)
6Figure 5. Plots of the δ-dependence of the thermodynamic
length L (a) and adiabatic work W normalized by E (b) for
ǫ = 0.01.
Figure 6. Plots of the δ-dependence of the average power
normalized by E for ǫ = 0.01. The dashed and solid lines
correspond to the actual value and the upper bound deter-
mined by Eq. (33), respectively.
Since the normalization condition 〈1|p(θ)〉 = 1 holds for
any ǫ, |pn(θ)〉 satisfies
〈1|p0(θ)〉 = 1, (A2)
〈1|pn(θ)〉 = 0 (n ≥ 1). (A3)
Figure 7. Plots of the δ-dependence of the effective efficiency
for ǫ = 0.01. The dashed and solid lines correspond to the
actual value and the upper bound determined by Eq. (33),
respectively.
Substituting these into Eq. (1), we obtain
K(Λθ)|p0(θ)〉 = 0, (A4)
K(Λθ)|pn(θ)〉 =
d
dθ
|pn−1(θ)〉 (n ≥ 1). (A5)
Equation (A4) means that |p0(θ)〉 is the instantaneous
steady state of K(Λθ):
|p0(θ)〉 = |p
ss(Λθ)〉. (A6)
To calculate |pn(θ)〉 (n ≥ 1), we introduce the pseudo-
inverse K+(Λ) of K(Λ), which satisfies following con-
ditions
K+(Λ)K(Λ) = 1− |pss(Λ)〉〈1|, (A7)
K(Λ)K+(Λ) = 1− |pss(Λ)〉〈1|, (A8)
K+(Λ)|pss(Λ)〉 = 0, (A9)
〈1|K+(Λ) = 0. (A10)
In particular, if K(Λ) is diagonalizable, K(Λ) =∑
m φm(Λ)|rm(Λ)〉〈lm(Λ)|, K
+(Λ) can be written as
K+(Λ) =
∑
m 6=0
φm(Λ)
−1|rm(Λ)〉〈lm(Λ)|, (A11)
where φm(Λ) is the eigenvalue and |rm(Λ)〉, 〈lm(Λ)| are
the corresponding right and left eigenvectors of K(Λ).
Here we note that φ0(Λ) = 0, then |r0(Λ)〉 = |p
ss(Λ)〉
and 〈l0(Λ)| = 〈1|. Here we assume that these eigen-
states do not degenerate.
By using K+(Λ), Eq. (A5) can be written as
|pn(θ)〉 = K
+(Λθ)
d
dθ
|pn−1(θ)〉
=
(
K+(Λθ)
d
dθ
)n
|pss(Λθ)〉. (A12)
7The explicit expression for |p1(θ)〉 is given by
|p1(θ)〉 = K
+(Λθ)
d
dθ
|pss(Λθ)〉
= |pµ1 (Λθ)〉Λ˙
µ
θ , (A13)
where
|pµ1 (Λ)〉 := K
+(Λ)∂µ|p
ss(Λ)〉. (A14)
Ignoring terms of O(ǫ2) and higher in Eq. (A1), we
obtain Eq. (15) of the main text.
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