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Since the start of my PhD at Politecnico di Milano, my research interest have focused on the design of solutions
and algorithms for large scale systems. My initial work focused on distributed content-based publish subscribe [24]
based on deterministic tree topologies [22, 29]. But I soon started focusing on randomized protocols for large-scale
systems, first in wireless networks [28, 23], particularly during my from my first postdoc at Washington University
in St Louis, and then in wired networks [27, 21, 20, 19] when I joined Inria first as postdoc and later as a permanent
researcher. Over the years, this has led my research to explore several major research axes, the main two being epidemic
content dissemination and privacy-preserving recommender systems. The rest of this section briefly summarizes my
contributions since I joined Inria at the end of 2007.
Scalable Content Dissemination. During my postdoc at Inria, I started working with Maxime Monod, a then PhD
student of Rachid Guerraoui at EPFL, on the application of epidemic protocols to video streaming. Our first contribution
in this setting consisted of an experimental analysis of gossip for high-bandwidth dissemination that allowed us to
fine tune important parameters of gossip protocols such as fanout and refresh rate. In particular, we observed that in
real settings fanout cannot be increased arbitrarily as suggested by some theoretical models [21]. Within the same
project, we also proposed heuristics that improve high-bandwidth content dissemination [19]. I present these results in
chapters 3 and 4.
More recently, I resumed working on a related topic with the beginning of the PhD of Quentin Dufour, whom I
co-advise with David Bromberg. Quentin’s PhD topic revolves around the design of scalable protocols for large scale
distributed systems within the context of the O’Browser ANR project. As a first step of his work, I proposed Quentin
to work on the optimization of gossip dissemination by integrating network-coding [69, 113] into state-of-the-art
dissemination algorithms [60]. This work, described in Chapter 5 resulted in a paper that was recently accepted at
INFOCOM 2019 [6].
While working on Maxime Monod in 2008-2010, I had also proposed HEAP, a novel Gossip protocol that targets
environments in which nodes have heterogeneous capabilities [20]. I also present this work in Chapter 4. More recently,
I worked on a different form of heterogeneity in the context of gossip protocols, as a co-advisor of Pierre-Louis Roman’s
PhD thesis. In particular, we proposed a gossip protocol that addresses heterogeneity in the requirements of receiving
nodes [10]. Specifically, Gossip Primary Secondary (GPS) distinguishes two sets of nodes: primary nodes that need to
receive messages fast, and secondary nodes that need to have a consistent view of the system, while waiting a little
longer. We applied this protocol to design a hybrid eventual consistency criterion, Update-Query Consistency with
Primaries and Secondaries (UPS), which supports these two classes of requirements.
Finally, I also worked on extending the applicability of epidemic protocols to the context of browser-to-browser
networking. In 2011, Google introduced WebRTC, an API which is now becoming a standard for browser-to-browser
communication. In 2013, together with Stephane Grumbach from the DICE team in Lyon, I submitted an ADT proposal
aimed at exploring the use of WebRTC for Web2.0 peer-to-peer applications. Thanks to this funding, I supervised
the work of Raziel Carvajal Gomez in the development of WebGC, a library for gossip-based applications running
within web-browsers. We successfully demonstrated WebGC at Middleware 2014 [31] and at WISE 2015 [30]. This
also bootstrapped a collaboration with the GDD team led by Pascal Molli in Nantes on the design of a peer-sampling
protocol that addresses the tendency of Web 2.0 applications to be subject to popularity bursts [2].
Recommenders and Privacy. I also applied gossip to decentralized data-oriented applications like recommendation
systems. I started working on this topic in the context of Anne-Marie Kermarrec’s Gossple ERC project. My first
contribution on this topic was on the main Gossple paper [18], which defined an architecture to automatically infer
personalized connections in an Internet-scale decentralized system. As a natural follow-up of Gossple, I worked on the
design and the implementation of WhatsUp a decentralized instant-news recommender [32, 14], and on several satellite
projects that applied the idea of decentralized recommendation in diverse contexts such as CDNs [13] or distributed
marketplaces [17, 5].
A large part of my contributions in the context of recommendation focus on techniques to guarantee privacy to
ii
the users of a recommender system. In the context of the WhatsUp recommender we proposed two obfuscation
mechanisms [3, 11] that hide the exact profiles of users without significantly decreasing their utility. I describe these
contributions in chapters 8 and 9. In the same context, I also worked on anonymity-based techniques and proposed
FreeRec [4, 15], an architecture consisting of three layers of gossip-based overlay protocols.
More recently, I started a line of research that focuses on privacy preservation techniques for decentralized
computation. This has led for now to two protocols [25, 35] that apply secret sharing schemes to gossip averaging and I
am leveraging this work in the context of the PhD thesis of Amaury Bouchra Pilet, which focuses on decentralized
algorithms for privacy-preserving machine learning.
Other Research Contributions. Besides my work on the application of epidemic protocols to various problems,
I also addressed a variety of related topics. In the context of recommendation, for example, I worked on HyRec, a
semi-decentralized solution to provide a cost-effective personalization platform to web-content editors. Even if partially
centralized, HyRec still takes inspiration from our previous work on gossip-based KNN protocols [18, 14] and shows
its applicability in server-based settings
As a co-advisor of the PhD thesis of Stephane Delbruel, I explored the use of tags to optimize data placement in
distributed storage systems. In a first paper, [8], we carried out an extensive analysis of a YouTube dataset and showed
that tags can be used to predict the countries from which videos will be viewed. This allowed us to propose a data
placement strategy that can optimize video storage. In a later paper [9], I contributed my experience on decentralized
similarity-based overlays [18] to help Stephane define and evaluate a distributed architecture that estimates the
aggregated affinity of a new video with all the users in a country.
As another example of scalable systems, in 2012, I collaborated with Kostas Kloudas a then PhD student of
Anne-Marie Kermarrec on the design of a cluster-based backup system [16]. Finally, in the context of Pierre-Louis
Roman’s thesis, I have also been working on Dietcoin, an extension to the Bitcoin protocol that makes it possible for
lightweight devices such as smartphones to verify the legitimacy of the transactions they are involved in. We published a
preliminary version of Dietcoin at ARM 2016 [26], while the most current version is available as a technical report [33].
Finally, besides the above applied contributions I have also worked on more theoretical problems. In 2014, I
picked up an old piece of work that I had started during my PhD, on solution methods for the quadratic shortest path
problem [12, 1]. In 2015, I instead collaborated with Michel Raynal and Hicham Lakhlef on the problem of distance-2
coloring of a graph in synchronous broadcast networks [7].
Organization of this manuscript. This manuscript attempts to provide a synthesis of the above research contribu-
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Introduction
Initially introduced in the context of replicated databases by Demers et al [171], gossip protocols have found application
in a variety of settings, the most predominant being that of content dissemination [171, 159, 114, 93, 60, 50]. Their
robustness and ability to cope with network dynamics has prompted a number of researchers to investigate their behavior
both theoretically [132, 146, 113, 69], and experimentally [93, 60, 50, 141, 130, 110, 158]. The reason for gossip’s
success lies partly in its simplicity. At a high level, a gossip protocol involves periodic exchanges of messages of
bounded size between pairs of nodes, with some form of randomness in the choice of communication partners [102].
Moreover, the inherent redundancy that characterizes gossip protocols allows them to operate in a variety of network
environments even when message delivery is unreliable.
From a practical standpoint, almost any gossip protocol can be modeled in terms of a generic protocol consisting
of an active cycle and a passive cycle, which in turn execute three main operations: Peer selection, data exchange,
and data processing [106]. The active cycle executes periodically and starts by randomly selecting one or more
peers to communicate with (Peer selection). It then selects some data and sends it to the chosen peer (data exchange).
The passive cycle executes whenever a peer receives a gossip message and updates the peer’s state with the received
message (data processing). A key parameter of gossip protocols consists of the fanout, the number of peers contacted
at each communication round. In general, increasing the fanout makes it possible to achieve faster and more reliable
dissemination even though Chapter 3 shows that this is not always the case. But reliability can also be increased by
disseminating the same message for multiple rounds [132], or by combining push and pull dissemination [60].
A key component of gossip-based system lies in a special type of gossip protocol known as peer sampling [106,
2]. Peer sampling provides each node with the abstraction of an oracle that, at any time, can provide it with a set of
references to other nodes sampled randomly from the network. Initial protocols for peer sampling operated using a
random-walk model [142], but more recent proposals and implementations adopt a shuffling scheme [106, 126, 84, 57]
that maintains a continuously changing overlay network whose properties resemble those of a random graph.
The first application of gossip was that of information dissemination [171, 159, 114, 93, 60, 50], a topic that
continues to attract the interest of both theoretical [113, 69, 47, 36] and applied researchers [6, 10, 50, 44, 60]. But
gossip has been applied in a variety of different contexts. In addition to maintaining random peer-sampling graphs,
gossip has been applied to reproduce arbitrary topologies [83, 100], to build distributed hash tables [74] or small-world
overlays [99]. It serves as base protocol for content-delivery networks [13, 13], publish-subscribe systems [121, 98], and
recommender systems [56, 14]. Gossip finds application in cloud-oriented applications such as key-value stores [104],
and more recently in the the context machine learning algorithms [37, 43], and blockchain systems [180, 95].
In this manuscript, I attempt demonstrate the versatility of gossip in areas ranging from large-scale content
dissemination to big-data applications. I do so by covering several contributions on data dissemination and decentralized
recommendation. Data dissemination, discussed in Part I, represents the most logical application of epidemic protocols
and was also the first application I tackled during my research career. The part starts with an introductory Chapter 2,
which presents an overview of the state of the art in data dissemination, and defines some basic notions used in
the remaining chapters. Then Chapter 3 presents the experimental analysis of gossip for high-bandwidth content
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dissemination from [21]. Chapter 4 presents HEAP [20] as well the associated heuristics from [19]. Finally, Chapter 5
presents the more recent work on network coding and gossip that we published at INFOCOM 2019 [6]. Part II of
this manuscript provides instead a summary of my research on decentralized recommenders and privacy. Like Part I,
Part II starts with an introductory Chapter 6, which presents the state of the art and provides some basic notions.
Then Chapter 7 presents WhatsUp [14], the decentralized instant-news recommender I worked on in the context of
Anne-Marie Kermarrec’s Gossple grant. Then Chapter 8 presents a data obfuscation technique designed to protect
privacy in the context of WhatsUp with limited impact on recommendation quality. Chapter 9 concludes Part II by
presenting a more general privacy-preserving similarity metric that exploits distances from randomly-generated profiles








The first part of this manuscript explores the application of epidemic protocols (also known as gossip protocols1) to the
realm of content dissemination. This chapter provides a brief state of the art on epidemic protocols for dissemination in
Section 2.1. Then, Section 2.2 focuses on a specific form of three-phase gossip that has been used in high-bandwidth
content dissemination and that constitutes a basic building block for the contributions in Chapter 3 and Chapter 4. In
this setting, naive push-based gossip cannot offer reasonable performance, and applications require push-pull techniques
possibly combined with erasure coding (Chapter 4) or network coding (Chapter 5). Finally, Section 2.3 summarizes
how the following three chapters address the limitations of the state of the art.
2.1 State of the Art In Content Dissemination
In their seminal paper [170], Xerox researchers introduced three forms of gossip protocols to disseminate information:
push, pull and push-pull. Push protocols work by having informed nodes relay messages to their neighbors. Some
protocols are active, as they have a background thread that regularly retransmits received rumors, like balls and
bins [132]. Other protocols adopt a reactive approach, where rumors are directly forwarded to the node’s neighbors
upon reception, like infect-and-die and infect-forever protocols [129]. Push protocols are particularly efficient to quickly
reach most of the network, however reaching all the nodes takes more time and involves significant redundancy, and
thus bandwidth consumption.
In pull protocols, nodes that miss messages ask other nodes for the missing messages. As a consequence, pull
protocols more efficiently reach the last nodes of the network, as inherently, they get messages with higher probability.
However, they require sending more messages over the network: (i) one to ask for a missing message, and (ii) another
one for the reply that contains the missing message. Furthermore a mechanism or a rule is needed to know what are the
missing messages to pull, which explains why these protocols are generally used in conjunction with a push phase.
Push-Pull protocols try to retain the best from push and pull protocols by reaching as many nodes as possible with
minimal redundancy on the push phase. Then, nodes that have not received a message will send pull requests to other
nodes in the network. By ordering messages, Interleave [110] proposes a solution to discover the missing messages
in the pull phase, but works only with a single source. Instead of ordering messages, Pulp [60] piggybacks a list of
recently received message identifiers in every sent message, allowing multiple sources.
Live Streaming and Gossip. The first protocols addressing peer-to-peer live video streaming exploited tree-based so-
lutions [86]. Single trees however leave a large percentage of nodes underutilized. Thus, protocols like Splitstream [138]
or Chunkyspread [120] combine multiple intertwining trees in which the internal nodes of a tree act as leaves in the
others.
1We will use the two terms interchangeably in the following.
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More recently, some authors have focused on the combination of trees with other dissemination structures. For
example, [54] uses server replication to improve availability in video-on-demand systems, while [53] addresses the
trade-off between bandwidth efficiency and stability by using two trees, respectively optimizing latency and reliability.
Bullet [148] follows similar approach using a tree to disseminate most of the packets, and employing a mesh topology
to disseminate the remaining ones.
Many mesh-based systems [92, 94, 97, 85] use a generic graph topology to extend the idea of intertwining trees.
For example Coolstreaming [92] and Gridmedia [111] build multi-tree structures dynamically on top of an unstructured
overlay when nodes perceive they are stably served by their neighbors. Others, like Tribler [73], directly exploit the
mesh topology and manage bandwidth capabilities using techniques like tit-for-tat [87].
Gossip-based streaming takes the idea behind multiple trees and mesh topologies to the extreme by establishing
a new dissemination tree for each stream packet [21]. While initially introduced to disseminate small updates [171,
159, 141, 147], gossip found application in a number of application-level multicast protocols [141, 147, 159]. But
this early work omitted all bandwidth considerations. CREW [114] constitutes one of the first gossip protocols to
take into account bandwidth, but in the context of file sharing. Nodes simply stop offering data when their bandwidth
is exhausted. Smart Gossip [118] adopts a similar approach in wireless networks. Peerstreamer [52, 59], addresses
heterogeneity by varying the number of neighbors to which it sends propose messages similar to the solution we present
in Chapter 4. But unlike our solution, it bases its control actions on the queuing delays resulting from bandwidth
constraints.
Finally, several authors [111, 90, 94, 97, 77] have analyzed the impact of packet-scheduling strategies in gossip-based
streaming. In particular, [77] proves the optimality of latest-useful and deadline-based chunk scheduling algorithms. It
would be interesting to explore to what extent these techniques could improve HEAP’s performance. It would also
be interesting to apply HEAP in the context of HTTP streaming. Existing systems [61, 62, 51] rely on servers for
operations like membership management, and consider much less constrained bandwidth scenarios.
Network Coding and Gossip. One of the issues that characterizes gossip dissemination consists of its redundancy.
While useful in the presence of message loss or node failures, redundancy can generate excessive overhead particularly
in the presence of bandwidth constraints. Some authors have proposed the use of erasure coding or Random Linear
Network Coding to better manage the inherent redundancy of gossip. Instead of increasing the number of copies of a
single message, coding makes it possible to exploit redundancy across multiple messages. This reduces the need to
increase parameters like the fanout that fuel gossip’s redundancy, and leads to more efficient dissemination.
Existing work has applied these techniques in the context of single-source gossip dissemination [80, 110, 139]. For
example, [80] uses fountain codes to eliminate the overly redundant dissemination that happens once a message has
reached a large portion of the network. Multi-sender scenarios have also been studied, but, to the best of our knowledge,
only from a theoretical perspective [113, 69], with the assumption that messages are previously ordered by some oracle.
A practical application of RLNC gossip in a multi-sender scenario, on the other hand, requires organizing messages in
generations that are encoded together, and techniques to determine which messages belong to which generation, while
representing their linear combinations in a compact manner. We address these challenges in Chapter 5.
2.2 Three-Phase Gossip
Gossip protocols were initially introduced to disseminate small updates in distributed databases [171]. In this setting,
the redundancy of gossip provides fault tolerance at a limited cost. But for scenarios like high-bandwidth content
dissemination, excessive redundancy may cause unacceptable overhead. For this reason, most gossip protocols for
high-bandwidth dissemination follow a push-request-push pattern with an infect-and-die model [119, 93, 67]. This
consists of the following three phases also depicted in Figure 2.1.
• Propose phase. Every gossip period, a node that has new stream packets available selects f (fanout) other nodes
uniformly at random, and sends them proposal messages advertising the available packets. In Figure 2.1, node i














Figure 2.1: Three-phase gossip protocol.
proposes packets 12, 15, 18 and 22 in one gossip period, and packets 16, 22, 23, 27, 30 and 32 in the subsequent
one.
• Request phase. As soon as a node receives a proposal for a set of packet identifiers, it determines which of the
proposed packets it needs and requests them from the sender. In Figure 2.1, node i requests packets 12 and 15
from j.
• Serving phase. Finally, when the proposing node receives a request message, it replies with a message containing
the packets corresponding to the requested identifiers. Nodes only serve packets that they previously proposed.
In Figure 2.1, node j serves i with packets c12 and c15.
This three-phase protocol makes gossip-based streaming practical by creating duplicates only on small propose
messages and transmitting the actual payload only once to each recipient. Nonetheless, it still exhibits important
limitations. First, it naturally distributes dissemination efforts over all participants. This load-balancing aspect makes
gossip resilient to disconnections and message loss, but it quickly turns into a burden when operating in heterogeneous
environments. For example, corporate nodes generally have plenty of available bandwidth, while upload bandwidth
often constitutes the limiting factor in home-based setups. Second, while the three-phase approach effectively avoids
useless redundancy in the dissemination of large [serve] messages, it also makes dissemination more vulnerable to
churn and message loss. We address these limitations in the following chapters.
2.3 Contributions in Chapters 3 through 5
Despite the wide application of gossip in high-bandwidth gossip dissemination [90], until 2009, most of the work
on gossip-based streaming had considered ideal settings; e.g., unconstrained bandwidth, no (or uniform) message
loss, global knowledge about the state of all nodes. Evaluations conducted through simulation [114, 90, 108] also
assumed that key parameters of gossip, such as fanout and gossip rate, could be arbitrarily tuned to improve robustness
and to adequately adapt to network dynamics. The exceptions of gossip experiments in real settings assumed infinite
bandwidth [93], or considered applications with low bandwidth needs, such as membership maintenance [105].
Through our research, we observed the inadequacies of such studies, which were nonetheless based on theoretical
results. For example, theory shows that if nodes disseminate messages with a fanout that is at greater than a threshold
of ln(n) + c, n being the size of the network and c a constant, then gossip dissemination will reach all nodes with
high probability [146]. In our work, we showed (Chapter 3 that fanout cannot be increased arbitrarily, as too large
fanout values may saturate bandwidth causing unnecessary message loss and degrading performance. This requires
reducing fanout and introducing other forms of redundancy like forward error correct to recover undelivered messages
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(Chapter 4). Similarly, we showed that the load balancing nature of gossip may be a disadvantage in heterogeneous
settings and proposed a solution to tailor gossip to heterogeneous settings (Chapter 4).
The contributions in chapters 3 and 4 rely on a three-phase gossip-model (see Section 2.2) to limit the overhead
associated with the redundancy of gossip. In Chapter 5 we take a radically different approach and design a solution for
multi-source dissemination that exploits Random Linear Network Coding (RLNC). As highlighted above, applying
this technique to multi-source gossip in a practical setting involves addressing two important challenges: organizing
messages into generations and representing messages in linear combinations in a compact manner. Chapter 5 addresses
these challenges and integrates them into Pulp, a state-of-the-art push-pull dissemination protocol [60], significantly
improving its latency and bandwidth consumption.
Chapter 3
Analyzing Gossip-Based Streaming
This chapter evaluates the effectiveness of the three-phase gossip model for video streaming, and assesses the impact
of its parameters on performance. In particular, it shows that the high-bandwidth characteristics of video streaming
highlight challenges that were often overlooked prior to our work, particularly in the context of theoretical analyses. I
contributed to this work when I was a post-doctoral researcher in the ASAP team at Inria Rennes. I closely collaborated
with Maxime Monod who was then a PhD student of Rachid Guerraoui, Vivien Quema, and Anne-Marie Kermarrec.
We obtained the results presented in this chapter through extensive experiments on the PlanetLab platform.
The content of this chapter is an adapted excerpt from:
Davide Frey, Rachid Guerraoui, Anne-Marie Kermarrec, Maxime Monod, Vivien Quéma:
Stretching gossip with live streaming. DSN 2009: 259-264.
3.1 Overview
Back in 2009, epidemic protocols were known to be effective for challenging applications like live streaming [90].
Yet, most of the work evaluating gossip had considered ideal settings; e.g., unconstrained bandwidth, no (or uniform)
message loss, and global knowledge about the state of all nodes. Evaluations conducted through simulation [114, 90,
108] also assumed that key parameters of gossip, such as fanout and gossip rate, could be arbitrarily tuned to improve
robustness and to adequately adapt to network dynamics. The few gossip experiments in real settings assumed infinite
bandwidth [93], or considered applications with low bandwidth needs, such as membership maintenance [105].
With this contribution, we evaluated the effectiveness of three-phase gossip in a real setting, with constrained
bandwidth and message loss. The experiments that follow show that gossip can be very effective in greedy and
capability-constrained applications, but only within small parameter ranges. First, the resulting stream quality is very
sensitive to the fanout value. The power of gossip is unleashed when the fanout is slightly larger than ln(n) but degrades
drastically with higher fanout values as a result of higher contention. For example, with a bandwidth cap of 700 kbps
for a stream rate of 600 kbps, gossip reaches its optimal performance with a fanout of 7 (230 nodes). Second, gossip is
most effective when the set of communication partners is continuously changing, particularly in the presence of churn
or with tight bandwidth constraints.
3.2 Tailoring gossip-based dissemination
We consider the three-phase gossip protocol presented in Section 2.2 and explore its configuration by considering its
two main parameters: fanout and proactiveness.
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Fanout. Fanout is defined as the number of communication partners each node contacts in each gossip operation. As
already mentioned, theory has shown that a fanout greater than ln(n) in an infect-and-die model [146] ensures a highly
reliable dissemination. Theory also assumes that increasing the fanout results in an even more robust (as the probability
to receive an event id increases) and faster dissemination (as the degree of the resulting dissemination tree increases). In
practice, however, too high a fanout can negatively impact performance as heavily requested nodes may exceed their
capabilities in bandwidth-constrained environments.
Proactiveness. We define proactiveness as the rate at which a node modifies its set of communication partners. We
explore two ways of modifying this set. First, the node may locally refresh its set of communication partners and
change the output of selectNodes every X calls. In short, when X = 1 the gossip partners of the node change at every
call to selectNodes (i.e., every gossip period), whereas X =∞ means that the communication partners of a node never
change. Second, every Y gossip periods, the node may contact f random partners asking to be inserted in their views.
When Y = 1, a node A sends a feed-me message to f random partners every gossip period asking them to feed it. Each
of the random f partners replaces a random node from its current set of f partners with A.
3.3 Evaluation
We evaluate the impact of fanout and proactiveness by deploying a streaming application based on Algorithm 1 over
a set of 230 PlanetLab nodes. Our implementation is based on UDP and incorporates retransmission to recover lost
stream packets (lines 14, 15, 25 in Algorithm 1).
1 Function init():
2 f := ln(n) + c
3 eventsToPropose := eventsDelivered := requestedEvents := ∅
4 start (GossipTimer(gossipPeriod))




8 Upon (GossipTimer mod gossipPeriod) = 0 do:
9 gossip(eventsToPropose)
10 eventsToPropose := ∅ /* Infect and die */
/* Phase 2 - Request events */
11 Upon receive [PROPOSE, eventsProposed] do:
12 wantedEvents := ∅
13 forall e.id ∈ eventsProposed do
14 if (e.id /∈ requestedEvents) then
15 wantedEvents := wantedEvents ∪ e.id
16 requestedEvents := requestedEvents ∪ wantedEvents
17 reply [REQUEST, wantedEvents]
18 if (e requested less thanK times) then
19 start(RetTimer(retPeriod, eventsProposed))
/* Phase 3 - Push payload */
20 Upon receive [REQUEST, wantedEvents] do:
21 askedEvents := ∅
22 forall e.id ∈ wantedEvents do
23 askedEvents := askedEvents ∪ getEvent(e.id)
24 reply [SERVE, askedEvents]
25 Upon receive [SERVE, events] do:
26 forall e ∈ events do
27 if e /∈ eventsDelivered then




31 Upon (RetTimer(retPeriod, eventsProposed) mod retPeriod) = 0 do:
32 receive [PROPOSE, eventsProposed]
/* Miscellaneous */
33 Function selectNodes(f): Returns a set of nodes
34 return f uniformly random chosen nodes in the set of all nodes
35 Function getEvent(event id): Returns an event
36 return the event corresponding to the id
37 Function deliverEvent(e):
38 deliveredEvents := deliveredEvents ∪ e
39 deliverEvent(e)
40 Function gossip(event ids):
41 communicationPartners := selectNodes(f )
42 forall p ∈ communicationPartners do
43 send(p,[PROPOSE, event ids])
Algorithm 1: Standard gossip protocol
Bandwidth constraints. PlanetLab nodes benefit from high bandwidth capabilities and therefore are not representa-
tive of peers with limited capabilities. We thus artificially constrain the upload bandwidths of nodes with three different
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caps: 700 kbps, 1000 kbps and 2000 kbps. To limit message loss resulting from bandwidth bursts, our bandwidth limiter
also implements a bandwidth throttling mechanism.
Streaming Configuration. A source node generates a stream of 600 kbps and proposes it to 7 nodes in all experiments.
To provide further tolerance to message loss (combined with retransmission), the source groups packets in windows of
110 packets, including 9 FEC coded packets. The gossip period is set to 200 ms.
Evaluation metrics. We assess the performance of the streaming protocol along two metrics: (i) the stream lag,
defined as the difference between the time at which the stream is published by the source and the time at which it is
actually delivered to the player on the nodes; and (ii) the stream quality, which represents the percentage of the stream
that is viewable. A window is jittered if it does not contain enough packets (i.e., strictly less than 101) to be fully
reconstructed. A stream with a maximum of 1% jitter means that at least 99% of the windows are complete.1
Stream lag and quality are correlated notions: the longer the acceptable lag, the better the quality. We consider
stream qualities corresponding to several lag values as well as to an infinite lag, which represents the performance
obtainable by a user that downloads the stream for playing at a later stage, e.g., offline viewing. Each experiment was
run multiple times. We plotted the most representative one.
3.3.1 Impact of varying the fanout
We start our analysis by measuring how varying the fanout impacts each of the two metrics, with a proactiveness degree



























(a) Percentage of nodes viewing the stream with less than 1% of jitter








































(b) Cumulative distribution of stream lag with various fanouts
Figure 3.1: Percentage of nodes viewing 99% of the stream and distribution of the corresponding stream lag (upload
capped at 700 kbps).
Optimal fanout range. Figure 3.1a shows the percentage of nodes that can view the stream with less than 1% jitter
for various stream lags in a setting where all nodes have an upload capability of 700 kbps. The plot clearly highlights an
optimal range of fanout values (from 7 to 15 in this configuration) that gives the best performance independently of lag.
1An incomplete window does not mean that the window is unusable. Using systematic coding, a node receiving 100 out of the 101 original
packets, experiences a 99% delivery in that window.
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Lower fanout values are insufficient to achieve effective dissemination, while larger values generate higher network
traffic and congestion, thus decreasing the obtainable stream quality.
The plot also shows that while the lines corresponding to finite lag values have a bell shape without any flat region,
the one corresponding to offline viewing does not drop dramatically until a fanout value of 40. The bandwidth throttling
mechanism is in fact able to recover from the congestion generated by large fanout values once the source has stopped
generating new packets. For fanouts above 40, on the other hand, such recovery does not occur.
Critical lag value. A different view on the same set of data is provided by Figure 3.1b. For each value t, the plot
shows the percentage of nodes that can view at least 99% of the stream with a lag shorter than t. A fanout in the optimal
range (e.g., 7) causes almost all nodes to receive a high-quality stream after a critical lag value (t = 5 s for a fanout of
7). Moderately larger fanout values cause this critical value to increase (t = 22 s for a fanout of 20), while for fanouts
above 35, no critical value is present. Rather congestion causes significant performance degradation. With a fanout of
40, only 20% of the nodes experience a lag shorter than 60 s, and a lag of 90 s is necessary to reach 75% of the nodes.
Behavior with less tight distributions. The presence of an optimal fanout value clearly results from bandwidth
limits. Figure 3.2a complements the picture by showing how fanout affects performance under less critical conditions:
1000 kbps and 2000 kbps of capped bandwidth. As available bandwidth increases, the range of good fanout values
clearly becomes larger and larger and tends to move to the right. With an available bandwidth of 1000 kbps, which is
more than 1.67 times the stream rate, it is still possible to identify a clear region outside of which performance degrades
significantly. With 2000 kbps of available bandwidth, both the 10 s-lag and the offline performance figures appear to
remain high even with very large fanout values. This behavior may be better understood by examining how bandwidth
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(b) Distribution of bandwidth usage among nodes.
Figure 3.2: Percentage of nodes viewing 99% of the stream and bandwidth usage distribution with different fanout
values and upload caps.
Bandwidth usage with different fanouts values. Figure 3.2b shows the distribution of bandwidth utilization over
all the nodes involved in the experiments sorted from the one contributing the most to the one contributing the least.
The plot immediately highlights an interesting property: even though all the considered scenarios have a homogeneous
bandwidth cap, the distribution of utilized bandwidth is highly heterogeneous. This behavior is a direct result of the
three-phase protocol employed for disseminating large content.
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According to Algorithm 1, all nodes contribute to the gossip dissemination by sending their proposal messages to
the same number of nodes. However, the contribution of a node in terms of serve messages depends on the probability
that its proposal messages are accepted by other nodes. In general, nodes with low-latency and reliable connections (i.e.,
good nodes) have higher probabilities to see their proposals accepted. This is confirmed by Figure 3.2b. The plot also
shows that the heterogeneity in bandwidth utilization increases with the amount of available bandwidth. For example
the lines for the 700 kbps bandwidth cap show an almost homogeneous distribution apart from a small set of bad nodes.
The latencies exhibited by good nodes when their bandwidth utilization is close to the limit causes other nodes to work
more, thus equalizing bandwidth consumption. On the other hand, with a fanout of 50 in the 1000 kbps and 2000 kbps
scenarios and with a fanout of 100 in the 2000 kbps scenario, good nodes have enough spare capacity to operate without
saturating their bandwidths. As a result, the contribution of nodes remains highly heterogeneous.
3.3.2 Proactiveness
Next, we present our analysis of gossip proactiveness by showing how refreshing the set of communication partners
affects performance. Figure 3.3a presents the results obtained by varying the view refresh rate, X , in a scenario
with a 700 kbps bandwidth cap. The plot shows three lines corresponding to stream lags of 10 s and 20 s as well as to
offline viewing. In all cases, the protocol obtains the best performance when varying the set of gossip partners at every
communication round. If on the other hand, the set of communication partners remains constant for long periods of
time, a small set of nodes end up having the responsibility of feeding large numbers of nodes for as long as they keep
being selected early in the dissemination process. This means that their upload rates remain constantly higher than their













































Figure 3.3: Percentage of nodes viewing the stream with at most 1% jitter as a function of the refresh rate X and request
rate Y .
In accordance with these observations, Figure 3.3a shows that the slope at which the curves decrease with X is
most negative for a lag of 10s. This is because longer values of lag allow the bandwidth throttling mechanism more
time to recover from the bursts generated by a constant set of communication partners. Nonetheless, a completely static
dissemination mesh invariably yields bad performance even for offline viewing as the load becomes then concentrated
on a very small set of nodes for the entire experiment.
Requesting nodes to update their views. A second way to modify the proactive behavior of the considered streaming
protocol is for nodes to periodically request a new set of nodes to feed them, i.e., every Y dissemination rounds. In
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Figure 3.3b we show the results obtained with different values of Y . Results show that this technique remains inferior
to the simpler approach of choosing a view refresh rate of X = 1, as discussed above. The additional messages used
by this approach may in fact be lost or delayed while the node is congested, resulting in a larger Y than planned.
3.3.3 Performance in the presence of churn
Finally, we evaluate the impact of proactiveness in the presence of churn with Y = ∞. Results are depicted in
Figures 3.4a and 3.4b. The experiments consist in randomly picking a percentage of nodes and making them fail
simultaneously. We compare the baseline results (e.g., when no nodes fail) with those with increasing percentages,
from 10% to 80%, of failing nodes. Figure 3.4a shows the percentage of remaining nodes experiencing less than 1%





























































(b) Average percentage of complete windows.
Figure 3.4: Surviving nodes: percentage viewing 99% of the stream, and average percentage of complete windows.
Figure 3.4a highlights that a completely dynamic mesh offers the best performance in terms of ability to withstand
churn. With 35% churn, a proactiveness of X = 1 is able to deliver an unaffected stream to 60% of the remaining
nodes, while the percentage drops to 32% for X = 2 and a stream lag of 20 seconds. The results obtained with large
values of X and in particular when X = ∞ show very high degrees of variability from experiment to experiment.
The resulting static or semi-static random graph may become completely unable to disseminate the stream if failing
nodes are close to the source or it may appear extremely resilient to churn if failing nodes are located at the edge of the
network. On average, performance therefore favors completely dynamic graphs (X = 1).
Figure 3.4a only shows how many nodes manage to remain completely unaware of the churn event. To characterize
the extent of the performance decrease experienced by all surviving nodes, Figure 3.4b shows the average percentage
of decoded windows over the total number of windows streamed by the source. With X = 1, the protocol is almost
unaffected by churn, and nodes correctly receive over 90% of the windows for all churn percentages lower than 80%. In
addition, almost all the missing windows turn out to be concentrated in a time frame of 5 s to 10 s around the churn
event when 20% and 80% of nodes fail (not shown in the plot).
3.4 Concluding remarks
This chapter highlighted two important aspects of the application of three-phase gossip to video streaming and other
bandwidth-intensive applications. Message loss and limited bandwidth significantly restrict the range of parameter
values in which gossip can successfully operate. First, the fanout cannot be increased arbitrarily to improve reliability
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and latency, but must remain small enough to prevent bandwidth saturation. Second, the set of communication partners
should change frequently, at every communication round, in order to minimize congestion and provide an effective
response to churn. These results challenged previous analyses carried out mostly by simulation in close-to-ideal settings,
and provide a starting point for the protocols we present in the following two chapters.
———————————————–
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Chapter 4
Improving Gossip-Based Streaming
The previous chapter showed that while three-phase gossip can be an effective tool for video streaming, its performance
strictly depends on parameters like fanout and proactiveness. This chapter builds on these results and considers a
further challenge: heterogeneous-bandwidth. It first shows that heterogeneous bandwidth can seriously hamper the
ability of gossip to provide effective content dissemination. Then it introduces HEAP HEterogeneity-Aware gossip
Protocol, a peer-to-peer streaming protocol targeting heterogeneous bandwidth scenarios. First, HEAP includes a
fanout-adaptation scheme that tunes the contributions of nodes based on their bandwidth capabilities. Second, HEAP
comprises heuristics that significantly improve reliability. Like for Chapter 3, the research presented in this chapter
results from a collaboration with colleagues at EPFL and at Inria. While the content is essentially based on the two
publications mentioned below, this chapter also presents some additional experiments that are further detailed in a
technical report [34].
The content of this chapter is an adapted excerpt from the following set of papers:
Davide Frey, Rachid Guerraoui, Anne-Marie Kermarrec, Boris Koldehofe, Martin Mogensen,
Maxime Monod, Vivien Quéma: Heterogeneous Gossip. Middleware 2009: 42-61
Davide Frey, Rachid Guerraoui, Anne-Marie Kermarrec, Maxime Monod: Boosting Gossip for
Live Streaming. Peer-to-Peer Computing 2010: 1-10
4.1 Overview
The gossip protocol we presented in the previous chapters is inherently load balancing in that it asks all nodes to
contribute equally to the streaming process. This sharply contrasts with the highly heterogeneous nature of large-scale
systems. The presence of nodes with highly diversified available bandwidths, CPU capabilities, and connection delays
leads standard gossip protocols to inefficient resource utilization. Highly capable nodes end up being underutilized,
while resource-constrained nodes can be overloaded to the point that they provoke system-wide performance degradation.
Finally, resource availability is inherently dynamic. Consider a user watching a live stream of the football world-cup
final. In the middle of the game, his son starts using another computer on the same network to upload some pictures
and make a Skype call. This dramatically changes the amount of bandwidth available for the video stream thereby
disrupting performance.
This chapter evaluates the impact of this heterogeneity and presents HEAP, a gossip-based streaming protocol,
designed to operate in large-scale heterogeneous environments. HEAP achieves efficient dissemination by adapting
resource consumption to heterogeneous resource availability, while supporting significant levels of message loss, and
operation in the presence of other bandwidth consumers.
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4.2 Problem Statement
The previous chapter showed the effectiveness of three-phase gossip in the presence of constrained bandwidth provided
that (i) fanout remains within a limited range and (ii) that nodes change their communication partners as often as
possible. Yet, all the experiments presented in Chapter 3 considered a uniform setting in which all nodes have the same
upload-bandwidth capability. Reality often differs from this assumption, so this chapter explores what happens in the
presence of heterogeneous capabilities.
Figure 4.1a shows performance in terms of stream lag of the three-phase gossip protocol in two scenarios. A
uniform one like those considered in Chapter 2, and a heterogeneous one. Both scenarios have the same average
upload-bandwidth capability of 691kbps, but the second is skewed so that only 60% of the node have a bandwidth
greater than the stream rate. The difference between the two scenarios is striking. In the homogeneous setting,
three-phase gossip effectively delivers a clear stream to all nodes within less than 4s. In the heterogeneous case, only




































(a) Three-phase gossip performance (b) Overall Architecture of HEAP
Figure 4.1: Three-phase gossip performance in homogeneous and heterogeneous settings (left); and architecture of
HEAP (right)
The reason for this drop in performance lies in the contrast between the load-balancing nature of gossip protocols
and the intrinsic heterogeneous nature of large-scale distributed systems. In the rest of this chapter, we present a
protocol that eliminates this contrast by providing, in a heterogeneous setting, the same stream lag as the standard
protocol in the homogeneous case.
4.3 HEAP
HEAP, augments three-phase gossip with four novel mechanisms, as depicted in Figure 4.1b: Fanout Adaptation,
Capability Aggregation, Codec, and Claim. In the following we describe each of these mechanisms by considering
their two main goals: heterogeneity management (Fanout Adaptation, Capability Aggregation) and reliability
(Codec, Claim).
4.3.1 Heterogeneity Management
To address bandwidth heterogeneity, HEAP tunes the contribution of each node to the protocol so that it matches the
corresponding upload capability. The key knob in this adaptation process consists of the fanout, the number of partners
contacted by a node at each communication round.
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4.3.1.1 Fanout Adaptation
A node’s fanout not only controls the number of [propose] messages sent during the first phase of the protocol; it also
impacts the overall bandwidth consumption. As explained in Section 2.2, [serve] messages comprise the vast majority
of a node’s traffic because of their larger size and of the high frequency at which they are sent. This allows us to
approximate upload bandwidth by counting the number of [serve] messages.
Let us consider a node, i, that sends a [propose] message for a stream packet to fi other nodes. In a non-congested
setting, we can assume that all the fi recipients have the same probability p of accepting it. Thus, node i will send pfi
[serve] messages as a result of its proposal. More generally, the number of [serve] messages sent by a node per unit of
time is directly proportional to its fanout. Nodes can therefore control their employed upload bandwidths by selecting
their fanout values proportionally to their upload capabilities. However, simply increasing or decreasing the fanout
according to capability values may lead to undesired consequences. For example, our analysis in Chapter 3 shows that
in a homogeneous setting, performance drops with too large or two low fanout values.
To avoid these two extremes, we recall that gossip dissemination remains reliable as long as the arithmetic mean—
from now on average—of all fanouts is at least ln(n) + C regardless of the fanout distribution across nodes, given a
source fanout ≥ 1, and C > 0 being a constant [130]. This allows us to express the desired fanout of a node, n, with





4.3.1.2 Sample-Based Capability Aggregation
To apply Equation (4.1), each node, n, can compute its upload bandwidth, un, prior to the start of the streaming
process by means of mechanisms such as those in [144, 151]. In addition, each node needs to obtain information
about the average bandwidth capability of the system. To this end, HEAP employs a sample-based capability-
aggregation scheme that exploits a fundamental component of gossip-based protocols: the Random Peer-Sampling
(RPS) Service [106].
The RPS service provides each node with a continuously changing sample of the network, the view, from which to
choose communication partners. Nodes communicate periodically by exchanging subsets of their views and mixing them
like one would do when shuffling a deck of cards. After a sufficient number of iterations, extracting a communication
partner from a node’s view approximates extracting one randomly from the entire network. [106, 84, 57, 79].
HEAP augments the RPS service by bundling capability information together with the IP addresses, and timestamps
of the nodes in the RPS views. Each node then uses the average capability of the entries in its view as as an estimator
for the average capability of the network. Our experiments reveal that a view size vRPS = 160 nodes provides an
accurate estimation in networks of up to 100k nodes.
4.3.2 Reliability
To address reliability, HEAP comprises two novel mechanisms: Codec and Claim. The former boosts the delivery rate
of the propose phase in the presence of low fanout values. The latter introduces a multi-source strategy to recover from
message loss in the [request] and [serve] phases.
4.3.2.1 Codec
Gossip’s redundancy allows [propose] messages to withstand some level of message loss with a large enough fanout.
However, our results in Chapter 3 show that fanout values cannot grow indefinitely in the presence of constrained
bandwidth. Codec reduces the impact of message loss with low fanout values by employing a block-based deterministic
Forward-Error-Correction (FEC) scheme [165]. Figure 4.2 summarizes its operation. The source of the stream creates,
for each group of k source packets, e additional encoded ones. A node receiving at least k random packets from the
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k + e possible ones decodes them and forwards them to the video player (step (i) in Figure 4.2). If it receives fewer, the
node can still forward the j < k source packets it received to the player, thereby rendering a jittered fragment.
The FEC technique employed by Codec has negligible CPU costs [165], but it incurs some overhead to disseminate
the e additional packets in each group. The key feature of Codec lies in its ability to decrease this overhead by feeding
information back into the gossip protocol. Specifically, a node can stop requesting packets for a given group of k + e as
soon as it has received any k packets, not necessarily the original ones (step (ii) in Figure 4.2). The decoding process
will provide the remaining source packets required to play the stream, thereby saving bandwidth. Finally, the use of a
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Figure 4.2: Codec: a node decodes group G to reconstruct the k source packets and sends them to the player (step (i)).
The node then signals the protocol not to request any more packets in G (step (ii)). Finally (step (iii)), it re-encodes the
k source packets and re-injects them into the protocol.
4.3.2.2 Claim
Codec significantly improves the performance of three-phase gossip. Nonetheless, when used alone, it does not suffice
to provide a satisfactory streaming experience. For this reason, Claim introduces a retransmission mechanism that
leverages gossip duplication to diversify the retransmission sources of missing information. Claim allows nodes to
re-request missing content by recontacting the nodes from which they received advertisements for the corresponding
packets, leveraging the duplicates created by gossip. Instead of stubbornly requesting the same sender, the requesting
node re-requests nodes in the set of proposing nodes in a round-robin manner as presented in Figure 4.3.
Nodes can emit up to r = 5 re-requests for each packet. To determine how to time their re-requests, nodes keep
track of the past response times for delivered packets. We define response time as the time elapsed between the moment
a node sends a [request] and the moment it receives the corresponding [serve] message. When requesting a packet, the
node schedules the first re-request after a timeout tr(0), equal to the 99.9th percentile of previous response times. To
minimize variability in the percentile value, nodes only apply this rule if they have received at least 500 packets. If they
have not, they use a default initial value tr(0),init. Nodes bound this first re-request interval between a minimum of
tr(0),min and a maximum of tr(0),max. To schedule further re-requests, if needed, nodes keep halving the initial timeout
so long as its value is at least tr,min. For example if the ith re-request’s timeout is tr(i) > tr,min, then tr(i+1) =
tr(i)
2 ;
otherwise tr(i+1) = tr(i).
Our experiments show that Claim alone cannot guarantee reliable dissemination of all the streaming data to all
nodes. On the other hand, its combination with Codec provides all nodes with a clear stream even in tight bandwidth









Figure 4.3: Claim: node i requests packet c from j, but j’s serve message gets lost. Instead of re-requesting j, i now
requests m. This time, the request gets lost. So i requests another node that proposed c, node q, which finally serves i.
4.4 Experimental Setting
We evaluated HEAP on 200 nodes, deployed over a cluster of 19 Grid5000 [55] machines and we evaluated the
scalability of its capability-aggregation scheme by simulation in networks of up to 100k nodes. Cluster experiments
(section 4.5.1 through 4.5.4 and 4.5.6 through 4.5.7) provide a controlled and reproducible setting, while simulation
(Section 4.5.5) allows us to evaluate scalability on very large networks.
4.4.1 Protocol Parameters
The source serves a 3-minute video consisting of 1397-byte packets, sent at a rate of 55 per second for an average
stream rate of 600 kbps. We set the gossiping period of each node to 200 ms, yielding an average of 11.26 packet ids
per propose message. Where not otherwise specified, we set the average fanout across all nodes to 7. We configure
Codec to use a default window size of 100, with 10% of redundancy for a total coded size of 110 packets. At the
Random Peer Sampling layer, nodes maintain a view of size vrps = 50, and exchange gossip messages containing
grps = 25 entries from their views. We vary the parameters of the RPS in Section 4.5.4. Finally, we configure Claim as
follows. We use an initial re-request timeout, tr(0) = 10 s, a minimum initial timeout, tr(0),min = 2 s, and a maximum
initial timeout, tr(0),max = 15 s. Claim keeps halving timeouts as long as they exceed the threshold of tr,min = 5 s as
described in Section 4.3.2.2.
4.4.2 Bandwidth Limitation
To evaluate the performance of HEAP in constrained-bandwidth scenarios, we consider a token bucket bandwidth
limiter (also known as leaky bucket as a meter) [154]. This limiter constrains the average bandwidth to the specified
limit but it also allows for short off-limit bursts. We also experimented with a leaky bucket, but for space reasons we
omit the results from this manuscript. The interested reader can find them in [34].
In all our experiments, we give the source enough bandwidth to serve 7 nodes in parallel and limit the upload
bandwidth of each of the other nodes according to one of four scenarios. Our first scenario consists of a homogeneous
setting, homo-691, in which all nodes have the same upload capability of 691 kbps. The three remaining scenarios
reflect heterogeneous bandwidth distributions inspired by those in [111]: ref-724, ref-691, and ms-691.
Table 4.1 summarizes the composition of the heterogeneous scenarios. The capability supply ratio (CSR, as
defined in [111]) represents the ratio of the average upload bandwidth to the stream rate. In all the considered settings,
the average upload bandwidth suffices to sustain the stream rate. But in the heterogeneous scenarios, some of the nodes’
upload bandwidths are well below the limit. In the most skewed scenario we consider (ms691), most nodes are in the
poorest category and only 15% of the nodes have an upload capability larger than the stream rate.
In all the considered scenarios, bandwidth limiters introduce delays in the dissemination of messages. However,
data sent over the Internet is also subject to bandwidth-independent delays (e.g., propagation delays). To model this, we
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also associate each message with an additional uniformly distributed delay between 50ms and 250ms.
Fraction of nodes
Name CSR Average 2 Mbps 768 kbps 256 kbps
ref-691 1.15 691 kbps 0.1 0.5 0.4
ref-724 1.20 724 kbps 0.15 0.39 0.46
Name CSR Average 3 Mbps 1 Mbps 512 kbps
ms-691 1.15 691 kbps 0.05 0.1 0.85
Table 4.1: Heterogeneous bandwidth scenarios.
4.4.3 Metrics
We evaluate HEAP according to two metrics. First, we define the stream quality as the percentage of the stream
that is viewable without jitter at a given delay. We consider a FEC-encoded window to be jittered as soon as it does
not contain enough packets (i.e., at least 100 with our default parameters) to be fully decoded. A X%-jittered stream
therefore means that X% of all the windows are jittered. Note that, as explained in Section 4.3.2.1, a jittered window is
not entirely lost. Because Codec employs systematic coding, a node may still receive 99 out of the 100 original stream
packets, resulting in a 99% delivery ratio in a given window. We use the expression clear stream to denote a jitter-free
stream, that is one with a quality of 100%. Second, we define the stream lag as the delay required by the player in
order to play the stream with a specified stream quality or level of jitter. When not otherwise specified, we consider
the stream lag to obtain a clear stream. This represents the difference between the time the stream is published by the
source and the time it can be delivered without glitches or interruptions to the players on the nodes. Equivalently, it can
be defined as the largest delay experienced by any packet on any node in the experiment.
4.5 Performance Evaluation
We start our evaluation by examining the performance of HEAP in the presence of heterogeneous bandwidth constraints,
and by comparing it with that of the standard three-phase gossip protocol described in Section 2.2. Then, we analyze the
reasons for its good performance by examining different bandwidth scenarios, bandwidth limiters, and configurations
of the RPS protocol. Finally, we evaluate the impact of HEAP on external applications. To ensure a fair comparison, we
augment the standard three-phase gossip protocol with the same error correction and retransmission mechanisms as
HEAP, namely Codec and Claim.
4.5.1 HEAP Test Drive: Heterogeneous Bandwidth
Figure 4.4 compares the stream lags required by HEAP and standard three-phase gossip to obtain a non-jittered stream
in the two most constrained scenarios in Table 4.1: ref-691 and ms-691. In all cases, HEAP drastically reduces the
stream lag for all capability classes. Moreover, as shown in Figure 4.4b the positive effect of HEAP significantly
increases with the skewness of the distribution.
The plots depict the cumulative distribution of the nodes that manage to view a jitter-free stream as a function of the
stream lag, for each capability class and for each of the two protocols. In all cases, HEAP provides a clear stream to
almost all nodes with a lag of less than 5s, while standard three-phase gossip induces much higher lags (an order of
magnitude higher) to reach much fewer nodes.
Figure 4.4a presents the results for ref-691. Here, HEAP provides a perfectly clear stream to 100% of the low-
capability nodes within 4.4s, to 99.5% of the mid-capability ones within 5s, and to 97.7% of the high-capability ones
within 4.6s. Standard three-phase gossip, on the other hand, cannot provide a clear stream to any node within less than
































































Figure 4.4: Cumulative distribution of stream lag in the ref-691 and ms-691 scenarios for HEAP and standard 3-ph
gossip.
The results for ms-691 (Figure 4.4b) have a similar flavor with two minor differences. First, standard three-phase gossip
turns out to be even less efficient. Second, HEAP’s performance decreases slightly for high-bandwidth nodes, but it
remains at very high levels: 93.75% of them receive a perfect stream within 4.2s.
HEAP Standard three-phase Gossip
bw low mid high low mid high
ref-691 100% / 4.4s 99.5% / 5s 97.7% / 4.6s 59.3% /43.6s 84%/ 43.8s 83.7%/ 40.6s
ms-691 100% / 4.6s 100% / 4.2s 93.8% / 4.2s 78.5% /44.4s 69.6%/ 40.2s 81.8%/ 40.8s
ref-724 99% / 4.2s 100% / 4.4s 98.4% / 4.0s 45.4% /48.2s 73.2%/ 48.0s 82.8%/ 44.8s
Table 4.2: Pct. of nodes that receive 100% of the stream and corresponding maximum lag.
HEAP Standard three-phase Gossip
bw low mid high low mid high
ref-691 100% / 3.4s 100% / 3.4s 100% / 3.4s 94.1% /40.6s 99.5%/ 35.6s 100%/ 33.0s
ms-691 100% / 3.2s 100% / 2.8s 100% / 2.8s 98.5% /39.6s 100%/ 35.4s 100%/ 33.0s
ref-724 100% / 2.8s 100% / 3.0s 100% / 3.0s 85.9% /47.6s 99.4%/ 42.2s 100%/ 35.4s
Table 4.3: Pct. of nodes that receive 99.9% of the stream and corresponding maximum lag.
Table 4.3 completes these results by adding the percentage of nodes that receive 99.9% of the stream and the
corresponding maximum lag. Even with this other metric, HEAP consistently exhibits higher node percentages and
shorter lags than standard three-phase gossip. In the most constrained scenario, ms-691, HEAP provides 99.9% of the
stream to 100% of the nodes within 3.2s, while standard three-phase gossip requires 25s to provide the same percentage
of stream to the first few percent of the nodes (not shown in the table).
To summarize, HEAP consistently provides a clear stream to a larger number of nodes than standard three-phase
gossip and with a lag that is one order of magnitude lower. Moreover, we observe that the lag induced by HEAP is in
fact indistinguishable from the lag induced in a homogeneous bandwidth setting.
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(b) Bandwidth consumption by capability
Figure 4.5: Bandwidth usage over time and by capability class with no message loss and slow retransmission.
4.5.2 Understanding Bandwidth Usage
We now analyze how nodes exploit their bandwidth capabilities. We start by considering bandwidth consumption over
time. Figure 4.5a plots the number of bits per second submitted to the bandwidth limiter, as well as the number of bits
that get effectively sent. We obtained the plots by counting the amount of data queued and sent in every 2s interval.
The plot highlights the spiky nature of gossip traffic resulting from its random nature. At times nodes receive a large
number of request messages, and thus end up serving many other nodes. At other times, they receive fewer requests and
therefore end up serving fewer nodes. This represents one of the main challenges in using gossip-based protocols for
high bandwidth dissemination. Chapter 5 presents a solution to it.
Figure 4.5b depicts the breakdown of bandwidth consumption among the three classes of nodes in the ms-691
scenario. The total height of each vertical bar indicates the average bandwidth that nodes in the corresponding capability
class attempt to use. The black part shows the portion of this bandwidth that results in successfully sent messages,
while the striped part corresponds to messages that are dropped by the bandwidth limiter. For example, the first bar
for standard three-phase gossip shows that nodes with an upload capability of 512 kbps attempt to send 940 kbps but
manage to send only 512 kbps (black portion), the remaining striped portion being dropped.
Figure 4.5b clearly shows the difference in bandwidth usage between HEAP and standard three-phase gossip. HEAP
nodes attempt to use an amount of bandwidth that is very close to their actual capabilities. Standard-gossip nodes, on
the other hand, attempt to send approximately 1 Mbps of data regardless of their capability class. The black portions of
the vertical bars (successfully sent data) show that standard three-phase gossip is completely unable to exploit high
capability nodes and therefore ends up saturating lower capability ones. HEAP, on the other hand, effectively exploits
all the available bandwidth of all node classes thereby limiting the number messages dropped by the token bucket.
4.5.3 Reliability: Need for Codec and Claim
The experiments in Sections 4.5.1 and 4.5.2 already demonstrated the reliability of HEAP in a variety of settings. Here
we discuss the importance of both its reliability components. To evaluate the need for Codec, we tested a protocol
version without it with a fanout of 7 in a homo-691 scenario with and without message loss. In either case, none of the
tested Claim configurations managed to provide a clear stream to any of the nodes with either bandwidth limiter with
queue/burst sizes of up to 200kB. We also evaluated a version with Codec but without Claim in the same configurations.
Without any message loss and a token bucket, none of the nodes managed to view a clear stream with a 50kB burst size,
























































































































(b) bandwidth breakdown in homo-691
Figure 4.6: Stream Lag and bandwidth usage with the RPS running at various frequencies—different values of tRPS—in
homo-691.
any burst size. Results were slightly better with a leaky bucket: without message loss 95% of the nodes could view a
clear stream with a 200kB queue but none with a 50kB one. With 1.5% of message loss, only 8% of the nodes could
view a clear stream and only with a 200kB queue. These results highlight that neither Codec or Claim alone suffices,
but that together they enable HEAP to achieve the good performance demonstrated above.
4.5.4 Sensitivity Analysis
A HEAP node continuously needs to advertise stream packets by sending a propose message to f other nodes every
200ms. For the protocol to work correctly, the node must choose these f other nodes as randomly as possible. As
discussed in Section 4.3.1.2, HEAP achieves this by relying on an augmented RPS protocol. In this section, we evaluate
how two important parameters of this protocol impact the performance of HEAP.
4.5.4.1 RPS Gossip Interval
The RPS gossip interval determines the frequency at which the nodes in the RPS view get refreshed. The higher this
frequency, the lower the correlation between the two sets of f nodes selected at two subsequent rounds. To minimize
correlation, nodes should ideally refresh their views multiple times between two dissemination actions [106], an almost
impossible feat with 5 dissemination actions per second. We therefore seek to identify the best tradeoff between the
randomness of peer selection and the need to maintain a reasonable gossip frequency.
To achieve this, Figure 4.6 plots the stream-lag distribution and bandwidth breakdown obtained by HEAP in
homo-691 with the RPS running at various frequencies1. Figure 4.6a shows that the best results correspond to RPS
gossip intervals (TRPS) of 500ms and 1s. Intervals of 2s and 4s perform slightly worse, while an interval of 200ms
exhibits the worst performance by adding approximately 2s to the stream lag of the other configurations.
To explain these results, we analyze how the various messages employed by the protocol contribute to bandwidth
consumption. Figure 4.6b shows a stacked histogram with the number of bits/s that are queued into the token-bucket
and those that are actually sent for each of the RPS configurations in Figure 4.6a. The two bars for TRPS = 200ms
show that the poor performance associated with this gossip frequency results from the very high amount of bandwidth
consumed by the RPS protocol in this setting (100kbps). This huge bandwidth consumption causes a significant amount
1We also ran experiments on ms-691 but we have to omit them for space reasons. They are available in [34]
























































(b) homo-691 - no Claim
Figure 4.7: Stream Lag with various view sizes (vRPS) for the random peer sampling protocol for standard HEAP and
for a variant without retransmission.
of message loss, and of consequent retransmission operations. With a TRPS of 500ms, the number of retransmission
operations appears a lot more reasonable. Yet, the RPS protocol still consumes as much as 50kbps, for only a marginal
improvement with respect to TRPS = 1s.
The bars for frequencies below one gossip per second highlight what might seem like a contradiction. The average
sent bandwidth is less than the average queued bandwidth—some messages are being dropped—even if the latter is
lower than the bandwidth limit. The reason for this behavior lies in the bursty nature of gossip traffic discussed in
Section 4.5.2. We also observe that starting from TRPS = 1s, the number of retransmission actions slightly increases
with TRPS. As expected, slower gossip frequencies cause higher correlation between the nodes chosen at subsequent
rounds. This exacerbates the congestion bursts described above resulting in additional message loss and thus in a greater
number of retransmission actions.
4.5.4.2 View Size
A second way to minimize the correlation between two subsequent samples of f nodes consists in increasing the size of
the population from which they are extracted. In the case of the RPS, we can achieve this by increasing its view size.
To evaluate the effect of this parameter, Figure 4.7a shows the impact of different view sizes on streaming performance,
while maintaining a gossip interval of TRPS =1s.
The plot shows that HEAP achieves the best performance with view sizes of at least 50 nodes. With a fanout of
7, and a TRPS of 1s, nodes choose 35 nodes per second. A view size of 25 therefore necessarily results in highly
correlated views, while a view size of 50 provides sufficient randomness. Larger view sizes provide only minimal
improvements, which justifies our choice of a default view size of 50.
To appreciate the impact of larger view sizes, we also consider a variant of HEAP in which we disable Claim, the
retransmission mechanism described in Section 4.3.2.2. With a view size of 50, this variant is unable to provide a
clear stream to any node. Yet, a larger view size of 100 nodes manages to provide a clear stream to almost 20 nodes
with less than 4s of lag. Albeit not good enough to get rid of Claim, this result shows that the more uniform peer
selection provided by a larger view boosts the performance of HEAP. Yet, setting the view size to 200 decreases, rather
than increases, performance. The improvement brought about by larger view sizes is in fact limited by the associated
bandwidth consumption—nodes exchange subviews that contain half-a-view-size nodes [106].
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vRPS
Variance ratios by network size
200 1k 10k 100k
50 78.52 58.75 51.23 50.10
80 161.28 95.44 82.38 80.26
160 820.92 208.58 167.08 160.25






















































(b) vRPS = 160
Figure 4.8: Whisker plots for sample average obtained from the RPS view with increasing network sizes.
4.5.5 Scalability
To study the scalability of HEAP, we start by observing that the local nature of three-phase dissemination naturally
supports arbitrarily large numbers of nodes as demonstrated by existing real-world deployments [92]. Similarly,
existing research on RPS protocols has shown their effectiveness in very large networks with hundreds of thousands
of nodes [106]. As a result, the only doubts about the scalability of HEAP may arise from the use of the RPS for the
estimation of the average bandwidth of the system.
As discussed in Section 4.3.1.2, HEAP estimates the average bandwidth of the network as the mean of a sample. A
well known result states that the ratio between the variance of the initial distribution and that of a sample mean is equal
to the size of the sample. So with an RPS view of 50, a node should get an estimation of the average with a variance
that is 50 times smaller than that of the bandwidth distribution across the network. However, this theoretical result holds
in the presence of purely random samples, while the RPS only approximates ideal randomness.
To evaluate whether this affects the accuracy of bandwidth estimation, we simulated the RPS-based averaging
component in networks ranging from 200 to 100k nodes. We configured the RPS to use a fixed view size regardless of
network size, and considered three configurations with vRPS values of 50, 80, and 160. A configuration with a network
size of 200 and vRPS = 50 corresponds to that of our Grid5000 experiments. For space reasons, we only show the
results for ms691.
Table 4.4 shows the ratios between the variance of the sample average and the variance of the bandwidth distribution
in the entire network. For very large networks of 10k nodes and above, the ratio between the variance of the bandwidth
distribution and that of the estimated average indeed follows theoretical predictions despite the imperfect randomness of
the RPS. But as expected, for smaller networks, the ratio is even higher as the RPS view constitutes a larger proportion
of the network. While this suggests that a view of 50 cannot give the same performance in a network of 100k nodes as
in one of 200, the table also shows that a view of 80 yields approximately the same variance ratio in large networks as
that of a view of 50 with 200 nodes. This suggest that a relatively small increase in view size can offset an increase in
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network size of three orders of magnitude.
To evaluate this hypothesis, Figure 4.8 plots the distribution of sample-average values for vRPS = 50 and
vRPS = 160. For each, configuration, the box extends from the first to the third quartiles, while the whiskers show the
minimum and the maximum values of the sample average. The figure shows that while the distribution spreads out
when increasing the size of the network, a 3-fold increase in view size more than offsets a three-order-of-magnitude
increase in network size. One might wonder whether this increase in view size would not lead to excessive bandwidth
consumption by the RPS protocol. But Figure 4.7a already demonstrated that increasing the view size from 50 to 200
has almost no impact on the full HEAP protocol. Overall, our analysis confirms the scalability of our average-bandwidth
estimation and thus that of our streaming solution.
4.5.6 Responsiveness to Churn
To evaluate HEAP’s ability to respond to node failures, we consider a worst-case scenario in which a subset of the
nodes instantaneously fail and thereby stop contributing to the protocol. Such a catastrophic event impacts the protocol
in two major ways. First, nodes that fail may have proposed stream packets to other nodes, and may have received
requests that they can no longer honor. Second, their identifiers remain lingering in the RPS views of other nodes that
may therefore continue to propose stream packets to them, thereby wasting time and bandwidth resources.
To evaluate the overall effect of these two issues, we ran several experiments in the ref-691 scenario with various
values of TRPS and observed the behavior of HEAP after the failure of 20% and 50% of the nodes. Figure 4.9a shows
that HEAP recovers from the failure of 20% of the nodes almost instantly regardless of the value of TRPS. The plots
show the percentage of nodes receiving each stream packet against the time at which the packet was generated at the
source. We see that approximately 15% of the non failed nodes experience a short video/audio glitch (they lose a few
stream packets) when the failure occurs. Figure 4.9b presents a close-up view of this glitch for the most unfavorable
setting (TRPS = 4s). The plot shows that the glitch actually extends for as little as 2.25s and that most of the nodes
recover even faster. The glitch starts before t = 60s because of the stream lag of about 2s—the plot shows stream time
and not absolute time.
Figure 4.9a also shows that a small number of nodes also experience shorter glitches later during the experiment,
resulting from the presence of stale references in RPS views. These glitches continue longer for larger values of TRPS
and become less and less frequent over time.
Figure 4.9c shows instead the results for the failure of 50% of the nodes. In this case, up to 50% of the nodes
experience a glitch in their stream when the failure occurs and shorter glitches later on. With TRPS = 4s, we observe
not only short glitches but also a second major glitch at around t = 84s. The close-up view in Figure 4.9d shows that
this results from a few packets being completely missed by all of the nodes. Like for shorter glitches, this results from
the presence of stale references in the RPS views of nodes. With TRPS = 4s, t = 84s is only 6 gossip cycles after the
failure, and completely purging failed nodes from a view of size 50 may take up to 50 cycles in the worst case.
If we join this analysis on churn with our previous analysis on bandwidth consumption (Figure 4.6b), we can
observe that a value of TRPS = 1s strikes a good balance between responsiveness—50% failure completely recovered
in less than 2 mins—and bandwidth cost—virtually identical to that of TRPS = 4s.
4.5.7 Cohabitation with External Applications
Next, we evaluate the ability of our streaming protocol to operate in the presence of applications that compete for
the use of upload bandwidth. To simulate the presence of an external bandwidth-intensive application, each node
periodically sends UDP messages of size m, one every Tapp. This results in an average bandwidth consumption of
Bapp = mTapp . To simulate interactive usage such as uploading files to a website, or sending emails with attachments,
nodes run the above bandwidth-consumption task with an on-off pattern. The task runs for ton, and then pauses for toff.
We refer to the ratio dc = tontoff+ton as the application’s duty cycle.
Figures 4.10a and 4.10b show the results with a 50% duty cycle (ton = toff = 10s) and respectively Tapp = 200ms
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Figure 4.9: Percentage of nodes receiving a clear stream over time with a catastrophic failure of 20% or 50% of the
nodes happening at t=60s.
Each plot shows two curves for each Bapp. The S-shaped line depicts the cumulative distribution of stream lag in the
considered configuration. The horizontal line depicts instead the delivery rate achieved by the external application.
With Tapp = 200ms, HEAP is almost unaffected by the external application and only experiences small increases in
stream lag. With Bapp = 100kbps—14% of the available bandwidth—HEAP experiences a lag increase of less than
half a second while the external application retains a very high delivery rate of almost 97%. When Bapp increases
(Bapp = 200 kbps , 400 kbps), HEAP still performs well, albeit with a lag increase of around 1s. This may seem
surprising, but it comes at the cost of lower delivery rates for the external application, which scores at 88% for
Bapp = 200 kbps, and at 81% for Bapp = 400 kbps.
With Tapp = 100ms, both HEAP and the external application keep performing well when the external application
consumes 100 kbps during its active intervals. HEAP experiences a delay of less than 1s over the baseline, while
the external application maintains a delivery rate of 98%. When Bapp increases, however, the performance of HEAP
decreases more drastically than with Tapp = 200ms. The average lag to receive a clear stream jumps to around 20s,
and less than 10% of the nodes can still view a clear stream with a 5s lag with Bapp = 200 kbps, while none can with
Bapp = 300 kbps. Yet, the external application achieves even higher delivery rates than with Tapp = 200ms: 92% for













































































Cumulative Distributions of Stream Lag
(b) Tapp = 100 ms
Figure 4.10: Stream Lag for HEAP and delivery rate for the external application for Tapp = 200ms (left) and


















































































(b) dc = 75%
Figure 4.11: Stream Lag for HEAP and delivery rate for the external application for higher duty cycles (dc) and several
values of Bapp (different lines) with Tapp = 200ms.
Bapp = 200 kbps and 87% for Bapp = 300 kbps.
From this analysis, we can observe that smaller and more frequent messages tend to favor the external application,
while larger and less frequent ones tend to favor HEAP. More extreme values of Tapp (400ms and 50ms)—plots available
in [34]—confirm this observation.
Figure 4.11 complements these results with those obtained in scenarios with higher duty cycles for the external
application. In particular, Figure 4.11a depicts a duty cycle of 66%, and Figure 4.11b a duty cycle of 75% for
Tapp = 200ms. Clearly, increasing the duty cycle increases the average bandwidth consumption of the external
application, thereby increasing its impact on HEAP. Yet, the performance for Bapp = 100 kbps remains very good, with
97% of the nodes receiving a clear stream within less than 5s with a 66% duty cycle, and 94% of the nodes achieving
the same result with a 75% duty cycle. Performance for higher values of Bapp drops, but even with Bapp = 400 kbps,
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HEAP manages to yield a clear stream to over 95% of the users albeit with a pretty large lag: 21s with a duty cycle of
66%, and 22s with a duty cycle of 75%. The corresponding delivery rates for the external application remain above
80% in all cases.
We conclude this section by observing that with Tapp = 400ms (plot not shown), HEAP provides good performance
with a lag of less than 5s even with a 75% duty cycle and a Bapp value of 400 kbps. The external application achieves a
corresponding delivery rate of 78% in the worst case.
4.6 Concluding Remarks
This chapter presented HEAP, a gossip-based video streaming solution designed to operate in heterogeneous and
bandwidth-constrained environments. HEAP preserves the simplicity and proactive (churn adaptation) nature of
traditional homogeneous gossip, while significantly improving its effectiveness. Through its four components, HEAP is
able to adapt the fanouts of nodes to their bandwidth and delay characteristics while, at the same time, implementing
effective reliability measures through FEC encoding and retransmission. Experimental results show that HEAP
significantly improves stream quality over a standard homogeneous gossip protocol, while scaling to very large
networks.
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Chapter 5
Augmenting Gossip with Network Coding
In the previous chapters, we explored how gossip-based protocols can support live video streaming. This required us
to make a few adjustments. First, we employed a three-phase model in order to limit the overhead associated with
the redundancy of gossip dissemination. Second, our experiments showed that while some nodes may receive a given
message multiple times, other nodes may fail to receive it. For this reason we augmented three-phase gossip with Codec
and Claim in Section 4.3.2.1. In short, we used three-phase gossip to limit the impact of gossip’s redundancy, but we
then added two techniques that introduce additional redundancy.
In this chapter, we change perspective and consider redundancy as a key advantage rather than as a shortcoming.
Instead of limiting redundancy, we leverage its presence to improve the dissemination of messages to nodes that would
not otherwise receive them. We achieve this by leveraging Random Linear Network Coding (RNLC), a well-known
techniques that spreads out redundancy over multiple messages, ultimately increasing delivery rates. The work in this
chapter consists of the first contribution in the PhD of Quentin Dufour whom I am currently co-advising with David
Bromberg.
The content of this chapter is an adapted excerpt from the following paper:
Yérom-David Bromberg and Quentin Dufour and Davide A Frey (Univ Rennes, Inria, CNRS,
IRISA, France); Multisource Rumor Spreading with Network Coding. INFOCOM 2019
5.1 Overview
In Section 4.5.2, we highlighted the bursty nature of gossip traffic. Figure 4.5a showed that a given node keeps having
bursts of bandwidth that exceed the limit, interleaved with low-bandwidth periods in which it sends fewer messages.
The previous chapters also highlighted that at the fanout levels imposed by the bandwidth limit, gossip does not achieve
complete dissemination. This required us to integrate our solution with Claim, a forward error correction mechanism,
which adds further redundancy.
In this chapter, we take a different approach and instead of adding redundancy to gossip, we re-balance the already
existing redundancy across multiple messages. To achieve this, we employ Random Linear Network Coding (RLNC).
Other authors have already proposed its application to gossip in a theoretical setting [113, 69], or in single source
dissemination [80]. But applying RNLC to multi-source gossip protocols still presents major challenges. First, existing
approaches suppose that a vector, where each index identifies a message with its associated coefficient as a value, is
disseminated. This approach implies a small namespace. Second, to reduce the complexity of the decoding process,
messages are split in groups named generations. Existing rules to create generations require having only one sender,
which is impractical in the context of multiple sources. Third, the use of RNLC implies linear combinations of multiple
messages. This leads to potential partial knowledge of messages received, making precise message pull requests useless
and breaks pull frequency adjustment based on missing-message counts.
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We address these issues by introducing CHEPIN, a CHeaper EPidemic dissemINation approach for multi-source
gossip protocols. CHEPIN solves the problems associated with the size of the identifier namespace by using sparse
vectors. It creates generations for messages from multiple sources by leveraging on Lamport timestamps. All messages
sharing the same clock are in the same generation whatever its source. It overcomes the issue of partial message
knowledge by providing an adaptation of push, pull, push-pull gossip protocols. It pulls specific generations instead of
specific messages. The chapter embodies these contributions in updated algorithms that make CHEPIN applicable to
the current state of the art of multi-source gossip protocols.
















c2, c21M 1 + c22M 2
Figure 5.1: With RLNC, C can send useful information to D and E without knowing what they have received
RLNC[116] provides a way to combine different messages on a network to improve their dissemination speed by
increasing the chance that receiving nodes learn something new. In Figure 5.1, node C cannot know what D and E have
received. By sending a linear combination of M1 and M2, nodes D and E can respectively recover M2 and M1 with
the help of the plain message they also received. Without RLNC, node C would have to send both M1 and M2 to D
and E involving two more messages. Every message must have the same size, defined as L bits thereafter. To handle
messages of different size, it is possible to split or pad the message to have a final size of L bits.
The message content has to be split as symbols over a field F2n . The F28 field has interesting properties when doing
RLNC. First, a byte can be represented as a symbol in this field. Thereafter, this field is small enough to speed up some
computing with discrete logarithm tables and at the same time sufficiently large to guarantee linear independence of the
random coefficients with very high probability.
Encoded messages are linear combinations over F2n of multiple messages. This linear combination is not a
concatenation: if the original messages are of size L, the encoded messages will be of size L too. An encoded message
carries a part of the information of all the original messages, but not enough to recover any original message. After
receiving enough encoded messages, the original messages will be decodable.
To perform the encoding, the sources must know n original messages defined as M1, ...,Mn. Each time a source
want to create an encoded message, it randomly chooses a sequence of coefficients c1, ..., cn, and computes the encoded
message X as follows: X =
∑n
i=1 ciM
i. An encoded message thus consists of a sequence of coefficients and the
encoded information: (c,X).
Every participating node can recursively encode new messages from the one they received, including messages
that have not been decoded. A node that received (c1, X1), ..., (cm, Xm) encoded messages, can encode a new









An original message M i can be considered as an encoded message by creating a coefficient vector 0, ..., 1, .., 0
where 1 is at the ith position. The encoding of a message can therefore be considered as a subset of the recursive
encoding technique.
Even if there is no theoretical limit on the number n of messages that can be encoded together, there are two reasons
to limit it. First, Gauss-Jordan elimination has a O(n3) complexity, which becomes rapidly too expensive to compute.
Then, the more the messages encoded together, the bigger the sequence of coefficients while the encoded information
remains stable. In extreme cases this can result in sending mainly coefficients on the network instead of information. To
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encode more data, splitting messages in groups named generations solves the previous problems, as only messages in
the same generation are encoded together.
However applying network coding to epidemic dissemination raises several challenges.
Assigning a message to a generation Generations often consist of integers attached to a message. Messages with
the same generation value are considered in the same generation and can be encoded between them. The value must be
assigned in such a way than enough messages are in the same generation to benefit from RLNC properties but not too
many to keep the decoding complexity sufficiently low and limit the size of the coefficients sent on the network. In
a single source scenario, the size of the generation is a parameter of the protocol, and is determined by counting the
number of messages sent in a given generation. However, with multiple sources, there is no way to know how many
messages have been sent in a given generation.
Sending coefficients on the network Coefficients are generally sent under the form of a dense vector over the
network. Each value in the vector is linked to a message. On a single source scenario, that is not a problem, the source
knows by advance how many messages it will send and can assign each message a position in the vector and start
creating random linear combinations. In the case of multiple sources, the number of message is not available, and
waiting to have enough messages to create a generation could delay message delivery and above all, the network traffic
required to order the messages in the dense vector would ruin the benefits of network coding.
Pulling with RLNC When doing pull-based rumor mongering, a node must have a way to ask what rumors it needs.
Without network coding, it simply sends a message identifier to ask for a message. But sending a message identifier in
the case of network coding raises several questions: does the node answer only if it has decoded the message? Or if it
can generate a linear combination containing this message?
Estimating the number of missing packets Some algorithms need to estimating the number of missing messages.
Without network coding, the number of missing packets corresponds to the number of missing messages. But with
RLNC, it is possible to have some linear combination for a given set of messages but without being able to decode
them. All the messages are considered as missing but one packet could be enough to decode everything.
5.3 Contribution
5.3.1 System model
Our model consists of a network of n nodes that all run the same program. These nodes communicate over a unicast
unreliable and fully connected medium, such as UDP over Internet. Nodes can join and leave at any moment, as no
graceful leave is needed, crashes are handled like departures. We consider that each nodes can obtain the address of
some other nodes of the service via a Random Peer Sampling service [106]. There is no central authority to coordinates
nodes, all operations are fully decentralized and all exchanges are asynchronous. We use the term message to denote the
payload that must be disseminated to every node of the network, and the term packet to denote the exchanged content
between two nodes. We consider the exchange of multiple messages and any node of the network can inject messages
in the network, without any prior coordination between nodes (messages are not pre-labeled).
5.3.2 Solving RLNC challenges
Due to our multiple independent source model and our goal to cover push and pull protocols, we propose new solutions
to the previously stated challenges:
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Assigning generations with Lamport timestamps With multiple senders, we need to find a rule that is applicable
only with the knowledge of a single node when assigning a generation as relying on network would be costly, slow and
unreliable. We chose Lamport timestamps[175] to delimit generations by grouping every messages with the same clock
on the same generation. This method doesn’t involve sending new packets as the clock is piggybacked on every network
coded packet. When a node wants to disseminate a message, it appends its local clock to the packet and update it,
when it receives a message, it uses its local clock and the message clock to update its clock. This efficiently associated
messages that are disseminated at the same time into the same generation.
Sending coefficients in sparse vectors When multiple nodes can send independent messages, they have no clue on
which identifiers are assigned by the other nodes. Consequently, they can only rely on their local knowledge to choose
their identifiers. Choosing identifiers randomly on a namespace where all possible identifiers are used would lead to
conflicts. That is why we decided to use a bigger namespace, where conflict probabilities are negligible when identifiers
are chosen randomly. On a namespace of this size, it is impossible to send a dense vector over the network, however
we can send a sparse vector: instead of sending a vector c1, ..., cn, we send m tuples, corresponding to the known
messages, containing the message id and their coefficient: (id(M i1), ci1), ..., (id(M im), cim).
Pulling generations instead of messages A node sends a list of generations that it has not fully decoded to its
neighbors. The target node answers with one of the generation it knows. To determine if the information will be
redundant, there is no other solution than asking the target node to generate a linear combination and try to add it to the
node’s local matrix. During our tests, it appears that blindly asking generations didn’t increase the number of redundant
packets compared to a traditional Push-Pull algorithm asking for a message identifier list while greatly decreasing
message sizes.
Count needed independent linear combinations To provide adaptiveness, estimating the number of useful packets
needed to receive all the missing messages is needed by some protocols. Without network coding, the number of
needed packets corresponds to the number of missing messages. With network coding, partially decoded packets are
also considered as missing messages, but to decode them we need fewer packets than missing messages. In this case,
the number of useful packets needed corresponds to the number of independent linear combinations needed.
5.3.3 CHEPIN
To ease the integration of RLNC in gossip-based dissemination algorithms, we encapsulated some common logic in
algorithm 2. We represent a network-coded packet by a triplet: 〈g, c, e〉, where g is the generation number, c an ordered
set containing the network coding coefficients and e the encoded payload.
We define 3 global sets: rcv, ids and dlv. rcv contains a list of network coded packets as described before that
are modified each time a new one is received to stay linear independent until all messages are decoded. ids contains
a list of known messages identifiers under the form 〈g, gid〉 where g is the generation and gid is the identifier of the
message inside the generation. By using this tuple as unique identifier, we can reduce the number of bytes of gid as
the probability of collision inside a generation is lower than the one in the whole system. Finally dlv contains a list of
message identifiers similar to ids, but contains only identifiers of decoded messages.
The presented procedure relies on some primitives. Rank returns the rank of the generation, by counting the
number of packets associated to the given generation. Solve returns a new list of packets after applying a Gaussian
elimination on the given generation and removing redundant packets. Deliver is called to notify a node of a message
(if the same message is received multiple time, it is delivered only once).
This procedure updates the 3 global sets previously defined, delivers decoded messages and return the usefulness of
the given packet. Internally, the node starts by adding the packet to the matrix and do a Gaussian elimination on the
packet’s generation (line 10), if decoding the packet didn’t increase the matrix rank, the packet was useless and the
processing stops here. Otherwise, the node must add unknown message identifiers from the packet coefficient list to the
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1 Function init():
2 g ← 0 /* Encoding generation */
3 rcv ← Set() /* Received packets */
4 ids← OrderedSet() /* Known message identifiers */
5 dlv ← OrderedSet() /* Delivered message identifiers */
6 Function ProcessPacket(p):
7 if p = ∅ then
8 return False
9 〈g1, c1, _〉 ← p
10 oldRank ← Rank(g1, rcv)
11 rcv ← Solve(g1, rcv ∪ {p})
12 if oldRank = Rank(g1, rcv) then
13 return False /* Packet was useless */
14 forall 〈id, _〉 ∈ c1 do
15 ids← ids ∪ {〈g1, id〉} /* Register new identifiers */
16 forall 〈g2, c2, e〉 ∈ rcv do
17 〈id, _〉 ← c2[0]
18 if g1 = g2∧len(c2) = 1 ∧ 〈g2, id〉 /∈ dlv then
19 dlv ← dlv ∪ {〈g2, id〉}
20 Deliver(e) /* New decoded message */
21 if g1 > g∨Rank(g, rcv)≥ 1 then
22 g ←max(g1, g)+1 /* Update Lamport Clock */
23 return True /* Packet was useful */
Algorithm 2: Process RLNC Packets
known identifiers set. After that, the node delivers all decoded messages thanks to the received packet and stores their
identifiers in dlv. Finally, the node checks if the clock must be updated.
Algorithms 3 and 4 show how the above procedures can be used to implement push and pull gossip protocols. For
push, we do not directly forward the received packet, but instead forward a linear combination of the received packet’s
generation after adding it to our received packet list. For Pull, we request generations instead of messages. Like existing
protocols, we keep a rotation variable that rotates the set of missing identifiers, allowing missing generations to be
generated in a different order on the next execution of the code block.
1 Function init():
2 k, ittl← ... /* Push fanout and initial TTL */
3 dottl, dodie← ... /* Push strategy */
4 Function SendToNeighbors(h, headers):
5 for k times do
6 p← Recode(h, rcv)
7 Send(PUSH, p, headers)
8 Function Broadcast(m,headers):
9 id←UniqueID()
10 p← 〈g, {〈id, 1〉},m〉




15 Function NCPush(p, headers):
16 〈h,_,_〉 ← p
17 if ProcessPacket(p) ∨¬dodie then
18 if dottl ∧ headers.ttl ≤ 0 then
19 return
20 if dottl then
21 headers.ttl← headers.ttl− 1
22 SendToNeighbors(h, headers)
1 Function init():
2 rotation← 0 /* Rotation position */
3 Function NCPullThread(headers):
4 ask ← OrderedSet()
5 rotation← rotation+ 1 mod |ids \ dlv|
6 forall m ∈Rotate(ids \ dlv, rotation) do
7 ask ← ask∪Gen(m, rcv)
8 Send(PULL, ask, headers)
9 Function NCPull(asked, headers):
10 p← ∅
11 if ∃ g ∈ asked, Rank(g, rcv)> 0 then
12 p←Recode(g, rcv)
13 Send(PULLREPLY, p, headers)
14 Function NCPullReply(p):
15 ProcessPacket(p)
Algorithm 3: Push Algorithm 4: Pull
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5.4 Application to Pulp
To apply our network-coding approach to a concrete use case, we design CHEPIN-Pulp, a protocol inspired by
Pulp [60]. Pulp achieves cost-effective dissemination by optimizing the combination of push-based and pull-based
gossip. In particular, nodes disseminate each message through a push-phase with little redundancy due to a fanout
and a TTL configured to reach only a small portion of the network. As the push-phase doesn’t provide a complete
dissemination, the message will be retrieved by the rest of the network during a pull phase. To this end, each node
periodically sends its list of missing messages to a random node. The target node answers with the first message it
knows. To discover missing messages, nodes piggyback the list of recently received messages on every packet exchange.
To improve reactivity and reduce delays, Pulp provides a pulling frequency-adaptation mechanism based on the node’s
estimation of missing messages and usefulness of its pull requests.
1 Function init():
2 ts, sm← ... /* Trading window size and margin */
3 ∆adjust,∆pullmin,∆pullmax ← ... /* Periods config. */
4 dottl, dodie← True, True /* Set push strategyy */
5 ∆pull ← ∆adjust
6 Function GetHeaders():
7 start←max(0, |ids| − sm− tm) end←max(0, |ids| − sm) return {tw : ids[start : end]}
8 Upon Receive Push(p, headers) do:
9 ids← ids ∪ headers.tw
10 NCPush(p,GetHeaders())
11 Upon Receive Pull(asked, headers) do:
12 ids← ids ∪ headers.tw
13 NCPull(asked,GetHeaders())
14 Upon Receive PullReply(p, headers) do:
15 ids← ids ∪ headers.tw
16 NCPullReply(p)
17 Thread: Every ∆pull run:
18 NCPullThread(GetHeaders())
19 Thread: Every ∆adjust run:
20 missingSize← |ids| − |rcv|




23 else ifmissingSize > 0 ∧ prevuseless ≤ prevuseful then
24 ∆pull ← ∆pull × 0.9
25 else
26 ∆pull ← ∆pull × 1.1
27 ∆pull ←max(∆pull,∆pullmin)
28 ∆pull ←min(∆pull,∆pullmax)
29 prevuseless ← 0
30 prevuseful ← 0
31 prevMissingSize← missingSize
Algorithm 5: Pulp NC
On top of the two previously defined algorithms 3 and 4, we propose a push-pull algorithm inspired by Pulp
(Algorithm 5. First, we must convert the Pulp message discovery mechanism which consists on exchanging recent
message history via a trading window. The trading window is generated by the GetHeaders function, which will be
added to every packets. On reception, the trading window will be retrieved and its new identifiers will be added to the
ids set. The major difference with Pulp is that we don’t trade identifiers of delivered messages but any identifiers we
know, even if we compare both approaches in Section 5.5.
The adaptation mechanism is the second feature of Pulp, the pull frequency is adapted according to the number of
missing packets and the usefulness of the pull requests. Our only modification is made on how to compute the number
of missing packets, as we retained the number of needed independent linear combinations instead of the number of
missing messages. To do so, we compute the difference between the number of messages identifiers and the number of
independent linear combinations we have.
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5.5 Evaluation
We evaluated our solution in the Omnet++ simulator, using traces from PlanetLab and Overnet to simulate respectively
the latency and the churn. To assess the effectiveness of CHEPIN, we implemented a modified version of Pulp as
described in Section 5.4, and compare it with the original Pulp protocol.
5.5.1 Experimental setup
We run our experiments with 1 000 nodes, sending 1 000 messages at a rate of 150 messages per second. Each
message weighs 1KB and has a unique identifier. For Pulp, it is simply an integer encoded on 8 bytes. In the case of
CHEPIN-Pulp, the unique identifier is composed of its generation encoded on 4 bytes and a unique identifier in this
generation, also encoded on 4 bytes. ∆adapt is set to 125 ms.
In order to accurately simulate latency, we use a PlanetLab trace[45]. Latency averages at 147 ms for a maximum
of almost 3 seconds. Most of the values (5th percentile and 95th percentile) are between 20 ms and 325 ms. Finally we
have a long tail of values between 325 ms and the maximum value.
5.5.2 Configuring the Protocols
To configure protocols, we chose an experimental approach. First, we selected a suitable value for the size of the trading
window. As explained in Section 5.4, too small values of this parameter result in wasted pull requests, and missing
messages, while too large ones lead to wasted bandwidth. We therefore tested the ability of the original Pulp, and of our
solution to achieve complete dissemination (i.e. all messages reach all nodes) with different trading window sizes, and a
safety margin of 10. Results, not shown for space reasons, show that our solutions reaches complete dissemination with
trading window sizes of at least 6, while Pulp requires trading-window sizes of at least 9. For the rest of our analysis, we
therefore considered a trading-window size of 9, and a safety margin of 10. Nonetheless, this first experiment already
hints at the better efficiency of our network-coding-based solution.
Next, we selected values for fanout and TTL. Figure 5.2 reports the delivery delays and bandwidth consumption of
the two protocols with several values of these two parameters. To measure bandwidth consumption, we consider the
ratio between the average amount of bandwidth consumed by the protocol, and the lower bound represented by the
bandwidth required for the same task in a tree structure in a stable network. First, we observe that in terms of delays
and bandwidth used, our network coding variant is more stable than the original Pulp. That is, with low values of fanout
and ttl, the original algorithm deteriorates faster.
Next, we see that our network coding variant performs better or similarly for every combination of fanout and ttl
both in terms of sent bandwidth and delay. The best configuration in term of sent data for Pulp corresponds to the
configuration k = 6, ttl = 4 with 2.12 KB for 1KB of useful data and an average of 0.67 seconds to disseminate a
message. Our network-coding solution reduces delay to 0.55, with a bandwidth consumption of 1.83KB/msg. With
a fanout of 5 our solution further decreases consumed bandwidth to 1.66 KB/msg but with a slight increase in delay
(0.83 s). Clearly, to achieve the minimum delays, the best strategy consists in boosting the push phase by increasing the
TTL, but this defeats the bandwidth-saving goal of Pulp and our approach. As a result, we use the configuration with
k = 6, ttl = 4 for both protocols in the rest of our comparison.
5.5.3 Bandwidth and delay comparison
We evaluate how our algorithm performs over time in Figure 5.3. First, we logged the number of packets sent per
second for the three types of packets: push, pull and pull reply. As we configured the two protocols with the same
fanout and TTL, we would expect seeing almost the same number of push packets. But our network-coded variant
sends 12% more push packets. Pulp stops forwarding a push packet if the corresponding message is already known. But
since our variant can use a large number of linear combinations, our algorithm manages to exploit the push-phase better,
thereby reducing the number of packets sent in the pull phase: 33% fewer pull and pull reply packets. This strategy
enables us to have a packet ratio of only 2.27 instead of 2.70.
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Figure 5.2: Pulp (5.2a) and our algorithm (5.2b) behavior under various configuration of the protocol (fanout and time
to live)
As network coded packets include a sparse vector containing messages identifiers and values, our the algorithm has
larger pull and pull reply packets than Pulp. Considering push packets, we also send more of them, which explains why
we send 17% more data for these packets. However, as our pull phase is way smaller than the one from Pulp, the pull
reply packets of our algorithm consume 28% less data than the ones from Pulp. We can also notice that the pull packets
consume less data than the two others. Indeed, these packets never contain the 1 KB payload. However, we can notice
that our algorithm still consumes less data than Pulp as we transmit generation id instead of each message id. With
150 messages/second, at a given time time, every nodes will be aware of a huge list of missing messages and ask it to
their peers. Generally, this list will contain messages sent approximately at the same time, so probably in the same
generation, which explain why it is way more efficient to ask for generation identifiers, and why pull packets will be
smaller for our algorithm. These two facts enable us to have a data ratio 1.84 instead 2.12.
Finally, we study the distribution delay of each message. As our algorithm has a longer push phase, delays are
smaller on average. We see a downward slope pattern on our algorithm’s delays, especially on the maximum delays
part. This pattern can be explained by the fact that decoding occurs at the end of each generation, so messages that are
sent earlier wait for longer than the most recent ones.
5.5.4 Adaptiveness optimization
We now carry out a sensitivity analysis to understand the reasons for our improved performance. To this end, Figure 5.4
compares our algorithm with to Pulp and with two intermediate variants.
The first variant corresponds to a modification in the GetTradingWindow function of algorithm 2. Instead of
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Figure 5.3: Comparison of exchanged packet rate, used bandwidth and message delay for 5.3a pulp original (k =
6, ttl = 4) and 5.3b our algorithm (k = 5, ttl = 4)
like in the case of the standard Pulp protocol. In other words, we disseminate the identifiers of messages we have
decoded and not those we are aware of.
The second variant is a modification on how we count the number of missing messages at line 19 in algorithm 5.
For this variant, we do missingSize← |missing| like in the original pulp. We thus evaluate the number of missing
messages by counting all the message identifiers we have not yet decoded, without taking into account the progress of
the decoding in our generations.
The two variants perform worse than our solution both in terms of delay and bandwidth. Variant 1 does not manage
to achieve complete dissemination with a fanout of 6 and a TTL of 4, while Variant 2 achieves complete dissemination
but at a higher cost ratio: 2.4 instead of 1.83 for our solution. This shows the importance of the modifications we made
to the Pulp protocol.
To understand how these modifications behave, Figure 5.4 shows the different between the number of useful and
useless packets. We see that our algorithm and Variant 1 perform similarly. The Pulp algorithm has a more efficient pull
strategy than ours, possibly because there are more messages to pull, we receive redundant linear combination for the
requested generation or the frequency adaptation is not optimal in our case. However, we see that we obtain way better
results than the second variant, which mainly pull useless messages. At the end, we see lot of useless messages, as we
don’t inject useful messages anymore. The adaptive part of the algorithm therefore decreases the number of pull per
second, to reduce useless messages.
When we look at the pull period, we see that Variant 1 and our algorithm are quite similar, with the biggest pull
period as they have less messages to pull. Pulp has a smaller pull period, but has it has more messages to pull, it is not
surprising. Our second variant pull period is the smallest even though this variant hasn’t more messages to pull than our
algorithm or our first variant, and explain why we have many useless messages: we pull to frequently.
Finally, when we study the evolution of our missing message estimation, it appears that the first variant has the
lowest estimation of missing messages. It is due to the fact that we relay only decoded messages via the trading window,
which adds a delay and improve the chances to receive the information via network coding coefficients.
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Figure 5.4: How adaptiveness algorithms impact the protocol efficiency
However, it appears that this method is not efficient to disseminate message identifiers as it fails to achieve a
complete dissemination with high probability. Indeed, if a message is sent at the end of a generation, its content and
existence will only be forwarded on its push phase and not by other messages of the generation.
5.5.5 Behaviour under network variation
Figure 5.5a shows how our algorithm performs under different network configurations. We see that when the number of
messages per second decreases, the difference in term of data sent between the algorithms decreases too. This can be
explained by the fact that our generations become smaller when the number of messages per second decreases, and so
less useful.
At an extreme, when we have only one message per generation, we have the same model as Pulp: asking for a list of
generation identifiers is similar to asking a list of message identifiers in Pulp. The network coded packets will contain a
generation identifier, a sparse vector containing only one message identifier and one coefficient and the message. As a
generation identifier plus a message identifier of our algorithm has the same size of a message identifier in Pulp, the
only overhead is the one byte coefficient value.
We use an Overnet trace to simulate churn[137]. The trace contains more than 600 active nodes over 900 with
continuous churn—around 0.14143 events per second.
We use this trace replayed at different speed to evaluate the impact of churn on the delivery delays of our messages,
as plotted on Figure 5.5b. We chose to re-execute the trace at different speed: 500, 1000 and 2000 times faster for
respectively 71, 141 and 283 churn events per second. We see that the original Pulp algorithm is not affected by churn,
as the average and maximum delivery delays stay stable and similar to those without churn. Considering the average
delay, it’s also the case for our algorithm, where the average delay didn’t evolve. The maximum delay doesn’t evolve
significantly either. However we can see huge differences in the shape of the maximum delay for each individual
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Figure 5.5: Delay in dynamic networks: varying network configurations (a) and churn (b).
5.6 Conclusion
Distributed systems become more and more complex and dynamic with time. Due to their properties and resistance to
failure, data dissemination protocols are the cornerstone of any distributed system. However, these advantages come at
the cost of bandwidth spent by the embedded redundancy in the protocol. This chapter introduced CHEPIN, a multi
source gossip protocol that uses Lamport clocks to create generations, and sparse vectors to exchange coefficients. We
demonstrated that is possible to apply RLNC for push and pull algorithm by thoroughly evaluating our approach. At
worst, CHEPIN performs like the state of the art. At best, CHEPIN significantly improves both delay and bandwidth
consumption.
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The second part of this manuscript, discusses the the application of epidemic protocols to decentralized recommender
systems. This covers a line of research that started with my contribution to the Gossple project, and that is still ongoing.
Gossple was an ERC grant awarded to Anne-Marie Kermarrec which funded part of my postdoctoral research at Inria.
At that time, we started working on the application of gossip protocols to personalization and soon moved to their
application to decentralized recommenders. This chapter starts by presenting a brief overview of the state of the art
of decentralized recommender systems and by highlighting the contributions of this part of the manuscript. It then
discusses a basic protocol for decentralized knn which is employed and extended by our contributions. Finally, it
discusses the main experimental settings we used in evaluating our protocols.
6.1 Recommender Systems
Recommender systems have become one of the primary means to navigate information in the digital space. Initially
proposed in the early 1990s [169, 167], they have become widespread with the explosion of online retailers [149].
Content-based systems [109, 112, 78, 68] operate by analyzing the characteristics of the items being recommended.
Collaborative filtering [149], on the other hand, ignores the content of the items and concentrates on the fact that users
that have made like-minded choices in the past, will probably make like-minded choices in the future.
Several forms of collaborative filtering exist, the main distinction being between memory-based and model-based
techniques. Memory based techniques store the user-item matrix in memory and compute similarities between
users (user-based systems) [166] or between items (item-based ones) [149]. Model-based systems, on the other
hand build intensive models that make it possible to achieve better scalability. Memory-based systems were the
first to be implemented [167]. But in 2006, the Netflix Prize [101] popularized model based techniques like matrix
factorization [117].
Even if most recommender systems maintain a centralized or at least data-center-based architecture, several authors
have started proposing decentralized recommendation solutions. Rather than collecting all ratings at a central point,
decentralized recommenders compute recommendations collaboratively and divide computation cost among user
machines [66, 14, 133, 182, 103, 131]. For example, [131] proposes a Chord-based CF system to decentralize the
recommendation database on a P2P infrastructure.
In addition to popularizing matrix factorization, the Netflix prize also highlighted the privacy issues associated with
the technology after researchers de-anonymized a user from the provided dataset [96]. This prompted researchers to
focus on alternative ways to provide recommendations, in particular by exploring decentralized systems [66, 14]. The
interest of decentralized recommendation is twofold. On the one hand, decentralization provides an effective manner to
improve the scalability of recommender systems. But most importantly a decentralized recommender system eliminates
the need to collect information at a central entity, thereby reducing the damage that can be done by an attacker with
a single attack. However, decentralization also increases the surface of attack. The decentralized knn algorithms
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at the basis of most peer-to-peer recommenders [14, 56] require peers to exchange their interest profiles with other
peers in order to compute similarity values. In doing so, they do not simply risk to share sensitive information; they
systematically require users to share personal data with other random users. This makes it very easy for an attacker to
learn about the interests of a large number of victims.
Several collaborative-filtering approaches [150, 123] have tried to preserve the privacy of sensitive data by applying
randomized masking and distortion techniques to user profiles. Other decentralized approaches such as [152, 153, 133]
exploit homomorphic encryption in a P2P environment. [70], in turn, addresses privacy by trust where participants
exchange information and profile only across trusted content producer/consumer pairs. [58] proposes a differentially
private protocol to measure the similarity between profiles. While differential privacy provides a strong notion of
privacy, [71] highlights its important trade-off between privacy and accuracy.
A number of authors have proposed to address privacy by means of anonymity. Some, like [89] achieve receiver
anonymity using group communication primitives like broadcasting, multicasting, and flooding. Others [128] focus
on sender anonymity and relay messages from a node along a single anonymous path formed by nodes within the
infrastructure. Some authors have already suggested the integration of gossip and anonymous services. The work
in [63] uses gossip protocols to improve the robustness of trust-based overlays to provide privacy-preserving data
dissemination. More precisely, it creates and maintains additional anonymous links on top of an existing social overlay.
Similarly, [72] relies on gossip protocols to support confidential communications and private group membership.
This solution leverages existing multi-hops paths to circumvent network limitations such as NAT and firewalls to form
anonymous channel. Other authors investigated accountability [82, 75, 46] and spam resilience [76]. Only a few,
however, combined privacy and anonymity with personalization [39, 40, 43].
6.2 Contributions in Chapters 7 through 9
In the following chapters we present a decentralized recommender system for news items in a twitter-like setting [14]
(Chapter 7) as well as two techniques for preserving privacy in decentralized recommendation [3, 11] (chapters 8 and 9).
WhatsUp, the contribution in Chapter 7, represents one of the first examples of decentralized recommenders, and
to the best of our knowledge was the first to deal with dynamic streams of news items in a decentralized setting. It
also introduces a similarity metric that outperforms cosine similarity, which generally provides the best empirical
results [124].
The privacy-preserving technique in Chapter 8 works by adding non-random noise to user profiles and by applying
differential privacy to item dissemination. Existing work has in fact shown that random noise can easily be separated
from sensitive information [122, 145]. As a result, our contribution in Chapter 8 uses noise that depends on the interests
of dynamic communities of users. This limits the amount of information exchanged between users to coarse-grained
user profiles that only reveal the least sensitive information. Finally, the contribution in Chapter 9 presents a technique
for privacy-preserving similarity computation and proves its efficacy in the context of recommendation.
The contributions in the following chapters are also closely related to several other contributions that did not fit in
this manuscript. Gossple [18], my first piece of work in the context of personalized systems, includes a gossip-on-behalf
protocol that hides the association between a user and her profile. Freerec [4] offers an alternative solution to securing
the operation of WhatsUp. It employs TOR-like proxy chains to add anonymity to the operation of gossip-based
decentralized recommenders.
6.3 Focus on Decentralized KNN
The following chapters design a decentralized recommender system and then address its major privacy issues. To
this end, they build on a decentralized knn protocol framework that was initially proposed by [127], and that we
later exploited in the context of the Gossple Anonymous Social Network [18]. Computing knn graphs constitutes
a fundamental operation in a variety of data-mining applications. In our case, we use knn to implement user-based
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Figure 6.1: Gossip-based distributed KNN
collaborative filtering. This technique provides recommendations by identifying the items appreciated by the closest
neighbors of a target user.
The framework consists of two protocols: a random-peer sampling (RPS) and a clustering protocol. The former
maintains a continuously changing topology, while the latter converges to the knn graph. Both protocols follow the
same high-level behavior. In each protocol, each peer maintains a data structure, called view, consisting of a list of
references to other peers: the peer’s current neighbors in the corresponding protocol. Periodically, a peer p contacts
another peer q from this list and sends it a subset of its own view—half of its view in the RPS protocol, and its entire
view in the clustering protocol. Upon receiving such a subset, q merges the received subset with its own view. In the
case of the RPS, it keeps c random entries from the union of the two views. In the case of the clustering protocol, it
keeps the c entries whose profiles are most similar to its own after combining its own clustering view, its own RPS view
and the received clustering view. Then q replies by sending to p a subset of its view before the update, and p updates its
view analogously. Several choices are available to p for the selection of the peer q contacted at each round [106]: where
not otherwise specified, we select the peer with the oldest timestamp.
The clustering protocol provides each peer with a view that converges to its knn. The RPS provides resilience to
churn and partitions and ensures that the process does not get stuck into a local minimum.
Figure 6.2 exemplifies the operation of the clustering protocol. Alice and Bob are interested in hearts, though Bob
prefers diamonds. After exchanging their respective lists of neighbors, they keep the users which are closest to their
interests. In this example, Alice replaces Ellie with Carl who likes hearts, and Bob replaces Alice with Ellie who likes
diamonds. After a few cycles of this protocol, each peer’s neighborhood view contains the corresponding knn.










Figure 6.2: Clustering mechanism for convergence to an optimal neighborhood. In this example, after exchanging
their profiles, Alice and Bob modify their neighbors in order to be connected with the users who share the most their
interests.
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attempts to select a better set of similar other nodes (its neighbors) according to some similarity metric: a widely used
metric is for example cosine similarity [174]. It considers profiles as high-dimensional vectors in which each unique
item is a dimension and values for each dimension correspond to ratings. It then evaluates the similarity of two profiles






The following chapters present a variety of experiments that demonstrate the effectiveness of our contributions. In the
following, we discuss the most common parameters we used in our experiments. We provide further more specific
details in each chapter.
6.4.1 Metrics
We evaluate the effectiveness of our recommendation solutions using classical metrics used in information-retrieval and
in recommender systems: recall (i.e. completeness), precision (i.e. accuracy), and f-score.
All measures are in [0, 1]. For an item, a recall of 1 means that all interested users have received the item as a
recommendation. The problem with recall is that it does not account for spam. A trivial way to ensure maximum recall
consists in recommending all items to all users. Precision tackles this problem: a precision of 1 for an item means that
the item has been recommended to all the users that are interested in it.
In general, changing system parameters makes it possible to improve one metric while worsening the other. For this
reason, it is important to provide a good trade-off between these two metrics. We express this trade-off by means of the
F1-Score, defined as the harmonic mean of precision and recall [174].
P recision =
| {interested users} ∩ {reached users} |
| {reached users} |
Recall =
| {interested users} ∩ {reached users} |
| {interested users} |
F 1− Score = 2 ·
precision · recall
precision + recall
In addition, to recommendation quality, we also consider systems metrics that evaluate our contributions from a
systems perspective. In particular, we consider the network traffic they generate. For simulations, we compute the
total number of sent messages. For our implementations or where otherwise relevant, we also measure the average
consumed bandwidth.
6.4.2 Datasets
We ran our experiments using the following datasets, summarized in Table 6.1.
ArXiv synthetic dataset. To obtain an objective evaluation without the artifacts of real datasets, we identified distinct
groups among the 5242 users in the arXiv dataset (covering scientific collaborations between authors [181]) using a
community-detection algorithm [134]. This allows us to deal with clearly defined communities of interest, thus enabling
the evaluation of our recommender system in Chapter 7 in a clearly identified topology. The resulting dataset contains
21 communities ranging in size from 31 to 1036, for a total of 3703 users. For each community, we use a random subset
of nodes as sources that generate 120 news items (for a total of about 2000). We use this dataset in Chapter 7.
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# users # items Chapters
arXiv synthetic 3,180 2,000 Ch 7
Digg 750 2,500 Ch 7
Survey 480 1,000 Ch 7, Ch 8
ML-100k 943 1,682 Ch 9
ML-1M 6,040 3,900 Ch 9
Jester-1-1 24,983 100 Ch 9
Table 6.1: Datasets and chapters in which they are used.
Digg dataset. Digg is a centralized social-news website designed to help users discover and share content. It
disseminates news items along the edges of an explicit social network (an approach known as cascading). Relying
on explicitly declared friends, as in Digg, is known to limit the content that can be received [136] by substantially
influencing decision making [164]. Basically, users are only exposed to the content forwarded by their friends, while
other items may be of interest to them. To remove this bias, we extracted for each user, u, the categories of the news
items she generates. We then defined user u’s interests by including all the news items associated with these categories.
We collected traces from Digg over 3 weeks in 2010. The resulting dataset consists of 750 users and 2500 news from
40 categories. We use this dataset in Chapter 7.
Dataset from a user survey. We conducted a survey on 200 news items involving 120 colleagues and relatives. We
selected news randomly from a set of RSS feeds illustrating various topics (culture, politics, people, sports, ...). We
exposed this list to our test users and gathered their reactions (like/dislike) to each news item. This provided us with a
small but real dataset of users exposed to exactly the same news items. To scale our system, we generated 4 instances
of each user and news item in the experiments. This results in a bias that nonetheless affects both our systems and the
state-of-the-art solutions we compare them with. We use this dataset in chapters 7 and 8.
MovieLens datasets. MovieLens consists of a group of datasets [49] extracted from the MovieLens movie-recom-
mendation web site [161].1 In our experiments, we consider two of the datasets: ML-100k and ML-1M, containing
respectively 100,000 and 1,000,000 ratings ranging from 1 to 5. Since the recommenders discussed in the following
only consider binary ratings, we make ratings binary by considering an item as liked when its rating is greater than or
equal to 3. We use these datasets in Chapter 9.
Jester dataset. Jester consists of a dataset from for the Jester [156] online joke-recommendation service.2 In our
experiments, we use a subset of the dataset consisting of the first third of the ratings in dataset Jester-1. Ratings in Jester
range from -10 to 10. Like for MovieLens, we make them binary by consider an item as liked when its rating is greater
than or equal to 0.0. We use this dataset in Chapter 9.
6.4.3 Adversary Models
When evaluating our privacy-preserving techniques, we generally consider honest but curious adversaries that participate
in the protocol correctly but that seek to learn information about user profiles. In specific cases, we consider more
powerful adversaries. In Section 8.5.6 we consider a colluding coalition of adversaries that attempt to censor the
dissemination of news items. In Chapter 9 we consider an adversary that can take a limited set of active actions: tapping
unencrypted communications; attempting to bias multi-party computations; computing her similarity with her target
as many times as she want. In each chapter, we also define specific metrics to measure the effectiveness of privacy
protection.
1MovieLens datasets are available at: http://grouplens.org/datasets/movielens/
2Jester datasets are available at: http://eigentaste.berkeley.edu/dataset/
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Chapter 7
WHATSUP: A Decentralized Instant News
Recommender
This chapter introduces WhatsUp, a collaborative-filtering system for disseminating news items in a large-scale
dynamic setting with no central authority. WhatsUp leverages the decentralized knn protocol presented in Chapter 6
to cluster users based on their opinions (like-dislike) about the news items they receive. WhatsUp embodies two
main contributions: Wup, and Beep. Wup consists of a profile-management mechanism that takes into account
long-standing and emerging (dis)interests while seeking to minimize spam through a novel similarity metric. Beep
consists of a novel heterogeneous gossip protocol that (1) biases the orientation of its targets towards those with similar
interests, and (2) amplifies dissemination based on the level of interest in every news item. The work in this chapter is
at the core of the PhD thesis of Antoine Boutet, a former PhD student of Anne-Marie Kermarrec with whom I closely
collaborated. Moreover it involves contributions by Arnaud Jegou who was the first PhD student I formally co-advised
with Anne-Marie Kermarrec.
The content of this chapter is an adapted excerpt from the following paper:
Antoine Boutet, Davide Frey, Rachid Guerraoui, Arnaud Jégou, Anne-Marie Kermarrec:
WHATSUP: A Decentralized Instant News Recommender. IPDPS 2013: 741-752
7.1 Overview
The continuous stream of news items we are exposed to calls for automatic techniques to filter the right content and
alleviate the need to spend a substantial amount of time browsing information online. Explicit subscription-based
approaches (e.g. RSS, pub/sub, online social networks) often filter too much or not enough. Personalized news
recommender systems, based on collaborative filtering (CF) [88], are much more appropriate for they operate in a
dynamic and fine-grained manner to automate the celebrated word-of-mouth pattern by which people recommend
useful items to each other. However, CF approaches require the maintenance of huge amounts of information as well as
significant computation resources, especially in the context of continuous streams of news items that must be instantly
delivered to users that potentially change interests over time.
This chapter proposes WhatsUp a completely decentralized instant news system based on CF. Intuitively, a P2P
approach is attractive because it naturally scales and circumvents a central entity that controls all user profiles potentially
exploiting them for commercial purposes. Yet, the absence of a central authority with global knowledge makes the
filtering very challenging and calls for CF schemes that need to cope with partial and dynamic interest profiles. Like any
CF scheme [88], WhatsUp assumes that users who have exhibited similar tastes in the past are likely to be interested
in the same news items in the future. To implement this paradigm, in a decentralized setting WhatsUp relies on two
distributed protocols, Wup and Beep (Figure 7.1), that together provide an implicit publish-subscribe abstraction.
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Figure 7.1: Interactions between (1) user opinion; (2) WUP: implicit social network; (3) BEEP: news dissemination protocol
They allow users to receive published items without having to specify explicit subscription filters. WhatsUp’s user
interface captures the opinions of users on the news items they receive through a simple like/dislike button. A user
profile collects the resulting implicit interests in a vector associating news items with user opinions. This provides the
driving information for the operation of Wup and Beep.
Wup manages user profiles and relies on the decentralized protocol presented in Chapter 6 to maintain a directed
graph linking nodes (reflecting users) with similar interests. Wup augments the knn protocol by introducing a novel
similarity metric that seeks to minimize spam while selecting users with potentially interesting items.
Beep (Biased EpidEmic Protocol) consists of novel heterogeneous epidemic protocol that disseminates news items
using Wup’s topology. Beep obeys the explore-and-exploit principle. It biases dissemination towards nodes that
are likely to have similar tastes (exploit), while introducing enough randomness and serendipity (ability of making
fortunate discoveries while looking for something unrelated) to tolerate the inherent unreliability of the underlying
network as well as to prevent interesting news items from being isolated within specific parts of the network (explore).
7.2 WUP
Wup builds and maintains an implicit social network reflecting the interests of users. To this end, Wup augments the
algorithm described in Section 6.3 with a novel similarity metric, consisting of a variation of the well-known cosine
similarity [125], and with profile management mechanisms. The Wup metric seeks to maximize the number of items
that were liked in both profiles being compared. It also strives to minimize spam by discouraging a node, n, with profile
Pn, from selecting a neighbor, c, with profile Pc, that explicitly dislikes the items that n likes. We achieve this by
dividing the number of liked items in common between the two profiles by the number of items liked by n on which c
expressed an opinion. We define sub(Pn, Pc) as the subset of the scores in Pn associated with the items that are present
in Pc. By further dividing by the number of items liked by c (as in cosine similarity), we then favor neighbors that
have more restrictive tastes. The asymmetric structure of this metric is particularly suited to push dissemination (i.e.
users choose the next hops of news items but have no control on who sends items to them) and improves cold start with
respect to cosine similarity as explained in Section 7.5.3.
Similarity(n, c) =
sub(Pn, Pc) · Pc
‖sub(Pn, Pc)‖ ‖Pc‖
7.2.1 News item
A news item consists of a title, a short description, and a link to further information. The source of an item (the user
publishing it) associates it with a timestamp indicating its creation time and a dislike-counter field initialized to zero
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that sums the number of dislikes obtained by the item. The Wup algorithm also uses an 8-byte hash as the identifier of
the news item. This hash is not transmitted but computed by nodes when they receive the item.
7.2.2 Profiles
Wup records information about interests for items in profile data structures. A profile is a set of triplets: identifier,
timestamp, and score; P ∈ {< id, t, s > |id ∈ N , t ∈ T, s ∈ [0, 1]}. Identifier and timestamp are defined as above,
and each profile contains only a single entry for a given identifier. The score, instead, represents the level of interest for
an item: 1 meaning interesting, and 0 not interesting.
Wup associates each node with a profile, the user profile (P̃ ), which contains information about the node’s own
interests. The scores associated with this profile are integer values (like-dislike). To disseminate news items, nodes
employ an additional profile structure, the item profile (PN ). Unlike a user profile, the item profile is associated with a
news item. Its score values are real numbers and are obtained through the aggregation of the profiles of the users that
liked the item along its dissemination path. As a result, two copies of the same item along two different paths will have
different profiles. This causes an item profile to reflect the interests of the portion of the network it has traversed. The
item profile can also be viewed as a community profile expressing the interests of an implicit social network of nodes.
7.2.3 Updating profiles
Updating user profiles (P̃ ). A node updates its profile whenever it expresses its opinion on a news item either by
clicking the like or the dislike button (line 5 or 7 in Algorithm 6), or when generating a new item (line 14). In either
case, the node inserts a new tuple containing the news item’s identifier, its timestamp, and a score value of 1 if it liked
the item and 0 otherwise.
Updating item profiles (PN ). The item profile of an item I records the interests of the users who like I by aggregating
their profiles along I’s path. This works as follows. Let n be a node that likes I . When n receives I for the first time, it
first updates its own user profile, P̃ , as described above. Then, it iterates through all the tuples in P̃ (line 3). Let id be
the identifier of one such tuple and let sn be its score. Node n checks if I’s item profile already contains a tuple for
id (addToNewsProfilefunction). If so (line 20), let s be the tuple’s score value in I’s item profile; n replaces s with
the average between s and sn—the score in n’s user profile. This averaging gives the same weight to both scores, s
and sn: it thus personalizes I’s item profile according to n’s interests. If I’s item profile contains no tuple for id , node
n inserts the tuple from its own user profile into I’s item profile (line 22). When a new item is generated (function
generateNewsItemin Algorithm 6), the source initializes the corresponding item profile by integrating its own user
profile (line 15).
7.2.4 Initialization
A node, n, that is joining the system for the first time (cold start) contacts a random node, and inherits its rps and
Wup views. It then builds a fresh profile by selecting and rating the 3 most popular news items from the profiles of the
nodes in its the selected rps view. This process results in a profile and in a Wup view that are very unlikely to match
n’s interests. However, it provides n with a way to enter the Wup social network. Because the Wup metric takes into
account the size of user profiles, nodes with very small profiles containing popular items such as joining nodes are more
likely to be part of the Wup views of other nodes and quickly receive additional news items. This allows them to fill
their profiles with more relevant content, thereby acquiring closer neighbors.
7.2.5 Profile window
The information stream is continuously evolving. In order to take into account only the current interests of users and to
dynamically connect similar users, all profiles are cleaned of old items. Specifically, each node periodically purges its
user profile of all the tuples whose timestamps are older than a profile window. Similarly, nodes purge item profiles of
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1 on receive (item< idI , tI >, profile PN , dislike counter dI ) do
2 if iLike(idI) then
3 for all< id, t, s >∈ P̃
4 addToNewsProfile(< id, t, s >, PN)
5 add< idI , tI , 1 > to P̃
6 else
7 add< idI , tI , 0 > to P̃
8 for all< id, t, s >∈ PN
9 if t older than profile window then
10 remove< id, t, s > from PN
11 BEEP.forward((< idI , tI >, PN , dI ))
12 function generateNewsItem(item idI)
13 PN ← ∅; dI ← 0; tI ← currentTime
14 add< idI , tI , 1 > to P̃
15 for all< id, t, s >∈ P̃
16 addToNewsProfile(< id, t, s >, PN)
17 BEEP.forward((< idI , tI >, PN , dI ))
18 function addToNewsProfile(< id, t, sn >, PN)





22 PN ←< id, t, sn >
Algorithm 6: WUP: receiving / generating an item.
non-recent items before forwarding items to Beep for dissemination (lines 8 to 10). The value of this profile window
defines the reactivity of the system with respect to user interests as discussed in Section 7.4.3.
It is important to note that the profile window also causes inactive users who have not provided ratings during the
current window to have empty profiles, thus being considered as new nodes. Yet, as in the case of initialization, the
Wup metric allows these users to reintegrate quickly as soon as they connect and resume receiving news items.
7.3 BEEP
Beep consists of a novel gossip-based dissemination protocol embodying two mechanisms: orientation and ampli-
fication, both triggered by the opinions of users on news items. Orientation leverages the information provided by
Wup to direct news items towards the nodes that are most likely to be interested in them. Amplification varies the
number of dissemination targets according to the probability of performing a useful forwarding action. Orientation and
amplification make Beep the first user-driven gossip protocol to provide heterogeneity in the choice as well as in the
number of dissemination targets, achieving differentiated delivery. Beep follows the well-known SIR (Susceptible,
Infected, Removed) [81] model. A node receiving a news item for the first time updates the item’s profile as described
in Section 7.2.3. Then, it forwards the item to fanout (f ) other nodes chosen according to its opinion on the item, as
described in the following. A node receiving an item it has already received simply drops it.
7.3.1 Forwarding a disliked item
With reference to Algorithm 7 and Figure 7.2, consider Bob, who does not like item I sent by Carlos. Beep first
verifies if the dislike-counter field of the item has already reached the prescribed ttl (line 3). If it has, it drops the
item. Otherwise it increments its value, and achieves orientation by identifying the node from Bob’s rps view whose
user profile is closest to the item’s profile (line 5) and forwards the item to it (line 12). The item profile allows Beep’s
orientation mechanism to identify a target that is reasonably close to someone who liked the item, even if its topic falls
outside Bob’s interests. The use of a fanout of 1, instead, accounts for unexpected interests and addresses serendipity by
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Figure 7.2: Orientation and amplification mechanisms of Beep
giving news items the chance to visit portions of the overlay where more interested nodes are present. At the same time,
it also prevents non-interesting items from invading too many users.
1 function forward((< idI , tI >, profile PN , dislike counter dI ))
2 if ¬ iLike(idI) then
3 if dI < TTL then
4 dI ← dI + 1
5 N ← selectMostSimilarNode(PN , RPS)
6 else
7 N ← ∅
8 else
9 N ← selectRandomSubsetOfSize(WUP, fLIKE)
10 ifN 6= ∅ then
11 for all n ∈ N
12 send< idI , tI > with associated PN and dI to n
Algorithm 7: BEEP: forwarding a news item.
7.3.2 Forwarding a liked item
Consider now Alice (Figure 7.2), who instead finds item I interesting. Beep achieves orientation by selecting
dissemination targets from her social network (Wup view). Unlike the profiles in the rps view, those in the Wup view
are relatively similar to each other. However, to avoid forming too clustered a topology by selecting only the closest
neighbors, Beep selects its targets randomly from the Wup view (line 9 in Algorithm 7). Moreover, since the targets’
interests are expected to be similar to those of the node, Beep amplifies I by selecting a relatively large subset of flike
(like fanout) nodes instead of only one node, thus giving I the ability to reach more interested nodes.
7.4 Experimental setup
In this section, we present the experimental setup of WhatsUp’s evaluation. We used three of the datasets presented
in Section 6.4.2: (i) the 3180-user synthetic trace derived from Arxiv, (ii) the Digg dataset, and (iii) the survey. In the
following, we present the remaining experimental settings: the competitors we compared against, the configurations for
WhatsUp’s parameters, and the evaluation metrics we use to assess the performance of WhatsUp.
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7.4.1 WHATSUP Competitors
In order to demonstrate the effectiveness of WhatsUp, we evaluate it against the following alternatives:
Explicit cascading Cascading is a dissemination approach followed by several social applications, e.g., Twitter,
Digg. Whenever a node likes (tweets in Twitter and diggs in Digg) a news item, it forwards it to all of its explicit
social neighbors. We compare WhatsUp against cascading in the only dataset for which an explicit social network is
available, namely Digg.
Complete explicit pub/sub WhatsUp can be seen as an implicit publish/subscribe (pub/sub) system turning
interests into implicit subscriptions. Typically, pub/sub systems are explicit: users explicitly choose specific topics [140,
103]. Here, we compare WhatsUp against C-Pub/Sub, a centralized topic-based pub/sub system achieving complete
dissemination. C-Pub/Sub guarantees that all the nodes subscribed to a topic receive all the associated items. C-Pub/Sub
is also ideal in terms of message complexity as it disseminates news items along trees that span all and only their
subscribers. For the sake of our comparison, we extract explicit topics from keywords associated with the RSS feeds in
our survey. Then we subscribe a user to a topic if she likes at least one item associated with that topic.
Decentralized collaborative filtering In a decentralized CF scheme based on nearest-neighbor technique, when a
node receives a news item it likes, it forwards it to its k closest neighbors according to some similarity metric. We
implemented two versions of this scheme: one relying on the same metric as WhatsUp (CF-Wup) and one relying
on cosine similarity [125] (CF-Cos). While it is decentralized, this scheme does not benefit from the orientation and
amplification mechanisms provided by Beep. More specifically, it takes no action when a node does not like a news
item.
Centralized version of WHATSUP We also compare WhatsUp with a centralized system (C-WhatsUp) gather-
ing the global knowledge of all the profiles of its users and news items. C-WhatsUp leverages this global information
(vs a restricted sample of the network) to boost precision using complete search. When a user likes a news item, the
server delivers it to the flike closest users according to the cosine similarity metric. In addition, it also provides the item
to the flike users with the highest correlation with the item’s profile. When a user does not like an item, the server
presents it to the fdislike nodes whose profiles are most similar to the item’s profile (up to ttl times).
7.4.2 Evaluation metrics
We consider the recommendation-quality and systems metrics we presented in Section 6.4.1. Throughout our evaluation,
we examine results obtained over a wide range of fanout values by plotting the F1-Score against the fanout, and against
the number of generated messages. The F1-Score for corresponding fanout values makes it possible to understand and
compare the behavior of WhatsUp and its competitors under similar conditions. The F1-Score for corresponding
numbers of messages, instead, gives a clearer picture about the trade-offs between recommendation quality and cost.
Two different protocols operating at the same fanout, in fact, do not necessarily generate the same amount of traffic.
7.4.3 WHATSUP system parameters
The operation of WhatsUp is controlled by a number of system parameters. The first two parameters we consider are
the Wup view size (Wupvs) and the Beep-I-like fanout (flike). Clearly, the former must be at least as large as the
latter. As a node forwards a liked news item to random neighbors among its Wup view, a Wupvs close to flike boosts
precision while a large Wupvs compared to flike increases recall. We set the value of Wupvs to the double of flike as
experiments provide the best trade-off between precision and recall for these values.
The third important parameter is the rps view size. It directly impacts the potential of Wup to discover new nodes.
We set its value to 30 to strike a balance between the need to discover information about nodes, the cost of gossiping,
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and the need to retain some randomness in the selection of Wup neighbors. Too large values would lead the Wup
view to converge too fast, hampering the ability to address non-foreseeable interests (serendipity). Nonetheless, we
verified that our protocol provides good performance with values between 20 and 40 in the considered traces.
The Beep TTL controls WhatsUp’s serendipity, but it should not be too large in order not to hamper precision.
We therefore set it to 4, and examine its impact in Section 7.5.2.
Finally, the size of the profile window determines WhatsUp’s ability to adapt to dynamic and emerging interests
of users. We set its value to 13 gossip cycles, corresponding to 1/5 of the experiment duration, according to an analysis
of its influence on the F1-Score. A size between 1/5 and 2/5 of the whole period gives the best F1-Score, while smaller
or larger values make WhatsUp either too dynamic or not enough. For practical reasons, our simulations use the
duration of a gossip cycle as a time unit to represent the length of the profile window. Yet, the actual duration of a
gossip cycle is important and determines the dynamic response of our system. We discuss this parameter and its impact













































































































(f) Survey - message
Figure 7.3: F1-Score depending on the fanout and message cost
We carried out an extensive evaluation of WhatsUp by simulation and by deploying its implementation on
PlanetLab and on a ModelNet-based [155] cluster. All parameters, based on observations on a wide range of experiments
on all datasets, are summarized in Table 7.1. We present the results by highlighting each important feature of WhatsUp.
7.5.1 Similarity metric
We start by evaluating the effectiveness of the Wup metric. Figures 7.3a-7.3f compare two CF approaches and two
versions of WhatsUp based, respectively, on cosine similarity (CF-Cos and WhatsUp-Cos) and our Wup metric
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Parameter Description value
RPSvs Size of the random sample 30
RPSf Frequency of gossip in the RPS 1h
WUPvs Size of the social network 2fLIKE
Profile window News item TTL 13 cycles
BEEP TTL Dissemination TTL for dislike 4
Table 7.1: WHATSUP parameters - on each node
Algorithm Precision Recall F1-Score Mess./User
Gossip (f = 4) 0.35 0.99 0.51 4.6k
CF-Cos (k = 29) 0.50 0.65 0.57 5.9k
CF-Wup (k = 19) 0.45 0.85 0.59 4.7k
WHATSUP-Cos (fLIKE = 24) 0.51 0.72 0.60 4.3k
WHATSUP (fLIKE = 10) 0.47 0.83 0.60 2.4k
Table 7.2: Survey: best performance of each approach
(CF-Wup and WhatsUp). Our metric consistently outperforms cosine similarity in all datasets. Table 7.2 conveys the
fact that it achieves this by improving recall over cosine similarity (by 30% for CF approaches and 15% for WhatsUp
in the survey dataset with lower message cost in both cases). Moreover the relatively high precision of cosine similarity
is partly an artifact of its low recall values resulting from highly clustered topologies. As a result, approaches using
cosine similarity require a much larger fanout and message cost to provide the same quality of recommendation. The
Wup metric generates instead topologies with a lower clustering coefficient by avoiding node concentration around
hubs (an average clustering coefficient of 0.15 for Wup metric compared to 0.40 for cosine similarity in the survey
dataset). In addition, the Wup metric avoids fragmenting the topology into several disconnected parts. Figure 7.4
shows the fraction of nodes that belong to the largest strongly connected component (LSCC) with increasing fanout
values. Once all users are part of the same connected component, news items can be spread through any user and are not
restricted to a subpart of the network. This corresponds to the plateaus in the F1-Score values visible in Figure 7.3c. The
Wup metric reaches this state with fanout values around 10 both in CF-Wup and WhatsUp. This is a lot earlier than
cosine similarity, which only reaches a strongly connected topology with fanout values above 15. Additional results,
not on the plot, show that the fragmentation induced by the Wup metric is consistently lower than that associated
with cosine similarity even for smaller fanout values. With a fanout of 3, for instance, WhatsUp’s and CF-Wup’s
topologies contain respectively an average of 1.6 and 2.6 components, while WhatsUp-Cos’s and CF-Cos’s contain






















Figure 7.4: Survey: Size of the LSCC depending on the approach
7.5.2 Amplification and orientation
Comparing WhatsUp with CF schemes allows us to evaluate the impact of amplification and orientation. The results
in Figures 7.3a-7.3f show that WhatsUp consistently outperforms CF, reaching higher F1-Score values with lower
fanouts and message costs. Table 7.2 shows that it achieves recall values much higher than those of CF, with less than
two thirds the message cost. This is a direct result of the amplification and dislike features, which allow an item to
reach interested nodes even after hitting uninterested ones. This observation is confirmed by comparing Figure 7.3c
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with Figure 7.4. Even if approaches adopting the same metric result in similar topologies as conveyed by Figure 7.4,
the performance of those that employ amplification and dislike is consistently higher for corresponding fanout values.
Table 7.3 further illustrates the impact of the dislike feature by showing, for each news item received by a node that
likes it, the number of times it was forwarded by nodes that did not like it. For instance, we can see that 31% of the
news items liked by nodes were forwarded exactly once by nodes that did not like them. This conveys the benefit of the
dislike feature and the importance of (negative) feedback from users in giving items a chance to reach interested nodes
across the entire network.
Number of dislikes 0 1 2 3 4
Fraction of news 54% 31% 10% 3% 2%
Table 7.3: News received and liked via dislike
Figure 7.5a shows the impact of the ttl value on the performances. Too low a ttl mostly impacts recall; yet
values of ttl over 4 do not improve the quality of dissemination. Finally, Table 7.2 also includes the performance of a
































(b) Impact of amplification (fLIKE = 5)
Figure 7.5: [Dislike and Amplification in BEEP on the Survey dataset.
Figure 7.5b shows hows nodes at increasing distances from the source of a news item contribute to dissemination.
We observe from the bell-shaped curve that most dissemination actions are carried out within a few hops of the
source, with an average around 5. This is highly beneficial because a small number of hops leads to news items being
disseminated faster. Finally, the plot also confirms the effectiveness of the dislike mechanism with a non-negligible
number of infections being due to dislike operations.
7.5.3 Implicit nature of WHATSUP
Next, we evaluate WhatsUp’s reliance on implicit acquaintances by comparing it with two forms of explicit filtering:
cascading over explicit social links, and the ideal pub/sub system, C-Pub/Sub.
The first set of results in Table 7.4 shows that WhatsUp achieves a higher F1-Score with respect to cascading.
More specifically, while both approaches provide almost the same level of precision, WhatsUp outperforms (by
more than six times) cascading in terms of recall. The very low recall of cascading highlights the fact that the explicit
social network does not necessarily connect all the nodes interested in a given topic. The low number of messages of
cascading is a result of its small recall. The network traffic per infected user generated by WhatsUp is, in fact, 50%
less than that of cascading (2.57K messages vs 5.27K).
The second set of results in the table compares WhatsUp with C-Pub/Sub. As discussed in Section 7.4.1, C-
Pub/Sub disseminates news items to all subscribers with a minimal number of messages. Its recall is therefore 1 while




























































(c) Reception of liked news items (WHATSUP)
Figure 7.6: Cold start and dynamics in WHATSUP
Dataset Approach Precision Recall F1-Score Messages
Digg Cascade 0.57 0.09 0.16 228kWHATSUP 0.56 0.57 0.57 705k
Survey C-Pub/Sub 0.40 1.0 0.58 470kWHATSUP 0.47 0.83 0.60 1.1M
Table 7.4: WHATSUP vs C-Pub/Sub and Cascading
its precision is only limited by the granularity of its topics. In spite of this, WhatsUp improves C-Pub/Sub’s accuracy
by 12% in the survey dataset with a little more than three times as many messages while conserving a good recall. This
results in a better trade-off between accuracy and completeness as indicated by its higher F1-Score.
Another important advantage of Wup’s implicit approach is its ability to cope with interest dynamics. To measure
this, we evaluate the time required by a new node joining the network and a node changing of interests to converge to a
view matching its interests both in WhatsUp (Figure 7.6a) and in WhatsUp-Cos (Figure 7.6b).
For the joining node, we select a reference node and introduce a new joining node with an identical set of interests.
We then compute the average similarity between the reference node and the members of its Wup view and compare
it to the same measure applied to the joining node. We repeated the experiment by randomly choosing 100 joining
nodes and averaged the results. The Wup metric significantly reduces the number of cycles required by the joining
node to rebuild a Wup view that is as good as that of the reference node (20 cycles for WhatsUp vs over 100 for
WhatsUp-Cos).
Yet, the node starts receiving news quickly as shown in Figure 7.6c with the peak in the number of interesting
news received as soon as the node joins. This is a result of both our cold start mechanism (Section 7.2.4) and our
metric’s ability to favor nodes with small profiles. Once the node’s profile gets larger, the number of received news per
cycle stabilizes to values comparable to those of the reference node. Nonetheless, the joining node reaches 80% of the
reference node’s precision after only a few cycles.
For the changing node, we select a pair of random nodes from the survey dataset and, at 100 cycles into the
simulation, we switch their interests and start measuring the time it takes them to rebuild their Wup views. Figure 7.6
displays results obtained by averaging 100 experiments. Again, the Wup metric causes the views to converge faster
than cosine similarity: 40 cycles as opposed to over 100. Moreover, the values of recall and precision for the nodes
involved in the change of interests never decrease below 80% of the reference node’s values. These results are clearly
tied to the length of the profile window, set to about 40 cycles in these experiments. Shorter windows would in fact
lead to an even more responsive behavior. We are currently evaluating this aspect on the current WhatsUp prototype.
Moreover, while it may seem surprising that switching interests takes longer than joining a network from scratch, this
experiment is an unlikely situation that provides an upper bound on the impact of more gradual interest changes.
Finally, the implicit nature of WhatsUp and the push nature of Beep also make WhatsUp resilient to basic
forms of content bombing. Unless a spammer node has enough resources to contact directly a large number of nodes, it
will be unable to flood the network with fake news. The dislike mechanism, with its small fanout and ttl values will,
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in fact, limit the dissemination of clearly identified spam to a small subset of the network.
7.5.4 Simulation and implementation
We also evaluate the performance obtained by our implementation in two settings: (i) a 170 PlanetLab node testbed
with 245 users, and (ii) an emulated network of 245 nodes (machines and users) deployed on a 25-node cluster
equipped with the ModelNet network emulator. For practical reasons we consider a shorter trace and very fast gossip
and news-generation cycles of 30sec, with 5 news items per cycle. These gossip frequencies are higher than those we
use in our prototype, but they were chosen to be able to run a large number of experiments in reasonable time. We also













































(b) Bandwidth in planetlab
Figure 7.7: Implementation: bandwidth and performance
Figure 7.7a shows the corresponding results obtained on the survey and compares them to those obtained through
simulation on the same 245-user dataset with increasing fanout values. ModelNet results confirm the accuracy of our
simulations. The corresponding curves closely match each other except from some fluctuations with small fanout
values. PlanetLab results, on the other hand, exhibit a clear decrease in performance with small fanouts. To understand
this behavior, we can observe that in simulation and ModelNet, recall reaches scores above 0.50 with fanout values as
small as 3. In PlanetLab, it only achieves a value of 0.18 with a fanout of 3, and goes above 0.50 only with fanouts of
at least 6. The difference in recall with small fanout values can be easily explained if we observe the message-loss
rates in the PlanetLab setting. With a fanout of 3, we recorded that nodes do not receive up to 30% of the news that
are correctly sent to them. This is due to network-level losses and to the high load of some PlanetLab nodes, which
causes congestion of incoming message queues. The impact of these losses becomes smaller when the fanout increases
because Beep is able to produce enough redundancy to recover from the missing messages.
7.5.5 Message loss
To understand the impact of lost messages, we experiment in the ModelNet network emulator with increasing loss
rates affecting both Beep and Wup messages and ranging from 0 to a huge value of 50%. Table 7.5 shows that both
protocols preserve the reliability properties of gossip-based dissemination. With a fanout of 6, the performance in terms
of F1-Score is virtually unchanged with up to 20% of message loss, while it drops only from 0.60 to 0.45 when half of
the messages are lost by the network layer. With a fanout of 3, the impact of message loss is clearly more important due
to the smaller amount of redundancy. 20% of message loss is sufficient to cause the F1-Score to drop from 0.54 to
0.47. This explains the differences between PlanetLab and ModelNet in Figure 7.7a. These drops are almost uniquely
determined by the corresponding recall. With a fanout of 3 and a loss rate of 50%, recall drops to 0.07, causing an
artificial increase in precision, and yielding an F1-Score of 0.12, against the 0.45 with a fanout of 6.
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Loss Rate 0% 5% 20% 50%
Fanout 3 6 3 6 3 6 3 6
Recall 0.63 0.82 0.61 0.82 0.46 0.80 0.07 0.45
Precision 0.47 0.48 0.47 0.47 0.47 0.46 0.55 0.44



















































































(c) F1-Score vs sociability
Figure 7.8: Survey dataset: centralized vs decentralized, recall vs popularity, and F1-Score vs sociability.
7.5.6 Bandwidth consumption
Increasing fanout has a cost, which is highlighted by our bandwidth analysis in Figure 7.7. The number of times each
news item is forwarded increases linearly with fanout values, causing an equally linear increase in the bandwidth
consumption of Beep. The bandwidth used by Wup also shows a slight increase with fanout due to the corresponding
increase in the sizes of the Wup social networks. Nonetheless, the cost of the protocol is dominated by news. This
highlights the efficiency of our implicit social-network maintenance. These experiments on a very fast trace with a
gossip cycle every 30sec lead to a bandwidth consumption of about 4Kbps for Wup’s view management. Our prototype
is characterized by significantly lower gossip frequencies, on the order of 5min per gossip cycle. This results in a much
lower average bandwidth consumption of about 0.4Kbps.
7.5.7 Partial information
To understand the impact of decentralization, we compare WhatsUp with a centralized variant, C-WhatsUp, that
exploits global knowledge to instantaneously update node and item profiles. Figure 7.8a shows that WhatsUp provides
a very good approximation of this variant (a 5% decrease of the F1-Score). More precisely, global knowledge yields
better precision (17%) but slightly lower recall (14%).
7.5.8 Sociability and popularity
An additional interesting aspect is the impact of the popularity of items and the sociability of users. Figure 7.8b depicts
the distribution of news-item popularity in the survey dataset together with the corresponding recall for WhatsUp
and CF-Wup. WhatsUp performs better across most of the spectrum. Nonetheless, its improvement is particularly
marked for unpopular items (0 to 0.5). This is highly desirable as popular content is typically much easier to manage
than niche content. Recall values appear to converge for very popular items. However, each point in the plot represents
an average over several items. An analysis of the data distribution (not shown for space reasons), instead, highlights how
CF-Wup exhibits much higher variance leaving some items almost completely out of the dissemination. WhatsUp
provides instead good recall values across all items thanks to the effectiveness of its dislike feature.
Figure 7.8c instead examines how the F1-Score varies according to the sociability of users in the survey dataset.
We define sociability as the ability of a node to exhibit a profile that is close to others, and compute it as the node’s
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average similarity with respect to the 15 nodes that are most similar to it. Results confirm the expectations. WhatsUp
leverages the similarity of interests between users and provides relevant results for users with alter-egos in the system.
The more sociable a node the more it is exposed only to relevant content (improving both recall and precision). This
acts as an incentive: the more a user exhibits a consistent behavior, the more she will benefit from the system.
7.6 Concluding remarks
This chapter presented WhatsUp, the result of our research on the feasibility of a fully decentralized collaborative
filtering instant-news recommender. While relying only on partial knowledge, WhatsUp achieves a good trade-off
between the accuracy and completeness of dissemination. For simplicity, this contribution, as well as the ones presented
in later chapters focus solely on user-based collaborative filtering. Leveraging content-based filtering or decentralizing
other collaborative filtering techniques may however provide interesting improvements as discussed in Section 10.2.2.
Finally, this chapter purposely left out privacy concerns. The following chapters present two solutions that can enable
WhatsUp or other collaborative-filtering systems [56] to protect user profiles from curious users or observers.




The distributed CF system defined in Chapter 7 does not protect the privacy of users. In this chapter, we aim to
protect a decentralized item recommender from malicious nodes that extract information in two ways: (i) from the
profiles they exchange with other nodes; and (ii) from the items they receive in the dissemination process. We do
so by introducing two novel mechanisms. The first consists of an obfuscation scheme that hides the exact profiles of
users without significantly decreasing their utility. The second consists of a randomized dissemination protocol that
ensures differential privacy during the dissemination process. The work in this chapter is part of the PhD thesis of
Antoine Boutet, a former PhD student of Anne-Marie Kermarrec with whom I closely collaborated. But it also involves
significant contributions by Arnaud Jegou who was the first PhD student I formally co-advised with Anne-Marie
Kermarrec.
The content of this chapter is an adapted excerpt from the following paper:
Antoine Boutet, Davide Frey, Rachid Guerraoui, Arnaud Jégou, Anne-Marie Kermarrec:
Privacy-preserving distributed collaborative filtering. Computing 98(8): 827-846 (2016)
8.1 Overview
While decentralization removes the prying eyes of Big-Brother companies, it leaves those of curious users who might
want to discover the personal tastes of others. In WhatsUp, we can distinguish two mains privacy leaks. First,
as described in Section 7.2, nodes exchange profile information for maintaining the interest-based overlay. Profiles
contains precise information about the interests of a user, which are potentially sensitive. Second, the dissemination
protocol described in Section 7.3 is driven by the interests of users. As a consequence, a node a that receives an
item from another node n can conclude that n liked that item. The predictive nature of this dissemination protocol
thus also constitutes a leak of sensitive information. This chapter presents a solution that addresses each of these two
vulnerabilities by means of two dedicated components. Section 8.2 describes the first: a profile obfuscation mechanism
that prevents curious users from ascertaining the tastes of the user associated with an exchanged profile. Section 8.3
presents the second: a randomized dissemination protocol that ensures differential privacy by hiding the preferences of
nodes during the item forwarding process.
We consider adversaries following the Honest-But-Curious model [143] where malicious nodes can collude to
extract information and predict interests from received profiles but are not able to cheat in the protocol. In Section 8.5.6,
we also consider adversaries that can modify their obfuscated profiles to control their location in the interest-based
topology (i.e. their clustering views).
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8.2 Obfuscation Protocol
Our first contribution consists of an obfuscation protocol that protects user profiles by (i) aggregating their interests
with those of similar users, and (ii) revealing only the least sensitive information to other users. By tuning these
two mechanisms, system designers can manage the trade-off between disclosed information and recommendation
quality [71]. An excessively obfuscated profile that reveals very little information is difficult to compromise, but it
also provides poor recommendation performance. Conversely, a highly accurate profile yields better recommendations,
but does not protect privacy-sensitive information effectively. As we show in Section 8.5, our obfuscation mechanism
provides good recommendation while protecting privacy.
For clarity, this Section describes a simplified version of our obfuscation protocol. Section 8.3 completes this
description with features required by our differentially-private dissemination scheme. Figure 8.1 gives an overview of
the complete protocol.
Figure 8.1: Simplified information flow through the protocol’s data structures.
8.2.1 Overview
Our protocol relies on random indexing, an incremental dimension reduction technique [65, 157]. To apply it in our
context, we associate each item with an item vector, a random signature generated by its source node. An item vector
consists of a sparse d-dimensional bit array. To generate it, the source of an item randomly chooses b << d distinct
array positions and sets the corresponding bits to 1. It then attaches the item vector to the item before disseminating it.
Nodes use item vectors when recording information about items in their obfuscated profiles. Let us consider a node
A that receives an item R from another node C as depicted in Figure 8.1. Node A records whether it likes or dislikes
the item in its private profile. A node never shares its private profile. It only uses it as a basis to build an obfuscated
profile whenever it must share interest information with other nodes in the clustering process. Nodes remove the items
whose timestamps are outside the latest time window. This ensures that all profiles reflect the current interests of the
corresponding nodes.
Upon receiving an item R that she likes, user A first updates the item profile of R and then forwards it (Figure 8.1).
To this end, A combines the item vectors of the liked items in its private profile and obtains a compact profile
consisting of a bit map. This dimension reduction introduces some uncertainty because different sets of liked items may
result in the same compact profile as described in Section 8.2.2. Then A updates the item profile of R: a bitmap that
aggregates the compact profiles of the nodes that liked an item. To update it, A combines its own compact profile and
R’s old item profile. This aggregation amplifies the uncertainty that already exists in compact profiles and makes R’s
item profile an obfuscated summary of the interests of the nodes that like R.
Before sharing interest information with other nodes, A must build its obfuscated profile. First, it creates a filter
profile that aggregates the information contained in the item profiles of the items it liked. Then, it uses this filter to
identify the bits from its compact profile that will appear in its obfuscated profile. The filter profile allows A to select
the bit positions that are most popular among the nodes that liked the same items as it did. This has two advantages.
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1 on receive (item< idN , tN >, item vector SN , item profile PN ) do
2 if iLike(idN) then
3 P ←< idN , tN , 1, SN , PN >
4 buildCompactProfile(SN)
5 updateItemProfile(PN)
6 forward(< idN , tN >, SN , PN)
7 else
8 P ←< idN , tN , 0 >
9 function buildCompactProfile()
10 for all< id, t, 1, S, PN >∈ P
11 P̃ [i] = S[i]OR P̃ [i]
12 function updateItemProfile(item vector PN)
13 for all i ∈ PN
14 Sum[i] = Integer(P̃ [i]) + Integer(PN [i])
15 for all i ∈ the s highest values in Sum
16 PN [i] = 1
17 function forward(< idR, tR >, item vector SN , item profile PN)
18 for all n ∈ Neighbors
19 send< idR.tR > with associated SN and PN to n
Algorithm 8: Receiving an item.
First, using the most popular bits makes A’s obfuscated profile likely to overlap with those of similar nodes. Second,
these bits carry less information than less popular ones, which makes them preferable in terms of privacy.
8.2.2 Profile Updates
Private Profile A node updates its private profile whenever it generates a new item or receives an item it likes (lines 3
and 8 in Algorithm 8). In either case, the node inserts a new tuple into its private profile. This tuple contains the item
identifier, its timestamp (indicating when the item was generated) and a score value (1 if the node liked the item, 0
otherwise). For liked items, the tuple also contains two additional fields: the item vector, and the item profile upon
receipt.
Compact Profile. Unlike private profiles, which contain item identifiers and their associated scores, the compact
profile stores liked items in the form of a d-dimensional bit array. As shown in Figure 8.1, and on lines 14 of Algorithm 8
and 5 of Algorithm 9, a node uses the compact profile both to update the item profile of an item it likes and to compute
its obfuscated profile when exchanging clustering information with other nodes. In each of these two cases, the node
computes a fresh compact profile as the bitwise OR of the item vectors of all the liked items in its private profile (line 11
of Algorithm 8).
This on demand computation allows the compact profile to take into account only the items associated with the
current time window. It is in fact impossible to remove an item from an existing compact profile. The reason is that
compact profile provides a first basic form of obfuscation of the interests of a user through bit collisions: a bit with value
1 in the compact profile of a node may in fact result from any of the liked items whose vectors have the corresponding
bit set.
Compact profiles bring two clear benefits. First, the presence of bit collisions makes it harder for attackers to
identify the items in a given profile. Second, the fixed and small size of bit vectors limits the size of the messages
exchanged by the nodes in the system. As evaluated, in Section 8.5.7, this drastically reduces the bandwidth cost of our
protocol.
Item Profile. A node never reveals its compact profile. Instead, it injects part of it in the item profiles of the items
it likes. Consequently, the item profile of an item aggregates the interests of the users that liked the item along its
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1 on demend do
2 Algorithm1.buildCompactProfile()
3 buildFilterProfile()
4 for all i ∈ the s highest values in F
5 P∗[i] = P̃ [i]
6 function buildFilterProfile()
7 for all< id, t, 1, S, PN >∈ P in the current time window
8 F [i] = F [i] + Integer(PN [i])
Algorithm 9: Building obfuscated profile.
dissemination path. A parameter s controls how much information from the compact profile nodes include in the item
profile.
Let n be a node that liked an item R. When receiving R for the first time, n computes its compact profile as
described above. Then, n builds an integer vector as the bit-by-bit sum of the item profile and its own compact profile
(line 14 in Algorithm 8). Each entry in this vector has a value in {0, 1, 2}: node n chooses the s vector positions with
the highest values, breaking ties randomly, and creates a fresh profile for item R by setting the corresponding bits to 1
and the remaining ones to 0. Finally, when n generates the profile for a new item, (line 16 in Algorithm 8), it simply
sets to 1 the values of s bits from those that are set in its compact profile. This update process ensures that each item
profile always contains s bits with value 1.
Filter Profile. Nodes compute their filter profiles whenever they need to exchange clustering information with other
nodes (line 3 in Algorithm 9). Unlike the other profiles associated with nodes, this profile consists of a vector of integer
values and does not represent the interests of a user. Rather it captures the interests of the community of users that have
liked similar items. A node computes the value at each position in its filter profile by summing the values of the bits in
the corresponding position in the profiles of the items it liked (line 8 in Algorithm 9) in the latest time window. This
causes the filter profile to record the popularity of each bit within a community of nodes that liked similar items.
Obfuscated Profiles. As shown in Figure 8.1, a node computes its obfuscated profile whenever it needs to exchange
it with other nodes as part of the clustering protocol. As shown in Figure 8.1, it achieves this by filtering the contents
of its compact profile using its filter profile: this yields a bit vector that captures the most popular bits in the node’s
community and thus hides its most specific and unique tastes. The fine-grained information contained in the node’s
private and compact profiles remains instead secret throughout the system’s operation.
As shown on line 2 and line 3 of Algorithm 9, a node n computes its obfuscated profile by first generating its
compact and filter profiles as described above. Then it selects the s positions that have the highest values in the filter
profile, breaking ties randomly, and sets the corresponding bits in the obfuscated profile to the values they have in its
compact profile. It then sets all the remaining bits in the obfuscated profile to 0.
The resulting profile has s bits (set at 0 or 1) that reflect the node’s compact profile and provide a coarse-grained
digest of user interests. Through the value of s, the system designer can control the amount of information that can filter
from the compact to the obfuscated profile, and can therefore tune the trade-off between privacy and recommendation
quality. It is important to note that the positions of the bits whose value is 1 in the obfuscated profile depend on the filter
profile and thus do not suffice to identify the item vectors that contributed to the corresponding compact profile. This
prevents isolated attackers from precisely understanding which news items the node liked as shown in Section 8.5.5.
8.3 Randomized Dissemination
An attacker can discover the opinions of a user by observing the items she forwards (Section 8.1). We address this
vulnerability through our second contribution: a differentially-private randomized dissemination protocol.
The key idea of our protocol is to randomize the forwarding decision: a node that likes an item drops it with
probability pf , while a node that does not like it forwards it with the same pf . This prevents an attacker from acquiring
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Figure 8.2: Complete information flow through the protocol’s data structures.
certainties about a user’s interests by observing which items she forwards. However, the attacker could still learn
something from the content of the associated item profiles (modification of the item profile only when the user likes
it). To ensure that the whole dissemination protocol does not expose any non-differentially-private information, we
therefore randomize not only forwarding actions, but also the item profiles associated with forwarded items. This
requires us to modify the protocol described in Section 8.2 as follows.
First, we introduce a new field in the private profile: the randomized decision. In addition to record whether the
node liked or disliked an item, we use this new field to store the corresponding forwarding decision taken as a result of
the randomization process (1 for forward and 0 for drop).
We then introduce a new randomized compact profile (as shown in Figure 8.2). The node fills this profile
analogously to the compact profile but it uses the randomized decision instead of its actual opinion on the item. The
node iterates through all the items for which the randomized decision is 1 and integrates their signatures into the
randomized compact profile using the same operations described for the non-randomized one.
Finally, the node updates the item profile of an item when it decides to forward it as a result of randomization,
regardless of whether it likes it or not. Moreover, the node performs this update as described in Section 8.2.2 except
that the node uses its randomized compact profile instead of its compact profile.
Nodes still use their non-randomized compact profile when choosing their neighbors. In this case, they compare
their compact profile with the obfuscated profiles of candidate neighbors. However, the above modifications guarantee
that the actual content of the compact profile never leaks during dissemination. This guarantees that our dissemination
protocol is differentially private [91].
A randomized algorithm A is ε-differentially private if it produces approximately the same output when applied to
two neighboring datasets (i.e. which differ on a single element). In the context of dissemination, the datasets that need
to be randomized are vectors of user opinions. Given two neighboring vectors of opinions (i.e. differing on a single
opinion) o1 ∈ Dn and o2 ∈ Dn, we define differential privacy as follows.
Differential privacy [115] A randomized function F : Dn → Dn is ε-differentially private, if for any pair of
neighboring opinion vectors o1,o2 ∈ Dn and for all t ∈ Dn:
Pr[F(o1) = t] ≤ eε · Pr[F(o2) = t]
This probability is taken over the randomness of F , while e is the base of the natural logarithm.
In the case of our algorithm, we toss a coin each time the user expresses her opinion about an item in order to decide
whether the item should be forwarded. This scheme is known as randomized response [177]: instead of randomizing
the output of a function f , we randomize each of its inputs independently. Because these inputs as well as the output
values are binary ∈ {0, 1}, we can rewrite the above equation as follows.
Pr[f (o) = b] ≤ eε · Pr[f (1− o) = b]
Our randomization function f flips the opinion o and produces the output 1− o with probability pf . In order to
achieve ε-differential privacy the value of pf must be such that:
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1/(eε + 1) ≤ pf ≤ 1/2
For space reasons, we omit the details of the reasoning leading to this result, as well as the proof of the equivalence
between randomized response and Definition 8.3. Nonetheless they are similar to those in [58].
This algorithm bounds the amount of information an observer gets when receiving an item from a user. Instead of
knowing with certainty that the user liked the item, the observer knows that the user liked it with probability 1− pf .
However, this does not make our solution fully differentially private, but only the dissemination component. In addition,
it can only ensures ε-differential privacy when a user expresses her opinion about an item she received, not when she
generates a new one. In the latter case, the user always forwards the item.
8.4 Experimental setup
We implemented and extensively evaluated our approach on the survey dataset presented in Section 6.4.2. We compare
our solution with two baselines: a cleartext solution with no privacy mechanism, where profiles are exchanged in clear,
and a solution that applies a differentially private mechanism both when generating the profiles that users exchange and
upon dissemination. We refer to our solution as OPRD (Obfuscated Profile and Randomized Dissemination) in the
following.
8.4.1 Alternatives
We compare our approach with the two following alternatives.
Cleartext profile (CT). This baseline approach implements the decentralized CF solution presented in Chapter 7
where user and item profiles are exchanged in clear during the clustering and dissemination processes. This solution
does not provide any privacy mechanism.
Differentially private approach (2-DP). This alternative, denoted by 2-DP in the following, applies randomization
both when generating user profiles and during dissemination. Every time a user expresses an opinion about an item, the
algorithm inverses it with probability pd: this results in a differentially private clustering protocol and a differentially
private dissemination protocol. The latter is similar to our randomized dissemination. However, unlike our solution,
2-DP also applies randomness when generating user profiles. When a user dislikes an item, 2-DP considers this item as
liked with a probability pd, thus integrating it in the profile of the user and disseminating it to her neighbors. Conversely,
when a user likes an item, 2-DP considers it as disliked with probability pd. In this case, it silently drops it without
including it in the user’s profile.
2-DP builds user profiles that are structurally similar to our compact profiles. However, they gather the item vectors
of the items identified as liked after the randomization of user opinions. This extends the privacy guarantee associated
with our dissemination protocol to the profiles of users. This represents a contribution in its own right. For space
reasons, we do not include the associated proof. However, it follows a similar intuition than the one presented in
Section 8.3.
As user profiles change over time and are impacted by the dissemination of items, applying a randomization function
on cleartext profiles as in [58] is not enough. Iteratively probing the profiles of a user and analyzing the dissemination
process could be enough to weaken the privacy guarantee. Instead, 2-DP does not randomize profiles, but it randomizes
the opinion of a user on the items she is exposed to. Moreover, it does so independently of the user’s opinion on other
items.
2-DP uses the output of its randomization function to build user profiles and drive the dissemination. In particular,
users use the resulting randomized profiles to compute their clustering views. We show in Section 8.5.4 that this intro-
duces a weakness in the context of the decentralized CF scheme considered in these chapters. Moreover, section 8.5.6
shows that 2-DP remains more vulnerable to censorship attacks than our solution.
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8.4.2 Evaluation metrics
We evaluate recommendation by considering recall, precision, and f-score as defined in Section 6.4.1. In addition, we
define additional metrics for overhead and privacy.
Overhead. We measure overhead in terms of number of messages and bandwidth as described in Section 6.4.1. A
key parameter that determines network traffic is the fanout of the dissemination protocol, i.e. the number of neighbors
from the interest-based overlay to which nodes forward each item.
Privacy. We define privacy as the ability of a system to hide the profile of a user from other users. We measure it by
means of two metrics. The first evaluates to what extent the obfuscated profile is close to the real one by measuring the
similarity between the two. We consider the Jaccard index [174] to measure the similarity between a compact profile
and the corresponding obfuscated one. The second measures the fraction of items present in a compact profile out of
those that can be predicted by analyzing the presence of item vectors in the corresponding obfuscated profile. As item
vectors are public, a malicious user can leverage them to guess the contents of the obfuscated profiles of other users,
thereby inferring their interests.
8.5 Performance evaluation
In this section, we evaluate the ability of our solution to achieve efficient information dissemination while protecting
the profiles of its users. First, we show that compacting user profiles, filtering sensitive information, and randomizing
dissemination do not significantly affect the accuracy of dissemination when compared to CT, yielding slightly better
results than 2-DP. Then we analyze the trade-off between accuracy and privacy and show the clear advantage of our
solution in protecting user profiles in the context of a censorship attack. Finally, we show the benefits of our solution in
term of network cost. We conducted an extensive evaluation through simulations, and through a real implementation
deployed on PlanelLab. In both cases, we randomly select the source of each item among all users. We refer to our
solution as OPRD (Obfuscation Profile and Randomized Dissemination) in the following.
8.5.1 Compacting profiles
As explained in Section 8.2.2, our solution associates each item with a (sparse) item vector containing b 1’s out of
d possible positions. When a user likes an item, we add the corresponding item vector to her compact profile by
performing a bitwise OR with the current profile. The ratio between b and d affects the probability of having two
items sharing bits at 1 in their vectors, which in turn affects the accuracy of the similarity computation between users.
Figure 8.3 evaluates its effect on performance.
Figure 8.3a shows the values of the F1-Score depending on network traffic for various values of the b-to-d ratio.
The points in each curve correspond to a range of fanout values, the fanout being the number of neighbors to which a
user forwards an item she likes: the larger the fanout the higher the load on the network. Figure 8.3b shows instead the
corresponding precision-recall curve. Again, each curve reflects a range of fanout values: the larger the fanout, the
higher the recall, and the lower the precision.
Interestingly, the larger the b-to-d ratio, the bigger the difference between our solution and CT. With a low b-to-d
ratio, it is unlikely for any two item vectors to contain common bits at 1. As a result, the performance of our solution
closely mimics that of CT. When the b-to-d ratio increases, the number of collisions between item vectors—cases in
which two distinct item vectors have common bits at 1—also increases. This has two interesting effects on performance.
The first is that the F1-Score increases faster with the fanout and thus with the number of messages: the b = 10%
curve climbs to an F1-Score of 0.4 with less than 400k messages. The curve on Figure 8.3b shows that this results from
a higher recall for corresponding precision values (bump in the b = 10% curve). The high probability of collisions
between item vectors results in some user profiles being similar even though they do not contain many common items.















































Figure 8.3: Impact of compacting the profiles (various b-to-d ratios)
This leads to a topology in which users are less clearly clustered, and in which the items can be disseminated more
easily, which explains the high recall value.
The second effect is that the maximum F1-Score attained by the protocol with a large b-to-d ratio (to the right of
Figure 8.3a) stabilizes at lower values. Figure 8.3b clarifies that this results from a lower maximum recall, as indicated
by the left endpoints of the curves corresponding to high values of b. The artificial similarities caused by a large
b—advantageous with small fanout values (small number of messages)—also create false clusters that ultimately inhibit
the dissemination of items to large populations of users. This effect is even more prominent with values of b that set a
vast majority of the bits in compact profiles to 1 (not shown in the plot).
In the following, we set d to 500 and b to 5 for our evaluations. The values assigned to b and d should be computed
depending on the expected number of items per user profile. The rationale for choosing these value is similar to those
that relate the number of hash functions and the size of a bloom filter [64].
8.5.2 Filtering sensitive information
In our solution, the size of the filter defines how much information from the compact profile appears in the obfuscated
profile. The larger the filter, the more the revealed information. Figure 8.4a depicts the F1-Score as a function of the
number of messages. The performance increases with the size of the filter. Figure 8.4b shows that this variation comes
from the fact that precision strongly decreases when the filter size decreases. The important aspect is that both plots
highlight that a filter of 200 bits (e.g. 40% of the compact profile) achieves performance values similar to those of a



















































































(b) Precision-recall curve for various pf
Figure 8.5: Impact of obfuscating profiles and randomizing dissemination (fs = 200)
8.5.3 Randomizing the dissemination
We now evaluate the impact of randomizing the dissemination process in addition to the obfuscation protocol evaluated
above (the previous results were obtained without randomization). Figure 8.5a shows the F1-Score for our solution
using a filter size of 200 and several values for pf . Performance decreases slightly as we increase the amount of
randomness (for clarity, we only show pf = 0 and pf = 0.5, the other curves being in between). Figure 8.5b shows










































(b) Precision-recall curve for various pd
Figure 8.6: Impact of the randomization for 2-DP
8.5.4 Evaluating 2-DP
In this section, we evaluate the 2-DP alternative defined in Section 8.4.1. 2-DP reverses the opinions of users with a
probability, pd, that affects both the construction of user profiles and the dissemination process. This differs from our
solution in which only the dissemination is randomized.
Figure 8.6a shows the F1-Score of 2-DP versus network traffic for various values of pd. Performance strongly
increases at low fanout values for dp = 0.1, but decreases for larger values. A small amount of randomness proves
beneficial and allows the protocol to disseminate items more effectively with a low fanout. This effect, however,
disappears when the number of messages increases at high fanouts. Too much randomness, on the other hand, causes a
drastic decrease in the F1-Score. Figure 8.6b shows that randomness induces an increase in recall with respect to CT
and a decrease in precision. The former dominates with low values of pd while the latter dominates for high values.
Figure 8.7 compares the F1-Score of OPRD using a filter of size of 200 and a pf value of 0.3, with that of CT and
2-DP using a pd of 0.3. We observe that above 2M messages, our solution provides slightly better F1-Score values




















Figure 8.7: OPRD vs 2-DP: F1-Score vs number of messages
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(b) Public and real profiles overlap
Figure 8.8: Randomness vs performance and level of privacy
than 2-DP. Overall, however, the best performances of the two approaches are comparable. In the following, we show
that this is not the case for their ability to protect user profiles.
8.5.5 Privacy versus accuracy
We evaluate the trade-off between privacy, measured as the ability to conceal the exact profiles of users, and accuracy
for both OPRD and 2-DP. OPRD controls this trade-off with two parameters: the size of the filter, and the probability
pf . 2-DP controls this trade-off by tuning the probability pd to switch the opinion of the user, impacting both profile
generation and the dissemination process.
Figure 8.8a compares their recommendation performance by measuring the F1-Score values for various filter sizes.
The x-axis represents the evolution of the probabilities pf , for our solution, and pd, for 2-DP. We show that the F1-Score
of 2-DP decreases faster than ours. The F1-Score of 2-DP with a pd of at least 0.2 is smaller than that of our solution
with a filter size greater than 100. In addition, revealing the most popular 10% of the compact profile (fs = 50) yields
similar performance as 2-DP with pd ≥ 0.3.
Figure 8.8b measures the level of privacy as the overlap rate (computed with the Jaccard index) between the compact
profile and the obfuscated profile: lower overlap rate implies more privacy. As our randomized dissemination protocol
hardly impacts the obfuscated profile, our results are almost independent of pf . 2-DP sees instead its similarity decrease
with increasing pd. With pd = 0.3, 2-DP yields an overlap rate of about 0.55 with an F1-Score (from Figure 8.8a) of
0.55. Our approach, on the other hand yields the same overlap rate with a filter size between 150 < fs < 200, which
corresponds to an F1-Score value of about 0.57.
Figure 8.9, instead, assesses privacy by measuring if the items in a user’s real profile can be predicted by an attacker
that analyzes the user’s public profile. Note that in 2-DP, the real profile is the one that would exist without random
perturbations. We evaluate this aspect by measuring the recall and the precision of predictions. Prediction recall







































(b) Prediction with 2-DP
Figure 8.9: Profile prediction
fraction of correct predictions out of all the prediction attempts. For our solution, in Figure 8.9a, we use a pf = 0.2 to
control the randomized dissemination, and vary the filter size. For 2-DP (Figure 8.9b), we instead vary pd.
The plots show that while our approach is subject to fairly precise predictions, these cover only a small fraction of
the compact profile with reasonable values of fs. With fs = 200, the prediction recall is of about 30% In contrast, 2-DP
exposes a higher number of items from the compact profile. With pd = 0.2 the prediction recall is 0.8 with a prediction
precision of 0.6. The curves for prediction effectiveness, computed as the harmonic mean of recall and precision, further
highlight our approach’s ability to strike an advantageous balance between privacy and recommendation performance.
The two plots also show the average popularity of the predicted items. We observe that when the filter size decreases,
the correctly predicted items are among the most popular ones, which are arguably the least private.
Finally, we also observe that the compact profile itself provides a small protection to the prediction of items due to
its inherent collision rate. With a filter of size 500 (e.g. with no difference between the compact and the public profile),
the error rate is equal to 0.15.
8.5.6 Resilience to a censorship attack
We illustrate the resilience of our obfuscation protocol against censorship by implementing a simple eclipse attack [135].
A coalition of censors mirrors the (obfuscated) profile of a target node in order to populate its clustering view. This is
turn isolates it from the remaining nodes since its only neighbors are all censors. If the user profiles are exposed in
clear, the profile of the censors matches exactly that of the target node: this gives censors a very high probability to
enter its view. Once the censors have fully populated the target node’s view, they simply intercept all the messages
sent by the target node, preventing their dissemination. We evaluate the efficiency of this attack with two metrics: the
poisoning rate of the target’s clustering view by attackers; and the fraction of honest nodes (e.g. not censors) reachable
by the target when it sends an item.
We ran this attack for each user in the dataset. The x-axis represents the users in the experiment sorted by their
sensitivity to the attack. Figure 8.10a and Figure 8.10b depict the results obtained with a cluster size of 50, and 50
censors (we observe similar results independently of the cluster size). In addition, this experiment uses a filter of 125
and pf = 0.2 for our solution, and pd = 0.2 for 2-DP. We can clearly see that 2-DP is not effective in preventing
censorship attacks: only 150 nodes have a poisoning rate lower than 1. This is because 2-DP computes similarities
using the randomized compact profile, which it also shares with other users. Therefore 2-DP exhibits exactly the same
vulnerability as CT. The censors can trivially match the profile of the target node.
Our approach is more resilient to this censorship attack. It is difficult for censors to intercept all messages sent by
the target and only a third of the nodes have a fully poisoned clustering view. The obfuscated profile only reveals the
least sensitive information to other nodes: censors only mirror a coarse-grained sub part of the target node’s profile.
Consequently, their profiles are more likely to resemble those of users with correlated interests than to match the target
profile. Figure 8.8b confirms this observation by showing the overlap between obfuscated and compact profiles. The
resilience of OPRD is driven by the size of the obfuscation filter, the smaller the filter, the more resilient the protocol.
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(b) OPRD, fs = 125, pf = 0.2
Figure 8.10: Resilience to censorship
Fanout 2 4 6 8 10 15 20
CT 1.8 3.0 4.4 6.5 8.2 12 14
OPRD 0.8 1.1 1.5 1.7 2.7 2.8 4.1
Table 8.1: Bandwidth usage in kbps per node in PlanetLab
8.5.7 Bandwidth consumption
We also conducted experiments using our prototype with 215 users running on approximately 110 PlanetLab nodes in
order to evaluate the reduction of network cost resulting from the compactness of our profiles. The results in terms of
F1-Score, recall, and precision closely mimic those obtained with our simulations and are therefore omitted. Table 8.1
shows the bandwidth cost of our protocols in terms of bandwidth: our obfuscation protocol is effective in reducing the
bandwidth consumption of decentralized collaborative filtering. The cost associated with our obfuscated solution is
about one third of that of the solution based on cleartext profiles.
8.6 Concluding Remarks
This chapter presented a mechanism to preserve privacy in the context of decentralized collaborative filtering. Our
proposal relies on two components: (i ) an original obfuscation scheme revealing only the least sensitive information in
the profiles of users, and (ii) a randomization-based dissemination protocol ensuring differential privacy during the
dissemination process. We showed the viability of our mechanism by comparing it with both a non-private as well as a
fully (differentially) private alternative.
Chapter 9
Hide & Share: Landmark-based Similarity
for Private KNN Computation
In this chapter we focus on one of the operations carried out by a decentralized user-based recommender like WhatsUp:
k-nearest-neighbor computation. As highlighted in Chapter 8, knn computation presents an important privacy risk
in the context of decentralized collaborative filtering in that users need to exchange their profiles with one another in
order to compute their similarities. In this chapter, we address this vulnerability by proposing H&S (Hide & Share), a
landmark-based similarity mechanism for decentralized knn computation. Landmarks allow users (and the associated
peers) to estimate how close they lay to one another without disclosing their individual profiles. The work in this
chapter lies at the core of the PhD thesis of Antoine Rault, whom I co-advised with Anne-Marie Kermarrec.
The content of this chapter is an adapted excerpt from the following paper:
Davide Frey, Rachid Guerraoui, Anne-Marie Kermarrec, Antoine Rault, François Taïani,
Jingjing Wang: Hide & Share: Landmark-Based Similarity for Private KNN Computation. DSN
2015: 263-274
9.1 Overview
H&S consists of a similarity computation mechanism that makes it possible to compute the knn graph without
requiring users to share their profile information with anyone else. H&S relies on a simple observation: user-centric
knn applications such as recommendations do not require perfect knowledge. We illustrate this observation in
Figure 9.1. The plot depicts recommendation quality (quality increases towards the top and the right) with varying level
of randomness injected into user profiles. Randomness levels of up to 75% do not significantly hamper recommendation
quality. Based on this observation H&S trades-off precision in the computation of similarity for privacy. This allows it
to gain significant protection in terms of privacy with a minimal impact on applications like recommendation. This
makes H&S a perfect fit for decentralized cf systems like the one we discussed in the previous chapters.
H&S ’s key contributions lie in a novel landmark-based approximation technique as well as in a fair landmark-
generation protocol. These contributions allow two users to indirectly measure their similarity by comparing their
own profiles with a set of randomly generated profiles (the landmarks). The similarity between a user’s profile and a
landmark acts as a coordinate in a coordinate system. Users then exchange vectors of landmark-based coordinates and
compute an approximation of their actual similarity. This preserves user privacy as users do not exchange their full
profiles and landmark coordinates only reveal a limited amount of information about a user.
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Figure 9.1: Recommendation quality with different levels of randomization of user profiles. This quality is not
significantly hampered by levels of randomization of up to 75%.
9.2 System Model
We present H&S in the context of a slightly different recommender system than the one we considered in the previous
chapters. We consider a decentralized system with binary ratings, but we assume a cosine similarity (Equation (6.1))
metric as a starting point rather than the Wup metric defined in Section 7.2.
In addition, WhatsUp operates in a push-based model: peers forward items to their neighbors as part of the
recommendation process. Here, we consider instead a pull-based decentralized recommender: peers use their neighbors
as sources of recommendations as proposed by [56]. The knn process is oblivious to this difference. As a result, even
if we describe H&S in the context of a pull-based recommender, our solution can easily be applied in the context of
push-based recommenders based on cosine similarity.
9.2.1 Adversary Model
W consider a curious adversary model that can only take a limited set of active actions to reach her goal, and can
otherwise passively gather information. The adversary aims to discover the profile of a chosen user (target) by a
profile reconstruction attack, using information obtained during similarity computation. The adversary only controls
one peer, i.e we assume there is no collusion between adversaries, and our adversary cannot forge peer identities (no
sybil capacity). The adversary also has no a priori knowledge regarding her target’s interests. The active actions the
adversary can take are: tapping unencrypted communications; attempting to bias multi-party computations; computing
her similarity with her target as many times as she want.
9.2.2 Problem Statement
As suggested above, computing similarity constitutes a major privacy risk. Before convergence, both the RPS and
the clustering protocol (see Section 6.3) require peers to communicate with a large number of other peers, even with
non similar ones. This means that a malicious non-similar peer can easily copy the profile of a target peer in order
to forcibly enter its clustering view. This chapter addresses this privacy threat by presenting H&S , a novel similarity
mechanism that does not require peers to exchange their profile information.
Thanks to H&S , peers can identify their knn without having to disclose any personal details to other peers. Once
they identified their knn, they do share their profile information with neighbors that are sufficiently stable to compute
recommendations. However, this does not constitute a significant privacy risk because peers identified as knn already
know that they have similar profiles. Learning the details of each other’s profiles therefore does not add much to this




















Figure 9.2: Overview of the H&S similarity computation mechanism
knowledge. Conversely, a malicious peer that wanted to become a neighbor of a target node would not be able to clone
the corresponding profile without being already similar to the target peer.
9.3 The Hide & Share Landmark-based Similarity
H&S relies on a simple observation: good recommendations do not require perfect neighborhoods. H&S therefore
relaxes the precision of similarity computation by exploiting randomly selected intermediate profiles (landmarks) with
respect to which each peer positions itself. This allows peers to compute similarity scores they can exploit without
exchanging clear-text profiles.
H&S landmarks take inspiration from reference points in geo-localization systems. For instance, two-dimensional
geographic locations usually refer to the Equator and the Greenwich meridian: two landmarks that define their
latitude and longitude. However, our landmarks also exhibit two important differences with respect to this geographic
analogy. First our landmarks are not fixed and set for the whole system; rather, each pair of peers randomly generates
its own set of landmarks. This prevents cross-pair comparisons. Second, we use far fewer landmarks than there are
dimensions in our system. This prevents a precise reverse computation of each peer’s clear-text coordinates (i.e. its
profile) from its landmark coordinates. Thanks to these differences, users can safely exchange their landmarks because
they do not characterize their interests in any specific topic.
Figure 9.2 presents an overview of the operation of H&S by means of an example. Alice and Bob need to compute
their similarity with each other. In a traditional system like the one described in Section 6.3, Bob would send his profile
to Alice and Alice would send hers to Bob. Each of them would then compute the similarity by applying Equation (6.1).
With H&S , none of this happens. Rather, Alice and Bob follow these 6 steps. (1) They create a secure communication
channel. (2) They derive a compact version (Bloom filter) of their profile. (3) They agree on a set of random landmarks.
(4) They compute the similarity of their compact profile with each landmark. (5) They gather these similarity values in
a similarity vector. (6) They exchange each other’s similarity vector and compute their final similarity estimate. From a
practical perspective, this translates into to two main components: a landmark generation mechanism, and a similarity
estimation protocol. In the following we detail each of these two contributions.
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1 session_key ← AK(keyp1, pub_keyp2);
2 secure_channel← connect(p2, session_key);
3 if p2 is known then
4 s← load_seed(p2);
5 if s is not older than thL then
6 seed← s;
7 goto 15;
8 for all i s.t. 0 ≤ i < 32
9 r ← rand_bit();
10 seed[i]← coin_flip(r, secure_channel);
11 save_seed(p2, seed, timestamp(now));
12 prng ← init_prng(seed);
13 for all i s.t. 0 ≤ i < L
14 ~Mi ← generate_lm(prng);
15 for all i in 0 ≤ i < L
16 vp1[i]← cosine(~cp1, ~Mi);
17 send(~vp1, secure_channel);
18 ~vp2 ← receive(secure_channel);
19 similarity ← cosine(~vp1, ~vp2);
20 return similarity;
Algorithm 10: H&S landmark-based similarity computation protocol between peers p1 and p2, as executed by p1
9.3.1 Landmark Generation
H&S uses landmarks to estimate the similarity between two peers without requiring them to exchange their profiles
with each other. To prevent adversaries from reconstructing profile information from these landmarks, the landmark
generation mechanism must satisfy a set of requirements.
i Computation confidentiality : Only the two peers participating in the similarity computation may access the data
they exchange. This includes landmark and similarity values.
ii Independence of peer profiles: Landmarks must be random and independent of the profiles of the peers that
generate them.
iii Fair landmark generation: The choice of the landmarks must be fair. Neither of the two participating peers may
bias the generated landmarks.
iv Minimal information release: An attacker should not be able to reconstruct a target profile by combining
information from multiple landmark similarities, or by repeatedly computing its H&S similarity with the target.
In the following, we present our landmark generation mechanism by focusing on how it addresses each of these
requirements. We detail the various steps in lines 1 through 14 of Algorithm 10.
9.3.1.1 Computation Confidentiality
Requirement (i) states that third-party peers should not be able to eavesdrop any communication between peers that are
computing their similarity. To achieve this, H&S encrypts all the communication between two peers, including that
relative to landmark generation. Specifically, each peer maintains a public/private key pair. Peers exchange their public
keys with each other by attaching them to the information transferred through the RPS and clustering protocols, similar
to what was is done in [4]. In addition, we assume that peers may verify the authenticity of a public key by means of a
certification authority or a web of trust [107, 17].
Peers use their key pairs to establish a secure communication channel whenever they need to evaluate their similarity.
To this end, they exploit an authenticated key agreement (AK) protocol [160] as shown in lines 1 and 2. A possible
AK protocol consists of an authenticated variation of the elliptic curve Diffie-Hellman key agreement such as the one
available in the NaCl cryptographic library [179].
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9.3.1.2 Independence of peer profiles
Requirement (ii) states that landmarks consist of randomly generated profiles that are independent of the profiles or of
the choices of participating peers. However, as we discussed in Section 9.2, profiles consist of lists of item-score pairs,
where the items belong to an unbounded or at least very large universe. This would make it difficult, if not impossible
to generate random landmarks. To circumvent this problem, H&S replaces traditional profiles with compact profiles
(step 2 in Figure 9.2).
A compact profile consists of a Bloom filter [176] and contains only the items considered as liked by the
corresponding peer. A Bloom filter provides a compact representation of a set in the form of an array of n bits.
To add an item to the set, the bloom filter applies h hash functions to the item to obtain h bit positions in the array and
sets these positions to 1. To query for the presence of an item, the filter uses the same hash functions and checks if all
the bits at the h indexes have a value of 1.
Compact profiles carry slightly less information than full profiles. First, Bloom filters can return false positives even
though they never return false negatives. Second, compact profiles cannot distinguish between disliked items and items
to which the user has not been exposed. This does not constitute a problem: the like status of items proves sufficient to
describe the interests of peers, and the effect of false positives may actually be beneficial in terms of privacy. Compact
profiles also reduce Equation (6.1) to counting the number of common bits between the two bloom filters.
Given a user or peer, p ∈ {1, 2, . . . , N}, we denote her compact profile as ~cp ∈ Zn2 . Lines 8 through 14 of
Algorithm 10 show how peers use compact profiles to generate random landmarks. Let L be a system parameter
specifying the number of landmarks to generate and let PRNG be a pseudo-random number generator whose code
is available to all peers (for example MRG32k3a [162] or Mersenne Twister [163]). Two peers, say p1 and p2, may
generate a set of landmarks by first generating a common random seed (lines 8 to 10 in Algorithm 10). Then, each of
them saves this seed (line 11), along with a timestamp, and uses it to initialize the PRNG (line 12). Finally Each of the
two peers independently uses the PRNG to generate the L landmarks: {Mi} with i ∈ {0, 1, . . . , L} (lines 13-14). Each
generated landmark consists of a vector of bits of the same size as a compact profile, with a few random bits (around
5%) set to 1, while other bits are set to 0. This proportion of set bits mimics that of compact profiles, which are usually
sparse.
9.3.1.3 Fair Landmark generation
Requirement (iii) states that the choice of the landmarks must be fair. To achieve this, peers agree on their common
seed using a bit-commitment scheme like Blum’s coin-flipping protocol [173]. Blum’s protocol operates as follows.
Both p1 and p2 flip a coin. They set the output of the protocol to 1 if they obtain the same result, and to 0 otherwise.
To exchange their coin-flip results without cheating, p1 and p2 employ a bit-commitment scheme. After flipping its
coin, p1 sends p2 a commitment on its result (f(concatenate(result, nonce))). Then p2 reveals its result to p1, and
p1 reveals its result to p2. p2 cannot cheat because it is the first to send its result. p1 cannot cheat because p2 can then
check its result against the initial commitment.
Blum’s protocol does not provide an unbiased coin, which is impossible in the two-party case [172], but a weaker
fairness guarantee that suffices for our application. This guarantee holds as long as a malicious party does not abort the
protocol before it ends. Since the two peers in our protocol use a secure channel, if p2 aborts, p1 can deduce that p2 is
trying to bias the result.
9.3.1.4 Minimal information release
Requirement (iv) states that attackers should not be able to reconstruct a target profile by combining information
from multiple landmarks or by repeatedly computing their similarity with the target. To satisfy the first part of this
requirement, H&S similarity uses a small number of landmarks with respect to what would be required to reconstruct
the original profile. In Section 9.4.4, we show that this does not significantly impact the ability to provide good
recommendations.
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To satisfy the second part of this requirement, H&S peers do not generate new landmarks each time they meet.
Rather they only do so if their latest common set of landmarks is older than a threshold, thL. To achieve this, they
verify the timestamp associated with their latest saved common seed. If the timestamp is newer than the threshold, then
they reuse the seed, otherwise they generate a new random seed.
9.3.2 Similarity approximation
We conclude the description of our protocol by presenting how H&S approximates the similarity between two peers
using its randomly generated landmarks. Let {M1, . . . ,ML} be a set of common landmarks known to peers p1 and p2.
First, each of the two peers independently computes its similarity with each of these landmarks (step 4 in Figure 9.2
and lines 15-16 in Algorithm 10). This consists in applying Equation (6.1) to its own profile and each of the landmarks.
Both p1 and p2 then store the results of these computations in a similarity vector (respectively ~vp1 and ~vp2) as shown
in step 5 in Figure 9.2 and on line 16 in Algorithm 10. Second, p1 and p2 exchange their similarity vectors with
each other. This consists of lines 17 and 18 in Algorithm 10. Finally (step 6 and line 19), p1 and p2 compute their
H&S similarity by applying Equation (6.1) to their own similarity vector and to the one they have received (note that
cos( ~A, ~B) = cos( ~B, ~A)).
9.4 Evaluation
We evaluate H&S by applying it in the context of a gossip-based decentralized recommendation system. Using publicly




We use our own simulator written in Java. The simulator takes as input a trace from a recommendation system,
consisting of user-item matrix of ratings, split into a training set and a test set. The training set (80% of the ratings)
allows peer neighborhoods to converge, while the test set (the remaining 20%) provides the ground truth to evaluate
the relevance of recommendations. The simulator operates in two steps. First it uses the training set to simulate the
convergence of the clustered overlay, then it generates r recommendations for each peer using the converged overlay
and compares the results with the ratings in the test set.
9.4.1.2 Datasets
We run our experiments using three of the datasets described in Section 6.4.2: ML-100k, ML-1M, and Jester-1-1.
9.4.1.3 Evaluation metrics
We evaluate recommendation quality in terms of precision and recall as defined in Section 6.4.1. Peers recommend the r
most liked item in their neighborhoods, not including those they have already rated. We check whether a recommended
item is liked by looking at the rating given to this item by the recipient in the test set.
To evaluate H&S ’s ability to protect privacy we consider both neighborhood quality, and a privacy metric. Neigh-
borhood quality evaluates how much the neighborhoods provided by H&S resemble the optimal neighborhoods, that is
those obtained with the standard cosine similarity metric. Specifically, for each user we measure the average of the
cosine similarities with all the peers in its H&S view, and we normalize it by the average cosine similarity with the
peers in the optimal neighborhood obtained using an exhaustive search procedure. Let u be a user with full profile,
profileu, and let nu and Nu be respectively u’s H&S neighborhood and u’s optimal neighborhood. Then we compute




















Figure 9.3: Recommendation quality expressed as preci-
sion and recall with a varying number of recommenda-
















Figure 9.4: Recommendation quality expressed as preci-
sion and recall with a varying number of recommenda-










Neighborhood quality provides a first indication of privacy: lower quality implying better privacy. To obtain a more
precise privacy evaluation, we also define set score. This metric measures the success rate of the adversary in the
context of a profile reconstruction attack. Let G be the set of items that the adversary guesses as liked by the target,
and let P be the set of items actually liked by the target. We then define set score as follows, with4 as the symmetric
difference of two sets.
setScore(G,P ) = |G4P | − |G ∩ P |
|G ∪ P |
A set score of 1 (adversary’s failure) indicates that all the guessed items are wrong (highest privacy), while a set
score of −1 (adversary’s success) indicates the adversary guessed exactly the target’s liked items (no privacy).
Finally, we evaluate overhead by comparing the bandwidth consumption and the storage space required by a
H&S -based recommendation system with those required by a standard implementation like that of the reference model
described in Section 9.2.
9.4.1.4 Default parameters
The subsequent results correspond to simulations using neighborhood and RPS view sizes of 10 peers. Compact profile
sizes depend on the dataset used: 660 and 1473 bits for ML-100k and ML-1M respectively (roughly 40% of the number
of items), and 99 bits for Jester. When the number of landmarks is not explicitly mentioned, H&S uses 50 landmarks.
This represents a good trade-off between recommendation quality and privacy. For all the metrics except set score, we
plot values averaged over all the peers.
9.4.2 Recommendation quality
Figures 9.3 and 9.4 show precision and recall values for several values of r. The former shows the results with the
MovieLens datasets, and the latter shows the results with the Jester dataset. For each dataset, we compare the results of
the H&S -based system (triangle-shaped) with a lower bound (square-shaped) and a cleartext baseline (circle-shaped).
The lower bound consists of a CF system that uses completely random neighbors. The baseline consists of the reference
model with full profiles in cleartext, as described in Section 9.2.























Figure 9.5: Effect of compact profiles and the H&S similarity on neighborhood quality. The H&S similarity is the main
source of perturbation of neighborhood quality.
Figure 9.3 shows consistent results by the H&S -based system across the two MovieLens datasets. H&S provides
a reasonable quality of recommendations: it never suffers from a degradation of more than 50% with respect to the
cleartext baseline. Moreover the higher the value of r, the closer the quality remains to that of the cleartext baseline.
Figure 9.4 shows a similar behavior of the H&S -based system with the Jester datastet. Recall reaches almost a
value of 1 because the dataset only contains 100 items. This characteristic is also the cause of the maximum precision
values being lower than those of the MovieLens datasets. As the test set does not contain many items, we consider
that a recommended item without rating in this set is disliked by the recipient, instead of ignoring it as done otherwise.
Although this approach is pessimistic, it allows us to make a sufficient number of recommendations.
We showed that H&S preserves the quality of recommendation, being only slightly worse than the cleartext baseline.
In the following, we show that it achieves this while protecting the privacy of users.
9.4.3 Neighborhood quality
In order to evaluate the extent to which neighborhoods are different from the optimal neighborhoods, we use the
neighborhood quality measure as defined in Section 9.4.1.3.
Figure 9.5 shows the evolution of neighborhood quality with the size of neighborhoods. For each dataset, it compares
the H&S -based system (triangle-shaped) with a CF system using random neighbors as a lower bound (square-shaped)
and a variant of our system model using compact profiles (star-shaped). Our reference model from Section 9.2 by
definition achieves a neighborhood quality of 1 and compact profiles provide neighborhoods that are almost identical in
the ML datasets. In the case of Jester, they lower neighborhood quality by 50% because the Jester dataset contains only
a few items. This makes it more sensitive to the collisions in the Bloom filters.
H&S similarity has a more significant impact on neighborhood quality than compact profiles. Yet, H&S ’s
neighborhood still retain their utility in terms of recommendation as we showed in Section 9.4.2. Because landmarks
are randomly generated, some of them might be “far" from the two users comparing themselves, thus giving little
information about the users’ similarity. Moreover, a set of landmarks is not necessarily linearly independent. The lower
quality of H&S -generated neighborhoods is in fact an asset in terms of privacy. Because of this mix of neighbors with

























Figure 9.6: Trade-off between recommendation quality and privacy for the H&S-based system and a system with
perturbation-based privacy.
9.4.4 Privacy
We evaluate the privacy offered by H&S by running a profile reconstruction attack against it. This attack consists in
trying to discover the liked items in a targeted peer’s profile using information obtained during similarity computation.
We quantify the resilience of H&S to such attacks with the set score defined in Section 9.4.1.3.
The adversary makes her guess in two steps: (1) she tries to infer her target’s compact profile, then (2) she tries to
deduce the items forming this profile. We consider for (1) that the adversary uses the closest landmark to her target as
her guessed profile. For (2), we consider that the adversary knows all the items in the system, so she includes in her
guessed set all the items matching the guessed profile.
We compare our H&S -based system with a perturbation-based privacy technique. When using this technique,
peers compute their similarity by the usual profile exchange, but they add random noise to their profile to protect their
privacy. For the sake of comparison, peers implement this technique by using compact profiles and randomizing a
certain percentage of bits in the profile.
Figure 9.6 compares our H&S -based system and a recommendation system using randomized compact profiles,
in terms of the trade-off between recommendation quality and privacy. We use set score for the latter and F1 score,
the harmonic mean of precision and recall, for the former. We obtain different values of this trade-off by varying the
number of landmarks from 2 to 100 for the H&S system, and by varying the number of randomized bits in profiles
from 5% to 100% for the perturbation-based system. Set score values are averages over 100 different adversaries and
200 different targets, i.e. 20,000 different sets of landmarks. F1 score values correspond to r = 30 recommendations.
We observe that the H&S -based system provides an excellent level of privacy in any case. It also provides a
recommendation quality on par with the best values of the other system, starting from 25 landmarks. However, the
increase in recommendation quality does not grow as fast as increase in the number of landmarks.
The recommendation system using randomized compact profiles preserves an almost optimal recommendation
quality with up to 75% of randomized bits. Although it achieves reasonable privacy (setScore = 0.8 approximately)
starting from 50% of randomized bits, it never reaches the privacy levels offered by the H&S -based system.
With these basic strategies for the profile reconstruction attack, we showed that H&S provides improved privacy to
users without sacrificing recommendation quality, and without obvious flaws.


























Figure 9.7: Average bandwidth consumption of a peer per
gossip cycle. The H&S-based system consumes roughly
twice to seven times more bandwidth than our system

























Figure 9.8: Average storage space needed for a peer. The
H&S-based system needs less storage space because peers
only store the seed used to generate landmarks.
9.4.5 Overhead
We evaluate the overhead caused by H&S to peers in terms of bandwidth consumption and storage space. Overall,
H&S incurs the most part of its overhead when two peers compute their similarity for the first time because they have
to generate a seed using the bit commitment scheme and store this seed. So we measure in our simulations the average
number of similarity computations with new peers. The other parameters influencing H&S ’s overhead are the sizes of
the RPS and neighborhood views, and the number of landmarks.
The main factors impacting bandwidth consumption are the exchange of coordinate vectors and the bit commitment
scheme. The main factor impacting storage space is the need to store seeds.
Figure 9.7 compares the H&S -based system (triangle-shaped) and the reference model (circle-shaped) in terms of
the average bandwidth consumption of a peer per gossip cycle. Bandwidth consumption of the H&S -based system
increases linearly with the number of landmarks used. It consumes roughly twice to seven times more bandwidth than
the reference model, but the absolute values remain reasonable (up to 700KiB per cycle). Moreover, it can probably be
improved as a bit commitment protocol with O(1) bits of communication per committed bit exists [168].
Figure 9.8 compares the H&S -based system and the reference model in terms of the average storage space needed by
a peer. The H&S -based system needs less storage space because peers only store the seed used to generate landmarks
instead of storing the profiles of peers in their neighborhood and RPS views as done by standard systems. Still,
we observe that the required storage space is tiny compared to the storage capacity of modern devices (computers,
smartphones, tablets, etc).
9.4.5.1 Computational overhead
We observe that the computational overhead of H&S is negligible from the point of view of peers. The most
computationally intensive elements of the H&S similarity are (1) the authenticated key agreement (AK) protocol, (2)
the generation of random bits (bit commitment scheme and mostly landmark generation), (3) the cosine similarity
computations with landmarks.
(1) Executing cryptographic primitives incurs negligible cost on modern devices. It is similar to accessing a website
with HTTPS: the end user does not perceive a difference between accesses over HTTP and HTTPS. (2) Efficient
PRNGs such as Mersenne Twister can generate millions of bit/second on modern devices and H&S only needs a few
thousands of bits to generate landmarks during a gossip cycle, which lasts several seconds at least. (3) Cosine similarity




We now analyze H&S from an information theoretical viewpoint and evaluate the amount of information leaked during
our landmark-based similarity computation. We carry out our analysis from the point of view of an attacking peer, a,
that seeks to obtain information about another peer, p.
During the protocol, a, and p share three pieces of information: the common seed they agree upon, the landmarks,
{M1, . . . ,ML}, they generate using this seed, and the similarity vectors containing their similarity with respect to
{M1, . . . ,ML}. The first two of these items do not depend on the profile of p and thus do not disclose any information.
So we concentrate our analysis on the information that ~vp may leak about the corresponding compact profiles.
9.5.1 Conditional Entropy as a Measure of Information Leakage
We start our analysis by obtaining a first expression for the amount of information leaked by our landmark-based
similarity computation. Let ~c be the compact profile of p. We define W as the random variable for p’s normalized
compact profile, with realization ~w = ~c||~c|| . We also define V as the random variable for the corresponding similarity
vector with realization ~v, and Mt as the random variable for the landmark matrix with realization M . We can then
express the uncertainty about W given V and Mt through the conditional entropy H(W |V,Mt). Such uncertainty











1 · p(~w,M) if ~v = ~wM
0 if ~v 6= ~wM
(9.2)
This allows us to rewrite Equation (9.1).
H(W |V,Mt) =
∑









































− log p(~w) (9.5)
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So we have H(W |V,Mt) = H(W ) − L. The quantity −L represents the amount of leaked information, that is
the amount of information that the adversary, a, can learn about p’s compact profile. Equation (9.4) provides a first
expression for this amount of information. In the following, we refine this expression and provide a way to compute it.
9.5.2 Leaked Information and the Landmark Matrix
We now identify a relationship between the amount of leaked information and the number of non-zero rows in the
landmark matrix, M . We start by taking a closer look at the term p(~v|M) from Equation (9.4). We expand it as follows.
p(~v|M) =
∑















The first line follows from the law of total probability while the third and fourth result from the same observations on
p(~v|~w,M) as in Equation (9.2).
Let us now define S(~v,M) = {~u|~v = ~uM, ~u ∈ Zn2} as the set of all compact profiles that have the same similarity
vector given a set of landmarks. This definition implies that: ∀~u, ~w(~u, ~w ∈ S(~v,M) ⇐⇒ ~0 = (~u − ~w)M ). For
this condition to hold, all the non-zero rows of M must have zero coefficients (i.e. Mi 6= ~0 =⇒ [~u − ~w]i = 0),
while the remaining ones can have arbitrary coefficients. Let D(M) be the number of non-zero rows in M , then, since
M ∈ Zn×m2 , we can compute the cardinality of S(~v,M) as follows.
|S(~v,M)| = 2n−D(M) (9.8)
Then, because we assume that all compact profiles are equally likely (p(~w) = 12n ), we can simplify Equation (9.7) into
Equation (9.9).





















n ρ1 −L F1 score
ML-100k, m = 10 660 0.4013 265 0.6578
ML-100k, m = 25 660 0.7226 477 0.6690
ML-100k, m = 50 660 0.9230 609 0.6699
Table 9.1: F1 score and leaked information in the configurations of Section 9.4.
To further simplify −L, let d ∈ [0, nm] be the number of 1’s in the matrix M , and let N(d,D(M)) be the number
of M matrices with d 1’s and D(M) non-zero rows. Finally, let p(Md) be the probability of a matrix with d 1’s. Then
Equation (9.11) decomposes the summation in the last line of Equation (9.10) as follows. The outer sum considers all
the matrices with i non-zero rows. The inner sum considers all the matrices with d 1’s (at least i and no more than mi,




















The last two lines follow because
∑im
d=iN(d, i)p(Md) = p(D(M) = i) is the probability of having a matrix with i
non-zero rows.
9.5.3 Computation of Expected Information Leakage
We conclude our analysis by computing the expected information leakage in the test configurations of Section 9.4. To
this end, let η be the probability of an element in the M matrix’s being 1, and let ~r be a row vector in matrix M . We
can compute the probability of having a non-zero row vector in M as follows.
ρ1 = p(~r 6= ~0) = 1− (1− η)m (9.12)
This allows us to rewrite Equation (9.11) to obtain:
− L = E[D(M)] = ρ1n. (9.13)
Equation (9.13) tells us that the adversary will have access to a fraction ρ1 of the bits in p’s compact profile. For the
configuration of Section 9.4, we obtain η = 0.05. Depending on the dataset and number of landmarks, this leads us to
the values of F1 score and leaked information shown in Table 9.1. The results show that 10 landmarks allow H&S to
provide a good similarity score while only leaking 40% of the information in the compact profile.
9.6 Conclusion
This chapter presented Hide & Share (H&S for short), a peer-to-peer similarity computation protocol for decentralized
knn computation. We demonstrated both formally and experimentally that H&S protects the privacy of users in the
context of a peer-to-peer recommender. This protection is provided while preserving the system’s effectiveness. H&S
introduces landmarks, random data structures that are shared between peers comparing their profiles. It leverages a
combinations of cryptography and security mechanisms to ensure these landmarks cannot be diverted to attack the
privacy of users.







The work presented in this manuscript shows the applicability of gossip protocols to a wide range of applications by
covering two large areas of the research I carried out in the past 10 years. The contributions presented in the various
chapters result from collaborations with with PhD students, post-docs, interns as well as with senior researchers. In
the following, we discuss a summary of the main contributions of this manuscript, as well as some future research
directions.
10.1 Summary of Contributions
Part I presented contribution in the context of data dissemination. This is a topic that I had already started exploring
during my PhD thesis on publish subscribe systems [24, 28], and that I focused on during my time as a post-doc the
ASAP team of Inria. The contributions I presented in chapters 3 and 4 were the results of work in which I contributed
both experimentation and design. Chapter 3 presented an experimental analysis of gossip-based video streaming, and
highlighted two important observations that hold in the presence of bandwidth cosntraints. First, gossip fanout cannot
be increased arbitrarily. Second, nodes need to refresh their communication partners as often as possible. Chapter 4
complemented these results by presenting HEAP, a protocol for video streaming in heterogeneous bandwidth settings,
as well as heuristics that improve the performance of gossip-based streaming.
Chapter 5 presented more recent results that I obtained as a supervisor of the PhD thesis of Quentin Dufour. Here
my contributions were more in the realm of design and in the planning of the experimental study. The chapter presents
the application of existing theoretical research that proposed the application of network coding to multi-source gossip
dissemination. Our work addressed several challenges that were left open by theoretical studies and demonstrates that
network coding can effectively solve or at least mitigate some of the issues that characterize gossip dissemination, like
the bursty nature of gossip traffic.
Part II of this manuscript focused instead on the application of gossip protocols to decentralized recommenders and
privacy. The contributions I presented combine both experimental work I did in collaboration with Antoine Boutet
when he was a PhD student, and supervision work in the context of the PhD theses of Arnaud Jegou and Antoine Rault.
With these colleagues, and several others, I also had the opportunity to work on several other topics that I could not
include in this manuscript, but that are not less important.
Chapter 7 presented WhatsUp, a solution for decentralized instant-news recommender. WhatsUp combines a
decentralized knn protocol with a novel similarity metric, and a biased epidemic protocol that manages to balance the
need to achieve accurate and serendipitous recommendations. Chapters 8 and 9 presented instead two mechanisms
that make it possible to preserve privacy in the context of WhatsUp and of other decentralized recommender solutions.
The first consists of an obfuscation mechanism that uses information extracted from similar users to obfuscate a user’s
profile. This makes it hard for an attacker to pinpoint the precise interests of a use, as it should limit the possibility
of using signal-analysis techniques in statistical attacks. The mechanism presented in Chapter 9 consists instead of
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technique that replaces similarity computation between profiles, by a similarity between vectors of distances between
commonly agreed random profiles. Unlike the contribution of Chapter 8, this techniques results in a noticeable loss in
recommendation quality, but it offers more wide applicability and provable bounds in terms of information leakage.
10.2 Research Perspectives
Like most research, the results presented in this manuscript offer avenues for several improvements. In the context of
dissemination, for example, it would have been interesting to apply the proposed protocols in larger and more realistic
settings with real deployments. At the same time, it would also be interesting to apply the results of Chapter 5 to the
protocols presented in the previous chapters. It is very likely, that the use of network coding can allow those or other
protocols to achieve better trade offs and performance.
In the context of recommendation, it would also have been nice to investigate the performance of the proposed
approaches in more realistic settings. For the solutions in Chapters 8 and 9, we considered relatively simple attacks,
but it would be nice to extend our analysis to more challenging settings. In addition, it would be nice to support the
protocols from Chapter 8 with theoretical results such as those we obtained in Section 9.5.
10.2.1 Optimizing Data Dissemination
As I mentioned above, a first outcome of the work I presented in Chapter 5 could consist in its application to the
protocols presented in the previous chapters. While this could definitely be interesting. I think that the most value could
come from a systematic analysis of gossip-based data dissemination solutions. In particular, in Chapter 5 we observed
that push-pull solutions like the one in [60] probably provide the best trade-offs between dissemination completeness,
latency, and bandwidth consumption. Nonetheless, the various optimization heuristics employed in the state of the art
make it difficult to directly compare existing solutions. A concrete avenue to consolidate this line of research would
therefore consist in comparing different protocols in greater detail, first by taking into account existing theoretical and
experimental results, and then by integrating them with novel analyses and experiments.
Another direction for improvement consists in studying the guarantees that can be offered by the protocol we
proposed in Chapter 5. A recent paper [50] proposes the use of gossip to achieve totally-ordered dissemination in
large-scale system, a topic that is more and more important if we consider the current success of blockchain-based
applications. However, [50] bases its results on balls-and-bins gossip [132] a model that, while easy to analyze, provides
very loose bounds. Chapter 5 provided preliminary evidence that network-coding augmented gossip could achieve
the same results as [50] for a fraction of the network cost. The challenge remains therefore in providing equivalent
theoretical guarantees.
I also plan to apply the work described in Chapter 5 in practical application settings. In the short term, we are
considering applying the protocol in the context of micro-blogging applications to federate Mastodon [178] servers in
order to enable system-wide search facilities. More in the long term, it would be interesting to see how blockchain
protocols can benefit from this and other improvement in data dissemination. One of the major issues of current
blockchain architectures lies in their limited scalability. Protocols like the one in Chapter 5 could provide at least partial
improvements with respect to the state of the art.
Finally, we also plan to optimize our existing protocol by making it capable to adapt to varying frequencies of
message generation. In particular, a key parameter of our protocol is the size of the generations of messages that it
encodes together. By making this size self-configuring, we can give greater freedom to application developers.
10.2.2 Privacy-Preserving and Decentralized Recommenders
With respect to accuracy in decentralized recommenders, my work has so far concentrated on user-based collaborative
filtering, as this technique turns out to be particularly amenable to decentralization. However, the best performing
recommender systems employ a combination of techniques that include model-based methods like matrix factorization.
For this reason, I am currently starting to investigate decentralized solutions to perform matrix factorization. In
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collaboration with Francois Taiani and Romaric Gaudel, I have started playing with the LLORMA recommender
platform to evaluate its ability to operate in a decentralized setting. Initial experiments suggest the need for smarter
protocols to address a decentralized environment. We therefore plan to find a student who can work full-time on this
topic.
With respect to scalability, I have started to work on the application of biclustering algorithms to recommenders
with Antonio Mucherino and Florestan de Moor who is currently applying for PhD funding under my supervision.
Florestan is carrying out an experimental analysis of existing biclustering approaches for recommendation. Our goal is
to understand to what extent biclustering can help improve accuracy, and responsiveness to dynamic item sets and user
preferences.
For his PhD, we are planning to work in collaboration with Mediego the start-up company on recommendation
founded by Anne-Marie Kermarrec. Mediego’s main challenges stem from its small size and from its set of customers
which mostly consists of news outlets. In particular, the cost for computing recommendation represents a significant
portion of Mediego’s expenses, so we plan to collaborate on the design of computationally efficient algorithms that can
leverage approximate computations. To this end, we will leverage the results achieved by Anne-Marie’s student, Olivier
Ruas, who recently graduated.
Finally, with respect to the trade-off between privacy and quality, I have so far focused on obfuscation and random
perturbation techniques for recommendation. In the near future, I plan to explore the use of Trusted execution
environments like Intel’s SGX to design privacy preserving recommenders that limit the need for obfuscation or
randomization techniques. In this respect, I still would like to underline that randomization is still needed to ensure
properties like differential privacy, but the use of hardware-level encryption promises to decrease the amount of required
randomization and thus its impact on utility.
10.2.3 Privacy-Preserving Decentralized Data Analytics
One of my research goals consists in designing algorithms that will enable data users to perform complex data analytics
task without requiring direct access to data repositories. In the context of the PhD thesis of Amaury-Bouchra Pilet, we
have started to explore this avenue by building decentralized solutions for machine-learning problems that go beyond
recommendation. In particular, we are currently working on a decentralized architecture for multi-task personalized
learning with neural networks. Each node in the decentralized network can minimize the effort of learning a specific
function by collaborating with other nodes that are learning similar functions. To this end nodes maintain partial models
can can be global (i.e. shared with the entire network), semi-local (i.e shared with no one else), or local (not shared
with anyone). Although this work is already ongoing, we already see some new challenges that I plan to address in the
relatively near future, either the thesis of Amaury, or in that of Florestan de Moor.
First, the algorithm Amaury is working on, assumes that the similarity between the learning targets of different
nodes is known in advance. An interesting development of this work therefore consists in studying how to identify
similarities between different learning targets, and in how to best organize the partial models of nodes according to
these similarities. To achieve this we will take inspiration from our previous work on decentralized KNN but will have
to go further. In particular, we will have take into account the different dimensions identified by the different partial
models used by a user. For example, two different users may be similar with respect to one partial model and very
different with respect to another.
A second challenge lies in the fact that the algorithms being currently developed by Amaury operates by exchanging
models between nodes in a gossip-based averaging protocol. Although this is already more private than exchanging
training data, research has highlighted [48] techniques to extract sensitive data from trained models. A simple solution
to this problem consists of using a privacy preserving averaging protocol like the one Amaury worked on during his
thesis. But doing this would add some computational and network overhead at each averaging round. It will therefore
be interesting to explore protocols that integrate the privacy-preserving steps with the generation of the model, thereby
minimizing overhead without losing privacy guarantees. Like in the case of recommenders, one possibility consists
in exploring the benefits that TEEs like Intel’s SGX can bring into the design of privacy-preserving data-analytics
platforms.
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In this same context, I am currently applying for funding the context of two H2020 topics. In both cases, my plans
focus on privacy-preserving data analytics solutions, but with different applications settings: the energy market in one,
and personal data spaces in the other. I am also considering submitting a proposal as a coordinator in 2020, leveraging
previous contacts with companies such as AnswareTech, BMW, and FlandersMake with which I had built a consortium
for the ICT-13b call in 2018.
Finally, in the context of the O’Browser project, I have started discussing a collaboration with OrangeLabs Lannion,
on a decentralized architecture for network diagnostics. More specifically we plan to record the web browsing
performance of mobile devices in specific locations and for specific websites in order to identify possible reasons for
performance issues. By aggregating this data over time, we will be able to pinpoint which components of the network
infrastructure need updating or intervention. In particular, the devices that experience performance issues will be able
to identify the most likely causes, thereby facilitating maintenance actions.
10.2.4 Blockchain
Since the introduction of Bitcoin in 2009, the interest in blockchain-based systems has been steadily increasing. A
blockchain consists of decentralized ledger based on a decentralized append-only block-based data structure combined
with a protocol that guarantees that the contents of the block respect some consistency rules.
In Section , I already mentioned the work in Dietcoin done in the context of the PhD thesis of Pierre-Louis Roman,
who defended in December 2018. In the near future , I plan to focus more on the inner workings of blockchain protocols.
A key aspect in the design of a blockchain system lies in the choice of the consensus protocol that controls how blocks
are being updated. Although the first blockchain applications all relied on some variant of proof-of-work consensus—a
computation-intensive protocol to achieve probabilistic agreement over the content of the ledger—recent systems have
been exploring a variety of consensus variants both with probabilistic guarantees[42] and with deterministic ones[41].
In this context, as I mentioned above, I am interested in exploring solutions that can benefit from advances in epidemic
dissemination protocols.
In particular, Avalanche [180] promises to build a scalable blockchain solution by exploiting gossip-based techniques
for probabilistic agreement. However, the current Avalanche proposal faces important challenges. First, it requires
a mechanism to prevent Sybil attacks on the peer-sampling protocol. Second, its gossip-based protocol requires a
large number of exchanged messages. I plan to address these two aspects in the near future. To address the first
challenge, I plan to apply a Sybil-resilient peer-sampling protocol developed by one of my students, Amaury-Bouchra
Pilet, to the Avalanche use case. In particular, I plan to evaluate its effectiveness when compared to Avalanche’s
current not-so-scalable solution, maintaining global knowledge about the system. To address the second challenge, as I
mentioned above, I am considering applying the results in Chapter 5 to optimize message dissemination.
Finally, recent research in blockchain has shown that consensus is not even necessary for the most prominent
blockchain application: cryptocurrency [38]. This leads to interesting opportunities for the design of more efficient
and more trustworthy cryptocurrency applications. In this context, I plan to work on the design of scalable protocols
that can support cryptocurrency and other blockchain applications by relying on causal-broadcast primitives. This also
opens opportunities for the design of more scalable protocols that can operate efficiently on low-power devices such as
smartphones or IoT devices.
Finally, I plan to investigate the use of blockchain technology in combination with the work on privacy-preserving
decentralized analytics I mentioned before. In particular, I would like to integrate a decentralized marketplace that can
keep track of which data is shared with whom or for which computation and that can automatically attribute rewards
to data providers. This is one of the ideas I put forward my current project submission and that I plan to carry on
independently of the funding.
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