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Abstract 
 
For optimising the design and production of periodic hybrid insertions based on permanent 
magnets, a new three-phased manufacturing method based on a permanent magnet field 
source model and the use of genetic algorithms (GA) is presented. It is demonstrated that 
local variations in magnetization of permanent magnets - which dominate the gap field 
irregularities observed in multi-pole hybrid insertion devices (IDs) - can be taken into account 
by the optimised source model developed in this study. The new method is shown to make the 
best of the permanent magnet material and human resources in the production of the periodic 
hybrid IDs. 
First, large magnet blocks are described as a number of small virtual permanent magnets by 
solving the magnetisations of the virtual magnets from field scans using a GA. The optimised 
model divides the magnets into 16 sub-units. In the manufacturing of large permanent 
magnets, isostatic compression of powder often results in significant local variations in the 
intensity and direction of magnetization across the volume of the magnet. In characterizing 
the magnet, these inhomogeneities should be carefully kept in view.  
It is shown that in the second manufacturing phase the optimised model can be used to guide 
the assembling order of the permanent magnet pieces to improve the field periodicity of the 
ID. The approach consists of using the optimised magnet source model and a GA based 
sorting. This approach is shown to be capable to reliably create a magnet structure that can be 
definitely tuned further in the third and final phase by using iron shims with the 
straightforward computer-enhanced manner of using two GA based shimming algorithms.  
The three manufacturing phases use GAs in optimisation processes where efficiency is highly 
dependent on the parameter values used. In numerical experiments, it was discovered that 
optimal population size and elitism parameters used by the algorithms have as optimal values 
two individuals, and full elitism. The optimal value of the mutation intensity parameter 
changes during the optimisation. Stagnation to a local minimum is avoided by using virtually 
parallel GAs and adaptive mutation intensity introduced in this work. 
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1  Introduction 
 
This study is interdisciplinary. The approach is empirical and technical with physical sub-
problems. The solutions presented are practical and have direct applications. A manufacturing 
method using four genetic algorithms (GAs) at three separate manufacturing phases of 
synchrotron radiation sources or IDs is presented [3, 4]. 
The magnet field that is the essence of the synchrotron radiation source is produced by pure 
permanent magnets or using an electric current in resistive or superconducting coils. The 
manufacturing problems of permanent magnet devices with high permeability poles are 
studied in this work. These devices are called hybrid IDs. Manufacturing of the 
electromagnets and especially the superconducting coils with high magnet fields has 
problematic of their own and therefore these are omitted. 
Synchrotron radiation is electromagnetic radiation, examples of which are radio waves, 
visible light and x-rays. The synchrotron radiation is produced by accelerating and guiding 
relativistic charged particles, most often electrons, with electric and magnet fields. This 
radiation is called synchrotron radiation because it was originally observed in synchrotrons. 
This light can be customised to have special polarization and energy. Moreover, the light 
emanates as short pulses from the particle punches. 
The IDs are special magnets that are designed to produce synchrotron radiation from the 
kinetic energy of charged relativistic particles by periodically bending their trajectories. The 
magnets are installed in a storage ring in straight sections between bending magnets or in a 
linear accelerator. The particle trajectory bends periodically due to the periodic magnet field. 
No net steering occurs and synchrotron radiation is emitted to a narrow cone in a forward 
direction according to the special relativity theory. The intense, well-defined radiation from 
these devices is used in different fields of science from material physics to life science and in 
industrial applications. 
The number of synchrotron laboratories that are dedicated to the production of radiation for 
the research beam-lines is more than 50. In some laboratories there is more than one storage 
ring or a linear accelerator, too. The number of research beam-lines, where the ID produced 
radiation is used, can vary from one in small laboratories to more than 30 in the three biggest 
laboratories, E.S.R.F. Grenoble in France, APS Argonne Illinois in USA, and Spring 8 close 
to Himeji in Japan. The total number of the beam-lines is roughly twice the number of ID 
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beam-lines, because the radiation emerging from the bending magnets is also used. The 
annual number of experiments carried out in each of these three largest so-called third 
generation facilities is 2000-4000. Smaller modern facilities have been built in most 
industrialized countries. A comprehensive list of all facilities and their contact information 
can be found from the link-lists on the websites of almost every single facility. 
IDs should be particle optically invisible. First, invisibility means that the particle lifetime in 
the synchrotron must not decrease too much because of the ID. Second, one insertion must 
not affect the light-beams of other insertions. The purpose of synchrotron radiation facilities is 
to offer well-defined radiation for the research beam-lines in a designed schedule, which 
would not be possible, if the insertions would affect the particle beam lifetime or the radiation 
produced by other devices.  
The primary demand is normally split into requirements concerning the first and second 
integrals of the magnet field in the dynamic window of the synchrotron. Particles concentrate 
in the region surrounding the particle optical axis and seldom excurse far. The dynamical 
window is the area around the particle optical axis where particles are so often seen that the 
optics is made to steer particles back to the axis. This is the area of stable betatron 
oscillations. The dynamical window is characteristic to each synchrotron, and as well as the 
allowed values of the field integrals. Within the dynamical window, the field integral 
requirements need to be fulfilled only at the tail end of the insertions. 
The ID is a particle optical component; it affects the performance of the synchrotron where it 
is inserted. The harmful effects can be reduced considerably by skilful design and 
manufacture in the way that the device becomes close to being invisible. In addition, the 
radiation that the device produces is highly dependent on the magnet field properties. These 
two effects or in other words manufacturing demands are locally separated in the device. The 
effect on the storage ring performance is minimised by magnet jaw end design and by tuning 
of the first and second field integral tail end values. The light production performance is tuned 
throughout the magnet jaw centre area at the particle optical axis where the magnet poles have 
their full field density. 
With regard to the radiation produced, the IDs are of two major types, the ones that produce a 
smooth radiation spectrum and the ones that have interference maximums in the spectrum. 
The devices of smooth spectrum and of several magnetic periods are called multipole 
wigglers or simply wigglers, and if there is only one full field half period in the device, it may 
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be also called a wavelength shifter. The devices that produce interfering radiation are called 
undulators. 
The field quality demands of the wigglers are typically set by absolute peak field RMS values 
or by maximum absolute values of first and second integrals on the optical axis of the device. 
For producing the interference, the magnet field has to be highly periodic. This demand is 
more difficult to fulfil than the two field integral requirements. The periodicity is calculated 
from the phase of the particles in the full field pole positions in such a way that the standard 
deviation of phase values is the figure of merit of the field periodicity, and the observed first 
integral zero positions are used as the pole positions [5-7]. This standard deviation value is 
called the phase error. The subscriber of the device sets the targets for the quality of the 
device and it varies because the particle beam parameters and user demands vary. Earlier, also 
the RMS of the absolute peak field was used as a figure of merit for the undulators, but this 
practice is rare today. 
The subscriber also sets the number of the full field poles, the average absolute peak field and 
the air gap dimensions. The device mechanics are designed according to these demands with 
the help of magnet circuit design programs and standard mechanical design methods. In this 
phase, magnets are assumed to have some uniform homogeneous magnetisation, which is set 
to some safe level with respect to magnet block measurements and magnet block parameters 
given by the manufacturer. In magnet assembly the field is made to have as high an average 
absolute peak field value as possible by sorting the magnets in such a way that magnets with 
strong magnetisation balance magnets with weak magnetisation. This is important because the 
pole field values in this case are reduced since the tuning afterwards is based on the shunting 
of high field values to the lowest one. The absolute peak field value and the number of full 
field poles with the correct periodicity define the type of radiation the device will produce at 
specific particle energy. 
In summary, we have as manufacturing demands the limits for first and second integral values 
at the tail end of the dynamical window to ensure the storage ring performance. We have on 
the particle optical axis within the full field area the peak field demand with the field 
periodicity demand to maximise the light production. The periodicity demand is set by the 
integral values for the wigglers and by the particle phase error for the undulators. 
The periodicity demands set mechanical demands on the magnet jaws and the frame structure. 
These demands are tight but nevertheless routinely achievable with high quality engineering 
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design methods and careful work. The permanent magnets, which are assembled in contact 
with the high permeability poles, are compressed from powder with different pressing 
methods before sintering. The magnets are the most expensive part of the hybrid IDs, and 
magnets that are made directly as a single block with isostatic pressing are favoured. That 
method on the other hand tends to produce magnets that often have significant local intensity 
and direction fluctuations in magnetisation. In spite of the integration effect of the poles, these 
errors cause difficulties in the manufacturing of the hybrid IDs. The part of the magnet source 
fluctuations, which is not integrated by the poles, is large enough to cause serious steering on 
the particle path, and violate the tight gap field demands. The steering has to be minimised 
with laborious tuning of the whole gap field after the assembly of the magnets. 
Perhaps because of strong belief in the integration effect of high permeability poles, sufficient 
attention has not been paid to local fluctuations in permanent magnets when using these for 
hybrid device manufacturing. It has been believed that hybrid devices are easier to 
manufacture than pure permanent magnet devices because the mechanical structure dominates 
the gap field [8, 9]. The poles dominate but that fraction of the easy axis misalignment of 
homogeneous magnets that are not integrated by the poles are enough to cause serious 
steering problems [8, 10, 11]. Probably the development work concentrated on other possible 
reasons for the poor field quality arose from overestimation of integration [12]. Unfortunately, 
high permeability poles even conduct magnet currents so that net steering of the particle 
trajectories takes place in cases where integrated magnetisation measurement indicates a 
perfect magnetisation [13]. A heterogeneous magnetisation on the magnet sides close to the 
gap is also enough to cause the need for final-tuning in spite of the integration effect [10].  
The heterogeneity problems make the gap field of the hybrid devices more difficult to predict 
with the precision needed than the fields of pure permanent magnet insertions. Strong steering 
is found in gap field measurements, which should not exist at all in any kind of homogeneous 
magnets. Because of the poor predictability of the effect of a single magnet on the gap field, 
considerable effort needs to be taken in tuning of the assembled devices afterwards. Selecting 
better magnets improves predictability and reduces the need for human resources, but on the 
other hand it raises material costs. Another approach is modelling the distribution of the 
magnetisation in each magnet and using information from the magnet sources for sorting to 
compensate magnetisation fluctuation effects on the gap field. This approach was used at 
VTT Technical Research Center of Finland. An effective complete solution is offered here for 
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the manufacturing hybrid IDs. This method especially reduces field random errors, which is 
the most severe problem of multi-pole permanent magnet devices.  
Solving the magnetization of a permanent magnet is a typical inversion problem: Sources of a 
field are solved from the field values that are measured outside the volume where the sources 
exist. This problem does not have an explicit solution, if no other information besides the 
measured field values is available from the sources. The problem solution comes more 
explicit, if there is information on or approximations of the geometry of the sources. An 
increase in the number of measuring points and additional information makes a single-valued 
solution available, if random based iterative methods are used. Strong approximations render 
closed form solutions possible. An example of this would be assuming homogeneous 
magnetisation in a specific volume. Strong approximations also decrease the amount of 
measurements needed. 
Traditionally, permanent magnets are considered to be homogeneously magnetised, so that a 
simple measuring method with a Helmhotz coil should be sufficient and provide adequate 
information for magnet source modelling. This choice also produces a relatively simple 
sorting procedure independent of the selected specific optimisation, and even analytical 
approximations work to some extent. 
After the assembly of the device, the gap field has to be characterised. The integrals can be 
measured directly with the flip coil or the moving wire method. These measurements are done 
in the dynamical window of the device. For the periodicity calculation, the magnet field or 
integral local values have to be measured, for which purpose most frequently a Hall-probe is 
used. 
It will be demonstrated that the assumption of constant magnetisation is too strong, and for 
reaching a proper field quality so called hard optimisation problems have to be solved two 
times during the manufacturing. These problems come across in the sorting of magnets into 
an optimum order and once in the final field tuning of the assembled device. The hard 
problems can be solved with random-base heuristic methods, for instance with such methods 
as simulated annealing (SA) and GAs [3, 14-16]. The approximations used in magnet 
modelling and in the field integral profile shimming make these problems simpler, but for all 
GA were used 
Some multi-variable optimisation problems can be solved when separated. First, smaller 
groups of component values are solved and then the pre-solutions are united into a final 
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solution. This optimisation of values separately and then collecting them to form a collective 
solution is called the building block principle. It is the core of the GAs. The GAs belong to 
evolutionary algorithms that consists of different named methods that imitate principles of 
nature. 
The inventor of the building block principle, Prof John H. Holland at Univ. of Michigan, 
studied adaptation in the early sixties and he started to apply this principle as an optimisation 
method in technical problems [17]. Earlier, this kind of adaptation was used to describe 
adaptation nature. Holland, in cooperation with his students, progressed fast in this new field 
and his student David Goldberg is mentioned as the breakthrough inventor in technical 
problem solving [18]. 
GAs were originally developed for predicting evolution in nature, mimicking nature. When 
used in optimisation the set of the problems is slightly different because there are typically no 
changes in the selection principles, and no fear of extinction. For these reasons in genetics and 
in population dynamics often mentioned key-figure, the diversity does not have the same role 
in the optimisation as in the original applications describing population evolution in nature. 
The GAs are very flexible. The function that has to be optimised does not even need to be 
continuous, and the flexibility also holds for the variables. Only the building block principle 
needs to be fulfilled. This means that when an ordered set of variables is made from sub-sets 
of some other ordered sets in such a way that the accepted parts for the new one are good 
parts of the old ones, the new variable set needs to be better than the old ones. This condition 
must be fulfilled, if the selected sub-sets are in the neighbourhood of the same local optimum.  
In solving technical optimisation problems with GAs, like in the optimisation of a 
manufacturing of some device, the problem has to be coded. This coding of variables into 
vector or matrix components should be done in a particular way. The optimisation procedure 
should proceed fluently towards the desired target without extra mixing because of the 
coding. 
The terminology of the GAs comes from the genetics. The algorithms are artificial and 
change form, so comparisons of the terms may be confusing. The terms used here do not need 
to have and actually do not have precisely the same meaning content as the same words in 
genetics. In the few occasions where evolution in nature is referred to the words have specific 
prefixes. 
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The previous variables in the ordered sets are called genes and the sets are themselves called 
chromosomes. The picking process of parts of the chromosomes for a new chromosome is 
called as a crossover. The other GA segments are selection and mutation. Optimisation 
rounds are generations. Chromosomes for the crossover are selected from a group of old 
chromosomes, quality of which is already known. This group is called a population. The 
selection can be done in many different ways and elitism describes the probability of the good 
old chromosomes being selected in the crossover. Totally new random values for the genes 
are made in mutation segment. The random changes can happen in restricted values of single 
variables or even in complete chromosomes. 
A function that describes the quality of the chromosome, the figure of merit, is often in GA 
literature called the fitness function or the cost function, which, as mentioned, can have a very 
free form. Quite often in theoretical works between the fitness calculation and the 
chromosome there is binary coding. The crossover is made with coded binary chromosomes 
but this is seldom needed in physical optimisations. Also in this case all the four GAs cross 
over and calculate the fitness directly using chromosomes. The genes of the chromosomes 
here have a direct physical content.  
In some implementations in the beginning of the optimisation, there is a separated phase 
where the first population, the starting population, is formed before the core part of the GA. 
This formation of the starting population can have a very crucial role, if approximations of 
good chromosomes can be found and used at the beginning. 
The essential questions in the application of GAs for the optimisation of IDs are the forming 
of the starting population, the population size, the mutation intensity (number of mutating 
genes in one generation combined with the degree of freedom of single mutations). The 
present work addresses these questions, and it is shown that rapidly converging solutions are 
found by the use of a simple one-point crossover and a small population with full elitism, 
where the chromosome with the best fitness is always one partner in the crossover. 
The principles of this process are presented in the new three phase manufacturing method 
suggested in this dissertation. The GAs are used here for searching for possible field source 
configurations, for solving a combinatory problem of permanent magnet error compensation 
and for searching for proper shim configuration in the final tuning. 
The present work is an extension of the earlier work on manufacturing method development 
for the more efficient use of magnetic material and human resources. The developed special 
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features of GAs, which were applied in three different building stages of IDs, are explained. It 
is shown that GAs are the appropriate tools for these tasks and that the permanent magnets 
have to be modelled as being inhomogeneously magnetized. Algorithms were developed to 
speed up optimisation; the effects of GA parameter values on the optimisation speed were 
studied in these different problems and a new virtually parallel GA with an adaptive mutation 
parameter control was developed. 
 
1.1 Background of the study 
 
This dissertation is an outcome of the work done to address the practical needs of improving 
manufacturing methods of hybrid IDs, multipole wigglers and undulators. The work was done 
during nine years when VTT designed and built four IDs for the MAX II electron storage 
ring, and two in cooperation with ACCEL Instruments GmbH, one for the DELTA 
synchrotron and one for the ANKA synchrotron [19-22]. The Fine Mechanic Work Shop of 
VTT manufactured the mechanics of the devices for MAXII, and ACCEL Instruments GmbH 
built the mechanics of the last two devices. Author’s contribution focused on magnet 
characterisation, sorting and shimming method development. 
The method development was started with using the traditional homogenous permanent 
magnet model and sorting. Field tuning was first done with the heuristic method using iron 
shims. The development ended up with a new method, which is presented here. It has new 
features at all manufacturing steps. 
During the development, the hardware tools also changed. The computers first used were 
RISK central processing unit based UNIX computers, but the last calculations were done on a 
PC with the NT 4.0 operating system. Magnet design was made with TOSCA for all except 
for the last device for which RADIA [2, 23-25] was used. The programs were first written 
with FORTRAN77 but the tuning programs have now been rewritten in FORTRAN90. A 
common progress that has happened in the programs is that they now use substantially more 
input files and are more based on memory than early versions, which calculated more. Early 
versions calculated for instance magnet field values in the air of parallelepiped magnets 
internally with a sub-program (PASCAL) [26, 27]. 
The GAs were used only for sorting in the manufacturing of W{17,4; 27} and U{6,6; 77} 
{Wiggler/UndulatorPeriod [cm]; number of full field poles}. From U{5,2; 99} started the 
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development of a shimming GA, and the 16-sub-block model was for the first time used in the 
assembly of U{5,88; 87}. The two last devices are U{5,5; 95} and W{7,4; 54}.  
The concrete outcomes of this work are the completed devices (Table 1) and a folder of four 
programs specifically for ID manufacturing. The folder is now an effective tool for the 
manufacturing of hybrid IDs. The additional outcomes are details in the algorithms that have 
more general relevance in addition to their relevance in efficient solving of this specific case. 
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Table 1. The IDs manufactured during the development of the method described in this 
dissertation. The deflection parameter ( K ) is calculated from formula λoBK 934.= , where 
0B [T] is peak field and λ [cm] is device period; wigglers have 1>>K  [4]. 
 Made completely at VTT for MAX II VTT & ACCEL Instruments 
GmbH cooperation 
ID type W U, taper U, taper U, taper U, taper W 
Main 
magnet X, 
Y, Z  
150mm, 
39mm, 
130mm in 
two pieces 
88mm,   
21mm,    
88mm 
88mm, 
16,5mm, 
88mm 
88mm, 
18,9mm, 
88mm 
88mm, 
17,2mm, 
88mm 
88mm, 
27mm, 
88mm 
Side 
magnet X, 
Y, Z 
30mm; 
39mm; 
120mm 
-- -- -- -- -- 
Coercivity 
[HcJ] 
1500 1500 1500 1500 1500 1500 
Pole size 
X, Y, Z  
70mm,  
39mm,    
121mm 
50mm,   
12,0mm, 
71mm 
50mm,  
9,5mm,   
71mm 
50mm, 
10,5mm, 
71mm 
50mm, 
10,3mm, 
71mm 
50mm,  
10mm,  
71mm 
# full field 
poles 
27 77 99 87 95 54 
Length 
[mm] 
2650 2652 2661,5 2656,5 2709,3 2119 
Period 
(λ ) [cm] 
17,4 6,6 5,2 5,88 5,5 7,4 
Peak field 
(
0
B ) [T] 
1,8 0,74 0,565 0,655 0,689 1,56 
Deflection 
parameter 
29,3 4,56 2,74 3,60 3,54 10,9 
Magnetic 
force max. 
[kN] 
121 15,4 0,88 12,2 14,27 33,0 
Gap min. 
[mm] 
22 22 22 22 20 12,6 
Magnet 
model 
Homogen. Homogenous Homogenous 16-sub-block 16-sub-block 16-sub-
block 
Sorting  GA GA GA GA GA GA 
Periodicity 
shimming 
Heuristic, 
1st field 
integral 
Heuristic,      
1st field 
integral 
GA,         
phase RMS 
GA,         
phase RMS 
GA,         
phase RMS 
No need 
Profile 
shimming 
Heuristic, 
1st & 2nd f. 
integr. val. 
Heuristic,      
1st & 2nd field 
integral values 
Heuristic,      
1st & 2nd field 
integral values 
GA,              
1st & 2nd field 
integral values 
GA,              
1st & 2nd field 
integral values 
Heuristic, 
1st & 2nd f. 
integr. val. 
Phase 
error [°] 
-- 7,2/ min gap  3,5/ min gap 3,0/ min gap <4/ all gaps -- 
Delivery 
year 
1994 1995 1995 1996 1998 2002 
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1.2  Conventional manufacturing methods 
 
The three successive construction phases of synchrotron radiation device manufacturing can 
be separated. These steps may be taken in separate places. First, the magnets have to be 
measured, and from these measurements the sources must be solved. In the second step, the 
magnets are assembled in the mechanical stiff jaws alone or, if the device is of hybrid type, in 
contact with high permeability poles. The assembly order is defined in the sorting, which is 
done using the magnet field sources that have been solved in the magnet characterisation step. 
The assembly produces an initial gap field, which is measured and tuned in the last step to 
fulfil the requirements of beam optics and the demands on the final product, the synchrotron 
radiation. The construction phases are technically well separated but it is possible to make 
mistakes and excessive approximations are revealed only when the ID has been assembled. 
1.2.1 Characterisation of the permanent magnets – measuring the 
integrated magnetization of permanent magnets 
 
The standard method for permanent magnet characterisation is using a homogeneous model 
which steering effect can be estimated in closed form [11]. Integrated magnetisation of the 
magnet block is measured with a Helmholtz coil and different types of electronics [28-30]. 
The principle used at VTT is illustrated in Figure 1. By making this measurement in each 
coordinate direction, all the integrated magnetisation components are found. Variant 
automated measuring devices have been built for speeding up measurements and for 
decreasing operator errors [31-35]. Hall probe measurements have also been used for magnet 
characterisation and selection for homogeneous model and Magnaview film for qualitative 
inspection [32, 36, 37]. Field integrals of single blocks of pure permanent magnet devices and 
assembled sub sections of magnet jaws are measured with comparable arrangements as 
integrals of the final devices. 
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Figure 1. Integrated polarization measurement of a permanent magnet with a Helmholz coil, 
and an integrator. Turning the magnet around the horizontal axis by 180° changes magnet 
current through the coil, which induces a voltage in the coil. The voltage is proportional to a 
coil axial component of a total magnetic dipole moment of the magnet and to a rotation 
velocity so that by using an integrator the effect of the rotation velocity is eliminated. 
 
In reality, the direction and amount of the magnetisation of some blocks fluctuate 
considerably inside the block. This is easily proved by measuring the field of a block point by 
point, for example from the same distance on both sides of the block (fig. 2) [38]. The 
measured values should be equal, if the block is homogenous. This happens seldom; the 
values differ by several percent in some blocks. 
 
Figure 2. A simple set up to measure easy axis heterogeneity of a permanent magnet. Points 
A and B are on symmetry axis equidistant from the permanent magnet. The field of a 
homogeneous magnet is same on both A and B position, so the difference of field values 
gives one measure of heterogeneity. 
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1.2.2 Methods of measuring key figures of a periodic insertion device 
 
The field integrals are measured directly by flipping coil [39, 40]. The method is in principle 
the same as the described Helmholz coil measurement, where the field is flipped instead of 
the coil. The measuring coil, which has a narrow rectangular cross-section, is stretched along 
the line where the field integral information is wanted. The coil is flipped 180° around the 
measuring line, and the flip integrates the magnet current difference through the loop area 
between the flip end positions. Because the field should be periodic, so that no steering of the 
particles would happen, the only field observed is the error field. The integrals are also found 
if the whole coil is not in the gap but only a fraction of it is stretched along the measuring line 
and the rest of the coil has an arbitrary form [41]. In measuring, the stretched part is moved 
and the part of arbitrary form is kept still. This measuring arrangement is called the stretched 
wire system. A flip of rectangle coil and a sweep of the wire measure the first integral, a 
triangle shape coil and the moving only one end of the wire measure the second field integral. 
Also specific coil forms for specific fields have been used in characterisation of field errors 
and IDs with moving coil or rotating coil measurements. 
 
Figure. 3. Arrangement for direct measurement of a field component integral with a flipping 
coil and with a stretched wire right and left respectively. The normal of the flipping coil and 
the normal of the sweep surface are along the field component to be measured (horizontal in 
the figure). A 180° flip of the coil or linear move of the wire induces a voltage proportional to 
the field through the flipping coil and the stretched wire sweep area and speeds of the 
movements. Integration of the voltage eliminates the speed relation. 
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For field periodicity calculations direct field values are needed. These are typically measured 
with a Hall-probe (fig. 4). The integrals could also be calculated from the Hall-probe 
measurements but this is not a widely used procedure because systematic errors in the 
measured field values cumulate and make calculated integrals unreliable. 
 
Figure 4. Measuring devices for measuring the gap field at absolute positions step by step and 
at relative positions with by the flight (on flight) method. When measuring on absolute 
positions the probe is stopped and measurement is made at predetermined precise positions 
compatible with the device periodicity, so that successive measurements can be instantly 
compared. The flight measurement uses a constantly moving probe and no adjustment of 
measuring points neither with the device spatial periodicity nor the device centre. Only the 
relative position information is stored with the field data. 
 
In comparing the calculated integrals with the directly measured integrals, the two integral 
values agree only after very careful calibration and error source reduction [42, 43]. This 
problem is usually ignored. The phase shimming is first done using Hall probe measurements, 
and then the profile is finished using flip-coil or moving wire measurements. 
A pulsed wire method, which can be used for measuring field integral local values, has also 
been used. Few early and fresher publications are in references [44-50]. This method may also 
become a standard method to be used alongside the previous integral measuring methods or 
may even replace them. 
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1.3 The selection of permanent magnets and their order of 
assembly 
 
In the early days of the manufacturing of multi-pole IDs, approximate analytical methods 
were used for optimising the order of magnets, and the tuning of the magnetisation of single 
magnets was attempted [51]. 
The present de facto standard sorting methods of magnet blocks for assembly into the magnet 
jaws of a periodic hybrid device are based on the measurement of integrated magnetisation of 
the magnet blocks and the optimisation of magnet order by SA starting from middle eighties 
[52]. In some laboratories, in addition to VTT, the sorting is done with GAs [53, 54]. Sorting 
is done directly for the complete group of magnets or first for the sub-sections or the half 
periods of magnet and pole. The sub-sections can be different magnet shapes or just a few 
periods of poles and magnets to be first sorted to some high periodicity level. In the second 
sorting step, the sub-sections are sorted to form a complete device. In this two-phase sorting 
the second sorting is done using field scans of the already assembled sub-sets or continuous 
measurements of the integrals during the assembly [55-58]. If there is a second group of 
magnets of another shape, it can be sorted using the field of the earlier ordered magnets as the 
base [59]. 
Same kind of approach to sorting of the device from subsections is sorting the whole device 
directly using the field or the field integral that one block produces in the air gap [60-63]. This 
approach to find a proper order for the magnet blocks suits pure permanent magnet device 
manufacturing well, because a field of a single magnet can be measured in the air and the 
measured field values can be directly used in sorting. Direct use is possible because there is 
no ferromagnetic material that would have a strong non-linear effect upon superposing the 
measured fields.  
In the case of a hybrid device, which is relevant in this context, the measuring of the effect of 
a single magnet is technically more difficult. Before the field measurements can be taken, the 
magnet has to be installed in a ferromagnetic surrounding, which is equivalent to that of the 
final device. The magnets have to be assembled in this ferromagnetic measuring jig and 
disassembled as many times as the magnet has possible magnetically different positions. The 
first approach using this procedure, combined with Helmholtz coil measurements, is in 
progress [64]. Also “in-situ sorting” belongs to this sorting category of sorting without a 
magnet model [65]. In this method all magnets are first assembled randomly and the resulting 
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gap field is measured. The Magnets are disassembled next and finally reassembled in new 
order that is solved from the measured gap field. 
When the homogenous model is used, one has to concentrate on the use of magnets that are as 
homogenous as technically and economically possible. For this purpose, ID manufacturers 
define mechanical and magnetic specifications for the blocks. The magnetic requirements 
typically make up the limits of the integrated magnetisation and also sometimes the limiting 
value for the magnet field value difference between some specific equivalent points on 
different sides of the magnets in the direction of easy magnetisation. Tight requirements lead 
to the selection of suitable magnets and the selection of expensive magnet block 
manufacturing methods that produce high-quality magnets. A high portion, even ~50 % of 
ordered magnets, have been discharged in some projects because of a too big error in 
integrated magnetisation. If high quality magnets are available the efficient manufacturing can 
base also on the homogenous model [66]. 
The tight requirements and the difficulty of manufacturing high quality large magnet blocks 
have necessitated more complicated procedures than the use of single blocks to save 
expensive magnet material. Instead of the single blocks, multiple (often six) real blocks are 
used and the integrated magnetisation of these small blocks is measured. The order of the 
small blocks is then sorted for the ID assembly. After measuring, the small blocks are 
demagnetised before they are glued together according to the sorting. After gluing, magnets 
are re-magnetised before assembly in the magnet jaws [8, 32, 67-69]. 
The centre area of the block is sometimes more uniform than the side areas. This happens if a 
simple small solenoid is used for the orientation of magnet powder in the manufacturing of 
the blocks. The curved field shape locally fixes the easy axis shape of the block. So by cutting 
and throwing away the side areas it is possible to get better magnets for assembly [70]. Co-
operating with the magnet block manufacturer can be very beneficial in reducing errors [71]. 
On the other hand, making such homogeneous and well-oriented magnets in which errors 
would not need to be considered is not yet possible. 
The key feature of the traditional sorting methods of the hybrid device magnets is that if a 
model has been used the magnets have always been modelled as being homogeneous, 
sometimes with simple heterogeneous correction [38]. Only the use of small real magnets, 
and measuring and sorting them before gluing them into bigger blocks touches the 
23 
fundamental problem of using a sufficiently precise model for the magnets. This approach has 
produced good results [68]. 
 
1.4 Tuning of the gap field to achieve particle optical requirements 
and high field periodicity 
 
The field quality demands are difficult to meet only by sorting. Refinements are needed 
afterwards and various methods for doing this have been used from the very beginning of ID 
manufacturing both for periodicity tuning and tuning of the field integral profile at tail end. 
These are often called phase shimming and multipole shimming, if these specific features are 
used as optimising targets. Both increasing and decreasing of the local magnet field density in 
the gap are used in tuning. However, the fine-tuning methods typically reduce the average 
absolute peak field. Increase of the magnet material is used seldom as tuning method. Several 
different technical solutions are implemented for making both a more periodic field and for 
adjusting the field integrals. The positions of magnet blocks and poles can be made adjustable 
[36, 58, 72-74]. Also adjusting tuning studs and special tuning magnets are used for tuning [8, 
47, 48, 75, 76]. All special tuning parts may have different shapes. These tuning bits can be 
altered in two ways: the orientation of the bit may be adjusted or the complete bit may be 
changed. Often more than one method is used in one device and commonly iron shims are 
used as one of these [77, 78].  
The benefit of shimming is its technical simplicity and capability to decrease both 
longitudinal and transverse errors or affect only on longitudinal. The shim positions are either 
above the iron poles where they increase the local field by reducing the relative pole gap or 
above the magnets between poles and in contact with one or two adjacent poles, which results 
in a decrease of the field. At the end both shimming methods decrease the average peak field 
because the minimum gap is predefined.  
Single shim effect is well reported but less is written about possible shim geometry selection 
strategies [39, 78-86]. However, it is known that shimming was for long done iteratively by 
adjusting both the shim length and thickness in heuristic steps. Different laboratories follow 
their own methods, develop these and adopt new features only when they constitute a major 
step forward. One example of such a step has been the characterization and tuning of the field 
periodicity by phase error, the phase shimming [5, 6]. The phase error has replaced the 
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absolute peak field RMS value and field integrals on mechanical pole positions as the key-
figure, the figure-of-merit of undulator quality. One viewpoint in this progress is the 
publication in which the phase shimming of a pure permanent magnet undulator is presented 
[87]. In that publication phase shimming development is shortly reviewed and other milestone 
publications of phase error in insertion field tuning are also given as references. 
In most of the permanent magnet IDs, the air gap can be adjusted. With gap adjustment, the 
user selects the light frequency to be produced, or alternatively the ID “is shut off“ by the 
opening of the gap. In addition, the radiation coming from the lost particles that hit the 
vacuum tube could demagnetise the permanent magnets, when the storage ring is not yet 
stabilized after the injection phase. On the other hand, residual optical effects will always 
arise from the IDs, and in some cases there should be none of these effects when injecting 
new particles in the ring. Opening the magnet gap so that the magnet field is close to 
minimum minimizes the residual effects of the ID’s. On the other hand, the users favour 
injection at closed caps for uninterrupted beamline operation. 
Because of the variable air gaps, active tuning is often needed. Higher spatial frequency 
effects of the field decrease quicker than lower frequency effects. Because of this principle 
and the fact that shims are located elsewhere and have different effects than the magnetisation 
errors, which shims should compensate, the efficiency of the shimming will always change 
with gap change. With high quality magnets and minor shim tuning the steering effects can be 
tolerable [76, 88-91]. 
Active tuning by changing the magnet gap could be performed by mechanical changes in the 
positions of tuning elements, but the standard method is to use electromagnets at end poles, 
which are controlled according to a pre-set table [19, 20, 92]. The position of the emerging 
particle beam is tuned with a fore-end magnet and the direction of the beam is adjusted with 
the back-end magnet. Computer feedback connected active tuning devices have also been 
built. These measure field errors with the pulsed wire method, and magnet jaws are tuned 
with separate electromagnets in every pole [45]. 
An ambient magnet field has an effect on the gap field. In wigglers, this dipole field hardly 
has a significant effect on the produced radiation, but in hybrid undulators the reduction of the 
interfered radiation may be detectable. In phase shimming, the ambient field will be 
compensated. Then again, if the shimming is not done at the final insertion location, it might 
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be reasonable to assemble a coil for compensating the variable ambient field. This is not 
routinely done, as this kind of coil is easy to assemble afterwards. 
 
1.5 Problems and limitations of the traditional methods 
 
The traditional methods themselves work so well that after careful undulator fine-tuning, even 
horizontal field errors become significant [93]. Nevertheless, these methods are laborious and 
demand very experienced shimming technicians. In addition, the final peak field value is 
reduced. The need for strong shimming follows from poor predictability of the gap field, 
which is a consequence of the use of the homogeneous magnetisation model. 
Already early Hall-scan and moving coil measurements showed the existence of significant 
heterogeneity in the permanent magnets, and also showed that published initial fields have 
forms that should not at all be there, if the ideal homogeneous model is considered as an 
adequate approximation [31, 32, 93]. It was also discovered that imperfections of the magnet 
blocks were the reason for the poor predictability of the gap field, while the devices met the 
mechanical specifications [10]. The construction itself was not the reason for field problems. 
It was proposed that the taking measurements of heterogeneity should be a standard procedure 
[11]. 
Each specific tuning method naturally has benefits and drawbacks of its own. In the end 
however, they are all laborious and demand an academic level of understanding, if performed 
traditionally. Field profile tuning is easier than periodicity tuning, especially when the phase 
shimming should lead to ultimate undulator performance. Rational phase shimming with the 
heuristic iterative method demands much experience and a full understanding of the problem. 
Even solving of the shim geometry problem and leaving the assembly to be done manually 
could lead to substantial savings. Furthermore, in profile shimming there are sometimes 
special problems with high integral values far from the axis. 
Eliminating the heuristic steps in tuning would actually mean that the manufacturing of the 
IDs would be a mature industrial process, where academic level skills would be needed only 
in device design. Reaching this state of affairs requires first solving the magnet modelling to 
make that the initial gap field after sorting so good that there is enough room for a few simple 
shim types both for periodicity shimming and for field profile shimming. 
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The only fundamental problem of the traditional manufacturing methods is that the 
homogeneous model does not describe permanent magnets precisely enough. 
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2 New method of characterization, selection and sorting of 
heterogeneous magnets for hybrid IDs and tuning of 
assembled devices 
 
The fundamental feature of the new method is the new approximation of the permanent 
magnets, which describes the magnets formed of virtual sub-units. The virtual sub-blocks are 
modelled individually and homogeneously magnetised. This sub-block-model makes the first 
two manufacturing steps complex in comparison to traditional methods. The inverse problem 
has to be solved in the first phase, and the combinatory problem of solving magnet order in 
the magnet jaws in the second phase requires full three-dimensional information on magnet 
effects. The third manufacturing phase, tuning is independent. A flow chart of the three-phase 
manufacturing process that uses four GA programs as optimisation tools is shown in Figure 5. 
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Figure 5. Flow chart of the new manufacturing procedure comprising four GA optimisation 
programs, which form a three-phase sequentially proceeding novel process.  
 
The first two programs form a chain where information goes from the first step to the second 
step together with new information from the device magnet circuit model. The products of the 
two first programs are the magnet assembly order file and an initial gap field prediction. The 
last two programs affect each other via the device being constructed. 
The third task is separated into two steps because of technical reasons. The measurements 
used in shimming calculations are made with two different instruments that cannot be used 
simultaneously. It is also true that by separating the tuning into two steps the development of 
the method itself was clearer. Also applying separated procedures is less demanding, device 
failures and testing is clearer than in doing all fine-tuning simultaneously. This separation has 
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the drawback that shimming must be done in a few iterative rounds because the two 
shimming types always have some cross talk. 
 
2.1 GA, a calculation tool for optimising hybrid ID manufacturing  
 
The combinatory problem of the second phase and the phase shimming are hard optimisation 
problems, which are solved with GAs. Approximations make modelling and integral profile 
shimming easier, but nevertheless the same algorithm type was also selected for these. The 
third phase is, on the other hand, considering the selection of an appropriate GA and 
optimisation parameters, more demanding compared to previous phases. The GAs in the third 
phase are used during manual shimming in which fast optimisation is more important than in 
modelling and sorting, which can run overnight without trouble. 
GAs are fully statistical and they do not give direct help in finding the reason or proof of the 
reasons for the optimisation. The proofs of hypotheses are experiments done numerically by 
computer and by building the devices and measuring their quality. It may even be claimed 
that the measured field is actually close to the predicted one only by accident.  
Genetic adaptation is basically the adaptation process of a whole population. In single-
processor computers optimisation happens only in one point of the population and the 
individuals can have an infinite lifetime. 
The speed and the final result of the optimisation with GAs is highly dependent on the GA 
parameter values, which control the optimisation. 
Diversity is often mentioned as the key-figure when using GAs. It has two faces: First, it 
describes how much genetic potential is available for adaptation. The other important aspect 
is the inertia that diversity describes. If the diversity is high, it implies that there are many 
individuals that must be adapted. This second aspect should not be forgotten when searching 
for the optimal parameters for optimisation GAs. 
The features mentioned above suggest as small population. A small population is not however 
a common selection and therefore the selection was extensively tested. The results are 
presented in the chapter 2.1.1.3. 
Mutation intensity is known to be an important parameter and it is difficult to find a proper 
value for it. The changing mutation rate approaches used to overcome this problem have been 
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described as belonging to three groups [94, 95]. If the parameter is deterministic based on 
some formula, the scheme is called a dynamic parameter control. Self-adaptive parameter 
control has the parameter as a gene in each chromosome, and adaptive parameter control uses 
the immediate optimisation history in setting the next parameter value. For setting the 
mutation rate control parameter, an adaptive mutation parameter control method was 
developed, which will be presented in chapter 2.1.3.  
 
2.1.1 Optimal GA parameters 
 
GAs is a wide diverse group of algorithms, which qualitative working principles vary and 
efficiency depend on parameters that have algorithm feature and problem dependent optimal 
values. The optimal parameter values may depend on each other: changing of some feature, 
for instance single point crossover to double point crossover may change other optimal 
parameter values. This cause steep testing time increase, if number of parameters rise. 
Avoiding long testing was one reason for selecting a simple algorithm. 
2.1.1.1 Elitism and crossover 
 
It is commonly accepted that a certain amount of elitism speeds up optimisation. After short 
tests it was decided to use a full elitism. In every generation, the best chromosome made a 
single point, uniform crossover with some randomly chosen chromosome from the 
population.  
 
2.1.1.2 Formation of a starting population 
 
The effect of the starting population formation on the optimisation was studied by using two 
different population formation methods. The formation methods were fully random, fully 
separated formation from the genetic part of the algorithm, and a method where new 
chromosome crossovers were made randomly with the best preceding chromosome right from 
the beginning. The result was that there is in fact no need for a separate starting population 
formation phase. The crossovers should start right from the beginning. After the formation of 
the first random chromosome the second chromosome should crossover with the first one, and 
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in next generation the best of the population should crossover with the new random ones and 
so on. Separate starting population effect on optimisation is clearly seen in Figure 9 in chapter 
2.1.2 where population size effect on optimisation stagnation is studied. 
If a single processor is used, which is the normal case, the creation time of the population 
easily becomes important, if the usual big population sizes are used. The calculation of the 
fitness of a chromosome varies according to the problem and in real optimisation tasks it 
tends to have important part in the building up of the calculation time. Let us overestimate the 
fitness calculation time of a single chromosome and say that all calculation time is spent in 
fitness calculations. In this case, the formation of the stating population, the growing of the 
population to some number of individuals takes as much time as what does calculation of as 
many genetic generations take in the later genetic optimisation phase when the population 
size is stable. During the most common method, the separate creation of the population from 
random chromosomes, the convergence is comparable to random search. For example, the 
formation of a random starting population of 100 chromosomes takes as long time as 
calculating 100 generations with genetic operations. The calculating of the starting population 
and 100 genetic generations of a 100-chromosome population takes as long as population 
creation and 198 genetic generations of a two-chromosome population. 
If there are chromosome approximations, heuristic chromosomes, these should be used in the 
early steps of the optimisation. This was observed in tests done with a pairing algorithm that 
was developed for compensating integrated main and side magnetisations individually, so that 
each pairing produced one type of enhanced chromosome. The use of these chromosomes as 
starting chromosomes speeds up the evolution of sorting remarkably [59] in the homogeneous 
magnet model case. However, if these chromosomes were used with 16-sub-block model, 
optimisation speed-up would hardly be observed. This implies that the integrated homogenous 
errors are almost irrelevant in magnet sorting for these types of hybrid devices in which there 
is only one big magnet between the poles, and when the homogeneity of the magnets is not 
specially ensured. 
 
2.1.1.3 Population size 
 
Different population sizes were tried out and a set of curves of that study is presented in 
Figure 6 to visualise the dependence of optimisation progress efficiency on the population 
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size. The effect of the population size is clear: The smaller the population the faster the 
optimisation. This is the situation, if all other parameters are kept constant. If this result is 
compared with results in literature, it must be noted that in this case there is no pure starting 
population formation phase, or the other way round, the time of starting population formation 
is included. Before the final population size is reached, the crossover is done between the best 
existing and a new randomly constructed chromosome. 
 
Figure 6. Example of shim configuration optimization progress dependence on population 
size. Each curve is an average of 30 seeds. In these GAs during creation of new chromosomes 
in the starting population a new random chromosome crossovers with the best old 
chromosome. The fitness is artificially calibrated to no shims value 0.9. 
 
The optimal population of two chromosomes was unpredictably small compared to some 
other investigations where the optimum has been suggested to be over 100 and even to grow 
with problem complexity [96]. Direct comparison of this result to literature is difficult 
because of the differences in other parameters. For many parameter combinations, the benefit 
of using a population of two individuals was very clear. Only when the parameter selection 
was irrelevant from the applicative point of view (very slow convergence), a bigger 
population was better. In this exceptional case there was no elitism or mutations. This 
parameter selection is however absolutely irrelevant in practice because of the very poor 
evolution with all population sizes. 
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It is often claimed that using small population results in freezing the optimisation in a local 
optimum. This sounds obvious but using a large population is an inefficient solution to this 
problem. Large populations also stick in a local optimum. Starting a new optimisation with a 
small population with a new seed number appeared to be a better option in these four cases of 
field-related optimisations of ID manufacture (see chapter 2.1.2.). 
In considering the problems of the manufacturing ID’s it was found out that the benefit of 
minimising the starting population formation time does not describe the benefit of the 
minimisation for a two-chromosome-population completely, but other benefits from the 
selection of the small population also come into play. 
The dominating chromosome that steers the process is chosen at random. The steering by 
random choice happens in small populations as well as in big ones. This explains partly why a 
big population is slower to use than a small one. The steering chromosome has to give genes 
to all individuals. Why precisely this individual is the dominant one at some moment is 
defined randomly. 
 
2.1.1.4 Mutation intensity 
 
When the average curves of some seeds is calculated, it is easier to notice that especially the 
optimal mutation probability depends on the generation. In early generations the 
chromosomes must get more new random material than in later ones.  
The effect of mutation frequency was also investigated by running the optimisation with 
different values of mutation intensity. Some of the results are visualized in Figure 7. It is seen 
that the effect of mutation intensity is complicated. In early generations, the abundance of 
new gene material in each crossover is favourable for the process, but during later generations 
large amounts of new genes mix or break the already formed valuable building blocks more 
and more frequently. As a result, there is no fixed mutation intensity that is good through the 
whole optimisation. 
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Figure 7. Example of shim configuration optimisation progress dependence on mutation 
intensity. Each curve is an average of 30 seeds. The fitness is artificially calibrated to no 
shims value 0.9. 
 
The effects of population size and mutation intensity are combined in Figure 8, where the 
optimisation progress is visualised for a selected set of population size and mutation intensity 
combinations. From this figure it is observed that these two parameters act together 
monotonically in the way that the rank order of a parameter does not change, if the value of 
the other parameter is changed. This was the situation with all four GAs. 
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Figure 8. Example of optimisation dependence on population size and on intensity of 
mutation speed, each curve is an average of nine seeds. The fitness is artificially calibrated to 
no shims value 0.9. 
 
In the modelling GA and the sorting GA the mutation probability was set at the operating 
system level so that short optimisations with constant parameter values followed each other. 
The best chromosome of the preceding short optimisation was used as the starting 
chromosome in the following phase, which had a reduced mutation probability. 
The shimming GAs were developed versions of the modelling and sorting GAs. Because 
shimming is done in successive steps it is a practical benefit, if these programs optimise fast. 
For this purpose, the programs work semi-parallel, so that several seeds are calculated parallel 
in one generation to make it possible to calculate the average curve simultaneously as the 
optimisation proceeds. This makes it possible to analyse the quality of the mutation 
parameter. In these tuning GAs the mutation parameter is first set to some high value and then 
it decreases according to information found from the average curve during the evolution. This 
adaptive mutation intensity selection is explained in chapter 2.1.3. 
 
2.1.1.5 Comparison of natural evolution and single processor optimisation 
 
The great difference between using GAs in natural evolution research and using GAs as an 
optimisation tool is that natural lifetime and extinction are always part of natural evolution. 
Both in natural evolution and optimisation, the size of the population has an important role 
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but in different aspects. In nature the adaptation speeds up when there is a change in the 
environment; the species-population is given by the preceding stable evolution phase as 
comprising of different chromosomes, which start parallel evolution. In technical optimisation 
we have to create the population. This population creation time is more prominent the shorter 
the time for doing the optimisation is.  
In nature, species need to have large species-populations and need to be diverse in order to 
stand sudden selection criteria changes and avoid extinction. If a species-population is too 
small, it may become extinct just by accident because of the random activation of a bad gene, 
even when there is no change of the environment. In nature, a very small species-population, 
if it does not die out, undergoes a fast and deep natural optimisation into this specific 
environment. This also involves a big risk. This is seen in the evolution of relatively small 
isolated biotopes, which rapidly develop different endemic species even though the 
environments are very similar. The selections between such properties, which are almost 
equally good, happen randomly. These deeply specified species do not stand changes in their 
environment. 
In optimisation it is not needed to program extinction or features that are needed for enduring 
sudden changes in selection principles, if the fitness function is stationary. However, it is fast 
to make a program with minimum amount of features. The result that small population is a 
benefit in optimisation of ID manufacturing is consistent with the some observations in 
nature. This does not mean that this finding fits in all optimisation problems and GAs. 
 
2.1.2 Behaviour of a GA optimisation and stagnation in a local minimum 
 
In the preceding chapters the research results from the point of view of an average evolution 
were discussed. In standard applications of GAs these average values describe the 
optimisation only partly. In normal applications the evolution of one population is let to go on 
with one seed long enough to get the required fitness, or the number of the generations is set 
beforehand. In these cases the average evolution is not met. To illustrate this situation in 
practice, evolution curve bundles of many seeds were observed. When observing those 
bundles, the vast distribution of evolution speed of different seeds is immediately seen. The 
bundles having fast average adaptation are comprised of stagnated seeds, which will 
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presumably never find good optima. In addition, some seeds have especially long and slow 
optimisation periods in the beginning, although they reach better values much later. 
In the GAs studied there was no number of seeds that would have had an evolution curve 
similar to the average curve, as the evolution typically happened in steps after long steady 
periods. The GA optimisations with different seeds do not behave like differential equation 
solutions. It is not possible to predict future evolution from early generations of a single seed 
optimisation and it is also difficult to make adjustments to reach proper parameter values 
based on observations from single seed optimisations. 
Using a big population is often suggested as a means to avoid sticking in bad local optima. If 
it is true, it would mean that variation should be much smaller in optimisation runs with big 
populations than with small ones. The big population optimisation should progress in such a 
way that all seeds have good final values. This was tested with 30 optimisations with different 
seeds (see Figures 9 and 10).  
 
Figure 9. Example of variation of optimisation speed of processes of 30 different seeds when 
used population size is rather big, 100 individuals. 
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Figure 10. Example of variation of optimisation speed of 30 optimisation processes of 
different seed numbers when the used population size is small, two individuals. 
 
It can be seen that there is no fundamental qualitative difference between the optimisation 
processes. Both of them have large variation in the area of fast optimisation. Sticking for 
shorter or longer times in local bad optima happened in both test runs. The big population is 
not able to keep a single process on a fast track, but on the contrary, the process is slow as 
often as in the small population case. This implies that several optimisation runs with 
different seed numbers have to be calculated to ensure a proper final result also in the case of 
the big population . The big population only slows down the evolution.  
In the case of the small population the optimisation process is clearly faster in the beginning 
and reaches better values than in the case of the competing big population. The fitness of the 
small population even reaches such good values that the worst of its representatives have the 
same level fitness as the best representatives of the big diversity optimisations. This can be 
understood as follows: Optimisation is optimisation of the whole population, not of single 
individuals. So every individual not taking part in the optimisation in every single step means 
useless resistive mass in the optimisation. Storage of different building blocks in different 
individuals is not needed because mutations produce the needed new building blocks during 
the optimisation. 
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It is also interesting to note that the small diversity optimisation representatives develop 
qualitatively in the same way as the big diversity optimisation representatives. Both processes 
have the typical feature of the GAs: sudden steps in the fitness progress. 
 
2.1.3 Adaptive mutation intensity selection 
 
In the used GAs the new building blocks come from mutations taking place in every 
generation during the evolution process. At some moment, the mutation intensity that is good 
in the beginning will be too big for the chromosome sequences to be changed. The new 
sequences needed are shorter than the typical random mutation sequences. The values of 
mutation intensity should now be changed from maximum to smaller and smaller during the 
optimisation progress. This deduction makes for a means to study the quality of the mutation 
intensity during the optimisation. The mutation rate must be at maximum in the beginning and 
it has to go down monotonically. At the same time, the deceleration of the GA optimisation 
speed must be slower than the one of the random search, if it is assumed that using the GA is 
a better method than using random search.  
For applying the deduction above, a coordinate transformation 'nn → , where ', nn  are 
number of fitness calculations before and after the transformations, is made so that the 
progress curve of the fitness value of a random search ( )(nFitnessrandom ) transforms into a 
linear ( )( '' nFitnessrandom ) 
 
 ''' )( nnFitnessrandom α= ,     (1) 
 
where α  is a coefficient. 
The building block principle works, if the GA is fundamentally better than random search. 
“Fundamentally” is understood so that the linear optimisation that is faster than the random 
search is not enough, but the GA optimisation must be curved and faster. The optimisation 
speed of the GA must grow as 'n  grows. 
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The increase of the optimisation speed of the GA starts to saturate when it becomes more 
difficult to find new building blocks. At some moment, the present mutation intensity starts to 
mix more instead of bringing usable new gene material into the process. For decreasing the 
mixing effect the mutation, intensity should be reduced at this moment. The moment is found 
by investigating the second derivative ( )( 'nΒ ) of the fitness curve in the new coordinate 
system, 
 
 )()( '''''
2
nnFitness
dndn
d
GA Β= .   (2) 
 
If the sign of the )( 'nΒ  chances during optimisation, from negative to positive in problems at 
hand, then the mutation intensity should decrease. 
There are much less genes in our problems than optimisation generations. That is why the 
reduction of the mutation intensity above is too high. The excessively strong reduction was 
slowed down by making it permanent only in cases where )( 'nΒ  is negative also after the 
reduction. If )( 'nΒ  changes its sign immediately back to negative, the mutation intensity 
changes back to the previous higher level. If the sign of the )( 'nΒ  stays positive several 
generations in a row, all other changes are permanent. However, the last change of the 
mutation frequency acts only for one generation. 
It has been seen that the fitness function approaches an asymptotic value exponentially. 
Accordingly, the fitness calculation number was transformed into a logarithmic scale for the 
selection of the adaptive mutation parameter in the shimming GAs, 
 

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=
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GAn     (3) 
where )(nnessAverageFit GA  is an average of the best chromosomes at generation n  of 
virtually parallel processes. The average is needed because a single GA does progress too 
illogically as seen in the previous chapter. The second derivative was calculated numerically 
from three number pairs ).,();,();,( 2211 −−−− nnnnnn yxyxyx  
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The simple transformation does not make the random search completely linear but the 
tendency is good enough for this purpose. 
The above adaptive mutation intensity selection makes it easy to benefit both from the high 
optimisation speed of early generations due to big mutation intensity, and the proper 
optimisation speed also in late generations, when only single mutations can make progress. 
This feature was implemented and 30 phase shimming optimisation processes were 
completed. The dynamic mutation intensity selection was clearly the most efficient 
optimisation method tested. (See the average fitness value in Figure 11). 
 
Figure 11. Comparison of an optimisation process with different constant mutation intensities 
and a process with an adaptive mutation intensity selection. 
 
The dynamic mutation intensity was also tested with smaller numbers of seeds to see whether 
the remarkable benefit of this method would disappear quickly when sudden fitness steps start 
to exist also in the average values of the semi-parallel processes. The test processes are 
visualised in Figure 12. We can see that a relatively small number of semi-parallel processes 
is enough for the developed dynamic mutation intensity GA to work properly. 
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Figure 12. Effect of the number of processes on the adaptive mutation intensity process 
performance. 
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2.2  Semi-parallel GA for hybrid ID manufacturing 
 
The algorithm development ended in a GA that takes care of premature convergence with 
separate virtually parallel runs and enhances optimisation through the process with adaptive 
mutation intensity (fig. 13). The used single GAs are of a simple basic type with single point 
crossover, full elitism and a population of two chromosomes. After each series of virtually 
parallel generations mutation intensity adapts with the method explained in the previous 
chapter. The best chromosome makes a crossover with a random one in formation of the 
starting population. 
 
 
Figure 13. Flowchart of the developed GA for ID manufacturing. 
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2.3 Features and differences of the optimization algorithms 
 
The GAs solve different types of optimisation problems. The programs sum and sort 
measured and calculated information in different geometries where especially the 
combinatory problem of sorting is complicated. However, the programs partly act in a similar 
way because their optimal parameters are similar. This similarity is understood to reflect the 
features of magnet field, which is the argument of the fitness function in all these GAs. 
 
2.3.1 Special features of the magnet modelling GA 
 
The magnet model GA uses two-dimensional chromosomes and changing sub-bits to perform 
crossovers. In the crossover, first one random sub-block was chosen and secondly the number 
of sub-blocks around it to be taken for gene change was decided. In this kind of crossover the 
changing areas are uniform. The two-dimensional chromosome and crossover were used 
ensuring that the building block principle is working. 
When forming the starting population the magnetisations were chosen randomly from around 
the single homogenous block model values obtained from the Helmholz-coil measurements 
with a range of variation of ±0.05 T. During the evolution process the mutations observed 
were small changes of the magnetization components of the randomly chosen genes. 
The fitness function was simply the sum of the absolute differences between measured and 
calculated vertical field component values. The present program version uses a unit effect file 
that is calculated with a separate program, for which purpose first TOSCA and later RADIA 
was used. 
 
2.3.2 Features of the sorting procedure 
 
It is characteristic for combinatory algorithms, i.e. for the magnet order optimisation, that one 
magnet can exist only in one location just as one specific type of a gene can exist only once in 
a chromosome. This problem is solved with a known method that is used in solving e.g. the 
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Traveller Salesman Problems. If there is more than one magnet in a pole slot, a one-
dimensional chromosome (and the successive calculations of different magnet types) or a 
multidimensional chromosome can be selected. Due to the selection the chromosome lengths 
vary and also the fundamental efficiency of the building block principle of the problem 
algorithm can vary. 
The crucial question in GA’s is: Does the building block principle work? Physically this 
means that in a crossover the undulator fields should first split into parts and then join into 
one preserving the sub-fields. As one magnet can exist only once in a chromosome, some 
disturbance will often happen in combinatory crossovers. This is not fatal but makes for extra 
mutation-like behaviour; the formation of new magnet orders.  
Maintaining the building block principle becomes concrete action when the order of the 
magnets in a chromosome is chosen. This is why it is important that the codes expressing the 
magnets of each pole pair also exist close to each other in a chromosome. The splitting of the 
chromosome should only result in a split but not a mix in a crossover. 
A one-dimensional chromosome is used for magnet locations, and the flip position is set with 
a flip variable. The magnet locations are organised in the chromosome so that magnets of one 
half period are located one after another and the half periods are in the same order as in the 
device. Crossover preserves the flip variable, and mutations operate both on locations and 
flips. Only centre part of the chromosome is used for fitness calculation. This can be done 
because there are more magnets in the batch than there are locations in the device. The field 
of a chromosome was calculated from a table of magnet effects on the field in the air gap. The 
first magnet position of the magnet jaw was used as a reference point when taking care of the 
position and flip effects.  
The field prediction for the fitness (the phase error) calculation was obtained from the 
chromosome defined by magnet sorting and from a table of single magnet sub-block 
magnetisations multiplied with a conversion table that converts the three sub-block magnet 
components into magnet field values in the air gap. The phase error was calculated in the full 
field area on the optical axis of the field prediction. For the field calculation, special endings 
for the magnet geometry were not used, which resulted in a step-by-step decrease of the end 
fields following from the short unit effect tables. Before the phase error calculation, the 
integrals were first put to zero imitating the way it is done with a real device: In the magnet 
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source of the first pole a correction coefficient was added so that the second integral vanished 
at the trailing edge.  
 
2.3.3 Features of the shimming procedures 
 
The shimming programs are two GAs, which are used successively and iteratively a few times 
along with manual shim assembly. Because of the iterative procedure, the speed of the 
optimisation is more important in these shimming programs than in the modelling and sorting 
GAs. The special speeding up feature of these two GAs is the dynamical mutation intensity 
selection explained earlier in chapter 2.1.3. 
These two shimming programs have chromosomes quite close to each other. Chromosomes 
consist of genes related directly to the thickness of a shim at a given location. The 
chromosomes in phase shimming consist of only one type of shims and there are several 
meaningful shim locations (different poles) for this one shim type. In field profile shimming 
there are no programmed shim positions but the thickness of different shim types counts. All 
the types need their own unit-shim. The building block principle is trivially fulfilled in both 
procedures. Crossovers and mutations happen in a similar way in these programs. Single point 
crossover is used and mutation has two steps, where first the position or shim type is selected, 
and then the mutation changes the thickness of the shim in the selected position or of the shim 
type selected. The maximum shim thickness is given by the size of the assembly space. The 
different shim thickness available give the possible gene values, the alleles. 
Both programs use four input files: One for parameters, one for the field or the field integrals 
to be tuned, one for the unit shim effect, and one for the information of the shims that were 
already in the device when the field or the integrals of the input file was measured.  
The parameter file contains the parameters. The most important parameters are the starting 
population size, the population size of the actual GA phase, the elitism, the two parameters for 
selecting how many genes will be mutated, and the information on how big the single 
mutation can be – i.e. will all technically possible shim thicknesses or only a fraction of these 
be possible in mutation. Additionally, there is a parameter that will make the shims discrete: 
the thickness step size between different shims. The programs calculate several optimisation 
processes with separate random seed values virtually simultaneously. In every generation 
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each seed process is calculated alternately, and the number of parallel seeds that will be 
calculated is also defined in the parameter file. 
The programs produce some files for the inspection of the optimisation progress, which is 
also seen on the screen as the fitness value visualization in line print format and also as 
integral value curves in the integral shimming case. One file is for the proposed shim 
geometry. It can be used directly as an input file for the next iteration step, showing the old 
configuration and proposed changes. That information is important for iterative changing and 
double-checking of the shim assembly. 
The programs differ in fitness calculation. In addition, whole procedures differ considerably 
in the pre-processing where the raw measuring data from the different types of measurements 
are transformed so that they become suitable for the programs. 
 
2.3.4 Periodicity shimming GA 
 
The by flight field measurements have to be harmonised and the appropriate unit shim effect 
data must be made from field measurements before the shimming. The harmonised field and 
the shim unit effect files are the input files for the shimming GA. 
Because the important field integrals are the basis of the phase error, the periodicity on the 
particle optical axis of all insertion devices can be shimmed using only the phase error as 
fitness. The formula for the phase error is more complicated than the integral formulas, but 
the length of time required for these calculations is not significant compared to the time 
needed for measurements and shim assembly.  
The fitness calculation starts with the calculation of the field values of the shims from the 
unit-shim data, multiplied by the GA proposed shim thickness of the different positions. The 
phase error is calculated from a field, which is the measured field plus the calculated fields 
caused by the shims. 
The program produces files of predictions of the field, the first and the second integrals, the 
phase development and a file of the phase error on the first integral zero positions. The results 
of the progress of shim configuration optimisation with four different population sizes are 
shown in Figure 14.  
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Figure 14. Fitness curves of a shim configuration optimisation process with four different 
population sizes, averages of 30 seeds. The optimisation uses the adaptive mutation intensity 
(Chapt. 2.1.3). 
 
The difference between the starting field quality and the shimmed field quality is perhaps 
most clearly seen from the output file of the second integral, which is in direct relation to a 
particle trajectory (fig. 15).  
 
Figure 15. Second field integral of the measured field and a numerical prediction of the same 
field after shimming with a shim configuration that is proposed by the program. 
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The output file of the phase values on the first integral zero positions (fig. 16) also visualises 
the development of the optimisation. From this output it is also possible to see whether there 
is a strong phase shift at some pole area, for instance because of an assembly error. 
 
Figure 16. Phase values at first integral zero positions calculated from a measured field 
without shims and a prediction with proposed shims. Strong field error is seen close to pole 
30 as a split of the even- and odd-numbered positions in the phase of the measured data. The 
error effect on phase starts from error location and continue for the rest of the device. 
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2.3.4.1 Unit shim measurement and calculation for phase shimming and 
the field interpolation pre-process 
 
The field measurements are done by the in-flight method starting from an arbitrary point. The 
data do not have an optimal zero point or distribution. Additionally, the distance between 
measuring points is not necessarily the same all the time, so the data has measured locations 
and respective measured field values. In the pre-processing of the measurement such field 
values will be interpolated to make them spatially coherent with the mechanical periodicity. 
One manually selected local maximum field value point is the absolute reference point for all 
interpolated field data. A visualization of the interpolation and coordination data shift to fit 
the zero location on pole summit is shown in Figure 17.  
 
Figure 17. Original measured and interpolated fields on the same axis at jaw end and 
enlargement of the same data at reference pole position. Interpolated data peak field is shifted 
to match with the reference pole summit position. 
 
There is a shift between these curves because the field maximum used as a reference zero 
position for shimming is different. The maximum of the measurement is at a random position 
in the vicinity of the maximum, but the respective position of the interpolated field is shifted 
to the actual maximum. 
The interpolation pre-processing was done for all fields that were measured in-flight. It was 
done for the measured field that was to be shimmed, and for the measurement of the device 
51 
shimmed with only one shim, the unit shim. The unit shim is an example of the type of shim 
that will be used in the actual shimming. The pre-processed base field and the field with the 
unit shim will be subtracted in a second pre-processing program, which produces unit-shim 
data for the optimisation. The sample shim can have an arbitrary thickness - the program takes 
care of the correction factor.  
In the interpolation program there is a procedure that finds the summit position by comparing 
the magnet field values from both sides of the reference field maximum. Nevertheless, it has 
been found that tuning by hand is still beneficial. Fine-tuning of the position of the fields to be 
subtracted can be done several times and interactively during calculation. The program 
produces a file for double-checking where there the subtractions of the fields have taken place 
with and without the manually done position shift (fig. 18).  
The differences in the magnetisation of the magnets affect unit shim calculation rendering 
some magnet poles of the device unsuitable for the unit shim measurement. One example of 
this is shown in Figure 18. The shim effect is not symmetric, which also causes a considerable 
location correction in this example. 
 
Figure 18. Visualisation of the file for double-checking manual tuning of unit shim 
calculation, subtraction of the fields with and without the manually done position shift. For 
clarity y-axis zero of the original is different from that of the manually shifted curve. 
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When choosing the thickness of the sample shim it is important to realise that noise will 
increase when a thin sample is used, and that samples may not be fully scaleable. It may 
happen that the thickest shims do not saturate completely, which contradicts the basic 
assumption. This means that a thick shim that gives a good signal-to-noise ratio will produce 
a unit effect for thinner shims that is too small. In such devices where thick shims do not 
saturate and the basic assumption of linear behaviour does not hold, some heuristics are still 
left in the shimming. It is naturally possible to measure special unit shims for thick cases. One 
typical unit shim effect is visualised in Figure 19. 
 
Figure 19. A proper unit shim field for phase shimming reaching three half periods on both 
directions from the centre of the pole where the sample shim is assembled 
 
The results shown in Figures 18 and 19 are unit effects of the same shim configuration on two 
different locations of the same device. By comparing them we see that in practice the 
shimming will most probably demand few iterations. Between the phase shimming iterations 
it is reasonable to do integral profile shimming because it will also cause some deformation 
on phase. 
The figures show the normal noise problems, which one always has to be prepared for. If data 
cleaning is needed, a median filter can be used to partly smoothen this kind of measured data, 
which is known to be smooth in reality. The sample data after filtering with the median filter 
is shown in Figure 20. The median filter is a very suitable data-cleaning tool, when the data is 
monotonic with only few noise spikes. This is quite often the case, if there is digital 
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electronics close by. The shim effect data in the example is not monotonic and the amount of 
noise spikes is not so small that it might be argued that there is no use for the median filter. 
 
Figure 20. Cleaning of data with median filter. For clarity the zero of the vertical scale has 
been shifted. The data in this example is almost too noisy to be a perfect sample for the 
median filter. 
 
The noisy example figures of the shim effect may suggest using a calculated theoretical shim 
effect. This option is however not necessarily better. In calculating the theoretical shim effect 
there is a considerable risk of systematic error. Because of this risk, the effect based on the 
theory must be calibrated by comparing it to the measurement; in fact there is no real benefit 
to be gained from using this approach compared to using the measured unit shim effect 
determination. 
 
2.3.5 Field integral profile shimming GA  
 
Before using the GA for field integral profile tuning, the unit shim effects are calculated with 
a separate pre-processing program. The field integral measurements for this calculation are 
done on well-known positions, for which reason no harmonising of the measured data is 
needed. The program calculates the effects of the measured shim type and prepares a file that 
has all the eight different effects, which can be calculated from one measurement with simple 
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changes of sign and mirroring of data for the X-field and Y-field integrals. The input file can 
be comprised of measurements of several different shim types. The effect data is put in a 
single output file, which is an input for the actual profile shimming GA-program. 
The fitness of the profile shimming GA is sum of the absolute values of the calculated normal 
and skew field integrals. 
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3 Construction and characterization of the actual wigglers 
and undulators 
 
3.1  Optimized method of manufacturing of IDs of VTT geometry  
 
In the following, the implementation of the GAs in actual device construction is described and 
a few examples of this are discussed in detail. It is assumed that there are permanent magnet 
configurations that produce highly periodic gap fields and at the same time have low integral 
values within the dynamic window. For achieving this goal of a perfect device it is first 
crucial to solve the real distribution of the magnetisation of the blocks. Doing this with such 
precision that no shimming at all would be needed in undulators was not the target, however. 
The target was (i) to develop a magnet model with such a precision that the space reserved for 
shims in the design is enough for rational shimming after sorting and (ii) to ensure that the 
peak field of the shimmed device is at least the value promised in the device design. 
Rationalising shimming particularly so that shimming can be effectively done also far from 
workshops is also an important part of the method. 
 
3.1.1 Optimised magnet model, the 16-sub-block-model 
 
High permeability poles screen some types of heterogeneity. However, some heterogeneities 
have an effect directly or via high permeability poles in such a way that the difference 
between the homogeneous model predictions and the actual measurements becomes very 
significant. An example is a magnet that has magnet vectors turned inward symmetrically 
around the centre of the block. Measurements of the integrated magnetisation would indicate 
that the magnetisation is perfectly in the wanted direction. Putting this magnet partly between 
magnet poles, as in the assembly of the hybrid devices, activates the heterogeneity in the 
poles on the different sides of the magnet. Magnetisation vectors pointing symmetrically 
toward the pole contribute to that pole rather than to the pole on the other side. This means 
that the zero of magnet potential is not at the mechanical centre surface of this structure of 
two poles and the magnet between them. The high permeability poles spread the effects of the 
heterogeneity efficiently all around the magnet and into the air gap between the magnet jaws.  
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Magnet production relatively often produces such magnetisation that on one side of the block 
the magnetisation symmetrically points slightly outwards (or inwards) like flowers in a bunch. 
The reason for this is sometimes the natural curvature of the orientation field used in 
manufacturing for mechanical orientation of tiny magnet powder particles. Sometimes the 
blocks bend mechanically during compression or sintering and have the form of a shallow cup 
after sintering before the magnet is ground into its final mechanical dimensions. Mechanical 
bending also bends the direction of the easy magnetisation axis of the blocks. Field scan 
measurements (fig. 21) of the block field show that there exist also much more complicated 
forms in addition to these rather clear types of inhomogeneities. 
 
Figure 21. Magnetic measurement geometry for sub-block magnetisation fitting. Field is 
measured with 2 mm increment from –50 mm to 50 mm scanning 2 mm above the blocks 
using a Hall probe; Group 3 meter was used at VTT. 
 
No statistical analysis of the field scan measurements of the magnet blocks was made. The 
qualitative inspections of measurements and visualisations of fitting results have to suffice in 
this case. 
In Figures 22-24 are shown the curves of equivalent centre field scans, two above and two 
below the block. The field scan figures are from the ANKA wiggler project. In homogeneous 
magnets these curves should overlap, but as we see the values on the opposite sides of two 
blocks (fig. 22 and 23) differ systematically. The curves also have different shapes, which are 
prominent in the third case (fig. 24). 
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Figure 22. Curves of centre scans of a better fitting of a magnet than the mode. Fitness in 
fitting was 0.69 T. The curves with dots should overlap in homogenous magnets. 
 
Figure 23. Curves of centre field scans of a fitting of a magnet worse than the mode. Fitness 
in fitting was 2.3 T. The systematic difference of the curves is very clear. 
 
Figure 24. Centre field scan curves of a magnet with small systematic difference of lower and 
above field values but with prominent random fluctuations. Fitness in fitting was 0.98 T, 
which is close to mode fitness. 
 
Heterogeneity must be taken account in the sorting of the magnets in a hybrid ID to avoid the 
risk of having to laboriously tune the magnet jaws afterwards. To overcome the problems 
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born from heterogeneity, a magnet model was developed where the magnet is modelled 
consisting of homogeneously magnetised sub-blocks, each sub-block having an individual 
magnetisation. 
The problem of solving of the magnetisations, the field sources is a typical inversion problem. 
Because of the approximation of only few homogenous sub-units there does not exist such 
magnetisations that would produce precisely the measured field component values. On the 
other hand the approximation enables rather straight forward method of finding such 
magnetisation component values that are best or close to best in this specific approximation. 
The magnetisation component values are found using sub-block unit effects of magnetisation 
components and weighting coefficients. The calculated vertical field component values in 
measuring points are everyone a sum of every source component effect of every homogenous 
sub-unit. The modelling GA finds such values for the coefficients that sum of the all unit 
effects multiplied with the optimised coefficients in every measuring point are in average 
close to the measured values (Chapt. 2.3.1). The usage of the multiplication and the linear 
superposition is possible because there is no ferromagnetic material in the geometry. 
In the hybrid IDs the magnet blocks are partly in contact with the poles. As mentioned, the 
poles integrate the inhomogeneties of the area of the magnet between poles, if the 
permeability of the poles is high. The surface of the pole is an equipotential surface of the 
magnet field. Outside of the poles the deflections are not so efficiently screened. 
Because of the integration effect, the pole sideline is a natural sub-bit border. Because the 
magnets have a square cross-section offering four possible positions, or flips, the pole 
sidelines divide the block into nine parts according to the symmetry. Even though the magnet 
inhomogenities are integrated in the centre area, which is in connection to the poles in the 
final assembly, the block was further divided into two in both directions for the modelling 
process itself. This was done because the model also showed that there are such large 
variations in the magnetisation in the centre area that it could not be modelled as a single area. 
The division makes 16 sub-blocks altogether and respectively 48 magnetisation components 
to be modelled (fig. 25): every calculated vertical field component is a sum of 48 values. 
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Figure 25. Sub-block formation principle of the 16-sub-block model. 
 
The example batch of the magnets for the ANKA wiggler consisted of magnets of a wide 
variety in the modelability. The distribution of the final fitness values can be seen in Figure 
26. Only few of these magnets where so exceptionally difficult to model with the 16-sub-
block model that they were discharged. Some of these bad magnets also had mechanical 
errors, but on the other hand some of the magnets that had small cracks had moderate 
modelability. Inspection of the fitness values only showed that magnets had relatively large 
variation in quality, but there were only a few real failures.  
 
Figure 26. Fitness of ANKA wiggler magnets. 
 
The modelled magnetisation values of sub-blocks varied, but no clear systematic errors 
(component values of minor direction of magnetisation) were found by visual inspection only. 
Only one feature could be easily seen, namely that in the fitting the corners of the blocks got 
smaller values for easy magnetisations than the centre area (fig. 27 and 28 show the results for 
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a “good” and “bad” magnet, respectively). It was also clear that the magnets that were close to 
being homogeneous according to visual inspection of field scans were easy to model. 
 
Figure 27. Modelled magnetisations of the magnet with 0.69 T fitness in the field scan fitting. 
1.0 T is subtracted from the easy axis magnetisation value. Corner sub-blocks are numbers 
1,4,13 and 16. 
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Figure 28. Modelled magnetisations of the magnet with the 2.3 T fitness in the field scan 
fitting. 1.0 T is subtracted from the easy axis magnetisation value. Corner sub-block are 
numbers 1,4,13 and 16. 
 
Visualisation of fitness point-by-point gives us the means to qualitatively investigate magnet 
modelability and the possible reasons for final fitness, good or bad. Example of point fitness 
values for a “good” and “bad” magnet are given in Figures 29 and 30. There is a common 
feature: measured values close and over the block edge are difficult to produce with the used 
combination of the measured vertical field component and the 16-sub-block model. It was 
interpreted that this observation was caused by the fundamental Hall-probe property. It means 
that the only field that is normal for the detector surface can be measured correctly with a 
single measurement. For this reason, only the measured values of 4 mm or more into the 
interior from the edges were taken into the fitting calculation. 
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Figure 29. Fitness values of points above and below magnet block of Figure 27. The values 
overlap and are close to zero, which imply successful modelling. This magnet was easier to 
model than mode magnets. 
 
Figure 30. Fitness values of points above and below of the magnet block of Figure 28. 
Several point values are not zero and some of equivalent points have different sign. These 
imply that the heterogeneity of this magnet is such that the magnetisation is not suitable to be 
described with this model and that the direction of the magnetisation is on some locations so 
much inclined that the Hall probe measured vertical field component values have significant 
error. This magnet was exceptionally difficult to model. 
 
When inspecting only the fitness values, one should avoid hasty conclusions, e.g. the rejection 
of a magnet just because of bad values, because there is always a risk that fitting has failed for 
random reasons and the magnet actually is modelable and adequate for sorting. The fitting 
just has to be done again. Good fitness, on the contrary, is a more reliable figure of merit and 
it is probable that sorting will also go well with such magnets.  
In this phase the model of the permanent magnet could easily be much more complicated than 
in operation. It would make it possible to squeeze the difference between the modelled and 
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the measured field smaller. The rather simple optimised model is however a benefit in the 
subsequent phases of the manufacturing of an ID, when the unit effects of the individual sub-
blocks are calculated from a full three-dimensional model, and further on when the sorted 
device gap field will be predicted from the fitted source component values of the 16 sub-
blocks (fig. 31 chapter 3.1.2.1). 
 
3.1.2 Optimised sorting 
 
The magnetisation of the 16-sub-block modelled sub-blocks, their direction and their amount 
fluctuate so much that assembling magnets in random order in the magnet jaws of an ID 
would most probably produce a very bad initial gap field. The field would probably be so bad 
that tuning afterwards would mean a considerable decrease in the peak field and might also 
cause practical difficulties in shim assembly. Sorting of magnets can decrease this problem of 
shimming. 
Sorting is a combinatory problem where a known set of magnets will be put in order so that 
the sum effect of the ordered magnet set is adequate. Adequacy here is badly defined. The 
questions are: what is the reasonable time for sorting, how well the calculated field actually 
describes the real field after the assembly, and what a reasonable numerical fitness target is. In 
sorting it is possible to find extremely good combinations but the coarse approximation of the 
magnet blocks will dominate the prediction, and the measured field will easily have features 
that are not at all foreseen in the prediction. 
In the cases where there are few different types of magnets affecting a common pole pair, the 
order of different magnet types can be optimised separately or using a multidimensional 
chromosome. The field of the earlier magnet type order is the base field for the next 
optimisation. When ordering sequentially, some freedom is lost in comparison to 
simultaneous solving. There is no difference in the efficiency of these methods from the 
practical point of view of constructing an undulator. In both cases there will be so many field 
forms good enough that the methods are equal in efficiency. An increase in the number of 
different real magnet blocks reduces the need to model magnets into several sub-blocks. 
Having small real blocks is naturally better than having modelled sub-blocks.  
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Absolute magnetisation has a maximum value. For this reason, very strong deformations in 
direction or in the absolute value cannot be compensated without sacrificing the high absolute 
peak field value at the same time. Sorting actually does flatten the field by compensation but 
the exceptionally bad magnets cannot be compensated because of the limiting highest possible 
value of the remanence of the permanent magnets. If there is a magnet with exceptionally low 
magnetisation, all the other magnets have to be tuned afterwards so that the fields of all poles 
will be shunted down to the level of the poles of the bad magnet. 
 
3.1.2.1 Validity of the linear relation of block magnetisation to gap field 
 
In this method the preceding manufacturing phase estimates the magnet sources of the 16-
sub-blocks models of the magnets, and the magnet field in the air gap of the magnet jaws is 
calculated from these modelled sources. This calculation should not be linear, if high 
precision is desired because the dependence of the permeability of the pole material is not a 
linear function of the magnet field. Nevertheless, the permeability of the pole material was 
approximated to have a constant high value in undulator sorting. The approximation is well 
justified because the estimation of the magnet field value was not the target of the sorting but 
rather the high periodicity of the field. 
In the undulator case the effect of variable permeability is often clearly small because the 
poles are far from saturation. This means that the geometry of the air gap, poles and magnet 
sources will dominate the formation of the magnet field in the air gap and that permeability 
changes have an insignificant effect. The changes in the values of the magnetic field density 
were estimated to be so small that no effect of these changes on pole permeability was taken 
into account when calculating the sum effect of the 16-sub-blocks in undulator predictions. 
Even if the permeability would have a strong connection with the magnet flux density, the 
sorting would eliminate this phenomenon effectively in such cases where the sorting succeeds 
in finding a magnet order so that the resulting magnet field is highly periodic. The magnet 
flux density prediction might then have an incorrect value. However, this is not a relevant 
issue in sorting. 
The precision of the used value of pole permeability may become important in such 
geometries where poles are close to saturation. Now the screening or the integration effect of 
the magnetisation variations may be under- or over-estimated. Using the incorrect small, 
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relative permeability value close to the air causes the incorrect weighting of the magnet flux 
that comes through high permeability areas as compared to the weighting of such magnet flux 
coming directly from sources through these pole volumes. The calculated field can be 
periodical but the real field may have unpredicted variations because of the incorrect 
weighting. These errors would also appear with real small magnet blocks to be sorted or when 
there would be a perfect source model at hand. 
The error of the linear approximation starts to become significant first from the pole tip area 
in the device geometry of rectangular poles. The tip of the pole is first saturated. This means 
that the sub-block magnetisations close to the air gap would not be integrated by the pole any 
more but that local deflections in the magnetisation will have a direct effect on the field on the 
particle optical axis. The first approximation made to adopt these different values of the 
permeability is to divide poles into sections of adequate permeability values in that 3D 
magnet circuit model from which the unit effects will be calculated (fig 31). The division 
depends to a large extent on the specific problem. 
The calculation of the field on the particle optical axis was performed with the same principle 
as the fitting of the 16-sub-blocks. The effect of each unit component of each sub-block was 
calculated and the unit effects, 48 altogether, were stored in a file. The data in this file were 
used as a basis when the relative effects were calculated. The unit field calculation demands 
resources because the calculation is full 3D with no symmetry. 
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Figure 31. ANKA wiggler full 3D magnet circuit model for sub-block unit magnetisation 
effect calculations with sub-block number one. Model is made with RADIA. The field 
termination is slightly different from those traditionally used.  
 
3.1.2.2 Usage of short unit effects 
 
The field of the whole device was calculated using linear approximation of the magnetisation 
effect on the gap field. After that, the quality of the field or the fitness was calculated from the 
field. The effect of a single block reaches several half periods away from the pole slot where 
the magnet is assembled. The effect reaches so far that if real values of the pole fields would 
be the target, the unit magnetisation effect values should be calculated not only on all flip 
positions but also separately for each location close to the jaw ends.  
At the ends of the jaw, the calculated field does not have the same form as it has in the middle 
of the device, because the unit effect does not take care of the end effects. This results in 
competition between the length of the full field area in the model and field value prediction 
precision. What is in question here is the precision of the three dimensional model in which 
the short model prediction is deformed simply because the geometry of the model is too far 
from the actual device geometry, and the long model must be subdivided coarsely because of 
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memory and calculation time restrictions. The short unit field tables do not fatally affect the 
main target because the periodicity should be maximized and the prediction of the value of 
the field is meaningless. The real value is obtained from the sorted magnet batch. Sorting 
cannot affect the absolute peak values of the field. For these reasons the used unit effects had 
values to up to the next two or three poles, not further. 
 
3.1.2.3 Taking care of pole tip saturation and reduction of numerical 
errors 
 
In the last application the modelling was made with RADIA for the ANKA wiggler. The 
ANKA wiggler modelling differed from the undulator calculations because the poles of the 
ANKA wiggler are partly saturated. The effect of the saturation was handled by dividing the 
pole into different sections with permeability close to the value of the final device. 
In principle, the saturation effects could have been taken care of automatically by the magnet 
circuit-modelling program using a completely assembled device section in the calculations. In 
these calculations all magnets but one would have had unit magnetisation and the one magnet 
would have had, in the one sub-block under inspection, a small virtual unit deflection in the 
magnetisation, which would be of the order of the deflections found in the 16-sub-block 
modelling. This approach would however need a very deep pre-study of the precision of the 
programs used in this very specific case. The effect of the small deflections in the sub-block 
magnetisations could easily be mixed with numerical errors, which are normal in these types 
of calculations. In the method used the calculation was focused on the effect of a single sub-
block on the surrounding that magnetically imitated a fully assembled device without the too 
dominating average field that could cause numerical errors. 
The amount of the periodicity was calculated from the field values on the particle optical axis. 
For the three first devices (W{17,4; 27}, U{6,6; 77} and U{5,2; 99}) the homogeneous 
magnet model and RMS value of integrals on mechanical pole positions were used in sorting. 
However, the rest of the devices (U{5,88; 87}, U{5,5; 95}, W{7.7; 54}) were optimised using 
the16-sub-block model and the phase error, also for the last device, although it was a 
multipole wiggler. 
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3.1.3 Optimised fine-tuning 
 
The phase shimming on the particle optical axis and the field integral profile (normal and 
skew error of the integral) shimming in the dynamical aperture of the storage ring can be 
separated to a high extent, which was the strategy used. In fine-tuning, only iron shims were 
used and shims were assembled on magnet surfaces on such areas and positions where they 
were fixed simply by the force of the magnet. 
First, the periodicity shimming was done at the particle optical axis in the area of the full field 
poles using the phase error as the fitness function. After that, the field integrals were shimmed 
to an acceptable level using one shim-free pole side for one shim. If it happened that shim free 
pole sides were not available anymore, two shims located far from each other in contact with 
the same pole side were used. 
Before the fine-tuning of field periodicity and the field integral profile, a coarse tuning is 
performed by the tuning shunts (separate iron bits inside the magnet bars in VTT design) of 
the on purpose too big magnets that affect the first and last poles. Average field integrals are 
tuned close to zero on the optical axis with this shunting. It might also be reasonable to repeat 
the shunting during the fine-tuning, if it is found that several shims that could be replaced 
with end shunts are needed. 
 
3.1.3.1 Shim types and effects 
 
A one pole wide shim type assembled in contact with one pole was used for phase shimming 
between poles (fig. 32). Two different basic mechanical shim types were especially used for 
field profile shimming (fig. 33). The first field profile shim type was used between the poles 
and the second was used aside of the poles. The types had different assembly locations, where 
the unit effect had to be measured. The first had five different locations. The second shim type 
is a special one effectively tuning a field coming from the magnet block volume that is not in 
contact with the high permeability poles. This second type can also be assembled without 
contact by using spacers. The maximum shim thickness depends on the size of the assembly 
space that is served for this purpose. This space is the height the poles come up from the 
magnet jaws from the level of the magnets (see fig. 32). All types had ten possible thickness 
values (0.1 mm, 0.2 mm, 0.3 mm,…,1.0 mm). 
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The effect of a shim on the x-component of the field depends on how the shim is assembled. 
It does not depend solely on the polarity of the pole where the shim is connected, but also on 
whether it is in the upper jaw or in the lower jaw. When tuning the phase error, first the shims 
were divided on both jaws so that y-field was tuned but the effect on x-field was neutral. This 
phase shimming step is followed by integral profile shimming where the ready-assembled 
phase shims are re-assembled in such a way that they also tune the normal and skew field 
integrals down to an acceptable level. Because of the heterogeneity of the magnets, also 
smaller shims dedicated only for integral profile shimming were then assembled on free sides 
of poles.  
The shimming phases are not completely separate but have small effects on each other. 
Assembly errors and integrating the effect of the individual shims also weaken the prediction 
precision. This is why the shimming sequence may have to be repeated two or three times. 
The linear response of the thickness to the magnet field may not hold for all shims. The 
thickest shims may not get fully saturated, which also results in the need to make small 
corrections by successive iterations. 
 
3.1.3.2 Periodicity shimming – phase shimming 
 
The steering effect of the field in the x,y-direction is mostly a result of the difference in the 
magnetisation of the magnet blocks and especially a result of the random errors in 
magnetisation. Sorting was done for the optimisation of the field periodicity only at the centre 
of the air gap, which leaves the integral values in other areas arbitrary. Most probably those 
also need to be tuned. The first shim types that are assembled for phase error tuning have four 
basic locations in one pole pair. These affect the phase error in almost similar ways. If sorting 
has succeeded properly, all four locations are not needed for phase error tuning, but there is 
unused space left for tuning of the integral profile. The free space makes the work easier. 
Especially clean half periods to be used for the field profile shim assembly make a simple 
computer-enhanced work routine possible. 
The shim configuration, i.e. the thickness and locations of the shims, was calculated by using 
the assumption that the small iron plates used for shimming weaken the field linearly 
according to the thickness of these plates. The consequences of this approximation were 
discussed in section 2.3.4.1. 
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All the shims used for tuning of the phase error have same length as the poles in the x-
direction. In the y-direction their length is slightly less than half of the magnet dimension. The 
fitness function for this shimming is the phase error calculated only on the particle optical 
axis. The calculation of the field for the fitness calculation starts from the measured field 
where the effects of the proposed shim configurations are added up. The value of a single 
shim is calculated by simple multiplication with a coefficient that is proportional to the 
thickness of the shim. This shimming takes care of the phase error on the optical axis only, 
which leaves freedom for the positioning of the shims. The shim location is defined only in 
relation to the pole, and the question of on which side of the air gap the shim should be 
assembled is left open. By changing the side of the air gap where the shim is assembled one 
affects the field component in the x-direction. This property of affecting the x-component of 
the field on the sides of the dynamical window by the phase shims is used in next step. The 
total thickness of the phase shims defining the effect on phase shimming will not be changed, 
but which fraction of the thickness is on the upper and which on the lower magnet bar will be 
set in the next tuning section.  
The unit shim and the first assembly of the actual shims is made with one iron chip on the 
upper jaw and one on the lower jaw on the opposite sides of equivalent poles (fig. 31). This 
arrangement gives full freedom to modify the integral shimming effect in the second 
shimming phase. 
 
Figure 32. Phase shim assembly for unit shim measurements and first actual assembly is 
made on both magnet jaws one iron chip on opposite sides of equivalent poles. 
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3.1.3.3 Integral profile shimming 
 
The integral profile shimming is more straightforward than the three preceding optimisations. 
The progress of the field profile is simple to predict from the unit shims and the measured 
profile, so that with a reasonable number of iteration steps the profile will be acceptable even 
if only the heuristic trial and error method is used. Shimming of the integral profile is based 
on the same logic that is used in the previous shimming step: unit shim effects are measured 
and then a shim combination is fitted. In this shimming the shims have different forms and 
also locations in the x-direction and also the x-sides of the poles are used. The measurement 
work is a little more time-consuming than in the preceding section as each shim shape and 
location in the x-direction needs a unit shim of its own. In the last shimming with this method, 
seven different effects of unit shim forms or x-locations were measured and used in the 
undulator for the DELTA ring, which was the last device that needed complete fine-tuning. 
The effect of a new shim on field integrals depends on the location of the shim and also 
strongly on the geometry of other ferromagnetic material close to the shim. This has crucial 
practical importance. It stems from the fact that magnetisation errors cause very strong non-
zero integral values off the particle optical axis. A tuning of these integrals requires the shims 
just dedicated for this purpose. As these shims cannot be assembled side by side without 
individually made measurements, having plenty of free space for the integral shims is a great 
benefit. If sorting has succeeded, only few predefined different unit shims are needed, and the 
tuning field can be sampled from the unit shim effects. Shimming is fast and efficient also in 
locations far from workshops because shims can be made beforehand, though the number of 
shim chips will be larger than in the case where each shim size would also be adjusted in x-
direction. 
The assembly of the integral profile shims is done in such a way that on one pole side there 
are no such shims that have overlapping effects because the sum effect of the close-by shims 
is not a simple sum of the effects of the individual shims - superposition cannot be used. Each 
shim has to be assembled in a magnetic surrounding similar to the one where the unit shim 
was measured. This is especially true for the x-direction, for the shims that are in contact on 
the same side of the same pole. Only the thickness changes can be considered to have linear 
effects. For example, if the program using a series of small separate unit shims proposes a 
field integral correction with a step like shim geometry, the different height steps have to be 
assembled as separate shims on separate poles. In addition, the integral profile shims cannot 
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be assembled above an existing phase shim because this is not necessarily a stable location. 
Superposition works better in the y-direction: if one shim is in contact with a pole, the 
opposite side of the same pole slot, the side of the adjacent pole, can be used for another shim. 
 
Figure 33. Few pre-defined shim types is enough for an efficient phase and field integral 
profile shimming. Sampling a proper shim configuration from these with different thickness is 
efficient. The set used in DELTA undulator is shown in this figure. 
 
Magnet jaw ends (the field terminating poles) do not directly influence the performance of the 
radiation production. Therefore integral profile shimming would be practical to do in that 
area. Unfortunately this is not always possible. The ends of the magnet field sometimes have 
such geometry that last pole gap does not provide a stable location for shims. 
It was explained above how the shimming procedure uses a few types of shims and how the 
shims have to be assembled in as clean pole gaps and sides as possible. In the cases where 
errors in integral profiles are so large that there is lack of suitable assembly places for integral 
profile shims when only few types of shims are used, it is necessary to measure more unit 
shim types or turn to heuristics. Using several types of shims increases the efficiency of the 
space usage. With skilful shimming starting with large errors with big shims and continuing 
with smaller ones, demanding field profile optimisations can also be accomplished 
successfully. 
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3.2 Performance of the constructed IDs 
 
The 16-sub-block magnet model developed in this study has superior accuracy compared to 
the homogeneous model in predicting the qualities of the magnet field of hybrid IDs. This 
result is shown in the following inspection where measurements and calculations are taken 
from the manufacturing process of an undulator {U5,2; 99} for MAXII in Lund.  
The magnets for the device were sorted by the conventional method of using integrated 
magnetization measurements. The magnetization components of the magnet blocks were 
measured with a Helmholz coil and these values were used in the GA, which searched for a 
magnet order that produced a highly periodical field. The first integral absolute value of the 
field was used as a fitness function. The algorithm easily found fields that had an integral 
value well below 100 µTm on pole positions through the whole gap, which was the 
requirement. 
After the assembly the field was measured and integrated numerically. The measurement was 
compared with the prediction and the comparison showed that modeling and sorting had not 
worked as expected. Visual comparison was made with graphs of the first integral values at 
pole positions (fig. 34). On the other hand, it was known that similar results were obtained 
also in other laboratories as discussed in the earlier chapters. The poor predictability of the 
gap field was at first not obvious.  
Even though simple simulations showed that it was not possible to produce fields with the 
measured high absolute integral values with homogeneous magnets, also other reasons e.g. 
assembly errors were checked to see if they could provide a simple explanation for the 
situation. 
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Figure 34. First field integral predicted from the homogeneous model together with the 
measured values for U{5,2; 99} at full field pole positions. No shims were assembled but the 
field is steered on optical axis by first half field pole adjusting magnet. 
 
From earlier measurements and the experience of tuning of a similar basic design undulator 
U{6,6; 77} it was known that the homogeneous model based sorting had not only the 
drawback of the peak field value being reduced because of the needed strong parasitic 
shimming but also that of the shim space (1.0 mm in VTT design) on pole sides, above the 
magnets, not being sufficiently high. 
Because of the results of the W{17,4; 27} and U{6,6; 77} a magnet block characterization 
research was started by scanning the magnet field component values of the easy direction of 
magnets for U{5,2; 99} 2 mm above magnet surfaces on both sides of the blocks. Using these 
measurements as test material the new magnet model for hybrid ID manufacturing, the16-sub-
block model, was developed.  
The model did not get completed early enough for the sorting of the U{5,2; 99} and the 
device was sorted using the old homogeneous magnet model, but thanks to the measured field 
values of the magnets, the assembly was a useful test case for the new 16-sub-block model.  
Visual inspection of the prediction capability of the first version of the 16-sub-block model 
from first integral field values on pole positions showed that the developed method performs 
outstandingly (fig. 35). 
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Figure 35. 16-sub-block model based predicted first field integral and measured first integral 
values of U{5,2; 99} on full field pole positions. No shims were assembled but virtual particle 
beam is steered back on the optical axis (first and second integrals zero at the tail end of the 
gap) by first and last pole adjusting magnets. 
 
Subtracting the prediction based on the 16-sub-block model from the measured model gives 
an estimation of the quality of the U{5,2; 99} field in the case where sorting based on the 16-
sub-block model had been used. The difference was minimized by summing the linear by 
growing value in the prediction, which is the same as tuning with the first tuning magnet (first 
half field pole) of the device. This calculation gave the result that the U{5,2; 99} would only 
have needed minimal shimming to fulfil the first integral requirement of field periodicity, 
which was ± 100 µTm at pole positions (see Fig. 36). 
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Figure 36. Quality of the field calculated using the 16-sub-block model. The difference of the 
first integrals of the measured and calculated fields at the full field pole positions U{5,2; 99}.  
 
In high field wigglers the interference between adjacent pole radiations can happen only on 
higher harmonics. Sometimes wigglers are designed so that interference is not even desired 
property but a smooth frequency spectrum is required. For this reason, the field demands are 
basically synonymous with the particle optical demands. However, the quality of the field 
also affects the properties of the wiggler radiation. The intensity distribution of the radiation 
may get unwanted features, if the device only fulfils the particle-optical demands. The field 
integral values must be controlled also in the area between the magnet bars. Figure 37 shows 
the first integrals of a 16-sub-block based sorting prediction and a measurement of the W{7,4; 
54}.  
This wiggler is designed differently from all the other devices discussed in this thesis. It 
produces a particle trajectory envelope that is at a constant angle to the particle optical axis 
between the magnet jaws, because it has an even number of poles and end design is such that 
particle trace oscillates aside from optical axis. This is clearly seen in the Figure 38, which 
shows the second integral of the measurement after the shunting of the first and last half field 
poles. The sorting of this type of device is however done with the same procedure as for the 
other devices. This is possible because in the sorting algorithm the fitness is calculated only 
on the full-field area. The envelope position and direction are set independently by the end 
section geometries and finally shunted with end poles. 
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The full-field poles have no shims but are after the sorting and the assembly in the 
measurements of the Figures 37 b and 38. The beautiful shape of the unshimmed second 
integral of the W{7,4; 54} field is a positive example of the efficiency of the 16-sub-block 
permanent magnet model and the validity of the whole method. 
 
 
 
 
 
 
 a) 
 
 
 
 
 
 
 
 
 
 b) 
 
 
 
 
 
 
 
Figure 37. First integrals of predicted (a) and measured (b) fields between magnet bars of 
W{7,4; 54} for the ANKA synchrotron. Curves are processed by first interpolating the 
prediction and the measurement with same axis zero location and position step. The used 
interpolation is the same as the one used in shimming where unit shim effect is calculated 
from measurements with and without the shim point by point. The interpolation is needed 
because the fields need to have values on same positions. 
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Figure 38. The second field integral curve of the measured field of W{7,4; 54}. No tuning of 
the periodicity was done, but second integral was pre-tuned with fore and tail end termination 
magnets (courtesy of Tor Meinander and Heikki Ahola). 
 
Two undulators and one multipole wiggler were sorted using the16-sub-block model (U{5,88; 
87}, U{5,5; 95}and W{7,4; 54}). All the devices were sorted using phase error as the fitness 
function, even in the case of the wiggler, for practical simplicity. 
For the three undulators where the magnets modelled by 16-sub-blocks, 1000 random sorts 
were calculated. After the sorting, the calculated field was first tuned so that the end value of 
the second integral was zero. Then the phase error was calculated. The distributions of these 
phase errors are shown in Figure 39. From the figures we see that the measured fitness values 
are much better and far from the most probable fitness area. Homogeneous model based 
sorting of U{5,2; 99} has close to mode value, but the earlier explained estimation of 16-sub-
block model sorting has performed much more effectively, though this sorting based on first 
integral values on pole positions. 
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Figure 39. Phase error (fitness) distributions of 1000 random sorts of 16-sub-block modelled 
magnets for U{5,2; 99}, U{5,88; 87} and U{5,5; 95}and measured values for initial gap 
fields (25° & 13 °, 7° and 17°) respectively. For U{5,2; 99} there are both the initial gap field 
phase error that is sorted using homogeneous model and phase error that is calculated from 
the field of figure 35. The U{5,88; 87} and U{5,5; 95}were sorted using the 16-sub-block 
model. 
 
Comparing the curves in Figure 39 we see that the magnets in the devices are different in 
quality; set U{5,5; 95}is worse than sets U{5,2; 99} and U{5,88; 87}. 
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The optimisation speed of the 16-sub-block sorting GA did not improve, if heuristically 
paired starting chromosomes were used instead of random chromosomes in the sorting of the 
16-sub-block modelled magnets. On the other hand, the pairing strongly improves the speed 
of the sorting if the homogeneous model is used [59]. This method of inoculation with a 
heuristically partly optimised chromosome is put forward also as a testing method of the 
evolutionary importance of any property for generic usage. 
The shimming algorithms were developed to their final state for tuning of U{5,5; 95}where 
they were used for optimising the field from full open to minimum gap. The predictability of 
the phase shimming was on the level of 0.1 mm thick iron shim, which had an effect of less 
than 2° when shimming 22 mm gap size. This field periodicity was achieved after three to 
five iterations depending on the amount of the in-between integral profile shimming. A 
notable feature of the integral profile shimming is that proper shimming benefits greatly from 
usage of shims that are assembled on the sides of the poles (side shims in Figure 33). With the 
help of these shims and the free space given by the new magnet model, the profile shimming 
is straightforward work. 
81 
4 Conclusions and discussion 
 
The new three phase manufacturing method of the periodic hybrid IDs saves human resources 
and expensive magnet material as compared to conventional methods. 
The field scan measurements of the utilised isostatically compressed magnets and the 16-sub-
block-model source fittings confirm that these magnets have considerable local fluctuations in 
the direction and intensity of their magnetisation. The optimised 16-sub-block model is 
superior to the traditional homogeneous magnetisation model in the characterisation of 
permanent magnets and in the prediction of the hybrid ID gap magnet field periodicity. This 
was demonstrated by measurements of the U{5,2; 99} for MAXII, in Lund. The optimised 
16-sub-block model used in characterisation and sorting of magnets managed to produce 
exceptionally good initial gap fields in U{5,88; 87} for MAXII and U{5,5; 95}for DELTA, in 
Dortmund with phase errors of 7° and 17° compared to the respective mode value (100°-200°) 
of random sorts. The 16-sub-block model was also used to manufacture W{7,4; 54} for 
ANKA in Stutgart and the model succeeded in producing an initial gap field that did not need 
fine-tuning of field periodicity. 
The GA as an optimisation method suits for the optimisation of ID manufacturing. It is a 
robust optimisation tool, but the development of fast optimisation may need extensive testing 
of the parameter values, which supports selecting a simple algorithm. The optimal GA 
parameters found and the adaptive mutation intensity selection developed showed such good 
performance that these can be extended to other field optimisation problems. Their suitability 
for problems where the optimisation environment is not smooth must be tested very carefully. 
The good results achieved in predicting the field at the optical axis motivate the proposal of 
enlargement of the field in the fitness calculation. This new fitness function should be 
completed so that the reduction of the integral profile shimming is a simultaneous target along 
with the achievement of high periodicity. 
ID manufacturing is facing new challenges in building small-gap (mini-gap) in-vacuum 
devices and very long undulators for free electron lasers of Self Amplified Spontaneous 
Emission (SASE). The manufacturing problems are seldom discussed in the publications; 
mainly they are dealt with in laboratory and project internal reports, technical design reports 
and in workshops see e.g. TESLA project [97]. 
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In-vacuum devices have small magnet gaps that make shimming difficult or impossible and 
the fine tuning of a long undulator very laborious [98]. Therefore the insertion device projects 
tend to put more pressure on magnet manufacturers demanding more homogenous magnets 
[99]. This does not solve the initial problem that is a simple economical question: How can 
the device be manufactured as cost-efficiently as possible in a given time frame? The magnet 
block manufacturer must now develop the process and block identification. 
The manufactured devices consist only of planar type IDs made for the rings mentioned 
above, but the method can also be used directly for manufacturing other types of periodic 
hybrid insertions. If the presented magnet model is applied in optimisation of not periodic 
devices and predicting field values, attention must be paid more on precise full size magnet 
circuit model. 
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