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Modern techniques of multiloop calculations
R.N. Lee
The Budker Institute of Nuclear Physics, 630090 Novosibirsk, Russia
I present a few new and recent ideas of the multiloop calculations.
1 Introduction
New Physics is expected to show up as tiny deviations from the predictions of the Standard
Model. Therefore, its searches essentially depend on our ability to obtain high-precision theo-
retical predictions within the Standard Model, and, in general, in Quantum Field Theory. This
is where the multiloop calculations come into play. The complexity of these calculations rapidly
grows with the increase of the the number of loop and/or legs. Therefore, there is a constant
demand for the new methods of the multiloop calculations. Another important issue is the
necessity of the automatization of as many stages of the calculation as possible.
As it concerns the automatization, one of the most fruitful idea is the use of the integration-
by-part (IBP) identities 1,2 in order to reduce the problem to the calculation of a finite set
of the master integrals. While the derivation of the IBP identities is simple, their effective
use for the reduction is still an open problem. Despite more than thirty years of using the
IBP reduction, there is no known universal algorithm of finding all necessary reduction rules.
Practical approaches implemented in most public packages mainly rely on the brute-force search,
known as Laporta algorithm 3.
It is important that the IBP reduction allows one to obtain the differential 4,5 and differ-
ence 3,6,7 equations for the master integrals. These equations can be used for the calculation of
the master integrals without explicit integration. The method of differential equations can not
be directly applied to the integrals depending on one scale. In this case one may switch to the
difference equations. In particular, in dimensional regularization there is an elegant possibility
to use the dimensional shift relations 8,6.
2 Multiloop integral
To fix notation, let us assume that we are interested in the contribution of the L-loop diagram
depending on the E external momenta p1, . . . , pE. There are N = L(L + 1)/2 + LE scalar
products depending on the loop momenta li:
sij = li · qj , 1 6 i 6 L, j 6 L+ E, (1)
where q1,...,L = l1,...,L, qL+1,...,L+E = p1,...,E. After the tensor reduction and partial fractioning,
the problem is reduced to the calculation of the scalar integrals of the following form
J (d) (n) = J(n1, n2, . . . , nN ) = (iπ
d/2)−L
∫
ddl1 . . . d
dlL
Dn11 D
n2
2 . . . D
nN
N
, (2)
As usual, we assume that D1, . . . ,DN form a complete basis in the sense that any sik can
be uniquely expressed in terms of Dα. Some of Dα correspond to the denominators of the
propagators, others may correspond to the irreducible numerators. E.g., the K-legged L-loop
diagram with generic external momenta corresponds to E = K − 1 and the maximal number of
denominators is M = E + 3L − 2, so that the rest N −M = (L − 1)(L + 2E − 4)/2 functions
correspond to irreducible numerators. The integral J (d) (n) is said to belong to the sector
θ = (θ1, . . . , θN ), where θα = θ(nα − 1/2). The multiindex n = (n1, . . . , nN ) can be thought
of as a point in ZN and the whole family (2) determines a function J (d) : ZN → C. In what
follows, we will use operators Aα and Bα acting on such functions and defined as(
AαJ
(d)
)
(n1, . . . , nN ) = nαJ
(d) (n1, . . . , nα + 1, . . . , nN ) ,(
BαJ
(d)
)
(n1, . . . , nN ) = J
(d) (n1, . . . , nα − 1, . . . , nN ) . (3)
3 Reduction and parametric representation
The conventional form of the parametric representation of the integral J (n) depends on two
polynomials
U(z1, . . . , zN ) = det (a) , F (z1, . . . , zN ) = cdet (a)−
(
aAdj
)ij
bi · bj , (4)
where aij = aji, bi, and c are determined from∑
α
zαDα =
∑
i,j
aij li · lj + 2
∑
i
bi · li + c . (5)
In Ref. 9 the modified parametric representation has been introduced. The resulting formula,
which works also for the integrals with numerators, reads
J (d)(n) =
Γ [d/2]
Γ [(L+ 1) d/2− Σn]
∏
α
Inαα G
−d/2 , G = F + U . (6)
where Σn = n1 + . . . nN , and the functionals I
m
α are determined as
Imα [φ(zα)] =
{ ∫
∞
0
dzαz
m−1
α
Γ(m) φ(zα) m > 0
(−1)mφ(−m)(0) m 6 0
(7)
for smooth functions falling off sufficiently fast at zα → ∞. Note that these functionals satisfy
relations
Imα [−∂φ(zα)/∂zα] = I
m−1
α [φ(zα)] , I
m
α [zαφ(zα)] = mI
m+1
α [φ(zα)] . (8)
In Ref. 9 it was shown that the number of master integrals in a given sector θ can be deter-
mined from the properties of the polynomial Gθ , where Gθ is obtained from G by nullifying all
parameters corresponding to the numerators of this sector. Loosely speaking, the main idea of
the consideration of Ref. 9 was the following. The IBP identities may be thought of as defining
equivalences between exterior differential forms up to total derivative. The master integrals are
then naturally associated with the basis of the de Rham cohomology group. Their number is just
the vector space dimensionality of this group (the Betti number). Due to the Poincare duality,
this dimensionality should be equal to the number of independent integration cycles. Strictly
speaking, this duality necessarily holds only for compact manifolds, so some complications con-
nected with non-compactness of CM are expected. Apart from these complications, the basis
of the integration cycles can be chosen as the upward flow contours attached to the nonzero
critical points of Gθ. The number of these critical points can be calculated algebraically, and
the Mathematica package Mint has been derived to automatize this task.
Note that the above consideration tacitly assumes the possibility to derive IBP relations
directly in the parametric representation. Besides, it only gives one a tool to count the master
integrals from the parametric representation, but not to make the reduction. Therefore, the
explicit form of the IBP relations in the parametric representation is of a considerable interest.
In order to derive these relations, one might try the following approach. Start from the
expression
In11 . . . I
nN
N [−∂α(G/G
d/2)] . (9)
Due to the first relation (8), this expression is equal to In11 . . . I
nα+1
α . . . I
nN
N [G/G
d/2]. On the
other hand, explicit differentiation gives (d/2−1)In11 . . . I
nN
N [(∂αG)/G
d/2]. Using second relation
(8), it is easy to express both forms via integrals J (d) with shifted indices. However, it can be
checked explicitly that the obtained identities do not give satisfactory reduction. It means
that putting G in the numerator of Eq.(9) was too generous, and we could be more economic.
Indeed, assume that polynomials Q(z1, . . . , zN ), Q1(z1, . . . , zN ), . . . QN (z1, . . . , zN ) are such that
the following relation holds
QG+
∑
α
Qα∂αG = 0 . (10)
Then, starting from In11 . . . I
nN
N [−
∑
α ∂α(Qα/G
d/2)] instead of (9), we still obtain relations be-
tween J (d). The resulting identity can be represented as
(∑
α
Qα(A1, . . . , AN )Bα +
d
2
Q(A1, . . . , AN )]J˜
(d)
)
(n) = 0 , (11)
where Aα and Bα are defined in Eq. (3), and J˜
(d)(n) = Γ [(L+ 1) d/2 − Σn]J (d)(n). Note that
(9) corresponds to a specific choice Q = −∂αG, Qβ = Gδαβ .
The (N + 1)-tuple 〈Q, Q1, . . . QN 〉 satisfying Eq. (10) is called a syzygy of the module
M generated by 〈G, ∂1G, . . . ∂NG〉. The set of all syzygies form a syzygy module of M . It
is important that, given M , one can routinely find the Groebner basis of the syzygy module.
The corresponding algorithms are implemented in many computer algebra systems. For each
element of the basis we can construct the identity (11) and this will give us the IBP identities in
the parametric representation. Some tests undertaken show good perspectives of the reduction
based on the described approach. The details of this approach will be described elsewhere.
4 Differential equations
The general idea of constructing the differential equations is to differentiate the master integral
with respect to some external parameter under the integral sign and to make the IBP reduction.
Differential equations with respect to the invariant constructed of the external momenta 5,10
can be obtained using the following formulas:
∂
∂ (p1 · p2)
J (n) =
∑[
G
−1
]
i2
pi · ∂p1J (n) ,
∂
∂
(
p21
)J (n) = 1
2
∑[
G
−1
]
i1
pi · ∂p1J (n) , (12)
where G = {pi · pj} is a Gram matrix. After the IBP reduction the right-hand side is expressed
in terms of the master integrals. In the general case of several parameters x, y, . . . the resulting
differential system can written in the form
dJ = M(ǫ, x, y, . . .)J , (13)
where J is the column of the master integrals and M = Mxdx+Mydy + . . . is some differential
form with matrix coefficients.
In Ref. 11 a remarkable observation has been made: with a wise choice of the master
integrals the ǫ-dependence of M is reduced to the overall factor ǫ. This factorization dramati-
cally simplifies solution of the differential system which was demonstrated in many applications
12,13,14,15,16. For further details of this approach we refer the reader to J.Henn contribution in
these proceedings. We only note that devising the universal algorithm of finding such simplified
form of the differential system is very desirable.
5 Dimensional recurrence relations
Dimensional recurrence relations (DRRs) introduced by Tarasov6 (see also an earlier work8 for
the specific three-loop case) can be derived in many ways, see original work by Tarasov 6 and
also Ref. 17. It is very easy to derive raising DRR from the representation (6). Using the first
relation (8) we obtain J˜ (d−2)(n) = 1d/2−1 (G(A)J˜
(d))(n). Now, using the IBP identity (11) with
Qα = Gzα, Q = zα∂αG = (L+ 1)F + LU , we obtain
J (d−2)(n) = U(A1, . . . , AN )J
(d)(n) . (14)
Note that this formula works also for the integrals with numerators. Using this formula for the
master integrals and performing the IBP reduction of the right-hand side, we obtain the system
of dimensional recurrences
J(d−2) = M(ǫ)J(d) . (15)
The general solution of this system depends on several arbitrary periodic functions ωi(d) =
ωi(d− 2) (compare with arbitrary constants in the general solution of differential equations). In
order to fix those functions, one may apply the DRA method7. The basic idea of this method is
the following. Each ωi, understood as the function of z = exp(iπd), appears to be a meromorphic
function on C. Therefore, in order to fix it, it is sufficient to know the position of its poles and
principal parts of the Lorent expansion around them (plus one constant). This information can
be extracted from the consideration of the singularities of the master integrals on any vertical
stripe with width 2 on the complex plane of d. For the details and examples of application of
the DRA method we refer the reader to Refs. 7,18,19,20.
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