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ABSTRACT
Synthetic and biological polymers are ubiquitous in nature and modern technologies. Tradi-
tional characterization methods of polymeric materials rely on bulk level measurements that can
provide useful information on material properties. However, these methods generally cannot ac-
cess underlying molecular information, such as polymer conformation, distributions in molecular
behavior, and the role of intermolecular interactions in non-equilibrium flows. Over the past two
decades, single molecule techniques have been established to investigate molecular-level dynam-
ics, thereby allowing direct access to polymer chain relaxation mechanisms and polymer non-linear
response under a variety of flows. Despite recent progress in the field of single polymer dynam-
ics, however, the vast majority of single molecule studies has focused on dilute solutions of linear
polymers.
In this thesis, we effectively extend single molecule imaging to increasingly complex polymeric
systems of increasing polymer concentration andmore complex chain architectures. In this way, we
aim to address several fundamental questions, including how do polymer concentration and chain
architecture affect dynamics at the single chain level? We address these questions using a com-
bination of single molecule experiments and Brownian dynamics simulations. In one project, we
performed a series of single molecule experiments by systematically increasing polymer concentra-
tion to the semi-dilute untangled regime. Based on these results, we obtained a scaling relation for
longest polymer relaxation time as a function of concentration, and these results are compared to
blob scaling theories. We further studied single polymer dynamics upon a step-strain deformation
in planar extensional flow, including both transient and steady state polymer extension. Experi-
mental data are compared to results from large-scale Brownian dynamics simulations that include
intra- and intermolecular hydrodynamic interactions and excluded volume interactions, work per-
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formed in collaboration with the Prakash group at Monash University. In this way, we obtain
parameter-free predictions of polymer dynamics in non-dilute flows using the method successive
fine-graining. Remarkably, our results show a close comparison between experiments and simula-
tion, which provides a solid understanding of polymer dynamics in the semi-dilute concentration
regime, both near equilibrium under strong flow. In the second project, we studied the impact of
circular polymer or ring polymer topology on single chain dynamics in extensional flows. Single
molecule experiments revealed that ring polymers stretch differently compared to linear polymers
in extensional flows in the context of the coil-stretch transition. Interestingly, we found that the
ring structure exhibits a strong hydrodynamic coupling between the two strands of a stretched ring,
which leads to a "slow-down" of the coil-stretch transition and a looping effect of rings under strong
extensional flow.
Moving beyond our work on single chain dynamics in dilute and semi-dilute solutions, we fur-
ther sought to identify howmolecular-scale interactions are translated into collective non-Newtonian
fluid properties. In particular, we developed a new technique to directly measure normal stresses
or extensional viscosity in microfluidic devices by coupling the Stokes trap with particle tracking.
Here, we study the phenomenon of flow-induced particle migration to measure polymer-induced
solution stresses and extensional viscosity in semi-dilute solutions of DNA and synthetic poly-
mers. We combined the automated hydrodynamic trap, which is a home-built microfluidic hydro-
dynamic trap, and a piezo-nano positioning stage to directly observe particle migration in poly-
mer solution undergoing planar extensional flow. Experimental data was analyzed in the context
of a second-order fluid model in order to determine normal stress. Finally, extensional viscosity
was deduced from particle migration experiments, and these results showed favorable compari-
son to extensional viscosity measurements determined with the optically-detected elastocapillary
self-thinning dripping-onto-substrate (ODES-DOS) extensional rheometer.
Overall, this thesis aims to provide a fundamental molecular picture of polymer dynamics
in the semi-dilute concentration regime and for different polymer architectures. Combining sin-
gle molecule fluorescence microscopy, Brownian dynamics simulation, 3D particle tracking, and
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continuum-level constitutive equations, we are able to provide an informative physical picture of
polymers in non-Newtonian semi-dilute polymer solutions. From a broad view, this work provides
a starting point to relate macroscopic stress response to a microscopic or molecular-level interac-
tions, thereby providing a new perspective to understand non-linear polymer properties.
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To pop, mom and my beloved sister.
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CHAPTER 1
INTRODUCTION
1.1 Single polymer dynamics
Understanding the dynamics of long chain polymers is key to controlling the functional prop-
erties of materials. Until recently, experimental studies of polymeric systems and verification
of theoretical predictions in polymer science were left to indirect observation through bulk-level
rheological or rheo-optical techniques such as birefringence [1]. The advent of single molecule
fluorescence microscopy has enabled direct imaging of polymer chains and their conformational
evolution as a function of time [2, 3]. This advance has led to the ability to directly probe the
fundamental predictions of polymer dynamics, including: single-chain diffusivity [4], conforma-
tional relaxation [5–7], flow-driven chain stretching in both elongation and shear flows [8–11],
chain tumbling in shear flow [12], confinement effects [13], and the conformational hysteresis pre-
dicted decades earlier [11]. New experimental and theoretical efforts have focused on nonlinear
architectures [7, 14, 15], collapsed polymers [16–19], knotted polymers [20, 21], and non-dilute
solutions [14].
Over the past two decades, 휆-phage DNA has been used as model polymer to carry out a number
of investigations into single molecule dynamics. Using 휆-phage DNA, Chu and co-workers studied
the dynamics of single DNA polymers in ultra-dilute solutions (10−5 c∗) in shear flow and planar
extensional flow [5,8,9,22,23]. The advantage of DNA lies in the monodispersity of the solutions,
and the ease with which the molecules can be stained with a dye for visual observation [24]. For
instance, in dilute solutions, single molecule studies of DNA have been used to examine the stretch-
ing dynamics of DNA molecules in extensional flows [22, 25], stretching and tumbling dynamics
in shear flows [9, 26], dynamics in mixed shear and extensional flows [27], direct measurements
of diffusion coefficients [28,29] and relaxation times [5]. The coil-stretch transition in dilute solu-
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tions has also been studied for long linear polymers using single molecule imaging, where polymer
conformation hysteresis is observed due to conformation-dependent intramolecular hydrodynamic
interactions [11,30]. In concentrated solutions, single molecule studies have established the valid-
ity of the reptation hypothesis [6] and of scaling theories for the molecular weight dependence of
diffusion coefficients [31].
Several studies of single molecules of fluorescently labeled DNA have been carried out in order
to gain insight into the conformational evolution of polymer chains when subjected to a variety of
flow fields [4–6,8,9,11,14,22,26–28,31–39]. These studies have not only enabled the direct visual
observation of ‘molecular individualism’ [25, 40], but have also proved to be of vital importance
for the validation of molecular theories of polymer dynamics [3, 4, 6, 30, 31, 41–46]. Nearly all
these investigations have been carried out in either the dilute or concentrated solution regimes,
with only a few in the semidilute regime [36,37,39,45,47]. A major goal of this thesis is to extend
single polymer techniques to non-equilibrium studies of dynamics in non-dilute solutions and for
polymers with complex architectures such as ring polymers.
1.2 Single molecule studies of semi-dilute linear polymer solutions in
flow
The dynamics of semi-dilute polymer solutions is an intriguing yet particularly challenging
problem in soft materials and rheology. Dilute polymer solutions are characterized by the rarity
of overlap of single chains, whereas concentrated solutions and melts are governed by topolog-
ical entanglements and dense polymer phases. Unentangled semi-dilute solutions, however, are
characterized by coil-coil interpenetration at equilibrium, albeit in the absence of intermolecular
entanglements under quiescent conditions. From this view, the dynamics of dilute solutions and
concentrated solutions and melts can often be treated by the single chain problem or the frame-
work of mean-field theories, which reduces the problem of many-body interactions in entangled
solutions to the motion of a single polymer chain in an effective potential or field. On the other
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hand, semi-dilute polymer solutions are known to exhibit large fluctuations in concentration, which
precludes the straightforward treatment of polymer dynamics in these solutions using a mean-field
approach.
The near equilibrium properties of semi-dilute polymer solutions are governed by an interplay
between polymer concentration and solvent quality Figure. 1.1 [48,49]. Two parameters are com-
monly used to describe the equilibrium properties of semi-dilute solutions. First, the critical overlap
concentration 푐∗ ≈ 푀∕푁퐴푅3푔 is used as a characteristic polymer concentration in semi-dilute so-
lutions, where푀 is polymer molecular weight,푁퐴 is Avogadro’s number, and 푅푔 is the radius of
gyration [50]. Using the overlap concentration, a scaled polymer concentration of 푐∕푐∗ = 1 corre-
sponds to a bulk solution concentration of polymer that is roughly equivalent to the concentration of
monomer within a polymer coil of size 푅푔. In addition, solvent quality can be characterized by the
solvent quality parameter 푧, which is a function of polymer molecular weight푀 and temperature
푇 relative to the theta temperature 푇휃.
The equilibrium properties of semi-dilute polymer solutions have been widely studied using
bulk techniques such as dynamic light scattering [51–53], where polymer diffusion and relaxation
dynamics were reported for synthetic polymers and compared with blob theory. Upon increasing
polymer concentration above the dilute limit, two distinct relaxation modes are observed in semi-
dilute polymer solutions, with the longer time scale attributed to cooperative, segment-segment
interactions between polymers. Bulk shear rheology has also been used to study semi-dilute so-
lutions of synthetic polymers [54–56], where a scaling relation between zero-shear viscosity and
concentration in the semi-dilute regime was found to depend on polymer type and solvent quality.
Moving beyond equilibrium, the non-linear dynamics of semi-dilute polymer solutions in shear
flow has been extensively studied using a combination of bulk rheological and rheo-optical mea-
surements, including transient and steady shear rheology. In startup of shear flow, a stress overshoot
is observed in semi-dilute polymer solutions [57–59], which is attributed to the transient molecular
stretching cycle of polymers in shear flow. The dynamics of semi-dilute solutions in extensional
flows has also been studied using bulk rheological techniques. Extensional flow generally con-
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Figure 1.1: Phase diagram for polymer solutions as a function of relative concentration 푐∕푐∗ and solvent quality 푧
(see Section II for details). For display purposes, we chose monomer size 푏 = 1 and an excluded volume exponent
휈 = 0.56 based on experimental results.
sists of an axis of fluid compression and an orthogonal axis of extension in the absence of fluid
rotation. For this reason, extensional flows are considered as “strong flows” capable of stretching
polymers to high degrees of extension. In ultra-dilute polymer solutions, it is well known that long
linear polymers undergo a coil-stretch transition in steady extensional flows [60]. The coil-stretch
transition has also been studied in semi-dilute polymer solutions using these techniques [61]. Bulk
measurements based on flow-induced birefringence in extensional flow have revealed rich informa-
tion about conformational orientation and anisotropy under controlled flow conditions and varying
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time scales [61, 62]. In these studies, a strong increase in stress and an inhibition of development
of high strain rates for a nominally dilute polymer solution (∼ 0.1 푐∗) is observed in extensional
flow. Upon increasing polymer concentration, a dilatant effect is observed due to the formation of
transient networks in semi-dilute polymer solutions [63]. In capillary thinning experiments, Clasen
and coworkers [64] found that the longest relaxation times of monodisperse polystyrene solutions
at moderate concentration (0.01 ≤ 푐∕푐∗ ≤ 1) rise substantially higher than the relaxation times
extracted from small amplitude oscillatory shear (SAOS) experiments. Taken together, these re-
sults suggest that an increase in polymer concentration results in a larger impact on dynamics in
extensional flows compared to shear flow.
Strong flow modification and coupling between semi-dilute polymer solutions and extensional
flow fields were also reported using flow birefringence experiments, bulk rheology measurements,
and Brownian dynamics (BD) simulations. Using a four-roll-mill apparatus, Ng and Leal observed
that flow birefringence decreased in semi-dilute polymer solutions relative to dilute solutions [61],
which corresponds to a decrease in polymer stretch in semi-dilute solution flows. Chow and cowork-
ers used an opposing jets apparatus to study semi-dilute polystyrene solutions in extensional flow
and reported the development of pipe-like birefringent structure as the strain rate increased [65].
Interestingly, velocimetry measurements showed that this structure is caused by a reduction in
strain rate in the center of the flow field [65]. Using an extensional rheometer, Sridhar and cowork-
ers [66,67] found that the transient viscosity of dilute and semi-dilute polyisobutylene solutions are
an order of magnitude smaller than predicted by Batchelor’s expression for viscosity of a suspen-
sion of elongated particles [68]. Brownian dynamics simulations by Harrison et al. [69] and Stoltz
et al. [70] also revealed a decrease in the maximum attainable polymer deformation when results
are scaled with a concentration dependent Weissenberg number푊 푖푐 = 휏푐 휀̇, where 휏푐 is the longest
relaxation time in dilute or semi-dilute solution conditions. Overall, these results suggest that flow-
induced entanglements or interchain interactions may inhibit polymer chains from stretching to full
extension in strong flows.
Despite recent progress in the field, we still lack a complete molecular-level understanding of
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the dynamics of polymer chains in semi-dilute solutions. It is therefore necessary to provide a
molecular framework for understanding the non-equilibrium stretching dynamics of semi-dilute
solutions in strong flows. In Chapter 3, we systematically report our observation of semi-dilute
휆 DNA polymer solutions dynamics, including relaxation, transient stretching dynamics and coil-
stretch transition in steady state extension measurements. In Section 2.1, we report our experimen-
tal methods, including sample preparation of spatially homogeneous semi-dilute DNA solutions
and our micro-fluidic based optical imaging techniques. In Section 3.2, polymer scaling theory in
semi-dilute solutions in the context of the blob model is discussed. In Section 3.3, we characterize
the longest relaxation times of single polymers in semi-dilute solutions, and further discuss these re-
sults in the context of bulk rheology data and theoretical predictions for semi-flexible polymers. In
Section 3.4 we characterize semi-dilute polymer solution strain rate profile using particle imaging
velocimetry. In Section 3.5 transient and steady state dynamics of single polymers in semi-dilute
polymer solutions are characterized. Interestingly, a new set of molecular stretching conformations
and pathways in startup of extensional flow in semi-dilute solutions is reported. We also discuss
the steady-state stretching of polymers in semi-dilute extensional flows, where a milder coil-stretch
transition compared to dilute solutions is observed. Finally, in Section 3.6, we summarized our
main findings with a brief conclusion.
1.3 Brownian dynamics simulations of semi-dilute linear polymers in
flow
Semidilute polymer solutions are important both from a fundamental and a practical [71–73]
point of view. For these reasons, it is essential to gain a clear understanding of the fundamen-
tal physics that govern the dynamics of polymer molecules in this regime. In the dilute regime,
single molecule studies have revealed the importance of properly accounting for hydrodynamic
and excluded volume interactions in molecular theories [3, 30, 41–44]. In semidilute solutions,
however, it is known that these interactions gradually get screened with increasing monomer con-
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centration [34,48,49]. The single molecule experiments of planar extensional flow of unentangled
semidilute solutions of 휆-phage DNA (described in Chapter 3 in this thesis and reported in a recent
paper [74]) provide benchmark data against which molecular theories can be verified. In particular,
one can examine if theories accurately capture the subtle changes that occur on the molecular scale,
as chains begin to interact and interpenetrate with each other with increasing concentration.
The goal is therefore to carry out simulations with a recently developed multi-chain Brownian
dynamics (BD) algorithm [75, 76] that incorporates hydrodynamic and excluded volume interac-
tions in order to compare predictions with experimental observations. Additionally, the technique
of successive fine-graining [41,77] is used to obtain predictions that are independent of model pa-
rameters. For this project we worked with collaborators at Monash University to develop a quanti-
tative understanding of our single molecule data by using BD simulations. A close comparison is
achieved between our single molecule experimental results and BD simulation and the simulation
closely captures the governing physics in semi-dilute polymer solutions.
The work is described in the following sections. In Chapter 4, we present a comparison on
both transient and steady state stretching dynamics between the simulation and our experimental
results. In Section 4.2, the governing equations for a bead-spring chain model are given along with
the definitions of various observable quantities. In section 4.3, a brief overview of the successive
fine-graining technique is presented. A detailed comparison of simulation predictions with the
experimental observations of [74] (Chapter 3), in dilute and in semidilute solutions, is presented in
section 4.4. In particular, we carry out a qualitative comparison of the probability distribution of
fractional stretch in planar extensional flows, and a quantitative comparison of the conformational
evolution of individual chains subjected to a step-strain deformation followed by cessation of flow.
Finally, in section 4.5, we summarize the principal conclusions of this work.
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1.4 Single molecule studies of ring polymer in dilute solutions
Circular macromolecules (or ring polymers) play a key role in biology and biotechnology, in-
cluding DNA replication and maintenance of circular genomes [78], DNA looping [79], plasmid-
based DNA vaccines [80] and biologically active macrocycles as drugs [81]. Circular macro-
molecules call into question our understanding of polymer dynamics because the absence of free
ends alters flow behavior [82, 83] diffusion [29, 84] and ordering transitions compared to linear
macromolecules. For these reasons, achieving a clear understanding of circular polymer dynamics
in nonequilibrium conditions has been a major task [85, 86].
By moving beyond linear polymers, we aim to improve our understanding of the role of molec-
ular topology on the stretching dynamics of polymers with nonlinear topologies in flow. In par-
ticular, we performed single molecule experiments on large circular DNA polymers in order to
provide quantitative comparisons of the conformational dynamics of monodisperse circular poly-
mers to address key questions in this are. In Chapter 5, we systematically investigate how dilute ring
polymers differ from dilute linear polymer undergoing planar extensional deformation. In Section
5.2 we aim to answer the question: what are the underlying commonalities and differences among
different polymer topologies, e.g., scaling of longest relaxation time and conformational stretch-
ing pathways? In Section 5.3, we discuss whether circular DNA exhibit a coil-stretch transition
(CST), and if so, how does it compare to that of the linear chain of similar size? In Section 5.4,
we compare individualism in the transient response of circular macromolecules to the linear chain
response? Finally, in Section 5.5, we summarize our findings on dilute ring polymer dynamics.
1.5 Brownian dynamics simulations of ring polymers in dilute solutions
Fundamental questions in ring polymer dynamics are typically considered in the context of
concentrated systems [82,83,85,87–89], however, recent work (such as that described in Chapter 5
of this thesis) has begun to probe the dynamic behavior of single ring polymer chains in dilute
solution [14, 15, 90]. Such systems are motivated by the success of of single-chain dynamics,
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which has informed polymer dynamics for a half century. This field stemmed from pioneering
work by Rouse and Zimm that established the language of polymer relaxation [91, 92]. Follow
up work by others including Peterlin and De Gennes established the theoretical principles of how
polymers can be stretched by fluid flows [1, 93]. The fundamental competition relevant for non-
equilibrium polymer dynamics is between hydrodynamic flow fields that stretch a polymer and
the entropic forces that drive a polymer to relax back to a random coil. This competition leads
to a coil-stretch transition in extension-dominated flows and a weaker second-order transition in
simple shear flows [1,93]. The details of this transition are sensitive to hydrodynamic interactions
between polymer segments in solution [92]. These effects lead to hydrodynamic screening in the
center of a polymer coil, and also led to predictions of first-order-like stretch transitions for chains
in elongation flows [1,11]. These fundamental dynamic properties have been profoundly useful to
the rheology community, both as a limiting case that informs concentrated polymer dynamics as
well as a technologically-relevant physical description of polymers useful for solution processing
or for flow-based polymer manipulation [2, 3, 14].
In this work, we study the dynamics of single ring polymer using Brownian dynamics simula-
tions with intramolecular hydrodynamic interactions and excluded volume interactions. In Chapter
6, we demonstrate a direct comparison of BD simulation with our experimental observations on
ring polymers in Chapter 5. In Section 6.2, we discuss the model that was used to model ring poly-
mers. In Section 6.3, we discuss ring relaxation under free-draining conditions and in the presence
of dominant intramolecular hydrodynamic interactions. Moreover, we compare Brownian dynam-
ics simulation results with our single molecule experimental results in Section 5.2. In Section 6.4,
we discuss steady state extension for ring polymers in planar extensional flow under free-draining
conditions and when hydrodynamic coupling is taken into account. Moreover, we compare the
coil-stretch transition found in our experiments with results from Brownian dynamics simulations.
In Section 6.5, we comment on hindered dynamics in transient stretching pathways from knotted
or topologically complex internal conformations in ring polymers using Brownian dynamics sim-
ulations. In Section 6.6, we discuss the differences in the coil-stretch transition for ring polymers
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using both analytical arguments and simulations, which is linked to chain looping resulting from
hydrodynamic coupling of two ring strands under strong extensional flow. Finally, in Section 6.7,
we provide a summary of our finding in Brownian dynamics simulation in ring polymers.
1.6 Single particle migration in semi-dilute polymer solution
Complex fluids exhibit a rich spectrum of flow-rate dependent non-Newtonian responses. Al-
thoughmeasurements of stress and viscosity provide a quantitative understanding ofmaterials prop-
erties, it is fundamentally important to study the underlying molecular-level driving mechanisms
behind bulk-level phenomena. Flow-induced particle migration is a phenomenon that illustrates
the connection between bulk stresses and microscopic interactions in complex fluids. In the Stokes
flow limit, fluid mechanical motion is described by a set of linear equations, and therefore the hy-
drodynamic interactions are generally considered to be reversible in this limit. Flow-induced parti-
cle migration, however, is evidence of irreversible dynamics that arise due to transient anisotropic
structures formed in complex fluids in the Stokes flow limit. Particle migration has long been
observed in various complex fluid systems, including particulate suspensions [94–96], polymer so-
lutions [97–99], and margination in multi-component suspensions such as blood flows [100–102],
known as the "Fahraeus- Lindquist effect".
In this work, we demonstrate that particle migration in semi-dilute polymer solutions undergo-
ing planar extensional flow can be measured and used to determine normal stresses or extensional
viscosity. Experimental methods are introduced in Section 7.2, where we use combination of a cus-
tom microfluidic hydrodynamic trap and a piezo-nano positioning stage to directly observe particle
migration in polymer solution undergoing planar extensional flow. In Section 7.3, we introduce a
second-order fluid model, first developed by Leal and coworkers [103–105], to describe our semi-
dilute polymer solutions. In Section 7.6, we demonstrate close comparison of particle migration
trajectories with second-order fluid based analytical model, and therefore verified the migration
phenomena is due to normal stress. In Section 7.4, we compare the extensional viscosity deduced
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from particle migration experiments with results from an ODES-DOS extensional rheometer, and
we observe a close comparison between these two methods. In conclusion, our work provides a
framework to relate polymer stress response to a micro-level interactions and a new perspective to
understand polymer extensional viscosity.
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CHAPTER 2
MATERIALS AND METHODS
2.1 Semi-dilute linear DNA solution preparation
Weprepared a series of semi-dilute solutions of linear, double strandedDNA for singlemolecule
studies. For all experiments, 휆-phage DNA (Invitrogen, 48.5 kbp, 푀푤 = 3.2 × 107 Da, ∼0.5
mg/mL) is used, which is obtained as a buffered aqueous solution (10 mM Tris-HCl, pH 7.4, 0.1
mM EDTA, and 5 mM NaCl). Although stock 휆-DNA solutions are provided at a nominally semi-
dilute concentration (∼12 푐∗), we sought to increase the underlying solvent viscosity of the buffer
solution in order to increase the longest polymer relaxation time. To this end, a method to gently
mix concentrated 휆-DNA solutions with a viscous sucrose buffer is developed, which results in a
homogenous semi-dilute polymer solution in viscous buffer.
We first measured the DNA concentration in the stock solutions using a UV-vis spectropho-
tometer (Nanodrop, Thermo Fisher). The DNA concentration in the stock solution was found to be
in the range of 0.2-0.5 mg/mL, showing some variation between batches. Based on the measured
stock solution concentration, a working volume of DNA solution that has a target corresponding
mass of DNA to reach the target DNA concentration for semi-dilute solutions (Table 2.1) is pre-
pared. Next, the working volumes of stock DNA solutions are heated to 65◦C for 10 minutes,
followed by snap cooling on ice to prevent concatemer formation. Stock DNA samples are slowly
concentrated using aMiVac Quattro concentrator (Genevac) to a volume of 100 휇L. Next, a viscous
sucrose buffer (55% w/w sucrose, 30 mM Tris-HCl, 2 mM EDTA, 5 mM NaCl, pH 8.0) is added
to the concentrated DNA sample to yield a solution with final working volume of 1.0 mL. This
procedure allows us to prepare semi-dilute DNA solutions while controlling the volume of aque-
ous buffer in the working DNA solutions, thereby enabling control over the final solvent viscosity
휂푠 for microfluidics experiments. Solution viscosities are measured using a benchtop viscometer
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(Brookfield) at 22◦C. In general, we aimed to achieve a target solvent viscosity of ∼50 cP, though
the longest polymer relaxation time was measured using direct single molecule imaging for each
solution separately (Section IV).
In order to ensure sample homogeneity, semi-dilute DNA solutions were subjected to a series
of repeated heat and mix cycles prior to single molecule experiments. Here, samples were gently
heated to 55◦C for 10-15 minutes, followed by rotational mixing of sample vials at room tem-
perature for 10 minutes. This procedure is repeated for 10 cycles, followed by rotational mixing
overnight at 4◦C. Following solution preparation, DNA concentration is measured using a UV-vis
spectrophotometer (Nanodrop, Thermo Fisher). DNA solution concentrations are determined by
measuring absorbance at a wavelength of 260 nm and using an extinction coefficient of 휖 = 0.020
mL 휇g−1 cm−1. Agarose gel electrophoresis was also used to assess the quality and integrity of
DNA samples from semi-dilute solutions post-mixing in order to ensure that sample degradation
does not occur prior to experimentation. In all cases, gels showed a clear band at the expected
molecular weight relative to a control sample of stock 휆-DNA, with no fragments shorter or longer
than 휆-DNA.
Using this method, a series of semi-dilute DNA solutions with concentrations spanning above
and below 푐∗ (Table 2.1) were prepared. We used an overlap concentration 푐∗ ≈ 40 휇g/mL for
휆-DNA based on the previously reported value of 푅푔 ≈ 0.6 휇m for unlabeled 휆-DNA in aqueous
buffer, which was determined using a combination of dynamic light scattering to determine the
hydrodynamic radius 푅퐻 and a rigorous parameter matching scheme based on Brownian dynam-
ics simulations [106]. All experiments are conducted with a circulating water bath to maintain a
constant temperature in the microdevice at 푇 = 22 ◦C, which is above the theta temperature of 푇휃
= 14◦C determined by static light scattering [106]. Based on these conditions, all experiments are
performed in the good solvent regime for double stranded DNA in aqueous solution [106]. Us-
ing this approach, several solutions with 휆-phage DNA concentrations ranging from ultra-dilute to
semi-dilute (Table 2.1) were prepared: 10−5 푐∗ (0.4 ng/mL), 0.5 푐∗ (20 휇g/mL), 1.25 푐∗ (50 휇g/mL),
푐∗ (56 휇g/mL), 2 푐∗ (80 휇g/mL), 2.7 푐∗ (108 휇g/mL), 3.6 푐∗ (144 휇g/mL).
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휆-DNA concentration (푐∗) 10−5 푐∗ 0.5 푐∗ 1.25 푐∗ 1.4 푐∗ 2.0 푐∗ 2.7 푐∗ 3.6 푐∗
휆-DNA concentration (휇g/mL) 10−4 20 50 56 80 108 144
Table 2.1: Semi-dilute DNA solutions used for this work.
2.2 Single molecule DNA labeling
For single molecule imaging, a small amount of fluorescently labeled 휆-DNA is added to an
unlabeled background solution of semi-dilute DNA. To prepare fluorescently labeled 휆-DNA, stock
YOYO-1 solution (10−3 M, Molecular Probes) is diluted to a concentration of 10−5 M YOYO-1 in
imaging buffer (30 mM Tris-HCl, 2 mM EDTA, 5 mM NaCl, pH 8). Separately, stock 휆-phage
DNA was diluted to 10 휇g/mL in imaging buffer and subsequently heated to 65◦C for 10 minutes,
followed by snap cooling to prevent concatemer formation. Next, the diluted 휆-DNA solution was
mixed with the diluted YOYO-1 solution in imaging buffer to achieve a final DNA concentration
of 1 휇g/mL in the staining solution. Using this approach, DNA was labeled at a ratio of 1 dye per
4 base pairs. The DNA/dye solution was incubated for 1.5 hours at room temperature in the dark
before use.
Following DNA staining, fluorescently labeled DNA was added to the unlabeled semi-dilute
DNA solution to achieve a final concentration of ∼10−4 휇g/mL labeled ‘probe’ DNA in the semi-
dilute solution background. In addition, small amounts of the reducing agent 훽-mercaptoethanol
(6 휇L/mL) and an oxygen scavenging enzyme system based on glucose oxidase (1.5 휇L/mL), cata-
lase (1.5 휇L/mL), and (6 휇L/mL) 훽-퐷-glucose (1%w/w) was added to enhance photostability. The
volume change after addition of these reagents is 1.5%, yielding a negligible change in polymer
concentration. Finally, the semi-dilute solution containing fluorescently labeled DNA and photo-
bleaching reagents was rotationally mixed for 40 minutes at room temperature prior to imaging.
2.3 Plasmid ring DNA preparation
We prepared circular DNA polymers using bacterial cell hosts and standard cloning methods
for fosmids and bacterial artificial chromosomes (BACs). DNA was extracted from Escherichia
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coli cells by following the procedures of Laib et al [107]. In particular, TransforMax EPI300 Elec-
trocompetent E. coli was used as the host to produce 25.0 kbp fosmid (Fos25, contour length of
linear analogue 퐿 = 8.5휇푚). 퐿 is the contour length of a linear or circular DNA. However, due
to the cyclic topology of the circular DNA, its maximum projection in the direction of extension
is halved, i.e., 퐿푐푖푟 = 퐿∕2. 45 kbp fosmid (Fos45, 퐿 = 15.3휇푚) and 114.8 kbp BAC (K16,
퐿 = 39.0휇푚). For comparison, the crystallographic contour length of 휆-phage DNA (48.5 kbp)
is 퐿 = 16.5휇푚. The molecules were fluorescently labeled with an intercalating dye (YOYO-1,
dye: base pair =1:4), which increases the contour length by a factor of 1.3, consistent with prior
reports for linear DNA chains [108]. To fluorescently label the DNA molecules, the DNA samples
were mixed with YOYO-1 (InvitrogenTM) at a dye-tobase-pair ratio of 1:4, in an aqueous buffer
containing 30 mM Tris (pH = 8), 5 mM NaCl, 2 mM EDTA. The mixture was kept in the dark and
gently swirled at room temperature for 1 h. Following sample preparation, a mixture containing
mainly relaxed circular DNA with a small amount of linear and supercoiled DNA was injected
into a micro-fluidic flow cell [109] and only relaxed circular molecules were analyzed based on
visual inspection of the molecular extension of highly stretched circular DNA in flow. We directly
visualize circular polymer relaxation and stretching dynamics using single molecule fluorescence
microscopy (SMFM). All experiments were carried out at 23◦퐶 . The imaging buffer contains 30
mM Tris (pH = 8), 5 mM NaCl, 2 mM EDTA, 5 mg/mL glucose, 4% 훽-mercaptoethanol, glucose
oxidase (0.05 mg/mL), and catalase (0.01 mg/mL). Sucrose is added to adjust the viscosity of the
solution. An automated feedback-controlled micro-fluidic device known as a "micro-fluidic trap"
was used to study chain dynamics and molecular individualism. Specifically, DNAmolecules were
trapped near the stagnation point of a planar extensional flow field for hundreds of seconds to en-
able the imaging of the single chain dynamics during multiple cycles of extension and relaxation.
Imaging and detection were done by an inverted epifluorescence microscope coupled to an Andor
CCD camera. Molecules were illuminated by a blue laser (400 − 500 nm). Light was collected by
a 1.45NA, 100× oil immersion objective. Pixels were binned 1 × 1, giving 1 휇푚 × 1 휇푚 pixels.
Images were sampled at an interval of 0.0315 s.
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2.4 Optics, imaging, and micro-fluidic devices
Single polymer dynamics were observed in a planar extensional flow generated in a PDMS-
based microfluidic device with a cross-slot channel design. Here, two opposing laminar streams
converge at the cross-slot junction and exit through mutually perpendicular outlet channels, thereby
creating a planar extensional flow, which is a two-dimensional flow containing a fluid stagnation
point (zero-velocity point). A custom hydrodynamic trap was used to enable the direct observation
of chain dynamics in planar extensional flowwith a defined strain rate 휖̇ for a finite observation time.
The hydrodynamic trap is based on active feedback control of a stagnation point flow generated
at the cross-slot junction in a PDMS-based microfluidic device Figure. 2.1. The full details of
the hydrodynamic trap have been previously reported in prior work [109]; in brief, an on-chip
membrane valve is used to modulate the fluidic resistance in one outlet channel, thereby enabling
control over the stagnation point position and effective trapping of single polymers for long times.
The action of the valve enables the trapping of single polymers, and under the flow rates used in
this study, the valve action results in negligible changes in the strain rate 휖̇ during an experiment.
Cross-slotmicrofluidic deviceswere fabricated using standardmethods inmulti-layer soft lithog-
raphy. In brief, a two-layer PDMS device is fabricated containing a fluidic layer positioned below
a control (valve) layer. An optical micrograph of a sample device is shown in Figure. 2.1 (a). Two
separate master molds (one each for the fluidic and control layers) were first fabricated using SU-8
photoresist (Microchem) patterned onto silicon wafers. PDMS was mixed in 15:1 and 5:1 base to
cross-linker ratios for the fluidic and control layer, respectively. The two layers were partially cured
at 65◦C for 25-30 minutes, and control layer was later aligned with the fluidic layer. Next, the two
layers were cured for an additional 2-4 hours. After the final curing step, the remaining fluid inlet
and outlet holes were punched, and the PDMS devices were bonded to glass coverslips after oxygen
plasma cleaning.
A schematic depicting the experimental setup is shown in Figure. 2.1 (a). Pressure driven flow
is used to generate fluid flow in cross-slot microdevices. In particular, we designed microdevices
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Figure 2.1: Cross-slot microfluidic device and strain rate calibration. (a) Schematic of the cross-slot microfluidic
device used to generate planar extensional flow for single molecule imaging.
with extended inlet channels and a constriction region in the inlet channel (with 50 휇m channel
width), which effectively allowed for working fluid pressures between 1-3 psi for 20-100 cP solution
viscosities. An on-chip membrane valve was positioned above one of the outlet channels and equal
distance from a constriction region in the opposite outlet channel relative to the cross-slot. Applying
pressure to this valve constricts the outlet channel in the fluidic layer underneath the control layer,
which can be used to effectively manipulate the stagnation point position using feedback control.
The viewing solution containing fluorescently labeled DNA was introduced into the PDMS device
via a sample tube connected to a pressure transducer (Proportion Air). Pressure driven flow was
used to enable precise control over flow rate, thereby allowing for rapid start-up and shutdown of
the flow. Characteristic time scales for step changes in flow rate were found to be < 1 sec, which is
significantly less than the duration of transient polymer stretching events. A custom cooling jacket
was fitted to the microscope objective, thereby enabling precise temperature control of the viewing
solution via circulating water bath.
Single molecule imaging and detection was performed using an inverted epifluorescence mi-
croscope (IX-71, Olympus) coupled to an electron multiplying charge coupled device (EMCCD)
camera (Andor iXon). Fluorescently labeled DNA samples were illuminated by a solid-state CW
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laser laser (Coherent, 488 nm) and imaged using a 1.45 NA, 100× oil immersion objective lens.
Images were acquired using an additional 1.6× magnification lens in the optical path prior to the
EMCCD camera. Full frame images (512 × 512 pixels) were acquired at a frame rate of 30 Hz.
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CHAPTER 3
SINGLE MOLECULE STUDIES OF SEMI-DILUTE POLYMER
SOLUTIONS IN EXTENSIONAL FLOW
3.1 Introduction
In recent years, single molecule techniques have provided the ability to directly visualize the
motion of single polymer chains, thereby revealing molecular-level information on distributions
in polymer conformation that is generally obscured in bulk experiments. High molecular weight,
double stranded DNA molecules have been used as model polymers for single molecule imaging,
and the dynamic properties of DNA have been characterized using bulk and single molecule meth-
ods [3], including dynamic light scattering [110, 111], zero-shear viscosity studies [106, 112], and
single molecule diffusion measurements [4].
Recently, Prakash and coworkers characterized the behavior of dilute and semi-dilute DNA so-
lutions across a wide-range of solvent qualities from theta solvents to good solvents as a function
of polymer molecular weight푀 [106]. These authors used dynamic and static light scattering to
measure the hydrodynamic radius 푅퐻 and theta temperature 푇휃 for DNA solutions, thereby en-
abling determination of 푅푔 and 푐∗ as a function of DNA molecular weight and temperature. In this
way, this work provided a systematic framework to understand the concentration and temperature
dependence of DNA-based polymer solutions. Furthermore, this work also elucidated the dynamic
double crossover behavior in scaling for semi-dilute polymer solutions, wherein polymer behav-
ior is considered in the context of smooth crossover regimes in solvent quality between theta and
athermal solvents [106]. In the last decade, several mesoscopic simulation techniques have been
developed to study the non-equilibrium flow behavior of semi-dilute solutions [70, 75, 113, 114].
In highly non-equilibrium flows, the screening of excluded volume (EV) interactions and intra-
and intermolecular hydrodynamic interactions (HI) across multiple length scales is thought to play
a major role on dynamics in non-equilibrium flows, and these effects can now be articulated by
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capitalizing on the aforementioned prior work.
Single polymer techniques have also been used to study the dynamics of single DNAmolecules
in shear flow and extensional flow [3]. In the startup of extensional flow (dilute solutions), it was
found that identical polymers pass through different transient conformations under identical flow
conditions due to subtle differences in their initial conformations and a delicate balance between
convection and diffusion, a phenomenon known as “molecular individualism” [25]. Interestingly,
molecular individualism was observed in shear flow in both semi-dilute DNA solutions [37, 45]
and entangled DNA solutions [38], albeit with different molecular conformations compared to ex-
tensional flow. In the startup of shear flow, Hur et al. [45] and Babcock et al. [37] observed a
stress overshoot in semi-dilute DNA solutions (6 푐∗) that was directly linked to polymer stretch-
ing conformations using single molecule imaging. More recently, Harasim et al. [39] and Huber
et al. [36] directly observed the motion of semi-flexible actin filaments in semi-dilute solutions in
shear flow using single molecule imaging and found significantly inhibited tumbling in shear. The
‘slowing down’ of tumbling motion was attributed to the formation of transient structures due to
intermolecular interactions.
Despite recent progress in bulk rheology and single molecule studies, however, we still lack
a complete understanding of the dynamics of semi-dilute polymer solutions in extensional flow.
Given the importance and practical relevance of semi-dilute polymer solutions, it is crucial to de-
velop a molecular-level picture of how polymers stretch and relax in semi-dilute polymer solutions.
In the work presented in this chapter, we use molecular rheology and single molecule imaging to
explore the effect of polymer concentration on the transient and steady state dynamics of polymers
in semi-dilute solutions in planar extensional flow. In particular, this work extends beyond prior
single polymer studies in semi-dilute or concentrated solutions that have focused primarily on chain
dynamics in shear flow. From this view, we aim to extend our understanding of single chain poly-
mer dynamics in strong flows where intermolecular interactions play a key role in flow dynamics.
In order to provide a comprehensive understanding of polymer dynamics in semi-dilute solutions,
this work is accompanied by a companion article describing Brownian dynamics simulations of
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single polymers in extensional flow in semi-dilute solutions [115], thereby directly complementing
the experiments described in this chapter.
3.2 Scaling theory and blob model
In dilute solutions, the near-equilibrium properties of polymer chains are determined by poly-
mer molecular weight and solvent quality [49]. In theta conditions, a polymer chain can be de-
scribed by an ideal random walk with root-mean-square end-to-end distance 푅0. In good solvents,
polymer chains tend to swell due to dominant intramolecular excluded volume (EV) interactions
to yield an average coil size known as the Flory radius 푅퐹 , which is defined as the size of a real
chain in the presence of EV interactions. From this view, the swelling ratio 훼푔 ≡ 푅퐹푅0 is a reflection
of the solvent quality, with 훼푔 > 1 corresponding to good solvent conditions. Solvent quality can
be defined by the solvent quality parameter:
푧 ≡ ( 3
2휋
)3∕2 v
푏3
푁1∕2 =
( 3
2휋
)3∕2(
1 −
푇휃
푇
)
푁1∕2 ≈ v
푏3
푁1∕2 (3.1)
where v is the excluded volume of a real polymer chain, 푁 is the number of Kuhn segments, and
푏 is the Kuhn length. Within the framework of the solvent quality parameter 푧, good solvents are
defined by 푧 > 1, theta solvents by 푧 ≈ 0, and poor solvents by 푧 < 0. For the purposes of this
work, we are primarily interested in the good solvent regime such that 푧 > 1.
In semi-dilute polymer solutions, the near-equilibrium properties of polymer chains are deter-
mined by an interplay between both polymer concentration and solvent quality Figure. 3.1 [34,49].
As polymer concentration is increased near the overlap concentration 푐∗, polymer chains begin to
interpenetrate. Nevertheless, polymer volume fraction is relatively low for polymer concentra-
tions near 푐∗, such that individual monomers are mainly surrounded by solvent. In order to make
progress, blob theory can be used to describe the near-equilibrium properties of polymers for a
given solvent quality and solution concentration in semi-dilute solutions [48,49]. As shown in Fig-
ure. 3.1 (a), the three characteristic length scales in semi-dilute polymer solutions are thermal blob
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Figure 3.1: Semi-dilute polymer solutions in the context of the blob picture. (a) Schematic of a semi-dilute polymer
solution near-equilibrium showing interpenetrating polymer coils and a single polymer chain in good solvent condi-
tions. Characteristic length scales are the thermal blob size 휉푇 , the concentration blob size 휉푐 , and the radius of gyration
푅푔 . (b) Schematic of a polymer chain under non-equilibrium conditions in an extensional flow in a semi-dilute so-lution. Under non-equilibrium flow conditions, a characteristic length scale ℎ can be defined as the average distance
between neighboring chains.
size 휉푇 , concentration blob size 휉푐, and radius of gyration 푅푔. The thermal blob size is defined as
the length scale over which EV interactions effect chain size:
휉푇 =
푏4|v| = 푏푁 12푧−1 (3.2)
On length scales smaller than 휉푇 , EV interactions are weaker than thermal energy 푘퐵푇 , and the
conformations of thermal blobs are well described by an ideal random walk. In athermal solvents,
v = 푏3, and the thermal blob size is equal to the Kuhn step size 휉푇 = 푏. The concentration blob
size is defined as the length scale at which intermolecular interactions become relevant [48]:
휉푐 = 푏푁
1
2
( 푐
푐∗
)− 휈3휈−1 푧2휈−1 (3.3)
where 휈 is the effective excluded volume exponent. On length scales larger than the thermal blob
size 휉푇 but below the concentration blob size 휉푐, EV interactions are strong enough to swell the
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chain but are not yet screened by the surrounding chains, therefore, the conformations of concen-
tration blobs are described by a self-avoiding walk. On length scales larger than the concentration
blob size 휉푐 , EV interactions are screened, and the conformation of the chain is a random walk of
concentration blobs of size 휉푐. On these length scales, the end-to-end distance of a polymer is given
as [48]:
푅 = 푏푁
1
2
( 푐
푐∗
)− 12 2휈−13휈−1 푧2휈−1 (3.4)
In the context of the blob model, the overlap concentration 푐∗ can be expressed as a function of
solvent quality 푧 and polymer molecular weight (or number of Kuhn steps푁) [48]:
푐∗ = 푏−3푁−
1
2푧3−6휈 (3.5)
where 푐∗ is given in units of monomers per volume. Finally, as polymer concentration increases far
above the overlap concentration 푐 ≫ 푐∗ and approaches the concentrated regime at 푐∗∗, intramolec-
ular EV interactions are gradually screened out, and the concentration blob size 휉푐 decreases until
the size of concentration blob size is equal to the thermal blob size 휉푐 ≈ 휉푇 . Here, as polymer
concentration is increased above 푐∗∗ into the concentrated regime, polymer chains are ideal on all
length scales:
푐∗∗ = 푏−3푁−
1
2푧 (3.6)
For concentrations 푐 > 푐∗∗, polymer chains are entangled at equilibrium. These expressions are
used to plot the semi-dilute / concentrated boundary regime 푐∗∗∕푐∗, as shown in Figure. 1.1.
In addition to the static conformational properties of polymer chains, the near-equilibrium dy-
namics of polymers in semi-dilute solutions can also be described using the blobmodel. The center-
of-mass diffusion coefficient 퐷 is given by the Einstein relation such that 퐷 = 푘퐵푇 ∕휁 , where 휁
is the polymer friction coefficient. In the context of polymer chain dynamics, a hydrodynamic
screening length 휉ℎ can be defined as the length scale below which intramolecular hydrodynamic
interactions (HI) are relevant. In terms of near-equilibrium properties, a reasonable assumption
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is to take the hydrodynamic screening to be equal to the concentration blob size 휉ℎ ≈ 휉푐, which
effectively means that EV and HI are screened at equivalent distances in semi-dilute solutions near
equilibrium. The longest polymer relaxation time 휏 is given by the time scale required for a polymer
coil to move a distance of its own size such that 휏 ≈ 푅2∕퐷 ≈ 푅2휁∕푘퐵푇 . At length scales smaller
than 휉ℎ (or 휉푐), the relaxation time of a polymer segment of size 휉 follows the Zimm model:
휏휉 =
휉3휂푠
푘퐵푇
=
휂푠푏3
푘퐵푇
푁
3
2푧6휈−3
( 푐
푐∗
)− 3휈3휈−1 (3.7)
At length scales larger than 휉ℎ (or 휉푐), intramolecular HI (and EV) is screened by surrounding
polymer chains, and the chain size is a random walk of concentration blobs given by Eq. 3.4. The
longest relaxation time of the polymer chain 휏 in semi-dilute solutions (good solvents) is:
휏 = 휏휉
(
푁
푔
)2
=
휂푠푏3
푘퐵푇
푁3휈
( 푐
푐∗
) 2−3휈
3휈−1 (푧푁−
1
2 )6휈−3 = 휏0
( 푐
푐∗
) 2−3휈
3휈−1 푧6휈−3 (3.8)
where 푔 is the number of steps in a concentration blob, 휂푠 is solvent viscosity, 휏0 is the Rouse time
or longest polymer relaxation time in dilute solution 휏0 = 휂푠푅
3
0
푘퐵푇
, where 푅0 = 푁1∕2푏 is the polymer
end-to-end distance in theta conditions. Note that the excluded volume exponent 휈 is a sensitive
function of molecular weight and solvent quality 푧 (and therefore a sensitive function of 푇 ). Table
7.2 provides a summary of the scaling relations for polymer properties in semi-dilute solutions near
equilibrium as arbitrary functions of solvent quality 푧 and concentration 푐.
Finally, the equilibrium blob picture changes drastically for polymer chains in non-equilibrium
flows. Upon strong deformation, the relevant length scales and characteristic screening lengths for
HI and EV aremodified beyond their equilibrium scalings. In strong flow conditions, the concentra-
tion blob size depends on solvent quality, concentration, and flow strength. Moreover, an additional
characteristic length scale should be considered and is related to the Pincus blob size [116], denoted
in Figure. 3.1 (b) as "h”. Recently, a new theoretical framework was developed to extend the blob
model to non-linear flows of semi-dilute solutions [117]. The full theoretical description is complex
24
Parameter Dilute (good solvent) Semi-dilute (good solvent)
휉푇 푏푁
1
2푧−1 푏푁
1
2푧−1
휉푐 – 푏푁
1
2
(
푐
푐∗
) −휈
3휈−1 푧2휈−1
푅 푏푁
1
2푧2휈−1 푏푁
1
2
(
푐
푐∗
)− 2휈−16휈−2 푧2휈−1
휏 휂푠푏
3
푘퐵푇
푁
3
2푧6휈−3 휂푠푏
3
푘퐵푇
푁
3
2
(
푐
푐∗
) 2−3휈
3휈−1 푧6휈−3
Table 3.1: Relevant length and time scales for polymers in good solvent conditions in both dilute and semi-dilute
regimes. Expressions are shown for arbitrary concentration 푐 and arbitrary solvent quality 푧.
and is beyond the scope of the present work.
3.3 Longest relaxation time characterization
Following flow field characterization, we embarked on single polymer dynamics experiments.
We first studied the longest conformational relaxation time of polymers in semi-dilute solutions
following cessation of extensional flow Figure. 3.2. In this experiment, a semi-dilute polymer
solution doped with fluorescently labeled 휆-DNA is flowed into the cross-slot device at a fairly
high flow rate푊 푖 > 1, followed by abrupt stoppage of fluid flow. We then observe the relaxation
process of single stretched polymers from high extension. Image analysis software is used to track
the transient extension 푥 of single polymers following cessation of flow, as shown in Figure. 3.2
(a). In particular, we track the maximum polymer extension 푥 along the principal axis of extension,
which can be considered as the maximum polymer extension projected onto the extensional axis.
Relaxation times are determined by fitting the terminal 30% of projected fractional extension 푥∕퐿
to a single exponential decay: ⟨푥 ⋅ 푥⟩∕퐿2 = 퐴 exp(−푡∕휏) + 퐵, where 휏 is the longest relaxation
time and 퐴 and 퐵 are the fitting constants. A semi-log plot of polymer relaxation is shown in the
inset of Figure. 3.2 (a), where a clear linear relation is observed for the terminal 30% of polymer
relaxation. We further compared our single molecule DNA relaxation data in semi-dilute solutions
(based on single chain conformational relaxation time 휏) to bulk experimental data on relaxation of
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semi-dilute DNA solutions (based on zero-shear viscosity data used to determine a relaxation time
휆휂). Results are shown in Figure. 3.2 (b), which plots the normalized longest relaxation times 휏∕휏0
and 휆휂∕휆휂,0 as functions of the normalized concentration 푐∕푐∗ [106]. Here, the longest relaxation
time (휏 or 휆휂) for each semi-dilute solution is normalized to the longest relaxation time of the
corresponding dilute solution (휏0 or 휆휂,0) at an equivalent solvent viscosity 휂푠, where 휏0 is obtained
by single molecule experiments in the ultra-dilute limit.
The normalized single molecule and bulk relaxation data in Figure. 3.2 (b) are both consistent
with a power law scaling as a function of scaled concentration 푐∕푐∗. Based on Eq. 3.8, we expect
that the longest polymer relaxation time in semi-dilute unentangled solutions follows the power
law scaling 휏∕휏0 ∼ (푐∕푐∗)
2−3휈
3휈−1 , where 휈 is the effective excluded volume exponent. We found
that our single molecule data were consistent with a power law scaling 휏∕휏0 ∼ (푐∕푐∗)0.48, which
yields 휈 = 0.56. In fact, we found that 휈 lies between 0.53 and 0.56 given the uncertainty in the
experimental relaxation times determined in this work. We also compared our single molecule
data with bulk experimental data by Pan et al. [106], who measured the zero-shear viscosity of
휆-DNA at 푇 = 21◦C, which can be used to determine a longest relaxation time 휆휂 using the relation
휆휂 =푀휂푝0∕푐푁퐴푘퐵푇 , where 휂푝0 is the zero-shear viscosity. In order to compare to single molecule
experiments, we plot the bulk relaxation data normalized to the longest relaxation time in dilute
solutions such that 휆휂∕휆휂,0 = 휂푝0∕푐[휂]0휂푠, where [휂]0 is the zero-shear intrinsic viscosity [118]. For
this comparison, we take [휂]0 = 11.9 mL/mg for 휆-DNA in the range of 21-25◦C [119]. Using this
approach, we find that bulk experimental data on 휆-DNA relaxation is consistent with the power
law scaling determined in our single molecule relaxation data in the same concentration regime
for semi-dilute unentangled polymer solutions, where single molecule measurements show 휏∕휏0 ∼
(푐∕푐∗)0.48 (thereby giving 휈 = 0.56) and bulk rheology measurements yield 휆휂∕휆휂,0 ∼ (푐∕푐∗)0.54
(thereby giving 휈 = 0.55). Previous studies on single molecule relaxation of T4 DNA (165.6 kbp)
also show a similar scaling exponent 휏∕휏0 ∼ (푐∕푐∗)0.5 (which gives 휈 = 0.56) [47].
These results are all fairly consistent for DNA. Despite the good agreement in scaling between
bulk and single molecule relaxation data, the effective excluded volume exponent 휈 = 0.56 is lower
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Figure 3.2: Longest relaxation time of DNA in semi-dilute solutions. (a) Ensemble average of single molecule
relaxation trajectories at several different concentrations (푁 ≈ 40 molecules in each ensemble). Inset: semi-log plot
of polymer relaxation trajectories. (b) Normalized longest relaxation times as a function of scaled concentration 푐∕푐∗.
Longest polymer relaxation times 휏 are normalized to the corresponding dilute solution relaxation times 휏0 at the samesolvent viscosity. (circles) Normalized longest relaxation times from single molecule experiments on semi-dilute 휆
DNA solutions as a function of scaled polymer concentration. Error bars correspond to the standard deviation of
longest relaxation times from the molecular ensemble at each concentration. (squares) Normalized relaxation times
from bulk rheological data on semi-dilute 휆 DNA solutions, where zero-shear viscosity measurements are used to
determine a longest polymer relaxation time [106].
than expected for flexible polymers in the good solvent regime (휈 ≈ 0.588) [49]. We can rationalize
this result using several physical arguments. First, our experiments are performed at temperature
푇 = 22◦C, which is larger than the theta temperature for DNA in aqueous solutions (푇휃 = 14◦C).
Nevertheless, our experiments correspond to the cross-over region in solvent quality between theta
and very good solvents, and we therefore expect that the excluded volume exponent will be less
than 0.588. Secondly, Prakash and coworkers [120] recently showed that the behavior of synthetic
worm-like chains and DNA can be well described by taking semi-flexibility into account in the
definition of the solvent quality parameter. Using this approach, the apparent semi-flexibility of
a polymer can be directly accounted for in solvent quality. Additional work further supports the
notion that polymer flexibilitymay impact the effective excluded volume exponent 휈. Recently, Tree
et al. [121] used chain-growth Monte Carlo simulations based on a pruned-enriched Rosenbluth
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method (PERM) to study the effect of local polymer flexibility on the global properties of polymer
chains in athermal solvents. In particular, these authors examined the effect of monomer aspect
ratio 푏∕푑 on equilibrium chain dimensions, where 푏 is the Kuhn length and 푑 is the effective chain
width. Results from PERM simulations show that the effective excluded volume exponent for 휆-
DNA in an athermal solvent is 휈 ≈ 0.55, which is less than expected for the theoretical value for
flexible chains in an athermal solvent due to local chain flexibility [121]. Moreover, Krichevsky
and coworkers recently studied DNA chain conformation using scanning fluorescence correlation
spectroscopy, revealing an excluded volume exponent 휈 ≈ 0.52 for DNA in aqueous solution [122].
Based on these results, we might not expect to observe excluded volume exponents similar to truly
flexible polymers regardless of solvent quality in the good solvent regime, largely due to the semi-
flexible nature of double stranded DNA. Taken together, we conclude that the excluded volume
exponent for 휆-DNA appears to be in the cross-over regime between theta solvents and athermal
solvents, though this is likely a reflection of both polymer flexibility and solvent quality.
3.4 Semi-dilute polymer solution flow field characterization
We first characterized flow field kinematics in microfluidic cross-slot devices using particle
trackingFigure. 3.3 (a),(b). Experimental characterization of flow fields in semi-dilute polymer so-
lutions is essential to ensure that flow fields are well behaved and that polymer samples are homoge-
nous in composition. For these experiments, 0.84 휇m diameter fluorescent beads (SpheroTech) are
introduced into a series of semi-dilute polymer solutions, and we performed particle tracking ex-
periments using three different concentrations of polymer: 0.5 푐∗, 1 푐∗, and 2 푐∗. Solutions were
viscosity matched to those used in DNA trapping experiments for accurate determination of fluid
strain rates. Images were captured using a CCD camera (AVT Stingray) at frame rates of at least
60 Hz. Individual particle trajectories were tracked and mapped using the ParticleTracker plugin
for ImageJ. From particle position data, instantaneous bead velocities were determined, and data
were fit using a non-linear least squares algorithm to following relationship for planar extensional
28
S
tr
a
in
 r
a
te
 (
1
/s
)
Pressure (psi)
(a)
Distance from cneter (um)
(b)
Figure 3.3: (a) Strain rate calibration in a cross-slot device at the mid-plane as a function of inlet pressure. Bead
tracking experiments are performed in three different semi-dilute solutions with polymer concentration 0.5 푐∗, 1 푐∗,
and 2 푐∗. (b) Strain rate calibration as a function of distance from the horizontal mid-plane in the device.
flow: ⎡⎢⎢⎣
푣푥
푣푦
⎤⎥⎥⎦ =
⎡⎢⎢⎣
휖̇ 0
0 −휖̇
⎤⎥⎥⎦
⎡⎢⎢⎣
푥 − 푥0
푦 − 푦0
⎤⎥⎥⎦
where 푣푥, 푣푦, 푥, and 푦 are velocities and positions in the 푥 and 푦 directions, respectively (known
quantities), and 휖̇, 푥0, and 푦0 are fitting parameters. Here, 휖̇ is the fluid strain rate and (푥0, 푦0) is the
stagnation point position (unknown quantities).
We first determined the strain rate near the center of the cross-slot device as a function of pres-
sure (via pressure-driven flow). Strain rate increases linearly with pressure over the characteristic
range of strain rates used for single polymer dynamics Figure. 3.3 (a). Upon increasing polymer
concentration, the strain rate slightly decreases, which is suggestive of flow field modification away
from a simple Newtonian solvent, similar to prior work on flow birefringence of synthetic polymers
in semi-dilute solutions in extensional flow [62]. In addition, we also determined the flow profile as
a function of distance away from the horizontal mid-plane in the 푧-direction, which is the stagnant
(no flow) direction Figure. 3.3 (b). Here, a near parabolic flow profile is observed with pronounced
flattening upon increasing polymer concentration. Bulk rheological measurements on semi-dilute
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unentangled DNA solutions ranging in concentration from 1 푐∗ to 10 푐∗ have been extensively
carried out by Prakash and coworkers [123], including both linear viscoelastic measurements and
steady shear rheology. For semi-dilute solutions of lambda DNA at 1.5 푐∗ and 2.3 푐∗, the onset
of shear thinning was observed to occur around푊 푖=1.0, so it is possible that the flattening of the
velocity profile observed in the 2 푐∗ polymer solution in the cross-slot device could arise due to
mild shear thinning at 푊 푖 ≈ 2-3, which corresponds to the maximum 푊 푖 based on these strain
rates.
3.5 Transient and steady-state dynamics in extensional flow
We next studied the non-equilibrium stretching dynamics of single polymers in semi-dilute so-
lutions in planar extensional flow. In these experiments, a step input on the strain rate 휖̇ is applied,
and semi-dilute solutions are subjected to an extensional flow characterized by aWeissenberg num-
ber푊 푖 = 휏휖̇ for a finite amount of accumulated fluid strain 휖 = ∫ 푡표푏푠0 휖̇ 푑푡, which is known as the
Hencky strain Figure. 3.4. Here, 푡표푏푠 is defined to be the duration of step-strain rate deformation on
the polymer sample. Using the feedback-controlled hydrodynamic trap, we are able to probe poly-
mer dynamics in precisely controlled extensional flows with constant푊 푖. In this way, we explore
the non-linear, transient dynamics of semi-dilute solutions during a step strain rate input, which
includes transient dynamics during start up and following the cessation of flow. In these experi-
ments, single fluorescently labeled polymers are first allowed to relax for several relaxation times
휏 under no flow conditions. Next, a step strain rate at time 푡 = 0 is imposed, and single polymers
are imaged at a precisely controlled푊 푖 for a finite amount of strain 휖. Finally, the flow is halted,
and the polymer relaxes to back to an equilibrium coiled state.
Using this approach, we studied the dynamics of single DNAmolecules in semi-dilute solutions
(1 푐∗) at푊 푖 = 0.6, 1.0, 1.4 and 2.6, where푊 푖 is defined using the longest polymer relaxation time
in 1 푐∗ solutions. Transient fractional extension for semi-dilute solutions is shown in Figure. 3.4,
and the corresponding probability distributions of polymer extension are shown in Figure. 3.6.
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Figure 3.4: Transient polymer stretch in a step strain rate experiment in planar extensional flow. Results are shown
for dynamics in 1 푐∗ solutions as a function of increasing flow strength: (a) 푊 푖 = 0.6, (b) 푊 푖 = 1.0, (c) 푊 푖 = 1.4,
(d)푊 푖 = 2.6. Thin traces show individual molecular stretching trajectories, and thick traces show ensemble average
stretch. The dotted lines indicate where the step-strain rate is stopped.
The transient stretching data in Figure. 3.4 show both the individual single molecule stretching
trajectories and the ensemble average for each 푊 푖. Across all 푊 푖, the minimum accumulated
fluid strain was 휖 = 6, and ensemble averages are determined from a minimum of 30-50 individual
trajectories. For comparison, we also performed a series of experiments to study transient polymer
stretching in ultra-dilute solutions (10−5 푐∗) under similar flow strengths for a step strain-rate input
in planar extensional flow. Transient fractional extension for ultra-dilute solutions is shown in
Figure. 3.5, and the corresponding probability distributions of polymer extension in dilute solutions
are shown in Figure. 3.7. In this way, it is possible to directly compare transient dynamics in ultra-
dilute and semi-dilute solutions in planar extensional flow.
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Figure 3.5: Transient polymer stretch in a step strain rate experiment in planar extensional flow. Results are shown
for dynamics in ultra-dilute (10−5푐∗) polymer solutions as a function of increasing flow strength: (a) 푊 푖 = 0.6, (b)
푊 푖 = 1.2, (c)푊 푖 = 2.0. Thin traces show individual molecular stretching trajectories, and thick traces show ensemble
average stretch. The dotted lines indicate where the step-strain rate is stopped.
Strikingly, a broad variability in transient stretching dynamics is observed within the distri-
bution of trajectories for semi-dilute solutions Figure. 3.6. Here, we observe a broad distribu-
tion in the onset of stretching in transient extensional flow in semi-dilute polymer solutions. The
distribution broadens as the accumulated strain increases, indicating the presence of molecular
individualism in start-up of extensional flow. In comparing these results to dilute solution dynam-
ics, semi-dilute solutions clearly show a much broader distribution of transient polymer extension
Figure. 3.6 compared to ultra-dilute solutions under similar flow strengths and accumulated fluid
strains Figure. 3.7. A broad probability distribution of polymer extension is not well described by
a Gaussian function, which is the characteristic configurational distribution function for polymer
stretch in dilute solution extensional flows from kinetic theory [124]. We conjecture that the broad
distribution in polymer extension arises in semi-dilute solutions due to intermolecular interactions.
The broad fractional distribution arises due to a contribution of individual molecular stretch-
ing pathways that differ greatly in dynamics. Based on the single polymer stretching events, we
generally observe a set of distinct molecular conformations that are classified into four categories:
uniform stretch, coiled, end-coiled/fast, and end-coiled/slow Figure. 3.8. These polymer confor-
mations are defined using the following criteria. First, polymers in the ‘uniform stretch’ category
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Figure 3.6: Probability distribution of chain extension in semi-dilute (1 푐∗) solutions flows in planar extensional
flow. Distributions are shown for a total accumulated strain of 휖 = 1.0, 2.0, 3.0, and 4.0 across several different flow
strengths푊 푖 = 0.6, 1.0, 1.4, and 2.6.
stretch uniformly along the contour of the backbone, with no observed kinks, folds, or visibly coiled
ends. Second, ‘coiled’ polymers remain in the coiled state throughout the deformation process.
Third, polymers in the ‘end-coiled/fast’ category show clear non-uniformity in the distribution of
the backbone conformation, with one end apparently coiled during the event. Moreover, these con-
formations are observed to generally stretch faster than the average distribution. Finally, polymers
in the ‘end-coiled/slow’ category again show obvious non-uniformity with a clear coiled end, yet
these polymers stretch slowly (more slowly than the average). We further analyzed the ensemble av-
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Figure 3.7: Probability distribution of chain extension in ultra-dilute (10−5푐∗) solutions flows in planar extensional
flow. Distributions are shown for a total accumulated strain of 휖 = 1.0, 2.0, 3.0, and 4.0 across several different flow
strengths푊 푖 = 0.6, 1.2, and 2.0.
erage transient stretch as a function of polymer conformation and fractional occurrence of the four
confirmations Figure. 3.9. In this way, the influence of molecular conformation on chain stretching
dynamics in extensional flow is directly observed. First, we observe that polymers classified with
uniform conformation generally stretch with a similar rate (or slightly faster) than the entire en-
semble. Moreover, perhaps not surprisingly, polymers with coiled conformations generally do not
stretch during the step strain event Figure. 3.9 (a). At higher flow rates, the prevalence of coiled
conformations decreases, with the complete absence of coiled molecules at푊 푖 = 1.4.
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Figure 3.8: Representative single molecule images of transient polymer stretching during a step strain in extensional
flow. Transient fractional extension is shown for a few different representative conformations of polymer stretch in 1
푐∗ solutions. Molecular conformations include: (a) uniform stretch, (b) end-coiled/fast, (c) end-coiled/slow, and (d)
coiled.Interestingly, end-coiled molecules show strikingly different dynamic behavior within the dis-
tribution for polymers with seemingly similar conformations. A sub-fraction of the end-coiled
polymers stretch very slowly (end-coiled slow, Figure. 3.9 (a),(b)), whereas a different sub-fraction
of end-coiled molecules (end-coiled fast) stretch quite rapidly, generally stretching at least as fast
as the entire ensemble. We hypothesize that the formation of a coiled/fold structure at the terminus
of the linear polymer chain facilitates the rapid stretching of a subset of the polymers classified as
end-coiled, likely by formation of transient flow-induced entanglements with surrounding chains.
Moreover, upon increasing accumulated fluid strain, polymers with end-coiled conformations even-
tually stretch out, in contrast to the fully coiled conformation Figure. 3.8 and Figure. 3.9. We
conjecture that the broad distribution in transient dynamics in semi-dilute solutions arises due to
intermolecular interactions.
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Figure 3.9: Molecular individualism in polymer stretching in semi-dilute solutions. Transient fractional extension
of polymers in 1 푐∗ solutions is shown as a function of molecular conformation. (a), (b) Transient stretching dynamics
in 1 푐∗ solutions at푊 푖 = 1.0 and푊 푖 = 1.4, with results plotted as a function of polymer conformation in terms of the
ensemble average stretch. The dotted lines indicate where the step-strain rate is stopped. (c), (d) Distribution of the
different molecular conformation stretching pathways at푊 푖 = 1.0 and 1.4. Error bars are determined as an uncertainty
in assigning molecular conformation in a small number of trajectories.
We also compared transient stretching dynamics in the start-up of planar extensional flow be-
tween dilute and semi-dilute DNA solutions Figure. 3.10 (a). It is generally observed that the
average transient fractional extension in semi-dilute solutions is much smaller than that in dilute
polymer solutions at low푊 푖 (푊 푖 < 1), where푊 푖 is defined using the longest polymer relaxation
time in either dilute or semi-dilute solution. We found that the difference between transient stretch
in dilute and semi-dilute solutions decreases as 푊 푖 increases above 1.0, and approaches dilute
transient dynamics at high푊 푖 = 2.6 Figure. 3.10 (a). We also determined steady-state fractional
extension for the subset of polymers that reach a steady-state extension during the experiment. In
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Figure 3.10: Transient and steady-state polymer stretch in dilute and semi-dilute solutions. (a) Comparison of
transient fractional extension in planar extensional flow for ultra-dilute 10−5푐∗ and semi-dilute 1 푐∗ solutions at original
푊 푖 and upon rescaling of푊 푖, which shows collapse of dilute and semi-dilute stretching data (b) Steady-state fractional
extension for polymers in semi-dilute (0.2 and 1.0 푐∗) and ultra-dilute solutions (10−5푐∗) [22]. (c) Coil-stretch transition
upon rescaling of푊 푖, which shows collapse of dilute and semi-dilute stretching data.
this way, the coil-stretch transition was analyzed for a polymer concentration of 0.2 푐∗ and 1.0 푐∗,
and these data were compared to dilute solution steady-state extension data from this work and
from prior literature Figure. 3.10 (b) [22]. In semi-dilute solutions, a strong inhibition of chain
stretching as reflected in the steady-state fractional extension is observed, with a clear difference in
the coil-stretch transition between dilute and semi-dilute polymer solutions. The milder coil-stretch
transition in semi-dilute solutions suggests that the critical푊 푖푐 at the coil-stretch transition may be
concentration dependent. To test this hypothesis, we calculated a critical푊 푖푐 in a logarithmic scale
between the coil and stretch limits, where푊 푖푐 occurs when the square fractional extension reaches
the half maximum point in fractional polymer stretch, such that 푙푛(푥̄2) = (푙푛⟨푥̄⟩20 + 푙푛⟨푥̄⟩2푚푎푥)∕2,
where ⟨푥̄⟩0 = ⟨푥⟩0∕퐿 is the average near equilibrium fractional polymer extension at 푊 푖 ≈ 0
and ⟨푥̄⟩푚푎푥 = ⟨푥⟩푚푎푥∕퐿 is the average maximum fractional extension observed in our experiments
far above the coil-stretch transition 푊 푖 ≫ 1. This approach is inspired by recent work in ap-
plying Brownian dynamics simulations to study dynamic transitions in flow [125]. Using this
method, we found that 푊 푖푐 = 0.45 for ultra-dilute polymer solutions, whereas 푊 푖푐 = 0.72 for
semi-dilute solutions at both 0.2 푐∗ and 1.0 푐∗. We rescaled the semi-dilute 푊 푖 with the ratio
푊 푖푐,푑푖푙푢푡푒∕푊 푖푐,푠푒푚푖−푑푖푙푢푡푒, and both the transient and steady-state stretch data are found to appear to
collapse between dilute and semi-dilute polymer solutions Figure. 3.10 (a) and Figure. 3.10 (c),
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respectively.
3.6 Conclusions
In this work, we use single molecule fluorescence microscopy to investigate the dynamics of
dilute and semi-dilute DNA solutions, including relaxation from high stretch and transient and
steady-state extension in extensional flow. Our results show that data on polymer relaxation in
semi-dilute solutions in consistent with the scaling relations for semi-flexible polymers in the good
solvent regime. Furthermore, a broad distribution of transient fractional extension in the start-up
of extensional flow is observed. By comparing dilute and semi-dilute polymer transient stretching
dynamics, we observe a decrease in fractional extension for the semi-dilute case compared to dilute
solutions, and this difference decreases as푊 푖 increases above 1.0. We further observe fairly large
differences in steady-state fractional extension between dilute and semi-dilute polymer solutions,
which occurs when the푊 푖 is defined using the longest polymer relaxation in the respective dilute
or semi-dilute solution. In this way, a milder coil-stretch transition for semi-dilute solutions com-
pared to ultra-dilute solutions is observed. Indeed, the milder coil-stretch transition for semi-dilute
solutions is consistent with prior flow birefringence experiments on synthetic polymers. Moreover,
our experiments show a strong coupling between flow field, polymer conformation, and polymer
chain-chain interactions that as a whole effect the dynamics of semi-dilute polymers in strong flows.
Our experimental results on transient stretching dynamics show that the difference in polymer
stretch between dilute and semi-dilute solutions generally decreases as the 푊 푖 increases. These
results could suggest that individual polymer chains experience a more ‘dilute-like’ environment
at higher푊 푖. Moreover, steady-state extension data at 0.2 푐∗ and 1.0 푐∗ both show a milder coil-
stretch transition compared to ultra-dilute solutions. Interestingly, the rescaled 푊 푖 based on the
ratio of critical 푊 푖푐 between dilute and semi-dilute solutions leads to a collapse of both the tran-
sient and steady-state extension data. These results suggest that the critical푊 푖푐 at the coil-stretch
transition is a function of polymer concentration, with different dynamic behavior observed in semi-
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dilute solutions.
In prior work, a decrease in steady-state fractional extension has been conjectured to arise from
some combination of polymer chain degradation, formation of transient knots or kinks along the
polymer backbone, and self-entanglements. By using single molecule experiments, we are able to
directly visualize individual molecules in semi-dilute polymer solutions under strong extensional
flow. No evidence of polymer chain degradation or persistent kink structures was observed. There-
fore, we believe that the decrease in fractional extension is strongly related to intermolecular inter-
actions that alter the local concentration and give rise to transient flow-induced entanglements.
Our results further provide a new set of polymer conformations in semi-dilute solutions in ex-
tensional flow. In prior work, Smith et al. [25] studied transient polymer stretching in the onset
of extensional flow, which generally revealed polymer conformations including folds, kinks, and
dumbbells. Indeed, the stretching dynamics of individual polymers in the ultra-dilute limit is highly
dependent on initial molecular conformations, with the non-uniform shapes such as ‘folds’ and
‘kink’ leading to a slower stretch rate. In semi-dilute solutions, however, we find that the stretch-
ing rate of individual polymers depends on both the initial configurations and the surrounding
background. In particular, we observe non-uniform conformations such as end-coils that lead to
significant changes in polymer stretching rate: polymers with end-coil conformations either stretch
much faster or much slower compared to the ensemble average. In summary, these results show
clear differences between dilute and semi-dilute solutions.
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CHAPTER 4
BROWNIAN DYNAMICS SIMULATIONS OF SEMI-DILUTE
POLYMERS IN EXTENSIONAL FLOW
4.1 Introduction
Compared to the wealth of experimental information on single molecule dynamics in the di-
lute and concentrated regimes, there is comparatively little information on the behavior of macro-
molecules in the semidilute regime, both under equilibrium and non-equilibrium conditions. The
classic early work of Chu and co-workers [37,45] was the first attempt to relate macroscopic rheo-
logical behavior to microscopic dynamics in shear flows. Steinberg and co-workers have measured
the longest relaxation times for semidilute solutions of T4 DNA by carrying out stretch relax-
ation experiments [47]. More recently, Bausch and co-workers have correlated the dynamics of
semiflexible polymers in semidilute solutions to the measured dependence of viscosity on shear
rate [36,39]. To our knowledge, there appear to be no measurements of single molecule dynamics
in extensional flows of unentangled semidilute solutions, prior to the our recent work from Chapter
3 [74]. It is also worth noting that experiments on single molecule behavior in extensional flows
of dilute solutions have either separately examined the unravelling of chains from the coiled to the
stretched state [11,22,25], or the relaxation from the stretched to the coiled state [5,11]. The exper-
iments in Chapter 3 therefore serve as a unique set of experimental results in that they document
the response of single chains to step-strain deformation followed by cessation of flow, both in the
dilute and semidilute regime, and provide an opportunity to validate simulation predictions of chain
stretch and relaxation in a single experiment.
In the case of dilute polymer solutions undergoing extensional flow, several studies have shown
that it is necessary to incorporate the finite extensibility of chains, and the presence of hydrody-
namic and excluded volume interactions into molecular theories in order to obtain an accurate
prediction of experimental measurements [2, 3, 30, 42–44, 77]. In addition to having to choose the
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level of coarse-graining through a choice of the number of beads in a bead-spring chain, 푁푏, the
incorporation of these phenomena entails the choice of parameters associated with each of them
when carrying out simulations. Thus a choice needs to be made for the values of the nondimen-
sional finite extensibility parameter, 푏, the nondimensional bead radius, ℎ∗, which is a measure of
the strength of hydrodynamic interactions, and the nondimensional excluded volume parameter,
푧∗, which is a measure of the difference between the solution temperature and the theta temper-
ature. Prakash and co-workers [41, 77, 126] have shown that by using the method of successive
fine-graining, predictions can be obtained that are independent of the choice of parameters in the
model. The successive fine-graining technique is a specific protocol by which simulation data ac-
quired for bead-spring chains with increasing values of푁푏, is extrapolated to the number of Kuhn
steps 푁푘 in the polymer chain being simulated. It essentially exploits the universal behavior ob-
served in solutions of long chain polymers, to obtain parameter free simulation predictions. In
dilute solutions, the use of successive fine-graining has been shown to lead to quantitatively accu-
rate predictions of the conformational evolution of 휆-phage DNA in cross-slot cells [41] and the
extensional viscosity of both DNA [127] and polystyrene solutions [77,114] in uniaxial extensional
flows. The aim of the present work in this chapter is to use the successive fine-graining technique
to predict the conformational evolution of DNA molecules in unentangled semidilute solutions
when subjected to step-strain deformation followed by cessation of flow, and to verify if accurate
predictions of the experimental measurements of can be obtained [74]. Direct comparison of our
experimental data with BD simulation data include probability distribution of semi-dilute polymer
solutions undergoing transient step-strain rate input Figure. 4.2, direct comparison between stretch
relaxation experimental data and BD simulation results Figure. 4.7, and finally BD simulation are
also able to confirm our experimental observation that polymer transient stretching dynamics are
inhibited in Figure. 4.8.
Several different mesoscopic simulation techniques have been developed over the past decade
for describing the dynamics of unentangled semidilute polymer solutions which take into account
the presence of intra and intermolecular long-range hydrodynamic interactions [70, 75, 113, 114,
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128,129]. By implementing theKraynik-Reinelt periodic boundary conditions formixed flows [130,
131], Prakash and co-workers [76] have recently developed an optimized multi-particle Brownian
dynamics algorithm that can simulate arbitrary planar mixed shear and extensional flows of poly-
mer solutions at finite concentrations. This algorithm is used in the present work to implement the
successive fine-graining technique in the context of planar extensional flows.
4.2 Bead-spring chain model of linear DNA
A coarse-grained bead-spring chain model is used to represent DNAmolecules, with each chain
consisting of a sequence of푁푏 beads (which act as centers of hydrodynamic resistance) connected
by 푁푏 − 1 massless wormlike chain (WLC) springs that represent the entropic force between two
adjacent beads. A semidilute solution of DNA molecules is obtained by immersing an ensemble
of 푁푐 such bead-spring chains in an incompressible Newtonian solvent. The bulk monomer con-
centration of the solution is defined by 푐 = 푁∕푉 , where 푁 = 푁푏 ×푁푐 is total number of beads
per cubic simulation cell of edge length 퐿sim, and 푉 = 퐿3sim, is the volume of each periodic cell.
As detailed in the supplementary material, the inter and intramolecular hydrodynamic interactions
between the beads are modeled using the Rotne-Prager-Yamakawa (RPY) tensor, while bead over-
lap is prevented by using a pairwise repulsive narrow Gaussian excluded volume potential. For the
purpose of non-dimensionalising length and time units, a length scale 푙퐻 =
√
푘퐵푇 ∕퐻 and a time
scale 휆퐻 = 휁∕4퐻 are used respectively, where 푇 is the temperature, 퐻 is the spring constant, 푘퐵
is the Boltzmann constant, and 휁 is the hydrodynamic friction coefficient associated with a bead.
Within this framework, the time evolution of the position, 퐫∗휈 (푡∗) of a typical bead 휈, is governed by
a stochastic differential equation, which can be numerically integrated with the help of Brownian
dynamics simulations.
DNA solutions used in rheological measurements are typically buffered aqueous solutions with
an excess concentration of sodium salt, which has been established to bewell above the threshold for
observing charge-screening effects (see Appendix B of [106]). Consequently, DNA molecules are
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expected to behave identically to neutral molecules in good solvents that lie in the crossover regime
between 휃 solutions and athermal solvents, with the solvent quality described by the variable [106,
120],
푧 = 푘
(
1 −
푇휃
푇
)√
푀 (4.1)
where푀 is the molecular weight, 푇휃 is the theta temperature, and 푘 is a polymer-solvent chemistry
dependent constant. Recently, Pan et al.have estimated that 푇휃 ≈ 15◦퐶 for the DNA solutions that
are typically used in rheological experiments, and have also determined the value of the constant
푘 [106, 120]. In particular, they have tabulated the value of 푧 as a function of temperature and
molecular weight for a wide variety of DNA fragments. Based on their calculations, a solution of
휆-phage DNA is estimated to have a solvent quality 푧 ≈ 0.7 at 22◦퐶 (the temperature at which the
experiments reported in Hsiao et al. [74] have been carried out). Interestingly, Sunthar et al. [41,
127] found that using 푧 = 1 (rather than 푧 = 0 or 푧 = 3) in their dilute solution simulations gave
the best agreement between predictions and the experimental measurements of [22]. Both 푧 = 0.7
and 푧 = 1 imply that excluded volume interactions in these solutions are relatively weak. Indeed,
since within the context of blob theory the solvent quality 푧 can be interpreted as the ratio of the
chain size under 휃 conditions to the size of a thermal blob [48], these values imply that the entire
chain lies within a single thermal blob. Essentially, the chain breaks up into a sequence of thermal
blobs that exclude each other only for values of 푧 > 1. Anticipating, therefore, that the difference
between results for these two values of 푧 will not be significant, we have used a value of 푧 = 1
in all our simulations. However, in order to ensure that this is in fact the case, we have validated
this assumption by carrying out simulations with 푧 = 0.7, at one value of the Weissenberg number
(푊푖 = 2.6). The results of the study, which are presented in the supplementary material, show that
indeed this assumption is justified.
The solvent quality can be conveniently controlled in simulations with the help of the narrow
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Gaussian potential [132, 133]
퐸(퐫∗휈휇) =
(
푧∗
푑∗3
)
exp
{
−1
2
퐫∗휈휇
2
푑∗2
}
(4.2)
which determines the force due to excluded volume interactions between any two beads 휇 and 휈.
Here, 푧∗ is the strength of the excluded volume interactions, and 푑∗ is the range of the interaction.
A mapping between experiments and simulations is achieved by setting 푧 = 푧∗√푁푏, with 푧∗ being
a measure of the departure from the 휃-temperature, and 푁푏 being proportional to the molecular
weight [133, 134]. As a result, for any choice of 푁푏, 푧∗ is chosen to be equal to 푧∕
√
푁푏 such
that the simulations correspond to the given experimental value of 푧. For reasons elaborated in
Refs. [133, 135] in the context of dilute polymer solutions, the parameter 푑∗ is irrelevant for suf-
ficiently long chains, and is typically calculated by the expression 푑∗ = 퐾푧∗1∕5, with 퐾 being an
arbitrary constant. It is worth noting that in order to establish that simulation predictions obtained
with the successive fine-graining protocol are truly parameter free, it is necessary to demonstrate
independence from the choice of the constant 퐾 in addition to the other model parameters dis-
cussed earlier. In the present instance, the influence of 퐾 on simulation predictions is examined in
the supplementary material, and shown to be irrelevant as expected.
Amajority of the experimentalmeasurements by [74] in the semidilute regime have been carried
out at the scaled concentration 푐∕푐∗ = 1, where 푐∗ is the overlap concentration, which is defined
here by the expression, 푐∗ = 푁푏∕
[
(4휋∕3)(푅0푔)
3
]
, with 푅0푔 being the radius of gyration for an
isolated chain at equilibrium. The value of 푐∕푐∗ is calculated for each simulation reported here
by computing 푅0푔 a priori from single-chain BD simulations at equilibrium, for the relevant set of
parameter values.
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The velocity gradient tensor for planar extensional flows is given by [136]
(훁풗∗)PEF =
⎛⎜⎜⎜⎜⎜⎝
휖̇∗ 0 0
0 −휖̇∗ 0
0 0 0
⎞⎟⎟⎟⎟⎟⎠
(4.3)
where 휖̇∗ is the elongation rate. Planar extensional flows are generally difficult to study by com-
puter simulations, since fluid elements are exponentially stretched in one direction and contracted
in the perpendicular direction. This leads to a very short window of time to observe the dynamics of
single molecules since the dimensions of the simulation box rapidly become of order of intermolec-
ular distance. This difficulty can be resolved by the implementation of Kraynik-Reinelt periodic
boundary conditions [130,137,138]. As mentioned earlier, Jain et al. [76] have implemented these
boundary conditions for BD simulations in the context of arbitrary planar mixed flows, and this
algorithm has been adopted here.
Simulation predictions are compared with the experimentally measured stretch of molecules,
when a semidilute solution is subjected to a step-strain deformation in a planar extensional flow.
The stretch of a fluorescently dyed DNA molecule, measured in a cross-slot cell, is the projected
extent of the molecule in the flow direction. For a bead-spring chain model, this is calculated from,
푋∗max ≡ max휇, 휈|푟∗휇푥 − 푟∗휈푥| (4.4)
where 푟∗휇푥 is the 푥-component of the vector 퐫∗휇 of bead 휇, with 푥 being the direction of flow. The
mean stretch can be obtained from the bead positions in an ensemble of chain configurations from
the ensemble average,
푋̄∗ =
⟨
푋∗max
⟩ (4.5)
The equilibrium mean stretch is denoted by 푋̄∗eq. Experimental measurements of stretch are typi-
cally reported in terms of the nondimensional ratio 푋̄∕퐿, where 퐿 is the contour length of stained
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휆-phage DNA molecules, typically assumed to be equal to 22 휇m. However, we often find it con-
venient to additionally use the expansion ratio,
퐸 = 푋̄
∗
푋̄∗eq
(4.6)
in simulations.
The longest relaxation time 휆1 is measured experimentally by fitting the terminal 30% of the
stretch of amolecule, as it relaxes from a highly extended state, with a single exponential decay [74].
In simulations, the longest dimensionless relaxation time 휆∗1 = 휆1∕휆퐻 , for any bead-spring chain
with푁푏 beads, is obtained by initially stretching each chain to nearly 90% of its fully extended state,
and letting it relax to equilibrium. Details of this procedure are presented in the supplementary
material.
4.3 Successive fine-graining
The successive fine-graining technique exploits the universal behavior of polymer solutions to
obtain property predictions that are independent of the choice of model parameters. At equilib-
rium, this technique has been widely used to obtain universal predictions from analytical theories
and molecular simulations [48, 120, 133, 134, 139–142]. Essentially, data is accumulated for finite
chains, and subsequently extrapolated to the long chain limit, 푁푏 → ∞, where the self-similar
character of polymer chains is captured. Extrapolation to the long chain limit has also been used
to obtain universal predictions in shear flow, where the finiteness of chain length is not relevant for
sufficiently long chains at typically measured shear rates [143–148]. In extensional flows, however,
where at high extension rates chains are nearly fully stretched, the finiteness of chain length plays
a crucial role in determining the solution’s properties. Even under these circumstances, provided
the flow has not ‘penetrated’ below the Pincus blob length scale, universal behavior is still ob-
served [41,149]. Prakash and co-workers have modified the successive fine-graining technique for
infinitely long chains, by making it applicable under conditions where it is important to account for
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the finite length of a chain [41,77,126,150]. While at its core, the modification consists of changing
the extrapolation limit from푁푏 →∞ to (푁푏 − 1) → 푁푘, where푁푘 is the number of Kuhn steps in
the underlying chain, the details of the method are more subtle and complex. Sunthar and Prakash
have discussed the procedure in great detail in Ref. [41].
For a polymer solution subjected to extensional flow, if comparison of simulation predictions
is being made with experimental data at particular values of푊푖 and 휖, the successive fine-graining
procedure ensures that at each level of coarse-graining, simulations are carried out at the same
values of 푊푖 and 휖. This is achieved by the following series of steps. (i) For any choice of 푁푏,
chains are stretched to nearly 90% of their fully stretched state and allowed to relax. The longest
relaxation time 휆∗1 (at that value of 푁푏) is then found by fitting a single exponential decay to the
terminal 30% of the mean stretch, as described in the supplementary material. (ii) The extension
rate ̇휖∗ used for simulation of chains with푁푏 beads is then found from the expression, ̇휖∗ = 푊푖∕휆∗1,
where푊푖 is the experimental Weissenberg number. (iii) Once ̇휖∗ is known for any푁푏, simulations
are carried out until a nondimensional time 푡∗, such that ̇휖∗ 푡∗ = 휖. By maintaining 푊푖 and 휖
identical to experimental values at each level of fine-graining in this manner, we ensure that the
extrapolated results in the limit (푁푏 − 1) → 푁푘 are also at the specified experimental values.
To date, the successive fine-graining procedure for finite chains has only been used in the context
of dilute polymer solutions [41,77,126,151]. Recently Jain et al. [48] have extrapolated finite chain
data to the long chain limit in the semidilute regime, to obtain universal predictions of the ratio
of semidilute to dilute single chain diffusion coefficients at various values of concentration. In the
present paper, we use the successive fine-graining procedure for finite chains to compare simulation
predictions for extensional flows of semidilute solutions with the experimental measurements of
Hsiao et al. [74].
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Figure 4.1: Evidence of molecular individualism during stretching. The black curves are individual trajectories
of 67 chains, while the red curve is the ensemble average over the chains (푋̄∕퐿). The inset compares the standard
deviation in the experimental and simulation stretch data as a function of strain. Parameter values for the simulation
are: 푁푏 = 45, 푐∕푐∗ = 1, 푧 = 1, ℎ̃∗ = 0.19, 푁푘 = 200 and푊푖 = 2.6.
4.4 Results and discussion
A striking early observation of single molecule experiments in dilute solutions [25] was the
enormous variability in the transient stretching dynamics of the different molecules, a phenomena
characterised by de Gennes as ‘molecular individualism’ [40]. [74] have observed a similarly wide
distribution of configurations in their observation of individual molecular trajectories at 푐∕푐∗ = 1,
albeit with qualitatively different molecular conformations in semidilute solutions compared to
dilute solutions. Individual trajectories obtained by simulating 67 chains in themain simulation box
(with푁푏 = 45 and parameter values reported in the figure caption) are displayed by the black curves
in Figure. 4.1. The red curve is the ensemble average over the chains. Clearly, wide variability in
the manner in which chains unravel from the coiled to the stretched state is also observed in our
simulations of extensional flow. The inset to Figure. 4.1, which compares the standard deviation
in the experimental and simulation stretch data as a function of strain, reveals that the spread of
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Figure 4.2: Probability distribution of chain extension in a semidilute solution at 푐∕푐∗ = 1. Distributions are
shown for a range of accumulated strains 휖 at a Weissenberg number푊푖 = 2.6. Red histograms are the experimental
results of [74], while the blue histogram are the results of Brownian dynamics simulations with parameter values:
푁푏 = 45, 푧 = 1, ℎ̃∗ = 0.19, and푁푘 = 200.
stretch values is of similar magnitude in both cases.
A qualitative comparison of the probability distribution of chain extension observed in a simu-
lation with 푁푏 = 45, and the experiments of [74], is shown in Figure. 4.2. Essentially 50 simula-
tions, each with 67 chains in the main simulation box, were carried out and the fractional extension
(푋∗max∕퐿
∗) for each of the chains was calculated at various values of 휖, and the results were binned
as indicated in the figure. Here, 퐿∗ = (푁푏 − 1)
√
푏. The number of chains in each of the bins,
0 ≤ (푋∗max∕퐿∗) < 0.1, 0.1 ≤ (푋∗max∕퐿∗) < 0.2, etc., was divided by 3350 (the total number of
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Figure 4.3: Cumulative probability distribution of chain extension in a semidilute solution at 푐∕푐∗ = 1. Distributions
are shown for a range of accumulated strains 휖 at a Weissenberg number푊푖 = 2.6. Red curves are the experimental
results of [74], while the blue curves are the results of Brownian dynamics simulations with parameter values: 푁푏 =
45, 푧 = 1, ℎ̃∗ = 0.19, and푁푘 = 200.
chains in the sample), to obtain the probability distribution. Figure. 4.3 represents the fractional
extension of the ensemble of chains as a cumulative distribution, and gives an alternative perspec-
tive of the same data. Note that the method of successive fine-graining has not been applied and
the simulation results are at a single value of 푁푏. Nevertheless, a good qualitative agreement can
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Figure 4.4: Transient polymer stretch in a step strain experiment in planar extensional flow at 푐∕푐∗ = 1 and푊푖 = 2.6.
The black line and symbols are experimental measurements of the ensemble average stretch ratio by [74] and the various
coloured lines and symbols are BD simulations at the various values of푁푏 indicated in the legend. Common parametervalues in all the simulations are: 푧 = 1, ℎ̃∗ = 0.25, and 푁푘 = 200. Values of 푏, 휒(푏), ℎ∗, 푧∗, 휆∗1 and 휖̇∗ used for eachof the simulated values of푁푏, are calculated as per the procedure described in section 4.3.
be observed, with simulations reflecting the experimental observation of a broadening of the dis-
tributions as the accumulated strain increases, with the persistence of chains that remain partially
unravelled even at high strains. There is greater variability between the results of simulations and
experiments at high fractional extensions and high strain. As will be clear in the subsequent discus-
sion of the results of successive fine graining, it is essential to capture the many degrees of freedom
in the real system in order to get close agreement between experimental and simulation results.
As mentioned earlier, the unique character of the single molecule experiments of [74] is the
implementation of a step input on the strain rate 휖̇, followed by the cessation of flow once the
fluid has accumulated a Hencky strain of 휖. This enables the observation of the non-equilibrium
stretching and relaxation dynamics in a single experiment. Figure. 4.4 compares the experimental
measurements of the ensemble average stretch ratio 퐸 by [74] at 푐∕푐∗ = 1, and푊푖 = 2.6, with BD
simulations carried out at various values of푁푏. The flow is maintained until 휖 = 13, before being
switched off, and the subsequent relaxation is observed for a period of time measured in terms
of the nondimensional units, 푡∕휆1. The use of the stretch ratio and non-dimensional time as the
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Table 4.1: Typical values of simulation parameters that arise at each level of coarse-graining when carrying out
the successive fine-graining procedure for semidilute simulations, corresponding to the following set of experimental
values: {푐∕푐∗ = 1, 푧 = 1, 푁푘 = 200 and 푊푖 = 2.6}. The hydrodynamic interaction parameter was maintainedconstant at ℎ̃∗ = 0.19.
푁푏 푏 휒(푏) 푧∗ ℎ∗ 푋̄∗eq 휆
∗
1 휖̇
∗
6 124.04 0.9413 0.3404 0.1788 2.127 ± 0.002 11.021 0.1270
8 82.652 0.9258 0.2805 0.1759 2.904 ± 0.003 17.826 0.0785
10 60.911 0.9114 0.2393 0.1731 3.455 ± 0.002 25.883 0.0541
12 47.609 0.8976 0.2087 0.1705 4.047 ± 0.023 35.104 0.0398
axes enables a direct comparison of simulation and experiments. Clearly, the qualitative behaviour
observed in experiments is captured in the simulations. The chains unravel from the coiled state
and reach a steady-state value of stretch after about 8 Hencky strain units. While the curves for the
different values of 푁푏 are quite different from each other in the stretch phase, they become more
tightly bunched together as the chains relax towards their equilibrium coiled state. This is because
all chains, regardless of their length, relax to a common value of 퐸 = 1 at long times. In spite
of the simulation predictions becoming closer to experimental measurements for increasing values
of 푁푏, the significant quantitative difference between simulations and experiment at all values of
푁푏 reported in Figure. 4.4, points to the importance of capturing all the degrees of freedom of the
polymer chain being simulated. This is precisely the purpose of successive fine-graining, which
we carry out below.
As described in section 4.3, the successive fine-graining technique maintains the key experi-
mental variables constant at each level of fine-graining. For the experimental results displayed in
Figure. 4.4, these are: {푐∕푐∗ = 1, 푧 = 1, 푁푘 = 200, 푊푖 = 2.6}. Note that the choice 푁푘 = 200
represents our knowledge of the contour length 퐿, and the persistence length 휆p of 휆-phage DNA.
For each choice of푁푏, the parameters, 푏, 휒(푏), ℎ∗, 푧∗, 휆∗1 and 휖̇∗ that correspond to this set of exper-
imental values can be calculated as described in section 4.3. A representative set of values of these
parameters for various values of 푁푏, obtained for the case ℎ̃∗ = 0.19, is displayed in Table 4.1,
along with the values of 푋̄∗eq used for the calculation of 퐸.
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Figure 4.5: Illustration of the extrapolation procedure during the stretching phase [(a) 휖 = 1, (b) 휖 = 4, (c)
휖 = 7 and (d) 휖 = 13], for two values of ℎ̃∗, namely 0.19 (circles) and 0.25 (squares). Filled symbols are results of
simulations, while empty symbols represent extrapolated results. Parameters that are common to all simulations are:
푐∕푐∗ = 1, 푧 = 1, 푁푘 = 200 and푊푖 = 2.6. The value of 푋̄∗eq used for the calculation of 퐸 at the various values of푁푏are given in Table 4.1. Values of 푏, 휒(푏), ℎ∗, 푧∗, 휆∗1 and 휖̇∗ used for each of the simulated values of푁푏 = {6, 8, 10, 12},are calculated as per the procedure described in section III of the main paper. Lines through the data at these values of
푁푏 indicate extrapolation to the limit 1∕
√
200.
Simulation predictions of the stretch ratio 퐸 in a step strain followed by cessation of flow sim-
ulation, both in the stretch phase (at 휖 = 1.0, 휖 = 4.0, 휖 = 7.0, and 휖 = 13.0), and in the
relaxation phase (at 푡∕휆1 = 0.5, 푡∕휆1 = 1.0, 푡∕휆1 = 3.0, and 푡∕휆1 = 4.0), at two different values
of ℎ̃∗, for a set of coarse-grained chains with 푁푏 = {6, 8, 10, 12}, are shown in Figs. 4.5 and 4.6,
respectively. In each case, data accumulated for these values of 푁푏 is extrapolated to the limit
(1∕
√
푁k) = 1∕
√
200. Clearly, in all cases, the extrapolated value of the expansion factor 퐸 is
independent of the choice of value for ℎ̃∗, within simulation error bars. As mentioned earlier, for
the results to be truly parameter free, it is necessary to demonstrate independence of the extrap-
olated results from the choice of the constant 퐾 in the narrow Gaussian potential as well. In the
supplementary material, we show that data accumulated for various values of 푁푏, at푊푖 = 2.6 for
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Figure 4.6: Illustration of the extrapolation procedure during the relaxation phase [(a) 푡∕휆1 = 0.5, (b) 푡∕휆1 = 4.0,(c) 푡∕휆1 = 3.0 and (d) 푡∕휆1 = 4.0] for two values of ℎ̃∗namely 0.19 (circles) and 0.25 (squares). Filled symbolsare results of simulations, while empty symbols represent extrapolated results. Parameters that are common to all
simulations are: 푐∕푐∗ = 1, 푧 = 1, 푁푘 = 200 and 푊푖 = 2.6. The value of 푋̄∗eq used for the calculation of 퐸 at thevarious values of푁푏 are given in Table 4.1. Values of 푏, 휒(푏), ℎ∗, 푧∗, 휆∗1 and 휖̇∗ used for each of the simulated valuesof 푁푏 = {6, 8, 10, 12}, are calculated as per the procedure described in section III of the main paper. Lines through
the data at these values of푁푏 indicate extrapolation to the limit 1∕
√
200.
two different values of퐾 , extrapolate to a common value (within error bars) in the limit (1∕√푁k).
This implies that at푊푖 = 2.6, in the stretch and relaxation phases, local details of the chain (such as
the nondimensional bead radius and the range of the excluded volume potential) are masked from
the flow, even though the polymer chains are exposed to a flow field, and universal predictions
independent of choice of parameter values are obtained.
We can anticipate that at higher Weissenberg numbers, and large values of strain, as the flow
penetrates down to the shortest length scales of the chains, the different values chosen for ℎ̃∗ may
get “revealed", leading to predictions that are no longer parameter free. In the next section, we
develop a simple scaling argument to obtain an estimate of the Weissenberg number at which this
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Figure 4.7: Comparison of the expansion factor 퐸 = 푋̄∕푋̄eq predicted by successive fine-graining with the exper-imental observations of Hsiao et al. [74]. The top panel corresponds to a dilute solution at푊푖 = 2.1. The remaining
panels correspond to semidilute solutions at 푐∕푐∗ = 1, and푊푖 = {0.6, 1.4, 2.6}, respectively. Simulations were carried
out at fixed values of 푧 = 1 and 푁푘 = 200. Hsiao et al. [74] have measured the values of 푋̄eq and 휆1 at the start ofeach of their sets of experiments at the different values of Weissenberg number. They are used to plot the experimental
data in the figure, and are reported here for convenience: [푊푖, 푋̄eq(휇m), 휆1 (s)]: [2.1 (dilute), 2.42 ± 1.1, 7.0]; [0.6(semidilute), 1.672 ± 0.88, 4.8]; [1.4 (semidilute), 1.98 ± 0.66, 4.8]; [2.6 (semidilute), 2.112 ± 0.814, 5.2].
might happen. For all the values of푊푖, 휖 and 푡∕휆1 considered in the experiments of [74], however,
we obtain parameter free predictions from the successive fine-graining procedure.
Hsiao et al [74] have carried out step strain followed by cessation of flow experiments, for an
ultra-dilute solution (푐∕푐∗ = 10−5) and for a semidilute solution (푐∕푐∗ = 1), for a range of different
Weissenberg numbers. Predictions of the transient stretch ratio, obtained by carrying out the suc-
cessive fine-graining procedure for a dilute solution with 푐∕푐∗ = 6.25 × 10−12 at푊푖 = 2.1, and for
a semidilute solution with 푐∕푐∗ = 1 at푊푖 = {0.6, 1.4, 2.6}, at each of the measured values of 휖 in
the stretch phase, and 푡∕휆1 in the relaxation phase, are shown in Figure. 4.7, and compared with
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Figure 4.8: Transient polymer stretch in dilute and semidilute solutions at various values of theWeissenberg number.
(a) Comparison of transient fractional extension (푋̄∕퐿) in planar extensional flow for dilute and semidilute solutions
(at 푐∕푐∗ = 1) predicted by successive fine-graining. (b) Comparison of (푋̄∕퐿) for semidilute solutions predicted
by successive fine-graining with experimental observations of [74]. (c) Comparison of (푋̄∕퐿) for dilute solutions
predicted by successive fine-graining with experimental observations of [74] and [22]. Note that 퐿 = 22휇m has been
used to normalise the experimental values of stretch.
the measurements of [74]. Clearly, the agreement between simulations and experiments is remark-
able, and shows the usefulness of the successive fine-graining procedure in obtaining parameter
free predictions that are in quantitative agreement with measurements. Further, they suggest that
coarse-grained Brownian dynamics simulations appear to be capable of capturing the important
physics that determine the dynamics of semidilute solutions.
An important experimental observation by [74] is that the average transient fractional extension
in start-up of planar extensional flow in a semidilute solution is much smaller than in a dilute
solution, suggesting that interactions with surrounding chains restrains the stretching of chains.
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The formation of transient structures due to intermolecular interactions has been proposed in earlier
experiments on semidilute solutions in shear flow [36, 37, 39, 45]. Figure. 4.8 (a) compares the
prediction by successive fine-graining of (푋̄∕퐿) versus 휖, for a dilute solution (at 푐∕푐∗ = 6.25 ×
10−12) and a semidilute solution (at 푐∕푐∗ = 1), for three different values of theWeissenberg number.
Clearly, (푋̄∕퐿) is smaller for semidilute solutions than for dilute solutions at all values of푊푖 and 휖,
suggesting that BD simulations also exhibit the strong inhibition of chain stretching in semidilute
solutions observed in experiments. The precise nature of the intermolecular interactions that lead to
this phenomenon will be investigated further in the future. Figure. 4.8(b) compares the successive
fine-graining predictions of the average transient fractional extension in semidilute solutions, with
the experimental observations of [74]. This comparison is identical to the one carried out for
semidilute solutions in Figure. 4.7. However, it is restricted to the stretching dynamics, and is
in terms of the ratio (푋̄∕퐿) rather than 퐸. Figure. 4.8(c) compares the successive fine-graining
predictions of (푋̄∕퐿) for dilute solutionswith experimental observations. At푊푖 = 0.6, comparison
is made with the measurements of [22]. The comparison with the dilute solution measurements
of [74] for 푊푖 = 2.1 is identical to the comparison of stretching dynamics in Figure. 4.7, but is
reported in terms of (푋̄∕퐿) rather than 퐸. We have not carried out simulations at 푊푖 = 1.2, for
which [74] have reported experimental measurements. However, as seen in the figure, successive
fine-graining predictions at 푊푖 = 1.4 are very close to the experimental values at 푊푖 = 1.2.
Figs. 4.8(b) and 4.8(c) once again reflect the quantitative accuracy with which successive fine-
graining can predict transient chain stretch in extensional flows.
4.5 Conclusions
The dynamics of DNA molecules in semidilute solutions undergoing planar extensional flow
has been simulated using a coarse-grained bead-spring chain model which incorporates hydrody-
namic and excluded volume interactions. When applied to semidilute solutions, the successive fine-
graining methodology is shown to lead to parameter-free predictions for a range of Weissenberg
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numbers and Hencky strain units, as was observed previously for dilute solutions [41, 77, 151]. A
systematic comparison of simulation predictions with the experimental observations of [74], of
the response of individual chains to step-strain deformation followed by cessation of flow, shows
that the successive fine graining technique gives quantitatively accurate predictions in the experi-
mentally explored range of Weissenberg numbers. In agreement with experimental observations,
simulations indicate that the transient chain stretch following a step strain deformation is much
smaller in semidilute solutions than in dilute solutions.
The current work has been focussed on comparing simulation predictions with the experimental
observations of [74], which have all been carried out at 푐∕푐∗ = 1. Clearly, a thorough examination
of the influence of concentration on the stretching and relaxation dynamics, particularly with a view
to understanding the nature of the interchain interactions that lead to restriction in chain stretch-
ing, is required in the future. The relative magnitudes of Pincus and correlation blobs depend on
the key variables that determine semidilute solution dynamics: {푅eq, 퐿, 푐∕푐∗,푊푖}. The interplay
between these two length scales in turn influences the manner in which hydrodynamic interactions
are screened, which is at the heart of the rich physics observed in semidilute polymer solutions.
By making it possible to study long chain behavior by simulating shorter chains, the method of
successive fine graining provides a means of studying local chain structure as a function of these
variables (via, for instance, the dynamic structure factor). Future studies in this direction would
give insight into their influence on the screening of hydrodynamic interactions.
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CHAPTER 5
SINGLE MOLECULE STUDIES OF RING POLYMER
DYNAMICS IN DILUTE SOLUTIONS
5.1 Introduction
In this chapter, we observe the conformational and orientational dynamics of large circular DNA
molecules in a planar extensional flow using single molecule techniques. Extensional flow consists
of an axis of compression and an orthogonal axis of extension free of fluid rotation. For this reason,
extensional flow is considered a strong flow capable of stretching polymers to high extension and is
used in many processes such as flow-assisted DNA sequencing [152], plasmid purification [153],
DNA electrophoresis [154], and turbulent drag reduction [155]. It is known that long linear poly-
mers undergo a coil-to-stretch transition (CST) in steady state extensional flows, [1,22,40] generally
exhibiting molecular individualism during the transient stretching process [25,156]. Using 휆-phage
DNA, Chu and coworkers discovered that identical polymers pass through different transient con-
formations under identical flow conditions due to subtle differences in their initial shapes and a
delicate balance between convection and diffusion. Ring polymers on the other hand are rarely
studied using single molecule techniques but are intensely studied in polymer physics, primarily
due to their status as a model system for understanding the role of chain topology [34, 49, 85].
Ring polymers provide the opportunity to probe some of the most fundamental features of long
chain macromolecules and the absence of chain ends leads to compelling questions with regards
to entanglements such as : What does an entangled melt of rings look like, once they no longer
have the ability to entangle in ways that would lead to interlocking rings? How does this affect
the flow properties of ring-based materials? A large amount of literature has been devoted to these
questions [82, 83, 85, 87–89]. The essence of the question is to understand how a polymer that has
similar local random walk statistics of a linear polymer is altered by the constraint that the overall
polymer must return to its starting point [34, 49, 85].
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5.2 Single molecule rings relaxation
DNAmoleculeswere stretched in extensional flow to∼70%of themaximum extension (∼0.7퐿푐푖푟
= 0.7L/2), followed by direct observation of chain relaxation upon flow cessation. The longest
relaxation time 휏1 was evaluated using a single exponential fit to the relaxation of the average frac-
tional extension with time after cessation of flow such that (⟨푥(푡)⟩∕퐿푐푖푟)2 = A exp (-t / 휏1) + B,
where x(t) is the instantaneous maximum projected polymer extension and the fit is performed over
the linear force region where ⟨푥(푡)⟩∕퐿푐푖푟 < 0.3, and A and B are fitting constants Figure. 5.1 A.
It is of particular interest to understand how 휏1 scales with molecular weight M. Zimm theory25
predicts a relaxation time scaling as 휏1 ∼푀3휈 and a diffusion coefficient that scales as 퐷 ∼푀−휈,
where the exponent 휈 = 0.5 for a theta solvent and 휈 ≈ 0.6 for a good solvent. Renormalization
group (RG) theory [157] that accounts for intrachain excluded volume (EV) interactions predicts
the same power-law exponent 휈 = 0.588 for linear and circular polymers. Within the range of M
of interest here (25.0 to 114.8 kbp), circular polymers relax a factor of ∼ 2.0-3.1 times faster than
linear chains of the same M, and both circular and linear DNAs exhibit power-law behaviors (see
Figure. 5.1 B, where 휏1 values are normalized to solvent viscosity 휂푠 = 1 푚푃푎 ⋅ 푠). Interestingly,
circular DNA shows a weaker dependence on M, in contrast with RG theory [157] and with dif-
fusion studies [29] that found approximately the same power as a function of M (3휈 =1.76) for
both circular and linear DNAs. The scaling exponent observed here for circular DNA is close to
values (3휈 = 1.4- 1.6) reported for synthetic low molecular weight flexible ring polymers in good
solvents [158,159]. The scaling exponent of the linear DNAs (3휈 = 1.71) is close to that predicted
by the Zimm model with EV (3휈 = 1.76), whereas the smaller exponent (3휈= 1.41) for the ring
molecules is close to the case of negligible EV effects (3휈 = 1.5). A possible explanation is that
for circular and linear DNAs of the same M, circular DNA is effectively 50% smaller in contour
length. Moreover, Figure. 5.1 B compares data for relatively low M circular DNA to higher M
linear DNA. Because of the smaller molecular weight for circular DNA, EV is expected to be less
important, which would in turn decrease the scaling exponent of 휏1 as a function of M [160].
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Figure 5.1: (A) Single molecule relaxation trajectories of 114.8 kbp circular DNA (solvent viscosity 휂푠 = 123.6
푚푃푎 ⋅ 푠). The red solid line indicates the average over 52 molecules. The inset shows the semilogarithmic plot of
푙표푔[(⟨푥(푡)⟩∕퐿푐푖푟)2 − 퐵]∕퐴 as a function of time, where the slope is −휏−11 .(B) Relaxation times for linear and circu-lar DNA as a function of molecular weight M. Data for the linear DNA (∼339.5 kbp and ∼800 kbp) is from liter-
ature.18,30,31 For comparison, all relaxation times are normalized by solvent viscosity 휂푠 to the case where 휂푠 = 1
푚푃푎 ⋅ 푠. The error bars are smaller than the sizes of the symbols.
5.3 Steady state ring polymer extension
Among nonequilibrium properties, one of particular importance is the existence of a coil-to-
stretch transition (CST), which has been observed for linear polymers in extensional flows [1, 22,
25]. In Figure. 5.2 A, the steady state extension of circular DNA is plotted as a function of Weis-
senberg number푊 푖 = 휏1휖̇, where 휖̇ is the fluid strain rate. The data clearly show a CST for circular
DNA, and the shapes of the curves are similar to that of linear 휆-DNA. Relative to linear DNA, the
onset of stretching for circular DNA molecules occurs at a slightly larger critical 푊 푖푐,푟푖푛푔 = 0.40
(cf., 푊 푖푐,푙푖푛푒푎푟 = 0.32), meaning circular DNA is less prone to stretch under the same normalized
flow strength Wi. The similar shapes of elongation curves in Figure. 5.2 Amotivated us to rescale
the dimensionless flow strength Wi for the 48.5 kbp linear DNA by a factor of =푊 푖푐,푟푖푛푔∕푊 푖푐,푙푖푛푒푎푟
= 0.4/0.32 = 1.25, which nicely superimposes all curves (Figure. 5.2 B). We hypothesize that the
shift factor 훼 = 1.25 arises due to intramolecular hydrodynamic interactions (HI). In the coiled
state, intramolecular HI is more important for circular DNA compared to linear DNA due to its
more compact structure, and therefore, the onset of stretching is delayed and shifted to a slightly
higher 푊 푖. Upon stretching from the coiled state, Brownian dynamics simulations by Schroeder
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et al [30] suggest that HI tends to increase the slope of the CST and the magnitude of the extension
in the stretched state. It is interesting that the slope of the CST and the magnitude of the extension
match for the linear and circular DNA in this size range. Another possible explanation for the shift
factor (훼 = 1.25), is that it may simply require a stronger flow to stretch a circular macromolecule,
due to the fact that a circular polymer effectively has twice the tension (approximately) compared
to a linear chain. However, both of the explanations above are qualitative, and ideally, simulation
techniques need to be employed to reveal the mechanisms in a quantitative way. Moving beyond
the coiled state of the polymer chain, it has been shown that HI does not substantially affect 휆-DNA
in the extended state [30]. In this sense, the superimposability of the data in Figure. 5.2 indicates
that HI is relatively unimportant for circular DNA in the stretched state. This confirms the no-
tion [30,43,44,121], that DNA molecules with molecular weight푀 in the range ∼10-100 kbp are
affected by HI near equilibrium, yet relatively free of these effects once they are stretched. The
minor role of HI in the stretched state of circular and linear DNA in this work is further illustrated
by comparison with two much larger linear DNAs, which exhibit much sharper CST transitions and
the higher fractional extensions at 푊 푖 > 1.0 (Figure. 5.2 C, with data for all three linear DNAs
being shifted by 훼 = 1.25). From a fundamental perspective, the superimposability suggests the
existence of an underlying commonality governing chain dynamics that describes both circular and
linear topologies in determining the steady state flow behavior. Further, the shapes of the curves are
independent of molecular size up to 115 kbp for circular DNA, which suggests that this set of data
can serve as a "reference state" for polymers with a minor role of HI during the stretching process.
For circular DNA molecular larger than M ∼ 600 kbp, we hypothesize that intramolecular HI will
influence chain dynamics in the coil-to-stretch transition. Finally, for the data shown in Figure. 5.2,
one can combine the ratio of longest polymer relaxation times for linear to circular DNA (휏1,푙푖푛푒푎푟 /
휏1,푟푖푛푔 = 2.5) with the ratio of critical Wi (훼 = 1.25), thereby yielding the ratio of critical extension
rates for circular and linear DNA is 휖̇푐,푟푖푛푔∕휖̇푐,푙푖푛푒푎푟 = 3.1. This value is slightly smaller but in reason-
able accord with the value of 4.1 obtained by Cifre et al. in Brownian dynamics simulations [161]
of flexible polymers in uniaxial extensional flows.
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Figure 5.2: (A) Steady state fractional extension of linear and circular DNA in planar extensional flow as a function
of푊 푖 for 25.0 kbp ring, 45.0 kbp ring, 114.8 kbp ring, and 48.5 kbp linear DNA. For 48.5 kbp linear DNA, one set of
data is obtained from the present study and the other from [25]. (B) Comparison of data of Figure. 5.2 A obtained
upon shifting the data along the 푊 푖 axis (shift factor 훼 = 1.0 for ring DNA and 훼 = 1.25 for linear 48.5 kbp DNA).
(C) Comparison of data to two much longer linear DNA molecules (339.5 kbp and 2875 kbp, from [11,30]). The data
of all three linear DNAs are shifted along the Wi axis (shift factor 훼 = 1.0 for ring DNA and 훼 = 1.25 for all linear
DNA).
5.4 Dilute ring polymer molecular individualism
We further characterized chain conformation during the transient stretching process by observ-
ing the extension of a single molecule during repeated stretching/relaxing events until irreversible
photocleavage. To ensure a completely random initial state for each transient, we allowed the
molecule to relax to an equilibrium configuration (without illumination) by waiting∼10 휏1 between
transient extension experiments. In order to characterize molecular individualism, we studied the
Fos45 circular DNAmolecules, which have a similar contour length to linear 휆-DNA [25,156]. We
conducted a series of transient stretching experiments at three different푊 푖 on Fos45. For all values
of푊 푖 under investigation, molecular individualism occurs for the circular Fos45 (Figure. 5.3), but
the spread and diversity in the unraveling dynamics due to molecular individualism is not as great
as previously observed for 48.5 kbp linear DNA [22, 25]. In prior work, Perkins et al [22] found
that 휆-DNA adopts four different molecular conformations while stretching in planar extensional
flow: dumbbell, half-dumbbell, kinked, and folded states. In the context of stretching, folded con-
formations generally exhibit the slowest unraveling dynamics in flow. In the present study, we see
only two types of trajectories for the circular Fos45 DNA: continuous elongation and interrupted
elongation. This reduced individualism of circular DNA relative to linear DNA is consistent with
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the anticipation that circular DNA molecules have fewer degrees of freedom due to their chain
connectivity. The vast majority of molecular trajectories extend in a relatively smooth fashion, as
in Figure. 5.3 A. During a smooth unraveling event, a molecule extends continuously and adopts
a dumbbell configuration, which has been previously observed for linear 휆-DNA (Figure. 5.4 A).
On the other hand, interrupted depends on the flow strength Wi with several interesting features.
First, the transient knot forms more frequently at higher푊 푖 (no knots were observed at푊 푖 = 1.2
(N = 30), 2 knots were observed at Wi = 1.9 (N = 30), and 4 knots were observed at Wi = 2.5
(N = 60)). These data suggest that molecular individualism becomes richer and more diverse at
higher푊 푖, which qualitatively agrees with the experiments on linear 휆-DNA [156]. Second, knots
at the higher flow strength (푊 푖 = 2.5) appear earlier and persist for longer durations compared to
knots at lower flow strengths (푊 푖 = 1.9). Polymer conformations that give rise to transient knots
essentially trap the molecule in a metastable state that requires time to unravel. We hypothesize that
the rate of escape from the knotted state slows down substantially as convection begins to outweigh
Brownian diffusion at higher Wi or Péclet numbers (Pe).
5.5 Conclusions
On the basis of our observations, there appear to be distinct commonalities and differences
between linear and circular polymers in flow. Both linear and circular DNA polymers follow a
power-law scaling of the longest relaxation time 휏1 as a function of molecular weight M. However,
circular DNA relaxes faster and shows a lower scaling exponent 3휈. Both linear and circular macro-
molecules exhibit a coil-to-stretch transition in extensional flow; however, circular molecules begin
to stretch at a higher 푊 푖, and superimposability between linear 휆-DNA and all circular DNAs is
observed with a horizontal shift factor of 훼 = 1.25. Moreover, circular DNA shows less diverse
molecular individualism in conformational stretching pathways during transient extension, pre-
sumably due to the low diversity of initial states available to the circular molecules. Given these
observations, what are the implications for the role of polymer chain topology on dynamics and
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Figure 5.3: Time lapse images of single circular DNA polymers unraveling in flow. Images show two transient
configurations for the circular Fos45 DNA including (A) uniform stretching at 푊 푖 = 1.9, and (B) the formation and
unraveling of a transient knot at푊 푖 = 1.9. The arrows in part B indicate the location of the knot. Image contrast and
brightness has been enhanced for display purposes.
physics? Despite extensive studies on linear DNA [43,44,121], a wide array of fundamental ques-
tions remain unresolved, including systematic methods for modeling and choosing parameters for
coarsegrained simulations [2, 162, 163] (i.e., persistence length, degree of coarse graining) and
investigating the roles of intramolecular HI,32,33 EV,29 self-entanglements, and internal viscos-
ity [2] on polymer dynamics in dilute solutions. Our experimental data will provide a solid basis
to examine these questions from a theoretical perspective, i.e., by extending our current under-
standing of the aforementioned effects for linear DNA to circular polymers. In a broader sense, the
structure-property relationships established here using different molecular architectures and molec-
ular weights provide guidance in the design of macromolecules to tune their rheological properties.
As an example, the chain extension data presented here would serve as a reference for modeling and
designing the extensional viscosity of polymer solutions. Furthermore, the optimization of many
biological applications requires an understanding of the elongational properties of DNAs. Hence,
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Figure 5.4: Transient stretching (푥∕퐿푐푖푟) trajectories as a function of time t and strain (휖 = 휖̇푡) for the Fos45circular polymer (휏1 = 3 s) at three different푊 푖 = 1.2, 1.9 and 2.5, in (A), (B), and (C), respectively. N is the numberof trajectories. The black thick curve in each figure represents the ensemble average (⟨푥⟩∕퐿푐푖푟) of all individualtrajectories. The "knot-formation" trajectories are colored in navy blue, and those stretch continuously are in gray
color. To demonstrate the formation and disappearance of the transient knot, snapshots (corresponding to the thick
navy blue curve) of the circular Fos45 molecules were taken at different stages and shown in Figure. 5.3 B, C
from a biological perspective, this workmay also provide a first level view of the issues related to the
circularization and replication of early DNA molecules that occurred before the origin of prokary-
otic and eukaryotic cells. Natural selection for circular DNA molecules, particularly plasmids that
can be mobilized from cell to cell, may be a function of the physical properties demonstrated here.
66
CHAPTER 6
BROWNIAN DYNAMICS SIMULATIONS OF RING
POLYMERS IN DILUTE SOLUTIONS
6.1 Introduction
Ring polymer materials represent a poorly-explored area of single-chain dynamics [164, 165],
despite the wealth of literature considering their melt properties [82, 83, 85, 87–89]. Nevertheless,
the fundamental question of topological constraints in ring polymers remains important in the case
of single-chain dynamics. In this chapter, we aim to give explanation to the surprising results
that arise in the elongational flow-induced stretching of ring polymers in strong flows [90]. In
particular, we observe a coupling between the architecture of the ring polymer and hydrodynamic
interactions between polymer segments, which become highly non-trivial and lead to changes in the
critical flow strength at the onset of the coil-stretch transition. Interestingly, these interactions also
lead to a transient looped conformation in the fully-stretched polymer ring. This addresses prior
observations in literature considering ring polymers under flow [90], and suggests that the coupling
between hydrodynamics and chain connectivity is an area with rich phenomenology, even in the
context of dilute solution flows.
6.2 Bead-spring chain model of circular DNA
We use standard Brownian Dynamics (BD) methods to model a single ring polymer in an im-
plicit solvent undergoing an elongational flow [2, 16, 17]. The model considers the polymer chain
to be composed of 푁 beads of index 푖 at positions 퐫푖. We follow the trajectory of these beads in a
potential 푈 given by:
푈̃ = 휅̃
2
푁−1∑
푖=1
(푟̃푖+1,푖 − 2)2 +
휅̃
2
(
푟̃1,푁 − 2
)2 + 푢̃∑
푖푗
[(
2
푟̃푖,푗
)12
− 2
(
2
푟̃푖,푗
)6]
(6.1)
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where 푟̃푖,푗 is the distance between beads 푖 and 푗, and 푢̃ is the depth of the Lennard-Jones potential
between spatially-adjacent beads. We use a Hookean spring constant 휅̃ = 200 between connecting
beads, which is strong enough that this is essentially a bead-rod model. All values have been
normalized (denoted by a tilde); distances are in units of the bead radius 푎, energies are in units of
the thermal energy 푘퐵푇 , and time is in units of the single bead diffusion time 휏퐷 = (6휋휂푎3)∕(푘퐵푇 )
(where 휂 is the solvent viscosity). We primarily use 푢̃ = 0.35, which is the Θ-conditions for
polymers [16]. Good solvents are also considered, with 푢̃ = 0.10.
The chain dynamics are governed by the Langevin equation [16]:
휕퐫̃푖
휕푡̃
= 횪̃ ⋅
(
퐫̃푖 − 퐫̃푐표푚
)
−
∑
푗
휇̃푖푗∇퐫̃푗푈 + 휉푖(푡̃) (6.2)
where the mobility matrix 휇푖푗 accounts for the hydrodynamic interactions between particles 푖 and 푗.
We consider two behaviors for this matrix: freely-draining (FD) and hydrodynamically-interacting
(HI). FD considers no hydrodynamic coupling between beads, and the only hydrodynamic force is
the drag on a given bead. Therefore, 휇̃푖푗 = 훿푖푗퐈, where 훿푖푗 is the Kronecker delta and 퐈 is the identity
matrix. The inclusion of HI considers hydrodynamic coupling between the beads. In this case, we
use the Rotne-Prager-Yamakawa tensor for 푖 ≠ 푗 [166, 167]:
휇̃푖푗 =
⎧⎪⎪⎨⎪⎪⎩
3
4푟̃푖,푗
((
1 + 2
3푟̃2푖푗
)
퐈 +
(
1 − 2
푟̃2푖푗
)
퐫̃푖푗 퐫̃푖푗
푟̃2푖푗
)
푟̃푖푗 ≥ 2(
1 − 9푟̃푖푗
32
)
퐈 + 3
32
퐫̃푖푗 퐫̃푖푗
푟̃푖푗
푟̃푖푗 < 2
(6.3)
A Cholesky decomposition of this tensor is used to calculate the random velocity 휉푖, in order to
satisfy the fluctuation-dissipation theorem ⟨휉푖(푡)휉푗(푡′)⟩ = 6푘퐵푇휇푖푗훿(푡 − 푡′) [16]. We note that the
푖 = 푗 case uses the Stokes friction 휇̃푖푖 = 퐈 [16]. The term in equation 6.2 that includes 횪̃ is the
undisturbed velocity field due to the applied flow profiles. In the case of planar elongational flow,
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we use:
횪̃ =
⎡⎢⎢⎢⎢⎢⎣
̃̇휖 0 0
0 − ̃̇휖 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦
(6.4)
where the magnitude of the flow is either normalized by the diffusion time of a single bead (the bead
Peclet number ̃̇휖) or by the polymer longest relaxation time (the Weissenberg number푊 푖 = ̃̇휖휏̃푅).
Simulations integrate equation 6.2 with a time step of Δ푡̃ = 2 − 5 × 10−4, and are run for between
20 − 100 × 106 time steps.
6.3 Dilute ring polymer relaxation
Polymer relaxation is considered for both linear and ring polymers in the presence and absence
of hydrodynamic interactions. To determine the relaxation time of these polymers in analogy to
experimental results of Li, et al. [90], we apply an elongational flow above the coil-stretch transition
value ( ̃̇휖 ≈ 0.01 − 0.05, Wi> 0.5). Upon release of the stretched polymer back to an equilibrium
conformation, we track the overall projected extension in the x-y plane of the polymerΔ푥 as a func-
tion of time. This is performed for between 50-100 trajectories, which are subsequently averaged
to produce the average relaxation curves. We fit the tail end of the relaxation (after decaying to ca.
20% of its fully elongated length) to the expected form Δ푥2∕퐿2 = 퐴푒−푡∕휏푟 +퐵, [168] which yields
the relaxation time constant 휏푟 as equilibrium is approached [90]. This procedure is used for both
rings and chains, for all chain lengths푁 .
Figure. 6.1 shows the relaxation time of both chains and rings at a number of different values
of 푁 . Figure. 6.1 a uses the freely-draining approximation (FD) and Figure. 6.1 b incorporates
hydrodynamic interactions (HI). The chain length scaling can be directly compared to theoretical
predictions [91,92,168]. For the FD case, the linear chain is predicted to exhibit the Rouse dynamics
scaling 휏푅 ∼ 푁2 [91,168], which is observed in our simulation. The ring polymer similarly scales
as 휏푅 ∼ 푁2, which is also expected from Rouse dynamics arguments [91, 168, 169]. For the HI
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Figure 6.1: Relaxation time 휏푅 as a function of chain length푁 for ring and linear chains. (a) Θ-polymers for bothlinear chains and rings, in the FD approximation. The observed scaling 휏푅 ∼ 푁2 is expected for Rouse dynamics.The difference in the best fit intercepts is Δ log 휏̃푅 ≈ 0.68 ± 0.22, consistent with the factor of 4 difference betweenthe relaxation times for the ring and linear chains (log 4 = 0.6) [91, 168, 169]. (b) Θ-polymers for both linear chains
and rings with HI. The observed scaling 휏푅 ∼ 푁3∕2 is expected for Zimm dynamics. (c) The inclusion of excludedvolumes and HI leads to the expected result that 3휈 > 3∕2, however the theoretical result of 3휈 = 9∕5 is not fully
realized. We attribute this to the slightly attractive L-J potential used in the simulation.
case, the scaling is 휏푅 ∼ 푁3∕2 for both the linear as well as the ring chains [92, 168]. This follows
from the equilibrium structure of these polymer structures. The dynamical scaling predictions for
polymers in the Zimm model can be straightforwardly derived [49, 92, 168]:
휏푅 ∼
⟨푅2퐺⟩
퐷
∼ ⟨푅2퐺⟩ × 휂⟨푅2퐺⟩1∕2푘퐵푇 ∼ 휂푎푘퐵푇 푁3휈 (6.5)
for both the ideal chain and ring, the exponent 휈 = 0.5, leading to the 휏푅 ∼ 푁3∕2 result that
is corroborated by the simulation [169, 170]. We note that these simulations consider 휃-solvent
conditions. Even with excluded volume, the correspondence between ring and linear chain scalings
has previously been observed in experimental studies on the translational diffusion of single-chains
[29], however is at odds with Li, et al. who measure relaxation via the extended state [90]. These
are in principle the same, assuming the latter is observed at the tail end of the relaxation (i.e. at
small extensions) [168].
We verify that the inclusion of excluded volume similarly leads to the same 휏푅 ∼ 푁3휈 scaling
for both ring and linear polymers. Instead of our typical value of 푢̃ = 0.35, which is theΘ-condition
where bead attraction counteracts excluded volume, we use now a value of 푢̃ = 0.1. This decreases
the attractive portion of the L-J potential, such that excluded volume is more pronounced [16].
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Figure. 6.1 c shows the relaxation time for both rings and linear chains in the presence of excluded
volume as a function of chain length, and the expected scaling of 휈 > 0.5 is observed; 휏푅 ∼ 푁1.65
is the scaling for the linear case and 휏푅 ∼ 푁1.65 is the scaling for the ring case. These results are
slightly lower than the expected value of 휏푅 ∼ 푁1.8, however the remaining attractive portion of
the potential may alter the scaling results. While this resRobertson2006ult is in agreement with
some experimental results in the literature [29], it does not agree with the results of Li, et al [90].
which observes a near-Θ value of 휈 for ring relaxation. This may be due to the use of DNA, which
is known to exhibit near-Θ scalings at insufficiently-long chain lengths [121].
We note that for both the FD and HI case, the relaxation is more rapid in the ring polymer. This
can be understood due to the differences in the mode structure; the ring boundary conditions do not
permit the lowest mode that exists in the chain Rouse motion, and instead the lowest mode has half
the wavelength (휆1,퐶ℎ푎푖푛 = 2 × 휆1,푅푖푛푔). This mode relaxes more quickly, in principle by a factor
of four for the non-HI case (휏1 ∼ 1∕휆21,) [91, 168]. This prediction is consistent with the factor
between the ring and linear cases in FD , which is approximately 휏푅,퐶ℎ푎푖푛∕휏푅,푅푖푛푔 ≈ 4.
6.4 Coil-stretch transition in elongational flow
The relaxation time of a ring polymer provides the basis to understand its coil-stretch behavior
and how it differs from the coil-stretch transition of a linear polymer. Experimental results suggest
that this coil-stretch transition is noticeably different between the two architectures [90], with the
ring stretching at a higher Weissenberg number than the linear polymer consistently for any value
of 푁 . To calculate stretching, we determine the steady-state elongation Δ푥 in the elongational
flow stretching axis at a given value of ̃̇휖. We normalize this value of the flow strength with the
relaxation time of the polymer to calculate the Weissenberg number Wi = ̃̇휖휏̃푅.
Figure. 6.2 a plots the elongation of the polymer chain normalized by its overall length, Δ푥∕퐿
for the FD case. Both rings and chains are calculated, with the maximum extension 퐿 for the chain
being the full contour length and 퐿 = 퐿푡표푡∕2 for the ring (i.e. the full stretching length of the ring
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Figure 6.2: (a) Simulation results for the maximum projected extension Δ푥∕퐿 as a function of Wi = ̃̇휖휏푅 for bothring (red) and linear chains (black) with the FD case, for푁 = 120. Stretching occurs at the same value of Wi for both
situations. (b) Simulation results for the maximum projected extensionΔ푥∕퐿 as a function of Wi upon inclusion of HI
leads to a difference between ring and linear chains, with ring polymers stretching at a higher value of Wi. That this
effect arises only in the presence of HI and ring topologies suggests that the architecture and hydrodynamics couple
strongly in this situation. (Inset) We can rescale Wi→ 훼Wi in a fashion similar to Li, et al [90]. If the ring polymer is
kept at 훼 = 1.0, we obtain a value of 훼 = 1.45 for the linear polymer. This is similar to the literature results. (c) A direct
comparison to experiment can be made. Results from Li, et al [90]. demonstrate a different stretching transition for ring
and linear chains. Experiment and simulation results match for both rings and linear chains when the simulation plots
are rescaled by Wi′ = 0.75Wi. We attribute this shift to differences between simulation and experiment. 푁 = 120,
Θ-conditions (푢̃ = 0.35) for all plots.
is one half of its contour length). Plotted against Wi, for 푁 = 120 the coil-stretch transition of
the ring occurs at essentially the same value as the linear chain. Figure. 6.2 b plots the elongation
versusWi upon inclusion of HI. In this case, a difference is observed between the two architectures,
with the coil-stretch transition happening at higher values of Wi for the ring polymers. This is ap-
parent in both simulation and experiment, which demonstrate almost exact matching when plotted
together in Figure. 6.3 c. This matching occurs when the Wi of the simulation results is rescaled
by Wi′ = 0.75Wi, which may be attributed to the coarse-grained representation of the stretching
DNA in the experiment. Nevertheless, the similarity between the two results suggests that they
demonstrate the same physical effects. This difference between the coil-stretch transition for the
ring and linear chains only exist upon inclusion of HI, indicating that the difference is driven largely
by hydrodynamic effects. In an absolute sense, the polymer chain relaxation is much faster for rings
due to the changes in mode structure; however, this difference is taken out of consideration when
Wi is used due to its normalization by the equilibrium relaxation. Therefore, additional physics
must be responsible that are not captured in the equilibrium relaxation time of the hydrodynamic
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Figure 6.3: The presence of the ring constraint leads to cooperative chain relaxation that shifts the location of the
coil-stretch transition. (a) Schematic demonstrating the forces on a slightly-stretched linear polymer and on a slightly-
stretched ring polymer. In both the ring and the linear polymer, forces such as the Brownian force 푓̃퐵 , entropic springforce 푓̃푆 remain essentially the same. In contrast, the hydrodynamic force 푓̃퐻퐼 is stronger in the ring, where twostretching portions of the ring polymer exert a backflow felt by each other. A stronger applied fluid flow 푓̃퐹 푙표푤 isthus required to maintain the same stretch. (b) Calculations of the hydrodynamic forces 푓̃퐻퐼 (connected symbols)on stretching polymers in simulation demonstrate this effect. At intermediate stretching (Δ푥∕퐿 ≈ 0.3 − 0.4), the
hydrodynamic forces are stronger for the ring polymer (open symbols) than the linear polymer (filled symbols). As
the polymer is stretched, the backflow forces approach the point at which they simply cancel out the applied flow (and
fall along the −푓̃퐹 푙표푤 line, dotted red). For comparison, forces are normalized by the maximum flow force felt by thepolymer ∼ ̃̇휖퐿̃ and distances are normalized by the maximum extension length 퐿̃.
interacting ring polymer.
We hypothesize an explanation for the observed shift in the coil-stretch transition that stems
from intramolecular HI. In the equilibrium conformation, a monomer in a ring polymer sees an
environment where the hydrodynamic interactions are fully screened. This changes, however, as the
polymer starts to stretch. Any stretching flow affects the conformation by dragging the monomers
away from the center of mass along the 푥 coordinate (direction of the principal axis of extension),
however each monomer that moves in this direction (i.e. stretches) must correspond to another
monomer that moves the chain in the same direction so that the ring constraint is maintained. This
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is seen in highly stretched conformations as the two stretched portions of the ring. In some sense,
two polymers that are connected at the extreme values of 푥 are being stretched simultaneously.
They also hydrodynamically couple (see a schematic in Figure. 6.3 a). In the absence of HI, the
fluid flow exerts a force 푓̃퐹 푙표푤 on a given chain monomer that is directly related to its position. An
entropic restoring force 푓̃푆 pulls this monomer in the other direction, a fluctuation force 푓̃퐹 푙푢푐 that
in equilibrium corresponds to Rouse/Zimmmotions drives the system to extend (see Supplemental
Material), and the sum of these must exactly match the fluid flow force in steady state. This is the
case for both linear and ring polymers without HI. When HI is included, there is a force on a given
bead 푖 due to the forces on all other beads 푗. The fluid velocity at the position of 푖, 퐯̃푖 due to a point
force at position 푗, 퐟̃푗 is given by the Oseen tensor:
퐯̃푖 =
1
8휋휂푟̃푖푗
[
퐈 +
퐫̃푖푗 퐫̃푖푗
푟̃2푖푗
]
퐟̃푗 (6.6)
The velocity at point 푖 is related to the force on a bead of radius 푎 at that same point due to the
Stokes friction, 6휋휂퐯̃푖 = 퐟̃푖, and therefore the force on a bead at point 푗 exerts a force on the bead
at point 푖 via the relationship:
퐟̃푖 =
3
4푟̃푖푗
[
퐈 +
퐫̃푖푗 퐫̃푖푗
푟̃2푖푗
]
퐟̃푗 (6.7)
We can thus define a hydrodynamic force on the chain at a given spatial position 푓퐻퐼 (푟̃푥) along the
principal axis of extension 푥:
푓̃퐻퐼 (푟̃푥) =
∑
푖
퐞̂퐱 ⋅
[∑
푗
3
4푟̃푖푗
(
퐈 +
퐫̃푖푗 퐫̃푖푗
푟̃2푖푗
)
퐟̃푗
]
훿(푟̃푖,푥 − 푟̃푥) (6.8)
where 퐞̂퐱 is the unit vector in the 푥-direction. When the HI is included, 푓̃퐻퐼 manifests as a restoring
force (Figure. 6.3 a, left). The presence of this HI force becomes important in rings due to the
proximity of the two, coupled and stretched segments (Figure. 6.3 a, right). Each segment exerts
this ‘backflow’ on both themselves as well as the other segment, resulting in an additional force
away from the stretching direction. To maintain the pre-HI position, the flow strength must be
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increased to counter this cooperative relaxation. To account for this relationship, we note that the
force on a bead 푗 is proportional to the flow strength (퐟̃푗,퐹 푙표푤 ∼ ̃̇휖). This force exerts a backflow on
neighboring segments, given by an 푓퐻퐼 that is similarly proportional to the flow strength (푓̃퐻퐼 ∼
휙 ̃̇휖). We have introduced 휙 = 푓̃퐻퐼∕푓̃퐹 푙표푤, which is a proportionality constant between the force
applied on a bead and the effect of its hydrodynamic force on a neighboring strand. We can use this
hydrodynamic cooperativity to explain the shift in the stretch transition for a ring versus a linear
chain. If the flow strength to stretch in the absence of HI will be 푓̃퐹 푙표푤,0 ∼ ̃̇휖0, then the addition
of an additional hydrodynamic restoring force due to a neighboring chain 푓̃퐻퐼 ∼ ̃̇휖 will require a
stronger flow force 푓̃퐹 푙표푤 ∼ ̃̇휖 > 푓̃퐹 푙표푤,0 to maintain the same equilibrium stretch when compared
to the FD case. For the same extension, we can write the equation 푓̃퐹 푙표푤,0 ∼ 푓̃퐹 푙표푤 + 푓̃퐻퐼 . We can
thus write the equation:
̃̇휖∗ ∼
̃̇휖∗0
(1 − 휙)
(6.9)
where the value ̃̇휖∗ is the flow rate where the coil-stretch transition occurs when there is the nearby
stretching strand and ̃̇휖∗0 is the bare coil-stretch transition for the non-interacting strand. This shift
depends on the value of 휙 = 푓̃퐹 푙표푤∕푓̃퐻퐼 , which is a proportionality constant that relates the force
of the flow on a stretched polymer segment 푓̃퐹 푙표푤,푖 to the force that that segment then exerts on
a neighboring stretched segment 푓̃퐻퐼,푗 . We estimate this value by taking both forces to be along
the primary extensional axis, which leads to an approximate relationship obtained via Equation 6.7
[168]:
푓̃퐻퐼,푗 =
3
4푟̃
[
1 + Δ푥2
]
푓̃푓푙표푤,푖 (6.10)
Here we consider primarily only the closest segments of the neighboring chains, such that we can
make the approximation that their distance 푟̃ is of order unity and the closest segments are at roughly
the same 푥 position so Δ푥 = 0. If we choose 푟̃ = 2, which is the closest that two segments can
approach, 휙 is simply:
휙 ∼ 3
8
(6.11)
75
There is then just a constant shift of the effective elongation rate 훼 = ̃̇휖∗∕ ̃̇휖∗0 ≈ (1 + 3∕8), which is
similar to the shift in the critical Wi at the coil-stretch transition observed in both our simulations
and experiments [90].
This behavior can be directly observed in simulation. Figure. 6.3 b plots the average hydrody-
namic forces 푓̃퐻퐼 (normalized by the maximum extension force ̃̇휖퐿̃) felt by the chain as a function
of the distance from the center of mass 푥̃∕퐿̃ (normalized by the chain length 퐿̃). The flow force
푓̃퐹 푙표푤 = ̃̇휖푥̃ means that both axis are in terms of 푥̃∕퐿̃ and independent of ̃̇휖. The normalizations
thus ensure that both topologies and all values of Wi are directly comparable. Values for 푓̃퐻퐼 are
calculated from equation 6.8 at steady state for both linear (filled symbols) and ring (open symbols)
polymers at the same relative extensions ⟨Δ푥̃⟩∕퐿̃. For low to intermediate extensions ⟨Δ푥̃⟩∕퐿̃, the
difference between the ring and the linear chains is pronounced. At the same extension, the hydro-
dynamic force on the ring polymer is significantly larger, representing a strong hydrodynamic force
driving the molecule towards a relaxed state. This is true relative to the applied flow rate −푓̃퐹 푙표푤,
denoted by the dotted green line. The local density of stretching ’chains’ of the ring polymer is
low at high extensions, so the HI force for the ring matches with the result for the linear chain.
This 푓̃퐻퐼 balances completely with the flow force 푓̃퐹 푙표푤, as demonstrated by the matching with the
dotted green line −푓̃퐹 푙표푤 in Figure. 6.3 b, and is just a manifestation of the no-net-flow boundary
condition at the chain.
6.5 Dilute ring polymer individualism
One of the key features evident in early investigations into single-molecule imaging of poly-
mer stretching was the appearance of molecular individualism [2, 22, 40]. This corresponds to the
variety of trajectories that are observed in any given coil-stretch transition, which are related to
the precise conformation in the coiled state [22]. Elongational flows led to a number of conforma-
tions, such as dumbbell, half-dumbbell, and hairpin topologies [22]. These conformations exhibit
different trajectories throughout the coil-stretch transition, with (for example) hairpins taking an
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Figure 6.4: (a) Ring extension Δ푥∕퐿 as a function of strain 휖 = ̃̇휖휏̃푅 at Wi = 4.86. Stretching of a ring moleculetypically proceeds unhindered. Occasionally, however, ring stretching can become temporarily trapped as shown in
the highlighted trajectory. Arrows denote snapshots, shown in (b), of the hairpin conformation that drives this slow
unfolding. Furthermore, looping in the 푧̃ direction is observed when HI is present (휖 ≥ 1.23). We hypothesize that
previous observations of knot-like structures are due to this conformation [90]. (c) At full extension, a large loop is
formed in the 푥 − 푧 plane that is absent in the 푥 − 푦 plane. The 푦 − 푥 plane is typically observed in experiment,
and includes the compressive axis of the flow field 푣̃푦 as indicated on the figure. This figure also denotes the primaryextensional axis, 푣̃푥, in both the 푥 − 푦 and 푥 − 푧 planes.
extended period of time to unravel or a much higher accumulated strain [22]. Alternatively, col-
lapsed molecules typically stretch through a well-defined pathway [18], however the presence of
knots has been reported for these conditions [20,21]. Experimental observations of ring stretching
have suggested the possibility of knot formation [90], due to the presence of fluorescence brightness
in the center of a stretching molecule that leads to long-lasting intermediate states that eventually
unravel to the fully extended state [90].
We characterize the stretching of ring polymers directly from simulation, visually and in terms
of their average stretchingΔ푥∕퐿 (Figure. 6.4 a). Most ring polymers stretch in an unhindered fash-
ion, similar to the dumbbell conformations observed in linear polymers (Figure. 6.4 a, light grey
trajectories) [22]. Occasionally, however, the extending chains are trapped in their stretching tra-
jectory. This is observed in Figure. 6.4 a as a hindered state indicated by a darkened trajectory. The
coarse-grained spatial resolution of the simulation permits direct observation of the conformation
in this state. Snapshots along this trajectory are shown in Figure. 6.4 b as a ’hairpin’ similar to that
seen in linear polymers [22]. If the loop doubles back on itself, which happens far less frequently
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due to the looping constraint, then the chain is trapped in a state that may persist for large amounts
of accumulated fluid strain. We note that this conformation was considered unlikely in previous
works due to the fluorescence brightness existing near the center of the chain [90]. In Figure. 6.4
b, the ring polymer appears to occupy a large spatial dimension in the non-flow (푧) direction ap-
parent 휖 ≥ 1.23. This “bunching up” of internal polymer segments may be responsible for these
observations from single molecule experiments despite the presence of a hairpin conformation, and
leads to large loops at full extension (Figure. 6.4 c, 휖 > 2.18).
6.6 Dilute ring polymer chain looping
The large spatial dimension of stretching polymers in the 푧-direction is a consistently observed
feature in our simulations. It is intuitive to consider a stretching ring that only extends in the
flow direction, at the expense of the orthogonal dimensions. This is certainly the case for linear
chains at high stretching dimensions [171, 172], however this is not the situation in elongated ring
polymers. A ‘looping’ conformation is demonstrated in simulation snapshots shown in Figure. 6.4
c, which is characterized by a large amount of stretching in the 푧-direction that is concomitant with
stretching in the 푥-direction (the principal axis of extension) due to the applied elongational fluid
flow. This stretching only occurs in this direction, rather than the 푦-direction (the principal axis
of compression) where the applied fluid flow drives the polymer toward its center of mass in that
coordinate.
This looping behavior is a marked example of the coupling between HI and chain topology.
We demonstrate this by tracking the chain dimensions across the coil-stretch transition. For a ring
polymer with HI, we plot the dimensionsΔ푥∕퐿,Δ푦∕퐿, andΔ푧∕퐿 as a function of Wi (Figure. 6.5
a). The extension of the chainΔ푥 in the elongation dimension is accompanied by a similar increase
in the chain dimension in the Δ푧 direction. This contrasts with the extension behavior if the HI is
removed (Figure. 6.5 b, open symbols) or the chain is linear (Figure. 6.5 b, closed symbols). Upon
removing either one of these aspects, the Δ푧 dimension decreases above the coil-stretch transition.
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Figure 6.5: (a) Extension versus Wi for a ring polymer with HI (푁 = 120). The primary extension direction of
the flow is Δ푥, and the compression direction of the flow is Δ푦. HI and the ring topology lead to stretching in the
Δ푧-direction above the coil-stretch transition, leading to a looped conformation. (b) Extension versus Wi for a ring
polymer without HI (FD, open symbols) and for a linear polymer with HI (filled symbols). In contrast to (a), stretching
only happens in the Δ푥-direction and both Δ푦 and Δ푧 decrease above the coil-stretch transition. Both HI and ring
topologies are needed to observe looping conformations. (c) Fraction extension Δ푥∕퐿 as a function of푁 (Wi= 10.0),
demonstrating that Δ푥 and Δ푧 scale roughly linearly with푁 . The ratio of the length and width of the loop is therefore
roughly constant. (d) Simulation snapshot of a loop conformation, indicating the dimensions considered in (a-c).
We quantify the geometry of the looping conformation as the length of the ring polymer is
changed from 푁 = 50 to 푁 = 120 (Figure. 6.5 c). At a fully stretched elongational flow rate
(Wi= 10.0), we measure the normalized extension of the ring along the stretching direction Δ푥∕퐿
as well as the extension of the ring along the 푧-direction Δ푧∕퐿. We also plot the extension in
the 푦-direction, which as expected becomes small [172]. In the Δ푥∕퐿 direction, the stretching is
consistently significantly less than the maximum due to the large extension of Δ푧∕퐿. The ratio of
these two Δ푥∕Δ푧 remains essentially constant at all values 푁 . A snapshot of an extended ring is
shown in Figure. 6.5 d, demonstrating the various dimensions and the nearly-constant ratio of ca.
Δ푥∕Δ푧 ≈ 4.
As the polymer is extended by the flow, the stretched chain exerts an opposing force on the
fluid. This force propagates via a secondary flow through the solvent, producing a counterflow in
the direction of the light blue arrows. In an elongated geometry, there is a net flow in the negative
푧-direction from the upper and side portions of the ring acting on the lower portion and a net flow in
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the positive 푧-direction due to the lower portion and sides of the ring acting on the upper portion.
Therefore, these hydrodynamic back-flows push the two extended portions of the ring polymer
away from each other in the 푧-direction. A similar hydrodynamic effect has been observed in linear
chains near surfaces [173–181].
6.7 Conclusions
Ring polymers represent a model architecture that provides insight into the effect of topological
constraints on their dynamics. While a great deal of the literature investigates their melt rheology
[82, 83, 85, 87–89], we demonstrate that non-trivial effects emerge even in dilute solution. This
simulation study confirms many of the results of Li, et al [90], and provides new insight into the
ways that topology and hydrodynamic interactions couple. In particular, there are two effects that
emerge from the ring architecture: the hydrodynamic perturbation of the coil-stretch transition
and the large-extension looping behavior. Indeed, these effects are apparent only in highly out-
of-equilibrium scenarios and equilibrium dynamic results (i.e. relaxation times) experience trivial
deviations from standard linear chain dynamics [91,92,168,169]. We attribute both the shift in the
coil-stretch transition and the looping behavior to the ring topology and its effect on hydrodynamics,
which leads to a coupled backflow that is not present in linear chains. Theoretical arguments support
this observation.
The effects heremay provide new opportunities for themanipulation of topologically-interesting
polymers. Many biomacromolecules possess looped structures, including genomic DNA. [78–80]
The ability of elongational flows to drive looping conformations may present ways to sort or ma-
nipulate both biological and synthetic polymer loops. In general, the ability of chain architecture to
influence hydrodynamics may present the opportunity to ’design in’ handles to manipulate single-
chains, such that branches or looped sections can be included to dictate single-chain dynamics.
This behavior may also inform the behavior of single-chains in non-dilute systems. In some sense,
a stretched ring polymer is similar to two linear polymers stretching near to each other; new and in-
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teresting hydrodynamic effects may arise as this condition is imposed by high concentrations rather
than connectivity.
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CHAPTER 7
EXTENSIONAL VISCOSITY MEASUREMENT FROM
PARTICLE MIGRATION
7.1 Introduction
Complex fluids exhibit a rich spectrum of flow-rate dependent non-Newtonian responses. Al-
thoughmeasurements of stress and viscosity provide a quantitative understanding ofmaterials prop-
erties, it is fundamentally important to study the underlying molecular-level driving mechanisms
behind bulk-level phenomena. The origin of flow-inducedmigration phenomena can be traced back
to the stress gradient developed in the fluid under deformations, which is evidence of irreversible
dynamics that arise due to transient anisotropic structures in Stokes flow limit.
Particle migration in viscoelastic materials was first experimentally observed by Karnis and
Mason [97]. It was found that spherical particles migrated towards the direction of minimum shear
rate in Polyisobutylene (PIB) solutions (0.01 - 0.063 wt%) towards center-line in Poiseuille flow
or towards the wall of Couette flow. Leal and coworkers proposed a second-order fluid model to
address this migration phenomena and attributed the migration to the lateral gradients of normal
stress in the full velocity field [103–105]. Similar migration effects were also observed in suspen-
sions. Morris and coworkers developed an experimental apparatus to measure the osmotic pressure
change resulting from shear-induced particle migration [182–184]. They found the changes in pres-
sure |Δ푃 | varied linearly with 훾̇ and related the osmotic pressure change to the mean normal stress
exerted by the particle under shear deformation.
While one might expect extensional flow to exhibit a more pronounced migration effect consid-
ering it to be a stronger flow resulting in higher stress response, to date however, all flow induced
particle migration phenomena are observed only in shear flow. Attempts in relating polymer stress
to its micro-structure in extensional type flow have involved combination of flow-birefringence and
cross-slot devices [60,61,185,186]. More recent efforts involved passive and active micro-rheology
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Figure 7.1: (A) The strain rate 휖̇ in the z-direction is parabolic 휖̇ = 4휖̇푚푎푥푠(1 − 푠) due to confinement inside themicro-fluidic device. 푠 = 푧∕푑 is the non-dimensionalize position in z, where 푠 = 0 is the bottom of the device and
푠 = 1 is the top of the device. (B) The velocity field in the 푥푦 plane is [푣푥, 푣푦, 푣푧] = [−휖̇(푥 − 푥0), 휖̇(푦 − 푦0), 0].
approaches that utilized optical trap to deform polymer or colloidal systems local structures to study
their stress relaxation [187–189].
We aim to provide a direct observation of extension-induced particle migration in polymer
solutions Figure. 7.1. In Section 7.2, we achieve this goal using a homebuilt micro-fluidic based
hydrodynamic trapwith a piezo nano-positioning stageFigure. 7.2. This set-up allows us to directly
trap and track single particle migration in real time in polymer solution as it undergoes planar-
extensional deformation. By incorporating particle imaging velocimetry (PIV) and single molecule
fluorescence microscopy, we can accurately measure strain-rate and 푊 푖 experienced by a single
particle. In Section 7.4 we measured extensional viscosity with ODES-DOS extensional rheometer
and characterized semi-dilute polymer zero-shear viscosity in Section 7.5. In Section 7.3 we use
second-order fluid based analytical expression proposed by Leal and coworkers for shear flow,
and massage the expression into planar-extensional type flow to compare side by side with our
experiment. From there we are able to deduce the normal stress exerted by the polymer solution to
the particle, and provide a rough estimation on extensional viscosity. In Section 7.7 we provide a
summary on our work on relating normal stress and extensional viscosity to particle migration.
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Figure 7.2: Schematic of experimental set-up. (A) Two-layer micro-fluidic device with a fluidic layer cross-slot
design (white) and valve layer (orange) positioned above. Imaging area is at the cross-slot (black dashed square).
(B) Schematic of 푧-axis tracking algorithm for detection of particle migration. (C) The movement of the Piezo-
nanopositioning stage as the particle drifts up (C -right), or as the particle drifts down (C-left)
7.2 Automated 2D trapping and 3D tracking
Semi-dilute 휆-DNA solutions (Invitrogen, 48.5 kbp, 푀푤 = 3.2 × 107 Da, ∼0.5 mg/mL) ob-
tained in buffered aqueous solution (10 mMTris-HCl, pH 7.4, 0.1 mMEDTA, and 5 mMNaCl) are
prepared at two different concentrations: 1푐∗ and 2.5푐∗ (푐∗ ≈ 40 휇g/mL). The estimation of overlap
concentration 푐∗ is based on previously reported value of 푅푔 ≈ 0.6 휇m for unlabeled 휆-DNA in
aqueous buffer [106]. All DNA solution are prepared in viscous sucrose buffer (60% w/w sucrose,
30mM Tris-HCl, 2mM EDTA, 5mMNaCl, PH 8.0) and details on the preparation of homogeneous
semi-dilute 휆-DNA solutions can be found in [74]. Aqueous PEO solutions (Sigma-Aldrich, av-
erage molecular weight푀푊 = 1.0 × 106 g/mol) are prepared at concentration of 10푐∗ (푐∗ = 1.7
wt %). PEO solutions are mixed beforehand to achieve homogeneity for at least 2 days and high
deformation rate mixers and flows are avoided. All experiments are conducted with a circulating
water bath at 푇 = 22 ◦C to maintain a constant temperature in the micro-device.
A home-built two-layer PDMS-based hydrodynamic trapping platform is used to enable single
particle trapping in semi-dilute and concentrated polymer solutions Figure. 7.2 A. The polymer
solution containing dilute concentration of fluorescent beads (0.84 휇m, SpheroTech) (1 : 2000
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vol%) is introduced into the PDMS fluidic layer via sample tube connected to a pressure transducer
(Proportion Air). Pressure driven flow is used to enable precise control over flow rate, allowing for
rapid start-up and shut-down of the flow. Fluorescent beads are imaged using a 1.45 NA, 100× oil
immersion objective lens and illuminated by a solid-state CW laser laser (Coherent, 488 nm). The
active feedback control of the hydrodynamic trapping platform is summarized as follows [109]:
(1) Fluorescent particle images are captured by CCD camera (AVT Stingray, frame rate 10Hz) and
particle positions are detected via AVT-Labview program. (2) The fluorescent particle detected
closest to the stagnation point is chosen to be the target particle. (3) The valve layer adjusted its
pressure on the outlet channel to maintain the target particle trapped at stagnation point. During all
trapping experiments, the valve action results in negligible changes in the strain rate 휖̇.
Figure 7.3: Particle migration in 1푐∗ 휆-DNA solution at 푊 푖=2.4, particle position versus time. Inset: Particle
detected pixel area versus time and the red-dashed line is the average particle area.
A piezo nano-positioning stage (PI - Physik Instrumente) coupled to a home-written particle
tracking algorithm Figure. 7.2 B is used to provide automatic particle 푧-position tracking. The
푧-tracking algorithm is based on the concept of auto-focusing: (1) PI stage is initialized at device
center (with 1-2휇m variability) and the trapped particle pixel number (area) is measured via Lab-
View program Figure. 7.2 C -center. (2) The trapped particle detected area increases as it migrates
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in the 푧-direction Figure. 7.2 B. (3) Based on the slope of area to position (푑퐴∕푑푧), the PI-stage
adjusts its position (up or down) to bring the particle back to focus Figure. 7.2 B. (4) The PI-stage
position is output as the trapped particle current position in real time. We output a series of charac-
terization on particle migration 푧-position and its detected pixel area with time. The plotted output
data is 1 point / sec whereas in actual experiment the output is 1 point / 0.1 sec. While the particle
is migrating in the 푧-axis, the detected area remains at a constant indicating that the auto-focusing
푧-program is able to track the particle in real time Figure. 7.3.
Accurate measurements of strain-rate 휖̇ and longest relaxation time 휏 are required to calibrate
flow strength 푊 푖 = 휖̇휏. Given the solution viscosity and polymer concentration, semi-dilute 휆-
DNA longest relaxation time can be obtained from a power-law scaling relation : 휏∕휏0 ∼ (푐∕푐∗)0.48
found in our previous work. Here, 휏0 = 휂푠푅30∕푘퐵푇 is the dilute polymer longest relaxation time, 휂푠
is solvent viscosity,푅0 is polymer end-to-end distance at 푇휃, 푘퐵 is Boltzmann constant, 푇 tempera-
ture (K). The longest relaxation time for 10푐∗ aqueous PEO solution is obtained (see Supplementary
5) from the cross-over of퐺′ and퐺′′ via frequency sweep experiments (Discovery Hybrid Rheome-
ter 3, Trios, 40 푚푚 parallel plate) Figure. 7.9. Strain rates 휖̇ are obtained via particle imaging
velocimetry (PIV) experiments. Polymer solutions containing fluorescent beads (1 : 200 vol%) are
introduced into the micro-fluidic device to allow effective tracing of the stream lines. A home-
written particle tracking and strain-rate calibration program used and strain-rate profile for all three
polymer solutions Figure. 7.4. Note that the strain rate is dependent on the driving pressure and
here the applied pressure : 10푐∗ > 2.5 푐∗ > 1푐∗ and therefore the strain rate is : 10푐∗ > 2.5 푐∗ >
1푐∗.
7.3 Second-order fluid based analytical model
Theoretical development of the motion of a rigid sphere in a two-dimensional, quadratic, uni-
directional flow of a second-order fluid was developed by Leal and coworkers [103–105]. Their re-
sults demonstrated that the migration effect is induced by normal stresses wherever there is a lateral
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Figure 7.4: Strain rates obtained from particle imaging velocimetry (PIV) and characterized in the 푥푦 plane. Solid
symbols are experimental results and dashed lines are from second order polynomial fitting. 1푐∗ 휆DNA solution at Wi
= 1.2 (⬥), 1.9 (●), 2.4 (▴). 2.5푐∗ 휆DNA solution at Wi = 1.3 (◂), 1.5 (▾), 2.2 (▸). 10푐∗ PEO at Wi = 0.008 (⬟),
0.011 (⬢), 0.015 (◼)
variation of the shear rate in the undisturbed flow. Though it is well-known that the second-order
fluid model is only relevant for very slow and near Newtonian flows, the second-order fluid expan-
sion is the common slow-flow limit of most other models of viscoelastic fluid behavior. Moreover,
the shear dependence of viscosity only enters the third-order fluid expansion and thus the second-
order model provides a rational basis for separating the effects of particle migration induced by
normal stresses from that of viscosity dependence origin.
The expression of polymer stress 푇푖푗 in second order fluid is obtained from retarded motion
expansion [136] :
푇푖푗 = −푃훿푖푗 + 휂0퐴푖푗(1) + 훼1퐴푖푗(2) + 훼2
(
퐴푖푘(1)퐴푘푗(1)
) (7.1)
The rate of strain tensor is defined as 퐴푖푗(1) = 휕푈푖휕푥푗 +
휕푈푗
휕푥푖
and the second order convective time
derivative of strain is defined as 퐴푖푗(2) = 퐷퐷푡퐴푖푗(1) + 퐴푖푘(1)
휕푈푘
휕푥푗
+ 휕푈푖
휕푥푗
퐴푗푘(1). Here 푈푖 denotes the
undisturbed velocity. Viscometric functions at low shear rates, including zero-shear viscosity 휂0,
first normal stress coefficient 휓1 and second normal stress coefficient 휓2 are directly related to the
second-order fluid constants: 훼1 = −푇푦푦−푇푥푥2훾̇2 = −
휓1
2
and 훼2 = 푇푥푥−푇푧푧훾̇2 = 휓1 + 휓2.
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For generalized shear-free flow, the velocity 푈푖 is
푈푖 =
⎡⎢⎢⎢⎢⎢⎣
−1
2 휖̇(1 + 푏)(푥 − 푥0)
휖̇(푦 − 푦0)
−1
2 휖̇(1 − 푏)(푧 − 푧0)
⎤⎥⎥⎥⎥⎥⎦
(7.2)
Using the second-order fluid expression Eq. (7.1) and the expressions for 퐴푖푗(1) and 퐴푖푗(2), the
normal stress differences and extensional viscosity expressions for planar-extensional flow is (푏 =
1) :
휂2 =
휏푦푦 − 휏푧푧
휖̇
= 2휂0 + 4(훼1 + 훼2)휖̇
= 2휂0 + 4(휓1 + 휓2)휖̇(1 + 휖1) = 2휂0 + 4휙3휖̇(1 + 휖1)
(7.3)
Here 휖1 = 훼1훼2 =
−0.5휓1
휓1+휓2
and is usually less than−0.5 (휖1 = −0.56) [103–105] andwe set휓1+휓2 = 휙3.
Analytical expression for the migration velocity of a rigid sphere in a general quadratic flow of a
second-order fluid was solved by Ho and Leal using methods of reflexion and reciprocal theorem
[103, 190]. The general dimensionless undisturbed velocity relative to the translating frame can
be expressed by general quadratic form 푉̃푖 = 훼푖 + 훽푖푗푥̃푗 + 훾푖푗푘푥̃푘푥̃푗 and the dimensionless particle
migration velocity (푈̃ (1)푠 )푖 (here (1) denotes first-order disturbance velocity from non-Newtonian
terms) derived by Leal and coworkers :
(푈̃ (1)푠 )푖 =
5
18
(5 + 13휖1)푒푛푚휓푚푛푖
+ 1
27
(1 + 11휖1)휖푖푚푛푒푚푙휃푙푛 +
1
3
푒푖푚휏푚
(7.4)
푒푖푗 , 휓푖푗푘, 휖푖푗푘, 휃푖푗 and 휏푖 in Eq. (7.4) are decomposition of the 훽푖푗 and 훾푖푗푘.
The second order fluid based particle non-dimensionalized migration velocity expression by
Leal and coworkers’ is as follows:
(푈̃ (1)푠 )푖 =
5
18
(5 + 13휖1)푒푛푚휓푚푛푖
+ 1
27
(1 + 11휖1)휖푖푚푛푒푚푙휃푙푛 +
1
3
푒푖푚휏푚
(7.5)
To obtain the actual migration velocity we need to solve for the individual terms in Eq. (7.5).
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Figure 7.5: (A) Undisturbed strain rate profile in the 푧-axis. (B) Velocity profile in 푥푦-plane. (C) Particle position
and velocity in translating frame versus fixed frame.
Here, we introduce the general dimensionless expression for undisturbed general quadratic flow in
the fixed frame:
푉̃ ′푖 = 훼
′
푖 + 훽
′
푖푗 푥̃
′
푗 + 훾
′
푖푗푘푥̃
′
푘푥̃
′
푗 (7.6)
Substituting 푥̃′푖 = 푥̃푖+(푥̃0(푡)푖) as shown in Figure. (7.5) (C) into the above expression , we obtain:
푉̃ ′푖 = 훼
′
푖 + 훽
′
푖푗(푥̃푗 + (푥̃0(푡))푗) + 훾
′
푖푗푘(푥̃푘 + (푥̃0(푡))푘)(푥̃푗 + (푥̃0(푡))푗)
= (훼′푖 + 훽
′
푖푗(푥̃0(푡)푗) + 훾
′
푖푗푘(푥̃0(푡))푘(푥̃0(푡))푗)
+ (훽′푖푗 + 2훾
′
푖푗푘(푥̃0(푡))푘)푥̃푗 + 훾
′
푖푗푘푥̃푘푥̃푗
(7.7)
And we set
훼푖 = 훼′푖 + 훽
′
푖푗(푥̃0(푡)푗) + 훾
′
푖푗푘(푥̃0(푡))푘(푥̃0(푡))푗
훽푖푗 = 훽′푖푗 + 2훾
′
푖푗푘(푥̃0(푡))푘
훾푖푗푘 = 훾 ′푖푗푘
(7.8)
We arrive at:
푉̃ ′푖 = 훼푖 + 훽푖푗 푥̃푗 + 훾푖푗푘푥̃푘푥̃푗
푉̃푖 = 푉̃ ′푖 − (푈̃푠)푖 = 훼푖 + 훽푖푗 푥̃푗 + 훾푖푗푘푥̃푘푥̃푗 − (푈̃푠)푖
(7.9)
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Our goal is to solve for 훽푖푗 and 훾푖푗푘 in Eq. (7.9). The coefficients are related to the undisturbed
velocity field 푉̃푖 in the following relations:
훽푖푗 =
휕푉̃푗
휕푥̃푖
푒푖푗 =
1
2
(훽푖푗 + 훽푗푖)
훾푖푗푘 =
휕푉̃푘
휕푥̃푖휕푥̃푗
(7.10)
Moreover, based on Ho and Leal, 훽푖푗 and 훾푖푗푘 can be decomposed into their respective irreducible
components as follows:
휓푖푗푘 =
1
6
(훾푖푗푘 + 훾푖푘푗 + 훾푘푖푗 + 훾푘푗푖 + 훾푗푖푘 + 훾푗푘푖)
− 1
15
(훾푖푚푚훿푗푘 + 훾푗푚푚훿푖푘 + 훾푘푚푚훿푖푗)
휃푖푗 = 휖푖푚푛훾푛푚푗 + 휖푗푚푛훾푛푚푖
휏푖 = 훾푖푚푚
(7.11)
The solved individual terms in Eq. (7.5) can be found in TABLE. 7.1. Note that here we defined
푖 = 1 to be 푥-axis, 푖 = 2 to be 푦-axis, and 푖 = 3 to be 푧-axis. Combining the above relevant terms
in the table : 푒푚푛휓푚푛푖, 휖푖푚푛휖푚푙휃푙푛 and 푒푖푚휏푚 and Eq. (7.5), we are able to obtain the final expression
for the migration velocity. Consider only 푖 = 3 the 푧 axis migration velocity, we arrive at :
(푈̃ (1)푠 )푧 =
5
18
(5 + 13휖1)
(4
3
̃̇휖
(푑휖̇
푑푧̃
))
훿푧
+ 5
18
(5 + 13휖1)
(
1
3
(
푑 ̃̇휖
푑푧̃
)(
푑2 ̃̇휖
푑푧̃2
)(
(푥̃ − 푥̃0)2 + (푦̃ − 푦̃0)2
))
훿푧
(7.12)
In our set-up the strain rate profile ̃̇휖(푧̃) = ̃̇휖2푚푎푥푧̃(1 − 푧̃). Here we set 푁(휖1) = 518 (5 + 13휖1) and
Δ푥̃ = (푥̃ − 푥̃0), Δ푦̃ = (푦̃ − 푦̃0) are assumed to be trapped particle’s distance from the stagnation
point 푥̃0 and 푦̃0. Since the particle is trapped in the 푥푦 plane, we assume Δ푥̃ ≈ Δ푦̃, and therefore
(푥̃ − 푥̃0)2 + (푦̃ − 푦̃0)2 = 2Δ푥̃2. Therefore Eq. (7.12) can be expressed as :
푑푧̃
푑푡̃
= 푁(휖1) ̃̇휖2푚푎푥(1 − 2푧̃)
(4
3
푧̃(1 − 푧̃) + 1
3
(−2)(2Δ푥̃2)
)
(7.13)
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훽푖푗 푒푖푗 훾푖푗푘 휓푖푗푘
훽11 = −휖̇
훽22 = 휖̇
훽31 =
−푑휖̇
푑푧̃ (푥̃ − 푥̃0)
훽32 =
푑휖̇
푑푧̃ (푦̃ − 푦̃0)
the rest = 0
푒11 = −휖̇
푒22 = 휖̇
푒13 = 푒31 =
−1
2
(
푑휖̇
푑푧̃
)
(푥̃ − 푥̃0)
푒23 = 푒32 =
1
2
(
푑휖̇
푑푧̃
)
(푦̃ − 푦̃0)
the rest = 0
훾131 = 훾311 =
−푑휖̇
푑푧̃
훾331 =
−푑2 휖̇
푑푧̃2
(푥̃ − 푥̃0)
훾232 = 훾322 =
푑휖̇
푑푠
훾332 =
푑2 휖̇
푑푧̃2
(푦̃ − 푦̃0)
the rest = 0
휓113 = 휓131 = 휓311 =
−2
3
(
푑휖̇
푑푧̃
)
휓223 = 휓232 = 휓322 =
2
3
(
푑휖̇
푑푧̃
)
휓133 = 휓313 = 휓331 =
−1
3
(
푑2 휖̇
푑푧̃2
)
(푥̃ − 푥̃0)
휓233 = 휓323 = 휓332 =
1
3
(
푑2 휖̇
푑푧̃2
)
(푦̃ − 푦̃0)
the rest = 0
휃푖푗 (푖 = 3) 휏푖 (i = 3) 푒푛푚휓푚푛푖 (푖 = 3)
휃푖푗 = 0 휏푖푗 = 0
푒11휓113 = 푒22휓223 =
2
3 휖̇
(
푑휖̇
푑푧̃
)
푒13휓313 = 푒31휓133 =
1
6
(
푑휖̇
푑푧̃
)(
푑2 휖̇
푑푧̃2
)
(푥̃ − 푥̃0)2
푒23휓323 = 푒32휓233 =
1
6
(
푑휖̇
푑푧̃
)(
푑2 휖̇
푑푧̃2
)
(푦̃ − 푦̃0)2
the rest = 0
푒푛푚휓푚푛3 =
4
3 휖̇
(
푑휖̇
푑푧̃
)
+ 13
(
푑휖̇
푑푧̃
)(
푑2 휖̇
푑푧̃2
)
((푥̃ − 푥̃0)2 + (푦̃ − 푦̃0)2)
휖푖푚푛푒푚푙휃푙푛 (푖 = 3) 푒푖푚휏푚(푖 = 3)
휖푖푚푛푒푚푙휃푙푛(푖 = 3) = −푒21휃11 + 푒11휃12 − 푒22휃21 + 푒12휃22
−푒23휃31 + 푒13휃32 = 0
푒푖푚휏푚(푖 = 3) = 푒31휏1 + 푒32휏2 + 푒33휏3 = 0
Table 7.1: Relevant physical parameters for second-order fluid based analytical expression (푥, 푥0, 푦, 푦0, 푠 are alldimensionless)
For ease of expression and integration, we set 퐴 = 4
3
and 퐵 = 2
3
(2Δ푥̃2). Reorganize of Eq. (7.13)
leads to:
∫
푧̃(푡)
푧̃0
1
(퐴(1 − 2푠) (푧̃(1 − 푧̃) − 퐵))
푑푧̃ = 푁(휖1) ̃̇휖2푚푎푥 ∫
푡
0
푑푡̃ (7.14)
Here 푧̃0 is the starting point of the migration and 푧̃(푡) is particle dimensionless 푧-direction position
at time 푡. Integration of Eq. (7.14) leads to :
푙표푔
(
(퐴(푧̃(푡)−1)푧̃(푡)+퐵)(2푧̃0−1)2
(2푧̃(푡)−1)2(퐴(푧̃0−1)푧̃0+퐵)
)
퐴 − 4퐵
= 푁(휖1) ̃̇휖2푡
(7.15)
Thus far, using Eq. (7.15) we can already achieve a qualitatively match of particle migration trajec-
tories with our experimental results. However, in order to make quantitative predictions and com-
parisons with existing rheological measurements, we need to obtain "dimensionalized" expression
Eq. (7.15). Therefore we dimensionalize Eq. (7.13) with the following physical parameters:
푧̃ ∼ 푧
퓁
, 푡̃ ∼ 푡
휆
, ̃̇휖푚푎푥 = 휖̇푚푎푥휆
푥̃ = 푥
푎
, (푥̃ − 푥̃0)2 = (Δ푥̃)2 =
(푥 − 푥0
푎
)2
=
(Δ푥
푎
)2 (7.16)
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Here all the parameters are obtained from experiments: 푎 is particle diameter (0.84 휇푚), 푙 is
device height (80 휇푚) and we assumed that Δ푥̃ = Δ푦̃ = 21% of particle diameter 푎 resulting
in 2Δ푥̃2 = 0.09, except 휆 is unknown but we will get to it eventually. Plugging in the above
expressions in Eq. (7.16) to Eq. (7.13) we arrive at :
푑
(
푧
퓁
)
푑푡
= 푁(휖1)휆휖̇2푚푎푥
(
1 − 2 푧
퓁
)(4
3
푧
퓁
(
1 − 푧
퓁
)
+ 1
3
(−2)2Δ푥̃2
) (7.17)
Eq. (7.17) is similar to Eq. (7.13) except for a dimensional scaling coefficient 휆휖̇2푚푎푥 [1∕푠]. To
obtain physical time scale 휆 [푠] for particle migration in our channel we based on Stokes’ law 퐹 =
6휋휂푅푈 . Here 퐹 is force exerted on particle, 휂 is the viscosity of the solution, 푅 is particle radius
and 푈 is particle traveling velocity. In our experiments, we observed cross-stream line particle
migration is driven by the Non-Newtonian normal stress exerted on the particle, and therefore we
scale 퐹 ∼ 휙3휖̇2푚푎푥(4휋(푎∕2)2), where 휙3 [푃푎 ⋅푠2], 휖̇2푚푎푥 [1∕푠2] and 푎 [푚]. Local viscosity experienced
by particle is scaled as solvent viscosity 휂푠 [푃푎 ⋅ 푠]. We scale particle traveling velocity 푈 ∼ 퓁2∕휆
[푚∕푠] due to the fact that we observe particles travel within half the width of the channel. Finally,
this leads to 휆 = 3휂푠퓁∕2
휖̇2푚푎푥휙3푎
[푠]. Plugging back to Eq. (7.17) we arrive at :
푙표푔
(
(퐴(푧̃(푡)−1)푧̃(푡)+퐵)
(퐴(푧̃0−1)푧̃0+퐵)
(2푧̃0−1)2
(2푧̃(푡)−1)2
)
퐴 − 4퐵
=
3퓁푁(휖1)휂푠
2휙3푎
푡 = 퐶푡 (7.18)
Fitting coefficient C [1∕푠] carries the information of normal stress coefficient 휙3 [푃푎 ⋅ 푠2], which
facilitates us to measure the extensional viscosity 휂2 = 2휂0 + 4휙3휖̇푚푎푥(1 + 휖1).
7.4 ODES-DOS extensional viscosity measurement
ODES-DOS extensional rheometer is used to provide estimations on polymer extensional vis-
cosity [191]. For dripping-onto-substrate experiments, a discrete fluid volume delivered at a rel-
atively low flow rate, 푄, is deposited onto a glass substrate placed at a fixed distance 퐻 below
the nozzle. An unstable, stretched liquid bridge, bounded by the nozzle and a sessile drop on the
substrate Figure. 7.6 (A), is formed, and its necked region undergoes capillary-driven thinning.
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Neck shape and diameter are extracted from movies captured at a rate of 8000 - 25000 frames per
second (fps). Analysis is carried out by using ImageJ and home-written code in MATLAB. The
imaging system consists of a light source, a diffuser, and a Photron Fastcam SA3 high-speed cam-
era equipped with a Nikkor 3.1X zoom lens (18 - 55 mm) and an additional super macrolens. Each
measurements is repeated at least five times for the chosen nozzle (diameter: inner,퐷푖 = 0.838 mm
and outer,퐷표 = 1.270 mm), aspect ratio (H/Di≈ 3), and dispensing rate, and a good reproducibility
is observed.
Figure 7.6: (A) Dripping onto Substrate (DoS) experimental technique: the DoS experimental setup consists of a
syringe pup used for pumping fluids through a nozzle placed above the glass substrate, light source and high speed
camera. (B) Sample experimental snap shots of 1푐∗휆-DNA solutions.
DoS measurements are conducted on 1푐∗ 휆-DNA, 2.5푐∗ 휆-DNA and 10푐∗PEO solution. Exten-
sional relaxation time and extensional viscosity are measured and reported.
Figure 7.7: Extensional flow measurements using DoS technique all tested solutions (A) Minimum radius evolution
in time for three different runs on all three solutions. Extensional relaxation time is obtained by fitting experimental
data for radius evolution in the elastocapillary regime. (B) Transient extensional viscosity as a function of Henky
strain.
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7.5 Bulk rheological characterization on polymer solution
Flow sweep zero-shear viscosity measurements on on 1푐∗ 휆-DNA, 2.5푐∗ 휆-DNA and 10푐∗PEO
solution are conducted and zero-shear viscosity is measured and reported. For 10푐∗ PEO solution
we did the flow sweep experiment at shear rate 10−3 - 50 (1/s) at 8 points per decade with the
equilibration time is 20 s and the averaging time is also 20 s. For 2.5푐∗ DNA solution we did the
flow sweep experiment at shear rate 10−3 - 50 (1/s) at 5 points per decade with the equilibration
time is 15 s and the averaging time is 15 s. For 1푐∗ DNA solution, we did the flow sweep experiment
at 10−4 - 10 (1/s) at 8 points per decade, with the equilibration time 20 s and averaging time 30 s.
Figure 7.8: Zero-shear viscositymeasurements usingDiscoveryHybrid Rheometer 3 (40푚푚 parallel plate geometry)
on (A) 10푐∗ aqueous PEO solution: 8.8 Pa⋅S (B) 1푐∗ 휆-DNA solution : 0.12 Pa⋅S. (C) 2.5푐∗ 휆-DNA solution : 0.31
Pa⋅S.
Frequency sweep measurements on 10푐∗PEO solutions is conducted and reported in the fol-
lowing figure. For the frequency sweep experiments, the angular frequency is at 1000 - 0.1 (rad/s)
at 8 points per decade, with the conditioning time 5s, sampling time 5s and the stress at 5 푃푎.
Figure 7.9: Frequency sweep experiments using Discovery Hybrid Rheometer 3 (40 푚푚 parallel plate geometry) on
10푐∗PEO solution and longest relaxation tim is 0.01s for 10푐∗PEO solution.
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7.6 Direct observation of particle migration in semi-dilute solutions
Particle 푧-direction migration trajectories were collected in four different solutions: (1) Newto-
nian solvent (60 wt% sucrose solution, 60 cP). (2) 1푐∗ semi-dilute 휆DNA (60 cP). (3) 2.5푐∗ semi-
dilute 휆DNA solutions (50 cP). (4) 10푐∗ (c=1.7wt.%) aqueous PEO solutions (푀푤=106 푐∗). The
reported trajectories are evaluated by taking average of individual particle trajectories as shown in
Figure. 7.10. Particle trajectories in Newtonian solution (60 wt% sucrose solution) reveals no evi-
dence of 푧-direction migration while particles immersed in polymer solutions near or above overlap
concentration 푐∗ show significant 푧-direction migration behavior for all three solutions tested. Par-
ticle migration velocity has strong dependence on푊 푖 and trajectories show significant symmetry
over the center-plane. It was generally observed that particles migrated towards the regime of
minimal shear rate and similar concept applies in our experiments: particles migrate towards the
minimal strain rate region. In our device however, strain rate is maximum at the center and minimal
at the walls Figure. 7.4, whereas in Poiseuille flow shear rate is maximum at the wall and minimal
at the center. Therefore, in our experiment observed particle migration direction is reversed.
Figure 7.10: (A)(B)(C) Experimental and analytical results for particle 푧-migration in (A) 1푐∗ 휆DNA solution at Wi
= 1.2, 1.9, 2.4. (B) 2.5푐∗ 휆DNA solution at Wi = 1.3, 1.5, 2.2. (C) 10푐∗ PEO at Wi = 0.008, 0.011, 0.015
Experimental results are compared with the second-order fluid based analytical expression
Eq. (7.18) as shown in Figure. 7.10 and very close comparison is achieved for all three polymer
solution tested. We assume that particle distance deviation from stagnation point in both 푥 and 푦
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direction are 21% of the particle size and therefore Δ푥̃2 + Δ푦̃2 = 0.09. The comparison between
our experimental results and the analytical expression allows us to deduce the fitting coefficient
퐶 = 3퓁푁(휖1)휂푠
2휙3푎
from Eq. (7.18), and thereby estimate 휙3 = 휓1 + 휓2 and extensional viscosity based
on Eq. (7.3), where 휂2 = 2휂0 + 4휙3휖̇푚푎푥(1 + 휖1). Here, the zero-shear viscosity 휂0 is indepen-
dently measured (see Supplementary 4) in a series of flow-sweep experiments (Discovery Hybrid
Rheometer 3, Trios, 40 푚푚 parallel plate).
We furthermore use the ODES-DOS to provide a comparison between our predicted exten-
sional viscosity 휂2 and bulk rheometer measurements. Polymer solution longest relaxation time
and transient extensional viscosity are measured for all three solutions and summary of measure-
ments can be found in TABLE. 7.2. We obtained a close comparison between ODES-DOS and our
micro-fluidic based particle migration experiments for all three polymer solutions tested, indicating
that the second-order fluid based analytical model is capable of describing and predicting particle
migration phenomena. Moreover, we proved that particle migration phenomena are indeed driven
by normal stress difference in polymer solution which is directly related to polymer extensional
viscosity. It is also interesting to note that, since strain rate dependencies 휖̇ are scaled out in our
final expression, the reported extensional viscosities are "steady-state" extensional viscosities, cor-
responding to the plateau values in the ODES-DOS measurements. Our current set-up is possibly
the only existing method to directly measure semi-dilute polymer steady state extensional viscos-
ity above the critical coil-stretch transition푊 푖 at very high precision. It is also important to note
that in our measurements fluid undergoes planar-extensional deformation whereas in ODES-DOS
measurements fluid undergoes uniaxial elongation deformation, therefore an exact match between
the two should not be expected.
It is shown in our work both qualitatively and quantitatively that flow induced particle migration
is generated by a strain rate dependent, symmetric, normal stress gradient in the 푧-direction that
exists only in non-Newtonian solution. The driving force of such phenomena is originated from the
strong alignments and interactions of non-dilute polymer molecules that are not present in Newto-
nian solutions nor ultra-dilute (10−5푐∗) polymer solutions [74]. While it is unclear wether the actual
96
molecular-level interactions are due to purely hydrodynamic interactions or involve direct contact
of extended polymers, our results nevertheless provide a starting point that tie micro-scale particle
motion to bulk level material stress response. Future directions combining this platform with sin-
gle molecule fluorescence microscopy may allow us to directly interrogate the origin of constraint
release in linear polymer melt and strain-hardening in branched polymers at the molecular level.
Polymer solu-
tions
Concentration
(휇g/ml ,
wt%)
Zero-shear
viscosity 휂0(Pa⋅S)
Longest
relax-
ation
time 휏 (s)
normal stress coefficient
휙3 = 휓1 + 휓2 (푃푎 ⋅ 푆2)
Extensional viscosity 휂2micro-fluidic (Pa⋅S)
Extensional
viscosity 휂퐸ODES-DOS
(Pa⋅S)
휆-DNA 1푐∗ 44
(ug/ml)
0.12 5.5
Wi = 1.2, 휙3 = 173.7 ± 9.1
Wi = 1.9, 휙3 = 116.5 ± 4.1
Wi = 2.4, 휙2 = 86.8 ± 3.1
Wi = 1.2, 휂2 = 61.4 ± 3.2
Wi = 1.9, 휂2 = 63.8 ± 2.2
Wi = 2.4, 휂2 = 59.8 ± 2.1
Wi = —-
휂퐸 = 40 ∼ 50
휆-DNA 2.5푐∗ 100
(ug/ml)
0.31 6.5
Wi = 1.3, 휙3 = 275.0 ± 15.3
Wi = 1.5, 휙3 = 170.7 ± 5.9
Wi = 2.2, 휙3 = 115.1 ± 2.7
Wi = 1.3, 휂2 = 107.1 ± 5.9
Wi = 1.5, 휂2 = 99.8 ± 3.4
Wi = 2.2, 휂2 = 101.9 ± 2.4
Wi = —-
휂퐸 = 100 ∼ 180
PEO 10푐∗ 1.7 wt% 8.8 0.01
Wi = 0.008, 휙3 = 8.3 ± 0.7
Wi = 0.01, 휙3 = 8.5 ± 33.0
Wi = 0.015, 휙3 = 7.3 ± 0.9
Wi = 0.008, 휂2 = 29.1 ± 0.94
Wi = 0.01, 휂2 = 33.0 ± 0.85
Wi = 0.015, 휂2 = 36.8 ± 2.4
Wi = 0.67
휂퐸 = 40 ∼ 45
Table 7.2: Informations for three polymer tested : 1푐∗휆-DNA, 2.5푐∗휆-DNA and 10푐∗PEO
7.7 Conclusions
It is shown in our work both qualitatively and quantitatively that flow induced particle migration
is generated by a strain rate dependent, symmetric, normal stress gradient in the 푧-direction that
exists only in non-Newtonian solution. The driving force of such phenomena is originated from the
strong alignments and interactions of non-dilute polymer molecules that are not present in Newto-
nian solutions nor ultra-dilute (10−5푐∗) polymer solutions [74]. While it is unclear wether the actual
molecular-level interactions are due to purely hydrodynamic interactions or involve direct contact
of extended polymers, our results nevertheless provide a starting point that tie micro-scale particle
motion to bulk level material stress response. Future directions combining this platform with sin-
gle molecule fluorescence microscopy may allow us to directly interrogate the origin of constraint
release in linear polymer melt and strain-hardening in branched polymers at the molecular level.
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CHAPTER 8
CONCLUSIONS AND FUTURE DIRECTIONS
In this thesis, we expanded the landscape of our understanding of polymer dynamics for in-
crease concentration and complex architectures using the method of single molecule fluorescence
microscopy, Brownian dynamics simulation and 3D particle tracking.
In semi-dilute polymer solution, we addressed the effect of polymer concentration on its dy-
namics via three perspectives: relaxation from high stretch, transient extension and steady state
extension in planar-extensional flow. We found a scaling relation between polymer concentration
and polymer longest relaxation time that follows the power-law relation in the blob-theory. In the
non-linear regime, we found increase in polymer concentration significantly slows down polymer
transient stretching dynamics which is in close agreement with the Brownian dynamics simulation
result. Increase in polymer concentration and strong alignments of polymer molecules under ex-
tensional flow lead to increase in intermolecular interactions. Moreover, the evidence of increased
intermolecular interactions can be found in the broad distribution of stretching trajectories and new
stretching pathways adopted by single polymers.
In dilute ring polymer dynamics, we addressed the effect of polymer topology on its dynamics
via three perspectives: relaxation from high stretch, transient extension and steady state extension
in planar-extensional flow. We studied ring polymer at three different molecular weights : 25kbp
, 45kbp, 115kbp. We found both via experiments and via simulation that dilute ring relaxes sim-
ilarly to linear polymers. Ring structure doesn’t affect its relaxation dynamics and similar scaling
relations applies for both linear and ring polymers. On the other hand, interesting dynamics are ob-
served under transient and steady state extension. Under strong transient stretching, we observed
interesting transient knotted structures that are also observed via Brownian dynamics simulation.
Moreover, dilute ring polymers exhibit slowed-down steady state extension due to the strong hy-
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drodynamic coupling between the ring strands. Using Brownian dynamic simulation, we are able
to see chain looping in the third axis that is a direct result from strong hydrodynamic coupling.
The single molecule results in dilute ring and the findings of strong hydrodynamic coupling
of closely situated ring polymer strands further inspire our understanding on closely aligned semi-
dilute linear polymers. Strong hydrodynamic coupling may also exist in semi-dilute/concentrated
polymer solution undergoing strong extensional flow, and this hydrodynamic coupling may be ori-
gin of some collective polymer stress response. While direct contacts between polymer molecules
are also possible, it is as yet not observable. Future directions involve using brownian dynamics
simulations to directly interrogate the possibility of intermolecular cross-over.
Moving beyond single molecule studies on polymer solutions, we address the impact of in-
termolecular interactions in semi-dilute polymer solutions via a different perspective. Using 3D
particle tracking, we directly observe particle migration in midst of semi-dilute polymer solution
while undergoing planar extensional deformation. Particle migration in non-newtonian solution is
originated from the stress developed in the material that results from the strong alignment of poly-
meric materials under flow. Using second-order fluid constitutive equation, we are able to directly
compare our experimental results with analytical expressions and furthermore deduce the normal
stress coefficient, and the extensional viscosity. From our work, we found that particle migration
in semi-dilute polymer solutions is directly related to the non-newtonian stress response and this
phenomena can be connected to bulk material properties : normal stress and extensional viscosity.
Future directions using combination of single molecule microscopy and 3D particle tracking
may allows us to studymore complicated soft matter systems stress response, such as linear polymer
melt, or branched polymers.
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