We address the problem of navigating unmanned vehicles safely through urban canyons in two dimensions using only vision-based techniques. Two commonly used vision-based obstacle avoidance techniques (namely stereo vision and optic flow) are implemented on an aerial and a ground-based robotic platform and evaluated for urban canyon navigation. Optic flow is evaluated for its ability to produce a centering response between obstacles, and stereo vision is evaluated for detecting obstacles to the front. We also evaluate a combination of these two techniques, which allows a vehicle to detect obstacles to the front while remaining centered between obstacles to the side. Through experiments on an unmanned ground vehicle and in simulation, this combination is shown to be beneficial for navigating urban canyons, including T-junctions and 90-deg bends. Experiments on a rotorcraft unmanned aerial vehicle, which was constrained to two-dimensional flight, demonstrate that stereo vision allowed it to detect an obstacle to the front, and optic flow allowed it to turn away from obstacles to the side. We discuss the theory behind these techniques, our experience in implementing them on the robotic platforms, and their suitability to the urban canyon navigation problem. C 2009 Wiley Periodicals, Inc.
INTRODUCTION
Unmanned aerial and ground vehicles (UAVs and UGVs) have many potential uses in both civilian and military roles, many of which require the vehicles to navigate through urban canyon environments. Two forms of navigation are possible: navigating safely without trying to reach a goal (safe wandering) and goal-directed navigation by means of path planning. The former is possible by avoiding obstacles locally in a reactive manner, whereas the latter requires following a globally planned path. Often these two are combined in a hierarchical manner allowing for safe local navigation with the ability to reach a global goal. In this paper we focus on safe wandering navigation and discuss the implementation of purely vision-based approaches to this. Although safe wandering alone does not allow a robot to achieve goaldirected navigation tasks such as package delivery, it is a key requirement to enable tasks such as exploration, mapping and urban search and rescue. The techniques presented here could certainly be combined with goal-directed navigation to provide more functionality.
The vision-based techniques presented are ultimately destined for use on a small-scale rotorcraft UAV (RUAV); however, because our implementations and assumptions made thus far have limited the UAV to two-dimensional (2D) motion in the plane, these techniques are also suitable for UGVs. Owing to the difficulties with testing urban canyon navigation with a UAV, the techniques have in fact been tested more thoroughly on a ground vehicle than an aerial vehicle to date. We have, however, gained insight into the practicalities of implementing them on ground and aerial vehicles and share some of these insights in this paper.
Our motivation for investigating vision-only techniques is due to the payload limitations of small-scale RUAVs (typically up to 5 kg). Small-scale RUAVs are well suited for use in urban environments because they can perform vertical takeoff and landing, as well as hovering in place; however, the payload limitation is a drawback. Cameras are relatively lightweight and power efficient compared to sensors typically used for ground-based robot navigation, such as scanning lasers. Also, unlike a scanning-type sensor, cameras equipped with a global shutter take an "instantaneous" snapshot of the environment, which is beneficial on a dynamic platform. Cameras are passive sensors, which is a desirable feature if stealth is a concern. If used for surveillance, the UAV would be equipped with cameras, so it would be sensible to make use of these for navigation too. Although many UGVs can carry larger payloads, a number of smaller versions are appearing that would also benefit from the weight and power savings of using vision for navigation. Small UGVs are useful for applications such as search and rescue and pipe or duct inspections.
Navigation through urban canyons is somewhat different from that in other environments, as it requires the vehicle to be aware of obstacles to the side as well as to the front (when approaching a junction). Depending on the width of the canyon and the sensor range and field of view (FOV), both canyon walls may not be detectable at the same time. The vehicle would then have to follow a zigzag pattern to sense one wall at a time and ensure that on average it is centered in the canyon. With the addition of sidewaysfacing sensors, this is no longer the case, as both walls can be sensed continuously. We propose the use of a forward-facing stereo pair to detect obstacles to the front, together with a pair of sideways-facing cameras for optic flow-based centering. We investigate the suitability of these sensors to their individual roles, as well as a mode switching-based technique to combine the output of the individual techniques for controlling the vehicle's heading. To date we have tested the combined system on a UGV and in simulation, and on the UAV we have tested them individually. Results from the simulation and ground-based experiments show that combining the forward and sideways sensing improves 2D urban canyon navigation for these platforms when compared to using the techniques individually.
The remainder of this paper is arranged as follows: Section 2 reviews related work, Sections 3-5 describe the optic flow, stereo, and combined optic flow and stereo-based avoidance techniques. Section 6 describes the robotic platforms and simulation environment used for the reactive 2D avoidance experiments, and Section 7 presents the results of these experiments. Lessons learned while developing these navigation techniques and implementing them on the robotic platforms are described in Section 8, and finally, conclusions are drawn and future work is discussed in Section 9.
RELATED WORK
Impressive results for obstacle avoidance on a rotorcraft UAV have been shown by Scherer, Singh, Chamberlain, and Saripalli (2007) and Shim, Chung, Kim, and Sastry (2005) . In both cases a scanning laser was used, however, on a Yamaha R-MAX rotorcraft UAV, which is able to lift this type of sensor.
Optic flow is commonly used to produce a centering response by balancing the perceived flows on either side. This biologically inspired technique has been demonstrated indoors on small ground-based robots (Argyros, Tsakiris, & Groyer, 2004; Camus, 1994; Srinivasan et al., 1998 ) and on small fixedwing UAVs (Green, Oh, & Barrows, 2004; Zufferey, & Floreano, 2005) . Our previous work (Hrabar & Sukhatme, 2004) was the first to investigate the use of optic flow for centering a rotorcraft UAV in an urban canyon. This included generating yaw rate commands offline on data recorded onboard the UAV in an urban canyon but did not include closed-loop control. Optic flow has also been used to judge the time to collision with obstacles to the front (Camus, 1994) and to regulate a vehicle's speed when entering a cluttered environment and the height of a UAV above the ground (Garratt & Chahl, 2008) . A drawback with optic flow-based techniques is that they do not provide absolute range measurements.
Absolute range can be measured with a single camera if some knowledge of the scene geometry is available or multiple images are used with a known transformation between them. Alternatively, a pair of cameras can be used to produce stereo vision. Johnson, Calise, Watanabe, Ha, and Neidhoefer (2007) present two vision-based techniques for determining range to a second UAV in leader-follower applications. The techniques use only a single camera; the first technique relies on maneuvering the UAV side-to-side to generate a stereo baseline [estimated with an inertial measurement unit (IMU)], whereas the second technique assumes a known scale from the wing tips of the leader aircraft to recover range. Watanabe, Calise, and Johnson (2007) employ this technique and show in simulation that it can be used to avoid obstacles in the path of a rotorcraft UAV. Also, Call, Beard, and Taylor (2006) present simulation results for a structure from motion-based approach for obstacle detection on a UAV.
Stereo vision has been extensively used on ground-based robots for obstacle detection (Badal, Ravela, Draper, & Hanson, 1994; Matthies & Grandjean, 1994; Weber, Luong, Koller, & Malik, 1995) . It has also been used on rotorcraft UAVs for height and motion estimates (Roberts, Corke, & Buskey, 2003) , detecting safe landing sites (Johnson & Montgomery, 2005; Rowley, 2005) , and terrain mapping. More recently, Byrne, Cosgrove, and Mehra (2006) presented results for stereo-based obstacle detection on a rotorcraft UAV. Their system was able to detect a variety of obstacles at distances of more than 40 m with a 50-cm baseline stereo pair; however, closed-loop avoidance was not shown.
Earlier work on obstacle avoidance for UAVs was based on techniques first developed for groundbased robots. These techniques did not take full advantage of the full six-degree-of-freedom (DOF) capabilities of UAVs, often treating the UAV as if it could operate only on the plane. More recently, work has focused on sensing, planning, and acting in ways that utilize the full six-DOF abilities of UAVs (Badia, Pyk, & Verschure, 2007; Call et al., 2006; Scherer et al., 2007; Sinopoli, Micheli, Donato, & Koo, 2001 ). The combined stereo and optic flow technique we present for safe wandering also assumes that the UAV is essentially operating in the plane. This could, however, be extended to three dimensions.
OPTIC FLOW-BASED CENTERING RESPONSE
Optic flow is the apparent motion of features in an image sequence due to camera motion. Nearby features produce greater flow, so by balancing the perceived flow produced by features on either side, one can remain centered between these features. This biologically inspired approach has led to optic flowbased robot control (Schilstra & van Hateren, 1999; Srinivasan et al., 1998; Srinivasan, Lehrer, Kirchner, & Zhang, 1991) . In this section we describe our implementation of such an approach, which allows an unmanned vehicle to navigate down the center of an urban canyon. This discussion is limited to the 2D case, in which the vehicle is moving in the plane, making it applicable for both UGVs and RUAVs that can be steered using yaw commands only. In reality, a RUAV uses roll and pitch motions to induce horizontal motion, but for low-speed flight these motions are small. Also, small roll and pitch motions are essentially ignored by this technique because only the horizontal component of the flow vector is used. It is therefore suitable for controlling low-speed RAUV flight. The technique could be extended to three dimensions for height regulation when flying in a tunnel or under an overpass, for example. For height regulation over terrain without overhead obstacles, other flow-based techniques can be used (Garratt & Chahl, 2008) .
Flow Measurement and Camera FOV
For reasons discussed below, a rectangular subwindow of the image is used for flow measurement. Salient features are selected in the subwindow and tracked using an OpenCV (2008) implementation of the Lucas & Kanade feature tracker (Lucas & Kanade, 1981) . The average flow vector is calculated, and its component along the image x axis is used for control.
Because a RUAV is capable of sideways flight, its motion vector is not always aligned with its body coordinate frame. For the centering response, flow needs to be measured symmetrically on each side of the motion vector. Using wide-FOV lenses has the advantage that different portions of the images can be used for flow measurement, depending on the motion vector orientation. With narrow-FOV lenses on the other hand, the cameras would need to be physically panned. This is one of the arguments presented in Hrabar and Sukhatme (2004) , which shows that a pair of sideways-looking fish-eye cameras is well suited to the optic flow-based centering response. We therefore use a pair of cameras fitted with 190-deg-FOV fish-eye lenses for flow measurement (Figure 1 ). Although virtual panning can be performed in these images to match the motion vector, in this work we assume that the vehicle always moves nose first, so virtual panning is not needed. The camera angle (as described in Section 3.4) could also be adjusted by moving the flow measurement subwindows in the fish-eye images. Distortion is worse toward the edges of these images, however, so keeping the subwindow at the image center gives the best flow measurement results. We therefore fix the cameras with their optical axes aligned with the desired camera angle, instead of changing the camera angle virtually in the image.
Besides camera angle, another important variable that affects the centering response is the camera FOV (or FOV of the flow measurement subwindow if the entire image is not used). We did not perform a full analysis on the effect of subwindow FOV on the centering response; however, the following can be related from intuition: because the average flow measured in the subwindow is used for control, a wider FOV would result in an average that is derived from a larger portion of the scene. This would result in smoother trajectories, but the vehicle may not respond to smaller obstacles that protrude into the canyon. Reducing the FOV would make the system more responsive to small irregularities in the canyon walls. We found that a subwindow of 80 × 100 pixels in a 320 × 240 pixel fish-eye image produced good results but make no claim that this is the optimal window size to use. Figure 1 shows sample fish-eye images from the urban canyon used for UGV experiments. The flow measurement subwindows are shown as rectangles, and flow vectors can be seen in these areas. The vehicle was closer to the canyon wall on its right, resulting in larger flow vectors in the left-most image of this figure. 
Control Strategy for Centering Response
Given that the optic flow can be measured on either side of a vehicle, we need to derive a control strategy that balances the flow by changing the vehicle's turn rate (i.e., guiding it toward the canyon center). The one-dimensional (1D) optic flow (F ) experienced by an observer moving with linear velocity v along the optical axis (Z) and with angular velocity ω around the Y axis (yaw) while viewing an object at distance d and offset α from the direction of travel can be approximated as follows (for small α):
Only the flow due to translational motion can be used to judge the relative distance to features, so for this analysis, we assume that ω is known and the flow due to rotation can therefore be subtracted from the total flow (see Section 3.3 for a description of how the egomotion compensation is performed). The measured flow is therefore a function of the distance to features and their angular offset from the direction of travel:
We assume that the vehicle moves in a 2D plane with negligible roll and pitch motion. This is a strong assumption for general RUAV navigation, as these platforms need to change attitude in order to move horizontally. Our RUAV platform does not perform aggressive maneuvers, however, so the assumption is valid for much of a typical flight (roll and pitch angles rarely exceed ±10 deg). The low-level controller maintains a stable hover, and slow horizontal flight is achieved by perturbations about the hover. We also assume that the vehicle moves with a constant forward velocity and therefore cannot stop to turn in place. This induces a nonholonomic constraint on the motion, so we use a unicycle kinematic model as follows:
We attempt to balance the flows by controlling only ω, the turn rate of the robot. Figure 2 illustrates the geometry of the camera configuration within a canyon. As the figure shows, we assume that the robot moves in a canyon with parallel walls of infinite length. When traveling in such a canyon, we have
where φ 1 and φ 2 are the angles at which the right and left cameras are oriented relative to the front of the robot. We consider the case in which the cameras are symmetrically placed on the robot (φ 1 = φ 2 ) so henceforth use φ for φ 1 and φ 2 . From Eqs. (2) and (4), the difference in flows is
From Argyros et al. (2004) we have the following control law:
where ω is the angular turn rate, k is a gain constant, v is the forward velocity of the vehicle, and f is the focal length of the cameras. For constant velocity, the v term in Eq. (6) can be incorporated into k, so substituting Eq. (5) into Eq. (6), we have
Thus the commanded turn rate (ω) is a function of the flow difference. Argyros and Tsakiris (2000) prove that a robot controlled with Eq. (6) will be asymptotically stable around the equilibrium (θ , y ) = (0, /2), subject to the conditions that k and v are positive and 0 < φ < π/2.
Egomotion Compensation
Because only the flow due to translation is proportional to the distance to features and can therefore be used to produce an optic flow-based centering response, it is necessary to ensure that only translational-based flow is measured. This can be achieved by ensuring that flow is not measured while the cameras experience a rotation or by canceling out the rotation-based flow using egomotion compensation. We investigate the effectiveness of both these techniques through experiments in the simulation environment (described in Section 6.3).
Intermittent vs. Continuous-Flow Measurement
One approach to separating translational and rotational flow is to ensure that flow is measured only when there is no rotational component to the camera motion. This biologically inspired approach described in Schilstra and van Hateren (1999) can be achieved by flying straight while measuring flow and then making a correctional turn (saccade) without measuring flow. The magnitude and direction of the saccade is determined by the measured flow imbalance. Figure 3 shows the simulated canyon environment used to test this technique. The simulated helicopter traversed this canyon (5 m wide × 27 m long) at a constant speed of 0.5 m/s. For each experiment, 100 runs were made with the helicopter starting from various positions and orientations at the canyon entrance. This allowed us to observe trends that were invariant to the initial conditions. Each set of 100 runs took approximately 90 min to complete. The helicopter was flown straight while 10 frames where captured, and then a correctional turn was made for a duration of 3 frames. This ratio of straight vs. turn was determined empirically after testing different combinations in simulation. For comparison, we also performed 100 runs in which the translational and rotational flows were not separated. Figure 4 shows the resulting trajectories for these two experiments. Figure 4 (a) shows that if the translational and rotational flows are not separated, the motion of the helicopter becomes very unstable, and the centering response is not achieved. Only 1% of the runs were successful. Figure 4( b) shows the effect of measuring flow only while traveling straight. This produces a remarkable improvement, resulting in a 90% success rate. Also note that all the failures occur early on for runs in which the helicopter was initially facing the nearby canyon wall.
Vision-Based Egomotion Compensation
An alternative approach to separating the translational and rotational-based flow is to measure flow due to rotation separately and subtract this from the total flow measured. The focus of expansion (FOE) of the flowfield has no component of flow due to translation. For a combined translation and rotation, any flow measured at the FOE can therefore approximate the flow due to rotation. For a robot moving in the horizontal plane fitted with a camera whose optical axis is aligned with the X axis of the robot coordinate frame (i.e., facing forward), the FOE will be approximately at the image center. Measuring the horizontal flow in a small patch near the image center can therefore be used to approximate the flow due to yaw motion. Our vision-based navigation solution includes a forward-facing stereo pair, so using the above technique on the left stereo image, we are able to approximate the flow due to yaw motion. Subtracting this from the flow in the sideways-facing cameras gives the translation-only flow. This technique was also tested in simulation, and the resulting trajectories are plotted in Figure 4 (c). The figure illustrates that although the measured rotational flow is only an approximation (the exact location of the FOE was not known), this form of egomotion compensation has a very dramatic effect on the helicopter's trajectories, improving the canyon traversal success rate from 1% to 95%. These results are for the simplified 2D case in which the robot moves in the plane. Extending this to three dimensions would require estimating the location of the FOE, which could be done using an IMU or other egomotion estimation techniques in the literature.
Optimum Camera Angle for Centering Response
Because the optic flow-based centering response requires flow to be measured to the side, the cameras need to be oriented accordingly, and a suitable camera angle (φ) needs to be chosen. Previous centering response implementations have made use of a variety of camera angles, ranging from 90 to 45 deg (Argyros et al., 2004) , but little reasoning has been given for these choices, nor has an investigation been made into what the optimum camera angle is. In fact, many researchers fail to mention the camera angle used for their implementation. This is surprising because our investigation shows that camera angle plays a key role in the performance of optic flow-based centering. Below we present the key findings from both empirical and analytical investigations into determining the optimum camera angle, which we describe in more detail in Hrabar and Sukhatme (2006) .
Analytical Investigation
The aim of this investigation is to find the value for φ that produces the greatest change in restoring force when the robot experiences a small change in θ , as θ diverges from 0. In Hrabar and Sukhatme (2006) we derive a relationship between change in restoring force, camera angle, and position in the canyon. vs. φ for the case when y = /2 and θ changes from 3 to 13 deg. The resulting curve shows the greatest change in restoring force (and therefore optimum φ) is for φ = 45 deg.
Empirical Investigation
To derive the optimum camera angle empirically, the simulated helicopter was flown down a straight canyon ( Figure 3 ) at a constant speed of 0.5 m/s, using six different camera angles (φ). For each camera angle, 100 runs were made, and the results of four camera angles are shown in Figure 6 . With φ = 80 deg [ Figure 6 (a)], we see unstable trajectories, which do not converge to the canyon center. As the camera angle is reduced, the trajectories start to converge toward the center of the canyon [Figure 6(b) ]. This convergence is best with the cameras set to 45 deg [Figure 6(c) ]. As the cameras are narrowed to 30 deg, the convergence takes longer to occur and is not as good [Figure 6(d) ]. This is in agreement with the analytical investigation, showing the optimum camera angle to be 45 deg. This may not be the case for other types of environments, but this investigation shows that camera angle has a dramatic effect on the centering response so should always be taken into consideration. Finding the optimum camera angle for other environments is an area of future work.
STEREO VISION-BASED OBSTACLE AVOIDANCE
The optic flow-based technique described in Section 3 can be used to avoid obstacles to the side, but as shown by the results in Section 7.1, it is not effective at detecting obstacles to the front. Optic flow can be used to estimate the time to collision with features to the front (Camus, 1994) ; however, this technique does not give absolute range measurements and is not effective at detecting narrow features. Stereo vision on the other hand does give absolute range measurements and has been successfully used for obstacle detection. We therefore augment our system with a forward-facing stereo pair, allowing it to detect obstacles to the front.
Stereo Hardware
We use a 90-mm baseline stereo head from Videre Design (STH-MDCS2) fitted with 6-mm-focal-length lenses. These give a FOV of 58 × 45 deg. The baseline and lens selection was not a design decision; we simply used the hardware available to us. They do, however, provide a sensing capability that is suitable for the type of navigation we are interested in.
The cameras are capable of capturing 1024 × 960 images at 7.5 Hz, but we use 320 × 240 images at 30 Hz. Figure 1 shows the stereo head mounted to the 
Obstacle Detection and Avoidance
Once a three-dimensional (3D) point cloud is produced by the stereo engine, it is necessary to determine which points represent obstacles. For groundbased robots, this typically involves differentiating between the ground plane (navigable) and features above or below the ground plane (obstacles) (Badal et al., 1994; Matthies & Grandjean, 1994; Weber et al., 1995) . For a UAV flying level at a reasonable height (a few meters above the ground), the situation can be simplified somewhat. Assuming that the ground plane is flat and the cameras remain forward facing and level, any obstacles that the UAV cannot fly over will appear in the top half of the image, and the ground plane will appear in the bottom half. We therefore need to consider only features detected in the top half of the image and designate these as obstacles. This is evident later in Figure 20 , where the horizon is level and roughly in the center of the image, whereas the tree extends into the top half of the image. On the basis of the assumptions mentioned above, we detect obstacles as follows: the 3D point cloud is projected to a 2D image. A distance threshold th 1 is applied to the 2D image such that pixels that correspond to points in the scene that are within th 1 are colored gray. Pixels beyond th 1 are colored black. Because collision-threatening obstacles will appear only in the upper half of the image, the lower half is ignored in the following steps. Region growing is applied to the image, and the area, center of mass, and the average distance from camera (Z value) of each region are determined. Regions less than 100 pixels in area are regarded as noise and ignored. The remaining regions are 2D representations of obstacles in 3D space. We know the position of these obstacles with respect to the camera (in the 2D image coordinate system) and the approximate distance to each feature (the Z values for each region were averaged). Our tests with the stereo cameras have shown that an obstacle with dimensions 10 × 10 cm can be detected up to 2.65 m away using this technique. Larger obstacles such as trees can be detected at 10-15 m. Figure  20 later in this paper shows an example of a tree being detected in this way.
Once the obstacles in the environment have been detected, an appropriate evasive control command must be generated. Control decisions are generated as follows: If an obstacle is detected within the turning threshold (th 1 ), the UAV turns away from the obstacle while flying forward. If an obstacle is detected within a closer stopping threshold (th 2 ), it stops and turns away from the obstacle before proceeding. In both cases the turn rate and direction are determined by the position of the obstacle in the image. An obstacle on the left-hand side of the image will result in a right turn. The turn rate is inversely proportional to the offset of the obstacle from the image center, so the helicopter will turn more aggressively away from an obstacle that appears directly in front of it. When running on the onboard vision computer, the stereo and obstacle detection process runs at 3.5 Hz. Results from experiments conducted using this technique are presented in Section 7.2.
The approach described above is a purely reactive one. Previous control commands are not considered when making a control decision, nor is a local map built of the environment. By tracking features over time and building a local occupancy map, the reliability of this obstacle detection technique could be improved. Also, the horizon in the image will vary due to the height and attitude of the vehicle, as well as the terrain itself. The horizontal horizon assumption is therefore a strong one, limiting this technique to flight with little roll or pitch. This limitation could be relaxed if the true position of the horizon in the image was known, either by detecting it in the image or estimating its position using the known pose of the UAV. These are areas of future work, however; the simplified technique was sufficient for evaluating the effectiveness of stereo vision in detecting obstacles in front of a UAV.
COMBINED STEREO AND OPTIC FLOW-BASED CONTROL
Both the stereo and optic flow processes run in parallel, each producing a turn rate command. Depending on the obstacles near the robot, the turn rate commands may be in conflict with each other. A single output is needed to control the robot, so we use an arbitration process to choose one. The arbitration process should consider the reliability of the results and the potential consequence of an inappropriate decision. Because our control scheme assumes that the vehicle will be moving nose first, collisions with obstacles to the front are more likely than with those to the side. It is therefore more important to obey the stereo-based commands. Also, the stereo process gives more reliable results than optic flow, as it is not subject to the assumptions of uniform parallel walls that the optic flow process is. The arbitration process therefore gives priority to stereo vision over optic flow. If an obstacle is detected by the stereo system, the stereo-based turn rate is used; otherwise the optic flow-based turn rate is used. In subsumption architecture terms, the stereo process subsumes the optic flow process. Switching-based controllers have been widely used in a number of applications (Morse, 1995) . Our control mode switching scheme is simple to implement but could be prone to arbitrarily fast switching between modes (or "chattering"), a common problem with this type of controller. If both modes are producing turn rates in the same direction, switching between them still produces a smooth trajectory. If the outputs are in opposite directions, the vehicle will oscillate back and forth, however. This is an undesirable effect as it stresses the actuators and could lead to instabilities, especially on a helicopter that has sensitive dynamics. To prevent large changes in commanded turn rate, we limit the turn rates of each mode to 30 deg/s.
We tested the control mode switching in simulation, and the results are presented in Section 7.3. Overall, the desirable effect was produced: the vehicle used optic flow to stay centered in the canyon, and when an obstacle was detected to the front, stereo vision was used to avoid this. Figure 7 shows an example of one of the simulation runs and indicates where each control mode was used. This shows that stereo becomes dominant when an obstacle appears in front of the vehicle, such as when approaching a 90-deg bend or T-junction. Stereo was also used briefly on three occasions in the straight portions. Before the 90-deg bend it was used twice, and it was used once after exiting the T-junction. On these occasions the vehicle was oriented toward one of the canyon walls that was detected by the stereo system. There is a brief period of switching back and forth between modes in the first portion of the canyon; however, no continuous oscillation between the two was observed in this or any of the other runs. The same is true for the UGV-based experiments described in Section 3.2; however, it is yet to be seen whether this is the case for the RUAV. If oscillations do prove to be a problem, a simple approach we could employ to prevent them is the introduction of a condition that permits a switch only if the current mode has been active for a certain period, i.e., dwell-time switching (Ishii & Francis, 2001 ). Alternatively, hysteresis could be introduced (Morse, Mayne, & Goodwin, 1991) to prevent mode switching oscillations.
ROBOT PLATFORMS AND SIMULATION ENVIRONMENT
We have conducted experiments on two physical robot platforms as well as in simulation. The platforms and simulation environment are described briefly below.
Autonomous Helicopter
Our experimental test-bed AVATAR (Autonomous Vehicle Aerial Tracking And Reconnaissance) (AVATAR, 2008) shown in Figure 8 is a gas-powered, Figure  8 . USC autonomous helicopter platform (AVATAR). radio-controlled model helicopter built from a Bergen Industrial Twin chassis. The helicopter carries a QNX-based PC/104+ computer for running the low-level control code, as well as a NovAtel RT-2 DGPS, a compass, an Isis IMU, and a laser altimeter. It also carries a Linux-based Via MiniITX computer for running the vision code. Both computers are equipped with 802.11b wireless Ethernet for communication with the ground station laptops. The ground station is used to monitor the state of the helicopter and send high-level commands to it. Figure 9 illustrates the relationship between the various components during flight experiments. When conducting experiments with the autonomous helicopter, we use a skilled safety pilot who is able to take manual control of the platform if necessary.
Autonomous Tractor
The autonomous tractor shown in Figure 10 was developed by the CSIRO Autonomous Systems Laboratory (Usher, Dunbabin, Corke, & Ridley, 2004) . The vehicle is a ride-on mower that has been retrofitted with an array of actuators, sensors, and a computer system enabling the implementation and testing of control and navigation algorithms. The tractor is powered by a gas motor, which also keeps a 12-V battery charged for powering the onboard sensors and computers. It can be driven manually or via computer control. The operator can ride onboard while conducting experiments in autonomous mode. A third mode of operation is via radio control (RC). A standard RC transmitter is used to joystick the tractor from a distance. A laptop on the tractor is typically used for running high-level control applications (such as vision), and this communicates control commands via Ethernet to a PC/104 stack running Linux. The PC/104 stack runs the low-level control commands and is used to drive the actuators.
3D Simulation Environment
Gazebo (Koenig & Howard, 2004 ) is a multirobot simulator for outdoor environments. It is capable of simulating a population of robots, sensors, and objects in a 3D world. It generates both realistic sensor feedback and physically plausible interactions between objects. (It includes an accurate simulation of rigid-body physics.)
Because Gazebo allows only for perspective projection camera models, the sideways-facing cameras are modeled as such and not as fish-eye cameras. The AVATAR's low-level attitude controller is not model based, so no model of the system was available. Also, because this work assumes that the UAV is moving in the plane for vision-based obstacle avoidance and can move in a point-to-point-type fashion for the 3D path planning work, we use a simple model for the helicopter. It is modeled as a point mass that can be moved in all six DOFs. Clearly this is not an accurate dynamic model of the UAV, so the simulation results Figure 10 . The CSIRO autonomous tractor fitted with a forward-facing stereo pair and two sideways-facing fish-eye cameras.
should be used only as an indication of what could be possible on the real platform under these motion constraints. A more accurate model would allow for simulation-based testing and development of a system that does not have these constraints.
EXPERIMENTAL RESULTS

Optic Flow
We conducted experiments in simulation and on the autonomous tractor testing optic flow-based navigation of three types of canyons: a straight canyon, a canyon with a 90-deg bend, and a canyon with a T-junction. We also conducted an experiment on the autonomous helicopter, testing its ability to turn away from obstacles to the side using optic flow.
Simulation
For these experiments, the optimum camera angle of 45 deg was used while the helicopter was flown down the various types of canyons at a constant speed of 0.5 m/s. A total of 100 runs were performed for each canyon type. This environment is shown in Figure 11 . Figure 12 shows the trajectories for canyons with a 90-deg bend (panel a) and a T-junction (panel b). Refer to Figure 6 for trajectories down a straight canyon. The figures show that the helicopter is able to negotiate a straight canyon, but not the 90-deg bend or T-junction. The flow imbalance experienced when entering the 90-deg bend does, however, initiate a turn out of the bend. As described in Section 7.3.2, this tendency is key in making the combined stereo and optic flow technique effective at navigating 90-deg bends. When entering the T-junction, there is no dominant flow imbalance, so the paths diverge in both directions. 
Autonomous Tractor
The tractor was tasked to navigate between buildings forming a straight canyon and one with a 90-deg bend ( Figure 13 ). The canyon sections were between 5.5 and 8 m wide and up to 25 m long. The average speed of the tractor was 0.5 m/s, and up to five runs were performed for each canyon type. To prevent it from negotiating the canyon by simply driving straight, the tractor was not started parallel to the walls. Because these experiments were conducted before completing our analysis of optimum camera angle, the cameras were set to 70 deg. It successfully negotiated the straight canyon five of five times [ Figure 14 (a)] but failed to negotiate the canyon with a 90-deg bend. In the latter case, the tractor would start to turn at the bend but not sharply enough and would eventually collide with the far wall [ Figure 14(b) ].
Autonomous Helicopter
To test whether optic flow could be used to steer the helicopter away from obstacles to the side, it was flown autonomously alongside a row of trees. It was successful on five of eight occasions, and although it failed to turn away from the trees on three occasions, it never turned toward them. Failures occurred when insufficient flow balance was measured and the helicopter did not turn. Figure 15 shows the helicopter's trajectory for one of the flights, and Figure 16 shows a sequence of images taken as it flew alongside the trees and then turned away from them.
A second set of experiments was performed at an urban search and rescue training site (Figure 17) , where the helicopter was flown between a tall tower and a railway carriage to see whether it could navigate this "canyon." Although numerous attempts were made, only one was successful. The other flights were aborted as the helicopter was blown dangerously close to the obstacles by a crosswind. This occurred because we were controlling the helicopter via forward velocity and turn rate commands only. The low-level controller was responsible for meeting these demands, but because zero sideways velocity was not demanded, the low-level controller did not attempt to counter the effects of the crosswind. This was an oversight in our implementation, and future flights will include transverse velocity control.
In both test scenarios the results were worse than in simulation. This can be partially attributed to the assumption of motion in the plane, which was valid in simulation but not on the UAV. We believe that the difference in lens focal length used also led to differences in the results. Because Gazebo was unable to simulate fish-eye lenses, the simulation used longer focal length lenses. Shorter focal lengths (giving a wider FOV) produce smaller flow vectors. We noticed that the fish-eye lenses produced a significant flow imbalance only when the vehicle was much closer to features on one side. This was not the case for the longer focal length lenses used in simulation, however. We previously motivated the use of wide-FOV lenses as these allow for virtual panning in the images. If the platform is restricted to moving nose first and the camera angle is fixed, this panning is not needed. Narrower FOV lenses would then be suitable and would possibly produce a better centering response. This is an area of future work to be explored.
Stereo Vision
Stereo vision-based avoidance experiments were also conducted on the two robotic platforms and in sim- ulation. Our aim was to test whether this technique could be used to navigate urban canyons alone and avoid frontal collisions. Figure 18 shows the paths for 100 runs using stereo-based navigation through the simulated urban canyon. The helicopter was flown with a constant forward velocity of 0.5 m/s, except when an obstacle was detected within the stopping threshold, at which point it would stop and turn away from it. The turning threshold was set to 3.5 m, and the stopping threshold was set to 2 m. The figure shows that the majority of the runs were successful (79/100), but on a number of occasions (10/100) the helicopter turned the wrong way at the 90-deg bend and then became trapped in the corner. Also, we see that the helicopter did not always negotiate the T-junction successfully (7/100 failures). This may be a result of the turning and stopping thresholds being too short and therefore not giving the helicopter sufficient time to react to the obstacles.
Simulation
Autonomous Tractor
Using stereo vision, the tractor was able to navigate the straight canyon three of five times, but it followed a zigzag path because it needed to be facing a canyon wall before detecting it and would then "bounce" off the wall before crossing over the center and detecting the opposite wall [ Figure 19 (a)]. While navigating a 90-deg bend, the far wall of the bend was detected by the stereo system and the tractor turned away from it but not always in the right direction [Figure 19(b) ].
In two of the five runs it turned into the corner and became trapped. Likewise, when navigating a T-junction, the far wall was detected. The tractor then turned either left or right to avoid the wall, depending on its orientation as it entered the junction [ Figure 19(c) ]. Because the tractor is unable to turn in place like the helicopter, a reversing maneuver was implemented, which allowed it to make sharp turns. The paths in Figure 19 (c) show that this maneuver was used to negotiate the T-junction.
Autonomous Helicopter
To test whether the stereo vision system would allow the helicopter to detect and avoid obstacles to the front, we conducted a number of open-loop and closed-loop experiments. First we performed a set of data logging flights with the helicopter hovering near a tree under pilot control [Figure 20(a) ]. Stereo images were logged and used offline to generate control commands. Analyzing the results gave us the confidence that such an obstacle could be detected by the stereo system and that closed-loop experiments were feasible.
Figures 20(b)-20(e) show examples of the tree being detected and appropriate control commands being generated. Figure 20(b) shows the left stereo image for a scenario in which the helicopter was to the right of the tree, and Figure 20 (c) is the corresponding "obstacle" image. Gray areas in the image represent features that are closer than th 1 (5 m in this case). Features in the bottom half of the image are ignored and hence shaded dark gray. The white rectangle bounds the largest feature detected, and the circle is centered on the closest feature. Both correspond to the tree in this case. The line in the center indicates the turn rate command generated for this instance (a vertical line would correspond to zero turn rate) . This shows that the tree has been detected and a "turn right" command has been generated. Figures 20(d) and 20(e) show a scenario in which the helicopter was to the left of the tree and a "turn left" command was therefore generated.
In the closed-loop, stereo-based avoidance experiment, the aim was to test whether the helicopter could reach a goal global positioning system (GPS) location while avoiding an obstacle in its path. The helicopter flight was initiated such that the goal (40 m away) could be reached only by detecting and avoiding a tree. A simple goal-seeking behavior was implemented, which caused the helicopter to fly toward the goal when no obstacles were detected and turn away from an obstacle if detected. A constant forward velocity was maintained throughout unless the obstacle came within the stopping threshold.
Owing to hardware problems with the helicopter, only three attempts were made, and of these, one was successful. Figures 21(a) -21(e) show a sequence of frames from the onboard stereo cameras taken during the successful flight. Also shown are the corresponding obstacle images with the control commands superimposed. The helicopter's position corresponding to these frames is shown by the letters a to e in Figure 21 (f), which plots the trajectory taken. As can be seen in frame (c), when the tree was detected in the left portion of the image, a "turn right" command was generated. Once the helicopter had moved sufficiently far to the right, the tree was no longer detected, so the helicopter turned back toward the GPS goal, which it eventually reached. The reactive avoidance technique described here is a very simple one, but it was adequate for testing the feasibility of our stereo system for obstacle detection by a rotorcraft UAV. A limitation of this technique is that because it does not produce a persistent representation of the environment, once an obstacle leaves the FOV of the camera, it is forgotten. The obstacle still poses a threat, however, as the helicopter could approach it obliquely without it reentering the camera's FOV. Building a local map of the environment would help to overcome this limitation.
Combined Optic Flow and Stereo Vision
To test whether there is any advantage to using the combined stereo and optic flow-based technique described in Section 5, we conducted closedloop experiments on the autonomous tractor and in simulation.
7.3.1. Simulation Figure 22 shows the trajectories for 100 simulated runs using combined stereo and optic flow. The Figure 21 . A sequence (a-e) of images from the onboard camera taken during the stereo-based obstacle avoidance experiment. On the left are the left stereo images, and on the right are the disparity images after thresholding and region growing. The white line in the center of the disparity images indicates the commanded turn rate. (f) GPS plot showing that the helicopter was able to reach a goal location by using stereo vision to avoid a tree in its path.
helicopter was flown with a constant forward velocity of 0.5 m/s, except when an obstacle was detected by the stereo system within the stopping threshold, at which point it would stop and turn away from it.
The stereo turning threshold was set to 3.5 m, and the stopping threshold was set to 2 m. Of the 100 runs, 98 were successful, and the failures that did occur were not at the 90-deg bend or T-junction but at the beginning of the canyon when the helicopter was positioned near the first obstacle and pointed toward it. It therefore did not have sufficient time to react. We see that optic flow helped to initiate a turn at the 90-deg bend in the right direction, preventing the helicopter from becoming trapped in the corner as it did on occasion using stereo only. Also note that the transition around the 90-deg bend is smoother than when using stereo alone.
Autonomous Tractor
When using combined optic flow and stereo, the tractor successfully navigated the 90-deg bend five of five times [ Figure 23 the combined optic flow and stereo technique is more effective for navigating urban canyons than either technique alone.
LESSONS LEARNED
During the field and simulation experiments a number of lessons were learned with regard to the techniques proposed in this paper. First, conducting collision avoidance experiments with a UAV is extremely challenging and requires a competent safely pilot who is confident in letting the UAV fly autonomously close to obstacles. Deciding whether to abort an experiment as the UAV approaches an obstacle is a critical one. Without suitable feedback to the UAV operator, it is very difficult for him/her to know whether the vehicle has detected the obstacle and is behaving appropriately. We used visual cues on the ground station display to indicate the detection of obstacles and the resulting turn rate command being generated. We relayed these cues verbally to the safety pilot to give him a sense of the UAV's intentions. A more direct form of feedback from the UAV to the safety pilot would have helped him in deciding whether to abort the experiment. A set of color-coded lights on the UAV, for example, could be used to indicate whether it had detected an obstacle and was about to turn. These could also be used to indicate any onboard hardware or software failures that have been detected, allowing the pilot to land the UAV immediately.
We also discovered that using wide-FOV (e.g., fish-eye) lenses has the advantage of being able to measure flow from different portions of the environment as required; however, because the lenses cause features to appear farther away, the flow magnitude is reduced. A significant flow imbalance is therefore produced only when the vehicle is much closer to features on one side. During flow-based experiments with the helicopter, it often came to within 2 m of an obstacle before reacting, which is clearly undesirable from a safety point of view. This was not the case for the simulation-based experiments in which narrower FOV lenses were used. Using narrower FOV lenses on the real platform should alleviate the problem, and this is something that we plan to investigate in the future.
One drawback with optic flow is its reliance on the translational motion of the camera to generate flowfields. Also, unless the motion of the UAV is known fairly precisely, this technique cannot produce absolute range measurements. It is therefore not suitable for situations in which a rotorcraft UAV is required to move slowly or hover in place near obstacles, such as for surveillance or structure inspections.
CONCLUSION AND FUTURE WORK
The problem of vision-based navigation through urban canyons by means of safe wandering has been addressed. We present a technique that combines stereo vision and optic flow and compare this combined technique to the stereo and optic flow-based techniques used independently. A forward-facing stereo pair is used to detect obstacles to the front, while optic flow measured to the sides is balanced to produce a centering response. The turn rate of the vehicle is controlled via these techniques, with control mode switching between them based on the presence of obstacles to the front. When no obstacles are detected by the stereo system, control is switched to optic flow-based centering.
Because we assume that the vehicle moves in the plane, this technique is suitable for UGV and lowspeed RUAV navigation. The combined technique was implemented and tested on an autonomous tractor in an urban canyon with straight sections, T-junctions, and 90-deg bends, as well as in simulation. These tests showed that the combined technique performs better than the individual techniques for these particular scenarios. Stereo vision and optic flow were also implemented and tested independently on an autonomous helicopter. These tests showed that stereo vision could be used to detect and avoid an obstacle to the front of the UAV and that optic flow could be used to turn it away from obstacles to the side. The combined technique is yet to be tested on the UAV.
We also present an investigation into the optimum camera angle to use for optic flow-based centering in canyon environments and show that 45 deg is the optimum camera angle for such environments. Although it is yet to be determined whether this is also the optimum angle for other types of environments, our investigation shows that camera angle has a significant effect on the centering response performance and should certainly be taken into account when implementing this type of navigation.
A number of assumptions have been made while implementing these techniques, which in turn impart certain limitations. We intend to make a number of improvements to reduce these limitations. The reactive stereo-based avoidance could be improved by building a local map of the environment, for example. Also, the level-horizon assumption could be relaxed if the horizon was detected in the image. Currently, evasive action is taken by controlling only forward velocity and yaw turn rate. This could be extended to controlling the other DOFs, taking advantage of the full flight envelope of the rotorcraft UAV. Optic flow-based centering could be extended to three dimensions for RUAVs by balancing flows above and below the vehicle.
The assumption that urban environments consist of only textured parallel walls with T-junctions and 90-deg bends is not very realistic. Further analysis is necessary to determine how the system behaves in the presence of nonplanar objects and whether significant flow imbalances are produced by foreshortening effects and structural effects and due to different appearances of objects. Although the simulation experiments were done in a "perfect" urban canyon, the canyon used for the UGV experiments had crates, barrels, and various other objects stacked along the walls (as seen in Figure 13 ). The UGV still managed to navigate the canyon, however, so this could give some insight into how robust the technique is to these irregularities.
