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ABSTRACT 
Multiple forecasts for autoregressive-integrated moving average (ARIMA) mod-
els are useful in many areas. However, time series data is often contaminated with 
outliers due to the influence of different kinds of interruptive events. The occur-
rence of outliers can seriously affect the model specification and model fitting, and 
can lead to significant impact on time series forecasting. This thesis focuses on 
the problem of constructing simultaneous prediction intervals for A R I M A models 
in the presence of various kinds of outlier such as Innovational Outlier, Additive 
Outlier, Temporary Change and Level Shift. The proposed multiple forecast-
ing method takes care of the complicated correlation structure among various 
time horizon forecasts when the locations, magnitudes and types of outlier are 
either known or unknown. An example is used to illustrate the procedure and 
a simulation study is provided to demonstrate the importance of adjusting the 
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1.1 The Importance of Forecasting 
In time series analysis, forecasting has long been recognized as an important 
problem in many real situations and continously play a critically important role 
in various fields such as marketing, management, economics and finance. Numer-
ous research papers related to time series forecasting can be found in different 
disciplines over the past few decades. However, time series forecasting in the pres-
ence of outliers has only received little attention in the literature although time 
series data are often contaminated with outliers due to the influence of different 
kinds of interruptions such as political changes and economic crisis. The effect 
of outliers can seriously affect the model specification, model fitting and lead to 
significant impact on time series forecasting. 
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There are four common types of outliers in time series data, namely Innova-
tional Outlier (/O), Additive Outlier (AO), Temporary Change {TC) and Level 
Shift (LS). Martin, Samarov and Vandacle (1981) have argued that if outliers 
exist in the data, the forecast rules based upon these historical data may be bi-
ased. When the data are contaminated with outliers, it is important to detect 
their existence and to make adjustment before forecasting. 
Several approaches have been proposed in handling the outlier problem. Abra-
ham and Box (1979) proposed a Bayesian approach, Denby and Martin (1979) 
proposed a robust method, and Chang and Tiao (1983) proposed an iterative 
procedure focusing on the detection of AO and 10. Since then, Tsay (1988) gen-
eralized their method and could be used for detecting all those four common types 
of outliers. Another outlier detection procedure was introduced by Chen and Liu 
(1993) where joint estimation of parameters and outlier effects were considered. 
Among these approaches, we have taken the iterative procedure proposed by Tsay 
(1988) in our study step. 
In many circumstances, instead of single forecast, multiple forecasts are useful 
in the prediction of several future values simultaneously. Ravishanker, W u and 
Glaz (1991) pointed out that multiple forecasts played an important role in the 
field of business planning and some interesting examples were given in their arti-
cle. Another example of multiple forecasts can be found in Parigi and Schlitzer 
(1995). In Italy, the Italian National Bureau of Statistics released the data of the 
2 
Italian National Accounts with a two-quarter delay. Hence, based on available 
early observations, one-step and two-step ahead forecasts of economic activities 
will be useful for the understanding of the current economy. 
Alpuim (1997) stated that most of our time, our aim was to know the trajec-
tory of a process during several consecutive steps and consequently, the meaning 
of these joint predictions could only be understood by constructing simultaneous 
prediction intervals. 
In recent years，some researchers have been focusing on the area of simulta-
neous forecast. Bhansali (1974) did the first work on constructing simultaneous 
prediction intervals for an AR{p) process based on the first-order Bonferroni-
type inequality. Ravishanker, et al. (1987) proposed to use the second-order 
Bonferroni-type inequality to construct an approximate simultaneous prediction 
intervals for the ARIMA(p,d，g) process. Glaz and Ravishanker (1991) further 
proposed to construct a tighter simultaneous prediction intervals based on higher 
order Bonferroni-type and product-type inequalities. Besides, Ravishanker, W u 
and Glaz (1991) found that the higher-order probability inequality increased the 
intervals's accuracy. Alpuim (1997) derived recursive formulas for determining 
the simultaneous confidence regions and showed the relationship between the 
correlation structure of the process and the width of the simultaneous prediction 
intervals. Cheung, W u and Chan (1998) compared the exact method and the 
approximation method, and found that the exact method is computationally far 
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more efficient than the Bonferroni-type and product-type inequalities. 
The objective of this thesis is to develop statistical procedures to cope with 
multiple forecasts for the autoregressive integrated moving average (ARIMA) 
model in the presence of different combinations of various types of outliers in-
cluding 10, AO, TC and LS. 
In Chapter 2, methods of constructing simultaneous prediction intervals for 
A R I M A model in the presence of outliers will be described in detail. An illus-
trative example is provided in Chapter 3. In Chapter 4, a simulation study is 
carried out for comparing the performance of different proposed methods and 




2.1 Basic Idea 
Suppose an outlier-free time series {Zt} follows an autoregressive-integrated 
moving average, ARIMA(p, d, q), model (Box and Jenkins, 1970): 
M B ) { l - B y Z t = e,{B)at (2.1) 
where p, d, q are non-negative integers, B is the backshift operator such that 
B'^^t = Zt-m, MB) = 1 _ e,{B) = i-e,B 0qBq 
and {a,} is a sequence of white noise random variables with zero mean and finite 
constant variance a^. For stationarity and invertibility, it is assumed that all of 
the roots of and dq{B) lie outside the unit circle and that and 9^(8) 
have no common factors. 
5 
Apart from (2.1)，the ARIMA(p, d, q) model can also be represented by a 
moving average (MA) model, where Zt is expressed in terms of the past and the 
present {a^}, i.e. 
Zt = ^{B)at (2.2) 
where 
^{B) : 1 + 也 B + 也 + … = — — M S — — (2 3) 
By comparing the coefficients of B^ in (2.3), the coefficients of the infinite 
moving-average representation, ip^ , are easily obtained by the following recursive 
equation (Cheung, W u and Chan, 1998): 
/ \ 
�k = -0k + ] (2.4) 
i=0 j=o , . . 
, k — I — 1 \ / 
where = I, 4>o = 一 1，O = d\/w\{d — —!，/c 二 1, 2，.••，and (j)j = 0 if j > p, 
9k = 0 ii k > q. Furthermore, 
/ \ 
d 
= 0 ii k - i - j > d. 
) 
On the other hand, (2.1) can also be written as 
<B)Zt = at (2.5) 
where 
- ( B ) = 兀 - … = ( 1 - 工 广 . (2.6) 
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By comparing the coefficients of B^ in (2.6), we have 
( \ 
fc-i k d 
i=l j=0 J . 
( \ 
” d 
= + + ] (2.7) 
i=0 , . 
where = —1，ttq = - 1 , = 0 if z > p, O^-i = 0 if /c - z > g and 
/ \ 
d • 
= 0 if k — i > d. 
U - V 
By (2.3) and (2.6), we can see that 
O n equating coefficients, we find, for j > 1, 
3 




兀j 二也• - I ]也 -卯， j > 1- (2.8) 
i=l 
Suppose {Zt} has been observed at time points 艺=1，...，n and forecasts are 
to be developed for the next L time points : 1，•. • ’L. The minimum 
mean square error ( M M S E ) forecasts of Z时,are 
Zn(J) = ipian + ipi+ian-i + … （2.9) 
7 
The forecast errors are linear combination of {a J given by 
i-i 
e』）=Zn+i — = ipjan+i-j. (2.10) 
j=0 
Note that 
Ele^ il)] = 0 
and 
1 = 1, ...,L. 
j=0 
Alternatively, the forecast can also be computed using 
Zn{l) = + 我—1 + TT 他-2 + … （2.11) 
where 
兀 州 — i + g — , = 1 , 2 , . . . 
h=l 
and 7r)i) = ttj are the tt-weights obtained from (2.7). 
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2.2 Outliers in Time Series 
In the previous section, we have got general ideas in determining the M M S E 
and forecast error. However, time series data are always interrupted with sudden 
events causing unusual observations. Owing to this, we should aware their un-
derlying effects. In this section, four types of outliers are defined and details are 
given for coping with them. 
2.2.1 One Outlier Case 
First, we consider a time series with available observations {V^, t = 1’...，n.} 
with an outlier exists at time t = k, I <k <n, i.e. 
= + (2.12) 
where {Zt} is defined in (2.1) and k) is a term representing the outlier 
effect depending on the type TP, the outlier size w and the location k. There are 
four common types of outliers affecting time series, namely Innovational Outlier 
(/0)，Additive Outlier (AO), Temporary Change (TC) and Level Shift (LS). By 
definition, 
幻 = � 了 “ 幻 ， for TP = 10-
k) = u)It(k), for TP = AO; 
(2.13) 
k) = Wj^ltik), {0<S< 1), for TP = TC-
(tMw, k) = wj^lt(k), for TP = LS. 
9 
where It{k) = 1 when t = k, It{k) = 0 otherwise, and 5 is designed to model the 
pace of the dynamic dampening effect，which is recommended that ^ =0.7 be used 
to identify TC. For illustration, we plot the above outlier effect in Figure 2.1. 
Figure 2.1. Outlier effect with w = 1. Part (a) refers to lO with d = ^ = 0, p = 1 and 0 = 0.5. 









The /-step-ahead minimum mean square error (MMSE) forecast of (2.12) at 
time origin 力=n can be obtained by combining the forecasts of the two compo-
nents 
Yn[l) = Zr,{l) + (n+lM^,幻 (2.14) 
where is computed by (2.11). 
Now assuming that the time series parameters of the A R I M A model and the 
location of the outlier are known but not the type and the outlier size. The outlier 
effect can be computed based on the filter series, Ut, where 
《 = H B ) Y t . (2.15) 
Having the observations, 1^，•..，y；，we can get iTi,…’ u^ by (2.15). More-
over, (2.15) equals to 
众t = at-h7r(B)it,Tp(w,k), t = l,...,n. (2.16) 
For the four types of outliers, we have 
f 
CLt, t + k, 
略= for 10., 
w + at, t = k, 
( 
O^u t < k, 
{ w + at, t = k, for AO] 
—•t-k + at, t > k, 
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a“ t < k, 
亡二 j 识 + 汉艺， t = k, for TC; 
(2.17) 
…， t < k, 
以艺=j切+以亡， t = k, for LS. 
- E5=i tt,] + at, t>k, 
Alternatively, we can rewrite equations (2.17) as 
4 = wxit + a“ 力=1，.. •，n andi = 1，2，3，4. (2.18) 
where Xu,X2t,X3t and x^t stand for the coefficient of w with type 70, AO, TC 
and LS respectively, = 0 for all z and ^  < k, x,, = 1 for all i and when j > 1， 
工 1(A:+刀=0，工2(k+j.) 二 -TTj, Xsik+j) = Sj - Eti 5』-％ - TTj and 二 1 - Z U TU. 
Typically, we can express (2.18) in vector form, 
u = Atpw + a (2 19) 
with ii = …u、f, a = (ai...anf and 
- _ 
0 丄 ” : 1 ( V i ) x i 
A了。= J for 10., A,o = 1 for 奶 ； 
. 一 兀 1 
• • 
• • 
- 0 J^xl 
L J n x l 
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Aty： = “ 1 兀 for TC-, (2.20) 
X^-k — yn-k—l jrn-k-l- ^ 0 0 TTi - 7Tn-k 
- J n x l 
0(A;-l)xl 
kis = 1 for LS. 
1 — TTi 
1 一 1^ 1=1 Tn 
L J nx 1 
where =： (0 … O f with {k - I) elements. The least squares estimate for 
the effect of an outlier, wtp, at t = k can then be expressed as 
/N 
二 吻 ⑷ = ^ 4 for 10; 
= WAo(k) = for AO; 
、 . ( 2 . 2 1 ) 
^TC WTc(k) = 9 产 : f o r TC: 
^Is 二 靴 A / c ) = 平 〒 产 , f o r LS. 
It is important to note that when an outlier exists at forecast origin, k = n, 
切/o(n)切奶(n) = WLsin) = WTc{n) = u、. As a result, it is impossible to 
empirically distinguish the type of an outlier occuring at the end of a series. 
N 
Besides，since w is obtained by the least square estimation, it is an unbiased 
estimator and hence 
Var{w}o) = crl for JO; 
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Var{wAo) = 2 for AO; l^t=k 2t 
Var(wTc) = 2 for TC; (2.22) 
Var{wls) = o for LS. 
As discussed in Tsay (1988), a possible approach for detecting outliers is to 
examine the maximum value of the standardized statistics of the outlier effects, 
丁子P- Since the location was assumed to be known, we can focus on rip at time 
k only. Let ijk - max{\Tjo\k), TAo{k), rrcik), TLsik)\} where 
丁io(k) = {ufiol(Ja\ for /O; 
T 奶 A ⑷ = f o r AO-
(2.23) 
^Tc{k) = for TC-
rLs\k) = {wls/c7a}[i:7=k for LS. 
U > c = 3.5，where C is the predetermined value which usually takes the 
value between 3 and 4, then we can say that the corresponding type of outlier 
exists at time k. For a given location, t t p ( / c ) follows standard normal distribution, 
for TP = IO,AO/rC,LS. 
Once the type and the outlier size are being determined, it is important to 
adjust observations, Zt, which is defined as 
容 = ^ t - (t,Tp(w, k) (2.24) 
where TP specifies the type of outlier being determined. The series adjusted for 
outlier effects can then be regarded as an adjusted series and the /-step-ahead 
14 
M M S E forecast at time origin t = n can be derived based on the empirically 
.detected outliers as 
YnV) = Zn{l) + 也 k) (2.25) 
where Zn(l) is the /-step-ahead M M S E forecast based on the adjusted observa-
A 
tions，Z兄.In other words, forecasts in the presence of outliers can be obtained 
by adding the forecast of the adjusted series and the extrapolation of the outlier 
effect. Thus, the forecast error is represented as 
= - YnXl) 
=^n+l - Zn{l) + k) 一 k)]. (2.26) 
Before going to give an explicit formula of zj⑴，e„(/), Var{en\l)) and 
A 八 
C(yu�eJjn), e^O), we first noted that the representation form of outlier effect of 
10 is expressed as 
� , T P — , k � = � ( / ) f f 2 B 严 ) ,TP = IO 
= — 1 + 也 B + 也 + (2 .27) 
can be considered as a fundamental case through out this thesis. For AO, we 
take 二((f2B” = 1. For TC, we take 9,(8) = (1 _B)" = 1 and (^“B) = 1-SB. 
For LS, we take - = d=l. Equivalently, we put 
15 
= i > 1 TP = AO-
ipi = 5\ i>l TP = TC; (2.28) 
lIJi = 1, i > 1 TP = LS. 
Based on the adjusted observations given by (2.24), for TP = 10, the /-step-
ahead M M S E forecast based on the adjusted observations is given by 
Zn{l) = TT?) [Yn - ^TP^n-fc] + TT^ [^n-1 _ ^ T P ^ n - f c - l ] + … 
丄A^+iK - WTP] + TT^Yk—l + … 
= [ Z n + - WTp)lpn-k] + + (WTP 一 WTp)lpn-k-l] H—— 
丄 fc+1 [ 么 + (wtp — WTP)] + 丄 fc+2�-l + . . . 
n—k 
= + E (切TP - 如 ( 2 . 2 9 ) 
1=0 
and hence Yn{l) can be obtained by (2.25). Besides, the forecast error is expressed 
as 
e : ( 0 - K n + z -
=Zn+l — Zn{l) + U)TP‘+l-k - WTp1pn+l-k 
n—k 
、 = Z n + l — Zn{l) + i^TP — WTp)7Tfl^1pn-k-i + —TP — WTp)lpn+l-k 
i=0 
n—k 
= + i^TP - WTP�7rll水-K—i + (WTP - WTp)lpn+l-k 
i二 0 
n—k 
=en{l) + {WtP - Wtp)[J2 TT^ iV^ n-it-i — 1pn+l-k]- (2.30) 
i = 0 
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Since depends on the future white noise while wtp for all four types depend 
on the present and past white noise so that they are independent. Therefore, 
A n~k 
= "^ 。^―已打⑴）+ [ E fc-厂么+“](2.31) 
and for m < I, 
C — e „ ( m ) , e:(7)) = C—e“爪)，e„(/)) + ^i+i^n-k-i — i^ n+i-k] 
i=0 
n—k 
X Tl'i+lVn-fc-i - 1pn+m-k]Var{wTp) (2.32) 
where Kar(e.(/)) = criTt丄奶 and = c j i T J S T o ' 她 T h e 
A A A 
terms，Far(e^(/)) and Cov(en{m),er,{l)), are used for determining the width of 
simultaneous prediction intervals. Together with we can construct simul-
taneous prediction intervals. The details will be discussed later in this chapter. 
2.2.2 Two Outliers Case 
In the previous subsection, we have already known how to deal with the data 
if it is contaminated by one outlier with type being 10, AO, TC or LS. Now we 
are going to discuss the situations when two outliers exist. Again, we assume that 
the time series parameters of the A R I M A model and the location of outliers are 
known. Let Wi and W2 be the magnitude of the first and the second outliers which 
exist at time h and /;；2,1 < /ci < /c2 < n respectively. Under these assumptions, 
the observed series {y^} is expressed as 
= + 6,tpiK, h ) + ‘TP加2, k2) (2.33) 
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where TPi and TP2 are the types of the first and the second outliers occurring 
at time ki and k) respectively. 
For detecting the types of outliers, we should compute TTp^iki) and 
by (2.23). Let 
Vk, = rnax{lTjolki),TAo(ki),rTc(ki),rLslki)l}, for i = 1,2. (2.34) 
If Vki > C = 3.5, then we can say that the corresponding type of outlier exists at 
time ki, z = 1,2. 
As before, least square estimation is used for estimating the outlier effect. For 
two outliers case, Ut is given by 
ut = 7r{B)Yt 
二 + ki) + ‘,TP2�切2, k2), 
=(J't 7r{B)^t,TP,{'^uki) + 7r{B)^t,TP2{w2,k2). (2.35) 
In general, (2.35) can be expressed by 
u = A^x2W + a (2.36) 
where u = ... UnV and a = [aia2 ... aj^, w = [wi W2f and A is a (n x 2) 
matrix defined as, 
A = [Atpi I AtpJ (2.37) 
where A tp, and Atp^ are (n x 1) vectors defined in (2.20) with type TPi and 





E(众）=w (2 .39) 
and 
= (A'A)-V!. (2.40) 
The adjusted observations, Zt, are then given by 
^t = yt- 一 ^t,TP2{w2,k2) (2.41) 
where “ t 我 ki) = A:2) = 0 for t < k, and = 0 for 
1 t < k2, and the /-step-ahead M M S E forecast of {yj at time origin n is 
A A 
y打⑴ 二 Zn{l) + ki) + <en+Z’TP2(也’ h) (2.42) 
where w^ and 喊 are the estimated outlier effects of w, and W2 in (2.38) respec-
tively. Thus, the /-step-ahead forecast error is determined by 
end) = Yn+l - Yn\l) 
= - Zn{l) + [Cn+l,TP^{Wu h) + Uh,TpAw2, /Cs)： 
一 ki) + CnUTP2(而,&2)]. (2.43) 
There are total combinations of outlier type for two outliers ca^es. Similar 
to the one outlier case, we only consider the general case, TP,=TP2 = 10. 
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Based on the adjusted observations given by (2.41)，we consider Wi = wtp,, 
= wtp^, wi = wtp^ and W2 = w^p^. and e:(0 for Tf\ = TP: 二 10 (i.e. 
both are Innovational Outliers occur at time ki and k: respectively), are given by 
— + • • • + 丄 + - Wi 
= + {W2 - W2)ll)n-k^ + {Wi — ：^丄 
+ {W2 - W2)ll)n-k2-l + {Wi - —1: 
+ … + + (W2 - W2) + {Wi — Wi)lJjk,-k, 
-^7Tnlk2+2[Zk2-l + (切1 - Wi)lljk2-k,-l] + • . • 
+ {W,—喊)]+ 4)�+2Zki-l + ... 





=Zn{l) + E E - (2.44) 
j=l i=0 
and 
e : � = ^ n + Z -
20 
. 2 2 
= Z n + l Zn{l) + X] ^ji^n+l-kj '^ji^n+l-kj 






= + 一 約 ) [ E 4ll�n-k广i - ^n+l-kj]. (2.45) 
So 
： ⑷ ） = 释 n � ) + “ � . ] 
j=lp=i i=o 
n—kp 
.巩l^i水—kp—i — 1pn+l-kJ(Tjp (2.46) 
i = 0 
where a如=Cov{wj, w^ ,) and l/ar(e„(/)) = al E t J 於 
Besides, 
Cov{e^(m)Ml))=�+n(m)，e“0) + f 亡 f g W “ 一 - 广 * ] 
j=l p=l i=0 
n-kp 
. ^ — ^n+m-kJcTjp (2.47) 
i=0 
where m < / and Co—Jjn), e.(/)) = E二i 也也一爪. 
For getting the remaining combinations, these can be done by substituting 
the quantities in (2.27) or (2.28) carefully into the corresponding coefficients of 
and W2 in (2.44) - (2.47) for the types determined in (2.34). 
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2.2.3 General Case 
Suppose there are m outliers exist at time /ci, A；?，...，A：叫 1 2 < A;? < ... < 
‘ ^ n，and it is assumed that the coefficients of the A R I M A model are known. 
The observed series, {Yt}, is expressed as 
^t = Zt + Ct (2.48) 
where 
‘ 
0, t < ki, 
•二 < Ei=“t’TPi(:Wi’ki), kj <t< kj+i, j = 
TZi“TPi(Wi,ki), t > km. 
Types can be classified as in (2.34) with i = 1,…,m. The /-step-ahead 
M M S E forecast of {Yt} at time origin n is 
A . rn 
y 打 � = Z n ( J ) ki) (2 .49) 
i=l 
where 也，f = 1，.••’ m are the estimated outlier effect. Thus, the /-step-ahead 
forecast error is determined by 
e : � = K + z - Yn\l) 
八 m 
= ^ n + Z 一 Zr,{l) + h) — YAn+mk^i, k)] (2.50) 
^=1 i=l 
and the filter series, Ut, can be expressed in vector form as 
fi = A 打 xmW + a (2 .51) 
22 
where ii = [ 贞 … a = [ a !…�厂 A = [Atp, \Atp,卜.\AtpJ and w = 
W1W2 . •. Wm]'^. Then 
1. Obtain the adjusted observations 
Zt = yt- (t (2.52) 
where 
f 
0, t c f c h 
A 
TLAt,TP人企i,ki), kj <t< j = i，...，m —1， 
t > km. 
2. Compute Yn\l) by (2.49) and with 
A rn 
= + (2.53) 
i = i 
and 
八 m 
en(0 = en(l) + ^(wj — Wj)cij (2.54) 
j=i 
where i denotes its type, j denotes the 产 outlier, and 
bij = Y^lZt T^ fhiJn-k^ -i for 70; 
〜 = f o r AO-
= for TC-
hj = ElTo'j 兀Si for LS. 
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and 
Clj = TT^^^ilpn-kj-i 一 i^n+l-kj for 10; 
C2j = 7r(rZkj+i for AO; 
%• = 今 ' - 沪 ~ for TC; 
^n—ki (I) ^ 
C4j = Ei=o' ttIJ^  - 1 for LS. 
2.2.4 Time Series Parameters are Unknown 
In practice, the A R I M A parameters and al are usually unknown. The time 
series parameters are estimated from the data and the unknown parameters of 
the aforementioned test statistics, e.g. wtp, rip, are replaced by their estimates. 
_ 广 A A A A 
Let 01，...，6>1，•.. ’ and a^ be the final estimates oi ({h,…Ap., 6>i，...， 
and al respectively in the iterative procedure. Based on these final estimates, 
we get K i O , Var(en(l)) and CW(e竹(m)，e“0). 
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2.3 Iterative Procedure for Detecting Outliers 
So far, we had discussed how to handle the situation when the series contam-
inated with outliers where the locations of outliers are assumed to be known. In 
this part, we outline the iterative procedure for detecting the locations and the 
sizes of outliers. 
2.3.1 General Procedure for Detecting Outliers 
Stage I: Initial Parameter Estimation and Outlier Detection 
1.1 Compute the least square estimates of the model parameters based on the 
original or the adjusted series, and obtain the residuals, Ut where Ut = 
for the original series and Ut 二 7r(B)容 for the adjusted series. Note 
that for the very first iteration, the original (unadjusted) series, y,, is used 
to initiate the procedure; after the first iteration, the adjusted series,么 is 
used. 
/nner Loop of Outlier Detection for Fixed Model Parameter Estimates 
1.2 For ^  - compute t/J⑴’ t奶⑴，r^i⑴’ TTc{t) as in (2.23) using 
the residuals, Ut, obtained from I.l, and let 
”t = max{\Tjo{t)\, \TAo{t)l iTii�I’ \rTc{t)\}. 
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A 
If maxtrjt = IttH^OI > C = 3.5，we conclude that an outlier of type TP 
occurs at k where TP may be lO, AO, LS or TC. 
1.3 If there is no outlier found, then go to step 1.4. Otherwise, remove the effect 
of this outlier from the observations as in (2.24) and the residuals according 
to its type, then go back to step 1.2 to check if an additional outlier can be 
found. 
1.4 If no outliers are found in the very first iteration of this inner loop, then 
stop - the observed series is free from outlier. If outliers are found in the 
inner loop under the given parameter estimates, then go to step I.l with 
the adjusted series, Zt. 
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2.4 Methods of Constructing Simultaneous Pre-
diction Intervals 
Since 6^(0 can be represented by a linear combination of white noise, its ex-
pected value equals to zero. Also, w is an unbiased estimator, taking expectation 
from (2.54), we can see that 可ej⑴]=0. From (2.50)，we know that 
：^n+Z- (2.55) 
Thus, 
- Vn+l 1、 , 、 
/ 、〜7V(0’1) (2.56) 
Hence, the 100(1 - a)% prediction interval of is 
士 ⑷] (2.57) 
and z^ ii is the upper a/2 percentage point of the standard normal distribution. 
Most often, it is desired to have multiple forecast. Hence, we seek for the con-
stmction of simultaneous prediction intervals of {Y^+i,/ = !,••.,L} such that the 
joint confidence level is controlled at a designated level I - a. In the following, 
the Bonferroni Method and the Exact Method are introduced for constructing 
simultaneous prediction intervals. 
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2.4.1 The Bonferroni Method 
In this part, we focus on constructing simultaneous Bonferroni prediction 
intervals. The approximate 100(1 — a)% simultaneous prediction intervals of 
Yn+h I = i, based on the Bonferroni Method is given by 
M l ) 士 :a/2L\A/ar(e:(0) (2.58) 
and Za/2L is the upper a/2L percentage point of the standard normal distribution. 
2.4.2 The Exact Method 
Let 
= l — a = = (2 .59) 
where (Zi，Z2,. ••，Zl) have a multivariate normal distribution with mean vector 
0 and variance-covariance matrix = {pmi},l <m,l < L. That is, for m < I, 
~ = ⑶ ⑴ 
\JVar{er^{m))Var{en{l)) 
Therefore, the 100(1 - a)% simultaneous prediction interval of Y^+i, I = 1，..., L, 




An Illustrative Example 
In this chapter, an example is used to demonstrate how to construct simulta-
neous prediction intervals in the presence of outliers described in Chapter 2. 
The example we study is the Series A extracted from Box and Jenkins (1976). 
The data, Yi，. •.， 1^97, are composed of 197 chemical process concentration read-
ings recorded at every two hours. According to Box and Jenkins (1976, p.239), 
the data is fitted by an IMA(1,1) model, 
(1 - B)Yt = (1- dB)at. 
The data are shown by the solid line in Figure 3.1. Furthermore, the first 194 
observations, the historical data, are employed for model fitting and the last three 
observations are reserved for post-sample observations which used for checking 
the accuracy of the simultaneous prediction intervals for Y194+。Z = 1，2，3. 
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For IMA(1,1)，the estimated coefficients of 7r{B) and ip{B) are given by 
Tfk = (1 —句炉-1， A;> 1 
^k = k>l 
where 9 = 0.609. 
As in Chang, Tiao and Chen (1988), two outliers are found in the data. One is 
A O located at h = 43. Other is 10 occured at k: = 64. After knowing locations, 
we use least square estimation to estimate their sizes. By (2.37), A is expressed 
as 
0 0 … 1 — 7fi •.. —7r2o —7r2i — 7r22 • •. -Trfsi 
A �= 
0 0 … 0 0 1 0 . . . 0 
」2x194 
The adjusted observations are also shown in Figure 3.1 by the dash line and 
the results of their corresponding estimates are listed in Table 3.1 where wtp is 
calculated from (2.21) while Wi is determined by (2.38). 
Table 3.1. Location, type and estimated size of outliers in Series A 
i kj TP Wtp Wj 
1 43 AO -0.997 -1.015 
2 64 10 1.133 1.175 
The negative value indicates that there is a downward effect at time 43. The 
final estimate of the variance of white noise, al, is 0.089 and 
Va7{tvi) « 0.0715, 
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Va7{id2) ^ 0.0889, 
Cov(^i,W2) ~ 0.0000. 
In the next two sections, two Cases are used to demonstrate the difference 
between ignorance and consideration of outlier effect. For each Case, we construct 
95% simultaneous prediction intervals based on the Bonferroni and the Exact 
procedure. 
3.1 Case A 
For Case A, we assume the series is outlier free. By Cheung, W u and Chan 
(1998), the simultaneous prediction intervals of Yn+i, Z = 1’ 2,. ••，L，are 
y^l) ± c^/Vari^nil)) (3.1) 
where 
y^l) = + 介?)K-l + 介 2 + ... , (3.2) 
and 
V a r M l ) ) = c^'aE^l (3.3) 
1 = 0 
For Bonferroni Method, c 二 Za/2L where L = 3, while for Exact Method, c =《《 
is determined by the variance covariance matrix, S — {pmi}, for m < where 
. — Cov{en{m),enil)) 
Pml — j = 
yJVar{en{m))Var{en{l)) 
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= E Z o ' M + l - m 
Hence, can be determined from (2.59). 
3.2 Case B 
For Case B, we use the same approach as in chapter two. W e have discussed 
how to handle if outliers are detected in the previous chapter and the results of 
the estimation are listed in Table 3.1. Using (2.44)-(2.47), we obtain 
• 
A A A 
Yn � = + W2lpn+l-d4 
where 
— 
+ ... + 一 剑 + 
By Section 2.4, the simultaneous prediction intervals of Yn+i, I = 1,2,…，L, 
are given by 
Ul)±c]lvar'{^;{l)) (3.4) 
Again，for Bonferroni Method, c = z-礼 where L = 3，while for Exact 
Method, c = is determined by the adjusted variance covariance matrix，for 
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m <1, it is given by 
— - -
A A 八 — Cov{en{m),en(l)) 
P— = I . . 
]IVar{en{m))Var(en\l)) 
where 
VarieM) 二 Var{？“0) + V^^^Ri^sjff'介Si‘�-i _ 
i=0 
n—k2 
i = 0 
and 
— 八 n—k2 
Cov{er^(m), en\l)) = Cov{en{^), + Va7{w2)[ - ^n+m-k,] 
i=0 
iS^lUn-k^-i - “ - d + 
i=0 
n—k2 




- ("tTZ") a a / 1\ 
+ [ z ^ 介i+l�n-fc2—i — i^n+rn-k2][K-k,+l]Cov{Wl,^V2). 
i=0 
3.3 Comparison 
Prom Table 3.2., we observe that the width of the prediction intervals in Case 
B is narrower than in Case A because of the adjustment of the outlier effect. 
Besides, as shown in Figure 3.2.，the 95% simultaneous prediction intervals based 
on the Exact Method for both Cases cover the consecutive observations, Y^+i for 
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I = 1,2,3. So does the Bonferroni Method since it provides a wider width. In 
the next chapter, we carry out a simulation study to verify this situation. 
Table 3.2. /-step ahead forecast, variance of forecast error, upper and lower limits, and widths 
of the 95% simultaneous prediction intervals for Case A and B of the Bonferroni 
Method and the Exact Method 
Case Method I Varl^n{l)) Var{en\l)) Lower Upper Width 
A Exact 1 16.944 18.461 1.516 
2 16.909 18.496 1.586 
3 16.876 18.529 1.653 
Bonferroni 1 17.7 17.702 0.102 16.937 18.467 1.530 
2 17.2 17.702 0.112 16.902 18.503 1.601 
3 17.4 17.702 0.121 16.868 18.537 1.669 
B Exact 1 17.038 18.453 1.415 
2 16.986 18.505 1.519 
3 16.937 18.554 1.616 
Bonferroni 1 17.7 17.746 0.089 17.032 18.459 1.428 
2 17.2 17.746 0.102 16.979 18.512 1.533 
3 17.4 17.746 0.116 16.930 18.561 1.631 
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Figure 3.1. Box and Jenkins, Series A 
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In this chapter, we conduct a simulation study to compare the performance 
of constructing simultaneous prediction intervals for Case A and B based on 
the Bonferroni Method and the Exact Method. The model we select in the 
simulation study is the AR(1) model. Results on (a) the MEAN and the root 
mean square error (RMSE) of the estimates of 小 and cr】’ (b) average width of 
the 95% simultaneous prediction intervals and (c) the coverage probability will 
be reported in this chapter. 
4.1 Generate AR(1) with an Outlier 
The simulation is based on the following setup: 
36 
1. 204 observations, Z“ are generated from an AR(1) model given by 
Z't = (t>Z't_i + at (4.1) 
where {aJ are independently and normally distributed with mean 0 and 
cr】=1. Consider the length of the observed sequence (ji) be 100. Discard 
the first 100 observations of Z[ in order to avoid initial transients. In other 
words, we put = Z^ = Z;。？，... ’ Zioo = 勘 be the observed se-
quence and Zioo+i =玛oo+,’ ^  = 1,…，L，where L be the number of forecast 
step，be the future observation(s) from the forecast origin 100. 
2. Choose (j) = 0.1, 0.3，0.5, 0.7，0.9 and the location of an outlier is set in 
the beginning, in the middle and at the end of the sequences. W e choose 
k = 10, 50，90, 99 and L = 1，...，4. 
3. Four types of outliers are considered. In each particular time point, a 
specific type of outlier with fixed size is introduced in the sequences in 
order to pretend an outlier exists in the sequence. Three different sizes of 
outlier, z/; = 3，6，9, are considered. For example, an outlier is set at A; = 50 
with w = Then, we have 
^^ + 6 ^ 7 , ( 5 0 ) , for /O; 
石 + 6J办0)， for AO-
u = 
么 + 6 4 /“ 5 0 ) , for TC; 
石 + for LS. 
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4. In each case, 2000 replications are generated according to a particular set-
ting. 
There are 3 choices of w; 4 choices of L, k and TP; and 5 choices of (j). As a result, 
3 x 4 x 4 x 4 x 5 = 960 different situations are investigated for both Methods. In 
the following subsection, we assume that the model is known. The idea of Case A 
and B is similar to that in chapter 3. Again, Case A works with the unadjusted 
series whilst Case B works with the adjusted series. Each of their steps are listed 
below. 
4.1.1 Case A 
5a. Let 0 and al be the initial least square estimates by assuming {yj is free 
of outliers. 
6a. The determination of is based on the setting given in Cheung, W u and 
Chan (1998). As they mentioned, the program terminated if the difference 
between successive iterates was less than 0.00001. If the looping in the 
program exceed 100, is not determined. Let NT be the number of times 
that ^ a is not determined. 
7a. Calculate the point forecast, Yioo ⑴，by equation (3.2) with I = I,... 
Then the simultaneous prediction intervals of Yioo+h / = 1, • • •, L, are com-
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puted. The width of the /-step-ahead forecast is calculated as 
where Var{en{l)) is calculated by (3.3) and c is the value determined by 
the Bonferroni Method or the Exact Method. If the program terminated as 
described in step 6a, the width is not determined. 
8a. Compute the MEANs of the estimates, ^ and al, 
meanw = 么 
t=l 
and 
— 1 NS 
MEANial) = 
9a. Compute sample root mean square error {RMSEs) of 0 and ；I 
RMSE{i) = 
and 
RM^ial) = A E 仏 - alY 
\ a) \j NS • 
10a. W e should note that the width cannot be determined in the situation de-
scribed in 7a. Hence, the number of success in determining the width 
throughout NS is {NS — NT) for the Exact Method. Now, compute the 
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average width for each L, 
乂 机 = “ = 仏 兹 , for Bonferroni Method; 
AWr 一 巧二气 — Lij)Jij 丄 u 丄1 1 题 L — (TVS _ NT) X L ’ Exact Method 
where Lij and Uij are the lower limit and the upper limit of the j-step ahead 
forecast in the i认 simulation, NS denotes the number of simulations, L = 1, 
2’ 3’ 4 and 
j 1’ (a is determined in the i认 simulation, 
Jij — 
0, otherwise. 
11a. The coverage probability is determined by 
Yfs Y^l J 
CPl = -
— , for Bonferroni Method; 
CPr - E t - 而(njU lij) f „ … d 1 
。作—~~(j^s - NT)， Method 
where 
一 J 1，^n+j G [Lij^Uij], 
•Uj ~ 
0, otherwise. 
4.1.2 Case B 
5b. Next, using the detecting procedure described in Section 2.3 with 
、 
TTl = 0； 
TTi = 0, i > 1； 
i^i = 丞 、 i > 1 
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where ^  is the initial parameter estimate obtained in Case A. 
6b. From the iterative procedure, we get the final estimates, 0 and cr^ 
7b. Calculate the point forecast, Y —⑴’ by (2.25) for / = 1，. •.，Z^ ，L = 1，…，4. 
The simultaneous prediction intervals of Yioo+z for different steps are com-




where Var{en{l)) is calculated by (2.31) if outliers are detected or by (3.3) 
if no outlier is found. 
8b. Calculate the MEANs and RMSEs of the final estimates,去 and 
‘ A I NS . NS 
= • E k MEAN{al) = ^ T A 
i— 1 
and 
� N S 
9b. If p denotes the number of detected outliers, there are 4P different com-
binations of outlier types we need to consider during the construction of 
simultaneous prediction intervals. Consequently, we just handle p < 2 
during our simulation study. Let NO be the number of times that more 
than two outliers are detected in the iterative procedure. Here, the number 
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of success in determining the width throughout NS is (NS - NO) and 
�NS -NO- NT) for the Bonferroni and the Exact Method respectively. 
The average width for each L is determined by 
AWr — 巧 1这肌j - Li风 
— (j^s - NCX) X L~~’ Bonferroni Method; 
A^ 一 巧 =i(Uij — Lij)If, 
L — {NS-NT-NO)xL' for Exact Method 
and the coverage probability is determined by 
r>p _ ^ij{Ylj=1 hj) . ^ ^ 
ufL - ~ ~ N S — 购 ~ ~ , lor Bonferroni Method; 
rip — Ijj) „ ^ 
=[NS-NT-NOy for Exact Method 
where 
1, Yn+j G [Lij, Uij], 
hj = < 
0, otherwise; 





2 — j 1，(a is determined in the simulation with p<2, 
•^ij — 一 
0, otherwise. 
4.2 Simulation Results I 
In this thesis, we are particularly interested in the improvement on construct-
ing simultaneous prediction intervals by outlier adjustment. 
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Table 4.1 - 4.4 list the MEANs and the RMSEs of the estimates of 0 and 
for Case A and B. The results of the Bonferroni Method for Case A and B are 
given in Table 4.5 - 4.12. The numbers without parentheses and with parentheses 
are the average widths and the coverage probabilities respectively. Table 4.13 -
4.20 list the average widths, coverage probabilities and NT for the Exact Method 
including Case A and B. The numbers with parentheses are again the coverage 
probabilities. The entries that above and below the coverage probabilities refer 
to the average widths and NT respectively. Table 4.21 - 4.22 list the average 
widths and the coverage probabilities for the Bonferroni and Exact Method when 
L = 1. 
The estimates of 小 are similar for all specifications of 10 in both Cases. For 
A O , TC and LS, the estimates of 小 are closer to the true means in Case A when 
the outlier size is smaller. In Case B，as the outlier size increases, improvements 
on the estimates of (j) are somewhat in both the MEANs and the RMSEs for 
A(9，TC and LS • Also, the estimates of 小 in Case B are closer to the true means 
in all four types except an outlier occurs in the beginning or in the middle of the 
series for LS. 
Figure 4.1 shows that the RMSEs of the estimates of 0 in Case A are getting 
larger for AO, TC and LS. For 10, the RMSEs of the estimates of 0 are similar 
for all specifications. It also shows that most of the RMSEs of the estimates of 0 
in Case B are similar in AO, 10 and TC. Referring to Table 4.2，they are mostly 
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around 0.05 - 0.12 and the estimates of 小 are improved obviously for LS in Case 
B in which the RMSEs of the estimates of cj) are in the range of 0.06 — 0.7. 
Not surprisingly, there is a big difference in the estimates of al between Case 
A and B. From Figure 4.2 and Table 4.4, we can note that the larger the outlier 
size is, the poorer the estimates are in Case A but not in Case B.This is because 
the outlier effect in (2.13) affects the observations. The larger the outlier size is, 
the more different the unadjusted series from the generated series in step 1 and 
2. If no outlier adjustment is made (Case A), we will get a poor estimate of a: 
which is far away from the true value. 
As mentioned above, outliers always affect estimation of the variance of 
the white noise {a,}. Consequently, they affect the width of AR(1) simultaneous 
prediction intervals which are proportional to the standard deviation of the white 
noise. Hence, widths in Case B are 腿ch narrower than those in Case A. Because 
of this, the coverage probabilities are always larger in Case A. For Case B，the 
coverage probability is somewhat around 90 — 95% and sometimes below 90%. 
Apart from this, as the outlier size increases, the average widths get wider in 
Case A but shorten in Case B for all L. A particular specification is illustrated in 
Figure 4.3. More than that, as the outlier size increases, the coverage probabilities 
are almost alike for Case B but tend to increase in Case A. For 10 and TC, 
the coverage probabilities are most often around 94 - 95%. For LS, even the 
parameter estimates are improved by employing the outlier detection procedure, 
44 
they are still not precise enough when k = 10, 50 or even 90. Thus, the coverage 
probabilities for those specifications are always above the nominal level. For AO, 
the coverage probabilities are quite different from the nominal level except the 
specifications with w = 3. However, if an outlier occur near the end of the series, 
the coverage probabilities are always below and further away from the nominal 
level for all types. 
Moreover, even widths for the Bonferroni Method are always wider than that 
for the Exact Method, as discussed in Cheung, W u and Chan (1998), the coverage 
probabilities of two Methods are quite close. After the adjustment of observations, 
the numbers of NT are often reduced in Case B for the Exact Method. However, 
the computational time is more efficient for the Bonferroni Method. As shown in 
Figure 4.4, the coverage probabilities of Bonferroni Method in Case B are around 
94% while the coverage probabilities in Case A are always over determined. 
Table 4.23 shows the number of NO. As the outlier size increases, NO in-
creases for all types and is extremely large for LS when (f) is small. 
4.3 Generate AR(1) with Two Outliers 
In repeating step 1 in the previous section, 0 = 0.5 is considered. Since an 
A O only affects the level of the observation at that particular time point, e.g. fci, 
while an 10 has an extraordinary shock at that time point, e.g. k2, and influence 
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the observations thereafter through the dynamic system described by (2.13). As 
a matter of fact, a particular case is investigated. One lO and one AO are set at 
ki 二 70 with size Wi = 6 and k: = 90 with size W2 = 4： respectively. 
2000 replications are generated with the above setting. Repeat step 5a- 11a 
for Case A, and step 56 - 96 for Case B. 
4.4 Simulation Results II 
Table 4.24 and 4.25 list the MEANs and the RMSEs of the estimates of 
^ and 0-2, the average widths of the simultaneous prediction intervals, and the 
coverage probabilities for Case A and B. Again, the estimates in Case B are closer 
to the true mean than those in Case A. Performance of Case B is generally better 
than that of Case A in the sense that not only the MEANs of estimates in Case 
B are closer to the true means but also the RMSE of the estimate of al is much 
smaller. 
Similarly, the coverage probabilities in Case A are misleading because of over-
estimation of which seriously affects the widths of the simultaneous prediction 
intervals. In Figure 4.5，we can observe that almost all the coverage probabil-
ities in Case A are over 0.985 while the coverage probabilities in Case B are 
approximately 0.94. 
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4.5 Concluding Remarks 
In this thesis, we investigate the effects of outliers on constructing simulta-
neous prediction intervals. The methodology is based on Chen and Liu (1993) 
who presented the adjustment of outlier effect on forecasting whilst the iterative 
procedure is based on Tsay (1988). In addition to this, a procedure for the devel-
opment of simultaneous prediction intervals for multiple forecasts of a time series 
generated by an A R I M A model based on the adjusted series is described. 
Four types of outliers are considered. It has been shown that an outlier seri-
ously affects the estimation of and sometimes the estimation of 小 if no outlier 
adjustment is made. As a result, much wider simultaneous prediction intervals 
are obtained. The simultaneous prediction intervals based on the unadjusted 
series are misleading and unreliable since they overestimate the overall coverage. 
In contrast, the parameter estimates are often better when outlier adjustment 
is considered. The simultaneous prediction intervals based on the adjusted series 
are shown to be better in the example and the simulation study considered in 
this thesis. It is suggested that the proposed procedure should be employed 
when it is suspected that outliers exist in time series. Further, the procedure 
for obtaining these intervals is derived and can be used after the iterative outlier 
detection procedure. Otherwise, the estimates will be seriously biased and hence, 
the precision on constructing simultaneous prediction intervals is affected. 
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Table 4.3. MEANs of the estimates of al for four types of outliers (Case A and B) 
Case A Case B 
MEAN 汤 MEAN{4>) 
Type Location (fe) (f> w = 3 w = 6 w = 9 ~ = 3 w = 6 w = 9 
了O 10 0.1 0.097 0.098 0.098 0.094 0.092 0 092 
0.3 0.293 0.294 0.295 0.290 0.287 0.288 
0.5 0.489 0.490 0.491 0.486 0.482 0 482 
0.7 0.685 0.686 0.688 0.684 0.679 0 677 
0.9 0.882 0.883 0.885 0.880 0.876 0.873 
50 0.1 0.098 0.099 0.100 0.094 0.093 0.093 
0.3 0.293 0.295 0.296 0.290 0.288 0.288 
0.5 0.489 0.490 0.492 0.486 0.482 0 482 
0.7 0.685 0.686 0.688 0.684 0.680 0 678 
0.9 0.882 0.883 0.886 0.880 0.876 0 874 
90 0.1 0.099 0.100 0.101 0.095 0.093 0 094 
0.3 0.295 0.296 0.298 0.291 0.288 0 288 
0.5 0.490 0.492 0.494 0.487 0.482 0 482 
0.7 0.686 0.688 0.690 0.684 0.680 0 678 
0.9 0.882 0.884 0.887 0.879 0.875 0 874 
99 0.1 0.097 0.098 0.098 0.093 0.093 0 093 
0.3 0.293 0.294 0.296 0.290 0.289 0 289 
0.5 0.489 0.491 0.493 0.487 0.486 0 484 
0.7 0.685 0.687 0.689 0.684 0.683 0 682 
0.9 0.882 0.883 0.885 0.880 0.879 0.878 
10 0.1 0.089 0.071 0.054 0.089 0.092 0 090 
0.3 0.271 0.220 0.167 0.277 0.285 0 279 
0.5 0.457 0.383 0.301 0.472 0.480 0 467 
0.7 0.653 0.574 0.478 0.673 0.677 0 658 
0.9 0.864 0.816 0.748 0.876 0.873 0 854 
50 0.1 0.090 0.073 0.055 0.089 0.092 0 091 
0.3 0.271 0.220 0.168 0.277 0.286 0 281 
0.5 0.457 0.382 0.301 0.471 0.480 0 467 
0.7 0.653 0.574 0.477 0.672 0.676 0 658 
0.9 0.864 0.816 0.748 0.876 0.873 0 853 
90 0.1 0.091 0.074 0.057 0.090 0.092 0 092 
0.3 0.272 0.222 0.170 0.279 0.286 0 281 
0.5 0.458 0.385 0.303 0.473 0.481 0 469 
0.7 0.654 0.575 0.480 0.673 0.677 0 659 
0.9 0.864 0.816 0.749 0.876 0.873 0 854 
99 0.1 0.089 0.071 0.053 0.088 0.092 0091 
0.3 0.270 0.219 0.167 0.277 0.286 0 280 
0.5 0.457 0.382 0.300 0.471 0.480 0 468 
0.7 0.653 0.574 0.478 0.672 0.677 0 659 
0.9 0.864 0.816 0.748 0.876 0.873 0:854 
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Case A Case B 
MEANii) MEANii) 
Type Location ( k ) 小 w = ^ w = 6 w = 9 w = 3 w = 6 w = 9 
T C 10 0.1 0.185 0.344 0.466 0.125 0.101 0.118 
0.3 0.348 0.450 0.533 0.318 0.294 0.301 
0.5 0.512 0.559 0.602 0.501 0.486 0.488 
0.7 0.685 0.686 0.688 0.684 0.680 0.677 
0.9 0.875 0.857 0.834 0.876 0.876 0.872 
50 0.1 0.187 0.346 0.468 0.128 0.102 0.118 
0.3 0.349 0.452 0.534 0.319 0.296 0.303 
0.5 0.512 0.560 0.602 0.501 0.487 0.489 
0.7 0.685 0.686 0.688 0.684 0.680 0.678 
0.9 0.874 0.856 0.833 0.875 0.876 0.871 
90 0.1 0.188 0.347 0.468 0.123 0.102 0 117 
0.3 0.350 0.453 0.535 0.316 0.294 0.302 
0.5 0.514 0.562 0.604 0.500 0.486 0 488 
0.7 0.686 0.688 0.690 0.684 0.680 0 678 
0.9 0.875 0.857 0.834 0.876 0.875 0 871 
99 0.1 0.147 0.257 0.369 0.112 0.097 0 105 
0.3 0.324 0.395 0.468 0.304 0.293 0 296 
0.5 0.502 0.534 0.570 0.494 0.488 0 489 
0.7 0.685 0.687 0.689 0.684 0.683 0 682 
0.9 0.878 0.868 0.854 0.878 0.878 0.875 
L S 10 0.1 0.901 0.973 0.988 0.718 0.457 0 388 
0.3 0.917 0.977 0.990 0.790 0.565 0 537 
0.5 0.929 0.981 0.991 0.850 0.679 0 672 
0.7 0.940 0.983 0.992 0.891 0.778 0 776 
0.9 0.952 0.985 0.993 0.934 0.904 0 906 
50 0.1 0.836 0.953 0.978 0.489 0.386 0 324 
0.3 0.863 0.960 0.982 0.638 0.492 0 473 
0.5 0.885 0.966 0.984 0.742 0.626 0 624 
0.7 0.905 0.970 0.986 0.833 0.754 0 756 
0.9 0.934 0.974 0.988 0.917 0.897 0 901 
90 0.1 0.524 0.804 0.901 0.127 0.230 0 277 
0.3 0.612 0.837 0.917 0.326 0.372 0 400 
0.5 0.694 0.864 0.929 0.543 0.528 0 547 
0.7 0.783 0.890 0.940 0.731 0.699 0 708 
0.9 0.899 0.930 0.955 0.890 0.881 0 884 
99 0.1 0.172 0.337 0.504 0.109 0.101 0 121 
0.3 0.347 0.470 0.597 0.307 0.295 0 306 
0.5 0.521 0.599 0.685 0.502 0.490 0 495 
0.7 0.699 0.735 0.780 0.691 0.685 0 687 
0.9 0.884 0.890 0.900 0.881 0.879 0.879 
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Table 4.3. MEANs of the estimates of al for four types of outliers (Case A and B) 
Case A Case B 
RMSEg) RMSE{4>) 
Type Location jk) 0 w = S w = Q w = 9 ^； = 6 = 9 
10 0.1 0.100 0.096 0.089 0.104 0.105 0 104 
0.3 0.096 0.093 0.086 0.101 0.102 0 101 
0.5 0.089 0.086 0.079 0.094 0.096 0 095 
0.7 0.077 0.074 0.068 0.079 0.082 0 082 
0.9 0.053 0.051 0.048 0.055 0.057 0 058 
50 0.1 0.101 0.098 0.091 0.106 0.105 0 104 
0.3 0.097 0.095 0.088 0.103 0.103 0 101 
0.5 0.090 0.087 0.081 0.095 0.097 0 096 
0.7 0.077 0.074 0.068 0.079 0.081 0 081 
0.9 0.054 0.052 0.047 0.057 0.058 0 057 
90 0.1 0.100 0.096 0.088 0.104 0.105 0 105 
0.3 0.096 0.092 0.085 0.101 0.102 0 102 
0.5 0.089 0.085 0.079 0.093 0.096 0 095 
0.7 0.076 0.073 0.067 0.080 0.081 0 081 
0.9 0.054 0.052 0.048 0.058 0.061 0 059 
卯 0.1 0.100 0.097 0.090 0.105 0.105 0 104 
0.3 0.097 0.094 0.088 0.102 0.102 0 101 
0.5 0.090 0.089 0.085 0.093 0.094 0 094 
0.7 0.078 0.079 0.078 0.080 0.080 0 080 
0.9 0.056 0.059 0.061 0.058 0.058 0.059 
^ ^ 10 0.1 0.100 0.101 0.101 0.105 0.105 0 104 
0.3 0.101 0.125 0.161 0.104 0.103 0 104 
0.5 0.101 0.151 0.220 0.100 0.098 0 104 
0.7 0.093 0.155 0.242 0.086 0.086 0 098 
0.9 0.068 0.111 0.177 0.062 0.068 0 082 
50 0.1 0.101 0.102 0.102 0.106 0.105 o ' l04 
0.3 0.102 0.126 0.162 0.105 0.103 0 104 
0.5 0.102 0.152 0.221 0.102 0.099 0.105 
0.7 0.094 0.156 0.243 0.087 0.087 0 099 
0.9 0.068 0.112 0.178 0.061 0.068 0 083 
90 0.1 0.100 0.100 0.099 0.104 0.105 0 105 
0.3 0.101 0.124 0.158 0.104 0.104 0 104 
0.5 0.101 0.150 0.218 0.101 0.099 0 103 
0.7 0.094 0.154 0.241 0.087 0.086 0 098 
0.9 0.068 0.111 0.177 0.062 0.067 0 083 
99 0.1 0.101 0.101 0.101 0.105 0.105 o'l05 
0.3 0.102 0.126 0.161 0.105 0.103 0 105 
0.5 0.101 0.151 0.221 0.101 0.098 0.104 
0.7 0.094 0.155 0.242 0.087 0.085 0 098 
0.9 0.068 0.112 0.178 0.062 0.067 0:083 
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Case A Case B 
^ , � RMSEii) RMSE{^) 
Type Location (fe) (f> w = Z w = Q w = 9 1 ^ = 3 w = 6 w = 9 
T C 10 0.1 0.132 0.259 0.372 0.120 0.107 0 108 
0.3 0.106 0.172 0.242 0.108 0.102 0 101 
0.5 0.088 0.099 0.121 0.093 0.095 0 092 
0.7 0.077 0.074 0.068 0.079 0.082 0.082 
0.9 0.058 0.071 0.089 0.059 0.061 0 064 
50 0.1 0.135 0.262 0.374 0.121 0.108 0.108 
0.3 0.108 0.174 0.244 0.109 0.103 0 101 
0.5 0.089 0.100 0.123 0.095 0.095 0.092 
0.7 0.077 0.074 0.068 0.079 0.081 0.081 
0.9 0.059 0.072 0.090 0.060 0.061 0.066 
90 0.1 0.133 0.262 0.374 0.121 0.107 0 107 
0.3 0.107 0.174 0.244 0.110 0.103 0 101 
0.5 0.088 0.100 0.123 0.095 0.094 0 092 
0.7 0.076 0.073 0.067 0.080 0.081 0 0 8 1 
0.9 0.059 0.071 0.089 0.060 0.062 0 066 
99 0.1 0.112 0.186 0.284 0.109 0.105 o"l07 
0.3 0.099 0.133 0.189 0.102 0.102 0 102 
0.5 0.089 0.094 0.108 0.094 0.093 0 093 
0.7 0.078 0.079 0.078 0.080 0.080 0 080 
0.9 0.058 0.067 0.079 0.059 0.060 0.062 
L S 10 0.1 0.801 0.873 0.888 0.691 0.481 0 397 
0.3 0.617 0.677 0.690 0.540 0.362 0 325 
0.5 0.430 0.481 0.491 0.379 0.244 0 229 
0.241 0.283 0.292 0.212 0.133 0:126 
明 n ? n^o^ 0.085 0 0 9 3 0.059 0.059 0.058 
50 0.1 0.737 0.853 0.878 0.498 0.401 0 312 
0.3 0.563 0.660 0.682 0.421 0.290 0 257 
0.5 0.386 0.466 0.484 0.302 0.197 o'l88 
0.7 0.207 0.270 0.286 0.173 0.112 Q U O 
0.9 0.050 0.076 0.088 0.056 0.056 0 054 
90 0.1 0.431 0.705 0.802 0.115 0.187 0 222 
0.3 0.320 0.538 0.617 0.138 0.138 o ' l54 
0.5 0.206 0.365 0.430 0.144 0.106 o'l09 
0.7 0.105 0.194 0.241 0.101 0.080 0 079 
0.9 0.049 0.050 0.062 0.056 0.059 0.056 
99 0.1 0.125 0.258 0.414 0.110 0.106 0 110 
0.3 0.108 0.194 0.309 0.105 0.102 0 102 
0.5 0.091 0.132 0.202 0.095 0.094 0 094 
0.7 0.076 0.083 0.108 0.079 0.079 0078 
0.9 0.055 0.056 0.057 0.057 0.058 0.059 
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Table 4.3. MEANs of the estimates of al for four types of outliers (Case A and B) 
Case A Case B 
MEAN{a^„) MEAN(a^„) 
Type Location (k) 0 w = 3 w = 6 I I T ^ T w = 6 w = 9 ~ 
10 0.1 1.077 1.346 1.798 1.020 0.963 0.961 
0.3 1.077 1.346 1.798 1.018 0.962 0.961 
0.5 1.077 1.346 1.798 1.017 0.961 0.961 
0.7 1.077 1.346 1.797 1.020 0.963 0.960 
0.9 1.077 1.346 1.797 1.017 0.962 0.960 
50 0.1 1.078 1.348 1.801 1.020 0.963 0.960 
0.3 1.078 1.348 1.801 1.017 0.962 0.961 
0.5 1.078 1.348 1.801 1.016 0.960 0.960 
0.7 1.078 1.348 1.801 1.019 0.963 0.960 
0.9 1.078 1.349 1.801 1.015 0.961 0.960 
90 0.1 1.079 1.350 1.803 1.021 0.965 0 961 
0.3 1.079 1.350 1.803 1.018 0.963 0 962 
0.5 1.078 1.350 1.803 1.017 0.962 0 961 
0.7 1.078 1.350 1.803 1.020 0.964 0 961 
0.9 1.078 1.350 1.803 1.013 0.959 0 959 
99 0.1 1.077 1.347 1.799 1.019 0.963 0 962 
0.3 1.077 1.347 1.799 1.017 0.960 0 961 
0.5 1.077 1.347 1.799 1.017 0.961 0 961 
0.7 1.077 1.347 1.798 1.018 0.962 0 961 
0.9 1.077 1.346 1.797 1.016 0.958 0.956 
10 0.1 1.078 1.349 1.802 1.021 0.964 0 959 
0.3 1.084 1.371 1.839 1.021 0.960 0 954 
0.5 1.098 1.416 1.921 1.017 0.958 0 947 
0.7 1.118 1.492 2.071 1.012 0.959 0 941 
0.9 1.147 1.612 2.345 1.000 0.958 0 938 
50 0.1 1.078 1.351 1.805 1.020 0.963 0 959 
0.3 1.085 1.372 1.841 1.019 0.960 0 954 
0.5 1.098 1.416 1.921 1.017 0.957 0.946 
0.7 1.118 1.491 2.069 1.014 0.958 0 941 
0.9 1.147 1.611 2.342 0.997 0.956 0 937 
90 0.1 1.079 1.352 1.808 1.022 0.964 0 960 
0.3 1.085 1.373 1.843 1.020 0.961 0 955 
0.5 1.098 1.417 1.923 1.016 0.959 0 948 
0.7 1.118 1.492 2.071 1.013 0.959 0 942 
0.9 1.146 1.610 2.342 0.997 0.957 0 938 
99 0.1 1.078 1.350 1.804 1.020 0.963 0 960 
0.3 1.084 1.371 1.839 1.020 0.960 0 954 
0.5 1.097 1.415 1.920 1.017 0.958 0 948 
0.7 1.118 1.491 2.069 1.014 0.959 0 942 
0.9 1.146 1.610 2.342 0.998 0.958 0.939 
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Case A Case B 
MEANjal) MEAN{a^) 
Type Location { k ) 小 w = ^ w = 6 w = 9 w = 3 w = 6~w = 9 
T C 10 0.1 1-130 1.496 2.022 1.014 0.961 0.951 
0.3 1.101 1.415 1.904 1.021 0.962 0 957 
0.5 1.083 1.365 1.828 1.021 0.963 0 960 
0.7 1.077 1.346 1.797 1.020 0.963 0.960 
0.9 1.083 1.369 1.841 1.014 0.960 0.957 
50 0.1 1.132 1.500 2.027 1.017 0.961 0.952 
0.3 1.103 1.419 1.909 1.021 0.962 0.957 
0.5 1.084 1.368 1.833 1.019 0.962 0.960 
0.7 1.078 1.348 1.801 1.019 0.963 0.960 
0.9 1.084 1.370 1.843 1.014 0.958 0.954 
90 0.1 1.133 1.501 2.028 1.012 0.961 0.952 
0.3 1.103 1.420 1.910 1.019 0.961 0.956 
0.5 1.085 1.370 1.835 1.019 0.963 0 960 
0.7 1.078 1.350 1.803 1.020 0.964 0 961 
0.9 1.084 1.372 1.845 1.013 0.959 0 954 
99 0.1 1.108 1.445 1.964 1.010 0.958 0.953 
0.3 1.091 1.392 1.876 1.013 0.958 0 956 
0.5 1.081 1.360 1.821 1.016 0.959 0 958 
0.7 1.077 1.347 1.798 1.018 0.962 0 961 
0.9 1.080 1.358 1.821 1.015 0.959 0.957 
L S 10 0.1 1.813 2.150 2.615 1.508 1.140 1 012 
0.3 1.560 1.878 2.339 1.357 1.082 1 026 
0.5 1.373 1.678 2.137 1.237 1.041 1 023 
1.228 1.524 1.982 1.127 1.000 0.993 
0.9 1.114 1.403 1.860 1.040 0.971 0 972 
50 0.1 1.754 2.134 2.611 1.216 1.042 0.933 
0.3 1.520 1.869 2.340 1.204 1.010 0 968 
0.5 1.345 1.672 2.140 1.143 1.001 0 986 
0.7 1.209 1.521 1.985 1.083 0.986 0.981 
0.9 1.106 1.400 1.861 1.030 0.967 0 967 
90 0.1 1.465 1.995 2.538 0.946 0.915 0 888 
0.3 1.323 1.769 2.286 0.967 0.936 0 920 
0.5 1.215 1.600 2.098 1.007 0.953 0 944 
0.7 1.135 1.470 1.954 1.026 0.962 0 957 
0.9 1.087 1.374 1.840 1.018 0.961 0 960 
99 0.1 1.145 1.565 2.167 0.998 0.957 0 943 
0.3 1.119 1.483 2.032 1.009 0.958 0 948 
0.5 1.099 1.421 1.929 1.016 0.961 0 957 
0.7 1.085 1.376 1.853 1.019 0.964 0 960 
0.9 1.078 1.351 1.805 1.018 0.961 0:959 
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Table 4.3. MEANs of the estimates of al for four types of outliers (Case A and B) 
‘ Case A Case B 
^ ‘ \ RMSEjal) RMSE(a^) 
Type Location (k) 0 w = S w = 6 w = 9 w = S w = (S w = 9 
lO 10 0.1 0.172 0.393 0.830 0.161 0.151 0 150 
0.3 0.172 0.393 0.830 0.161 0.151 0 149 
0.5 0.172 0.393 0.830 0.162 0.151 0 149 
0.7 0.172 0.392 0.829 0.161 0.151 0 150 
0.9 0.172 0.393 0.829 0.162 0.151 0 150 
50 0.1 0.171 0.394 0.833 0.161 0.150 0.148 
0.3 0.171 0.394 0.833 0.161 0.150 0.148 
0.5 0.172 0.395 0.833 0.162 0.151 0.149 
0.7 0.172 0.395 0.834 0.161 0.151 0 150 
0.9 0.172 0.395 0.834 0.163 0.151 0.150 
90 0.1 0.173 0.397 0.836 0.163 0.150 0 148 
0.3 0.173 0.397 0.836 0.163 0.150 0 148 
0.5 0.173 0.396 0.835 0.163 0.150 o'l49 
0.7 0.173 0.396 0.835 0.163 0.150 o"l49 
0.9 0.173 0.396 0.835 0.164 0.152 0_150 
99 0.1 0.171 0.393 0.831 0.162 0.150 0_149 
0.3 0.171 0.393 0.831 0.161 0.150 o"l49 
0.5 0.171 0.393 0.831 0.160 0.150 0 148 
0.7 0.171 0.393 0.830 0.161 0.150 0 148 
0.9 0.171 0.393 0.829 0.161 0.152 0:151 
AO 10 0.1 0.172 0.395 0.834 0.162 0.151 0 151 
0.3 0.175 0.415 0.870 0.163 0.151 0 154 
0.5 0.183 0.458 0.951 0.165 0.152 o"l60 
= n f J 0.530 1.100 0.168 0.153 0:164 
0.9 0.218 0.647 1.372 0.168 0.154 0 164 
50 0. 0.172 0.397 0.837 0.161 0.151 0 149 
0.175 0.416 0.872 0.163 0.152 0:153 
0.183 0.458 0.952 0.166 0.152 0.160 
0.197 0.530 1.099 0.167 0.153 0.162 
0.9 0.219 0.646 1.371 0.166 0.155 0 164 
90 0.1 0.173 0.399 0.840 0.163 0.150 0 150 
0.3 0.176 0.417 0.875 0.164 0.152 0 153 
0.5 0.184 0.459 0.954 0.164 0.152 0 159 
0.7 0.198 0.530 1.100 0.167 0.152 o'l63 
0.9 0.219 0.645 1.370 0.165 0.154 0 163 
99 0.1 0.171 0.395 0.835 0.161 0.150 oi 
••3 0.175 0.415 0.871 0.163 0.151 o ' l54 
0.183 0.457 0.950 0.165 0.153 0 159 
0.7 0.196 0.529 1.098 0.168 0.152 0 163 
0.9 0.217 0.644 1.369 0.168 0.153 0 L I 
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Case A Case B 
RMSEjal) RMSEjal) 
Type Location ( f c ) 小 w = 3 w = 6 w = 9 w = 3 w = Q w = 9 
T C 10 0.1 0.207 0.535 1.053 0.166 0.152 0 157 
0.3 0.187 0.458 0.935 0.166 0.151 0.153 
0.5 0.176 0.411 0.860 0.163 0.151 0.150 
0.7 0.172 0.392 0.829 0.161 0.151 0.150 
0.9 0.175 0.414 0.872 0.162 0.150 0.152 
50 0.1 0.207 0.538 1.058 0.168 0.151 0.156 
0.3 0.186 0.461 0.941 0.167 0.151 0.152 
0.5 0.175 0.414 0.866 0.163 0.151 0.150 
0.7 0.172 0.395 0.834 0.161 0.151 0.150 
0.9 0.176 0.415 0.874 0.163 0.152 0.153 
90 0.1 0.208 0.540 1.060 0.169 0.152 0.157 
0.3 0.188 0.463 0.942 0.167 0.152 0.153 
0.5 0.176 0.415 0.867 0.163 0.151 0.150 
0.7 0.173 0.396 0.835 0.163 0.150 0 149 
0.9 0.176 0.417 0.876 0.164 0.153 0 153 
99 0.1 0.190 0.485 0.994 0.165 0.150 0.155 
0.3 0.180 0.436 0.907 0.162 0.151 0.152 
0.5 0.173 0.405 0.853 0.161 0.151 0 150 
0.7 0.171 0.393 0.830 0.161 0.150 0 148 
0.9 0.173 0.403 0.853 0.162 0.152 0.151 
L S 10 0.1 0.863 1.199 1.661 0.684 0.512 0 303 
0.3 0.609 0.922 1.379 0.488 0.340 0 241 
0.5 0.424 0.720 1.173 0.348 0.232 0 196 
0.7 0.288 0.566 1.016 0.243 0.174 0 162 
0.9 0.195 0.446 0.892 0.176 0.155 0 153 
50 0.1 0.802 1.183 1.658 0.451 0.425 0.246 
0.3 0.568 0.913 1.381 0.375 0.289 0 210 
0.5 0.396 0.715 1.177 0.286 0.214 0 184 
0.7 0.271 0.563 1.019 0.216 0.167 0.159 
0.9 0.190 0.444 0.894 0.173 0.155 0.151 
90 0.1 0.507 1.035 1.579 0.162 0.202 0 205 
0.3 0.371 0.809 1.323 0.167 0.182 0 182 
0.5 0.274 0.640 1.133 0.180 0.167 0 167 
0.7 0.210 0.511 0.986 0.176 0.157 0 156 
0.9 0.177 0.419 0.872 0.166 0.153 0 152 
99 0.1 0.217 0.601 1.197 0.166 0.153 0 162 
0.3 0.198 0.522 1.062 0.166 0.151 0 159 
0.5 0.185 0.463 0.960 0.164 0.151 0 153 
0.7 0.176 0.421 0.884 0.162 0.150 0 151 
0.9 0.172 0.396 0.837 0.161 0.152 0.151 
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Table 4.10. Average widths and coverage probabilities for AO (Bonferroni Method, Case B) 
^ L ^ 
电 — — i i i ^ ~ i f i ^ _ _ = 3 u, = 6 = 9 = 3 ,. = 6 ^ = 9 
1 0 。.l , 义 5 . 2 1 3 6 . 0 2 4 4 . 9 8 8 5 . 5 7 7 6 . 4 4 4 5 . 2 0 8 5 8 2 4 6 7 2 9 
(0.957) (0.978) (0.996) (0.955) (0.980) (0.995) (0.960) (0：983) ( a S e ) 
0.3 4.747 5.308 6.136 5.117 5 722 fifil*^ e o^^ . = … 
(0.956) (0.976) (0.996) (0.95a) (二 g^ )(冗工(^ ：?^ ) (S?) (Sg) 
0.5 4.909 5.490 6.348 5.387 6.026 6.966 5 706 6 383 7 , 7 0 
(0.954) (0.977) (0.995) (0.958) (0.979) (0.993) ( o i S o ) ( a S ^ ) (0 S 4 ) 
0.7 5.135 5.744 6.643 5.812 6.503 7 523 6 292 7 041 s idfi 
(0.952) (0.980) (0.995) (0.957) (0.980) (0.9S) (oiS^ ) (a983) (0：995) 
0.9 5.414 6.057 7.005 6.409 7.172 8 300 7 9n7 a nfiv n 
(0.哪）(0.980) (0.994) (0.961) (0.980) (0；99；) (S:) (SS) 
50 0.1 4.664 5.218 6.030 4.991 5.582 6.451 5 212 5 820 fi 7明 
(0.954) (0.981) (0.996) (0.955) (0.984) (0.995) (0：959) (0：^5) ( o i S r ) 
0.3 4.749 5.313 6.142 5.120 5.728 6 621 ^ « 。„ 
(0.953) (0.981) (0.996) (0.954) (0.983) ( S ? ) ( 二 & ( S J ) 
0.5 4.911 5.495 6.354 5.390 6.031 6 974 7no « ” •>�” 
(0.956) (0.981) (0.996) (0.955) (0.983) (assl) (LI3) iHH) 
0.7 5.137 5.749 6.650 5.815 6 509 7 « oqa n • … 
(0.956) (0.982) (0.996) (0.959) (0；982) ( J S J ) ( 二 ： ） （ 。 ？ ： ； （ 二 ^ 
0.9 5.417 6.063 7.014 6.413 7.180 8.310 7 211 g 07fi Q 
(0.954) (0.983) (0.995) (0.963) (0.979) (0.992) (0 965) (0；980) (0；993) 
90 0.1 4.666 5.221 6.034 4.992 5.586 6 455 ^ OT^  c o,o •^,� 
(0.958) (0.979) (0.995) (0.958) (0.980) (olSs) (0：963) ( 二 1) (^ 9^9) 
0.3 4.752 5.317 6.147 5.123 5.733 6.627 5 371 6 010 fi Q47 
(0.956) (0.977) (0.995) (0.955) (0,981) (0.998) (0：962) (0：984) (0：999) 
0.5 4.914 5.500 6.360 5.393 6.037 6 982 "S714 « 
( 0 . 哪 ） ( 0 . 9 7 9 ) (0.997) (0.958) (0.982) (0；996) ilfet) ( & 二 ） 
0.7 5.141 5.754 6.656 5.820 6.517 7 540 6 •？01 rn-^T o icc 
( 0 . 咖 ） ( 0 . 9 8 1 ) (0.995) (0.960) (0.981) (0：993) (0：963) (0：985) ( 二 6” 
0.9 5.419 6.067 7.018 6.416 7 186 a ^ IR t oi« 。… 
(0.956) (0.980) (0.994) (0.959) ( 0 ： 9 ? ^ ) ( 冗 品 （ 二 ^ ( 二 ? ） （ 二 ； ） 
99 0.1 4.663 5.216 6.027 4.989 5.580 6 448 "5 2 in . 。， 
(0.957) (0.981) (0.996) (0.961) (0.982) (^ .^ 5) (Sg) 
0 . 3 4 . 7 4 8 5 . 3 1 1 6 . 1 4 0 5 1 1 9 7 0 ^ ^ ^〃一 
(0.953) (0.976) ( 0 . 9 9 3 〉 （ & 溫 ） （ & - S ) ( 二 ） （ 冗 ? ： ） （ 二 ^ ( 二 ； ） 
0.5 4.910 5.494 6.352 5.389 6.031 6 974 5 70q fi con , ,。„ 
(0.952) (0.974) (0.989) (0.954) (0.975) (0：993) (LTr) (afrs) (LI4) 
0.7 5.137 5.748 6.648 5.816 6 510 7 « o o « ，^t i 
(0.951) (0.970) (0.982) (0.954) 二）（；溫）（ S ^ ) .Ifrl) 
0.9 5.415 6.058 7.004 6.411 7.175 8 299 7 2 in c „ 
(0.956) (0.972) (0.978) (0.957) (0.969) (0：9?9) (0：95?) (asS) (^ 78) 
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Table 4.10. Average widths and coverage probabilities for AO (Bonferroni Method, Case B) 
L = 2 L = 3 l = 4 
」__t ^ ^ _ _ = 9 = 3 切=6 = 9 = 3 = 6 u, = 9 
10 0.1 4.662 5.213 6.022 4.987 5.575 6.438 5.208 5.820 6 720 
(O.
956
) (0.977) (0.996) (0.956) (0.981) (0.995) (0.959) (0.984) (0^996) 
0.3 4.750 5.310 6.122 5.113 5.702 6.560 5.357 5.965 6 856 
(0.956) (0.976) (0.994) (0.956) (0.979) (0.994) (0.959) (0.983) (0.996) 
0.5 4.925 5.521 6.352 5.385 5.992 6.851 5.692 6.306 7 185 
(0.956) (0.979) (0.995) (0.957) (0.979) (0.993) (0.963) (0.982) (0.993) 
0.7 5.193 5.890 6.801 5.844 6.543 7.458 6,299 6.987 7 897 
(0.955) (0.980) (0.993) (0.959) (0.981) (0.991) (0.960) (0.980) (0:992) 
0.9 5.561 6.509 7.715 6.555 7.585 8.858 7.341 8 411 9 701 
(0-961) (0.986) (0.993) (0.964) (0.984) (0.990) (0.964) (0：981) (0：989) 
50 0.1 4.664 5.217 6.027 4.990 5.579 6.444 5.210 5.825 6 727 
(O.
953
) (0.981) (0.997) (0.955) (0.984) (0.996) (0.959) (0.985) (0：997) 
0.3 4.751 5.312 6.125 5.115 5.705 6.564 5.359 5 968 6 860 
(0.953) (0.982) (0.996) (0.956) (0.984) (0.996) (0.960) (0：9^) (0：996) 
0.5 4.925 5.521 6.352 5.385 5.992 6.851 5.692 6 306 7 184 
(0.953) (0.982) (0.995) (0.959) (0.982) (0.993) (0.962) (0：981) (0：994) 
0.7 5.192 5.888 6.798 5.842 6.540 7.454 6.297 6 984 7 892 
(0-957) (0.985) (0.993) (0.962) (0.981) (0.991) (0.964) (0：978) (0：991) 
0.9 5.560 6.506 7.710 6.552 7.580 8.851 7.339 8 405 9 693 
(0-963) (0.987) (0.994) (0.966) (0.984) (0.992) (0.966) (0.983) (0：989) 
90 0.1 4.666 5.219 6.031 4.991 5.582 6.448 5.212 5 828 6 730 
( 0 . 9 5 8 ) (0.979) (0.996) (0.957) (0.981) (0.998) (0.962) (0：986) (0：999) 
0.3 5.315 6.130 5.117 5.708 6.569 5.360 5.972 6 865 
(0.955) (0.978) (0.996) (0.955) (0.982) (0.996) (0.962) (0.984) (0：998) 
0.5 4.926 5.524 6.357 5.387 5.997 6.858 5.694 6 311 7 192 
(0.956) (0.980) (0.995) (0.958) (0.983) (0.992) (0.961) (0：984) (0：9^) 
0.7 5.192 5.890 6.803 5.844 6.544 7.462 6.299 6 989 7 q02 
(0.958) (0.984) (0.994) (0.961) (0.984) (0.992) (0.9^) (O：'!') (0：992) 
0.9 5.558 6.505 7.711 6.551 7.580 8.853 7 337 « 40-5 o 
(0.962) (0.987) (0.994) (0.965) (0.984) (0.989) (aSe) ( J S ) (0：990) 
99 0.1 4.663 5.215 6.024 4.988 5.577 6.441 5 209 5 822 « 
(0.958) (0.981) (0.996) (0.960) (0.982) (0.996) (0；960) (0；986) ( ^ 9 8 ) 
0.3 4.750 5.310 6.122 5.113 5.702 6.560 5 357 5 965 « s^ fi 
(0.955) (0.982) (0.996) (0.960) (0.982) (0.995) (aSI) (0：983) (0；9^) 
,tills ,6.35。 5.384 5.990 6.848 5.691 6.304 7 181 
(0.957) (0.980) (0.995) (0.960) (0.983) (0.993) (0.964) (0.982) (olU) 
0.7 5.192 5.888 6.798 5.842 6.540 7.453 6.297 6 984 7 892 
(0.957) (0.985) (0.994) (0.965) (0.982) (0.991) (0.966) (0：980) (0：992) 
0.9 5.559 6.505 7.710 6.552 7.580 8.852 7.338 8 406 9 69-5 
(0.962) (0.987) (0.994) (0.968) (0.982) (0.990) (0.968) (0：^3) (0：990) 
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Table 4.10. Average widths and coverage probabilities for AO (Bonferroni Method, Case B) 
L = 2 L = 3 Z, = 4 
k <f> = 3 = 6 w = 9 w = 3 w = 6 w = 9 w 3 w = 6 w = 9 
10 0.1 4.804 5.635 6.693 5.152 6.094 7.319 5.387 6 400 7 735 
(O.
959
) (0.987) (0.996) (0.966) (0.990) (0.997) (0.969) (0.993) (O:
999
) 
0.3 4.837 5.584 6.587 5.234 6.099 7.265 5.499 6.442 7 719 
(O.
958
) (0.983) (0.997) (0.963) (0.985) (0.997) (0.966) (0.992) (0：998) 
05 ,^558 5.444 6.216 7.310 5.777 6.625 7.823 
(0.956) (0.981) (0.996) (0.960) (0.983) (0.995) (0.964) (0.986) (0.998) 
0.7 5.135 5.744 6.643 5.812 6.503 7.523 6.292 7 041 8 146 
(O.
952
) (0.980) (0.995) (0.957) (0.980) (0.992) (0.962) (0.983) (0：995) 
二、 ，”$、 ， ^ 9 0 6.404 7.134 8.177 7.189 7.976 9.096 
(0.955) (0.979) (0.993) (0.960) (0.977) (0.991) (0.962) (0.981) (0：992) 
50 0.1 4.811 5.645 6.703 5.160 6.106 7.332 5.395 6 414 7 750 
(0.962) (0.987) (0.996) (0.962) (0.991) (0.998) (0.969) (0；992) (0：998) 
0.3 4.843 5.594 6.598 5.242 6.111 7.278 5 507 6 455 7 7似 
(0.9 刚 ( 0 . 9 8 4 ) (0.996) (0.959) (0.987) (0.997) (0：9^) (0；^9) (aSs) 
0.5 4.950 5.619 6.568 5.449 6.226 7.322 5.783 6 635 7 8明 
(0.957) (0.983) (0.996) (0.961) (0.986) (0.995) (0.966) (0：984) ^>997) 
0.7 5.137 5.749 6.650 5.815 6.509 7.531 6.296 7 048 8 155 
(0.956) (0.982) (0.996) (0.959) (0.982) (0.991) (0.963) (0；9^) (0：993) 
0.9 5.420 6.066 6.992 6.405 7.135 8.179 7.190 7 977 9 nQR 
(0.956) (0.982) (0.993) (0.963) (0.979) (0.992) (0.963) (Ull) (0：990) 
90 0.1 4.812 5.647 6.706 5.162 6.108 7.334 5.397 6 416 7 752 
(0.963) (0.987) (0.996) (0.967) (0.991) (0.999) (0.968) (0：994) (0：999) 
0.3 4.845 5.597 6.601 5.244 6.114 7.282 5.509 6 458 7 7^8 
(0.960) (0.986) (0.996) (0.963) (0.988) (0.998) (0.968) (0：9^) (0：999) 
0.5 4.953 5.623 6.572 5.453 6.231 7.327 5 788 6 642 7 
(0.咖）(0.983) (0.997) (0.961) (0.985) (0.998) ( L S ) (0：985) (a999) 
0.7 5.141 5.754 6.656 5.820 6.517 7.540 6 301 7 057 « iRfi 
(0.955) (0.981) (0.995) (0.960) (0.981) (0.993) (0；963) (a985) (0：9^ 7) 
0.9 5.422 6.070 6.998 6.407 7 141 fi 1 « 7 ？ iqq 哼 
(0.956) (0.979) (0.994) (0.960) ( & 溫 ） . I H I , ( ^ g ) 
99 0.1 4.743 5.474 6.485 5.080 5.890 7.028 5 308 6 168 7 扣n 
(0.802) (0.649) (0.691) (0.817) (0.690) (0.736) (0：836) (aJS) (0 773) 
0.3 4.799 5.484 6.454 5.185 5.958 7.064 5 442 6 273 , 
(0.886) (0.826) (0.852) (0.884) (0.835) (0.870) (0：895) (0：853) (0 89^) 
0.5 4.932 5.570 6.498 5.422 6.149 7.210 5 749 fi 539 7 fio^ 
(0.939) (0.928) (0.945) (0.933) (0.933) (0.951) (0：9^ 2) (aS') (0：962) 
0.7 5.137 5.748 6.648 5.816 6.510 7.532 6.296 7 051 g IfiO 
⑴.
9 5
” (0.970) (0.982) (0.954) (0.968) (0.988) (0.956)(【溫）(oigsS) 
0.9 5.417 6.060 6.993 6.406 7.150 8.223 7 198 8 Olfi 0101 
(0蕭）(0.915) (0.918) (0.926) (0.912) (0.916) (0： 1^) (oi^U) (0：92；) 
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Table 4.8. Average widths and coverage probabilities for LS (Bonferroni Method, Case A) 
^ ^ 
t — — _ i f i ^ _ I f i ^ _ _如 = 3 … n , = 9 u> = 3 ^ = 9 
10 0.1 7.055 7.847 8.696 8.388 9.520 10.596 9 467 10 956 10 
(0.975) (0.984) (0.992) (0.983) (0.990) (0.995) (0；98^ ) (0 994) (0 99e) 
0.3 6.578 7.345 8.231 7.854 8.922 10.035 8 900 10 280 n fin^ 
(0.972) (0.984) (0.992) (0.982) (0.988) (0.995) (0：98?) (0 991) (0 996) 
0.5 6.193 6.950 7.872 7.420 8.451 9.601 8 436 9 746 lllfvz 
(0.970) (0.983) (0.992) (0.977) (0.986) (0.997) (0：^2) (0：991) (0 998) 
0.7 5.877 6.631 7.585 7.064 8.068 9.254 8 056 9 311 lo 7nq 
(0.965) (0.982) (0.997) (0.974) (0.986) (0.997) (O.g^g) (0： 2^) (0 998) 
0.9 5.619 6.365 7.349 6.778 7.749 8.969 7 757 8 948 in 糾9 
(0.962) (0.981) (0.994) (0,965) (0.985) (0.995) (0；966) (0：98?) (0 996) 
50 0.1 6.814 7.771 8.664 7.966 9.372 10 528 8 853 m 72d 10 T^ A 
(0.967) (0.984) (0.991) (0.974) (0.990) (0.995) (aS") (0 992) (0 997) 
0.3 6.393 7.290 8.212 7.525 8 811 q qss o 
(0.966) (0.983) (0.991) (0.973) (0：98^) (S?) (J 品('o'Af) (o.ofe) 
0.5 6.052 6.909 7.860 7.164 8.364 9.567 8 054 o fin^ 
(0-960) (0.979) (0.993) (0.971) (0.988) (0.994) (0：9?6) (^ 990) (0 997) 
0.7 5.774 6.599 7.576 6.874 7.999 9.227 7 769 o iqo 
(0.959) (0.978) (0.994) (0.962) (0.983) (0.995) (0；9^ ) (0：990) (0 997) 
0.9 5.569 6.338 7.340 6.684 7 693 s 7 … 。 … 
(0.955) (0.975) (0.996) (0.958) (ofsi) (L'S) ('oleo) (SI) 
90 0.1 5.765 7.206 8.354 6.351 8.359 9.933 6 745 9 220 n o , , 
(0.703) (0.885) (0.969) (0.621) (0.875) (0.975) ( a S o ) (0：8^) (0 981) 
0.3 5.589 6.850 7.967 6.240 8 009 q rcio ^ ^ q- O 
(0.774) (0,906) (0.974) (0.722) (二 ^ (冗品（二^ (二 ; 
0.5 5.467 6.565 7.661 6.197 7 729 q ion O O••， 
(0.846) (0.914) (0.977) (0.792) (O.oS) ('ofrS) (0.760) (=3') (二?） 
0.7 5.410 6.341 7.417 6.252 7.519 8 915 6 881 « 
(。施）(0.974) (0.875) (0.928) (0：974) (0：858) (0：9；6) (a979) 
0.9 5.465 6.201 7.230 6.500 7.436 8 727 7 3扣 « „ „„ 
(0.948) (0.959) (0.980) (0.942) (0.959) (LI2) (0；93?) (冗?^ 
99 0.1 4.832 5.761 6.988 5.180 6,231 7.684 5 415 « « 1 
(0.183) (0.018) (0.031) (0.103) (0.001) (0.005) (0：062) (0.000) (0：^03) 
0.3 4.878 5.740 6.908 5.278 6 286 7 fios . ^ ^^ 
(0.353) (0.091) (0.106) (0.240) (0： 3^) (0：048) (^？為（冗?S) (^.S^) 
0.5 4.994 5.778 6.877 5.504 6 443 7 7SFI S O^C � � „ „ 
(0.580) (0,281) (0.278) (0.480) (olae) ； ； ( 二 ^ 
0.7 5.175 5.883 6.910 5.874 6.729 7 981 6 374 7 « 7。。 
(0.817) (0.602) (0.555) (0.756) (0.505) (oTo) (0 rlr)(【二？） （^^ 
0.9 5.421 6.080 7.050 6.421 7.215 8.387 7 225 s 1^9 
(。侧）(0.917) (0.932) (0.906) (0.890) (asL) (0：87?) (asL) 
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Table 4.10. Average widths and coverage probabilities for AO (Bonferroni Method, Case B) 
y k^ 
~~t——lii^_il^_切=9 ^=3 w = 6 w = 9 w = 3 w = 6 uj = 9 
10 0.1 4.539 4.418 4.410 4.857 4.727 4 719 5 071 . 
(0.941) (0.940) (0.943) (0.932) (0：933) (0：95^ ) (O.S?) iolll) 
0.3 4.617 4.490 4.490 4.977 4.840 4 839 ^ 21S = nr^ ^ 
(0.950) (0.941) (0.940) (0.946) (0.932) (0：9^) ( S ; ) ( 二 g) ( K g ) 
0.5 (二（二）（二）（=) (二）（二）（二）（二）（S) 
0.7 (二）（二）（ = ) (二）（二）（二）（ = ) ( 二 （ 二 ） 
°’9 (二）（二）（二）（二）（二） ( ^ S ) (二）（二）（二） 
50 0.1 4.538 4.415 4.409 4.855 4 724 d 7T7 k 
(0.947) (0.941) (0.942) (0.945) ( S ^ ) ( 二 ^ ^ 品 
0.3 4.612 4.490 4.489 4.972 4.839 4 838 .. o,o - „ „ , 
(0.946) (0.940) (0.941) (0.945) (0.936) (0：^?) (二 1) (^？) 
0.5 4.767 4.635 4.635 5.231 5.084 5 084 = 。 。 ， 
(0.944) (0.937) (0.939) (0.944) (0.938) (二）（二） 
0.7 4.998 4.862 4.851 5.658 5,498 5 484 6 l2fi q^O , 
(0.947) (0.943) (0.942) (0.949) (0.943) ( 二 ( 二 ） （ 二 ） 
0.9 5.266 5.129 5.125 6.229 6 061 fi , r>m o … 
(0駕）(0.943) (0.945) (0.951) ( 二 ; ） ( 二 ^ (二。：）^^^ 
90 0.1 4.542 4.417 4.411 4.860 4.726 4 719 5 07>S . o,^ 
(0.948) (0.941) (0.942) (0.948) (0.936) (Lie) (0：951) (0：940) ^ H H ) 
0.3 4.616 4.491 4.490 4.977 4.841 4 840 21S = nr.; , 
(0.947) (0.941) (0.942) (0.946) (0.937) (0：938) • 工 ( 冗 2) 
0.5 4.772 4.639 4.637 5 238 5 OSQ c： nsfi . 
(0.945) (0.936) (0.939) (0,94?) ( 二 ） （ 二 ） （ 二 ） （ ； ） & 
0.7 5.004 4.865 4.852 5.665 5.501 5 484 « i = 
(0.945) (0.939) (0.940) (0.950) (0.94；) (^忠）（二；） 
0.9 5.281 5.155 5.133 6.242 6 084 « nun „ 
(0.952) (0.94.) (0.934) (0.951) (二;）（二& (；：品 ^ ^ 
99 0.1 4.557 4.428 4.416 4.873 4 7 A Toy, … 
(0.935) (0.914) (0.927) (0.3.) ( S g ) ^ ^ ^ 
0.3 4.636 4.509 4.496 4.997 4 858 A a^ .; = ^^oo 
(0.926) (0.899) (。.911) (。._ (冗品（冗？;） （&溫）（二^ (二 ：） 
0.5 4.798 4,674 4.652 5.270 5.130 5 101 ^ ^ ,,, 
(0.924) (0.884) (0.880) (0.919) (0.880) (二品（^^)(⑶^ (J:温 
0.7 5.025 4.915 4.882 5 694 C KOR^  ^ … 
(0.919) (。.861) (0.373) (。: 二） ( ^： ^ ^ ? ) ( 二 ( 二 ； ） （ 二 ； 
0.9 5.290 5.204 5.195 6 257 6 1 « i o^ 〜的 
(0.942) (0.8.1) (0.840) (O.J) ( g S ) (g:品（。？ 二）（二^ ^ ^ ^ 
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Table 4.10. Average widths and coverage probabilities for AO (Bonferroni Method, Case B) 
^ 乙=3 ^ 
— ^ — — ^ ^ ^ _ i i i ^ _ _ = 3 = 6 = 9 比=3 ^ = 6 = g 
( = ) - - - - (二）（二）（二）（二）（二）（二） 
(二）（二）（二）（ = ) (二（二）品：）（二）（二） 
0.5 4.759 4.648 4.653 5.214 5 099 5 103 ^^ m . 
(0 945) CO 9171 Co SSQI m QAr.\ 5.517 5.401 5.405 
^ ^ ( 917) (0.889) (0.945) (0.919) (0.890) (0.946) (0.918) (0.885) 
0.7 (二）（ = ) (二）（二）（二）（二）二 (二）（二） 
( 二 ） （ 二 ） （ 二 ） ( = ) (二）（=) (二（二） 
5。。’ 1 (=) - - (二）（二 (二）（二）（二）（二） 
0.3 4.611 4.497 4.494 4.967 A 848 A ^ iaa t … 
(0.945) (0.931) (0.922) (0.44) (二？) (二^ 
0.5 4.756 4.648 4.647 5.210 5.100 5 097 n 
(0.94。）(0.917) (0.887) (0.943) (0.916) ( 二 ：）（S:) ( ^ 享 ） 
0.7 4.969 4.863 4.859 5.613 5.503 5 494 fi rififi = 
(0_941) (0.901) (0.335) (0.42) (0 肩）（^^) (冗仏 
0.9 5.215 5.119 5.080 6.163 6.052 5 990 « qon « 
(0.941) (0.896) (0.822) (0.939) (0.894) (L'品(^：^^) (二 (^；?^,^) 
90 0.1 4.543 4.420 4.411 4.861 4.729 4 719 ^ j nor> 
(0 糊 ( 0 . 9 4 0 ) (0.940) (0.946) (0.934) ( S : ) ( 二 ？ ： ） ^ ^ ^ 
0.3 4.612 4.498 4.491 4 969 4 . 八 
(0.946) (0.34) (0.927) (二(冗器）（&品（二）（二）（二 j) 
0.5 4.756 4.650 4.646 5.210 5.103 5 096 
(0.943) (0.923) (0.893) (0.946) (0.92?) ( 二 f) 
0.7 4.967 4.863 4.859 5.610 5.503 5 493 fi n f i , 
(0.941) (0.902) (0.841) (0.943) (o 904) (otlr^ 二 ^ ^ ,”57 5.942 、 J 、u.au4j (U.837) (0.946) (0.901) (0.831) 
0.9 5.208 5.116 5 . 0 8 1 6.155 6.049 5 9 9 2 « 
(0.937) (0.903) (0.818) (0.941) (0.898) ( 二 s^ ) ( S g ) ( 二 •) (二：） 
99 0.1 4.554 4.423 4.415 4.870 4.731 4703 . , 
(0.940) (0.922) (0.925) (0.939) (0.918) ( S S ) (0：938) ( S F ) ⑴ ‘ 】 ; : ） 
0.3 4.619 4.500 4.498 4.975 4.850 4 848 . o,, 
(0.936) (0.914) (0.887) (0.938) (0.908) (二昆（二^ (二 (二 ：） 
0.5 4.761 4.653 4.651 5.216 5.105 5 101 r： 
(0-936) (0.898) (0.862) (0.939) (0.894) (osSsI ( l l A 二、 
‘ ‘ (u.iiSS) (0.943) (0.902) (0.870) 
0.7 4.971 4.865 4.860 5.615 5.505 5 4 9 5 . .fio 
(0.944) (0.901) (0.831) (0.946) (0.896) (^99% 
0.9 5.220 5.119 5.082 6.169 6.053 5 9 9 9 « 。。 „ 
(0.932) (0.899) (0.818) (0.934) (0.89：) (frS) 
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Table 4.10. Average widths and coverage probabilities for AO (Bonferroni Method, Case B) 
L = 2 L = 3 L = 4 
-t_t liL^_！ = 9 = 3 u, = 6 ^ = 9 = 3 = 6 u, = 9 
10 0.1 4.539 4.417 4.411 4.861 4.727 4,721 5.079 4.936 4 931 
(0.949) (0.940) (0.937) (0.948) (0.935) (0.929) (0.951) (0.942) (0：936) 
0.3 4.642 4.492 4.491 5.014 4.844 4.844 5.262 5.078 5 080 
(0.950) (0.941) (0.938) (0.949) (0.936) (0.934) (0.951) (0.943) (0：940) 
05 rtitl^ 5.269 5.098 5.095 5.587 5.400 5.398 
(0.948) (0.940) (0.940) (0.949) (0.939) (0.941) (0.951) (0.937) (0.938) 
0-7 5.000 4.861 4.852 5.659 5.497 5.483 6.126 5.946 5.930 
(0.947) (0.940) (0.939) (0.948) (0.942) (0.940) (0.953) (0.941) (0.940) 
0.9 5.253 5.165 5.277 6.208 6.092 6.184 6.970 6 832 6 904 
(0.946) (0.946) (0.947) (0.947) (0.945) (0.947) (0.953) (agS) (O.QM) 
50 0.1 4.542 4.416 4.411 4.865 4.726 4.722 5.083 4 935 4 932 
(0.949) (0.940) (0.935) (0.945) (0.935) (0.928) (0.950) (till) (0：933) 
0.3 4.642 4.495 4.492 5.015 4.848 4.846 5.264 5 084 5 082 
(0.947) (0.939) (0.937) (0.947) (0.937) (0.934) (O.Sl) (0：941) (0：938) 
0.5 4.789 4.646 4.643 5.265 5.099 5.096 5.584 5 401 5 399 
(0.944) (0.938) (0.939) (0.949) (0.938) (0.938) (0.952) (0：94^) (0：942) 
0.7 4.998 4.862 4.851 5.658 5.498 5.484 6.126 5 948 5 930 
(0.947) (0.943) (0.942) (0.948) (0.943) (0.941) (0.950) (0：938) (0：^8) 
0.9 5.254 5.163 5.290 6.208 6.089 6.192 6.970 6 828 6 908 
(0.944) (0.941) (0.943) (0.950) (0.943) (0.945) (0.951) (0：941) (oigSI) 
90 0.1 4.549 4.418 4.412 4.872 4.728 4.722 5.090 4 937 4 932 
(0.945) (0.941) (0.937) (0.943) (0.935) ( 0 . 9 3 2 ) (O.94S) (0：9^) (0：9^) 
0.3 4.652 4.497 4.492 5.026 4.849 4.846 5.276 5 084 5 082 
(0.943) (0.940) (0.936) (0.941) (0.936) (0.933) (0.947) (0：939) (0：939) 
0.5 4.794 4.647 4.642 5.272 5.099 5.094 5 592 5 401 ^fi 
(0.947) (0.939) (0.939) (0.951) (0.938) (0,938) (0：954) (0：942) (0；942) 
0.7 5.004 4.865 4.852 5.665 5.501 5.484 6.134 5 951 5 cni 
(0.945) (0.939) (0.940) (0.950) (0.941) (0.940) (0.951) (0：939) (ag'S) 
0.9 5.266 5.189 5.293 6.220 6.110 6.194 6 982 6 844 « oin 
(0.946) (0.942) (0.944) (0.952) (0.942) (O.94I) (0：^5) (0：94^ ) (0；94?) 
99 0.1 4.727 4.792 4.705 5.054 5.105 5.006 5 274 5 313 . on. 
(0.784) (0.714) (0.684) (0.770) (0.665) (0.676) (0757) (0：^4) (0 677) 
0.3 4.741 4.760 4.696 5.123 5.140 5.060 5 376 5 390 oq« 
(0.841) (0.744) (0.709) (0.826) (0.706) (0.698) (ofs) (oiSo) (acS) 
0.5 4.840 4.791 4.740 5.326 5.279 5.213 5 652 5 607 r； 
(0.903) (0.803) (0.779) (0.882) (0.783) (0.773) (Isll) (0：?65) 
0.7 5.025 4.915 4.882 5.694 5.575 5.530 6 171 6 046 "； QSQ 
(0.920) (0.861) (0.873) (0.915) (0.846) (0.864) (Ifll) (asS) (Isll) 
0.9 5.277 5.202 5.251 6.238 6.142 6.180 7 007 6 894 « 090 
(0.917) (0.884) (0.867) (0.914) (0.876) (0.865) (0 918) (0：8?2) (0：863) 
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Table 4.10. Average widths and coverage probabilities for AO (Bonferroni Method, Case B) 
L ^ L = 4 
_ _ t — — _ i i l ^ _ I f L ^ _ = 3 = 6 = 9 = 3 = 6 U, = 9 
10 。.l 二、 ， 6 . 1 3 1 、 产 507 7.793 7.117 6.212 8.738 7.919 6 745 
(O.
956
) (0.966) (0.956) (0.967) (0.973) (0.961) (0.974) (0,980) (0：9?6) 
0.3 6.185 5.633 5.459 7.291 6.445 6.170 8.184 7 072 6 fiQ? 
(0.955) (0.962) (0.955) (0.967) (0.968) (0.961) (0.973) { 0 ^ 2 ) (as^O) 
0.5 5.909 5.507 5.493 6.999 6.329 6.283 7 884 6 957 6 87"5 
(0.958) (0.964) (0.959) (0.966) (0.966) (0.961) (0 97X) (0 974) (0：973) 
0.7 5.654 5.382 5.381 6.731 6.249 6.236 7 615 6 922 6 897 
(0.958) (0.957) (0.951) (0.967) (0.958) (0.950) (0.972) (0：9^) ( I f e i ) 
0.9 5.451 5.435 5.417 6.536 6.416 6.402 7 444 7 218 7 2 m 
(0.951) (0.946) (0.935) (0.955) (0.950) (0.935) (0:958) (0：956) (0：946) 
50 0.1 6.269 5.900 5.212 7.133 6.728 5.752 7 782 7 明1 fi 
(0.941) (0.951) (0.930) (0.947) (0.949) (0.929) (^53) (0；96^) (0：9^5) 
0.3 5.934 5.525 5.343 6.823 6.235 5.964 7 501 6 7RA « ..n 
(0.950) (0.944) (0.933) (0.954) (0.955) (0.944) (0: 二 ） (0：9?0) (0：9^) 
0.5 5.745 5.474 5.431 6.673 6.225 6.158 7 392 6 783 fi 
(0.948) (0.947) (0.940) (0.959) (0.950) (0.942) (0 962) (0：970) (0；9^ ) 
0.7 5.551 5.350 5.357 6.526 6.186 6.187 7 302 6 828 « soo 
(0.945) (0.950) (0.937) (0.949) (0,947) (0.933) (oHl) (0：959) (0.111) 
0.9 5.411 5.404 5.398 6.462 6.375 6.373 7 331 7 166 7 Ifis 
(0.945) (0.942) (0.929) (0.948) (0.940) (0.915) (0.948) (a950) (0：9^) 
90 0.1 5.418 5.495 5.340 5.845 5.968 5.799 6 131 6 287 « m o 
(0.959) (0.910) (0.852) (0.965) (0.910) (0.861) (0：98；) (0：962) (0：958) 
0.3 5.386 5.447 5.376 5.918 6.002 5.926 6 277 6 380 fi c-n, 
(0-935) (0.907) (0.853) (0.934) (0.904) (0.853) (6：945) (0：95?) (0：956) 
0.5 5.328 5.381 5.383 5.983 6.037 6.041 6 443 6 500 fi •umj 
(0.907) (0.907) (0.854) (0.889) (0.901) (0.848) (0：883) (0：9^ ) (0.9^ ) 
0.7 5.291 5.294 5.295 6.080 6.067 6 070 6 666 fi « 
( 0 . _ (0.915) (0.866) (0.889) (0.903) (oS?) (0： 7^5) (oiSt) ^ITol) 
0.9 5.341 5.313 5.329 6.329 6.262 6.279 7 128 7 026 7 n^^ 
(0.940) (0.920) (0.879) (0.939) (0.915) (0.854) (0：930) ( a ' s S ) ( a S ! ) 
99 0,1 4.962 5.256 5.299 5.315 5 643 r： jr.^  . 亡一 
(0.537) (0.724) (0.804) (0.486) ^ f o l , ( ^ ^ S ) 
0.3 4.940 5.241 5.291 5.359 5.726 5 796 5 6•？7 fi fMo 
(0.551) (0.743) (0.799) (0.472) (0.725) (O.m) (aSI) (0；?58) (oisS) 
0.5 4.962 5.200 5.254 5.487 5.807 5.878 5 842 6 22S « , , , 
(0.655) (0.756) (0.795) (0.583) (0.742) (0.795) (Ifll) (^？器） 
0.7 5.088 5.173 5.207 5.784 5.917 5.959 6 284 6 46•； « 
(0.827) (0.795) (0.769) (0.770) (0.760) (0.753) ( IFST) ( A R S ) (0.798) 
0.9 5.306 5.265 5.271 6 277 6 214 R oiq ^ ^ 
(0.932) (0.869) (0.S20) (0.921) U^lt, ；frl, (二 S) 
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Table 4.13. Average widths, coverage probabilities and NT for lO (Exact Method, Case A) 
^ ^ L ^ 
fe <f> w = 3 w = 6 w = 9 w = 3 ti； = 6 m - <i _ o „ 
^ ~ ^  tx; — d w =： Q tf； = 9 
1。。‘1 〒 〒 S 〒 S S S 
S S ； S • S S S S 
0.5 4.8568 5.4325 6.2806 5.3144 5.9446 6 8727 5 fions « 907, , ° 
(Of!) (0.9o76) (0.993) (0.956) (0.978) ( o S ) ( o S ) ( = ) ( 二 
0.7 5.0471 5.6461 6.5292 5.6664 6.3398 7 3 3 9 5 « I'i,. . ° , , 
( O . r (O.r) (0.993) (0.949) (0.977) S ? ) f。：） 
0.9 5.2815 5.9085 6.8332 6.1711 6.9047 7988 . r L T 7 二 。 • 
(0.9o49) (0.977) (0.993) (0.951) ( 0 . 9 J ) ( o ' 二 ） （ ； （ = ) - 0 0 6 
® 9 0 0 0 
50 0.1 4.6508 5.2024 6.0129 4.9737 5 563>i n aook = , … 
(0.9o54) (0..S0) (0..se) (0..4) f o ^ ) ( = 5 ) (二彳）（二 1) 二 
0.3 4.7227 5.2834 6.1075 5.0861 5.69 fi 5769 二 , 0 
(0.9o53) (0..S.) (0.996) (0,952) (0,9S.) ^ ( o S ^ foSY) ( 二 1 ) 
0.5 4.8592 5.4369 6.2865 5.317 5 9495 fi «7Qfi r 0 0 
(o.r) (o.r) (。.r) (o.-) f o ^ s s ( 二 丄 ） s 
0.7 5.0496 5.651 6.5358 5.6693 6.3451 7 3 4 0 4 « „ ^ 〇 
(。.9o49) (0.978) (0.994) (0..50) (。.，；^^ 二 f。；（=。2) 
0.9 5.2845 5.9144 6.8412 6.1747 6.9119 7999 . Jl.. 丄。 ° 
( 0 , ) ( 0 ， （ ： 3 ) ( 。 ， ） （ 。 _ i — S I , ( 〒 ） （ 【 p ( 〒 ） 
90 0.1 4.6525 5.2056 6.017 4 9 7 5 5 e cfi^ o « ^ 
(0.9o56) (0..) (0,0.) (0.^ ^ (=9) ^ S S ? ) 
0.3 4.7249 5.2875 6.1128 5.0886 5.6946 6 5829 ^ 丄 ， 0 
(。.r (。.r)(。，（。.。。叫 s ? ) 『。。：）（e^s) 
0.5 4.8619 5.4416 6.2925 5.3205 5 95V7 « oo^, 丄。 0 0 
( 0， ( 0 . . ) (0.0.) (0..4) ( = 3 ) ( 二 ） （ = 1 ) 
0.7 5.0526 5.6556 6.5414 5 r orir - 0 0 o 
( T ) (0..S0) ( 0 . . 3 ) ( 〒 ） S ( = ) 二 （ = ) ( ; 
0.9 5.2865 5.9178 6.8456 6.1768 6.9187 8 0^7 « , ^ 0 
(OfO) (O.r (0-) (0.94.) (0.969) (二 I) ( 二 ^oZf) 二？） 
上丄 5 0 0 0 
99 0.1 4.6496 5.2004 6.0102 4.9723 5 5611 « =，…。 
(or) (。.r (o.r) (o.-) ^^^ (=4) (二 ,（二 4 ) 
0.3 4.7216 5.2818 6.1053 5 0848 fiSS9 « , ，0 0 0 
(0.9o53) (C.) (0..3) (0.; S S (二4) ^ S 
0.5 4.8585 5.4359 6.2849 5.3163 5.9493 6 = , 0 
(0.9o48) (0.9J2) (0.9SS) (0.9.) ^ S ? ) fo.?.?) ^ 
0.7 5.0491 5.6497 6.533 5.6694 6.3461 7 3 4 0 7 r „ ^ 0 
(or (o.r (o.r)(。.。广）(o..e3) s?) ( = 5 2 ) - - - -
0.9 5.2827 5.9097 6.8317 6 . 1 7 3 2 6 908q 7 oao « „ 0 0 
(T) ( ， ( T ) (。.，foS) K ？〒)（〒2) S ^ . 
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Table 4.13. Average widths, coverage probabilities and NT for lO (Exact Method, Case A) 
L ^ 
_ ± — — i l ^ _ H L ^ _ _ = 9 叫=3 切=6 u> = 9 = 3 = 6 = 9 
10 0.1 4.6487 5.1985 6.0063 4 9707 «;>;fio « oc - …„„ 
( 0， ( 0 . - ) (0..95) (0.9/:) ？oS?) ( 二 5 ) (二7) ( 二 8 ) ( 二 2 ) 
0.3 4.7251 5.287 6.1004 5.0824 5 . 6 ^ 4 6 5 ^ 6 -5 ^ o^^ . 二 « ° , 
(0.，(0.976) (0.994) (0.954) (0.97^) foS) (0.957) foSs) foS) 
0.5 4.878 5.4789 6.3155 5.3204 5.9365 6 8044 5 (^ FIS! « -
(0f2) (OfS) (0.995) (0.954) (0.978) ( o S ) (air) ( ^ ) ( = ) 
0.7 5.11 5.8119 6.7314 5.709 6.4241 7 3 5 0 1 6 . , 
(0，）(0.973) (0.992) (0.952) (0.978) (oS) (0.9M) (0；978)(=) 
0.9 5.4292 6.3661 7.5649 6 3179 7 彻 q L T ” P 〇 0 
(0.9o56) (0..S3) (0.0.3)(。許（亭）（冗：:）（o?:溫）foS) (二 
6 10 0 0 0 
50 0.1 4.6509 5.2024 6.0116 4.9732 5.5614 6.4244 5 1924 « •rrv;, 
( T ) (O.r) (0-^54) (0.984) (0.4 fc^ )^ (二,）（二 
0.3 4.7263 5.2892 6,1034 5.0837 5 676 6 5371 = ^ ° 〇 
(0.9o52) (0.9。叫（0.9o96) (0.955) (O.^S^) S ? ) foSf) S S foS^ ) 
0.5 4.8779 5.4785 6.3152 5.3201 5.9361 6 8041 丄 丄 ， , « 
(0.90叫(0.982) (0.995) (0.953) (0.981) ^Z] (二 (。^^ 
0.7 5.1089 5.8096 6.728 5.7079 6.4214 7.3557 6 1331 二 7 , ° 
(o.r) (o.r ( 。 ， （ 。 ， (0.980) ( 0 : ) foS) ^osre] ( 二 ？ ） 
0.9 5.4276 6.3629 7.56 6.3155 7.3274 8 5908 7 00S4 « „ ° 
(0，(0，(0.993) (0.958) (0.980) (oS) ( 0 ^ ) 〒 ) ( 二 , 
90 0.1 4.6522 5.2051 6.0153 4 974fi c r^^^ c r 
(。，（。.9。79) ( 0 . . 5 ) ( 0 ^ f 。 p ) (6。4溫（5二9) (5二5) (6二3) 
0.3 4.7275 5.292 6.1077 5.0853 5 6793 6 5 4 i q , 0 
(0-r (0.r (0，(0..54) — i ) (=69) f o ; - - --64 
0.5 4.8789 5.4816 6.3205 5.3219 5.9403 6 8107 5 fi^i « ° 
(T) (O.r) (。_r (0-) (o.-i) f o ; -iz] 
0.7 5.1093 5.8117 6.7331 5.7083 6.4249 7 3628 « i L , « J L 〇 
(0，(0.980) ( 0，（ 0，（ 0 , 9 ) ^ ^ ^ ^ (7。； 
0.9 5.4263 6.3617 7.5604 6.3134 7 3263 « .qo, , • 0 
(o.r) (o.r) (o-o ^^ (二3) - - (二 6 石 4 0 0 0 
99 0.1 4.6497 5.2003 6.0086 4 9718 5 5 柳 « = ’ … 
(0.9o57) (0..S.) (0...e) ― ) tofs% (二）SOo9) ； 
0.3 4.7252 5.2871 6.1003 5 0824 5 fi7扔 k = ? … 0 0 
(O.r (。.r ( T ) ( T ) s s ？二3) s (6。s?) 
0.5 4.8773 5.4773 6.3132 5.3194 5 9 3 4 6 « snifi , ^ ° 0 
(0.9o54) (0.9S0) (0...4) (0..es) fo^ S^  (=36) (二) (=o9) 
0,7 5.1087 5.8094 6.7277 5 7072 6 4 2” 7 orr. ^ 0 0 
(0，(0..S3) (0，（of) to'f S ? ) (二 1) (二6) (二6) 
0.9 5.427 6.3623 7.5598 6.3153 7.329 8 5924 7 nnsi „ „ ° 
(0，(0.9S5) (0,0.) (0.，（0.979) S S S ? ) 
0 5 0 0 0 
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Table 4.10. Average widths and coverage probabilities for AO (Bonferroni Method, Case B) 
^ L = 3 1 = 4 
— ~ ~ t — — i i ^ _ i i i ^ _ _ = 9 = 3 u, = 6 = 9 t= 3 = 6 = 9 
10 0.1 4.7857 5.5976 6.6277 5.1292 6.0459 7 23 qrq « ,,,,, 
(0.9o59) (0.986) (0.996) (0.96e) (0.989) (o'^^r) ( S ? ) fo.'i?) J S / ) 
0.3 4.8043 5.5322 6.5093 5 1916 6 0281 7 1 � j - ^ ^ ° ° 
(T) (0-3) (0.9o97) (0.; foS (【二；）（5二4)-----
0.5 4.8902 5.5402 6.4658 5.3643 6.11 7 FE? 5 68S1 « A070 r Ji.n 
(0.9o53) (0.980) (0.995) (0.957) (0.981) (O^  二） f o S ) f o C ) (^O^i) 
0.7 5.0471 5.6461 6.5292 5.6664 6 3398 7 二 。 « ^ ^ ° 
(0.r) (0.993) (0..49) (二5) = .SS9. (二5) 
0.9 5.2885 5.9221 6.8323 6.169 6.8796 7 895^ fi ^ ° , „ ^ 
(o.r (。r)(。：叫⑴.。”,fcS)(【盟）fo?-
10 8 0 0 0 
50 0.1 4.7924 5.6072 6.638 5.137 6 0573 7。們《 r … 
(0，）(0..se) (0..) (0,..) ( 6 。 导 ? ） ( 二 4 ) .a.s 
0.3 4.8102 5.5415 6.5202 5.1986 6 0392 7 1 ^ 7 … 0 0 
(。.r) ( T ) (0..5r) fop) (=7) ^ ^ - -
0.5 4.8946 5.5478 6.4754 5.3694 6 1192 7 17S7 - ° n 〇 0 
(0.9o53) ( 0 , . . ) (0 . . . a ) (0..5a) ( = 7 ) (二(二）（二6) 
0.7 5.0496 5.651 6.5358 5.6693 6.3451 7 3 V « « 0 
(or) (0.r) (0.-) (0.950) (0.978) S。；； ( = ) (=7) ^^^ 
0.9 5.2893 5.9234 6.8343 6.1684 6 8808 7 8974 « 二 … 0 
(T) (0.r) (0.9o91) (0.5.) (0.9/58) ^ (=1) (二2) (8。； 
13 0 0 0 
90 0.1 4.7939 5.6091 6.6401 5.1385 6 0側 r oaat t： o… 
( O f 3 ) ( 0 . r ) ( 0 . - ) ( 0 . 9 . ) (6。夢3) ( 二 7 ) ( 二 9 ) ( 二 5 ) ( 二 i ) 
0.3 4.8122 5.5439 6.5224 5.2008 6.0421 7 1M9 af i i f i « ° • 
(0.9o59) (0.9S5) (0.996) (0.959) (O.jsa) S ? ) foS^ ) (S^) 
0.5 4.8972 5.5513 6.4788 5.373 6 1241 7 = f一 0 0 
(o.r (。.r) (o_r) s s s s s 
0.7 5.0526 5.6556 6.5414 5.6736 6.3514 7 3481 « ° . Ji ° 
(0.r (了）(0-) (0.0M) (。.978) S (0^) S。43) 
0.9 5.2911 5.9272 6.8399 6.1732 6 886 7000= ^ « 0 
(0，(0...3) (0.949) (=5) (=3) (=7) (二2) 
7 0 0 0 
99 0.1 4.7267 5.4475 6.4381 5.0604 5 8557 fi QRfifi oom 
(o.a.e) (o.as3) ( o . s . ) ( o S ? ( = ) ( = ) ( = ) 
0.3 4.7696 5.4406 6.3906 5.1461 5 Qom « , 0 0 
(。o82) ( : ) (。.r) (oS ( ; ) (二�（ 6 : ) (=9) 
0.5 4.8779 5.5035 6.4133 5.3451 6.0524 7 0823 丄o « ？^. • 
(0.9o35) (0.925) (0.94.) (0.929) (0.931) (=?) ( J ; ^ ^ 
0.7 5.0491 5.6497 6.533 5 6694 fi ^ 0 0 
(0.-) ( 0 . - ) ( 〒 ） S S ( = 2 ) (二 2 ) (二 9 ) 
0.9 5.2851 5.9146 6.8289 6.1684 6.8885 7 9305 « s L ^ , 0 
(0.9o21) (0.905) (0.911) (0.911) (0.895) (S?) ^ ^ ^ ^ (8。= 
° y 11 0 0 0 
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Table 4.16. Average widths, coverage probabilities and NT for LS (Exact Method, Case A) 
^ L^ x ^ 
— t — — ~ ~ i i i ^ _ I f i ^ _ _边 = 3 w = 6 叫=9 u> = 3 = 6 也 
- ； S 〒 甲 s ；二 s 丨二 ； 
。3 〒 s �� s s s s ；si^  
0.5 6.0308 6.7546 7.6467 7 123'? « naa^ n^a 0 0 0 
(0.9o65) (0..S, (0 了) IS? S (二）（二9) (二2)；。。:溫 
0.7 5.721 6.4435 7.3678 6.7748 7 7212 s Sd74 r 。2 0 
( O - r ( 0 . r (0.994) (0.9464) (^0.^) ( = ? ) (7二5) ( 二 ） J0.004. 
0.9 5.4665 6.1844 7.1386 6.4999 7 4139 s 5^7 7 二 „ , 0 
(0.9O55) ( T ) (0 . .93 ) ( 0 . 5 . ) (O./O^) ^ S ( 0 ^ ) ^ Z ] 
U 0 0 0 0 
50 0.1 6.6602 7.5605 8.421 7 6015 « qsjdo 仙 � 
(OfO) (0.r) (OfO) (0 罗（8。9•？) (=;) 1(二『U.53. 
0.3 6.2421 7.0903 7.9802 7.2536 8 44«;•； q Jioo 。JL ° 0 
(T) (o‘r (。.r) (Off) (。f) ？二？) (二 1) ；二？ 
0.5 5.9037 6.7184 7.6371 6.8971 s 0171 o ，JL ° 0 
(0.9o54) (0.0.) ( T ) (0.956。）S S S ? ) ( 9 ; 
0.7 5.6281 6.4152 7.3608 6.6102 7 6649 s , ° , 0 0 
(0.9o54) ( T (0.^3) (0.^4),〒）（=8) ( = 5 ) .0,0.0 
0.9 5.4214 6.1612 7.1315 6.4156 7 3672 « Jl.r Jir.^  ° « 
(0，⑴r) (0.-) ( T ) (7。夢2) (8子）...(8。p) 
90 0.1 5.6985 7.0517 8.1447 6.2566 8.0882 9 5 5 5 1 « 。。^^ , 
(了) (Of5) (0.95S) (0.599) (0.8^) (二丄）（二 1) ( = 1 ) ； 
0.3 5.5082 6.6946 7.7616 6.1141 7 7331 q « 0 0 
( o . 7 o 6 。 ） ( O . S . ) (o.oee) (0..00) ^ ( 二 1 ^ S 
0.5 5.3717 6.4092 7.4606 6 0383 7 A^ha o d 〇 0 0 
(了）(0.-) ( 了 ） ^ ^ S (8二）（6二 1) (二8) ( 9 ; 
0.7 5.2981 6.184 7.2195 6.0552 7 2371 « r L . ^ 0 0 
(0.1剛(o.r (0-) (o.aao) ^ S (二。）foS) (=/) 
0.9 5.3283 6.0384 7.0329 6.2515 7 1378 « ° 0 0 
(0.9o40) (0..54) (0...S) (0..30) ^ ( 二 ^ ^ S ? ) ( = ? ) 
2 0 0 0 
99 0.1 4.8143 5.7237 6.9119 5.1579 6 1815 ^ = oa 
(O.I08I) (0.0.) (0.030) (0..00) S ( = 7 ) (二 9 ) (=。9) . O . U 
0.3 4.8447 5.683 6.8114 5.2354 6 2062 7 „ ° 0 0 
(0，）(0.0S5) (0，）（0，）foS (二6) ( 5 ; . . n (=7) 
0.5 4.9362 5.697 6.7597 5.4208 6.3165 7 589S r： , « 0 
(。.5。69) (了）(0..ee) (0.4a5) (。.，！二？ f。S?) (6。=) 
0.7 5.0838 5.7718 6.7674 5 721'^ fi … ，Jt〜 0 o o 
(0,) (。， ( C S . ) S S S 。二 
、 0.9 5.2879 5.9293 6.8727 6.182 6 942 « oLT « J L， ° 0 
(了）(0.U) ( T ) (0.9919) (q;?) foS (=/) (二9) (=6) 
4 0 0 0 
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Table 4.13. Average widths, coverage probabilities and NT for lO (Exact Method, Case A) 
L ^ 
t——iil^_iiL^_！__叫=3 u; = 6 u> = 9 u, = 3 u, = 6 u, ^  9 
10 0.1 4.526 4.405 4.397 4.840 4.711 4.703 5 054 4 919 4 q m 
(0.948) (0.939) (0.938) (0.942) (0.931) (0.932) ( a S ) (0：936) ioilt) 
u u 0 0 0 0 0 n n 
0.3 4.592 4.466 4.465 4.944 4.808 4 808 5 182 1 niQ i o 
(0，）(0.940) (0.940) (0.943) (0.934) (a933) (0：945) ( 二 ; ） （ S g ) 
u U 0 0 0 0 0 n n 
0.5 4.720 4.590 4.590 5.163 5.020 5.019 5 461 5 3 0 9 i s 
(0.944) (0.934) (0.934) (0.945) (0.935) (0.933) (0：944) (0：932) (0：929) u u 0 0 0 0 0 n n 
0.7 4.913 4.779 4.770 5.516 5.361 5 349 5950 二。 ,," 
(0.9o43) (0.936) (0.936) (0.940) (0.932) (asS) (oi'S) (oiSo) (LIJ) 
0.9 5.136 5.018 5.004 5.997 5.849 5 829 6 67-5 « ^ nn ra^^ 
(0，）(0.936) (0.937) (0.943) (0.936) (ajS) ( 0 ： ^ ) ( 確 ^ ( 带 
50 0.1 4.524 4.402 4.396 4.838 4.708 4 701 5 (V52 ^ q, = ] ono 
(0.9o47) (0.940) (0.940) (0.944) (0.934) (S^) (S3) (SI) 
0.3 4.587 4.465 4.464 4.939 4 808 4 acK K ？,, 【 ° 0 
(0.9o44) (0.038) (0.93.) (0.943) (S^) (二 S) ( = ) (二） 
0.5 4.717 4.587 4.587 5.160 5.016 5.^ 6 5 丄‘ .° 
(0.9o41) (0.933) (0.935) (0.942) (0.935) (0.933) (0；944) ^Ifst) ( S f ) 
0.7 4.913 4.779 4.769 5.516 5 361 L S C； A^N . ° „ 0 
(0.9o43) (0.937) (0.937) (0.94X) ( ^ S ) ( 項 （ ^ ^ (二？） ^ ^ 
0.9 5.136 5.008 5.001 5.997 5 840 5 S2Q 丄a o 〇 
(。.9。42) (0.936) (0.939) (0.944) ( 0 ^ 2 ) (&溫） . 'ofst) ( 二 了 & 
11 7 8 0 0 0 
90 0.1 4.529 4.404 4.398 4.843 4.710 4 703 5 057 4 ens ] 
(0，(0,941) (0.941) (0.946) (0.935) (0.935) (二）（二）（二） 
0.3 4.591 4.467 4.465 4.944 4 809 d sns = ？00 . ° „ ° 
(0.9o45) (0.940) (0.94X) (0.944)(得：）（冗？;） （二？） ^ ^ (二 ：） 
0.5 4.722 4.591 4.590 5.167 5 021 5 01Q c ^ ° „ 0 
(or) (o.r) (0.942)(〒“（冗；？） (二^ - -
0.7 4.919 4.782 4.770 5.523 5 364 ^ ？^ Q 丄o , ° • 
(0.9o39) (0.934) (0.93a) (0..)(甲)(冗^ (二^ (二^ 
0.9 5.154 5.030 5.009 6.011 5 860 ^ S^ fi „ , ° 0 
(0.943) (0.934) (0.926) (0.941)(禪）（^冗？）(冗;g) 
u 4 10 6 0 0 0 
99 0.1 4.543 4.414 4.402 4.856 4 718 4 707 e •• 
(0.9o35) (0..15) (0.9.a) (0.93.) (O.^ S) (^J) (冗?f) (二》g) 
0.3 4.609 4.484 4.471 4.962 4 825 a s 1, - ° „ , ° 0 
(0.9o26) (0.S9.) (0,90.) ( 0 . ^ 4 ) ( 得 g) (。；^ ( 二 ） （二） （二） 
0.5 4.747 4.623 4.603 5 196 n^S r _ ® „ 0 0 
(o.9oi8) (0.SS3) (o.sre)(巧^ (〒）（二）（二^ (冗巧）（&品 
0.7 4.938 4.829 4.798 5.549 5.430 5 389 5 S n 丄 
(0.9ol5) (0.850) (0.866) (0，） (0.831) (^：^ )^ (二;） (^：^ )^ 
、 0.9 5.160 5.077 5.070 6.025 5 920 5 90Q fi n」 « ° . ° 
( 0 . r (。， (0.82.) (0.933) (二） （ 二 ） ( 冗 g ) 
5 5 0 0 0 
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Table 4.13. Average widths, coverage probabilities and NT for lO (Exact Method, Case A) 
^^ L ^ 





ik) i?) S ) S (叙 
(0;S?)(〒）（�:許）（�:F)(�:&�）（�:k ^^ ( 叙 （ 叙 
。.7 S 碎?）；； • S ( 淑 ( 叙 
0.9 5.091 4.998 4,961 5.938 5.834 5 777 6 60^ 丄 « ° , 
(。.9。35) (0.894) (0.785) (0.934) (0.83.) ( ^： ^ ) 
U 0 8 9 0 0 0 
50 0.1 4.527 4.402 4.396 4.841 4 708 4 7m 
(0.9o46) (0..) (0..3S) (0..3) (o:尹）（二）（二）（二 ：）（二） 
0.3 4.587 4.473 4.470 4.936 4.816 4 813 ？7, 丄 ° 
( o r ) (。.r (0.-0) (0.043) ( 0 , . . . ) (項 J) 
0.5 4.709 4.600 4.600 5 144 = ^ ？^^ 0 0 
(o.r) ( 了 ） ( ， ( 二 ） （ S S ) 
0.7 4.887 4.781 4.780 5 476 5 祁7 c： ^ ® ^  0 0 
(o.r (or) (0.303) (o.-osa^  (S^) (LI?) (二） （二） 
0.9 5.088 4.996 4.962 5 935 r： oor, J … 0 0 
(。，(o.ssa) ( 。 ， ( o S ) ( S S ) ( 序 ） （ 平 ） （ 〒 ） 
90 0.1 4.530 4.407 4.398 4 844 4 711 a vn-j = … 
( T ) ( 0 ， (0.03S) (0：.^) ( S ? ) ( S ) (二 ( S ; ) 
0.3 4.588 4.473 4.467 4 937 a sia . ^ ® 〇 0 
(o.r (o.r) (0.0.)(〒）（項•) (o〒）（二）（二）（J 品 
0.5 4.708 4.602 4.600 5 144 5 n明 . ^ ° 0 0 
(or) ( 0 . - ) ( 〒 ） ( 冗 ; • ) 
0.7 4.884 4.781 4.779 5.474 5 368 ^ ° 〇 0 
(0.9o36) (O.S.a) (O.S.) (0..3a) ( & 品 （ S : ) ( 二 ） （二） 
0.9 5.083 4.992 4.963 5.930 5 827 5 « . i 0 
(0.9o32) (0.S90) (0.789) (0.934) (O.ssi) (二。） ( 二 ） 
^ 10 0 0 0 
99 0.1 4.540 4.408 4.400 4 853 4 ti-J . ^ … 
( o , (0..) (0.0.) ( 0 . 0 3 S ) ( 〒 ） （ 二 ） （ 二 ） ( 二 。 
0.3 4.594 4.475 4.473 4.943 4.817 4 814 丄 丄 〇 
( T ( � _ r ( � . r ) ( � . r (。。。叫（巧“彳）（&品（二） （二） 
0.5 4.713 4.605 4.605 5 149 5 丄 j •r 0 0 
(0.9o35) ( 0 . 3 . ) (O.S.S) (0：.3.)(巧仏 ^ ^ (二） （^？)(。【？） 
0.7 4.888 4.783 4.782 5 478 "；棚 丄 , ° 0 0 
(0.9o41) (O.SS.) (0..a) ( L q S ) (平）（二 5 ) ( = 、 （二） 二） 
0.9 5.094 4.996 4.962 5.942 5 831 irv 丄， 0 0 
(0.9ol9) (O.SS.) (0..S5) ( T ) ( q S ) ( 二 I) ( 二 ） ( I -
4 0 0 0 
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Table 4.13. Average widths, coverage probabilities and NT for lO (Exact Method, Case A) 
^ “ 3 t = 4 
- 也 ^ ^ ~ ~ ^ _ 边 = 3 = 6 = 3 = 6 = 9 
10 0.1 4.524 4 404 4 •？07 a q^O ^ , 
(子（呼）（平）（二）（二?）（J; (二） 
0.3 4.613 4.467 4.465 4 977 A s11 ^ ° , ° 0 0 
(0.9o48) (0..0) (0..3.) ( 0 — ( 學 ） （ 二 “ ） （ 二 ） （ 二 ） 
0.5 4.740 4.598 4.595 5 194 -5 n'^n r n o , ° 0 0 
(0.9o45) (0..35) (0,.3.) (等）（二）（二）（二） 
0.7 4.914 4.779 4.770 5 517 •；二i , ° 0 0 0 
(0.9o43) (0,.3a) (0.03e) (oSI)(〒；）（2 二）（二；）（二）（二） 
0.9 5.126 5.040 5.155 5 979 oo- ^ ° 0 0 0 
(0.9o41) (了）（T) (。:，（qS) (LI?) (二）（SS 
4 5 0 0 0 
50 0.1 4.527 4.403 4.398 4.846 4 709 4 ^ 
(0.948) (0.939) (0.933) (0 943、 二.‘二、 /j.I?、 5.062 4.917 4.914 
0 0 ( 0 ) ( 0 ) ( ( (0.949) (0.938) (0.933) 
0.3 4.613 4.470 4.466 4.977 4 815 4 0,0 0 0 
(0.9o46) (0.03.) (0..36) (0..) (二;）（^J) 
0.5 4.737 4.597 4.594 5 191 r n^n d 0 0 0 
(0.9o40) (0..3.) (0..3.) (等）（二）（二）（二）（J-
0.7 4.913 4.779 4.769 5.516 5 361 , ° „ 0 0 
(0.9o43) (了) (0..3.) (0..)(【_ S ) ( 学 ） ( 二 ; ） （二） 
0.9 5,127 5.039 5.164 5 979 r ««« 丄” 0 0 0 
(0.9o38) (0..35) (0..3.) ( 0： . 3 3 ) (甲）（ g S ) ( 二 ） 
7 7 0 0 0 
90 0.1 4.533 4.405 4.398 4 8>51 . , , 
(0.9o43) (0..3.) (0，) (0:許）(二）（L0:?) (二：） 
0.3 4.623 4.472 4.466 4 988 A SI« ^ ° „ ° 0 0 
(0.”1) (0.-) (T)(項：）（平）（S;) (二）（二）（二） 
0.5 4.742 4.598 4.593 5 197 ^ n^ i^ 丄。 0 0 0 
(0.9o45) (0..) (0，）(0.0.) (0:9S)(學）（S) (^ igj) ( 二 ） 
0.7 4.919 4.782 4.770 5 52-1 . ^  ° 0 0 
(0.^ ) (了) (0.136)(〒（〒）（S) ( S ) (二）（二 
0.9 5.138 5.061 5.165 5.992 5 88^  丄。 0 0 0 
(。,）(0.J3S)(。，）（。，（孕）（；（字） 
99。.1 (〒）（〒）(oS (〒（字）（項^ (温（二）（二） 
0.3 4.708 4.723 4.662 5 079 5 OSQ . °,. ° 0 o 
(o.r) (。r) (or)(。，（〒（爷;）（二）（二） 
0.5 4.785 4.733 4.686 5.247 5 194 丄 丄 〇 0 
(or) (。.r) (073) (0.-) (二3o4)(冗.（=) 
0.7 4.938 4.829 4.798 5 549 5 4^0 . • « 0 
(0，（T) (o.sae) ― ) (頌•) (二）（二）（二^) 
0.9 5.148 5.071 5.118 6 007 5 ^ 12 丄 ° 〇 0 
(0.3.) (0.se3) 丨 p ) ( 二 ） ... 
7 0 0 0 
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Table 4.13. Average widths, coverage probabilities and NT for lO (Exact Method, Case A) 
^ 乙=3 l = 4 
~ ~ ^ ^ ~ ~ ^ _ i i i ^ _ _ = 6 … ， … … , . , - 0 
10 0.1 6.464 6.014 5 427 r troi 
( 0 ， （ 。 ， ( o f S ) ( 【 ； （ = ) ( S ) (二）（二） 
0.3 6.040 5.534 5.373 7 n^l 丄 、 丄 0 0 0 
(0，(o.r) ( o 7 : - ) ( 〒 ） （ = ) ( J - (二3:) (二7) 
0.5 5.765 5.399 5.389 6 736 fi 140 « ° ^ 0 0 0 
(0.9o53) (0..3) (0..S) ( 0 ； ^ ) ( 〒 ） （ = ) ( 【 - ( 冗 工 
0.7 5.510 5.262 5.262 6 469 fi nio „ 0 0 0 
( o r ( � ’ r ) ( � . r ) ( 孕 ） （ s ) ⑴ ？ 二 ） （ 冗 ( 二 ） 
0.9 5.305 5.293 5.279 6 273 « , ° 0 0 0 
(0.9o45) (0..4.) (。.， （。:， S ) (【 .温（ o 7 :品（二 % (二巧 
3 5 0 0 0 
50 0.1 6.164 5.807 5.161 6 949 « kra . 〜 
( 0，） (0..) ( 0，） （ 0 ， (L6S) (0二） （二） 
0.3 5.821 5.442 5.272 6.625 6 097 丄 0 0 o 
(0.9o48) (0..5.) ( 0 . . 0 ) ( 。 . ， （ 等 ） ( 二 ） 
0.5 5.623 5.375 5.336 6.456 6 057 . ° 0 0 
(0.9,) (0..53) (0..53) (0..5.)(〒？）（冗 (【品（二‘） （二 
0.7 5.421 5.235 5.242 6 293 5 qsfi 丄 。 0 0 o 
(。.r) (。r) (o...^ ) (q::) (二^。） （二）（二；）（ = ) 
0.9 5.271 5.269 5.262 6 208 6 1•？n « fo^ 0 0 0 
(0-1) (0.S) 
4 0 0 0 
90 0.1 5.378 5.457 5.306 5 784 5 0 , 0 . 
(0，）（0，）（。，）（T) ( S S (二）（二） 
0.3 5.324 5.387 5.318 5.821 5900 丄 « 0 0 
( O f 8 ) ( o r ) ( T ) (0.939) ( S ? ) ( 二 ） （ g : 品 （ 二 ） 二 
0.5 5.243 5.297 5.300 5.841 5 897 丄。 0 0 0 
(OT (O.r) ( o r ) (0-0) (oSI) 99 工 （ 冗 6% (g.83& (二） 
0.7 5.185 5.188 5.190 5 896 . , ° 〇 0 。 
(0，） (0..) (0..0.) (0;(带）(二） （二）； 
0.9 5.208 5.183 5.198 6.089 6 027 丄 • 0 0 
(。， ( 0 . ^ 3 ) ( 。 ， ） （ 。 ， ( 罕 ） ( 準 ） （ 二 ） 
99 0.1 4.935 5.218 5.262 5 276 5 "iSfi . ^ 
(0.5o42) (0..S) ( T ) (0.490)(甲)(^”；） （二）（二 ^ 二 9 
0.3 4.899 5.184 5.232 •； snn ^ ° 0 0 n 
( 0 ， ( 0 . . ) ( 0 . 3 3 S ) ( 〒 （ 字 ） （ S , ) (二）（=) 
0.5 4.900 5.121 5.174 <5 叫2 L o 1 0 0 n 
(o.6o5o) (0..S5) (0,s«) (0:573) (二5) ( 二 ; ） . o n e..o 
0.7 4.997 5.073 5.105 5 629 5 74^ rj。。 〇 0 0 
(0.80I7) (o.sn) (0.S0.) (0；4 ( 〒 ） ( = ) 
、 0.9 5.176 5.136 5.142 6 044 丄。 丄 ° 0 0 
(。，）(0.S.0) ( 0 . S 3 S ) ( 〒 ） （ q : ? ) ( 字 ） （ 巧 5) .eao^ 
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Table 4.21. Average widths for L = 1 (Bonferroni and Exact Method, Case A) 
TP = IP = ^Q 
_JS W = J W = 6 W = 9 W = 3 w = 6 w = 9 
10 0.1 4.057 4.537 5.245 4.059 4.542 5 252 
(0.954) (0.971) (0.989) (0.954) (0.971) (0:989) 
0.3 4.538 5.245 4.072 4.579 5.306 
(0.954) (0.971) (0.989) (0.954) (0.972) (0.990) 
0.5 ,4.537、 5.245 4.097 4.654 5.423 
(0.954) (0.972) (0.989) (0.955) (0.974) (0.992) 
。 ” 丨 二 : 5.245 4.135 4.778 5.631 
(O.
956
) (0.972) (0.988) (0.957) (0.979) (0.992) 
0.9 4.057 4.537 5.244 4.188 4 966 5 9 9 2 
(0.957) (0.972) (0.987) (0.961) (a982) (0：995) 
50 0.1 4.059 4.541 5.250 4.060 4 545 5 256 
(0.952) (0.973) (0.991) (0.952) (8；972) (0：991) 
0.3 4.059 4.541 5.250 4.072 4 580 5 犯 8 
(0.952) (0.972) (0.991) (0.953) ( a g r S ) (0：992) 
0.5 4.059 4.541 5.250 4.097 4.654 5 423 
(0.954) (0.971) (0.990) (0.955) (0.976) (0；992) 
0.7 4.059 4.541 5.250 4.134 4.776 5 628 
(0.957) (0.971) (0.990) (0.958) (0.979) (0^4) 
0.9 4.059 4.541 5.250 4.187 4.964 5 989 , 
(0.957) (0.973) (0.988) (0.963) (0.985) (0:996) 
90 0.1 4.061 4.544 5.253 4.062 4.548 5 259 ‘ 
(0.950) (0.974) (0.990) (0.951) (0.973) (0：990) 
0.3 4.061 4.544 5.253 4.073 4 582 
(0.950) (0.974) (0.990) (0.952) (0:975) (0：990) 
0.5 ,4.544 5.253 4.097 4.655 5 426 
(0.952) (0.973) (0.990) (0.954) (0.974) (0： 4^) 
0.7 4.060 4.543 5.253 4.134 4 777 5 6^1 
(0.952) (0.974) (0.989) (0.956) (0：979) (0；995) 
0.9 4.060 4.543 5.252 4.186 4 963 5 QSR 
(0.952) (0.972) (0.988) (0.961) ( 二 ） （ 二 ） 
99 0.1 4.058 4.539 5.248 4.060 4 544 5 254 
(0.951) (0.973) (0.989) (0.952) (0.974) (O.Sl) 
0.3 工 rnil^, ,5.247 4.072 4.579 5.306 
(0.950) (0.971) (0.986) (0.953) (0.974) (0.991) 
0.5 ,4.539 5.247 4.096 4.653 5 421 
(0.948) (0.963) (0.982) (0.954) (0.97?) (0：992) 
0.7 4.058 4.539 5.246 4.134 4 776 5 62S 
(0.948) (0.959) (0.978) (0.958) (0：983) (0： 4^) 
0'9 ,巧f、 ，4.538 5.244 4.186 4.963 5 988 
(0.951) (0.966) (0.978) (0.962) (0.986) (0；996) 
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TP = TO TP = LS 
—i 办 = 比 = 9 = ii li； = (j w 
10 0.1 4.156 4.783 5.562 5.261 5.730 6.322 
(O.
957
) (0.977) (0.987) (0.952) (0.963) (0.980) 
0.3 ,力 4.653 5.398 4.882 5.357 5.981 
(0.954) (0.974) (0.986) (0.951) (0.969) (0.982) 
0.5 4.569 5.290 4.580 5.064 5.717 
(0.955) (0.973) (0.987) (0.949) (0.971) (0.985) 
0.7 4.057 4.537 5.245 4 a aoa K K^T 
(0.956) (0.972) (0.988) (a952) (二苗）（冗 L') 
0.9 4.069 4.576 5.309 4.127 4 631 5 3 3 5 
(0.957) (0.975) (0.989) (0.955) (0：974) (0： 8^) 
50 0.1 4.161 4.789 5.569 5.176 5 709 6 317 
(0.958) (0.977) (0.990) (0.945) ( L S ) (0：9^ 9) 
0.3 4.106 4.659 5.406 4.819 5 3 4 4 g ggi 
(0.956) (0.975) (0.988) (0 . 9 J ) (0；9^) (0：^5) 
0.5 4.072 4.575 5.297 4 534 r； ^ on 
(0.956) (0.972) (0.987) ^TLLT) (0：969) ( L I " ) 
0.7 4.059 4.541 5.250 4.300 4 822 5511 
(0.971) (0.990) (0.947) (SSo) (0：985) 
0.9 4.070 4.578 5.310 4.112 4 626 ,,7 
(。.棚）(0.976) (0.991) (0.956) (二巧）（&認） 
90 0.1 4.162 4.791 5.571 4 733 5 522 « 
(0.95” (0.976) (0.989) (0.^6) (0：88?) (a^sl) 
0.3 4.107 4.661 5.407 4.498 5.202 5 913 
(0.957) (0.975) (0.989) (0.840) (0.902) (0；959) 
0.5 4.073 4.577 5.299 4.310 4 947 fififi 
(0.955) (0.975) (0.991) (0.874) (Htl) (0：965) 
0.7 4.060 4.543 5.253 4.166 4 742 5 4fiS 
(0.952) (0.974) (0.989) (0.907) (0：9^ ) (0^70) 
0.9 4.071 4.580 5.314 4.076 4 584 ^ n7 
(0.956) (0.975) (0.989) (0.947) (0：957) (0：9?8) 
99 0.1 4.115 4.701 5.482 4 184 4 893 = 7Rn 
(0.799) (0.665) (0.685) (o.3n) H f r ) (oilee) 
0.3 4.084 4.615 5.359 4 1 站 a ^ „ ， 
(0.876) (0.823) (0.840) (J：^ )^ 
0.5 4.065 4.560 5.279 4 oqq 4 
(0.933) (0.924) (0.940) (0：?20) (0：4^ ) (^：^) 
0.7 4.058 4.539 5.246 4.074 4 588 
(0.948) (0.959) (0.978) (0.86^ ) (2；?36) (0：??5) 
0.9 4.063 4.558 5.280 4.060 4 545 
(0.931) (0.921) (0.927) (0.943) (^；934) (0： 5^) 
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Table 4.22. Averages width for X = 1 (Bonferroni and Exact Method, Case B) 
TP = IP TP = AO 
— ^ = u; = 9 w = -d w Z t i u, 
10 0.1 3.950 3.845 3.838 3.953 3.844 3 836 
( 0 . 9 4 8 ) (0.937) (0.939) (0.947) (0.936) (0：936) 
0.3 3.947 3.840 3.839 3.954 3.844 3 845 
(0.948) (0.937) (0.939) (0.948) (0.932) (oigS) 
0.5 3.944 3.838 3.838 3.946 3 844 3 851 
(0.946) (0.937) (0.938) (0.941) (0.921) (0:895) 
,2.32、 ，3.847 3.841 3.934 3.844 3 849 
(0.947) (0.938) (0.938) (0.940) (0.903) (0：848) 
0.9 3.948 3.861 3.857 3.919 3 843 3 824 
(0.950) (0.942) (0.939) (0.941) (O^t^) (0：85^ ) 
50 0.1 3.949 3.842 3.837 3.952 3 843 3 
(0.945) (0.937) (0.937) (0.944) ( L S ) (0：^6) 
0.3 3.943 3.839 3.838 3.949 3 846 3 843 
(0.945) (0.938) (0.939) (0,943) (0：932) (0：9^1) 
0.5 3.942 3.835 3.835 3.944 3 843 3 845 
(0.945) (0.937) (0.938) (0.941) (O.sS) (O.'sS) 
0.7 3.949 3.847 3.840 3.938 3 844 3 846 
(0.946) (0.938) (0.938) (0.939) (oisS) (O.S') 
0.9 3.950 3.852 3.852 3.917 3.843 3 825 
(0.947) (0.940) (0.939) (0.938) (0.906) (0:852) 
90 0.1 3.953 3.844 3.839 3.955 3.847 3 839 
(0.942) (0.941) (0.940) (0.943) (0.938) (0：938) 
0.3 3.946 3.841 3.839 3.949 3.846 3 841 
(0.943) (0.941) (0.940) (0.945) (0.934) (0：928) 
0.5 3.945 3.839 3.838 3.942 3.845 3 845 
(0.944) (0.941) (0.940) (0.944) (0.925) (ITol) 
3.841 3.935 3.844 3 846 
(0.944) (0.939) (0.938) (0.939) (0.906) (0：851) 
0.9 3.967 3.880 3.861 3.910 3 839 c, o,. 
(0.947) (0.939) (0.935) (0.938) (0：908) (0：852) 
99 。.l 3.967 3.854 3.842 3.965 3.847 3 839 
(0.932) (0.916) (0.931) (0.937) (0.932) (0：^^) 
0.3 3.962 3.856 3.844 3.955 3 844 3 842 
(0.929) (0.897) (0.908) (0.941) (0^3) (oigS) 
0.5 , 巧 巧 ， 3 . 8 6 1 3.848 3.948 3.845 3 846 
(0.924) (0.885) (0.883) (0.943) (0.92?) (0；904) 
0.7 3.965 3.876 3.855 3.939 3.845 3 847 
(0.927) (0.882) (0.885) (0.943) (0.904) (0：847) 
0.9 ,3.913 3.912 3.919 3.841 3 826 
(0.941) (0.900) (0.864) (0.935) (0.909) (oSl) 
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TP=TC TP= LS 
k 4> w-3 w - 6 w - 9 w-3 w - 6 w - 9 
10 0 .1 3 .940 3 .843 3 .834 5 .008 4.767 4 .435 
(0 .944) (0 .937) (0 .936) (0 .937) (0.949) (0.940) 
0 .3 3.951 3 .839 3 .835 4 .675 4.438 4.363 
(0.946) (0.939) (0 .937) (0 .937) (0 .942) (0 .943) 
0 .5 3.950 3.842 3.838 4.438 4 .296 4 .311 
(0.947) (0 .938) (0 .937) (0.943) (0 .954) (0.954) 
0.7 3.951 3.847 3 .841 4.219 4 .143 4.152 
(0.947) (0.938) (0.938) (0.948) (0.949) (0.947) 
0.9 3 .945 3.892 4 .020 4.036 4.115 4 .094 
(0.948) (0.941) (0.942) (0.949) (0 .945) (0 .943) 
50 0 .1 3.942 3 .841 3 .834 4.967 4.698 4 .326 
(0.944) (0.936) (0.936) (0.929) (0 .952) (0.948) 
0.3 3.951 3.840 3 .834 4.625 4.428 4 .338 
(0.944) (0.938) (0.936) (0.938) (0.941) (0.941) 
0 .5 3.948 3.840 3 .837 4.417 4 .328 4.309 
(0.945) (0.936) (0 .936) (0.939) (0 .947) (0 .946) 
0.7 3.949 3.847 3 .840 4.203 4 .136 4.149 
(0.946) (0.938) (0 .938) (0.940) (0 .945) (0 .9.44) 
0 .9 3.947 3 .893 4.038 4 .023 4.092 4.083 
(0.944) (0.940) (0 .942) (0.945) (0 .938) (0 .930 ) 
90 0.1 3.948 3.843 3 .835 4.635 4.645 4.513 
(0.940) (0.939) (0.937) (0.958) (0 .946) (0 .950) 
0 .3 3.959 3 .842 3.835 4.453 4.489 4.430 
(0 .944) (0.938) (0 .937) (0.936) (0 .939) (0 .936) 
0.5 3.951 3.842 3.837 4 .264 4 .321 4.324 
(0.945) (0 .941) (0 .939) (0.916) (0 .944) (0.938) 
0.7 3 .954 3 .850 3 .841 4 .111 4.134 4 .1 36 
(0 .944) (0.939) (0.938) (0 .906) (0 .936) (0 .921) 
0 .9 3 .958 3.922 4.041 4.004 4.020 4.035 
(0 .949) (0.941) (0.942) (0.942) (0.929) (0 .922) 
99 0 .1 4 .113 4.189 4. 120 4.302 4.535 4.549 
(0 .804) (0 .773) (0.731) (0 .654) (0 .799) (0.825) 
0.3 4 .032 4 .046 4.003 4 .174 4.373 4 .395 
(0.855) (0.798) (0.757) (0.687) (0 .820) (0 .844) 
0 .5 3 .984 3 .934 3 .903 4.056 4.193 4.228 
(0 .911) (0 .828) (0 .806) (0 .777) (0 .841) (0 .857) 
0.7 3 .965 3.876 3.855 4.001 4.043 4 .068 
(0 .928) (0 .882) (0.885) (0 .870 ) (0 .867) (0 .843) 
0 .9 3.962 3.914 3.971 3.984 3 .970 3 .980 
(0 .922) (0 .897) (0 .889) (0.932) (0 .903) (0 .879) 
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Table 4.23. Results of NO in Case B (1 outlier case) 
Case W ^ TO LS 
w w w w 
k 0 3 6 9 3 6 9 3 6 9 3 6 9 
10 0.1 5 17 16 6 15 19 11 44 121 312 1062 1214 
0.3 7 19 21 8 25 35 11 25 54 140 621 692 
0.5 6 19 18 10 28 85 7 26 33 57 289 315 
0.7 6 18 21 10 28 132 6 18 21 35 102 112 
0.9 12 45 44 30 68 184 15 46 60 17 71 68 
50 0.1 3 15 15 3 14 15 6 36 110 588 1190 1342 
0.3 3 20 23 5 22 34 6 23 48 230 710 777 
0-5 3 19 23 6 32 76 5 23 28 97 313 345 
0-7 7 19 21 7 31 127 7 19 21 36 99 116 
0.9 12 45 48 22 70 199 10 50 59 25 59 70 
90 0.1 3 14 16 3 15 15 7 37 109 155 968 1339 
0.3 6 17 15 3 23 33 7 25 47 81 475 727 
••5 4 18 19 4 31 74 4 20 25 32 185 312 
0.7 1 17 18 4 29 130 1 17 18 13 66 102 
0.9 12 47 51 23 69 184 14 42 65 12 50 62 
99 0.1 8 16 16 9 15 16 10 25 53 11 38 159 
0.3 7 18 19 9 22 34 7 21 34 8 28 98 
0.5 9 21 22 14 28 76 9 21 22 7 26 49 
0.7 7 18 20 13 29 115 7 18 20 8 23 34 
0.9 15 50 54 28 66 176 18 47 61 16 48 50 
、 
76 
Table 4.24. MEANs, RMSEs of the estimates of 0 and al and NO for 1 AO and 1 10 (Case 
A and B) 
Case A Case B 
NO 181 
MEAN[衫 0.4501 MEAN{f) 0.4725 
RMSE{^) 0.1007 RMSE{^) 0.1016 
MEAN{dl) 1-5462 MEAN{al) 0.9682 
RMSE{dl) 0.5848 RMSE{al) 0.1647 
Table 4.25. Average widths and the coverage probabilities (in parentheses) of the 2 outliers 
case for both Methods (Case A and B) 
Case A Case B 
L Bonferroni Exact NT Bonferroni Exact NT 
1 4.8631 3.8629 
(0.984) (0.939) 
2 5.8383 5.7836 0 4.661 4.6284 0 
(0.985) (0.985) (0.940) (0.936) 
3 6.378 6.303 0 5.1076 5.0575 0 
(0-988) (0.987) (0.940) (0.936) 
4 6.7373 6.6504 0 5.4058 5.3453 0 
(0-991) (0.989) (0.942) (0.934) 
7 7 
Figure 4.1. RMSEs of the estimate of 0 with 0 = 0.5 and /c = 50 for (a) Case A (b) Case B. 
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Figure 4.2. RMSEs of the estimate of a^ with • = 0.5 and A; = 50 for (a) Case A (b) Case B. 
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Figure 4.3. Average widths of L = 2 with • = 0.5 and A; = 50 for (a) lO (b) AO (c) TC 
(d) LS. 
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Figure 4.4. (a) Average widths and (b) Coverage probabilities of lO with 0 = 0.7, -u; = 6, and 
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Figure 4.5. Coverage probabilities of 2 outliers case for Case A and Case B (Bonferroni 
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