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Abstract
We give a short elementary proof for a formula for the Hopf–Stiefel function that was found recently by
Plagne via additive number theory.
c© 2006 Elsevier Ltd. All rights reserved.
The Hopf–Stiefel function ◦, introduced by Hopf [3] and Stiefel [8], plays an important role
in additive number theory and bilinear algebra; see e.g. Plagne [6] for an overview and many
references, for example [5] and [7]. It is defined on positive integral variables r and s as the
smallest positive integer n such that (x + y)n is contained in the ideal (xr , ys) in the polynomial
ring F2[x, y]. Putting it otherwise,
r ◦ s = min
{
T |
(
T
j
)
≡ 0 (mod 2) for every T − s < j < r
}
.
Obviously, r ◦ s = s ◦ r ≥ max{r, s}. Since
(
2k
j
)
≡ 0 (mod 2) for every 1 ≤ j < 2k , it is
also immediate that r ◦ s ≤ 2k if r, s ≤ 2k . Studying combinatorial problems in additive number
theory, Plagne [6] arrived at the following formula via application of Kneser’s theorem on set
addition in finite Abelian groups:
Theorem 1.
r ◦ s = min
k∈N
(r/2k + s/2k − 1)2k .
E-mail address: karolyi@cs.elte.hu.
0195-6698/$ - see front matter c© 2006 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ejc.2006.06.006
1136 G. Ka´rolyi / European Journal of Combinatorics 27 (2006) 1135–1137
In fact, he proved a similar formula also for the so-called generalized Hopf–Stiefel function,
introduced by Eliahou and Kervaire [1], where the role of the prime 2 is played by an arbitrary
prime p. Shortly after, Eliahou and Kervaire [2] presented an elementary proof, independent of
Kneser’s theorem. The aim of this note is to provide yet another elementary proof to Theorem 1
that we find very simple and transparent.
To this end we introduce the notation f (r, s) = mink∈N Tk(r, s), where Tk(r, s) = (r/2k +
s/2k − 1)2k . Clearly Tk(r, s) = Tk(s, r) ≥ max{r, s}, and Tk(r, s) = 2k if r, s ≤ 2k .
Consequently, f (r, s) = f (s, r) ≥ max{r, s}, and if r, s ≤ 2k , then f (r, s) ≤ mink′≤k Tk′ (r, s) ≤
2k holds as well.
Because of the recursive nature of the proof it is useful to recall the following well-known
properties of binomial coefficients. These can be verified, based on the formula
(
n+1
k
)
=(
n
k
) + ( nk−1
)
, by a routine induction, or can be proved directly from Lucas’s theorem [4]. Note
that we have already referred to the case t = 0 of the first relation, which is immediate from the
equality j
(
2k
j
)
= 2k
(
2k−1
j−1
)
.
Proposition 2. Let t, k be integers such that 0 ≤ t ≤ 2k.
(i) If t < j < 2k , then
(
2k+t
j
)
≡ 0 (mod 2).
(ii) If 0 ≤ j ≤ t , then
(
t+2k
j
)
≡
(
t+2k
j+2k
)
≡
(
t
j
)
(mod 2), unless t = 2k and j ∈ {0, t}.
Now Theorem 1 can be proved by induction as follows. Obviously 1 ◦ 1 = f (1, 1) = 1. Let
 be a nonnegative integer, and assume that we have already proved r ◦ s = f (r, s) for every
r, s ≤ 2. We are going to prove that r ◦ s = f (r, s) also holds for every r, s ≤ 2+1. By
symmetry we may assume that r ≤ s. We will distinguish between four cases.
First, if s ≤ 2, then the statement follows directly from the induction hypothesis.
Secondly, if s = 2+1 then, as we have already seen, 2+1 = s ≤ r ◦ s ≤ 2+1 and
2+1 = s ≤ f (r, s) ≤ 2+1, proving the assertion.
Next assume that 2 < r ≤ s < 2+1, then r ◦ s = f (r, s) = 2+1. Indeed, if 2 < T < 2+1,
then T − s < 2 < r , and it follows from Proposition 2 that(
T
2
)
≡
(
T − 2
0
)
≡ 1 (mod 2).
Accordingly, r ◦ s 
= T . Since 2 < s ≤ r ◦ s ≤ 2+1, this proves the relation r ◦ s = 2+1.
To verify f (r, s) = 2+1 it is enough to prove that Tk(r, s) ≥ 2+1 for k ≤ . Writing
r = 2k R − r0 and s = 2k S − s0 with 0 ≤ r0, s0 < 2k , we have that R, S > 2−k , and
hence Tk(r, s) = 2k(R + S − 1) > 2+1.
Assume finally that r ≤ 2 < s < 2+1. In this case we will prove that r ◦ s = r ◦ s′ + 2
and f (r, s) = f (r, s′) + 2 holds with s′ = s − 2, thus reducing the statement to the induction
hypothesis. Given that r ◦ s′ ≤ 2 and 2 < r ◦ s ≤ 2+1, the first equality follows from the fact
that, for 1 ≤ T ≤ 2, the statement(
T
j
)
≡ 0 (mod 2) for every T − s′ < j < r
is equivalent to the statement(
T + 2
j
)
≡ 0 (mod 2) for every T − s′ < j < r,
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where T − s′ < j < r clearly means (T + 2) − s < j < r . (This fact one can easily reduce to
Proposition 2.) On the other hand, for k ≤  one readily sees that Tk(r, s) = Tk(r, s′) + 2. This,
coupled with the inequalities f (r, s′) ≤ 2 and f (r, s) ≤ 2+1 implies the second equality.
This completes the proof of the induction step, and thus also that of Theorem 1.
Acknowledgements
This research was partially supported by Hungarian Scientific Research Grants OTKA
T043623 and T043631.
References
[1] S. Eliahou, M. Kervaire, Sumsets in vector spaces over finite fields, J. Number Theory 71 (1998) 12–39.
[2] S. Eliahou, M. Kervaire, A note on the Hopf–Stiefel function, L’Enseignement Math. 49 (2003) 117–122.
[3] H. Hopf, Ein topologischer Beitrag zur reellen Algebra, Comment. Math. Helv. 13 (1940/1941) 219–239.
[4] E. Lucas, Sur les congruences des nombres eule´riens et les coefficients diffe´rentiels des functions trigonome´triques
suivant un module premier, Bull. Soc. Math. France 6 (1878) 49–54.
[5] A. Pfister, Quatratische Formen in beliebigen Ko¨rpern, Invent. Math. 1 (1966) 116–132.
[6] A. Plagne, Additive number theory sheds extra light on the Hopf–Stiefel ◦ function, L’Enseignement Math. 49 (2003)
109–116.
[7] D. Shapiro, Products of sums of squares, Expo. Math. 2 (1984) 235–261.
[8] E. Stiefel, ¨Uber Richtungsfelder in den projektiven Ra¨umen und einen Satz aus der reellen Algebra, Comment. Math.
