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Résumé – Nous avons comparé trois techniques de transmission permettant d’obtenir l’ordre de diversité maximal d’un système MIMO : le
précodeur Max-dmin , le précodeur Max-SNR et le code d’Alamouti. Les deux précodeurs se distinguent par la nécessité de connaître l’état du
canal à l’émission contrairement au code spatio-temporel en bloc. Pour ce faire, nous avons simulé les trois méthodes en utilisant un modèle de
canal utilisant des antennes à polarisations orthogonales. Nous avons quantifié l’influence de cette connaissance sur le taux d’erreur binaire ainsi
que l’augmentation du nombre d’antennes à la réception.
Abstract – We compared three methods which achieve the maximum diversity order in a MIMO system: the Max-dmin precoder, the Max-
SNR precoder and the Alamouti code. The two precoders require the channel state information contrarely to the space-time block code.With this
intention, we simulated the three methods with a channel model employing dual-polarized antennas. In order to quantify the influence of this
knowledge and the transmit antennas number, simulations of bit error rate are carried out.
1 Introduction
Les communications sans l Øvoluent sans cesse à l’image
de la norme IEEE 802.11 qui prØsente plusieurs versions dont
les plus connues sont les normes 802.11b et 802.11g. Tout en
restant compatibles, elles intØgrent les nouveautØs technolo-
giques des communications numØriques et notamment les sys-
tŁmes multi-antennes ou MIMO (Multiple-Input Multiple Out-
put). Ces derniers amØliorent une liaison dans un environne-
ment à trajets multiples comme un rØseau sans l domestique
[1] en augmentant l’efcacitØ spectrale ou la robustesse de la
transmission. Par exemple, le multiplexage spatial (MS) per-
met une augmentation signicative de l’efcacitØ spectrale [2].
D’autres systŁmes comme les codes spatio-temporel en bloc or-
thogonaux ou OSTBC (Orthogonal Space-Time Bloc Code) et
le prØcodeur maximisant le rapport signal sur bruit (RSB) post-
traitement notØ Max-SNR amØliorent la abilitØ de la transmis-
sion. Cette robustesse se traduit par un ordre de diversitØ maxi-
mal. Pour un canal de Rayleigh, sa valeur est nT ×nR, produit
du nombre d’antennes à l’Ømission avec celui à la rØception et
correspond à la pente de l’asymptote de la probabilitØ d’erreur
à fort RSB. Ces schØmas sont basØs sur deux stratØgies diffØ-
rentes. Le systŁme OSTBC introduit de la redondance en trans-
mettant plusieurs combinaisons de symboles utilisant plusieurs
pØriodes symbole [3][4]. Cette solution n’exige pas de connais-
sance du canal au niveau de l’Ømetteur notØe Tx-CSI (Channel
State Information) mais diminue l’efcacitØ spectrale par rap-
port au MS. Le prØcodeur Max-SNR Ømet les symboles dans
la direction la plus favorable du canal maximisant le RSB à
la rØception [5]. Cela implique un prØcodeur avec Tx-CSI. De
plus, un symbole est Ømis pendant une pØriode diminuant ainsi
l’efcacitØ spectrale par rapport au MS.
Le prØcodeur Max-dmin introduit rØcemment [6, 7] dont le
principe est basØ sur la maximisation de la distance euclidienne
minimale entre les symboles reçus, a dØmontrØ sa capacitØ à
amØliorer à la fois l’efcacitØ spectrale et la robustesse de la
transmission [8]. Comme le Max-SNR, l’information du canal
est nØcessaire à l’Ømission.
De plus, nous considØrons un modŁle de systŁme utilisant
des antennes polarisØes prenant en compte la corrØlation de
transmission et de rØception ainsi que la capacitØ de l’antenne
à discriminer les polarisations [9].
Comme ces solutions assurent l’ordre de diversitØ maximal,
nous nous sommes intØressØs aux bØnØces de la connaissance
du canal à l’Ømission (Tx-CSI) sur les performances du sys-
tŁme en terme de probabilitØ d’erreur bit. Dans la partie 2 de cet
article, le modŁle du canal utilisØ sera dØtaillØ. Les deux parties
suivantes prØsenteront respectivement les STBC puis les prØco-
deurs max-SNR et Max-dmin . La partie 5 Øtudiera l’inuence
du nombre d’antennes de rØception et l’importance de la prØ-
cision de l’estimation du canal. Enn, nous prØsenterons nos
conclusions.
2 Modèle du canal de propagation
2.1 Système de base
Comme prØsentØ dans [9], le systŁme utilise une antenne à
l’Ømission et une antenne à la rØception avec une double po-
larisation orthogonale. Ainsi, deux signaux peuvent Œtre Ømis
et reçus indØpendamment, ce qui permet de voir ce systŁme
mono-antenne comme un systŁme MIMO avec deux antennes
à l’Ømission et deux antennes à la rØception. Cette solution per-
met de diminuer l’encombrement et le coßt. Le modŁle utilisØ
est un canal de Rayleigh et prend en compte les couplages in-
troduits par les antennes et leur capacitØ à discriminer les deux
polarisations au travers de la matrice de corrØlation du canal
[9]. Les ØlØments de la matrice du canal de base, H2×2 =(
h0,0 h0,1
h1,0 h1,1
)
, sont des variables alØatoires gaussiennes com-
plexes corrØlØes avec les propriØtØs suivantes :
E{|h0,0|2} = E{|h1,1|2} = 1
E{|h0,1|2} = E{|h1,0|2} = α (1)
oø 0 ≤ α ≤ 1 dØpend de la discrimination de polarisation des
antennes et du couplage entre les polarisations induit par les
rØexions. Quand α tend vers 0, la discrimination entre les po-
larisations devient parfaite et le systŁme peut Œtre vu comme
deux systŁmes SISO (Single Input Single Ouput). La corrØla-
tion des ØlØments de H2×2 est dØnie comme suit :
t =
E{h0,0h∗0,1}√
α
=
E{h1,0h∗1,1}√
α
r =
E{h0,0h∗1,0}√
α
=
E{h0,1h∗1,1}√
α
(2)
oø t est le cfcient de correlation induit lors de la transmis-
sion et r celui de la rØception. Nous supposons queE{h0,0h∗1,1} =
E{h1,0h∗0,1} = 0. En considØrant toutes ces hypothŁses, la ma-
trice de corrØlation du systŁme de base est dØnie par RH2×2 =
E{vect{H2×2} vect{H2×2}∗} et peut Œtre exprimØe comme :
RH2×2 =

1 r
√
α t
√
α 0
r
√
α α 0 t
√
α
t
√
α 0 α r
√
α
0 t
√
α r
√
α 1
 (3)
oø vect(H2×2) est un vecteur de taille 4× 1 obtenu par conca-
tØnation de chaque colonne de la matrice H2×2.
2.2 Extension à plusieurs antennes
Par la suite, nous augmentons le nombre d’antennes de rØ-
ception tout en gardant une seule antenne d’Ømission. Ainsi,
nous avons un systŁme physique SIMO (Single Input Single
Output) avec une antenne d’Ømission et une ou plusieurs an-
tennes de rØception et, grâce à la double polarisation, un sys-
tŁme MIMO Øquivalent avec deux antennes d’Ømission et un
nombre nR d’antennes de rØception Øgal au double de celui du
systŁme physique.
Par souci de simplication, nous considØrons que le systŁme
SIMO peut Œtre dØcomposØ en nR/2 systŁmes de base indØ-
pendants ayant les caractØristiques statistiques dØcrites prØcØ-
dement. La matrice de corrØlation est alors :
RH = InR/2 ⊗RH2×2 (4)
avec ⊗ le produit de Kronecker et InR/2 la matrice identitØ de
taille nR/2.
3 Les codes spatio-temporels orthogo-
naux (OSTBC)
Pour la suite de l’article, nous xons la puissance totale mo-
yenne Ømise P0 et supposons que l’Ønergie moyenne des sym-
boles est unitaire, E[|si|2] = 1. Le RSB est alors dØni par
P0/σ
2 oø σ2 reprØsente la variance du bruit.
Supposant un canal stationnaire sur NP pØriodes symbole,
un ux de nS symboles est transmis sur les nT antennes d’Ømis-
sion grâce à une matrice de code C [nT ×NP ]. Typiquement,
les ØlØments de la matrice C sont de la forme ±si ou ±s∗i .
Par exemple, le cØlŁbre code d’Alamouti [3] correspondant à
nT = nS = 2 est C =
(
s0 −s∗1
s1 s
∗
0
)
. La gure 1 illustre
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FIG. 1  Synoptique d’une transmission OSTBC
une telle transmission. L’utilisation d’un OSTBC signie que
l’Ømetteur utilise NP pØriodes symboles. Par consØquent, le
taux de transmission est affectØ par le rendement R = nS/NP
et retarde l’estimation deNP pØriodes. Le signal reçu est donnØ
par :
Y =
√
P0/nTHC + N (5)
oø H = [hi,j ]nR,nTi,j=1 [nR×nT ] est la matrice de canal, Y [nR×
NP ] est le vecteur d’Øchantillons reçus et N [nR ×NP ] reprØ-
sente un bruit blanc additif gaussien temporellement et spatia-
lement dØcorrØlØ de variance σ2. Un avantage important des
OSTBC est la simplicitØ du rØcepteur. La premiŁre Øtape con-
siste à estimer la matrice de canal H. Ensuite, les estimations
des symboles peuvent Œtre dØcouplØes grâce à l’orthogonalitØ
du code [4]. Le critŁre du maximum de vraisemblance (MV)
peut Œtre appliquØ à chaque symbole de la constellation C :
ŝi = arg min
sl∈C
s˜i −√P0/nT‖H‖2F sl (6)
pour i = 1, . . . , nS et ‖H‖2F = trace(HHH) = trace(HHH)
dØsigne la norme de Frobenius au carrØ. Le systŁme MIMO est
Øquivalent à nS voies indØpendantes illustrØes par la gure 2
oø ni est un bruit blanc gaussien de variance σ2. La force des
OSTBC est d’obtenir le gain ||H||2F /nT sur le RSB et un ordre
de diversitØ nT ×nR sans connaissance du canal à l’Ømission.
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FIG. 2  SchØma Øquivalent d’une transmission OSTBC
Le code d’Alamouti correspondant à notre conguration ma-
tØrielle pour nT = 2 offre le meilleur rendementR = 1.
4 Précodeur linéaire possédant l’infor-
mation du canal à l’émission
4.1 Diagonalisation de la matrice canal
Les prØcodeurs utilisent la connaissance du canal via une
matrice de prØcodage F à l’Ømetteur et une matrice de dØco-
dage G au rØcepteur. Une premiŁre opØration permet de sim-
plier le canal en dØcomposant F = FvFd et G = GdGv puis
en dØnissant le canal virtuel Hv = GvHFv . Les matrices Fv
et Gv permettent de blanchir le bruit et de diagonaliser le canal
à l’aide de la dØcomposition en valeurs singuliŁres de H (Fi-
gure 3). Note : dans le cas d’un bruit blanc, E[nn∗] = σ2InR ,
Hv = diag(
√
λ1,
√
λ2, . . . ,
√
λb) oø b = min(nT , nR) et les
λi sont directement les valeurs propres de HH∗ rangØes par
ordre dØcroissant.Le canal virtuel est reprØsentØ par b voies in-
dØpendantes avec chacune un gain donnØ par la valeur singu-
liŁre
√
λi et un bruit blanc additif de variance σ2.
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FIG. 3  Synoptique de la diagonalisation du canal
La nouvelle relation d’entrØe-sortie est :
y = GdHvFds + Gdnv (7)
La matrice Gd n’ayant aucune inuence sur la dØcision selon le
maximum de vraisemblance est choisie Øgale à la matrice iden-
titØ I2. Il reste à trouver la matrice Fd qui rØsulte de l’optimisa-
tion d’un critŁre à dØnir. Nous allons en voir deux exemples.
4.2 Optimisation au sens du RSB
Le premier prØcodeur Max-SNR, bien connu dans la littØra-
ture [5], maximise le RSB post-traitement. La matrice de prØ-
codage Fd permet d’optimiser ce critŁre sous la contrainte de
puissance ‖Fd‖2F = P0 :
Fd = arg max
F′d
||HvF′d||2F (8)
Le rØsultat de cette optimisation donne la matrice de prØco-
dage :
Fd =
√
P0
(
1 0
0 0
)
(9)
Maximiser le RSB consiste donc à Ømettre toute la puissance
sur la voie virtuelle la plus favorable correspondant à la valeur
singuliŁre la plus forte. La relation d’entrØe-sortie devient :
y =
√
P0λ1s+ n avec E[|n|2] = σ2 (10)
4.3 Optimisation de la distance minimale
La distance euclidienne minimale dmin entre deux points de
la constellation de rØception inuence les performances du sys-
tŁme, spØcialement quand un estimateur utilise le MV. Le prØ-
codeur Fd maximise ce critŁre sous la contrainte de puissance
‖Fd‖2 = P0 selon le critŁre suivant :
Fd = arg max
F′d
{
min
sk,sl∈Cb,sk 6=sl
‖HvF′d(sk − sl)‖
}
(11)
Dans notre cas, b = 2 donnant deux valeurs propres λ1 et λ2 et
la solution de (11) pour une MAQ-4 s’Øcrit [7] :
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FIG. 4  Deux types de contellation de rØception optimisant
dmin pour une modulation MAQ-4 et deux voies. Les points
de la constellation sont numØrotØs an d’identier sur chaque
voie les 16 vecteurs possibles.
- si λ1/λ2 ≥ 10.33
Fd =
√
P0
( √
3+
√
3
6
√
3+
√
3
6 e
j pi12
0 0
)
(12a)
- si λ1/λ2 < 10.33
en posant ψ = arctan
(
(
√
2− 1)
√
λ1
λ2
)
Fd =
√
P0
2
(
cosψ 0
0 sinψ
)( √
2 1 + i
−√2 1 + i
) (12b)
Le rapport des valeurs propres λ1/λ2 permet de choisir le
prØcodeur. Lorsque le rapport est supØrieur à 10.33, le prØco-
deur prend la premiŁre forme (12a) et ne dØpend pas des λi.
Toute la puissance est Ømise sur la premiŁre voie offrant une
solution proche du Max-SNR à une rotation prŁs. Lorsque la
seconde voie a un gain sufsant, λ1/λ2 < 10.33, le prØcodeur
(12b) Ømet du signal sur les deux voies an de proter des
deux gains pour optimiser dmin. L’expression de Fd dØpend
alors que du rapport λ1/λ2. Les constellations à la rØception
sont illustrØes par la gure (4), en haut la solution (12a) et en
bas celle de (12b).
5 Simulations du taux d’erreur binaire
Les diffØrentes simulations de type Monte Carlo sont obte-
nues en utilisant les caractØristiques statistiques d’un canal rØa-
liste donnØ dans [9]. Les valeurs des paramŁtres dØnis prØ-
cØdemment sont t = 0.5, r = 0.3 et α = 0.4. Le prØcodeur
Max-SNR et le code d’Alamouti utilisent une MAQ-16 an de
maintenir la mŒme efcacitØ spectrale que le prØcodeur Max-
dmin .
La gure 5 donne les rØsultats du TEB des trois systŁmes
pour nR = 2 correspondant à une conguration physique ne
comportant qu’une seule antenne à l’Ømission et à la rØception.
Le prØcodeur Max-dmin et Max-SNR sont Øquivalents avec ce-
pendant un avantage au prØcodeur Max-SNR à faible RSB. Le
code d’Alamouti accuse une perte de gain de 2 dB pour un
fort RSB. Nous avons estimØ l’ordre de diversitØ proche de 4
(nT × nR) pour les trois cas. Rappelons que lorsque α = 0,
les termes croisØs sont nuls diminuant la redondance de l’in-
formation et l’ordre de diversitØ. MalgrØ la faible valeur de α
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FIG. 5  Simulation dans un canal rØaliste avec nR = 2.
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FIG. 6  Inuence des erreurs d’estimation du canal sur le prØ-
codeur Max-dmin et le code d’Alamouti dans un canal rØaliste
avec nR = 2.
(α = 0.4), les systŁmes peuvent exploiter la diversitØ de pola-
risation offerte.
Lors de l’Ømission, la CSI permet un gain important pour les
deux prØcodeurs et c’est pourquoi nous avons introduit des er-
reurs d’estimation pour Øvaluer leur robustesse. L’Ømetteur et
le rØcepteur utilisent une matrice d’estimation du canal, Hest,
comprenant des erreurs. Le modŁle utilisØ est dØni par Hest =
H + ε oø les ØlØments de ε sont des variables alØatoires gaus-
siennes centrØes, indØpendantes et de variance 1/(4RSB) [7].
La gure 6 prØsente les TEB pour nR = 2 lorsque l’estima-
tion du canal est imparfaite. Les performances du prØcodeur
Max-dmin et Max-SNR sont proches et seul le TEB du prØco-
deur Max-dmin est reprØsentØ. Une perte de 1 dB est constatØe
pour les trois systŁmes (gures 5 et 6). Le code d’Alamouti est
pØnalisØ autant que les autres alors qu’il n’utilise l’estimation
du canal seulement qu’à la rØception. La perte est due à une
apparition d’interfØrences entre symboles.
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FIG. 7  Simulation dans un canal rØaliste avec nR = 6
(3 antennes physiques à double polarisation).
La valeur de nR est augmentØe à 6 correspondant à 3 an-
tennes physiques de rØception. Les rØsultats du TEB sont don-
nØs sur la gure 7. Le prØcodeur Max-dmin se distingue net-
tement du prØcodeur Max-SNR avec un gain de 3 dB pour
un fort RSB. Ce gain s’explique par l’utilisation de la voie
2 avec le gain λ2. En effet, la statistique du rapport λ1/λ2
dØpend du nombre d’antennes et les probabilitØs d’utilisation
du prØcodeur (12b) sont P (λ1/λ2 < 10.33|nR=2) = 0.01 et
P (λ1/λ2 > 10.33|nR=6) = 0.44. En supprimant λ2, le prØ-
codeur Max-SNR montre alors ses limites. De plus, son gain
par rapport au code d’alamouti diminue de 2 dB pour nR = 2
à 1.6 dB pour nR = 6. Le code d’Alamouti utilise aussi la
valeur propre λ2 au travers du gain sur le RSB ||H||2F /2 =
(λ1 + λ2)/2. Finalement, seul le prØcodeur Max-dmin utilise à
la fois λ2 et la CSI et obtient logiquement les meilleurs perfor-
mances.
6 Conclusion
Nous avons simulØ les taux d’erreurs binaires de trois sys-
tŁmes assurant un ordre de diversitØ maximum dont la diffØ-
rence majeure est la connaissance du canal à l’Ømission. Pour
ce faire, nous avons utilisØ un modŁle de canal prenant en com-
pte la diversitØ de polarisation et la corrØlation. Pour une seule
antenne physique (nR = 2), le prØcodeur Max-dmin et Max-
SNR sont Øquivalents. Le code d’Alamouti offre une solution
simple à mettre en uvre mais accuse une perte de 2 dB sur
le prØcodeur Max-SNR. Ce code reste un compromis intØres-
sant pour nR = 2 mais perd de son attrait lorsque ce nombre
augmente. En effet, le prØcodeur Max-dmin tire parti de toute
la conguration matØrielle et obtient un gain signicatif de 3
dB sur le Max-SNR et prŁs de 5 dB sur le code d’Alamouti. De
plus lorsque nR = 2, les trois mØthodes ont la mŒme robus-
tesse aux erreurs d’estimation du canal que l’Ømetteur utilise
ou non la CSI.
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