dissipation or mixing (after reattachment). Too much mixing causes late separation, and vice-versa, but reattachment is also on the users' minds. Methods with LES content fare better than RANS in reattaching flows (Mf8), but are much costlier and were outside the focus of this special issue. A consequence of this weakness after reattachment is that shear-stress limiters like the one in SST are double-edged: they help one flow, and can hurt the other. Separation with SA may be a little late on smooth surfaces especially if shockinduced, and early in corners, especially on windtunnel walls (HT, and recent Drag-Prediction Workshops). Therefore, a modification which always nudges separation in the same direction would not please all users.
Such a consensus on 'primary flaws' would be most helpful for the model suppliers to improve their products, and for new entrants to assemble the set of test cases they use to establish their new model. More than one committee has been formed to establish this minimum set of cases, but no list has become de rigueur. One reason for this is that a truly sufficient list is discouraging, and scientists are eager to publish rapidly to gain recognition, funding and helpful feedback. Entry into the field is certainly difficult, but most of the established modellers would rather see a wonderful new model displace theirs and drive progress, than preserve their oligopoly.
Traditionally, the prediction of incipient separation was the principal challenge, and this is still the case in the primary application of Navier-Stokes CFD in Aerospace, particularly as it sets the position of shock waves, the drag, and the maximum lift. Heat transfer may rate higher in other fields. Two relatively new themes which seem to run through this issue and other recent work are: inaccurate reattachment, and poor treatment of massive separation by RANS, whether steady or unsteady (URANS). These are discussed below. Of course, transition prediction is desired by the more careful CFD users, and remains a great weakness of CFD (except in a few finely-tuned 2D codes). However, it is mentioned only in passing (Mf5), partly based on the opinion that it will remain technically separate from RANS turbulence modelling and therefore outside the scope of the special issue. It also happens to be kept partly secret for strategic advantage by at least two companies. Similarly, forays into hybrid RANS-LES treatments were not encouraged by the GE, due to a desire to limit the scope of the issue, and also knowing that two review articles of hybrid methods were coming out.
A major obstacle to the conclusive assessment of models is that the relevant cases remain numerically difficult, often because of three-dimensionality and some complexity of geometry, demanding 10 8 or actually many more grid points, and exposing unexpected differences among even the best codes. Sometimes this numerical weakness is encountered even in two dimensions because of the huge range of length and time scales in Active Flow Control between the actuator and the global device. Grid-converged solutions are simply not attainable today, for instance for an aircraft with high-lift systems. Conversely, urged by the GE to comment on the very low order of differentiation of the turbulence transport equations, HT and RS found only very weak effects. Accessory factors such as the thin-layer approximation and inflow decay behaviour can confuse the interpretation (BGPCf1). We also observe a mild contradiction between results of CJS and HT on the Obi diffuser, which has become a very useful case; this is a 2D problem.
An additional issue is the lack of detailed, comprehensive measurements in complex enough flows, which would help expose the models' inaccuracies locally. Such a lesson is found in ZGf2-3, where two ARSM models are seen to, first, fail to capture curvature effects, and second, predict an unphysical collapse of the Reynolds shear stress. Presumably, this is not a general feature of ARSM models, but it is suggestive of some unpredictability. Such difficulties can overwhelm the research teams, and current funding levels are low. Add the obvious remark that the models in wide use have far too few equations to faithfully represent turbulence, and we the turbulence modellers have excuses. However, simple models will be in tremendous use for many years, and identifying the most meaningful customer 'pull' is one of our constant preoccupations.
The difficulty in covering all the needed phenomena with one model is well illustrated by RSf2. The flow field is quite reminiscent of a mixing layer, and all the models returned a Reynolds shear stress, normalised by the velocity difference across this layer, slightly below 0.01. This value is accepted in an isolated mixing layer, and the velocity gradient which is driving the models is indeed that of a thin shear layer with low curvature. In contrast the experiment shows values near 0.03, and it appears that even transport equations are unable to sense the phenomenon which is raising the stress level to such a level. A signal to the models could be the presence of a thick turbulent layer next to the thin one, but it does not seem sufficient, possibly because the velocity difference across that thick layer is modest.
We continue with comments less directly related to the content of the articles, even comments on what the articles did not bring up.
The scientific fluids journals are alive with debate over the value of the Karman constant k. It is probably the most important constant in RANS modelling. Yet, we have transited from an era in which the bracket [0.40, 0.41] was safe into one in which values ranging from 0.37 to 0.436 have been defended by careful scientists. This is barely milder than the debate, about a decade earlier, over log laws and power laws for the velocity profile. In addition, the concept of different Karman constants in different flows such as a pipe and a channel implies the abandonment of the Law of the Wall, which would represent a major doctrinal change. None of our authors have shown interest in this; we could have imagined users requesting the 'true and modern' value of k, and model suppliers obliging with new versions.
Another thought on the supply side of RANS models is that the source of information is still experiments, as opposed to simulations. Consider that DNS of channel flow has been available since 1987, and new studies have a Reynolds number more than 10 times higher. This 'should' represent a sufficient range, but clear findings including those so desired for the Karman constant have been elusive. DNS of sufficiently large separated regions has not been achieved, except for backward-facing steps. An exception may be vortex turbulence. DNS has given firm support to the fact that the natural behaviour of models, which leads to an eddy viscosity proportional to circulation and the circulation overshoot exposed by Govindaraju & Saffman in 1971, is incorrect. However, this is qualitative. Leading the models to the correct quantitative level is much more difficult, and this level is probably not unique; in other words, history effects are intense. In free shear flows, a central difficulty for DNS is the specification of inflow or initial conditions; their memory is vastly longer than that of wallbounded flows.
As a supplier of DNS results, the GE is disappointed with this absence of use by RANS modellers. As a modeller himself, he has found that this is not caused by a lack of awareness of simulations, but by the higher priority placed on flows better covered by experiments, which are more complex and have higher Reynolds numbers. DNS is certainly the best supplier of detail statistical quantities, for instance the dissipation tensor, but only the most complex RANS models can benefit from that.
The approach of Unsteady RANS (URANS) creates much interest, and just as much confusion, particularly when the unsteadiness is spontaneous instead of being driven by time-varying boundary conditions. An example of the driven type is Active Flow Control by periodic blowing and suction (RS). Today, URANS is used in such flows rather blindly. That is, the models are asked to reproduce cyclic behaviour of boundary layers and wall jets, and very few measurements in that small region are known to the author (RSf7-8). Whether the model is working well is then determined very indirectly, say from the lift of the airfoil, which introduces separate sources of error such as numerics and domain size, not to mention Coanda and similar effects. An example of the spontaneous type of unsteadiness is flow past a cylinder. We now know that URANS always responds with vortex shedding at a rather accurate frequency, and can respond with sustained three-dimensionality given the right grid and domain. However, the accuracy is indifferent or even poor if the solution is 2D (excessive lift fluctuations and drag), compared with hybrid RANS-LES methods. At least part of the scientific community believes there are good theoretical/intuitive reasons for that. Spontaneous URANS is too regular, and real flows have wide modulations of the vortex shedding. This is an argument in favour of hybrids. CJS make the unexpected point that better RANS models could conceivably resolve this weakness. RANS-model providers would then face a new challenge. No work has been performed towards this yet, unless we count approaches such as SAS (Mf6,9), which achieve LES behaviour although their formulations are of RANS type, in the sense of not involving the grid spacing.
Note that the position that URANS is 'doomed' and only hybrid methods deserve research work clashes with the reality of CFD use. The point is that realistic geometries often have a wide range of scales in the parts that make them up, and it is more than possible for the grid and time step to allow LES function over the larger parts, but not over the smaller parts. With a grid count in the 10 8 range, a hybrid simulation of a complete aircraft landing-gear geometry is likely to include LES of the wheels, 3D URANS of the post and larger links (partly driven by geometry) and 2D URANS if not quasi-steady RANS of the brake-fluid lines.
Another line of thought concerns specialised RANS models: these are not in evidence. Instead, model developers aim at a unique model which covers all flows as well as possible. In Aerospace, we could imagine different models for low-speed and high-speed flows, or internal and external flows. Instead, we do see compressibility corrections added to the same core model, curvature corrections, and so on. A motivation for this is similar to that on component size in the last paragraph: aircraft 'low-speed' flows include a supersonic region at high angles of attack. However, the car industry in itself easily has the economic value to justify a model which has no compressible capabilities at all, and would have been optimised with the freedom provided by dismissing compressible cases.
In that vein a point long made by the author is that homogeneous turbulence has no practical value, and adjusting a model in homogeneous and especially in isotropic flows is questionable. It only has the advantage of isolating constants such as C e2 , which it would be wiser to optimise collectively with the rest on the most relevant cases. This is an example of 'deep' and systematic work which may not be productive. Similarly, and more likely, RANS models could be adjusted to only address the boundary layers in a DEStype method. The argument is that the separated regions will be handled in LES, and no calibration degrees of freedom should be devoted to them. Instead, separation and small separation bubbles (still handled by RANS) would receive all the attention. This has not been tried. One reason may be that, as discussed above the 'primary flaw' of the models which would be the target of this has not been established.
In closing, Prof. Habashi had a very good idea with this special issue, and almost all the experts invited came through. The readers of IJCFD will be better informed. Time will tell whether creative and fruitful work is triggered or even somehow facilitated by the present effort.
