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Abstract
key words: non-linear mechanics, interatomic potentials, Cauchy-Born rule, strain localization, in-
finitesimal rank-one convexity, higher-order continuum, path-change procedure, microstructures
In the present work, various aspects of the mixed continuum-atomistic modelling of materials are
studied, most of which are related to the problems arising due to a development of microstructures dur-
ing the transition from an elastic to plastic description within the framework of continuum-atomistics.
By virtue of the so-called Cauchy-Born hypothesis, which is an essential part of the continuum-
atomistics, a localization criterion has been derived in terms of the loss of infinitesimal rank-one
convexity of the strain energy density. According to this criterion, a numerical yield condition has
been computed for two different interatomic energy functions. Therewith, the range of the Cauchy-
Born rule validity has been defined, since the strain energy density remains quasiconvex only within
the computed yield surface.
To provide a possibility to continue the simulation of material response after the loss of quasicon-
vexity, a relaxation procedure proposed by Tadmor et al. [89] leading necessarily to the development
of microstructures has been used. Thereby, various notions of convexity have been overviewed in
details.
Alternatively to above mentioned criterion, a stability criterion has been applied to detect the critical
deformation. For the study in the postcritical region, the path-change procedure proposed by Wagner
and Wriggers [94] has been adapted for the continuum-atomistic and modified.
To capture the deformation inhomogeneity arising due to the relaxation, the Cauchy-Born hypothesis
has been extended by assumption that it represents only the 1st term in the Taylor’s series expansion
of the deformation map. The introduction of the 2nd, quadratic term results in the higher-order mate-
rials theory. Based on a simple computational example, the relevance of this theory in the postcritical
region has been shown.
For all simulations including the finite element examples, the development tool MATLAB 6.5 has
been used.
Nomenclature
Atomistic features
C0 Material lattice configuration
Ct Spatial lattice configuration
Ri Site vector of the atom i in B0
ri Site vector of the atom i in Bt
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kij Atomic level stiffness
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uh Approximated global displacement vector
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ξ Local coordinates
J e Jacobi matrix of the transformation from local to global material element coordinates
je Jacobi matrix of the transformation from local to global spatial element coordinates
NI(ξ) Shape function at the node I
F intI Internal force vector at the node I
F inte Internal element force vector
ae Incidence matrix of the element e
R(x) Residual force
KT Global stiffness matrix
KeT Element stiffness matrix
KeTIJ Contribution of the nodes I and J to K
e
T
Material parameters
ε , σ Parameters of the Lennard-Jones pair potential
ε , r0 , α , Parameters of the EAM potential
β(0) , Z , A
Convexity and localization features
I(ϕ) Non-linear functional
Rm m-Dimensional vector space
Rn×m Space of n×m matrices
Lp(B) Space of p times integrable functions
W 1,p(B ,Rm) Sobolev space
CW PW Convex, polyconvex,
QW RW quasiconvex and rank-one convex envelops of W
BL Material configuration with characteristic length L
∇′X(•) Generalized gradient
det′(•) Generalized determinant
[[•]] Jump of a field quantity
m Spatial polarization vector
N Material normal to the localization surface
q Acoustic tensor
Ai Additional inner displacement of the atom i
W˜ 0 Relaxed strain energy density
bij , bii 2nd-order tensors needed for linearization of the equation system in the relaxation problem
Bij ,Bii 3rd-order tensors introduced as temporary values
λj ,ϕj Eigenvalues and eigenvectors of the global tangential stiffness matrixK t
ξj Scaling factors
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Introduction
Modern material science is based on the funda-
mental experience that the properties of materials
are not unalterably determined by their average
chemical composition but they are to a large extent
inuenced by their microstructure... Thus, modern
materials research is often used as a synonym
for microstructure research.
Dierk Raabe, “Computational Materials Science”
Multiscale simulation methods in computational material science have matured considerably during
the last decade. Among a large number of various approaches, the techniques using semi-empirical
energy potential functions stemming directly from lattice statics or dynamics, see e.g. Kohlhoff et al.
[45], Phillips [73], Shenoy et al. [78] , Gao et al. [34], Klein et al. [43], Arroyo and Belytschko [2]
and Nakane et al. [64], could be highlighted. Thereby, the continuum quantities such as the stress
tensor or the tangent operator can be represented in terms of the derivatives of these potentials and
depend consequently on the atomistic forces and stiffnesses.
The present work is based on such mixed method known as quasicontinuum. The quasicontinuum
framework advocated by Tadmor [88] consists of two different approaches. Thereby, in particular,
the local or continuum-atomistic (in the terminology used here) approach is only valid as long as the
deformation field remains sufficiently homogeneous. If the deformation becomes non-homogeneous,
the non-local or the atomistic-continuum (in the terminology used here) approach is more appropriate.
This approach lies close to a pure atomistic simulation.
A significant ingredient of the former, i.e. the continuum-atomistic approach is the Cauchy-Born rule
(CBR) originally stemming from Cauchy [17, 16, 19, 18] and generalized by Born [13, 14]. This rule
states essentially that all atoms of a single crystal volume follow the prescribed displacement of its
boundary, see Milstein [58], Ericksen [27], Zanzotto [96]. The validity of the CBR is studied e.g. by
Friesecke and Theil [33], whereby it turns out that the CBR fails for sufficiently large deformations.
The aim of the present work is not to improve the existing quasicontinuum model but to propose
an alternative solution strategy that extends the accepted Cauchy-Born rule and allows to stay
within the frame of a continuum setting throughout the entire simulation.
The failure of the CBR at the elastic limit is so to say a bifurcation point for the quasicontinuum
method and for the method proposed here. Whereas the quasicontinuum method switches to a pure
atomistics as soon as the deformation field becomes sufficiently inhomogeneous, the frame of the
continuum mechanics is used here even in the plastic region. To capture the plasticity phenomena,
1
2 INTRODUCTION
the relaxation method used e.g. by Tadmor et al. [89] is applied. Such a relaxation procedure has
been also used by Klein and Gao [44] to remedy the CBR applied to covalently bonded materials
like silicon. On the other hand, the CBR is not able to capture an inhomogeneous deformation of
the crystal lattice. It is a reason to switch to the non-local limit within the quasicontinuum method.
Anpther proposal is made here, namely a kinematical method allowing to take the inhomogeneity into
account: the extension of the CBR by using the higher-order theory like the Toupin-Mindlin theory,
see e.g. Fleck and Hutchinson [30].
Thus, according to the citation from the book of D. Raabe [76] at the beginning of introduction, most
aspects of the continuum-atomistic modelling studied here are related to the capturing of the problems
arising due to the development of microstructures during the transition from elasticity to plasticity.
The dissertation is structured as follows. In the 1st chapter, the nature of different interatomic inter-
actions is discussed and a detailed overview of main pair as well as many-body energetic functions
providing a more or less realistic description of interactions in solids is given.
The 2nd chapter contains a brief review of both atomistic and continuum formulations. Then, based on
these classical conceptions, a formulation of the mixed continuum-atomistic approach is introduced
through substitution of a phenomenological strain energy density by an atomistic energy function
stemming from ab-initio methods. A transition from a discrete lattice system to a continuous medium
at the micro scale (continuisation) as well as from a continuous system at the micro scale to a contin-
uous system at the macro scale (homogenisation) is handled in this chapter. Finally, the finite element
implementation of the continuum-atomistic principle is discussed in detail.
In the 3rd chapter, a mathematical foundation of the non-convex mechanical problems for continuous
as well as for discontinuous systems is reviewed. Thereby, the failure of continuum-atomistics is
handled.
A transition to plasticity is then discussed in chapter 4. A localisation condition in the form of van-
ishing determinant of the localisation tensor is thereby derived and the explicit format of this tensor
for the continuum-atomistic approach is obtained. It is emphasised that within this mixed approach,
macroscopic field values such as the stress tensor, the fourth order tangent operator and the localisa-
tion tensor are determined by discrete atomic level forces and stiffnesses. Moreover, several planar ho-
mogeneous deformations such as simple shear and uniaxial extension are applied to the (111)−plane
of fcc−type crystals and the corresponding localisation criterion is investigated. Finally, the derived
localisation condition determined by the properties at the atomistic scale is applied to compute a fail-
ure condition for single crystals at the continuum scale , see also Sunyk and Steinmann [85, 86]. In the
2nd part of this chapter, the application of the relaxation principle to the continuum-atomistic model
is handled.
The 5th and last chapter, contains the extension of the continuum-atomistic framework by introduc-
tion of the 2nd order Cauchy-Born rule based on the higher-order theories. The proposition to apply
the higher-order gradient formulation to capture the inhomogeneous deformation at the atomic scale
1 is supported by several computational examples, see also Sunyk and Steinmann [87].
A discussion completes this work. All additional considerations, which have no influence on the
understanding of the main ideas as well as more or less complicated derivations are placed in the
appendix.
1besides an additional motivation to guarantee the lower size bound for microstructures, which arise due to the relax-
ation after the loss of infinitesimal rank-one convexity
Einleitung
Modern material science is based on the funda-
mental experience that the properties of materials
are not unalterably determined by their average
chemical composition but they are to a large extent
inuenced by their microstructure... Thus, modern
materials research is often used as a synonym
for microstructure research.
Dierk Raabe, “Computational Materials Science”
Die Methoden der Materialmodellierung gleichzeitig auf verschiedenen La¨ngeskalen haben sich stark
binnen der letzten zehn Jahren durchgesetzt. Die Methoden, die semi-empirische energetische Poten-
tialfunktionen verwenden, welche direkt aus der Gitterstatik oder Dynamik abstammen, ko¨nnen unter
der grossen Zahl verschiedener Vorgehensweisen ausgezeichnet werden, s. z.B. Kohlhoff et al. [45],
Phillips [73], Shenoy et al. [78], Gao et al. [34], Klein et al. [43], Arroyo und Belytschko [2] und
Nakane et al. [64]. Solche kontinuumsmechanischen Gro¨ssen wie Spannungstensor oder Tangenten-
operator ko¨nnen dabei als Ableitungen dieser Potentiale dargestellt werden und ha¨ngen folglich von
den atomistischen Kra¨ften und Steifigkeiten ab.
Vorliegende Arbeit basiert auf einer solchen gemischten Methoden, die als Quasikontinuum bekannt
ist. Diese Methode wurde vom Tadmor [88] entwickelt und besteht aus zwei verschiedenen Vorge-
hensweisen. Die erste, lokale oder, in der hier verwendeten Terminologie, Kontinuum-Atomistische
Methode gilt solange das Verzerrungsfeld ausreichend homogen bleibt. Wenn die Deformation inho-
mogen wird, eine nichtlokale oder, in der hier verwendeten Terminologie, Atomistisch-Kontinuum-
Methode, die sich im Wesentlichen einer rein atomistischen Simulation a¨hnelt, wird relevant.
Ein wichtiger Bestandteil der ersten, Kontinuum-Atomistischen Methode ist die urspru¨nglich von
Cauchy [17, 16, 19, 18] stammende und vom Born [13, 14] verallgemeinerte Cauchy-Born Regel
(CBR). Die Regel behauptet, dass alle Atome aus dem Volumen eines Einkristalls der vorgegebenen
Verschiebung an seiner Grenze folgen, s. Milstein [58], Ericksen [27], Zanzotto [96]. Die Gu¨ltigkeit
der CBR wurde z.B. von Friesecke und Theil [33] studiert. Dabei wurde es u.a. festgestellt, dass die
CBR bei grossen Deformationen versagt.
Das Ziel dieser Arbeit besteht nicht darin, die existierende Quasikontinuumsmethode zu verbessern,
sondern eine alternative Lo¨sungsstrategie vorzuschlagen, die die akzeptierte CBR erweitert und
erlaubt im Rahmen der Kontinuumsmechanik wa¨hrend der ganzen Simulation bleiben.
3
4 INTRODUCTION
Das Versagen der CBR an der Grenze der Elastizita¨t ist sozusagen ein Verzweigungspunkt fu¨r Quasikon-
tinuum und fu¨r die hier vorgeschlagene Methode. Wa¨hrend die Quasikontinuumsmethode zur reinen
Atomistik umschaltet, sobald die Deformation ausreichend inhomogen wird, die Kontinuumsmech-
anische formulierung wird hier sogar im plastischen Bereich verwendet. Um die Plastizita¨t zu er-
fassen, wird eine Relaxationsmethode eingesetzt, die von z.B. Tadmor et al. [89] verwendet wurde.
Eine solche Relaxationsprozedur wurde auch von Klein und Gao [44] gebraucht, um die CBR fu¨r
kovalente Materialien wie Silizium verwenden zu ko¨nnen. Auf der anderen Seite ist die CBR nicht
fa¨hig, eine inhomogene Deformation des Kristallgitters zu erfassen, was eigentlich die Ursache der
Wechsels zur nichtlokalen Methode beim Quasikontinuum ist. Hier ist eine andere, kinematische
Vorgehensweise vorgeschlagen: die Erweiterung der CBR durch Verwendung einer Theorie ho¨herer
Ordnung, die der Toupin-Mindlin-Theorie a¨hnlich ist, s. z.B. Fleck und Hutchinson [30].
Also, in voller Zusammenstimmung mit dem oben angegebenen Zitat aus dem Buch von D. Raabe
[76], beziehen sich die meiseten der hier diskutierten Aspekte der Kontinuum-Atomistik auf die Er-
fassung der Probleme, die wegen der Entstehung der Mikrostrukturen wa¨hrend des u¨bergangs zur
Plastizita¨t zustande kommen.
Die Dissertation ist folgendermassen strukturiert. Der 1. Kapitel verschafft einen U¨berblick der
Natur verschiedener zwischenatomaren Wechselwirkungen sowie gibt eine detaillierte Beschreibung
wichtigen Zwei- und Vielteilchenenergiefunktionen, die fu¨r eine mehr realistische Beschreibung der
Wechselwirkungen in Festko¨rpern sorgen.
Der 2. Kapitel entha¨lt eine kurze Beschreibung der atomistischen und kontinuumsmechanischen For-
mulierungen. Dann, basierend auf diesen beiden klassischen Methoden, ist die gemischte kontinuum-
atomistische Formulierung eingefu¨hrt, indem die pha¨nomenologische Deformationsenergiedichte durch
eine von ab-initio Methoden stammende Energiefunktion ersetzt wird. Ein U¨bergang von einem
discreten Gitter zu einem kontunuierlichen Medium auf der Mikroskala (Kontinuisierung), sowie
von einem kontinuierlichen System auf der Mikroskala zu einem kontinuierlichen System auf der
Makroskala (Homogenisierung) ist in diesem Kapitel behandelt. Aussserdem beinhaltet dieser Kapi-
tel eine ausfu¨hrliche Diskussion der Finite-Elemente-Implementierung der kontinuum-atomistischen
Formulierung.
Im 3. Kapitel ist die mathematische Begru¨ndung der nichtkonvexen mechanischen Probleme der
kontinuierlichen, sowie diskreten Systeme zusammengefasst. Unter anderem sind die Gru¨nde des
Versagens der Kontinuum-Atomistik diskutiert.
Der na¨chste, 4. Kapitel ist der U¨bergang zur Plastizita¨t gewidmet. Dabei sind die Lokalizierungs-
bedingung in Form der verschwindenden Determinante des Lokalisierungstensors und das explizite
Format dieses Tensors fu¨r die kontinuum-atomistische Formulierung hergeleitet. Die Besonderheit
dabei ist, dass solche makroskopischen Feldgro¨ssen wie der Spannungstensor, der 4-stufige Tangen-
tenoperator, sowie der Lokalisierungstensor durch diskrete atomistische Kra¨fte und Steifigkeiten aus-
gedru¨ckt sind. Aussedem sind mehrere ebene homogene Deformationen wie einfache Scherung und
einaxialer Zug auf die (111)−Ebene eines fcc−Kristalls angelegt und das enstprechende Lokalisie-
rungskriterium untersucht. Letztendlich ist die hergeleitete Lokalisierungsbedingung, die durch die
Eigenschaften auf der atomistischen Skala definiert ist, dazu verwendet, eine Fliessbedingung fu¨r
Einkristalle auf der Macroscala zu berechnen , s. auch Sunyk and Steinmann [85, 86] Im 2. Teil
dieses Kapitels ist die Anwendung der Relaxationskonzepte auf das kontinuum-atomistische Modell
behandelt.
Der letzte, 5. Kapitel entha¨lt eine Erweiterung des kontinuum-atomistischen Modells durch Einfu¨hrung
5der Cauchy-Born-Regel 2. Ordnung, die auf den Theorien ho¨herer Ordnung basiert. Der Vorschlag,
die die Gradienten ho¨herer Ordnung enthaltene Formulierung zu verwenden, um die Deformation-
sinhomogenita¨ten auf der atomistischen Skala zu erfassen, ist mit mehreren Rechenbeispielen un-
terstu¨tzt2 , s. auch Sunyk and Steinmann [87].
Eine Diskussion beendet diese Arbeit. Zusa¨tliche U¨berlegungen, die auf das Versta¨ndnis der Haup-
tideen keinen Einfluss haben, sowie mehr oder weniger komplizierte Herleitungen sind im Anhang
platziert.
2Ausser einer zusa¨tzlichen Motivation der unteren Begrenzung der Dimensionen der Mikrostrukturen, die sich whrend
der Relaxation nach dem Verlust der Rang-eins-Konvexita¨t entwickeln.
6 INTRODUCTION
Chapter 1
Interatomic Interactions in Crystalline Solids
Whether our description of structure is made
at the level of the crystal lattice or the defect ar-
rangements that populate the material or even
at the level of continuum deformation elds, a
crucial prerequisite which precedes the connec-
tion of structure and properties is the ability to
describe the total energy of the system of inter-
est.
Rob Phillips, “Crystals, Defects and Mi-
crostructures”
The first problem, which should be solved for any kind of material modelling is the choice of the
energy function describing the system of interest. The material model proposed in this work contains
energy functions stemming directly from the interatomic energetics. For this reason, I find it purpose-
ful in this chapter, to overview the question of what kind of forces holds collection of single atoms
together and drives them to form the well-known crystalline structures. Furthermore, some important
interatomic energy functions are reviewed in this chapter. Two of them (Lennard-Jones pair potential
and Embedded-Atom potential) are used in the proposed model. Most data is based on the materials
from the already cited book of Rob Phillips [73] as well as two further books of Israelachvili [41] and
Allen & Tildesley [1]. As the information source, the materials of Particle Data Group [71] have been
used in the 1st section.
1.1 Interactions in the Nature
Four fundamental interactions, which explain almost all observed physical processes excepted the
particle masses, are presently known: weak, strong, electromagnetic and gravitational. Any attempt
to describe these four different interactions leads to an introduction of numerous elementary particles.
For this reason, a short overview of the particle hierarchy is given.
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1.1.1 Hierarchy of the Elementary Particles
In 1898, Joseph Thompson measures the electron and proposes his ”plum-pudding” model of the atom
which describe an atom as a slightly positive sphere with small, raisin-like negative electrons inside.
Then in 1919, Ernest Rutherford finds the first evidence of a proton and in 1931, James Chadwick
discovers the neutron. So by the mid 1930s, the understanding of the fundamental structure of matter
seemed to be complete. Protons, neutrons, and electrons provided the building blocks of all matter.
In 1948, the Berkeley synchro-cyclotron produces the first artificial particles and in 1953, the so
called “particle explosion” begins: a lot of new particles have been discovered up to now. Finally,
after eighteen years of searching at many accelerators, the top quark with an unexpectedly large mass
of 175 GeV1 is discovered at Fermilab.
Today, the following hierarchy of the elementary particles is accepted. New discoveries have shown
that there are six types of quarks. Each quark type is called a flavour. The six flavours of quarks
are up, down, strange, charm, bottom, top, in increasing order of mass. An electrical charge of
quarks is a fraction of the proton charge. For instance, the charm-quark is charged with +2/3 e.
The quark’s fractional electric charges have not been observed for the simple reason that quarks are
never found separately, but only inside composite particles called hadrons. There are two classes
of hadrons: baryons, which contain three quarks, and mesons, which contain one quark and one
antiquark. The well-known baryons are neutrons and protons consisting of the down-down-up and
down-up-up quarks respectively.
There are also six types of particles, called leptons. In contrast to the quarks, any of the six leptons
may be found by itself. The electron is the best known lepton. Two other charged leptons, the muon,
(discovered in 1936) and the tau (discovered in 1975) differ from the electron by their larger mass.
The other three leptons are called neutrinos, have no electric charge and have very little, if any, mass.
There is one type of neutrino corresponding to each type of electrically charged lepton. For each of
the six leptons, there is an antilepton with equal mass and opposite charge.
Both the leptons and quarks as well as protons and neutrons belong to fermions, the particle with
fractional spin2. The particles with a whole spin are called bosons. An example of bosons are photons
and gluons.
1.1.2 The four Kinds of Interactions
Fundamental weak and strong interactions are related to the processes involving elementary particles.
The weak interactions occur for all fundamental particles except for gluons and photons 3. Weak
interactions are the only processes, in which a quark can change to another type of quark, or a lepton
to another lepton. They are responsible for the fact that more massive quarks and leptons decay to
produce lighter quarks and leptons. That is why surrounding stable matter contains only electrons
and the two lightest quark types (up and down). Beta decay of nuclei was the first observed weak
process. Weak forces are very short-ranged. In ordinary matter, their effects are negligible except in
cases where they allow an effect that is otherwise forbidden. There are a number of conservation laws
11eV = 1.6021892 · 10−19J
2Spin is the intrinsic angular momentum of particles.
3In particle processes, the forces are described as due to the exchange of particles; for each type of force, there is an
associated carrier particle. Gluons are carrier particles for strong interactions (colour force fields), photons are carrier
particles of electromagnetic interactions; the carrier particles of weak interactions are W and Z bosons
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that are valid for strong and electromagnetic interactions, but violated by weak processes.
Fundamental strong interactions occur between any two particles that have colour charge4 , that is,
quarks, antiquarks, and gluons. The strong force holds quarks together to form hadrons; its carrier
particles are called gluons because they so successfully ”glue” the quarks together. The binding of
colour-neutral protons and neutrons to form nuclei is a residual strong interaction effect due to their
strongly-interacting quark and gluon constituents and is similar to the residual electrical interaction,
which leads to the binding of electrical-neutral atoms to form molecules. The strong forces have a
short range similar to the weak forces.
Gravitational interactions occur between any two objects that have energy. Mass is just one possible
form of this energy (photons are massless, but they experience gravitational forces). Gravitational
interactions between fundamental particles are extremely weak, at least thirty orders of magnitude
smaller than the weak interaction. Hence, gravitational effects can be ignored in particle physics pro-
cesses involving small numbers of particles. The only reason why gravity is an important force is that
there is no such thing as negative energy and, thus, the gravitational effects of all objects are summed
- there is never any cancellation. The earth exerts a much stronger gravitational pull on any object
than its electric pull. The electric charges in the earth are all balanced out (the positive charges of
atomic nuclei screened by the negative charges of the electrons), but the masses of all the atoms in
the earth add together to give a large gravitational effect on objects on the surface of the earth. The
carrier particle for gravitational interactions has been named the graviton. However, no fully satisfac-
tory quantum theory of gravitational interactions via graviton exchange has been identified.
The fourth, electromagnetic fundamental interactions are of highest importance for our application.
These interactions occur between any two particles that have electric charge. On the one hand, only
electromagnetic interactions are responsible for the binding force that causes negatively charged elec-
trons to combine with positively charged nuclei to form atoms. On the other hand, residual electro-
magnetic interactions between electrically neutral atoms are responsible for the binding of atoms to
form molecules and most of the forces (apart from gravity) that we experience in everyday life. This
chapter is actually dedicated to description of these interactions.
Creation of a unified theory of all interactions could modify the relativistic quantum mechanics rad-
ically and would possibly lead to a new understanding of our world. The role of such a universal
approach could play the so called String Theory 5 which predicts the existence of force-carrying par-
ticles, such as photons and gluons - and gravitons - with the correct force laws. It also implies some
more bizarre predictions, for example, the existence of seven extra space dimensions. But any revi-
sion of this theory lies outside the present work.
The main properties of the four fundamental interactions described above are listed in table 1.1.
4colour charge is the charge associated with strong interaction. “colour” is an attribute of quarks and gluons that
cannot be seen and have nothing to do with the colours of visible light. Each quark carries one of the three types colour
charge and there are eight possible types of colour charge for gluons. Similar to electrically-charged particles interacting
by exchanging photons, colour-charged particles interact by exchanging gluons. All observed particles such as leptons,
photons, hadrons, W and Z bosons have no strong interaction and hence no colour charge.
5The String Theory supposes that elementary particles are not point like but rather are small lines or loops of energy,
“strings”. It is very difficult to formulate a theory in which elementary particles have nonzero size which is consistent
with relativity and with quantum mechanics.
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Table 1.1: Summary of the four fundamental interactions
Interactions Gravitational Weak Electromagnetic Strong
(Electroweak) Fundamental Residual
Acts on: Energy -
Mass
Flavour Electrical
Charge
colour Charge
Particles Experiencing: All Quarks, Electrical Quarks Hadrons
Leptons Charged Gluons
Carrier: Gravitons W & Z Photons Gluons Mesons
Bozons
1.2 Types and Nature of the Interatomic Interactions
As mentioned above, electromagnetic interactions are essentially responsible for any interatomic and
intermolecular bonding. This statement becames fist possible in the 1920s after the great success of
quantum theory and in particular, the understanding of the electronic structure of atoms. Moreover,
the Hellman-Feynman theorem states: “Once the spatial distribution of the electron clouds has been
determined by solving the Schro¨dinger equation, the intermolecular forces may be calculated on the
basis of straightforward classical electrostatics.”6 Thereby, the only problem is to find the exact
Figure 1.1: From left to right: P. Ehrenfest, W. Heitler, F. London, L. Pauling
6The Hellman-Feynman theorem was originally proven by P. Ehrenfest [24] and later discussed by Hellman (1937)
and independently rediscovered by Feynman (1939)
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solution of the Schro¨dinger equation, which could only be realised for the simplest systems such as
a hydrogen atom or a hydrogen-like electron-hole pair (an exciton). For this reason, the hamiltonian
of the system of interest should be represented as a series expansion and the consideration of each
ensuing term in this expansion leads to a new type of interaction.
This section contains a description of main bonding types. There are hetero- and homopolar, van der
Waals and metallic bonds and each of them should be further individually characterised. A description
of phenomena like hydrophobic interaction, hydrogen bonding or solvation forces lies outside this
work.
1.2.1 Heteropolar (Ionic) Bonding
The main point in the theory of interatomic interactions is the huge difference between the masses
of atoms and electrons. Because of this difference, the nuclei have lower velocities compared to
electrons and can be viewed as fixed. Thereby, the problem reduces to studying the electrons motion
in the electrostatic field of fixed nuclei. The total pair interaction energy includes both the electrons
part and the electrostatic energy of the nuclei.
As shown by Heitler and London [36], an ability of atoms to form a bond is related to their spin which
must be mutually compensated. As a quantitative measure of this ability, the double spin of the atom
of interest can be used. This number is equal to the chemical valence of the corresponding element.
For example, all elements in the 3rd group of the periodic table have the electronic configuration s2 p
with the spin S = 1/2 in the normal (not excited) state. But by a relatively small excitation of an
electron from the filled s-hull, a transition to the s p2−state with the spin S = 3/2 results. For this
reason, the elements of the 3rd group show valence 1 as well as 3. Thereby, the 1st elements such as
aluminium Al or boron B are 3-valent only.
The filled electron hulls are almost not influenced by bond formation. On the contrary, the distribution
of the electron density in the outer, non-filled hulls can be dramatically changed. In the extreme case
of so called heteropolar bonding, all valent electrons change from an atom to another one so that the
molecule consists of two ions charged according to their valence in units of the electron charge e.
This bonding is almost isotropic and can be characterised by relatively high coordination numbers 7.
The ionic bond is caused by the Coulomb interaction which decreases with the distance r as 1/r and
is consequently long ranged. An interaction of two charges Q1 and Q2 separated by the distance r is
given by
ΦCoulomb(r) =
Q1 Q2
4 pi ε0 ε
1
r
(1.1)
where ε is the dielectric constant of the medium. Depending on the sign of charges, the resulting
forces can be attractive or repulsive. Admittedly in the lattice an electrostatic interaction is screened
and decays at large distances as exp (−r). This screening is caused by the fact that positive-charged
ions have negative-charged ions in their vicinity.
Heteropolar bonded crystals tend to form structures with the highest density. The majority of di-
electrics belongs to ionic crystals. This is related to the fact that contrary to metals where the charge
carriers are electrons the charge carriers in such crystals are ions. Because of this, the electric con-
ductivity in ionic crystals is connected to the mass transfer phenomena and is strongly dependent on
temperature. A prototype example for an ionic crystal is NaCl.
7The number of nearest neighbours of an atom or ion.
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1.2.2 Homopolar (Covalent) Bonding
Another extreme bonding type is the so-called homopolar or covalent bond. The constituting atoms re-
main averaged neutral in this case. In contrast to the heteropolar molecules, the homopolar molecules
show no sufficient dipole moment. The interaction problem of two electrically neutral atoms should
be solved to find how the homopolar bond decreases with an increase in distance. This energy con-
sists of two parts: the coulomb interaction energy between the nuclei (1.1) and an unknown electron
interaction energy. At large distances, the electron part is a sum of known electron energies E0 of
two separated atoms corresponding to 0th order of perturbation theory. This means that the unknown
energy can be given by the following expression
Φel(r) = 2E0 + ∆E(r) (1.2)
with a perturbation8 ∆E(r) of the free electron energy 2E0 at small distances. The 1st-order pertur-
bation theory yields symmetric and antisymmetric solutions for ∆E(r), see e.g. Blochinzew [12]9:
∆Ea =
K − A
1− S2
(1.3)
∆Es =
K + A
1 + S2
Here, K denotes an averaged electrostatic interaction energy of atoms without the interaction energy
of nuclei accounted by Coulomb potential. A is the so-called exchange energy, the energy of exchange
interaction. This interaction is a pure quantum mechanical effect and occurs because of the equiva-
lence of all electrons10 . The condition 0 ≤ S ≤ 1 takes the non-orthogonality of the electronic wave
functions into account. The total interaction energy of two atoms can thus be expressed as follows
Φa = 2E0 +
Z2
r
+
K − A
1− S2
(1.4)
Φs = 2E0 +
Z2
r
+
K + A
1 + S2
whereby Z is the nucleus charge. The computation of integrals11 representing K and A shows an
exponential decrease of both with an increace in distance, so that K ∼ exp (−r) and the same for A.
Both integrals are non-zero as long as the electronic hulls of two atoms are shared. Moreover, only the
symmetric solution has a minimum and leads to a formation of a molecule, whereas the antisymmetric
solution yields only repulsion. Thus, a formation of the homopolar molecule is defined by exchange
8∆E(r) can be viewed as perturbation as long as it remains essentially less than the difference between the main state
E0 and the next excited state E1:
∆E(r) |E1 −E0|
9The derivation relates to a hydrogen molecule
10This interaction is not caused by some new fundamental interaction and occurs due to the same coulomb interaction
of the electrons
11For computation of these integrals for hydrogen see e.g. Slater [80]
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interaction only.
The covalent bonding is strongly anisotropic; all bonds are oriented at well-known angles to each
other. Such anisotropy of the covalent bond causes e.g. the tetrahedral diamond structure of silicon
Si. The covalent bonds are short ranged and act at separations of about 0.1 nm. A low coordination
numbers, strong temperature dependence of the forbidden zone width, high melting point and hard-
ness belong to typical characteristics of covalent-bonded structures. The covalent bond is a typical
attribute of semiconductors such as silicon Si and germanium Ge. All covalent crystals follow the
8 − N rule: each atom is connected with 8 − N next neighbours, whereby N is a group number in
the table of elements, which belongs the covalent crystal. So silicon and germanium belong to the 4th
group and due to this, they form diamond-type lattice with four next neighbours.
There is no principal difference between the hetero- and homopolar bondings. This difference is of
quantitative nature: atoms with equal electronegativity12 tend to form the covalent bond and if the
electronegativities differ highly then the appearing bond is ionic. Hetero- and homopolar bondings
are two extreme cases of the same phenomena and all transition cases between them are possible. The
polar covalent bonding thereby arises e.g. in waterH2 O. Quantitative expression of this classification
can be summarised in the following rules:
• Electronegativity difference less than 0.5 leads to a non-polar covalent bond.
• Electronegativity difference between 0.5 and 1.6 leads to a polar covalent bond.
• Electronegativity difference between 1.6 and 2.0 leads to
– an ionic bond, if a metal is involved;
– a polar covalent bond, if only nonmetals are involved as e.g. in H F .
• Electronegativity difference greater than 2.0 leads to an ionic bond.
1.2.3 Van der Waals Bonding
Van der Waals forces act between atoms and molecules in addition to the already treated forces.
The objects can thereby be electrically neutral and do not exhibit any electrical moment (dipole,
quadrupole etc.) as is the case by e.g. spherically symmetric helium He. These forces are always
present and their nature again relates to quantum mechanics. This interaction becomes important at
relatively large separations when the 2nd-order perturbation theory is necessary. This fact is caused by
exponential dependence of covalent bonding energy (1st-order theory) on separation, whereas the en-
ergy perturbation accounted in the 2nd-order theory shows the 1/r6 dependence and decreases slower
as the 1st-order perturbation, see fig. 1.2. The van der Waals bonding is caused by dynamical de-
formation of electron hulls and can be explained as follows: even if the time average of all electrical
moments of a non-polar atom vanishes, the instantaneous e.g. dipole moment (for 2nd-order pertur-
bation theory the dipole moments are sufficient) is non-zero. This instantaneous moment induces
the dipole moments in the neighbour non-polar atoms and an attraction between the atoms occures.
Simple derivation of this 1/r6-rule is based on the representation of interacting atoms as quantum
12“The power of an atom in a molecule to attract electrons to itself”, see Pauling [72], p. 88. The modern definition
of electronegativity has been introduced in 1932 by Linus Pauling, see fig. 1.1. He also developed a numerical scale of
electronegativity.
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oscillators. Then, a quantum mechanical calculation shows13 that the energy of two interacting os-
cillators is smaller than the energy of two separated ones exactly by attraction term depending on
distance as 1/r6. In 1937, F. London [52] derived a van der Waals interaction energy in the form
ΦvdW (r) = −3
4
α20 I
(4 pi ε0)2
1
r6
(1.5)
with the first ionization potential I and the electronic polarizabilityα. Another name for van der Waals
forces is dispersion forces due to their influence on visible and UV light dispersion. As mentioned
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Figure 1.2: Comparison of covalent (e−r), ionic (1/r) and van der Waals (1/r6) interaction potentials. At large
distances r the van der Waals interaction is stronger as the covalent one. The Coulomb interaction dominates
at all separations.
above, the dispersion forces are long ranged and act between distances of 0.2nm and 10nm. This
bonding is typical for electric-neutral molecular crystals with low melting points and low latent heats
of melting. The solid phase of inert gases (e.g. neon Ne, argon Ar), oxygen crystals O2, hydrogen
H2, hydrogen chloride H Cl, methane C H4 as well as organic crystals are accounted for among
materials with this type of bond.
Two remarks should be made at this place. Firstly, an important property of the van der Waals forces
is their pairwise non-additivity: the interaction energy of two atoms or molecules in a medium is
affected by their neighbours. Thereby, the deviation in energy can be positive or negative and reach
about 20%. In practice, the non-additivity becomes relevant at small (but not for atomic spacing!)
characteristic lengths such as for thin films or bodies separated by a small gap. And finally, at very
13see e.g. Blochinzew [12]
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large separations, the retardation effect occures and the distance dependency on the dispersion forces
changes to 1/r7.
1.2.4 Metallic Bonding
The interaction of outer electron hulls in metals is so strong that it is impossible to separate the energy
of an atom and the energy levels of collective states of all electrons in the body of interest. The
inner electron hulls are almost not shared and the metals can be viewed as a positively-charged ionic
host bathed in the negatively-charged electronic sea of generalised outer or valence electrons. Such
generalisation of electrons leads to high binding energy of metals and causes the specific properties
of metals such as good electric and thermal conductibility. Furthermore, metals are characterised by
e.g. highest coordination numbers and small compressibility.
An example of an appropriate energetic function is given in one of the following sections. Here, the
energetics of electronic liquid in solids should be briefly reviewed.
Figure 1.3: From left to right: E. Schro¨dinger, F. Bloch, E. Fermi
Energetics of Electrons in Solids
The energy of electrons plays a crucial role in the energetics of metals and hence should be accounted
in the total energy computation, whereby the interaction energy of electrons has the same order as their
kinetic energy. The theory of such complicated system staying in good agreement with experiment is
possible due to the following considerations:
• the behaviour of strong interacting electrons (or electron liquid) is analogous to the behaviour
of the collection of free particles (i.e. electron gas) in some external field, which is an averaged
field of all ions and other electrons;
• this field reflects the lattice symmetry and, in particular, the periodicity .
Because of these considerations, the problem of the electron motion in a periodic field has a special
importance in the description of the metals energetics and should be briefly discussed here. Consider
an electron moving in an external field with the following property
Φ(r + an) = Φ(r) (1.6)
16 CHAPTER 1. INTERATOMIC INTERACTIONS IN CRYSTALLINE SOLIDS
PSfrag replacements
E
0
Emin1
Emax1
Emin2
Emax2
3pi ~
a
2pi ~
a
−pi ~
a
−3 pi ~
a
−2 pi ~
a
pi ~
a
p
EE
00 pi ~
a
pi ~
a
p
p
−pi ~
a
−pi ~
a
GAP
GAPGAP
(a) (b)
Figure 1.4: The energy of an electron in a periodic field for 1D lattice with the atomic spacing a. (a) The first
two energetic zones separated by a gap. (b) Two energetic zones within the 1st Brilloin’s unit cell of the length
2pi ~/a.
whereby an is an arbitrary lattice vector. The time-independent Schro¨dinger equation describing the
behaviour of an electron in such a field is[
pˆ
2m
+ Φ(r)
]
ψ(r) = E ψ(r) (1.7)
where ψ(r) is the unknown wave function of electron14, pˆ .= −i ~∇ is the operator of momentum,
m is the electron mass and E is the desired electron energy. The solution of this equation is given by
well-known Bloch functions, see Bloch [11]
ψ(r) = eip ·r/~ u(r) (1.8)
with the periodic function u(r) = u(r + an) and the quasi momentum p15. Thus, the wave function
of an electron in a periodic external field is similar to a planar wave describing a free particle with a
periodical modulation.
The energies E = El(p) , l = 1 , 2 , 3 . . . are solutions of the eigenvalue problem (1.7) and
14|ψ(r)|2 dv is the probability of finding the particle described by wave function ψ(r) in the space element dv
15Because of the periodicity of the Bloch functions, p should also be periodical so that vectors p and p + ~K are
equivalent. HereK .= qiKi is a vector of the reciprocal lattice with the basis Ki connected with the spatial basis ai by
K1 =
2pi a2 × a3
a1 · [a2 × a3] K2 =
2pi a3 × a1
a1 · [a2 × a3] K3 =
2pi a1 × a2
a1 · [a2 × a3]
and qi are integer. The quasi momentum is thereby uniquely defined in one unit cell of the reciprocal space.
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Figure 1.5: Fermi surfaces within the first Brilloin’s zones for Au (on the left) and for Al.
describe the permitted energies of an electron in a periodic field. They form the so-called energetic
zones possibly separated by gaps with forbidden energy values. These energies are periodic in the
reciprocal space and are usually only considered within one unit cell in this space16 , see fig. 1.4.
Each energetic zone contains exactly 2N electrons and no more due to the fact that electrons are
fermions17. Here, N is the number of unit cells in a sample; the number of zones is of course unlim-
ited. The highest energy value is called the Fermi energy. Only electrons with energy close to Fermi
energy take part in conductivity and are termed as the valence electrons. The Fermi level is given by
the condition E(p) = EF and forms the so-called Fermi surface in the space of quasi momentum.
This surface can be of a rather complicated shape. Fig. 1.5 shows two well-known examples of these
surfaces for gold and aluminium.
All crystals are divided into conductors, semiconductors and insulators depending on how the Fermi
energy lies relative to the edge of an energetic zone. Here, there are two possibilities:
• the Fermi energy coincides with a top edge of a zone so that some zones are filled completely
while others are empty;
• the Fermi energy lies within an energetic zone called conductive zone in this case.
In the 1st case, weak applied field cannot create an electrical current because of the gap between the
energetic zones. The materials with such Fermi energy are insulators and semiconductors, whereby
16The so called Brilloin’s zones are usually used as unit cells of the reciprocal space corresponding to Voronoi polyhe-
drons in the r-space. The Brilloin’s zone can be constructed by the next procedure:
• connect a node of the reciprocal lattice with all its neighbours;
• construct planes which are perpendicular to each of these connections and divide them into two equal parts.
These planes form the Brilloin’s unit cell. It could be shown (is well-known, see any handbook of solid state physics) that
for 1D case, the length of the Brilloin’s zone is 2pi ~/a where a is the atomic spacing in 1D lattice.
17The zone occupation in metals exhibits a slight dependence on the temperature below the melting point.
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the difference is of the quantitative character and depends on the gap width. So the gap of diamond
is 6 to 7 eV whereas the gaps of silicon and germanium are 1.11 eV and 0.72 eV respectively. At
T = 0, all the crystals are insulators. At room temperature, the diamond is again an insulator while
silicon and germanium have some electrons in the conductivity zone.
In the 2nd case, any infinitesimally small field causes an electrical current. It is because the energy
levels within an energetic zone can be continuously filled and the valence electrons can absorb any
small energy portion. The crystals with a non-filled energetic zone are metals. All solids with odd
electrons per unit cell such as gold, aluminium, copper, silver are classified as metals. If the energy
zones are shared and the Fermi energy lies in this region, the solids with even number of electrons
could be metals. Examples of such metals are lead, arsenic and bismuth.
Three Types of metallic-typical Crystal Lattices
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Figure 1.6: The Face-Centered Cubic (A1) crystal structure; (a) 3D view with top, front and right projections;
(b) unit cell with primitive vectors
Most metals form the copper (Cu) structure (close-packed fcc for face-centered cubic), the tungsten
(W ) structure (bcc for body-centered cubic) and the magnesium (Mg) structure (close-packed hexag-
onal).
A lot of metals such as aluminium Al, nickel Ni, gold Au, silver Ag, α-cobalt Co, lead Pb and oth-
ers have the structural type of copper. Furthermore, there are intermetallic alloys with this structure
e.g. Au2 Pb or Cu2Mg. Fig. 1.618 depicts the copper structure. The unit cell of this structure is
face-centered cubic (fcc) and consists of 4 atoms. Each atom has 12 next neighbours that points at the
close-packed structure. The slip system is characterized by close-packed planes {111} and directions
< 110 > in these planes. The lattice parameter is labeled here as a. The primitive vectors a1, a2 and
18This figure and fig. 1.7 contain figures from the website of Naval Research Laboratory [65].
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Figure 1.7: The Hexagonal Close-Packed (A3) crystal structure; (a) 3D view with top, front and right projec-
tions; (b) unit cell with primitive vectors
a3 then depend on a in the following manner:
a1 =
a
2
ey +
a
2
ez
a2 =
a
2
ex +
a
2
ez (1.9)
a3 =
a
2
ex +
a
2
ey
Such metals as cadmium Cd, Be, titanium T i, cobalt Co, zinc Zn and a number of other metals as
well as an intermetallic alloys such as Ag Cd, AuCd, NiMo and so on have the magnesium-type
lattice. The hexagonal close-packed (HCP) structure is shown in fig. 1.7. The unit cell of HCP is
based on three translations, two of them lie in the close-packed layer and the third is perpendicular
to this layer. The angle between the first two primitive vectors is 120◦. The indicated primitive
translations can be represented as follows:
a1 =
a
2
ex +
a
√
3
2
ey
a2 = −a ex (1.10)
a3 = c ez
Here, a and c denote two lattice parameters. The unit cell can be divided into two trigonal prisms
whereby, one of them contains an atom in its center. Such type of unit cell contains two atoms per
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Figure 1.8: The Body-Centered Cubic (A2) crystal structure: unit cell with primitive vectors
cell. Each atom in HCP-structured metals has 12 next neighbours: 6 in the close-packed layer, three
in the upper and three in the lower layers. Plastic deformation in such crystals takes place in the
planes {0001} and in directions < 1120 >.
The tungsten-type structure (A2) is not related to a close-packed lattice. This type of lattice is typical
for metals with a high melting point such as Cr, Wd, Mo, Nb, α− Fe and a number of intermetallic
alloys, such as Ag Zn and CoAl. Each unit cell has 2 atoms; the coordination number for tungsten-
type crystals is 8. The highest packed {111}-planes and directions < 111 > in these planes define a
slip system of bcc crystals. The bcc unit cell is depicted in the fig. 1.8. The primitive vectors are
a1 = −a
2
ex +
a
2
ey +
a
2
ez
a2 =
a
2
ex − a
2
ey +
a
2
ez (1.11)
a3 =
a
2
ex +
a
2
ey − a
2
ez ,
whereby a is again the lattice parameter.
1.2.5 Nature of Repulsion
At very small separations, the short-ranged repulsive forces arising due to the overlapping of electron
hulls should be taken into account. These forces can be divided into groups related to exchange repul-
sion, hard core repulsion, steric repulsion and Born repulsion (for ions). There is no general equation
describing the distance dependence of repulsion but the three most useful potentials are known: the
hard sphere potential, the inverse power law potential and the exponential potential.
The hard sphere model mirrors the steeply rising repulsion at small separations obtained from exper-
iments and can be successfully applied in many cases, see e.g. Israelachvili [41], chapter 7. The hard
sphere repulsion is given by
Φhsrep(r) = +
[σ
r
]n
, n −→∞ (1.12)
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Two other potentials are given by (1.13) (inverse power law) and (1.14) (exponential Born-Meyer
repulsion). Whereas the inverse power law has a little theoretical motivation, the exponential law
describes the exchange nature of repulsion similar to covalent bonding.
Φinv p lrep (r) = +
[σ
r
]n
, n ∈ [9 , 16] (1.13)
Φexprep(r) = +Ae
− r
σ (1.14)
with adjustable constants σ and A. These two laws are more realistic since they consider compress-
ibility properties of atoms.
The electrostatic interaction is of both attractive and repulsive forms. The exponentially damped
Table 1.2: Types and nature of interatomic attraction and repulsion
Attraction
Type Coulomb Covalent van der Waals
Nature Electrostatics Exchange Interaction
(1st-order th.)
Dynamical Deformation of
Electron Hull (2nd-order th.)
Φ(r) −1/r − exp (−r) −1/r6
Chemical
Bonding
Heteropolar Homopolar Dispersion Forces
Example Ionic Crystals, e.g.
NaCl
Semiconductors, e.g. C,
Ge, Si
Solid Inert Gases, H2, HCl,
CH4, Organic Crystals
Repulsion
Type Coulomb Pauli
Nature Electrostatics Pauli’s
Exclusion Principle
Φ(r) 1/r or exp (−r)/r (Yukawa Potential) 1/r12 or exp (−r)
Coulomb potential with screening length σ is also known as Yukawa potential
ΦY ukrep (r) = +
Z1Z2 e
2
r
e
− r
σ (1.15)
where Z1 e and Z2 e are charges of the concerned particles. The potential (1.15) was originally intro-
duced to describe the nuclear interaction between protons and neutrons due to pion exchange. Note
that the Yukawa potential, in dependence on the sign of involved charges, can also describe a screened
coulomb attraction.
A short but important remark should be made at this place. Namely, the repulsive forces are mainly
responsible for melting whereas the attractive forces are mainly responsible for boiling, see e.g. Is-
raelachvili [41], chapter 7.
Finally, the table 1.2 brings together and systemizes all statements and definitions of this section.
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1.3 Modelling of Various Chemical Bonds
Now, after the nature of chemical bonds is discussed and dependence of these different bonding types
on the separation is stated, the citation at the beginning of this chapter should be recalled in the
reference to how the total energy of a crystal can be computed. The required microscopic energy
function Etot(rhosti , r
el
k ) should explicitly account for each atom i with coordinates r
host
i in the body
of interest. The 2nd group of arguments relk relates to the electronic degrees of freedom. Practically,
any total energy calculation is an approximation and therefore a simplification of the full microscopic
Hamiltonian opens the discussion. The simplifying approaches can be classified into three main
classes, see Phillips [73]:
• the electronic degrees of freedom are completely removed (pair potential, pair functional, an-
gular force schemes, cluster functionals):
Etotexact(r
host
i , r
el
k ) → Etotapprox(rhosti )
• the electronic degrees of freedom are accounted explicitly (tight-binding models):
Etotexact(r
host
i , r
el
k ) → Etotapprox(rhosti , relk )
• the electronic degrees of freedom are accounted implicitly in dependence of the total energy on
the electron density ρ(r) (density functional theory):
Etotexact(r
host
i , r
el
k ) → Etotapprox(rhosti , ρ(r))
1.3.1 The full Hamiltonian and its Series Expansion
According to Born-Oppenheimer approximation, the motion of electrons can be separated from mo-
tion of nuclei due to large difference between masses of electrons and nuclei. In terms of quantum
mechanics, it means that the wave function of the total system Ψ(rhosti , r
el
k ) can be represented as a
product of the electronic wave function ψ(reln ; r
host
i ) depending on the electronic degrees of freedom
and host degrees of freedom as fixed parameters and of the host wave function χ(rhosti ). Such repre-
sentation of the total wave function allows the formulation of two separate Schro¨dinger equations for
host atoms and for electrons:[
Hˆelkin + Hˆee + Hˆen
]
ψ(reln ; r
host
i ) = E
el ψ(reln ; r
host
i ) (1.16)[
Hˆhostkin + Hˆnn + E
el
]
χ(rhosti ) = E
host χ(rhosti ) (1.17)
Here, Hˆhostkin and Hˆ
el
kin describe the host and electronic kinetic energy respectively; Hˆee electron-
electron, Hˆnn nucleus-nucleus and Hˆen electron-nucleus interaction energies. Thereby, the effective
Hamiltonian of the host problem involves the energy Eel of electronic problem.
First, only the host hamiltonian should be discussed with the label host being omitted in the follow-
ing considerations for simplification. The host Hamiltonian Hˆ consists of three terms, two of them
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describe the potential energy of the host consisting of N atoms. These terms can be represented as a
sum over many-body contributions of different orders, see e.g. Martin [53, 54, 55]:
Hˆnn + E
el ≡ Φ(r1 , . . . , rN) = Φ0 +
N∑
i=1
Φ1(ri) +
1
2!
N∑
i=1
N∑
j=1
Φ2(ri , rj) + . . .
+
1
N !
N∑
i=1
N∑
j=1
. . .
N∑
n=1
ΦN (ri , rj . . . rn)
(1.18)
Here, the summation is so organised that all indices take different values. The terms Φ0 and Φ1 lie out
of interest. The 1st of the two reflects the choice of the zero level of energy and can be set to zero; the
2nd term is the mentioned above Eel and represents the potential energy of external field. Other terms
such as Φ2, Φ3 etc. describe the two-particle, three-particle, etc. interactions an should be discussed
here. An important property of the many-body Hamiltonian is the invariance under interchange of
any two particles. Furthermore, the Hamiltonian (1.18) is invariant under arbitrary translations and
rotations resulting in the reduction of the number of independent variables in Φ from 3N to 3N − 3
due to translation invariance. The rotation invariance reduces the number of variables again by three
for N > 2 and by two for N = 2, see Martin [53, 54, 55]. Apart from Φ2, which depends on only
one independent variable - separation between two particles, each further term has 3N − 6 variables.
Thus, Φ3 depends on 3 and Φ4 depends on 6 variables.
For non-directed bonds, it is sufficient to consider the only pairwise interactions whereas all higher-
order interactions can be neglected. The pairwise interactions are described by so-called pair poten-
tials discussed below.
1.3.2 Pair Potentials
To consider that time unknown intermolecular forces, the Dutch physicist J. D. van der Waals wrote
his famous state equation of gases and liquids in 1873
(P + a/V 2) (V − b) = RT ,
whereby the term a/V 2 describes the influence of these forces, which nowadays are known as van
der Waals forces. In 1903, Mie proposed a semiempirical interaction pair potential in the following
format:
Φ(r) = −A
rn
+
B
rm
(1.19)
This potential was a first one including both a repulsive and an attractive part. The celebrated
Lennard-Jones19 potential is a particular case of Mie potential with n = 6 and m = 12:
ΦLJ(r) = 4ε
[[σ
r
]12
−
[σ
r
]6]
(1.20)
whereby parameters σ and ε are explained in fig. 1.10 20. To describe the covalent bond, the Morse
19see Lennard-Jones [51]
20The spring constant of the harmonic potential has the following connection to the parameters ε and σ of the Lennard-
Jones potential:
c =
24 ε
σ2
[
26 · 2−14/6 − 7 · 2−8/6
]
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Figure 1.9: Left: Johannes D. van der Waals (1837 - 1923); right: Sir John Edward Lennard-Jones (1894 -
1954)
pair potential was proposed in 1929, see Morse [62]. This potential consists of the exponential
repulsion and attraction:
ΦMorse(r) = ε
[
e
2α(1− r
r0
) − 2 eα(1− rr0 )
]
(1.21)
with parameters ε, r0 and α. The behaviour of Morse potential is depicted in fig. 1.10. An adjustable
parameter α determines the range of the interparticle forces. If α decreases, the range of the attractive
part of the potential increases and softens the repulsive wall. The LJ potential has the same curvature
at the bottom of the well as the Morse potential when α = 6. The Morse potential has softer repulsion
than the Lennard-Jones potential. Note that covalent bond is strongly oriented and a description of
radial stretching is not sufficient to describe this bond.
A further Lennard-Jones-like pair potential is the Buckingham potential
ΦBuck(r) = Ae
α (1− r
r0
) − B
r6
(1.22)
consisting of more physical exponential Born-Meyer repulsion and the van der Waals attraction, see
fig 1.11 (a). Unfortunately, the exponent becomes smaller than the inverse power law at very short
ranges and the potential drops rapidly to minus infinity (so called Buckingham catastrophe), see fig.
1.11 (b). At these separations, the potential becomes unphysical. To bring the Buckingham and
the Lennard-Jones potentials to a common equilibrium distance r0 and to a common well depth ε, the
following connection between the Lennard-Jones parameters ε and σ and the Buckingham parameters
A, B and α have been derived:
A =
1
2
− ε , B = σ6 , α = 31
2
− ε (1.23)
All the pair potentials neglect the electronic contribution to the total energy and are related to the 1st
class of simplifying procedures characterised by
Etotexact(r
host
i , r
el
k ) → Etotapprox(rhosti )
As shown e.g. by Phillips [73], a quantum mechanical 2nd-order perturbation theory yields a total
energy correction which can be represented in the form of pair potentials depending on the coordinates
1.3. MODELLING OF VARIOUS CHEMICAL BONDS 25
0.25 0.3 0.35 0.4 0.45 0.5
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
PSfrag replacements
Harmonic Potential
r0
σ
Morse Potential
Lennard-Jones Potential
E
ne
rg
y,
n
N
·n
m
r
ε
Figure 1.10: Lennard-Lones (LJ) pair potential compared with the Morse (M) potential and a harmonic po-
tential c
(r − r0)2
2
− ε (dashed line). Common parameters of LJ and M potentials are ε i.e. the pair well depth
and the equilibrium separation r0 = σ 21/6, which results from the condition dΦLJ(r)/d r = 0. The 2nd
parameter of LJ potential σ is the separation, at which the interaction energy vanishes. For this example, the
values σ = 0.257 and ε = 0.171 are used. The 3rd parameter of M potential α is equal to 6 in this example so
that M potential has the same curvature at the bottom of the well as LJ potential.
rhosti of the host atoms. The calculation is based on the simple model of metal: a box containing
electrons and positive charged ions. The weak periodic field caused by the ionic host is viewed as a
perturbation of the gas of free electrons. Thereby, the 2nd-order correction of the total energy is given
by
∆Etot =
1
2
∑
i,j
Φeff (|ri − rj|) (1.24)
with an effective pair potential Φeff , which is a complicated integral expression depending on the
pseudopotential characterising the interaction of the valent electrons with the nuclei. By such a sim-
plifying approach, the dependence of the calculated total energy on the electronic degrees of freedom
is implicitly accounted in the form of a dependence on the mean electron density ρ¯:
Etotexact(r
host
i , r
el
k ) → Etotapprox(rhosti , ρ¯)
Reduction of the total energy in the modelling of metals by taking into account of only pairwise
interactions leads to the following discrepancies between theory and experiment:
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Figure 1.11: (a) The Buckingham and the Lennard-Jones potentials (dashed line). (b) The Buckingham
catastrophe: the Buckingham potential drops rapidly to minus infinity at short separations
• the bond strength is independent of the environment i.e. on the number of the next neighbours
of an atom;
• the computation of elastic modules using pair-potential-based total energy yields the classical
Cauchy relation C12 = C44 which is not valid in the general case;
• the formation energy of vacancies is always overestimated by pair potentials;
• the prediction of the inward relaxation of the outer layer of atoms at a metal surface yields
incorrect results 21
These failures of pair potentials have led to the development of such potentials where the local envi-
ronment of an atom is incorporated into the potential through many-body effects to produce a more
faithful description of the interatomic interactions.
1.3.3 Many-Body Potentials for Modelling of Covalent Bonds
To describe a material with a low coordination number and strong directed bonds (predominantly the
silicon Si), the Stillinger-Weber (SW) potential has been developed, see Stillinger and Weber [83].
This potential is based on a two-body and a three-body term:
Etot =
1
2
∑
i,j
Φ2(|ri − rj|) + 1
3!
∑
i,j,k
Φ3(ri, rj, rk) (1.25)
21The ratio of the vacancy energy, Evac, which is the energy needed to remove an atom from the bulk and place it on
the surface, to the cohesive energy, Ecoh, which is the energy of an atom in the bulk, is always overestimated by a pair
potential as it does not account for the effect of the local coordination environment at the vacancy on the bonding (for a
pair potential Evac ≡ Ecoh).
1.3. MODELLING OF VARIOUS CHEMICAL BONDS 27
The two-body term is discussed in the previous section. The tree-body term provides the dependence
of the total energy not only on the atomic separation but also on the bond angle, which has an equi-
librium value minimizing the total energy. Consequently, for the SW potential, the angular term has
the form
Φ3(ri, rj, rk) = h(rij, rik, θjik) + h(rji, rjk, θijk) + h(rki, rkj, θikj) (1.26)
with h(rij, rik, θijk) = λ eγ/(rij − a) eγ/(rik − a)
[
cos θijk +
1
3
]2
(1.27)
Here rij
.
= |ri− rj|, θjik is the angle formed by the ij bond and the ik bond, λ and γ are parameters.
Thus, the angular term is minimized for θ ≈ 109.47◦ corresponding to the tetrahedral bonding angle
of the diamond structure. This potential gives a rather realistic description of crystalline silicon.
However, it cannot predict the correct energies of the non-tetrahedral structures. Such potentials
using only geometrical features such as distances and bond angles as variables are also called force
fields and are successfully applied for prediction of structural and dynamical properties of organic
systems.
A further celebrated potential, which should be mentioned in this section is the Tersoff potential,
which is based on the assumption that the strength of a bond between two atoms is not constant, but
depends on the local environment, see Tersoff [90]. The total energy in this case looks like the pair
potential:
Etot =
1
2
∑
i,j
[Φr(rij) + bij Φ
a(rij)] , (1.28)
where Φa and Φr are the repulsive and attractive potentials of the form Ar e−λr rij and Aa e−λa rij
respectively. The coefficients bij are not constant and involve both the angular and environmental
dependence of the energy:
bij =
[
1 + βn
[∑
k 6=i,j
fc(rik) g(θijk)
]n ](−1/2 n)
(1.29)
Here, fc(r) is a cut-off function vanishing at distances close to the interaction or cut-off radius rc and
g(θ) has the form
g(θ) = 1 +
c2
d2
− c
2
d2 + (h− cos θ)2 (1.30)
On the one hand, the bond ij is weakened by the presence of other bonds ik involving atom i. On the
other hand, to create a realistic model, the angular terms are introduced. This potential has a broader
application field as the SW potential, but the main user problem is caused by number of functions
which should be fitted.
Besides these two potentials, the Modified Embedded Atom Method (MEAM) should be called
among advanced potentials providing realistic description of directed bonds. This potential is dis-
cussed in the following section.
The table 1.3 summarises discussed potentials.
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Table 1.3: Energetic Potentials for Modelling of Chemical Bonds
Pair Potentials
Name Usage Analytical Expression, Φ2(r)
Lennard-Jones van der Waals
interaction
4ε
[[σ
r
]12
−
[σ
r
]6]
Buckingham van der Waals
interaction
Ae
α (1− r
r0
)
− B
r6
Morse Covalent
interaction,
bond stretch
ε
e2α(1− rr0 ) − 2 eα(1− rr0 )

Many-Body Potentials
Name Usage Analytical Expression
Stillinger-
Weber
Covalent
interaction
Φ3(ri, rj, rk) = h(rij, rik, θjik) + h(rji, rjk, θijk) +
h(rki, rkj, θikj)
h(rij, rik, θijk) = λ e
γ/(rij − a) eγ/(rik − a)
[
cos θijk +
1
3
]2
Tersoff Covalent
interaction
1
2
∑
i,j
[Φr(rij) + bij Φ
a(rij)],
bij =
[
1 + βn
[∑
k 6=i,j
fc(rik) g(θijk)
]n ](−1/2 n)
1.3.4 Many-Body Potentials for Modelling of Metals
A number of approaches for realistic description of solids based on the so called first-principles or
quantum mechanical calculations has been developed in recent decades. These methods account for
the environmental dependence of the bond strength. Effective medium theory [42], Finnis-Sinclair
potential [29], glue models [25] and embedded atom method (EAM) [8] are known among others.
In this work, only the EAM has been applied and should therefore be overviewed in detail.
The EAM belongs to the so-called pair functionals and represents the 3rd class of simplifying ap-
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proaches where, as mentioned above
Etotexact(r
host
i , r
el
k ) → Etotapprox(rhosti , ρ(r));
Milestones of (M)EAM
The EAM is based on the earlier works of Hohenberg and Kohn [39] and Stott and Zaremba [84]. It
is dealt in [39] with a ground state of an interacting electron gas in an external field. Thereby, the
existence of a universal functional of the electronic density, which is independent of this external field
is proven, the general form of such functional is proposed and an explicit format is given for two
simple cases.
Based upon the Hohenberg-Kohn theorem, the energy of an atom embedded in a non-homogeneous
host electronic system has been treated in [84]. Thereby, the concept of so called quasiatom i.e. an
electrical neutral system consisting of the impurity ion together with the screening electron cloud has
been indroduced. The difference between the energy of a free ion and the energy of the ion embedded
in the electronic system has been then defined as the embedding energy.
The concept of the EAM appears explicitly for the first time in [7] in connection with an investigation
of brittle fractures in transition metal (Ni) in a presence of hydrogen. The idea of the quasiatom has
been generalised so that each atom in a solid was considered as an impurity embedded in the host
consisting of all other atoms. Thereby, the total energy of a crystal is given by a sum over all atomic
contributions:
Etot =
∑
i
Ei =
∑
i
[
Fi(ρi) +
1
2
∑
j 6=i
Φ(rij)
]
(1.31)
Here, the energy functional Fi is the embedding energy of Atom i in terms of [84]; rij is the distance
between atoms i and j and Φ(rij) is a pair potential describing possibly screened electrostatic inter-
action of the host atoms. It was obtained that the atomic contribution Ei = Ei(ri1, ri2, . . .) depends
only on separations between the atom i and all other atoms.
In this original paper, the embedding function FNi and the pair potential ΦNi−Ni as well as other
needed functionals and pair potentials have been obtained by fitting to some experimental data for Ni
such as the lattice constant, the elastic modules and the sublimation energy. The explicit format of
FH has been taken over by the work of Puska et al. [75]. The newly proposed in [7] method has been
systematically represented in [8] by the same authors.
Consequently, the embedding functions and the pair potentials for a variety of fcc-metals such as
Cu, Ag, Au, Ni, Pd, Pt and their alloys have been explicitly obtained in the following work [31].
Unfortunately, the attempt to describe the shear behaviour of the covalent crystals such as Si by using
the bond-angular-independent EAM potential led to a conflict with an experimental data related to
elastic constants. In particular, it has been obtained that
• C11 = C12 whereas this is not valid for Si;
• C12 − C44 > 0 whereas it should be negative.
The first discrepancy can be eliminated by involving more than only the next neighbours of an atom
into its interaction sphere. The second one is related to the bond orientation and has been overcome by
introduction of the angular-dependent electron density. This revised approach is known as modified
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embedded atom method (MEAM), see Baskes [4], Baskes et al. [10], Baskes [5]. This last work is
of a special importance since it summarises the theory and contains parameters for 26 elements: ten
fcc, ten bcc, three diamond cubic, three gases. However, this extension is of an empirical character
and cannot be captured within any theory. The MEAM for hcp metals appeared two years later, see
Baskes and Jonson [9]
The MEAM has been developed under consideration that only the first next neighbours of an atom
should be accounted. This proposition requires an introduction of a cut-off or screening function
which changes the behaviour of the potential as well as its derivatives (at least the 1st one) so that
they become smoothly zero at the predefined cut-off radius and the unphysical forces due to the
cut-off procedure do not appear. Such screening functions have been firstly introduced in [5], but
as shown in the more recent publication of Baskes [6], it leads to infinite forces. A new suitable
screening function has been introduced in this recent paper. Moreover, a new functional dependence
of the electron density on the angular terms has been proposed in this work. Thus, [5] should be used
as a source of the MEAM potential for implementation, whereby all needed material parameters are
listed there.
Further modification of the MEAM is related to the failure of this approach in some applications
to bcc metals. This failure is connected only with the above mentioned consideration of the 1st
next neighbours. The MEAM enhanced by taking the 2nd nearest neighbours into account has been
developed for Fe by Lee and Baskes [49] and extended for a number of other bcc metals by Lee et al.
[50]. A discussion of this enhancement lies outside this work.
Current Formulation of (M)EAM
To finish the overview of (M)EAM, the explicit format of the discussed potential should be given.
The full expression for MEAM potential involving the possibility to consider a system with a dif-
ferent types of atoms is rather complicated and it seems to be purposeful to refer the reader to the
works [5] and [6] mentioned above, in which this potential is given. In the present work, the only
atomic-separation-dependent EAM potential for a monoatomic system of fcc type has been used and
therefore, only this simplified (but complicated enough!) case should be represented here.
Thus, the contribution Ei of atom i to the total energy (1.31) has a format, see [5]
Ei =
1
Z
Z∑
j=1
j 6=i
Eu(rij) +
F ( ρ
Z
)
− 1
Z
Z∑
j=1
j 6=i
F
(
ρ0(rij)
Z
) (1.32)
Here Eu is the energy of an atom in the reference structure and is given by a universal energy function
Eu(r) = −ε
(
1 + α
[
r
r0
− 1
])
e
−α
[
r
r0
− 1
]
(1.33)
The embedding function F is the energy needed to embed an atom into the background electron
density ρ at site of this atom and is a simple function of the electron density ρ:
F (ρ) = Aε ρ ln ρ (1.34)
1.3. MODELLING OF VARIOUS CHEMICAL BONDS 31
ρ is the background electron density actually seen at the atom i and is an additive value consisting of
the contributions of the atomic electron densities, see Herman and Skillman [37]:
ρ =
∑
j 6=i
ρ(0)(rij) (1.35)
ρ0 (do not confuse ρ0 with ρ(0)!) is the background electron density of the atom i in the reference
structure:
ρ0 = Z ρ(0) , (1.36)
whereby the spherical-averaged electron density ρ(0) of an atom decays exponentially with the inter-
atomic separation:
ρ(0) = e
−β(0)
[
r
r0
− 1
]
(1.37)
The following parameters have been introduced here: the sublimation energy ε; the equilibrium
nearest-neighbour distance r0; the number of nearest neighbours Z; the exponential decay factor
for the universal energy function α; the scaling factor for the embedding energy A; the exponential
decay factor for the atomic densities β(0). By substituting (1.33)-(1.37) into (1.32), an explicit form
of the EAM potential as a function of atomic separations can be obtained:
Ei =− ε
Z
Z∑
j=1
j 6=i
(
1 + α
[
rij
r0
− 1
])
e
−α
[
rij
r0
− 1
]
+ Aε

 Z∑
m=1
m6=i
e
−β(0)
[
rim
r0
− 1
]
/Z
 ln
 Z∑
k=1
k 6=i
e
−β(0)
[
rik
r0
− 1
]
/Z

+
1
Z
Z∑
j=1
j 6=i
β(0)
[
rij
r0
− 1
]
e
−β(0)
[
rij
r0
− 1
]
(1.38)
Remark 1.1. In [49], another definition of the embedding function has been used:
F (ρ) = Aε (ρ/ρ0) ln (ρ/ρ0)
It means that the electron density has been scaled other than in [5]. Note that ρ0 = Z ρ(0)(r0) = Z
for fcc or bcc structures. Thus, the change of scaling is irrelevant to monoatomic fcc structure being
treated in this work.
To obtain the shape of EAM potential, consider only two interacting atoms of the same type. In this
case, (1.38) results in
ΦEAM(r) = −ε
[
1 + α
[
r
r0
− 1
]]
e
−α
[
r
r0
− 1
]
(1.39)
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where ε is a sublimation energy, r0 is an equilibrium separation and α is an exponential decay factor.
Fig. 1.12 shows the behaviour of this function together with its 1st derivative
(
ΦEAM(r)
)′
=
ε α2
r0
[
r
r0
− 1
]
e
−α
[
r
r0
− 1
]
(1.40)
Here, the following parameters of Al are used: ε = 3.58eV , r0 = 2.86
◦
A, α = 4.61.
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Figure 1.12: The EAM potential for two interacting atoms of the same type and its 1st derivative. Here, the
parameters of Al ε = 3.58eV , r0 = 2.86
◦
A, α = 4.61 are
Chapter 2
Continuum-Atomistic Constitutive Modelling
One of the key questions ... is how best to rec-
oncile microscopic descriptions, which are pre-
sumed to represent the true mechanistic under-
pinnings of a given process, and phenomeno-
logical descriptions, whose aim is to capture the
essential physics of a particular process, and
to use this reduced description as a predictive
tool.
Rob Phillips, “Crystals, Defects and Mi-
crostructures”
2.1 Atomistic Constitutive Modelling
To set the stage and to introduce several definitions, we start with a short review of the direct atomistic
approach, whereby we restrict ourselves to classical lattice statics. For an overview on different
approaches towards nanomechanics, we refer to Ortiz and Phillips [70]. We consider a crystallite
body consisting of N interacting atoms. The kinematics are then typically represented by the distance
vectors between two atoms labeled i and j, i.e. Rij and rij in the material and spatial configuration,
respectively
Rij = Ri −Rj rij = ri − rj with rij = |rij| (2.1)
The position vectors Ri and ri in both configurations are connected by the non-linear discrete map
ϕi(Ri), see fig. 2.1. Assume that the total internal energyE int of the crystal lattice can be represented
as a sum over all atomic contributions as in (1.31).
Eint =
∑
i
Ei (2.2)
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Figure 2.1: Material C0 and spatial Ct crystal lattice configuration
whereby, in general, Ei depends on the coordinates of all N atoms in the lattice:
Ei = Ei(ri1 , ri2 , . . . , riN) .
The derivative of the total internal energy E int with respect to the position vector ri of the i−th atom
then yields the force f i acting on this particular atom due to the interactions with all other atoms
f i = −Eint,ri =
∑
j 6=i
f ij with f ij = −
Ei,rij + Ej,rji
rij
rij . (2.3)
If the pair potentials Φ(r) are applied for the description of the interatomic interaction, the atomic
contribution Ei has a format
Ei =
1
2
∑
j 6=i
Φ(rij) ≡ 1
2
∑
j 6=i
Φij (2.4)
The force f ij then has an explicit dependence on the pair potentials:
f ij = −
Φ′ij
rij
rij (2.5)
whereby the comma denotes partial differentiation and the prime (•)′ denotes the derivative of (•)
with respect to rij , see e.g [1], eq. (5.2). Consequently, f ij represents the force acting on the atom i
due to atom j, see fig. 2.2. This relation represents the underlying constitutive law of classical latticePSfrag r placements
j
rj
ri
rij
i
f ij f ji
Figure 2.2: Definitions of the distance vectors rij and the interaction force f ij
statics based on only pairwise interactions. Please note that here the summation convention is not
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adopted to quantities related to atomistics. The principle of the minimum of the total potential energy
representing the global equilibrium results locally in the equilibrium at each atom
Etot = Eint + Eext −→ min
ri
⇐⇒
∑
j 6=i
f ij + f
ext
i
.
= 0 (2.6)
with the external force f exti acting on the atom i. Within an iterative solution strategy, the second
derivative of the total energy Etot with respect to rj is needed. This results in the atomic level
stiffness kij . If the atomic contribution Ei is again a function of the coordinates of all atoms, kij
takes the format
kij
.
= −Eint,rirj = k(0)ij +
∑
m6=i
m6=j
k
(m)
ij , i 6= j (2.7)
with the following notions:
k
(0)
ij
.
=
Ei,rij + Ej,rji
rij
I +
[
Ei,rijrij + Ej,rjirji
r2ij
− Ei,rij + Ej,rji
r3ij
]
rij ⊗ rij (2.8)
and
k
(m)
ij
.
=
Ei,rijrim + Ej,rjirmi
rimrij
rij ⊗ rim . (2.9)
Here, Ei,rijrim denotes the 2
nd derivative of Ei with respect to rij and rim:
Ei,rijrim
.
=
∂2Ei
∂rij ∂rim
=
∂Ei,rij
∂rim
.
It is remarkable that the diagonal elements kii of the total atomic level stiffness tensor can be repre-
sented as a sum over the corresponding off-diagonal elements kij
kii = −Eint,riri = −
∑
j 6=i
kij. (2.10)
In the case of pair potentials, Ei takes the format (2.4) and Ei,rijrim = 0 for each m so that all k
(m)
ij
vanish and the atomic level stiffness can be rewritten as
kij =
Φ′ij
rij
I +
[
Φ′′ij
r2ij
− Φ
′
ij
r3ij
]
rij ⊗ rij , i 6= j (2.11)
The bandwidth of the atomic level stiffness is thereby related to the interaction or cut-off radius rc.
2.2 1st– Order Hyperelastic Continua
In this section, we give a short description of the continuum mechanics framework. In this approach,
the body is defined by a collection of material points. The non-linear deformation map ϕ(X) relates
the material placementX to the spatial placement x = ϕ(X), see fig. 2.3. Thereby, the deformation
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Figure 2.3: A non-linear mapping in the continuum modelling. A line, area and volume
elements in both material and spatial configurations are shown.
gradient F defines a linear tangent map and is given by the two-point tensor
F
.
=
∂ϕ(X)
∂X
≡ ∇X ϕ (2.12)
By virtue of the continuity of both configurations, the mapping should be unique with the consequence
for the determinant F :
detF 6= 0 .
The deformation gradient transforms a linear element dX in the material configuration B0 into a
linear element dx in the spatial configuration Bt:
dx = F · dX. (2.13)
For the transformations of an area element and of a volume element depicted in fig. 2.3, the following
rules are valid 1:
da .= n da = detF · F −t ·N dA .= detF · F−t · dA (2.14)
dv = detF dV (2.15)
Then for hyperelastic material response, the strain energy W0 per unit volume in the material con-
figuration is a function of the deformation gradient F and the position vector X in the material
configuration, i.e.
W0 = W0(F ;X) (2.16)
Note that the dependence ofW0 onX corresponds to the subscript i of the ith atom’s energy within the
atomistic approach. The strain energy is usually phenomenologically defined based on an appropriate
set of invariants of the right Cauchy-Green tensor C = F t · F . Based on this classical set-up, the
constitutive law results from the first derivative of the strain energy with respect to the deformation
gradient and renders the first Piola-Kirchhoff stress tensor P , which is again a two-point tensor
P
.
=
∂W0
∂F
(2.17)
1The rule (2.14) is due to Nanson, see e.g. Ogden [68].
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We new reiterate the well known derivation of the equilibrium equations of a 1st-order hyperelastic
continuum and the corresponding boundary conditions in the usual way by minimisation of the total
potential energy
Etot =
∫
B0
W0(F ) dV + E
ext → min (2.18)
with the potential Eext of the external forces
Eext = −
∫
B0
b0 ·ϕ dV −
∫
∂B0
tP0 ·ϕ dA, (2.19)
whereby b0 is the body force and tP0 is the nominal surface traction in the material configuration. In
what follows “:” denotes a double contraction of rank-two tensorsP andF , i.e. PiJ FiJ . According to
the classical approach in the calculus of variations (see next chapter), the 1st variation of Etot should
vanish to fulfill (2.18):
δEtot = δ
∫
B0
W0(F ) dV + δE
ext
=
∫
B0
∂W0
∂F
: ∇X δϕ dV −
∫
B0
b0 · δϕ dV −
∫
∂B0
tP0 · δϕ dA = 0
(2.20)
Note that this equation is also known as a weak formulation of an equilibrium with the virtual dis-
placement δϕ as a test function.
After application of partial integration and making use of the Gauss theorem, eq. (2.20) yields the
familiar local equilibrium equations with the conventional Neumann-type boundary conditions in the
well-known format
DivP + b0 = 0 in B0 (2.21)
P ·N = tP0 on ∂B0 (2.22)
with the material surface normalN to ∂B0. Here, the operator Div denotes the corresponding diver-
gence operation with respect to the material coordinatesX .
Finally, linearisation of the stress tensor yields the 4th-order tangent operator L, which relates the
increment in P to the increment in F
L =
∂2W0
∂F ⊗ ∂F with dP = L : dF (2.23)
The pull-back operation applied to P or L yields the 2nd Piola-Kirchhoff stress tensor
S
.
= F−1 · P
and the tangent operator denoted C1 . A direct calculation yields the connection between L and C1:
C1 = F−1 · L :
[
F−t⊗ I] , L = F ·C1 : [F t⊗ I] (2.24)
or in the component representation:
(C1)MJPL = (F
−1)iM LiJkL (F−1)kP , LiJkL = FiM (C1)MJPL FkP .
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On the other hand, an analogous calculation leads to the connection between L and
C .= 2
∂S
∂C
, dS = C :
1
2
dC
which relates an increment in S to the increment in the right Cauchy-Green tensorC .= F t · F :
C = F−1 · L : [F−t⊗ I]− [F−1 · F−t]⊗S , L = F ·C : [F t⊗ I]+ I ⊗S (2.25)
or in the component representation:
CMJPL = (F
−1)Mi LiJkL (F−1)Pk − (F−1)Mi(F−1)PiSLJ , LiJkL = FiM CMJPL FkP + δikSLJ .
The comparison of (2.24) with (2.25) yields a connection between C1 and C:
2
∂S
∂C
= C = C1︸︷︷︸
p.b.(L)
− [F−1 · F−t]⊗S (2.26)
or by components:
CMJPL = (C1)MJPL−(F−1)Mi(F−1)PiSLJ = (F−1)Mi LiJkL (F−1)Pk−(F−1)Mi(F−1)Pi(F−1)LjPjJ .
Analogously, the push-forward operation yields the Kirchhoff stress tensor
τ
.
= P · F t
and the corresponding tangent operator E1, see Steinmann [81]:
E1 = [I ⊗F ] : L :
[
I ⊗F t] (2.27)
or in the component representation:
(E1)ijkl = FjN LiNkP FlP
In contrast to the push-forward operation, the linearisation of τ yields another tangent operator E2
which determines the relative (Lie-type) sensitivity Lτ .= F · dS · F t of τ in terms of the relative
(Lie-type) increment Lg .= F−t · dC ·F−1 of the spatial metric g = F−t ·C ·F−1, see Miehe [57]:
Lτ = E2 : 1
2
Lg
The connection between E1 and E2 is given by, see Steinmann [81]:
2
∂τ
∂g
= E2 = E1︸︷︷︸
p.f.(L)
−I ⊗ τ (2.28)
or by component representation:
(E2)ijkl = (E1)ijkl − δikτjl = FjN LiNkP FlP − δikPjMFlM
Note that E2 is a push-forward of C:
E2 = [F ⊗F ] : C :
[
F t⊗F t] (2.29)
or in the componentwise representation, see Miehe [57]:
(E2)abcd = CABCDFaAFbBFcCFdD
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2.3 1st– Order Cauchy-Born Rule
Next, we pursue a description of the mixed continuum-atomistic approach mentioned above, which
is e.g. employed among other, more sophisticated concepts by Shenoy et al. [78], Tadmor [88],
Tadmor et al. [69]. The key idea here is to replace the phenomenological macroscopic strain energy
Figure 2.4: Augustin-Louis
Cauchy (1789-1857), on the left,
and Max Born (1882-1970)
density W0 per unit volume in the material configuration by appropriate atomistic potentials. This
step allows the natural consideration of a real crystal structure with the appropriate anisotropic energy
density in the setting of continuum mechanics. In the sequel, we will denote this hybrid model as
the continuum-atomistic model. Thereby, the important step is to find a correspondence between
an atomistic energy function Ei and a specific strain energy density W0. By the assumption that the
individual atomic contributions to the total energy can be defined and that the energy of each atom i
is uniformly distributed over the volume Vi of its Voronoi polyhedron in fig. 2.5, see Tadmor [88],
both energies can be related as follows
W0
.
=
Eint
N Vi
=
1
N Vi
N∑
i=1
Ei(ri1, . . . , riN) = W0(ri1, . . . , riN) (2.30)
The remaining problem is now to establish a relation between the continuum deformation and the
atomic distance vectors. Here, we shall follow the Cauchy-Born rule (CBR), which is denoted as
the 1st-order CBR. The 2nd-order CBR is related to the higher-order theory and is stated in the last
chapter of the present work.
The conceptual idea here is to consider homogeneous deformations of an infinite representative
crystallite, whereby the kinematical relation is given by the 1st-order Cauchy-Born rule. In 1828-
1829, Cauchy [17, 16, 19, 18] supposed that the gross motion corresponds to the atomic motion in a
solid during the deformation. In 1915, Born [13, 14] generalized this hypothesis by assumption an
additional relaxation of inner microstructure. The inner relaxation is used e.g. in the already cited
works of Martin [53, 54, 55] and is also a main subject of chapters 4 and 5 in the present work.
In the mathematical expression of the Cauchy-Born-Rule is assumed that the lattice vectors r ij of the
spatial configuration result from the correspondingRij in the material configuration by the application
of the local deformation gradient F = ∇X ϕ (which in general varies withX), see fig. 2.5,
rij = F ·Rij (2.31)
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Figure 2.5: The 1st-order Cauchy-Born rule for the case of homogeneous deformation
The strain energy densityW0 defined in (2.30) then depends only on relative distances rij between the
atom i and all other atoms and can formally be represented as a function of the deformation gradient
and the fixed distance vectorsRij in the material configuration
W0 = W0(ri1, . . . , riN) = W0(|F ·Ri1|, . . . , |F ·RiN |) = W0(F ) (2.32)
Here, the constant distance vectorsRij in the material configuration are given and depend only on the
underlying geometrical crystal lattice structure. Thus, each point of the continuum is modeled by an
infinite crystal, which deforms homogeneously. In practice, the cut-off radius rc of the pair potential
limits the extension of that part of the crystal that has to be considered, see again fig. 2.5. For the
case of the homogeneous deformation, the energies Ei of all atoms are equivalent, and the expression
(2.30) obtains a more simple format:
W0 =
1
N Vi
N Ei(ri1, . . . , riN) =
Ei(ri1, . . . , riN)
Vi
= W0(ri1, . . . , riN) (2.33)
Thus, in this case, the energy of only one atom of lattice is sufficient to compute the strain energy
density in the entire lattice. Moreover, for the case of pair potentials, W0 can be expressed in terms of
interatomic pairwise interactions:
W0 =
1
2Vi
∑
j 6=i
Φij (2.34)
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The constitutive law given by eq. (2.17) results under consideration of (2.30)-(2.32) in the following
explicit format 2 :
P =
1
N Vi
∑
i
∂Ei
∂F
=
1
N Vi
∑
i
∑
j 6=i
∂Ei
∂rij
∂rij
∂F
=
1
N Vi
∑
i
∑
j 6=i
Ei,rij
rij
rij ⊗ Rij
=
1
N
∑
i
1
2Vi
∑
j 6=i
Ei,rij + Ej,rji
rij
rij ⊗ Rij = 1
N
∑
i
1
2Vi
∑
j 6=i
f ji ⊗ Rij ≡
1
N
∑
i
P i
(2.35)
with the interatomic force f ji = −f ij introduced in (2.3) and the notation
P i
.
=
1
2Vi
∑
j 6=i
f ji ⊗ Rij . (2.36)
As a consequence, the appropriate push-forward, i.e. the spatial Kirchhoff stress features the expected
symmetry properties:
P : ∇Xδϕ = [P · F t] : ∇xδϕ =
[
1
2N Vi
∑
i
∑
j 6=i
f ji ⊗ rij
]
: ∇xδϕ . (2.37)
In the case of the homogeneous deformation provided by the standard Cauchy-Born rule,
P =
1
N
NP i = P i . (2.38)
Likewise, the 4th-order tangent operator L relating the material rate of P to the material rate of F
takes the format
L .=
∂2W0
∂F ⊗ ∂F =
1
N
∑
i
∂P i
∂F
≡ 1
N
∑
i
Li (2.39)
with the following definition of the “local” tangent Li:
Li
.
=
∂P i
∂F
.
An explicit expression for Li can be obtained simply by using (2.36) and considering (2.8) and (2.9)3:
Li =
1
2Vi
∑
j 6=i
k(0)ij ⊗ [Rij ⊗Rij] +∑
m6=i
m6=j
k
(m)
ij ⊗ [Rij ⊗Rim]
 (2.40)
2A more implicit format of the constitutive law without resorting explicitly to the atomistic interaction forces can be
found e.g. in [88].
3The non-standard dyadic product⊗ emerging in (2.40) is introduced here for 2nd-order tensorsA, B andC as
[A⊗B] : C = A ·C ·Bt or [A⊗B]ijkl .= Aik Bjl
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Under consideration of pair potentials, (2.40) can again be simplified since all k(m)ij vanish in this
case:
Li =
1
2Vi
∑
j 6=i
kij ⊗ [Rij ⊗Rij] (2.41)
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Figure 2.6: Application of the 1st-order Cauchy-Born rule: simple shear deformation characterised by shear
number γ and by a deformation gradient F = I + γe1 ⊗ e2 applied to the material lattice configuration (on
the left). The circles with radius rc on the right (spatial lattice configuration) contain the next neighbours of
the middle atom and are called cut-off circles. Due to the Cauchy-Born rule, they form various stretched and
rotated ellipses in the material configuration similar to the Cauchy stretch ellipsoid in the classical theory of
elasticity. Here, r0 denotes the lattice constant.
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with kij ≡ k(0)ij . For the case of the homogeneous deformation, the “global” tangent L and the “local”
tangent Li are equal:
L =
1
N
NLi = Li . (2.42)
It is remarkable that the quantities, which are defined for the underlying atomistic model show up
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Figure 2.7: Application of the 1st-order Cauchy-Born rule: uniaxial extension characterised by stretch λ and
by a deformation gradient F = I + [λ − 1]e2 ⊗ e2 applied to the material lattice configuration (on the left).
The circles with radius rc on the right (spatial lattice configuration) contain the next neighbours of the middle
atom and are called cut-off circles. Due to the Cauchy-Born rule, they form various stretched ellipses in the
material configuration. Here, r0 denotes the lattice constant.
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in a simple format in the relations for P and L, thus reflecting the atomistic features in the continuum
setting.
Fig. 2.6 and 2.7 show an application of the 1st-order Cauchy-Born rule for a simple shear deformation
and for a uniaxial extension. The same material lattice configuration C0 is shown on the left. On the
right are shown spatial lattice configurations Ct for different values of the shear number γ (fig. 2.6) or
of the stretch λ (fig. 2.7). The circles with radius rc on the right (spatial lattice configuration) contain
the next neighbours of the middle atom and are called cut-off circles. Due to the Cauchy-Born rule,
they form various stretched and rotated ellipses in the material configuration .
In practical applications, the cut-off or interaction radius must be chosen to reduce the summation
over all atoms to a summation over the next neighbours only. The choice of this radius depends on
the used potential: an interatomic interaction on the separations greater than rc should be negligible
in comparison to the interaction within the cut-off circle. If this requirement is not fulfilled as e.g. in
the case of EAM potential accounting only the first next neighbours, a screening function should be
introduced to bring the truncated potential smoothly to zero, see Baskes [6]. If the energy does not
smoothly reach zero at the cut-off radius, pure numerical forces arise and the solver can become very
unstable, see Tadmor [88]. It is important that such a screening function also brings the first derivative
of the energy to zero at rc.
Fig. 2.8 explains the choice of rc in the case presented here. The upper figure depicts a strain energy
density W0 computed according to (2.32) for the simple shear deformation with the cut-off radius
rc = n r0 for different integer scaling factors n = 1, 5. It is easy to recognise that the energy con-
verges to a constant value with the increasing n. The difference between the energy curve with n = 12
(denoted as W (12)0 ), which is not shown here and the curve with n = 5 (denoted as W
(5)
0 )is negligible
in comparison to the difference between W (5)0 and W
(3)
0 , see the lower diagram in fig. 2.8. Thus,
rc = 5r0 is chosen as the cut-off radius. However, for more complicated applications, n = 3 has been
used for the sake of efficiency.
As expected, the Cauchy-Born strain energy density W0 shows a periodical behaviour for the simple
shear deformation due to the implemented lattice periodicity. It becomes possible due to the com-
putation of the actual neighbours contained in the cut-off sphere after each load increment. Fig. 2.9
displays again the strain energy density W together with the components of the Kirchhoff stress ten-
sor τ = P · F t. Note that the parameters ε and σ of the Lennard-Jones potential are chosen under
requirement of the stress-free material configuration so that all stress components vanish at F = I .
The Cauchy-Born rule naturally considers atomic features of the crystal such as the lattice symmetry.
The influence of the underlying crystal orientation on the computed strain energy density and the
components of the Kirchhoff stress tensor is shown in fig. 2.10. Here, the same simple shear defor-
mation with the shear number γ running from zero to 3 is applied to two different material lattice
configurations: one oriented as in the previous figures and another one rotated by 30◦ with respect to
the 1st one. The upper figure then shows a different behaviour of the strain energy density and the
shear component of the Kirchhoff stress tensor .
Thus, an application of the 1st-order Cauchy-Born rule provides a macroscopic material law, which
contains implicitly all atomic features considered in the corresponding microscopic model. Unfortu-
nately, the Cauchy-Born rule may be applied only within a relatively narrow band of the admissible
deformations close to identity. The failure of the Cauchy-Born rule and the methodology to overcome
this failure phenomena is discussed in detail in the next two chapters.
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Figure 2.8: The choice of the cut-off radius. A strain energy density computed according to (2.32) for the
simple shear deformation with the cut-off radius rc = n r0 for different integer scaling factors n = 1, 5. The
strain energy density converges to a constant value with the increasing n.
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Figure 2.9: The strain energy density W and the components of the Kirchhoff stress tensor τ = P ·F t display
a periodic behaviour due to the computation of the actual neighbours contained in the cut-off sphere after each
load increment
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Figure 2.10: The influence of the crystallite orientation on the strain energy density and the Kirchhoff stress
tensor.
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2.4 Scale Transition: Continuisation and Homogenisation
The 1st-order Cauchy-Born rule can be viewed as a simple kind of averaging when all atoms in the
spatial lattice configuration follow the prescribed macroscopic deformation F¯ . In this section, the
result (2.36) is obtained from the main principle of the homogenisation i.e. from the equivalence
of the virtual macro and micro power, see Hill. Furthermore, it is proven that the Cauchy-Born
deformation on the boundary also follows from this principle.
A short overview of the continuous homogenisation should be represented in this section for a better
understanding.
2.4.1 Continuous homogenisation
The aim of the homogenisation is to average local field values such as the 1st Piola-Kirchhoff stress
tensorP or the deformation gradient F over a sufficient inhomogeneous body of interest to obtain the
homogenised values P¯ and F¯ respectively. The connection between the local and the homogenised
field values is given by assuming
F¯ =
1
V0
∫
B0
FdV P¯ =
1
V0
∫
B0
P dV (2.43)
with the volume V0 of the material configuration. The power requirement mentioned above is given
by
Wmacro =Wmicro ⇒ P¯ : ˙¯F .= 1
V0
∫
B0
P : F˙dV (2.44)
For further considerations, the following two identities are needed:
Div(ϕ⊗ I) = Gradϕ · I t +ϕ⊗ DivI = F · I +ϕ⊗ 0 = F (2.45)
Div(X ⊗ P ) = GradX · P t +X ⊗ DivP = I · P t +X ⊗ 0 = P t (2.46)
Here, the equilibrium condition (2.21) is used; Div ≡ ∇X · (•) and Grad ≡ ∇X(•) denote the usual
differential operations of divergence and gradient with respect to the material configuration. By using
these identities and the Gauss theorem, the volume integrals in (2.43) can be easily transformed in the
area integrals:
F¯ =
1
V0
∫
B0
Div(ϕ⊗ I)dV = 1
V0
∫
∂B0
ϕ⊗ I ·NdA = 1
V0
∫
∂B0
ϕ⊗NdA (2.47)
P¯ =
1
V0
[∫
B0
Div(X ⊗ P )dV
]t
=
1
V0
∫
∂B0
[P ·N ]⊗XdA ≡ 1
V0
∫
∂B0
T ⊗XdA (2.48)
whereN is the normal vector to the micro-scale material configuration and T .= P ·N is the traction
in the material configuration. Recall that for a 2nd-order tensor σ and for a vector a the following
transformation is valid:
Div(σ · a) = Divσt · a + Grada : σt (2.49)
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Now, from the power requirement (2.44) under consideration of (2.47)-(2.49) follows
P¯ : ˙¯F =
1
V0
∫
B0
P : Div(ϕ˙⊗ I) dV = 1
V0
∫
B0
P : Gradϕ˙ dV
=
1
V0
∫
B0
[
Div(P t · ϕ˙)− DivP · ϕ˙] dV = 1
V0
∫
B0
Div(P t · ϕ˙) dV
=
1
V0
∫
∂B0
P t · ϕ˙ ·N dA = 1
V0
∫
∂B0
T · ϕ˙ dA
(2.50)
On the other hand
P¯ : ˙¯F =
[
1
V0
∫
∂B0
T ⊗X dA
]
: ˙¯F =
1
V0
∫
∂B0
T ⊗X : ˙¯F dA = 1
V0
∫
∂B0
T · ˙¯F ·X dA (2.51)
Finally, the comparison of the right-hand parts of (2.50) and (2.51) yields the desired result:
j
-e
L
L
L
L
L
L
L
LL








e
L
L
L
L
L
L
L
LL








'
&
$
%
'
&
$
%
ϕ
F¯ , P¯
B¯0 B¯t
Macro Scale
hh
hh
h
hh
hh
h
hh
hh
h
hh
hh
h
hh
hh
h
hh
hh
h
hh
hh
h
hh
hh
h
hh
hh
h
hh
hh
h'
&
$
%
'
&
$
%
B0 Bt
Micro Scale
Figure 2.11: A non-homogeneous micro scale and a homogenised macro scale.
∫
∂B0
T · [ϕ− F¯ ·X] dA .= 0 (2.52)
Last equation states that the power requirement is satisfied for
1. the periodicity on ∂B0;
2. ϕ = F¯ ·X in B0;
3. ϕ = F¯ ·X on ∂B0.
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Similar to the continuous case, the homogeneous Cauchy-Born boundary conditions have been de-
rived in this section using a discrete analog of (2.43) and (2.44). In general, the application of the
Cauchy-Born rule can be devided into two global steps: the continuisation i.e. the transition from a
discrete representative volume element (RVE) to a continuous non-homogeneous RVE (discrete mi-
cro scale ⇒ continuous micro scale) and the homogenisation i.e. the transition from a continuous
non-homogeneous RVE to a continuous homogeneously deformed body (continuous micro scale⇒
continuous macro scale). Such averaging strategy is displayed in the fig. 2.12. Both the continuisation
and the homogenisation are discussed below.
2.4.2 Continuisation
The continuisation is represented by the lower part of the fig. 2.12. This procedure states the connec-
tion between the discrete atomistic features such as the interatomic forces f ij and the relative atomic
separations rij, and the continuous local field values such as the 1st Piola-Kirchhoff stress tensor P i
and the deformation gradient F i which are constant in the next environment of the atom i. The power
requirement in this case provides the power equivalence of the discrete and continuous system at the
micro level:
Wcontimicro =Wdiscretemicro ⇒
1
V0
∑
i
P i : F˙ i Vi
.
=
1
2V0
∑
i
∑
j 6=i
f ji · r˙ij . (2.53)
For the continuous micro system, the volume integral is replaced by the sum over all cells in the
discrete RVE. It is easy to prove that the Cauchy-Born rule is necessary for (2.53) in the whole
discrete lattice system i.e.
ri = F¯ ·Ri ∀Ri ∈ C0 ∪ ∂C0 ⇔ F i = F¯ ∀ i = 1, N , (2.54)
where N is the number of atoms in the discrete lattice RVE. Indeed, if (2.54) is valid, the right-hand
side of (2.53) can be transformed as shown below:
P i : F˙ i =
1
2Vi
∑
j 6=i
f ji · r˙ij =
1
2Vi
∑
j 6=i
f ji ·
[
˙¯F ·Rij
]
=
1
2Vi
∑
j 6=i
[
f ji ⊗Rij
]
: ˙¯F =
[
1
2Vi
∑
j 6=i
f ji ⊗Rij
]
: ˙¯F ≡ P : ˙¯F
(2.55)
where
P ≡ P i .= 1
2Vi
∑
j 6=i
f ji ⊗Rij (2.56)
Remember that the expression (2.55) has been obtained according to the definition of the 1st Piola-
Kirchhoff stress tensor as the 1st derivative of the strain energy density W0, see (2.36).
Assume that the Cauchy-Born rule is valid only in a local environment of each atom and is not true
for the whole RVE i.e.
rij ≈ F i ·Rij ∀ j 6= i no summation! (2.57)
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The local deformation gradient F i for this local or cellwise Cauchy-Born rule can be obtained by the
following minimisation problem:
1
2
∑
j 6=i
|rij − F i ·Rij|2 → min
F i
(2.58)
whereby the vectors ri of the spatial lattice configuration Ct are the solutions of the lattice statics
problem with e.g. the Cauchy-Born boundary conditions
ri = F¯ ·Ri ∀Ri ∈ ∂B0 .
Also in this case, the cellwise Cauchy-Born rule (2.57) is necessary for the power requirement (2.53).
This necessity is proven below. From (2.58) follows:
δ
{
1
2
∑
j 6=i
|rij − F i ·Rij|2
}
= 0 ⇒
∑
j 6=i
[rij − F i ·Rij]⊗Rij = 0
⇓∑
j 6=i
rij ⊗Rij = F i ·
[∑
j 6=i
Rij ⊗Rij
] (2.59)
If the matrix
∑
j 6=iRij ⊗Rij is invertible, (2.59) results in an expression for F i:
F i =
[∑
j 6=i
rij ⊗Rij
]
·
[∑
j 6=i
Rij ⊗Rij
]−1
(2.60)
A detailed investigation of
∑
j 6=iRij ⊗Rij is given in the appendix. It is shown that for a sufficiently
symmetric atomic arrangement, this sum is proportional to the identity matrix with a constant scaling
factor ρ (cf. (A.6)): ∑
j 6=i
Rij ⊗Rij = ρI (2.61)
and (2.61) can be rewritten as
F i =
1
ρ
∑
j 6=i
rij ⊗Rij (2.62)
In view of (2.57) and (2.62), an expression identical to (2.56) can be obtained for the local 1st Piola-
Kirchhoff stress tensor P i. Note that this case contains the Cauchy-Born rule (2.54) as a particular
case. Thus, the necessity of the Cauchy-Born rule is proven.
2.4.3 Discrete homogenisation
The discrete homogenisation means a transition from the local deformation gradient F i and the local
1st Piola-Kirchhoff stress tensorP i at the micro scale to the averaged deformation gradient F¯ and the
averaged 1st Piola-Kirchhoff stress tensor P¯ at the macro scale, see the upper part of fig. 2.12. These
values are connected according to the following assumption, which is a discrete analog of (2.43):
F¯
.
=
1
V0
∑
i
F i Vi P¯
.
=
1
V0
∑
i
P i Vi (2.63)
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An expression for the homogenised 1st Piola-Kirchhoff stress tensor P¯ results from (2.56) and (2.63):
P¯ =
1
V0
∑
i
[
1
2Vi
∑
j 6=i
f ji ⊗Rij
]
Vi =
1
2V0
∑
i
∑
j 6=i
f ji ⊗Rij (2.64)
Now, the sufficiency of the Cauchy-Born rule for the whole RVE can simply be derived from (2.63)
under consideration of the cellwise Cauchy-Born rule (2.57) and its consequence (2.56) as well as the
corresponding power requirement
Wmacro =Wdiscretemicro ⇒ P¯ t : ˙¯F .=
1
2V0
∑
i
∑
j 6=i
f ji · r˙ij (2.65)
Indeed,
P¯
t
: ˙¯F =
[
1
V0
∑
i
P i Vi
]
: ˙¯F =
1
V0
∑
i
P i :
˙¯F Vi =
1
2V0
∑
i
∑
j 6=i
[
f ji ⊗Rij
]
: ˙¯F
=
1
2V0
∑
i
∑
j 6=i
f ji ·
[
˙¯F ·Rij
]
= (on the other hand)
1
2V0
∑
i
∑
j 6=i
f ji · r˙ij
⇓∑
i
∑
j 6=i
f ji ·
[
rij − F¯ ·Rij
] .
= 0
(2.66)
It means that the power requirement is satisfied for
1. the periodicity on ∂C0;
2. rij = F¯ ·Rij in C0;
It was thus proven that the global Cauchy-Born rule (2.54) follows from both the homogenisation
assumption (2.63) and the power requirement (2.65) under consideration of the cellwise Cauchy-
Born rule (2.57). But the real aim of the homogenisation is to obtain the validity of the Cauchy-Born
rule on the boundary of RVE from (2.63) and the power requirement
Wmacro =Wcontimicro ⇒ P¯ : ˙¯F .=
1
V0
∑
i
P i : F˙ i Vi (2.67)
without any additional assumption. Thereby, the sum over all atoms should be replaced by a sum
over the only boundary atoms, i.e. a discrete analogue of the Gauss theorem should be considered
4 . The derivation of the Cauchy-Born or affine boundary conditions and consequently, a proof of
4Recall the Gauss theorem. Let H : R3 → B0 ⊂ R3 be a vector-valued function with the components
[P (X,Y, Z) Q(X,Y, Z) R(X,Y, Z)]. LetH be continuous and continuous differentiable in B0 ∪ ∂B0. Then∫∫∫
B0
[
∂P
∂x
+
∂Q
∂y
+
∂R
∂z
]
dx dy dz =
∫∫
∂B0
[P dy dz +Qdxdz +Rdx dy] .
This theorem can be rewritten in the vectorial format:∫∫∫
B0
DivH dV =
∫∫
∂B0
H ·N dA
with the surface normal vectorN
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the sufficiency of such boundary conditions is discussed in the appendix. But because of the large
scale of the needed transformations, the question concerning the sufficiency of the affine boundary
conditions also in the discrete case remains open. For further applications within the present work, an
assumption about the Cauchy-Born deformation for the whole RVE is considered.
2.5 Finite Element Implementation
In this section, an application of the Continuum-Atomistic model based on the 1st-order Cauchy-Born
rule within the frame of a standard non-linear finite element method (FEM) should be discussed. A
non-linear FEM setting is described in the appendix. Further detailed description lies outside this
work.
2.5.1 Continuum-Atomistic Constitutive Law
The main concept of the continuum-atomistic modelling has been discussed in section 2.3. Remember
that according to the continuum-atomistic principle, the macroscopic strain energy density W0 is a
volume averaged energy of a crystallite corresponding to a point of continuum, see (2.30). Thereby,
the format of the energy Ei of an atom with a number i has not be specified. Here, an application of
two different energy functions should be discussed in detail. One of them is based on the Lennard-
Jones pair potential (1.20), and the other is the EAM potential in the more complicated format (1.38).
The Lennard-Jones Pair Potential
The 1st two derivatives of the Lennard-Jones pair potential are given by
dΦLJ(r)
dr
= −24ε
σ
[
2
[σ
r
]13
−
[σ
r
]7]
(2.68)
d2ΦLJ(r)
dr2
= +
24ε
σ2
[
26
[σ
r
]14
− 7
[σ
r
]8]
(2.69)
According to (2.34) and under consideration of (1.20) and (2.32), the strain energy density in the
material configuration obtains the following explicit format in this case:
W0(F ) =
2 ε
Vi
∑
j 6=i
[[
σ
|F ·Rij|
]12
−
[
σ
|F ·Rij|
]6]
(2.70)
Due to the assumption (2.31), displacements of all atoms are equivalent and the necessity to average
over the whole crystallite is therefore omitted. The atom i is then an atom inside the crystallite, say,
the middle atom, see e.g. fig. 2.6. It is thereby important to check whether the whole cut-off circle
lies within the representative cell, see Tadmor [88]. If this is not the case, the size of the cell must
be chosen larger to obtain correct results. The size of the representative crystallite should generally
be changed in dependence of the type of the external macroscopic load. Note that in general, a new
representative crystallite of different size, structure and rotation can be defined for each element.
The material lattice configuration C0 with the site vectors Ri, see. fig. 2.1, should be defined at the
beginning of the simulation. For all simulations in this work, a close-packed two-dimensional lattice
54 CHAPTER 2. CONTINUUM-ATOMISTIC CONSTITUTIVE MODELLING
is considered. Such lattice is characterised by a hexagonal atomic arrangement and corresponds to
the (111)−plane of the fcc-structure highlighted in fig. 1.6 (b).
The expression (2.38) for the 1st Piola-Kirchhoff stress tensor in view of (2.5), (2.31), (2.32), (2.56)
and (2.68) can be rewritten as
P (F ) =P i =
1
2Vi
∑
j 6=i
(
ΦLJij
)′
rij
rij ⊗Rij
=− 12ε
Viσ2
∑
j 6=i
[
2
[
σ
|F ·Rij|
]14
−
[
σ
|F ·Rij|
]8]
F · [Rij ⊗Rij]
(2.71)
Finally, an explicit format for the tangent operator (2.41) results from (2.11), (2.31), (2.32), (2.68)
and (2.69) in
L(F ) =
1
2Vi
∑
j 6=i
[(
ΦLJij
)′
rij
I ⊗ [Rij ⊗Rij] +
[(
ΦLJij
)′′
r2ij
−
(
ΦLJij
)′
r3ij
]
[rij ⊗ rij] ⊗ [Rij ⊗Rij]
]
= − 12ε
Viσ4
∑
j 6=i
{
σ2
[
2
[
σ
|F ·Rij|
]14
−
[
σ
|F ·Rij|
]8]
I ⊗ [Rij ⊗Rij]
−
[
28
[
σ
|F ·Rij|
]16
− 8
[
σ
|F ·Rij|
]10]
[F ⊗ F ] :¯ [Rij ⊗Rij] ⊗ [Rij ⊗Rij]
}
(2.72)
The explicit expressions (2.71) and (2.72) for P (F ) and L(F ) respectively can now be substituted
into the corresponding expressions for the nodal contribution to the internal force F intI (C.17) and for
the tangential stiffness matrix KeTIJ (C.35). However, these explicit expressions have a rather com-
plicated format and, moreover, are only applicable to the Lennard-Jones pair potential. It therefore
seems to be reasonable to implement the general results (2.36) and (2.40) and then compute f ij, k
(m)
ij
and k(0)ij separately for each type of potential according to (2.3), (2.8) and (2.9) respectively.
EAM Potential
In this case, the expression for the strain energy density takes the format (2.30) with the atomic
contribution Ei given in (1.38). Note that Ei cannot now be represented as a sum over pairwise
interactions Φij as in the case with the Lennard-Jones pair potential. The 1st Pila-Kirchhoff stress
tensor P is given by (2.36). To obtain f ji according to (2.3), the derivative Ei,rij is needed. A direct
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calculation under consideration of (1.32)-(1.38) yields an explicit expression for Ei,rij :
Ei,rij =
1
Z
∂Eu
∂rij
+
∂ρ(0)
∂rij
[
∂F (ρ/Z)
∂ρ
− ∂F (ρ
0/Z)
∂ρ0
]
=
ε
Z r0
α2 [rij
r0
− 1
]
e
−α
[
rij
r0
− 1
]
− Aβ(0)e
−β(0)
[
rij
r0
− 1
]
ln(I)

(2.73)
with the notation
I =
∑Z
k=1
k 6=i
e
−β(0)
[
rik
r0
− 1
]
Ze
−β(0)
[
rij
r0
− 1
] . (2.74)
An explicit expression P (F ) is given below:
P (F ) = P i =
ε
Z r0 Vi
∑
j 6=i
α2
[ |F ·Rij|
r0
− 1
]
e
−α
[ |F ·Rij|
r0
− 1
]
−Aβ(0)e
−β(0)
[ |F ·Rij|
r0
− 1
]
ln(I(F ))
 F · [Rij ⊗ Rij]|F ·Rij| .
(2.75)
The expression (2.40) for Li contains parts of the atomic-level stiffness kij; the tensors k(0)ij and
k
(m)
ij are given in (2.8) and (2.9) respectively. To calculate these tensors, Ei,rijrij and Ei,rijrim , the 2
nd
derivatives of Ei with respect to rij and rim , m 6= j are needed. Simple but tedious direct calculations
using (2.73) and (2.74) lead to the following results:
Ei,rijrij
.
=
∂Ei,rij
∂rij
= Ej,rjirji =
ε
Z r20
α2 [1− α [rij
r0
− 1
]]
e
−α
[
rij
r0
− 1
]
−Aβ(0) 2e
−β(0)
[
rij
r0
− 1
] [
ln(I)− 1
Z I
+ 1
]
(2.76)
Ei,rijrim
.
=
∂Ei,rij
∂rim
∣∣∣∣m6=i
m6=j
= Ej,rjirmi =
ε
Z r20
Aβ(0) 2e
−β(0)
[
rij
r0
− 1
]
e
−β(0)
[
rim
r0
− 1
]
1
I
. (2.77)
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Substituting (2.73), (2.74), (2.76) and (2.77) into (2.8) and (2.9) yields an explicit expression for
L ≡ Li according to (2.40). Note that in this case, k(m)ij differ from zero, and hence L contains a 2nd
sum over m. The ansatz rij = |F ·Rij| allows to represent L again as a function of F . The whole
explicit expression for L(F ) cannot be given here because of its length and complexity. However, the
explicit derivatives given above are sufficient for the implementation.
Pull-Back and Push-Forward
The pull-back and push-forward operations of the two-field tensors P (F ) and L(F ) are especially
simple. Indeed, to pull P or L back into the material configuration, rij should simply be substituted
byRij in the corresponding expressions. Analogously, the push-forward operation can be carried out
by substitutingRij by rij .
2.5.2 The Structure of the Simulation Code
The code consists of two parts. The 1st one is the usual non-linear finite element frame described
in appendix. The 2nd part is related to the description of the representative crystallite and contains a
computation of homogenised stresses and tangent operators. The main idea of the simulation is that
a representative crystal lattice corresponds to each integration point. The macroscopic deformation
gradient in the integration point represents generally the boundary condition for the microscopic RVE.
For the simulations in the present chapter, only a homogeneous deformation for the whole RVE is
considered so that the Cauchy-Born rule (2.31) is valid for all atoms in the RVE. This principle is
schematically represented in fig. 2.13.
After the load step of n − 1, an application of the new macroscopic deformation gradient F n−1e
computed for the element e at the macro scale on the basis of the homogenised 1st Piola-Kirchhoff
stress P n−1e to the representative crystallite at the micro scale causes the new displacements of the
lattice atoms and hence, the next-neighbours list of the atom i must be updated after each step. Due
to such an update, the new P ne can be computed according to (2.36), whereby the summation runs
over the only current next-neighbours of i. These uncompensated element stresses are then used as
an input for the next equilibrium iteration, which yields the new deformation gradient F ne .
An important question is the choice of units. Because of the possible application to the nano or
micro mechanics, the nanometer (1nm = 10−9m) is chosen as the unit length and the nanoNewton
(1nN = 10−9 N ) as the unit force. Another units result from both defined units. E.g. the energy E
has the dimension
dim[E] = nN · nm = 10−18 J
where 1 J =
kg ·m2
s2
. The strain energy density W0 has principally the same dimension as the
elasticity modules such as the Young’s modulus i.e. the dimension of pressure. W0 obtains the
following dimension:
dim[W0] = dim[E/V ] = nN/nm
2 = GPa ; 1Pa = N/m2
For the structure of the underlying crystallite, the material constants of Aluminium have been used.
The 1st parameter is the minimal atomic separation in Al: r0 = 0.286nm. Another one is the subli-
mation energy i.e. the energy needed to remove an atom from the crystal5: E0 = 3.58 eV/atom =
51 eV = 1.602 · 10−19J
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Figure 2.13: Operating mode of the two-scale continuum-atomistic model. Note that both deformed configu-
rations are considered arbitrary and not a result of any simulation.
0.574nN · nm/atom. These parameters have been used to find parameters  and σ for different
number of the next neighbours. Thereby, the 1st requirement is the stress-free material lattice config-
uration C0. It means that the norm of the 1st Piola-Kirchhoff stress tensor (2.71) must vanish in this
configuration. The 2nd one is that the energy of an atom in the unloaded lattice calculated according
to (2.70) must yield the sublimation energy. These two non-linear equations with the unknowns σ
and ε have been solved for different length of the cut-off radius using MATLAB optimisation tools.
Some results are given below in tab. 2.1. For all examples discussed in this chapter, rc = 3 r0 has
been used, cf. fig. 2.8.
In the case of the EAM potential, the only next neighbours of the atom i are considered. A set of
parameters for Al given in [5] for simulations using this type of energy function is shown in tab. 2.2.
Here, Z is the coordination number i.e. the number of the next neighbours in the lattice. For the planar
case considered here Z = 6; in the three-dimensional lattice Z = 12 for Al. A further parameter to be
defined is the area Vi (the volume in the three-dimensional case) of the Voronoi polyhedron displayed
58 CHAPTER 2. CONTINUUM-ATOMISTIC CONSTITUTIVE MODELLING
n ε , nN · nm σ , nm
1 E0/3 2
−1/6r0
2 0.1729 0.2569
3 0.1706 0.2572
4 0.1701 0.2573
5 0.1699 0.2573
12 0.1697 0.2573
ε , nN · nm r0 , nm α β(0) Z A
E0 r0 4.61 2.21 6 1.07
Table 2.1: Parameters ε and σ of the
Lennard-Jones pair potential for different
cut-off radii rc = n r0 with the lattice con-
stant r0 = 0.286nm and the sublimation
energy E0 = 0.574nN · nm/atom
Table 2.2: Parameters for the EAM poten-
tial for a monoatomic system of fcc type
in fig. 2.6. A simple calculation leads to the following value in the planar case:
Vi =
√
3 r20/2 = 0.071nm
2
2.6 Examples
Some results of the continuum-atomistic computation are presented in this section. Thereby, both the
Lennard-Jones and the EAM potentials described above state a constitutive law in these simulations.
Note that the model considered in all simulations only works in the elastic region and fails as soon as
the elastic limit is reached. The elastic-plastic transition is discussed in the following chapters.
2.6.1 Indentation Test
The indentation test is an important method for determining of elastic as well as plastic material prop-
erties. The indentation at the nanoscale or the nanoindentation allows to determine such properties of
e.g. thin films and other low-dimensional structures. A number of researchers deal with the simula-
tion of the indentation at nanoscale, see e.g. Tadmor [88], Huber [40]. The example presented here
contains a 2D simulation of the indentation with a flat, pyramidal and spherical indenters. Thereby,
each indenter is assumed to be absolutely rigid and the friction between the indenter and sample is not
considered. The load is applied during several load steps by using displacement boundary conditions.
Fig. 2.14 shows the sample to be indented with constraints. Because of the problem symmetry in
x-direction, the symmetry boundary conditions have been applied to reduce the size of the problem.
For the discretisation, the isoparametric triangular three-node elements described in appendix have
been used. The triangulation has been done with the commercial code PATRAN and is shown in fig.
2.15. The FE model consists of 1012 elements and 1072 nodes.
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Figure 2.14: Geometrical settings of the indentation test. A rectangular sample (on the left) with the rigid
spherical indenter. On the right: two additional indenters, a pyramidal Bercovich tip and a flat punch.
Figure 2.15: Discretized sample. The
isoparametrical triangular three-nodes
elements have been used here.
Spherical Indenter
In this case, the beginning contact takes place in only one node at the top left corner. But already after
the 1st step, more than one node take part in the contact. After the load step n− 1, a new penetration
depth hn should be prescribed. Simple geometrical consideration shown in fig. 2.16 permits the
determination of the contact area xn and the new prescribed nodal positions yn according to (2.78)
where Ymax denotes the y−coordinate of the sample’s top edge and x(i) is the x−coordinate of the
node i in the material configuration. As soon as xn is known, the new set of nodes taking part in the
contact can be determined and the new displacement boundary conditions can be stated.
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Figure 2.16: On the determination of a new nodal position
after the step n− 1. The white-filled circles exhibit the initial
nodal positions at the top edge of the sample. The black-filled
circles are the newly prescribed nodal positions for the step n
computed according to (2.78).
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Figure 2.17: Spatial configuration corresponding to the maximum achievable elastic deformation according to
the Cauchy-Born rule for both Lennard-Jones and EAM energy functions. The displacements are represented
with a scaling factor 5 in comparison to the true displacements.
Spatial configurations obtained by using the LJ and the EAM energy potentials are exhibited in fig.
2.17. These configurations correspond to the maximum achievable elastic deformation applied ac-
cording to the Cauchy-Born rule. To achieve a better resolution, all displacements are scaled with a
factor 5. Evidently, the EAM potential allows higher elastic deformations than the LJ potential.
The corresponding load-displacement diagrams for both potentials compared with an experimental
curve 6 are shown in fig. 2.18. The vertical displacement h of the top left corner corresponding to
the middle point of the indenter is plotted in the x-axis. The computed material response P i.e. the
internal force (y-axis) consists of the contributions of the nodes taking part in the contact. The jumps
in the
6The indentation test was made by Dipl.-Ing. T. Dietz at the Institut fu¨r Materialforschung II, Forschungszentrum
Karlsruhe, with the nanoindenter XP from MTS System. A sample consisting of the 99.99% Al has been indented with
three different diamond tips: flat punch with the circular cross section of radius 5µm, spherical indenter with the radius
of 10µm and the Berkovich 3-face pyramid with the cone angle of 65.3◦.
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Figure 2.18: On the left: load-displacement diagrams for the indentation of the spherical indenter obtained
by using the Lennard-Jones (©) and the EAM (5) energy functions compared with the experimental curve
(dashed line). The prescribed vertical displacement h of the top left corner corresponding to the middle point
of the indenter is plotted in the x-axis. The computed material response P is plotted in the y-axis. Thereby,
the exhibited internal force is the sum over the contributions of all nodes taking part in the contact. On the
right: load-displacement diagram for the EAM energy function. The jumps in the displacement correspond to
an inclusion of a new node in the contact and are mesh-dependent.
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Rh3 − vs. − h/R−-curves obtained by using the Lennard-Jones (©) and the EAM (5)
energy functions compared with an experimental curve (dashed line). On the right: experimental and EAM
P/
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Rh3 − vs.− h/R−-curves drawn to a larger scale.
displacement are caused by involvement a new node in the contact. The 1st jump corresponds e.g. to
the involvement of the 3rd node; the 2nd jump - to the involvement of the 4th node and so on. These
jumps are mesh-dependent. The maximum penetration depth, which is achieved with the Lennard-
Jones (LJ) potential is 127nm whereas the EAM potential allows to reach the depth of about 230nm.
Thereby, the material response is about 6µN and 0.35µN respectively.
The experimental curve lies between the curves for both potentials. However, a direct comparison
with experiment cannot be carried out since the indenters in the simulation and in the experiment
have different sizes. Admittedly, the following expression, which is valid for a spherical indenter in
the elastic region is proportional to the Young’s modulus and therefore, is independent of the size of
indenter, see e.g. Huber [40]:
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P√
Rh3
= const (2.79)
This expression is shown in fig. 2.19 as a function of the dimensionless penetration depth h/R.
Firstly, all curves exhibit the same qualitative behaviour. Moreover, the EAM curve quantitatively
tends to the experimental curve stronger than the LJ curve.
Pyramidal Tip
As in the previous case, the contact takes place first in only one node. This situation however remains
unchanged for all load steps so that the model contains a singularity similar to the application of a
single force. This results in a relatively small elastic deformation in the simulation, which already
fails at relatively small penetration depths. Note that indentation experiments yield same result. The
contact area xn and the newly prescribed nodal positions yn can be determined according to (2.81).
The corresponding geometrical considerations are explained in fig. 2.20.
The maximum achievable elastically deformed configurations are shown in fig. 2.21. The displace-
ments are scaled with a factor 3. The EAM potential allows to reach a higher penetration depth also
in this case.
The load-displacement diagrams are shown in fig. 2.22. Here, the prescribed vertical displace-
ment of the left top corner of the sample vs. the computed vertical internal force at this corner is
shown. In view of the constant number of nodes taking part in contact during the simulation, the
load-displacement curves exhibit no jumps as in the previous case.
The cone angle of 63.5◦ used in the simulation is a standard angle of the Bercovich pyramid used in
the corresponding indentation test. Therefore, the simulation results can directly be compared with
the experimental results. The comparison shows that the EAM curve again qualitatively tends to the
experimental curve.
Note that also for a pyramidal indenter exists an expression similar to (2.79), which is proportional to
the Young’s modulus, see e.g. Huber [40]:
P
h2
= const (2.80)
This expression is plotted in fig. 2.23 as a function of the penetration depth h. The quantitative
agreement of the EAM and the experimental curves can be found also here.
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Figure 2.20: On the determination of a new nodal position
after the step n − 1. The white-filled circles exhibit the
initial nodal positions at the top edge of the sample. The
black-filled circles are the newly prescribed nodal positions
for the step n computed according to (2.81).
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Figure 2.21: Spatial configuration corresponding to the maximum achievable elastic deformation according to
the Cauchy-Born rule for both Lennard-Jones and EAM energy functions. The displacements are represented
with a scaling factor 3 in comparison to the true displacements.
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Figure 2.22: On the left: load-displacement diagrams for the indentation of the pyramidal (Bercovich) tip
obtained by using the Lennard-Jones (©) and the EAM (5) energy functions compared with the experimental
curve (dashed line). The prescribed vertical displacement h of the top left corner corresponding to the middle
point of the tip is plotted in the x-axis. The computed material response P is plotted in the y-axis. On the right:
load-displacement diagram for the EAM energy function compared with the experimental curve.
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Figure 2.23: P/h2 − vs. − h−-curves obtained by using the Lennard-Jones (©) and the EAM (5) energy
functions compared with an experimental curve (dashed line). On the right: experimental and EAM P/h2 −
vs.− h−-curves drawn to a larger scale.
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Flat Indenter
In the case of the indentation with a flat punch, the nodes taking part in the contact (10 in this problem)
are defined at the beginning and this set remains unchanged during the simulation so that the load is
distributed among these nodes. After each load step, all nodes underlying the displacement boundary
conditions obtain a new identical displacement. The deformed configurations for the maximum elastic
deformation reached by using the LJ and the EAM potentials are shown in fig. 2.24.
The corresponding load-displacement diagrams are depicted in fig. 2.25. The comparison with other
PSfrag replacements EAM LJ
Figure 2.24: Spatial configuration corresponding to the maximum achievable elastic deformation according
to the Cauchy-Born rule for both Lennard-Jones and EAM energy functions. The displacements are presented
with a scaling factor 2 in comparison to the true displacements.
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Figure 2.25: On the left: load-displacement diagrams for the indentation of the flat punch obtained by using
the Lennard-Jones (©) and the EAM (5) energy functions compared with the experimental curve (dashed line).
The prescribed vertical displacement h of the top left corner corresponding to the middle point of the indenter is
plotted in the x-axis. The computed material response P is plotted in the y-axis. Thereby, the exhibited internal
force is the sum over the contributions of all nodes taking part in contact. On the right: load-displacement
diagram for the EAM energy function.
cases described above shows that the possible elastic deformation is the largest for the flat punch.
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Note that the application of the EAM potential leads to a higher penetration depth also in this case.
The cross section radius a of the experimental punch differs from those used in the simulation. For
this reason, the expression
P
ah
= const , (2.82)
which is similar to (2.79) and (2.80) has been used to compare the experimental and simulation results.
It follows from the diagramms in fig. 2.26 that the EAM potential yields quantitatively better results
than the LJ potential although a good agreement of the experimental and LJ load-displacement curves.
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Figure 2.26: P/ah− vs.− h/a−-curves obtained by using the Lennard-Jones (©) and the EAM (5) energy
functions compared with an experimental curve (dashed line). On the right: experimental and EAM P/h2 −
vs.− h−curves drawn to a larger scale.
All Three Types of Indenters
A comparison of the load-displacement diagrams for all three types of indenters is shown in fig. 2.27
(a) and (b) for the LJ and EAM potentials respectively. Except for the mesh-dependent jumps, the
indentations with spherical and pyramidal tips give rise to similar material responses. In contrast, the
flat punch causes considerably higher internal forces for the same deformations. The experimental
data shown on the right diagram of this fig. exhibit the same qualitative behaviour and therewith
support the simulation results.
Experimental and computed P/h2 − vs. − h− curves depicted in fig. 2.28 ehxibit also an identical
qualitative behaviour.
Unfortunately, it is impossible to compare yield stresses obtained from the simulations with the ex-
perimental yield stress due to unavailable unloading data.
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Figure 2.27: Comparison of the load-displacement diagrams for the indentation with the spherical, pyramidal
and flat tips: indentation experiment (c) and continuum-atomistic simulation using the Lennard-Jones (a) and
the EAM (b) potentials. Whereas the indentation with the spherical and pyramidal tips cause a similar material
response, the indentation with the flat punch leads to higher internal forces for the same deformations.
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Figure 2.28: Comparison of the P/h2−vs.−h− curves for the indentation with the spherical, pyramidal and
flat tips: indentation experiment (c) and continuum-atomistic simulation using the Lennard-Jones (a) and the
EAM (b) potentials.
2.6.2 Horizontal Shearing
Consider a 2D rectangular plate with the dimensions shown in fig. 2.29 (a). The bottom edge of the
plate is fixed and only a horizontal displacement is permitted at the top edge. A distributed horizontal
tilting load is applied to the top edge of the plate. The sample in this example has been meshed
manually by an explicit definition of the nodal coordinates and element connections. The meshed
sample is shown in fig. 2.29 (b). This simulation is force-controlled, i.e. the distributed force acting
on the top edge obtains a prescribed increment after each load step. The discretised model consists
of 60 elements and 39 nodes. The Lennard-Jones potential has been used as a constitutive law. The
deformed configuration corresponding to the maximum elastic deformation is shown in fig. 2.30
together with the load-displacement diagram. This diagram exhibits the horizontal displacement of
the left top corner vs. the sum of the internal forces acting in the loaded nodes on the top edge.
A study of the load-displacement diagrams obtained in all presented examples shows that in spite of
a strong non-linear constitutive law, the simulations fail at the deformations near the linear limit. The
origin of this failure is studied in the next chapter.
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Figure 2.29: (a) Geometry of the sample being tested with the constraints and the loads; (b) initial manually
generated FE mesh with the constraints and the discretised load.
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Figure 2.30: The maximum achievable elastically deformed configuration with the corresponding load-
displacement diagram.
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Chapter 3
Microstructures and Energy Minimisation
Microstructures often develop on many differ-
ent scales in space and in time, and to under-
stand the formation, interaction, and overall ef-
fect of these structures is a great scientic chal-
lenge...
Stefan Mu¨ller, “Variational models for mi-
crostructure and phase transitions”
In the previous part, the natural limit of the Cauchy-Born rule has been reached. In this chapter, the
following questions should be discussed:
• Why does the Cauchy-Born rule fail?
• How can the critical deformation be detected?
• What should be done to overcome the failure of the Cauchy-Born rule?
To obtain plausible answers to these questions, the development of microstructures should be ex-
plained in terms of energy minimisation in variational problems. Another citation from the above
mentioned lectures of Professor Mu¨ller can be included here: “The reason for the formation of such
microstructure is typically that no exact optimum exists and optimizing sequences have to develop
finer and finer oscillations (which may only be limited by effects neglected in the model, such as the
underlying atomic structure).” Fig. 3.1 gives some examples of microstructures in different materials.
Recall the setting of the problem. In this work, all materials are considered to be hyperelastic. As a
consequence, the following minimisation problem has been handled:
I(ϕ)
.
=
∫
B0
W0(F ) dV − Π(ϕ) −→ inf (3.1)
where
• B0 ⊂ R2 is a bounded open domain considered as the material configuration;
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(a) (b)
Figure 3.1: Microstructure in a single crystal of the shape-memory alloy Cu−Al−Ni. (a) The sets of needles
ending at perpendicular interfaces. The different colours show the two variants of the martensite involved. The
specimen normal is [100]. The specimens are under biaxial tension at room temperature (C. Chu and R. D.
James, Department of Aerospace Engineering and Mechanics, Minneapolis). (b) Unloaded specimen after a
uniaxial tension experiment with [111] (vertical) tension axis (T. W. Shield, J. Mech. Phys. Sol., 43(6), 1995,
pp. 869-895).
• ϕ ∈ W 1, p(B0 ; R2) : B0 → R2 is a given non-linear map, so that the spatial configuration is
given by ϕ(B0);
• F .= ∇X ϕ ∈ R2×2+ , X ∈ B0, is the deformation gradient;
• W0(X ; F ) : B0 × R2×2+ → R is a stored energy function;
• R2×2 is the set of 2× 2 matrices;
• R2×2+ .= {F ∈ R2×2 : detF > 0}
In this model, the elastic crystal is considered as a non-linear elastic continuum due to application of
the Cauchy-Born rule, see e.g. Ericksen [27].
The calculus of variations consists of two main approaches: classical and direct method. The classical
method goes back to Lagrange, Weierstrass, Jackobi, Hamilton and has been developed essentially
in 19th century. According to this method, the zeros of the 1st variation of I should be found (the
Euler-Lagrange equations) and then the positivity of the 2nd variation around the solution should be
studied.
The direct methods have been developed by Hilbert and Lebesgue at the beginning of 20th century. To
decide whether the variational problem has a solution, these methods deal directly with the functional
I . Thereby, the existence of a minimiser for the stated problem is connected with the coercivity
and the sequential weak lower semicontinuity of the functional I and furthemore with convexity
properties of the function W , see Dacorogna [22]. The direct methods propose how a new variational
problem should be formulated if the original problem has no solution. Main results of this theory
are overviewed in the following sections of this chapter. The material of the present chapter is based
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essentially on the works of Dacorogna [21, 22, 23] and Mu¨ller [63] as well as on the recent work of
Friesecke and Theil [33].
3.1 Definitions and Statements
The problem (3.1) is a particular case of the following general variational problem1:
min
{
I(ϕ)
.
=
∫
B
W (X , ϕ(X) , F ) dV : ϕ ∈ W 1, p(B ; Rm) and ϕ = ϕ0 on ∂B
}
(3.2)
Here, as in (3.1)
• B ⊂ Rn is a bounded open domain;
• ϕ : B → Rm;
• F .= ∇X ϕ ∈ Rn×m , X ∈ B;
• W : B × Rm × Rn×m → R is a continuous function;
• ϕ0 is a given function;
• W 1, p(B ; Rm) is a Sobolev space defined below.
A distinction is drawn between the scalar case (if either n = 1 or m = 1) and the vectorial case (if
m, n > 1). This chapter concentrates on the vectorial case, which differs essentially from the scalar
case.
3.1.1 Weak Convergence and Sequential Weak Lower Semicontinuity
It should be commenced with the definition of Lp and Sobolev spaces.
Definition 3.1. (Dacorogna [22])
• Let 1 ≤ p < ∞ and let B ⊂ Rn be an open set. A measurable function W : B → R is said
to be in Lp(B) if
‖W‖Lp ≡
(∫
B
|W (X)|p dV
)1/p
<∞
• Let p = ∞ and let B ⊂ Rn be an open set. A measurable function W : B → R is said to be
in L∞(B) if
‖W‖L∞ ≡ inf{α : |W (X)| ≤ α a.e. in B} <∞
1In the following sections of this chapter, the index 0 denoting the material configuration is omitted for the sake of
simplicity
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A conjugate exponent p ′ for 1 ≤ p <∞ can be defined according to
1
p
+
1
p ′
= 1
Thereby, if p =∞ then p ′ = 1 and conversely. In terms of this definition, the dual spase of Lp(B) is
Lp
′
(B).
Definition 3.2. (Dacorogna [22]) Sobolev space
• Let 1 ≤ p ≤ ∞ , let B ⊂ Rn be an open set and s ∈ N (the set of integers). Then
W s, p(B) .= {ϕ : ϕ ∈ Lp(B) , ∇αXϕ ∈ Lp(B) , α = 1, 2, . . . , s}
• With the space W s, p(B) is associated the norm
‖ϕ‖W s, p .=
(
s∑
α=0
‖∇αXϕ‖pLp
)1/p
if 1 ≤ p <∞
‖ϕ‖W s,∞ .= max
0≤α≤s
{‖∇αXϕ‖pL∞} if p =∞ .
• W s, p0 denotes the closure of C∞0 (B) in W s, p.
Thus, W s, p is a Banach space, separable if 1 ≤ p < ∞ and reflexive if 1 < p < ∞ . If ϕ : B ⊂
Rn → Rm is a vector valued function, the Sobolev space is denoted by W s, p(B ; Rm).
Now, definition of the weak convergence in Lp can be introduced.
Definition 3.3. (Dacorogna [22]) Let B ⊂ Rn be a bounded open set. The sequence ϕε : B → Rm
• converges weakly in Lp(B) , 1 ≤ p <∞ , to ϕ:
ϕε ⇀ ϕ in Lpm(B) , as ε → ∞
if ∫
B
ϕε(X) ·ψ(X) dV −→
∫
B
ϕ(X) ·ψ(X) dV , as ε → ∞
for every ψ ∈ Lmp′(B) ; “·” denotes the scalar product in Rm.
• converges weakly∗ in L∞(B) to ϕ if p =∞:
ϕε
∗
⇀ ϕ in L∞m (B)
for every ψ ∈ L1m(B)
Based on the definition of the weak convergence, an important definition of the (sequential) weak
lower semicontinuity can be introduced.
3.1. DEFINITIONS AND STATEMENTS 73
Definition 3.4. (Dacorogna [21, 22]) Let X be a Banach space; let ϕ , ϕε ∈ X be such that
ϕε ⇀ ϕ .
Suppose that a continuous function I : X → R¯ = R ⋃ {+∞} is given. Then
1. I is (sequentially) weakly continuous (wsc) if
lim
ε→∞
inf I(ϕε) = I(ϕ) ;
2. I is (sequentially) weakly lower semicontinuous (wslsc) if
lim
ε→∞
inf I(ϕε) ≥ I(ϕ) ;
3. I is coercive over X if
I(ϕ) ≥ α‖ϕ‖+ β
for every ϕ ∈ X and for some α > 0 , β ∈ R .
The next theorem states a sufficient condition for the existence of minimiser for the problem
inf{I(ϕ) : ϕ ∈ X} (3.3)
without any assumption about the dependence I(ϕ) on ϕ.
Theorem 3.1. (Dacorogna [22]) Let X be a reexive Banach space, I : X → R¯ be wslsc and
coercive over X . Also assume that there exists ϕ˜ ∈ X with I(ϕ˜) <∞ , then (3.3) has at least one
solution ϕ¯ ∈ X , i.e.
I(ϕ¯) = inf{I(ϕ) : ϕ ∈ X}.
It is usually difficult to determine whether a functional is wslsc or not. On the other hand, as later
shown, the weak lower semicontinuity is connected with some convexity properties of the integrand
(in our case of the function W ). Thus, some notions of convexity should be introduced before the
theorems stating the connection between the weak lower semicontinuity of I and convexity properties
of W are subsequently formulated.
3.1.2 Notions of Convexity
The convexity and coercivity of the integrand W are sufficient for the existence of a minimiser for
problem (3.2) in both scalar and vectorial cases, see Dacorogna [22], 3.4, theorem 4.1. Contrary to
the scalar case, convexity of W is not a necessary condition in the vectorial case. In this case, the
quasiconvexity introduced by Morrey [61] is of a special importance and replaces the notion of con-
vexity. However, the quasiconvexity is an integral condition and its verification is not simpler than a
verification of the weak lower semicontinuity. To overcome this difficulty, a slightly weaker rank-one
convexity and stronger polyconvexity conditions have been introduced, see Ball [3]. In this subsec-
tion, all these notions are introduced and their hierarchy is stated.
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For a matrix F ∈ Rn×m let
• M(F ) : Rn×m → Rτ(n,m) denote a vector consisting of all s× s subdeterminants of the matrix
F , 1 ≤ s ≤ m ∧ n = min {m , n} and
• τ(n,m) =
m∧n∑
s=1
(
n
s
)(
m
s
)
denotes its length. Here
(
m
s
)
.
=
m!
s! (m− s)!
Definition 3.5. (Dacorogna [22], Mu¨ller [63]) A function W : Rn×m → R¯ = R ⋃ {+∞} is
1. convex if
W (λFA + [1− λ]FB) ≤ λW (FA) + [1− λ]W (FB)
for every F A , FB ∈ Rn×m and every λ ∈ (0, 1);
2. polyconvex if a convex function W˜ : Rτ(n,m) → R¯ exists such that
W (F ) = W˜ (M(F ))
3. quasiconvex if ∫
B
W (F +∇Xϕ˜) dV ≥
∫
B
W (F ) dV = W (F )V
for every bounded domain B ⊂ Rn with meas(B) .= V and meas(∂B) = 0 , for every
F ∈ Rn×m and for every ϕ˜ ∈ W 1,∞0 (B ; Rm) whenever the integral on the left-hand side
exists.
4. rank-1 convex if W is convex along rank-1 laminates, i.e. if
W (λFA + [1− λ]FB) ≤ λW (FA) + [1− λ]W (FB)
for every F A , FB ∈ Rn×m : rank(F A − F B) ≤ 1 and for every λ ∈ (0, 1);
The following theorem states hierarchy of the notions introduced in the recent definition
Theorem 3.2. (Dacorogna [22], M¤uller [63])
1. If n ≥ 2 , m ≥ 2 then
W convex
⇒
: W polyconvex
⇒
: W quasiconvex
⇒ W <∞
: if m ≥ 3 W rank−1 convex
2. If n = 1 or m = 1 , then all these notions are equivalent.
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3. if W ∈ C2(Rm) , then rank-1 convexity is equivalent to Legendre-Hadamard (or ellipticity
condition):
[m⊗N ] : ∂
2 W (F )
∂F ⊗ ∂F : [m⊗N ] ≥ 0 (3.4)
for every N ∈ Rn , m ∈ Rm and F ∈ Rn×m
Remark 3.1.
• The question whether rank-1 convexity implies quasiconvexity for m = 2 , n ≥ 2 is open.
• The rank-1 convexity of W is necessary and sufficient condition for quasiconvexity of W if W
is quadratic, see Dacorogna [22]. In this case, the ellipticity of the Euler equations is equivalent
to the weak lower semicontinuity of the functional.
• An application of the Legendre-Hadamard condition within the localisation analysis is dis-
cussed in detail in the next chapter.
A physical meaning of the different notions of convexity defined above should now be discussed, see
also Lambrecht [47].
Convexity
For a better understanding of the convexity condition, the following notations should be introduced:
FB
.
= F , F A
.
= F + ∆F .
Then the convexity inequality given in definition (3.5) can be transformed to
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Figure 3.2: A convex (a) and a non-convex (b) curves
W (F + λ∆F )−W (F ) ≤ λ[W (F + ∆F )−W (F )] (3.5)
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with λ as in (3.5). In terms of non-linear elasticity, this inequality states stability of a system with the
strain energy density W (F ) with respect to an arbitrary perturbation ∆F of a deformation gradient.
It is explained in fig. 3.2 for 1D-case. Here, the deformation gradient depends only on the scalar
number γ as e.g. in the case of the simple shear: F = I + γ e1 ⊗ e2. Then, the strain energy density
becomes a function of γ and the case becomes quasi one-dimensional. Without loss of generality, a
zero level of the energy is chosen so that W (0) = 0; this state is considered to be unperturbed. It now
immediately follows from fig. 3.2 (a):
W (λγ) + ∆W
W (γ)
=
λ
1
⇒ W (λγ) = λW (γ)−∆W ≤ λW (γ)
what corresponds to (3.5), i.e. the curve in this figure is convex. It can be analogously obtained from
fig. 3.2 (b) that
W (λγ)−∆W
W (γ)
=
λ
1
⇒ W (λγ) = λW (γ) + ∆W ≥ λW (γ)
PSfrag replacements
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and this curve is no longer convex. If a curve is
convex, only a single well can exist. A non-
convex curve can exhibit further minima cor-
responding to other equilibrium configurations,
see fig. 3.3. It is easy to recognise that for the
curve shown in this figure, the convexity condi-
tion fails:
W (λγ) > W (γ) ≥ λW (γ)
since λ ∈ (0, 1). In this case, a perturba-
tion can lead to a new equilibrium configuration
with the energy W (γ)
Figure 3.3: A double-well problem
Polyconvexity
The notion of polyconvexity is not used in this work. Nevertheless, it should be briefly overviewed.
In the planar case n = m = 2 and τ(n,m) = 5. The integrand W is a function of F and detF :
W (F ) = W˜ (F , detF ) .
In 3D-case, the cofF .= detF F−t represents the 3rd submatrix of F so that
W (F ) = W˜ (F , cofF detF ) .
According to the definition of polyconvexity, W must be convex with respect to each of these ar-
guments i.e. it must be stable with respect to arbitrary perturbation in F , cofF and detF , which
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describe a changing of a line, surface and volume elements. It means that the polyconvexity requires
stability of material with respect to an arbitrary perturbation of the length, surface and volume in each
material point.
Quasiconvexity
The physical meaning of quasiconvexity is straightforward and can easily be seen in its definition.
This definition states stability of a homogeneously deformed body with respect to any perturbation.
Rank-1 Convexity
Analogous to convexity, the rank-1 convexity requires the stability of a body with respect to perturba-
tions of rank one. If this requirement is no longer fulfilled, the homogeneous deformation yields no
equilibrium, and the body changes to a new equilibrium configuration consisting of two phases A and
B deformed homogeneously with deformation gradients F A and F B respectively. Thereby, λ and
1− λ show the volume fractions of each phase. Tangential continuity of ϕ on the interfaces between
the phases can be expressed as
F A · τ 0 = FB · τ 0 ⇒ [FA − F B] · τ 0 = 0 (3.6)
where τ 0 is a tangent vector to interface in the material configuration so that τ is its push-forward,
see fig. 3.4 (a). From this condition follows that the difference F A − FB must be of rank one as the
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Figure 3.4: Rank-1 laminates in the spatial configuration: (a) a continuum case; (b) the case of a discrete
crystal lattice
matrix of a homogeneous equation system, which have a non-trivial solution and can be represented
asm⊗N . HereN is pull-back of n, the normal vector to the interface andm is an arbitrary vector,
whose meaning is discussed below.
For a discrete system, such as a crystal lattice, the condition (3.6) cares for compatibility of two
lattices obtained by affine deformations F A and F B of the same reference lattice. The compatibility
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requires that the interface between the phases is invariant with respect to the deformations F A and
FB , see 3.4 (b). In this case, the length of τ 0 should be equal to the atomic spacing r0 along the
interface. From the condition (3.6) also follows that both homogeneously deformed lattices differ by
a simple shear deformationm⊗N . A number of microstructures based on rank-1 connections such
as twin crossings or wedge microstructures is known from experiments, see e.g. Mu¨ller [63]. These
structures consist of more than 2 different phases.
Infinitesimal Rank-1 Convexity
Before the introduction of the infinitesimal rank-1 convexity, the Taylor series expansion of the con-
vexity inequality (3.5) in the neighbourhood of F up to quadratic terms should be considered:[
W (F ) + λ
∂W (F )
∂F
: ∆F +
1
2
λ2∆F :
∂2W (F )
∂F ⊗ ∂F : ∆F
]
−W (F )
≤ λ
[[
W (F ) +
∂W (F )
∂F
: ∆F +
1
2
∆F :
∂2W (F )
∂F ⊗ ∂F : ∆F
]
−W (F )
]
After simplification of this expression, the only quadratic terms remain:
1
2
λ [1− λ]∆F : ∂
2W (F )
∂F ⊗ ∂F : ∆F ≥ 0 ⇒ ∆F :
∂2W (F )
∂F ⊗ ∂F : ∆F ≥ 0 (3.7)
This last inequality states the condition of the infinitesimal convexity. A definition of the infinitesimal
rank-1 convexity is given by the same inequality with the perturbation ∆F = m⊗N and takes the
format (3.4).
The notion of infinitesimal rank-1 convexity is of a special importance in the present work and will
be recalled in the next chapters.
3.1.3 Different Envelopes of a Function
The convex, polyconvex, quasiconvex and rank-1 convex hulls or envelopes of W are the largest
convex, polyconvex, quasiconvex and rank-1 convex functions belowW and can be defined as follows
Definition 3.6. (Dacorogna [23]
CW = sup {W c ≤ W : W c convex} ,
P W = sup {W pc ≤ W : W pc polyconvex} ,
QW = sup {W qc ≤ W : W qc quasiconvex} ,
RW = sup {W rc ≤ W : W rc rank − 1 convex} ,
whereby, as follows from the above theorem
CW ≤ P W ≤ QW ≤ RW ≤ W
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The format of these envelopes is defined by the next theorem. For our application, only quasiconvex
hull is of interest.
Theorem 3.3. (Dacorogna [22, 23]) Let W : Rn×m → R¯ . Then
1. CW = inf
{
mn+1∑
i=1
λiW (F i) : F =
mn+1∑
i=1
λi F i
}
2. P W = inf
{
τ+1∑
i=1
λiW (F i) : W˜ (F ) =
τ+1∑
i=1
λi W˜ (F i)
}
3. Let R0 W = W and
Ri+1 W (F ) = inf
{
λRiW (F 1) + [1− λi]RiW (F 2) : λ ∈ (0, 1),
F = λF 1 + [1− λ]F 2 , rank(F 1 − F 2) = 1
}
.
Then RW = inf
i∈N
RiW (F ).
4. If W : Rn×m → R is locally bounded and Borel measurable then
QW (F ) = inf
ϕ˜∈W 1,∞0
1
V
{∫
B
W (F +∇Xϕ˜) dV
}
3.1.4 Existence of minimiser; Relaxation
It is stated in theorem (3.1) that the functional I should be wslsc and coercive to have a minimiser.
The following theorem states the connection between the quasiconvexity of W and the sequential
weak lower semicontinuity of I and consequently a connection between the quasiconvexity of W and
existence of minimiser of I .
Theorem 3.4. M¤uller [63])
1. Let I be as in (3.2) and W (X , ϕ(X) , F ) ≡ W (F ) . Then I is weak∗ sequentially lower
semicontinuous (w∗slsc) on W 1,∞(B ; Rm) if and only if W (X , ϕ(X) , F ) is quasiconvex
in the last variable.
2. Suppose in addition that
0 ≤ W (F ) ≤ C [|F |p + 1]
for some p ∈ [1,∞) . If W is quasiconvex then I is wslsc on W 1,p(B ; Rm)
Remark 3.2. The quasiconvexity of W is sufficient and necessary for the weak∗ sequential lower
semicontinuity of I even for W = W (X , ϕ(X) , F ) satisfying some growth conditions, see
Dacorogna [22].
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In the next theorem, W is again a function of only F . The general case W = W (X , ϕ(X) , F ) is
treated in e.g. Dacorogna [22]. In this case, W should satisfy some additional growth and coercivity
conditions.
Theorem 3.5. (M¤uller [63]) Suppose that p ∈ (1,∞) , c > 0 and that W satises
c|F |p ≤ W (F ) ≤ C [|F |p + 1] .
1. If W is quasiconvex and ψ ∈ W 1,p(B ; Rm) then I attains its minimum in the class
ψ ∈ W 1,pψ (B ; Rm)
.
= {ϕ ∈ W 1,p(B ; Rm) : ϕ− ψ ∈ W 1,p0 (B ; Rm)} .
2. If I .=
∫
B
W qc(F ) then inf
W 1,pψ
I = min
W 1,pψ
I
3. A function ϕ is a minimiser of I in W 1,pψ if and only if it is a cluster point (with respect to
weak convergence in W 1,p ) of a minimising sequence for I .
The passage from I to I is called relaxation. Thereby, the quasiconvex function W qc yields the solu-
tion of a new variational problem formulated instead of the original problem, which has no solution.
The format of the quasiconvex envelope W qc is given in theorem 3.3 and the definition of the relaxed
functional I , see theorem 3.5, enables to explain the relaxation from the physical point of view as
the passage from the microscopic energy I to a macroscopic energy I averaged over fine scale os-
cillations, see Mu¨ller [63]. Such form of relaxation is called quasiconvexification. To obtain the
quasiconvex hull W qc, the integral equation given in theorem 3.3-4 should be solved. For this reason,
the problem of the quasiconvexification is rather complicated. Instead of that, relaxation in terms of
polyconvexification, convexification or rank-1 convexification can be considered.
3.2 Application to a Discrete Lattice System
All previous theoretical results of this chapter apart from the considerations of the infinitesimal rank-
1 convexity are related to the continuum theory. An application of these results to a discrete lattice
requires some adaptation and is treated in this section.
As mentioned above, the idea to treat an elastic crystal within the frame of non-linear continuum
theory stems from Ericksen [27]. Then, the equilibrium problem of crystals under different loads
has been treated in terms of variational methods by Ericksen [26, 28], Chipot and Kinderlehrer [20],
Fonseca [32] and many others. In the often cited book of Dacorogna [22], an overview of the results
obtained in [20, 32] is given.
The special feature of a discrete lattice system is the periodicity of the atomic arrangement which
leads to periodicity of the crystal energy as a function of the atomic positions. A usual way to describe
such system is to choose the origin at one of the atoms and three linearly independent lattice vectors
ai , i = 1, 2, 3. The position of any atom in the lattice is then given by linear combination of these
vectors. A 3 × 3 matrix with i-th column consisting of the components of the vector ai is denoted
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as A .= (a1 a2 a3). The periodical lattice structure leads to additional assumptions about the frame
indifference and invariance of the Helmholz free energy Φ under a change of lattice basis:
Φ = Φ(At ·A) = Φ([M t ·At] · [A ·M ]) (3.8)
for every M ∈ GL(Z3) .= {M ∈ R3×3 : detM = ±1 and mij ∈ Z , i, j = 1, 2, 3} with the set
of relative integers Z. For a fixed basis A, the strain energy density per unit reference volume is a
function of the deformation gradient F ∈ R3×3+ .= {F ∈ R3×3 : detF > 0} :
W (F ) = Φ([At · F t] · [F ·A]) (3.9)
A further invariance property of W can be derived2 from (3.8) and (3.9):
W (F ) = W (Q · F ·H) (3.10)
for every
• F ∈ R3×3+ ,
• Q ∈ R+ : {Q ∈ R3×3 : Qt ·Q = I and detQ = 1} ,
• H ∈ A · [GL(Z3)] ·A−1 which is the conjugate group of GL(Z3).
The frame indifference under finite rotationsQ requires that W cannot be quadratic in F so that the
constitutive law must be non-linear, see Friesecke and Theil [33]. If W is quadratic in F , the frame
indifference is valid only for infinite small rotations.
A further assumption is related to the behaviour of W :
W (F ) ≥ 0 , W (I) = 0
lim
detF→0
W (F ) =∞
(3.11)
The variational problem like (3.2) associated with such W generally has in no solution because of the
lacking coercivity and rank-1 convexity of W due to different invariances in the problem. It can be
easily shown e.g. for familiar example of the simple shear. Recall that in this case, the deformation
gradient has the format F = I+γe1⊗e2 and W becomes a periodic function of the shear number γ.
For smoothW , there exist regions where the infinitesimal rank-1 condition (3.4) is no longer fulfilled.
Thus, the consideration of a relaxed problem is the only possibility to find a solution of the minimi-
sation problem like (3.2). The following theorem is proven by Chipot and Kinderlehrer [20] and
Fonseca [32]:
Theorem 3.6. (Dacorogna [22]) Let W satisfy (3.10) and (3.11). Let
h(t)
.
= inf{W (F ) : detF = t} .
If PW and RW denote the polyconvex and rank-1 convex envelope of W , then for every F ∈ R3×3+
1. PW (F ) = RW (F ) = h∗∗(detF ) ,
2The derivation is given in the appendix
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2. h∗∗(detF ) = inf
{
1
V
∫
B
W (F +∇Xϕ) dV : ϕ ∈ W 1,∞0 (B ; R3)
}
Here, the function h is the subenergy density of W .
While problem (3.2) has generally no solution, there are such particular F , which provide the exis-
tence of minimiser for this problem. Friesecke and Theil [33] have recently studied the validity and
failure of the Cauchy-Born rule on the basis of a 2D mass-spring model, see fig. 3.5. The non-linearity
of this model is of a geometric origin caused by the frame indifference of the strain energy density
mentioned above.
A particular result of this study states that the elastic energy density WBL(F ) as a function of the
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Figure 3.5: The 2D mass-spring model used by Friesecke and Theil in [33]. The system on the left can be
divided into boundary and body parts, whereby the body part consists of separated cells. A single cell consists
of the four masses on its corners connected by linear springs with the spring parameters K1 and K2 and the
equilibrium length a1 and a2.
macroscopic deformation ϕ(X) = F ·X prescribed on the boundary (i.e. ∀X ∈ CL) converges to
a limit W (F ) with the increase of the characteristic length L of the material configuration BL:
lim
L→∞
WBL(F ) = W (F ) with WBL(F )
.
= min
ϕ ∈ A
ϕ(X)|X∈∂CL = F ·X
Etot ({ϕ(X)}X∈CL)
VL
(3.12)
Here CL = r0Z2
⋂ BL denotes the material lattice configuration i.e. a collection of the atomic sites
within BL and r0 = f(K1, K2, a1, a2) is the lattice constant, see fig. 3.5. Further notations include
VL as the volume of BL and Etot as the total internal energy of the atomic collection. The classA of
admissible deformations is defined by
A .= {ϕ : CL → R2 | det′ (∇′Xϕ) ≥ 0 ∀X ∈ C ′L} (3.13)
Here
• C ′L is the set of bottom left corners of unit cells:
C ′L
.
= {X ∈ CL |X , X + r0e1 , X + r0[e1 + e2] , X + r0e2 ∈ CL} ;
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• ∇′X(•) is a generalised gradient taking additional atomistic degrees of freedom of the unit cell
with bottom left corner X into account:
∇′Xϕ .=
1
r0
[ϕ(X)− ϕ¯ |ϕ(X + r0e1)− ϕ¯ |
ϕ(X + r0[e1 + e2])− ϕ¯ |ϕ(X + r0e2)− ϕ¯] ∈ R2×4
with ϕ¯ .= [ϕ(X) +ϕ(X + r0e1) +ϕ(X + r0[e1 + e2]) +ϕ(X + r0e2)]/4 ;
• for an arbitrary function G = [g1 | g2 | g3 | g4 ] ∈ R2×4
det′(G) .=
1
2
[det(g2 − g1) | det(g4 − g1) + det(g4 − g3) | det(g2 − g3)] ;
geometrically det′ (∇′Xϕ) is the area of the unit cell in the spatial configuration with the bottom
left corner ϕ(X) divided by the area of the unit cell in the material configuration.
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Figure 3.6: The material configuration BL charac-
terised by the linear size L. The collection of the black
points (atoms) represents the material lattice configura-
tion CL = r0Z2
⋂ BL, whereby r0 is the lattice con-
stant.
In particular, the generalised gradient det′ (∇′Xϕ) is a discrete null-Lagrangian 3 i.e. if ϕ and ϕ¯ are
two mappings from CL to R2, which agree on ∂CL then∑
X∈C′L
det′ (∇′Xϕ) =
∑
X∈C′L
det′ (∇′Xϕ¯) .
The main result of [33] is that the Cauchy-Born rule is a theorem for favourable values of the spring
constants and spring equilibrium lengths and for all F in some open neighbourhood of SO(2) so that
W (F ) = WCB(F ) (3.14)
whereby WCB(F ) is the strain energy density of the homogeneously deformed lattice when each cell
follows the linear deformation prescribed on the boundary:
WCB(F )
.
= lim
L→∞
Etot ({F ·X}X∈CL)
VL
(3.15)
To prove this proposition and to overcome the non-convexity of the lattice energy, Friesecke and Theil
have introduced a new notion of lattice polyconvexity, which is a discrete analog of the polyconvexity.
3Integrands W for which the integral
∫
W (∇Xϕ) dV only depends on the boundary values of ϕ are called null
Lagrangians, since the Euler-Lagrange equations are automatically satisfied for all functions ϕ.
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Definition 3.7. (Friesecke and Theil [33]) Let C be a subset of R2×4, which is invariant under
translations
[g1 , g2 , g3 , g4] 7→ [g1 + d , g2 + d , g3 + d , g4 + d] , d ∈ R2 .
A translation-invariant function E : C → R is called lattice-polyconvex if a convex function exists
E˜ : C × {a ∈ R | a = det′F ′ for some F ′ ∈ C} → R ,
such that E(G) = E˜(G , det′G).
Thereby, the lattice polyconvexity reduces to the classical continuum polyconvexity for generalised
deformation gradients ∇′Xϕ of affine lattice deformation given by Cauchy-Born lattice map ϕ .=
F ·X + c (X ∈ CL) .
The theory represented in previous sections is sufficient to answer the questions posed at the beginning
of the current chapter. The answers are given below together with the questions.
• Q: Why does the Cauchy-Born rule fail?
A: The Chauchy-Born rule provides a homogeneous lattice deformation and fails when the
strain energy density W of a homogeneously deformed crystal becomes non-quasiconvex, so
that the corresponding macroscopic total energy I is no longer swlsc and the problem (3.1) has
no solution.
• Q: How can the critical deformation be detected?
A: Within the finite element implementation, the fulfillment of the infinitesimal rank-1 con-
vexity condition (3.7) should be evaluated for each load step and for each quadrature point. The
loss of infinitesimal rank-1 convexity is a necessary condition for the loss of quasiconvexity.
• Q: What should be done to overcome the failure of the Cauchy-Born rule?
A: The homogeneously deformed lattice should obtain a possibility to relax. Thereby, a
development of microstructures is expected.
A practical implementation of the last two points is the topic of the next chapter.
Chapter 4
Transition to Plasticity in
Continuum-Atomistics
The bifurcation analysis is straightforward if the following
fundamental problem can be solved
Fundamental problem Find the equilibrium curves going
through a given equilibrium point. 
Quoc Son Nguen, “Stability and Nonlinear Solid Mechanics”
4.1 Loss of Infinitesimal Rank-1 Convexity
According to the plan proposed in the last chapter, the verification of the cirterion (3.7) should first
be discussed. This criterion allows the detection of the beginning of the strain localisation, which is
reviewed below. For an advanced treatment of different problems of stability and in particular, of the
strain localisation, the reader is referred to a fundamental work of Quoc Son Nguen [66].
4.1.1 Localisation Analysis in Continuum Mechanics
Localisation is essentially a transition from a spatially homogeneous to a spatially concentrated inho-
mogeneous deformation state. The appearance of narrow zones of accumulated inelastic deformations
usually accompanies this process, whereby other parts of the body can simultaneously exhibit un-
loading. Note that concerning the hierarchy of failure, both the velocity and velocity gradient remain
continuous fields for diffuse failure.
[[ϕ˙]] = 0 and [[F˙ ]] = 0 (4.1)
In contrast to this, discontinuities of certain field values can be considered for localised failure.
Thereby, the appearance of a discontinuity of the velocity gradient (weak discontinuity, see e.g. Rice
[77])
[[ϕ˙]] = [[F˙ ]] 6= 0 (4.2)
corresponds to the loss of ellipticity of the appropriate quasi-static field equations according to the
classification of partial differential equations. Here a jump of a field quantity [[•]] .= (•)+ − (•)−
is defined as a difference between the magnitudes of this value on the positive and negative side of
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Figure 4.1: Zone of localised inelastic deformation in the spatial configura-
tion; m and n denote the polarization vector and the normal to the localisation
surface, respectively
the failure surface. The concept of strong discontinuity states a more general kinematical approach
assuming the discontinuity of both the velocity and the velocity gradient fields
[[ϕ˙]] 6= 0 and [[F˙ ]] 6= 0, (4.3)
see e.g. Steinmann et al. [82]. The strong discontinuity case can be reduced to the weak discontinuity
by introduction of a regularisation method, see Steinmann [81]. Therefore, the only case of the weak
discontinuity is considered here.
A presence of a discontinuity in the velocity gradient tensor is then kinematically expressed according
to Maxwell’s consistency condition, see Maxwell [56] and Truesdell and Toupin [92], as a rank-1
tensor weighted with a jump magnitude ξ
[[F˙ ]] = ξm⊗N (4.4)
Here m denotes the jump or rather polarisation vector in the spatial configuration and N represents
the normal to the failure surface converted back to the material configuration, see fig. 4.1. Thereby,
the connection between n and N is given by the Nanson formula (2.14). The equilibrium condition
across the failure surface requires continuity of the nominal traction vector t0. By application of the
Cauchy theorem, this condition results in
[[t˙0]] = t˙0
+ − t˙0− = 0 =⇒ [[t˙0]] = [[P˙ ]] ·N = [[L : F˙ ]] ·N = 0 (4.5)
withP and L defined in (2.17) and (2.23), respectively. Under the assumption of a continuous tangent
operator (so called linear comparison solid, see e.g. Hill [38], resulting in the so called continuous
bifurcation), we obtain from eq. (4.4) and (4.5) the following localisation condition in terms of an
eigenvalue problem for the localisation tensor q
[L : [m⊗N ]] ·N = q(N) ·m = 0 with q .= L:[N ⊗N ] (4.6)
or in componentwise representation 1:
qpr = LpQrSNQNS
1The non-standard double contraction : can be introduced in terms of the non-standard dyadic product⊗ emerging in
(2.40) for 2nd-order tensorsA, B andC as
[A⊗B] :C = A[B : C] or [A⊗B]pQrS , CQS .= Apr BQS CQS
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Thus, the appearance of non-zero solutions of eq. (4.6) indicates the possibility of strain localisation.
A homogeneous equation system renders non-trivial solutions if its determinant vanishes. Therefore,
the localisation condition can be reduced to
det q(N) = 0 ⇐⇒ loss of ellipticity, possible discontinuities in [[F˙ ]] (4.7)
The fact that det q(N) becomes zero or negative thus corresponds to the possible occurrence of locali-
sation in the form of continuous bifurcation. The sign-change of det q(N) must therefore be checked
during an incremental loading history for all spatial directions N . The corresponding stress is the
critical stress andN crit determines the failure direction corresponding toN crit = arg min
N
{det q}.
4.1.2 Derivation of the Localisation Criterion for Continuum-Atomistic Mod-
elling
Finally, the localisation tensor q takes an especially simple and elegant format within the framework
of the continuum-atomistic approach. By substitution of the tangent operator L given by the expres-
sion (2.40) into the definition of the localisation tensor (4.6), the following format of the acoustic
tensor can be obtained:
q =
1
2Vi
∑
j 6=i
k(0)ij [Rij ·N ]2 +∑
m6=i
m6=j
k
(m)
ij [Rim ·N ] [Rij ·N ]
 (4.8)
Note that the acoustic tensor is defined in the spatial configuration. If the pair potentials are used,
(4.8) reduces to simple format since k(m)ij = 0 and kij ≡ k(0)ij in this case:
q =
1
2Vi
∑
j 6=i
kij [Rij ·N ]2 (4.9)
The localisation tensor in this case thus consists of the weighted sum over atomistic level stiffnesses.
This statement is supported by the fact that the localisation tensor describes wave propagation in
continuous media for the dynamic case, whereas the atomistic level stiffness does the same for discrete
media.
4.1.3 Examples
To illustrate the developments discussed above, two different homogeneous deformations have been
applied to the (111)−plane of fcc−type crystals and the behaviour of the localisation tensor as a
function of crystal directions and applied deformation has been studied. In the computations, the
sublimation energy and lattice constant of aluminium, Es = 3.58 eV = 0.574nN nm and r0 =
0.286nm respectively have been used to fit the parameters ε and σ of the Lennard-Jones potential as
described in chapter 2. The cut-off radius rc is chosen to be 5r0, and table 2.1 yields the values of the
Lennard-Jones parameters ε and σ corresponding to n = 5. In the plane, the following setting for N
has been used:
N = cos φ e1 + sinφ e2 . (4.10)
88 CHAPTER 4. TRANSITION TO PLASTICITY IN CONTINUUM-ATOMISTICS
Simple Shear
The simple shear deformation is characterised by the deformation gradient
F = I + γ [e1 ⊗ e2]
with the unit tensor I and the shear number γ = tanα, see fig. 5.3, whereby ei denotes the cartesian
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Figure 4.2: The strain energy density
W0, the Kirchhoff shear stress τ12 and
the minimum of the acoustic tensor de-
terminant det q as a functions of the
shear number γ. The change of curva-
ture of min{det q} is caused by shift-
ing of its position φ from 30◦ to 90◦ at
γ ≈ 0.14.
unit vectors. During the deformation, atomic planes (or atomic rows for the planar case) slip relative to
each other and the atomistic arrangement of the undeformed configuration repeats itself periodically.
This can be recognised again on both bottom images of fig. 2.6. The undeformed (on the left) and
the sheared structures are equivalent. Therefore, a periodical behaviour of the strain energy density
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Figure 4.3: Determinant of the acous-
tic tensor vs. directions in the plane for
different shear numbers between 0.11
and 0.17. At γ ≈ 0.14, a change of the
position of the minimum takes place:
the minimum shifts from 30◦ to 90◦.
and stress tensor components is expected. This periodicity can indeed be obtained by computing the
actual neighbours contained in the cut-off sphere after every load increment, see fig. 2.9. It is expected
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that the determinant of the localisation tensor det q also exhibits a periodical behaviour. In fact, this
periodical behaviour can be obtained by using equation(4.9). The minimum of the determinant of
acoustic tensor is shown in fig. 4.2 as a function of the shear number γ. Thereby, the determinant is
negative for the part of deformations. It means that the configurations corresponding to such shear
numbers are not favourable from an energetical point of view. They would relax if the atoms would
not be fully constrained. Furthermore, it is easy to recognise that the min{det q}−curve exhibits a
change of curvature at γ ≈ 0.14. This can be explained in terms of the abrupt shifting of the position
φ of this minimum, see fig. 4.3. det q vs. φ−curves for different γ between 0.11 and 0.17 are shown
in this figure. The minimum of det q lies at 30◦ for γ < 0.14 and at 90◦ for γ ≥ 0.14 and becomes
negative directly after the hanging of its position. It is remarkable that all the curves have a local
extremum for φ corresponding to the normals to the slip directions in the (111)−plane. For instance,
N
.
= [cos 150◦ sin 150◦] is the normal to the slip direction [101], see fig. 4.4. Recall that the obtained
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Figure 4.4: Slip system of fcc−type
crystal in the (111)−plane
results depend on the orientation of the representative crystallite. For example, crystallites rotated
by 60◦ relative to the original crystallite yield identical results due to symmetry. Fig. 2.10 compares
strain energy densities and shear stresses of the Kirchhoff stress tensor for unrotated crystallites and
crystallites rotated by 30◦.
Uniaxial Extension without Lateral Contraction
The deformation gradient for uniform extension without lateral contraction shown in fig. 2.7 can be
considered as
F = I + [λ− 1] e2 ⊗ e2
with the unit tensor I and the stretch λ. This deformation is not as spectacular as the simple shear
deformation since it yields no periodicity in the appropriate quantities. The strain energy and the
components of the Cauchy stress tensor σ .= τ/ detF are displayed simultaneously with the values
of min {det q} in fig. 4.5. The fact that a sign-change of min {det q} corresponds approximately
to the maximum tension stress σ22 is in a good agreement with theoretical expectations. As in the
previous case, a change of curvature of the minimum of det q occurs shortly before the min{{det q}
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Figure 4.5: The strain energy den-
sity W0, the components of the Cauchy
stress tensor σ and the minimum of the
acoustic tensor determinant det q as a
functions of the stretch λ. The change
of curvature of min{det q} is caused
by shifting of its position φ from 90◦ to
0◦ at λ ≈ 1.135.
becomes negative. This can be recognised in fig. 4.6, which shows det q vs. φ curve for the values
of the stretch λ close to the point of the sign-change of det q. At λ ≈ 1.135, a change of the position
of the minimum takes place: the minimum shifts from 90◦ to 0◦. This mode becomes plausible if one
remembers that there is no lateral contraction, i.e. the left and right edges are fixed and a tension in
the horizontal direction occurs.
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the acoustic tensor becomes negative.
4.1.4 Computation of Failure Surface
By making use of the derived localisation criterion (3.7) in terms of the eigenvalue problem for the
acoustic tensor given by (4.9), a macroscopic failure surfaces for single crystals can be obtained. The
following flow chart can be proposed for the computation of a single point of the failure surface in
the principal stress space.
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1. Define Atomistic Arrangement (Structure, Rotation)
2. Define Polar Angle ψ in Principal Stress Space
3. Set τ pr = n∆ρ
[
cosψ 0
0 sinψ
]
4. Compute Deformation Gradient F :
1
2V
∑
j 6=i
f ji(F ) ⊗ rij − τ pr −→ min
5. Compute Determinant of localisation Tensor
det q(N) = det
1
2V
∑
j 6=i
[Rij ·N ]2 kij(F )
6. Check localisation Condition
IF det q(N) < 0 ⇒ τ pr = τ crit AND N = N crit
ELSE ⇒ n = n + 1 ; GOTO 3
ENDIF
Here, τ pr and ∆ρ denote the prescribed Kirchhoff’s stress tensor and an increment in the length
of the vector in the principal stress space with direction given by the polar angle ψ, respectively.
n = 1, 2, . . . is the step number. Fig. 4.7 illustrates the flow chart given above.
In this way, a discrete number of points of a failure surface can be obtained for any desired ratio
of principal stresses τ1 and τ2. The results of this computational procedure for both Lennard-Jones
and EAM potentials are shown in fig. 4.8. The failure surfaces are open in the third quadrant i.e.
in the region of compression. This is associated with the absence of a compression limit within the
used atomic potential. Due to the special format of the employed potentials, the strain energy can
increase during compression without limit. The failure surface is pronounced antisymmetric 1) due
to the anisotropy of the underlying crystal structure and 2) due to the asymmetry of the used potentials
mentioned above. For instance, the difference between the critical stresses τ1 during uniaxial tension
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Figure 4.8: Failure surfaces computed for both Lennard-Jones and EAM potentials. They
are open in the region of compression due to absence of compression limit in the used
model. localisation modes corresponding to the uniaxial extension in x and y directions and
to the pure shear are shown.
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and compression (τ2 = 0) could probably be related to the activation of several modes of instability
during compression whereas for tension, only one mode is available. This idea can be checked by
comparing the normal vectorN and the polarisation vectorm corresponding to critical compression
and tensile stresses. Indeed, the difference of the directions of the jumps in [[F˙ ]] or the normals to the
localisation surfaces for both critical stress states reflects an activation of different modes of instabil-
ity during the deformation process.
The orientation of the underlying crystal structure with respect to the principal stress axes influences
the results of the failure surface computation. Fig. 4.9 shows two such surfaces computed for the
Lennard-Jones potential in the first quadrant of the principal plane stress space for two crystallites
rotated by 30◦ relative to each other. Due to the cubic symmetry of the employed atomic arrange-
ment, rotation by 30◦ corresponds simultaneously to a rotation by 90◦. For this reason, both failure
surfaces are symmetric with respect to the diagonal of the first quadrant. The computed surfaces look
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Figure 4.9: Influences of the underlying crystal structure orientation
with respect to the principal stress axes on the failure surface.
qualitatively realistic and is similar to e.g yield surfaces for granular materials and concrete. The only
problem, which must be understood, is that the computed failure modes, i.e. the combinationsM , N
cannot be interpreted plausibly since the computed glide directions differ from the known glide di-
rections in the (111)−plane of fcc−crystals. To understand this phenomenon, the load history for
a number of stress states has been studied. The results for the ψ = 30◦ , 44.9◦ , 90◦ , 135◦ , 180◦ are
represented in appendix ??.
4.2 Finite Element Implementation
In previous section, the loss of infinitesimal rank-one convexity has been used as a method, which
allows to detect the elastic limit. In the present section, a finite element implementation of this
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criterion is discussed. For the sake of demonstration, the examples from chapter 2 are extended by
such additional investigation and placed in this section.
4.2.1 Indentation Test
At first, the results of the indentation test with different shaped tips are represented.
Spherical Indenter
The computation of the minimum of det q after each load step indicates the loss of ellipticity in 2
elements already at the penetration depth of about 90nm and 175nm for the Lennard-Jones (LJ)
and EAM potentials respectively. Nevertheless, an application of further deformation remains still
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Figure 4.10: Minimum of the determinant of acoustic tensor in failed elements with element numbers
562 and 563 (LJ) and 566 and 567 (EAM) vs. the penetration depth h. Each jump corresponds to an
inclusion of a new node in the contact, cf. fig. 2.18. At the penetration depth of about 90nm and 175nm
for the LJ and EAM potentials respectively, det q becomes negative in both elements.
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Figure 4.11: Strain energy density W0 in both
failed elements vs. the penetration depth h for the
LJ potential. At the same penetration depth of about
90nm when min{det q} becomes negative, W0 in-
creases considerably in both elements, so that an
instability of the homogeneous Cauchy-Born defor-
mation of the underlying crystallites occures.
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possible during the next several steps. Then the iterative solution strategy fails. Fig. 4.10 shows
the behaviour of the minimum of det q during the deformation in both elements where the loss of
infinitesimal rank-one convexity tooks place. Each jump in the curves corresponds to an inclusion
of a new node in the contact, cf. fig. 2.18. After a next node has been involved, the distribution of
the deformation becomes more homogeneous and min{det q} increases during several load steps. At
the penetration depth of about 90nm, det q becomes negative in both elements. The curves shows
an increase even in the region where they lie below zero. Admittedly, this post-critical behaviour has
no importance for a finite element simulation including plasticity: as soon as the det q of an element
becomes negative, an appropriate plasticity model should be used in this element.
At the same penetration depth of about 90nm when min{detq} becomes negative by using the LJ
potential, the strain energy density W0 increases considerably in both elements, see fig. 4.11, and
an instability of the homogeneous Cauchy-Born deformation of the underlying crystallites occures.
During further deformation, W0 exhibits a decrease indicating a stabilisation of the homogeneous
deformation. As mentioned chapter 2, the jumps and consequently, the critical deformation corre-
sponding to the loss of ellipticity should be mesh-dependent. Therefore, the obtained results must be
verified by using differently refined meshes.
Pyramidal Tip
In this case, the element 553 exhibits the highest deformation, so that the failure first takes place in
this element for both used potentials. Fig.4.12 shows the behaviour of the minimum of det q in this
element and in element 529 as a function of the penetration depth h. The strain energy density of both
elements obtained by using the LJ potentials and depicted in fig. 4.13 exhibits no jumps and looks
similar to the case of the the horizontal shearing.
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Figure 4.12: Minimum of the determinant of acoustic tensor in failed elements with element number
553 and 529 vs. the penetration depth h. At the penetration depth of about 90nm, det q becomes
negative in the element 553 for both potentials.
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Figure 4.13: Strain energy density W0
in the failed elements vs. the penetra-
tion depth h for the LJ potential. The
behaviour of W0 is similar to its be-
haviour in the shear experiment, see ex-
ample with horizontal shearing.
Flat Indenter
As mentioned above, an indentation with the flat punch is characterised by a large elastic deformation,
which becomes possible due to a load distributed among the nodes taking part in contact. The failure
history is mirrored in fig. 4.14. The loss of ellipticity first occurs in element 547 at the penetration
depth h of about 260nm by using the LJ potentials and in element 570 at the penetration depth h of
about 285nm by using the EAM potentials.
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Figure 4.14: Minimum of the determinant of acoustic tensor in failed elements vs. the penetration
depth. At the penetration depth of about 260nm and 285nm, det q becomes negative in the elements
547 and 570 for the LJ and EAM potentials respectively.
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This failure does not affect the convergence of the iterative solution. Element 523 fails at the penetra-
tion depth of 274nm; element 546 at 286nm and element 522 at 310nm by using the LJ potential. A
loss of the convergence has consequently been obtained at 312, 6nm for this potential. As mentioned
above, the EAM potential allows a higher elastic deformation: a loss of the convergence occures
firstly at 420nm when elements 570, 571, 547, 546, 523, 522, 521, 520, 497, 494, 495, 496, and 548
fail.
The behaviour of the strain energy density W0 in the failed elements is shown in fig. 4.15 for the
LJ potential. All energies increase with the increasing deformation and the corresponding (homo-
geneously) deformed structures becomes instable if a critical energy level is reached. This level
corresponds approximately to the highest energy in element 522, where the loss of ellipticity tooks
place a few small load steps ago.
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Figure 4.15: Strain energy density W0
in the failed elements vs. the penetra-
tion depth h for the LJ potential. The
behaviour of W0 is similar to its be-
haviour in the shear experiment, see ex-
ample with horizonzal shearing.
Flat Indenter: another Example
Another example of an indentation with the flat punch seems to be interesting since it yields results,
which are qualitative similar to the slip-line field solution developed by Prandtl [74] for such inden-
tation problem on a semi-infinite medium without friction.
The sample’s geometry in this example is similar to that shown in fig. 2.14 with the width of 28.6µm
and the heighgt of 10µm; the punch has a width of ≈ 11.4µm. Contrary to the previous problem, all
degrees of freedom on the bottom edge of the sample are fixed in this example. The manually meshed
sample with the applied boundary conditions is shown in the upper part of fig. 4.16. The LJ potential
has been used for this simulation.
According to the Prandtl’s solution, the triangular area lying directly beneath the punch moves
down as an entire body. Such behaviour can easily be recognised in the lower part of fig.
4.16, where the deformed sample is depicted. The loss of the infinitesimal rank-one convex-
ity takes place in the highlighted elements representing a localisation zone. The corresponding
min{det q} vs. penetration depth−curves for the failed elements are represented additionally. Since
the problem exhibits a full symmetry with respect to the vertical axis, the only curves for the high-
lighted elements of the right-hand part of the sample are depicted.
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Figure 4.16: The meshed undeformed sample with the constraints (upper part) and the deformed sample with
the highlighted elements, where the criterion of the loss of the infinitesimal rank-one convexity fails (lower
part). The min{det q} vs. penetration depth−curves for the failed elements are shown additionally.
4.2.2 Horizontal Shearing
In this example, the 1st element (with number 55) fails when the horizontal displacement of the top left
corner reaches approx. 3183nm corresponding to the 45th load step. The total number of the failed
elements reaches 7 after the last possible 52nd load step is completed. All the failed elements are
highlighted in fig. 4.17. A minimum of the corresponding determinant of the acoustic tensor is shown
for each element. det q has a minimal value in element 55 where the loss of ellipticity occurs at first.
The failure of the whole simulation takes place shortly after failure in this element. The strain energy
densities in the failed elements are shown in fig. 4.18 as functions of the horizontal displacement of
the left top corner. A maximal value is thereby reached as expected in element 55. The asymmerty in
the placement of failed elements can be explained by the force-controlled simulation.
Using the terminology of the particle physics, it could be stated that these “excited” energetic states
become unstable. Whereas in the case of, say, an excited electron it would reduce its energy by
emission of a photon, in the case of a homogeneously deformed mechanical system, a relaxation due
to development of a microstructure should occur.
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Figure 4.17: Minimum of the determinant of acoustic tensor in failed elements with element numbers 55,
60, 51,50, 56, 1 and 46 vs. the horizontal displacement of the left top corner. At the displacement of about
3183nm, det q of element 55 becomes negative.
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Figure 4.18: Strain energy density W0 in the failed elements vs. the horizontal displacement of the left top
corner.
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4.3 Relaxation
The topic of this section is how to overcome the loss of quasiconvexity of the strain energy density
or in other words, how the transition from elasticity to plasticity can be realised within the frame
of continuum-atomistic modelling. As mentioned at the end of previous chapter, it could be done if
the homogeneously deformed lattice obtains a possibility to relax, i.e. if each atom in RVE obtains
additional degrees of freedom relative to the prescribed homogeneous deformation, which allow it
to occupy a new position minimising the total energy in comparison with the homogeneous Cauchy-
Born deformation, cf. Tadmor et al. [89]. A quasiconvex envelope for a scalar-valued tensor function
W (F ) in a continuous case is given in theorem 3.3 (4). In this case, the total energy must be min-
imised with respect to an arbitrary perturbation∇Xϕ˜ of the deformation gradient F .
A similar construction can be considered for the discrete lattice system being handled here. Let us
extend the Cauchy-Born rule (2.31) by an unknown term:
ri = F ·Ri + ai = F · [Ri +Ai] (4.11)
with the additional inner material displacementsAi. Then the strain energy densityW0 given in (2.30)
is now a function of the deformation gradient and these displacements:
W0 =
1
N Vi
N∑
i=1
Ei(ri1, . . . , riN) =
1
N Vi
N∑
i=1
Ei(|F · [Ri1 +Ai1] |, . . . , |F · [RiN +AiN ] |)
= W0(F ,A1 , . . . , AN)
(4.12)
where Rij + Aij
.
= Ri + Ai − Rj − Aj . The relaxed strain energy density can be written in the
following format:
W˜0(F ) = inf
Aij
{
1
N Vi
N∑
i=1
Ei(|F · [Ri1 +Ai1] |, . . . , |F · [RiN +AiN ] |)
}
, (4.13)
which is analogous to QW(F ) introduced in theorem 3.3 (4). Use of the pair potentials leads to a
simplification of (4.13):
W˜0(F ) = inf
Aij
{
1
2N Vi
N∑
i=1
N∑
j 6=i
Φ(|F · [Rij +Aij] |)
}
. (4.14)
4.3.1 Derivation of Equilibrium Conditions
The minimisation of W0 defined in (4.12) results in the following equilibrium conditions:
∂W0
∂Ai
∣∣∣∣
F=const
= 0 . (4.15)
Simple but tedious calculations yield the following explicit format of these conditions:
1
N Vi
N∑
j 6=i
F t · f ji .= 0 (4.16)
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with fji = fij defined in (2.3). To solve the non-linear equation system (4.16) by e.g. Newton-
Raphson method described in chapter 2, the 2nd-order tangent operator
bij
.
=
∂2W0
∂Ai ⊗ ∂Aj
∣∣∣∣
F=const
is needed. Direct derivation of (4.16) with respect to Aj yields in view of (2.3) a simple format for
bij
bii = − 1
N Vi
F t · kii · F , bij = − 1
N Vi
F t · kij · F (4.17)
with the atomic-level stiffnesses kii and kij introduced in (2.10) and (2.7) respectively. Note that
(4.16) and (4.17) are derived without any special assumptions about the energy function and are
based on the general format (4.12) for the total energy. They are therefore valid for pair potentials as
well as for many-body potentials like EAM.
As soon as the inner displacements Ai are found, the relaxed atomic positions ri can be computed
according to (4.11). The knowledge of new ri allows the computation of the 1st Piola-Kirchhoff
stress tensor as well as the 4th-order tangent operator L according to their definitions (2.17) and
(2.23) respectively. However, due to the additional dependence of W0 on the inner displacements the
expressions for P and L now contain the 3rd-order tensor ∂Ai/∂F , see Tadmor et al. [89]:
P =
∂W0
∂F
+
∑
i
∂W0
∂Ai
· ∂Ai
∂F
(4.18)
L =
∂2W0
∂F ⊗ ∂F +
∑
i
∂2W0
∂F ⊗ ∂Ai ·
∂Ai
∂F
(4.19)
Thereby, the expressions must be evaluated at the constant relaxedAi ∀ i = 1 , N . It also is shown in
[89] that the non-trivial derivative can be represented as
∂Ai
∂F
= −
(
∂2W0
∂Ai ⊗ ∂Aj
)−1
· ∂
2W0
∂F ⊗ ∂Aj (4.20)
Direct calculations lead to an explicit format for the 3rd-order tensor
∂2W0
∂F ⊗ ∂Aj :
Bi
.
=
∂2W0
∂F ⊗ ∂Ai =
1
N Vi
∑
j 6=i
Bij with
Bij
.
=
1
N Vi
∑
j 6=i
F t · k(0)ij ⊗ [Rij +Aij] + F t ·∑
m6=i
m6=j
k
(m)
ij ⊗ [Rim +Aim] + fji [I⊗F ] · [Rij +Aij]

(4.21)
where fji = |f ji|. Note that the subscripts are related to the atomic numbering and do not denote the
tensor components. The deformation of crystallite RVE is no longer homogeneous, so that P and L
in (4.18) and (4.19) respectively are averaged in the volume of RVE and can be represented as
P =
1
N
N∑
i
P i , L =
1
N
N∑
i
Li (4.22)
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Indeed, the 1st terms on the right-hand sides of (4.18) and (4.19) are given in (2.35) and (2.39).
However, Rij must be replaced by Rij + Aij for all possible i and j. A substitution of (4.16) and
(4.21) into the 2nd terms of (4.18) and (4.19) respectively results in (4.22) with the following notations:
P i
.
=
1
Vi
∑
j 6=i
[
1
2
f ji ⊗ [Rij +Aij] + F t · f ji ·
∂Ai
∂F
]
(4.23)
Li
.
=
1
Vi
∑
j 6=i
12
k(0)ij ⊗ [[Rij +Aij] ⊗ [Rij +Aij]] +∑
m6=i
m6=j
k
(m)
ij ⊗ [[Rij +Aij] ⊗ [Rim +Aim]]
+ Bij · ∂Ai∂F

(4.24)
The practical aim of the relaxation procedure is thus to find a correct relaxed environment for each
atom from the representative cell to be able to compute a correct stress according to (4.23).
4.3.2 Implementation at the Micro Scale
The equilibrium condition (4.17) states a pure lattice statics problem at the microscale. The solution
algorithm of this problem is shown below:
(•) Load step n
1. Update the deformation gradient: F (n) = F (n−1) + ∆F
2. Set an initial value:
r
(n)start
i
.
= r
(n−1)end
i = F
(n−1) ·
[
Ri +A
(n−1)end
i
]
6= F (n) ·Ri
3. Find relaxed spatial placement r(n)endi , which fulfills the equilibrium conditions∑
j 6=i
f ji(r
(n)
i ) · F (n) = 0 by using the Newton-Raphson scheme
In general, there are two possibilities to define the starting value for the Newton-Raphson iterations
at the beginning of the step n:
(1) r
(n)start
i
.
= F (n) ·Ri = F (n−1) ·Ri + ∆F ·Ri
(2) r
(n)start
i
.
= r
(n−1)end
i = F
(n−1) ·Ri + F (n−1) ·A(n−1)i .
In the 1st case, the whole lattice should be homogeneously deformed according to the Cauchy-Born
rule and then it obtains a possibility to relax. Unfortunately, this approach does not provide a develop-
ment of microstructures. In the 2nd case, the relaxed atomic configuration r(n−1)endi computed during
the previous step n − 1 should be used as the start values for the step n. This 2nd approach has been
used in this work.
After each Newton-Raphson iteration, the next-neighbours list should be updated for each atom in
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RVE. The RVE i.e. a rectangular 2D atomic lattice in this case, has finite extensions but it must de-
scribe an infinite crystallite without any boundary. It means that the periodical boundary conditions
(PBC) should be formulated for the representative crystallite in order to exclude the boundary effects.
Note that the application of PBC has a bearing on the stiffness matrix. Indeed, in the case of PBC, the
displacements of corresponding atoms on opposite sides of the cell must be identical. To understand
how the global stiffness matrix KT must be changed, consider only one such pair of corresponding
atoms, say i and k. The PBC require:
ui = uk ⇔ (ui)x = (uk)x , (ui)y = (uk)y (4.25)
where ui
.
= ri −Ri. Remember that the system of the linear algebraic equations to be solved within
the Newton-Raphson approach is given by (C.24). The degrees of freedom corresponding to the x
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Figure 4.19: On the computation of
the next-neighbours under considera-
tion of PBC.
and y displacements of the atom i usually have numbers 2 i − 1 and 2 i respectively so that 2 lines
with these numbers correspond to ui in the stiffness matrix. The same is valid for uk. Let the atom k
be a master atom and the atom i be a slave atom, i.e. the atom i has no its own degrees of freedom and
their displacements results from (4.25). Then the lines 2 i− 1 and 2 i of KT consist of zeros except
for columns 2 i− 1 and 2 i as well as 2 k− 1 and 2 k. The lines 2 i− 1 and 2 i of the residual force in
(C.24) must be set to zezo. The whole system of equations then obtains the following format:
2 i− 1 2 i 2 k − 1 2 k
2 i− 1
2 i

. . . ...
... · · · ... ... . . .
0 · · ·0 1 0 · · · −1 0 0 · · ·0
0 · · ·0 0 1 · · · 0 −1 0 · · ·0
. . . ...
... · · · ... ... . . .


...
∆(ui)x
∆(ui)y
...
 =

...
0
0
...
 (4.26)
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In principle, such lines corresponding to the slave degrees of freedom can be removed from KT
and the size of the system can therewith be reduced. The next problem is how to compute the next
neighbours of each atom in the cell under consideration of PBC. The method suggested in this work
is explained in fig. 4.19. The main idea is to create 8 mappings of the original atom 2 together with
its next-neighbours circle in the spatial configuration. The translation vectors can be computed as
follows:
v1 = rII − rI , v2 = rIII − rI (4.27)
where rI , rII and rIII are the position vectors of the RVE’s corners. The atoms contained in all
9 circles are then the current next neigbours of the original atom. Thereby, the double presented
boundary and corner atoms must be eliminated. Thus, only one if any corner atom may be presented
in the next-neighbours list. Fig. 4.21 illustrates this method for different placed original atoms. If
the original atom lies within the RVE together with its cut-off circle, all mapped circles are empty as
shown in the left top figure. In all other cases, at least one or more mapped circles contain a part from
the effective environment of the original atom.
The square-shaped atomic arrangement shown in fig. 4.20 (a) has been used as a representative
crystallite for examples represented below. A displacement according to the Cauchy-Born rule has
been applied to the top and bottom edges of this cell, whereas the left and the right edges are subjected
to PBC, see fig. 4.20 (b).
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Figure 4.20: (a) The representative crystallite; (b) displacements according to the Cauchy-Born rule are ap-
plied to the top and bottom edges of the cell; the left and right edges are subjected to PBC.
2in the figur this atom lies within the parent cell)
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Figure 4.21: Mapped cut-off circles for different placed original atom, which must lie within the RVE or on
its boundary.
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A simple shear deformation with the deformation gradient given by
F = I + γ e1 ⊗ e2
has been applied to the top and bottom edges of RVE. The 7 relaxed energy curves shown in fig. 4.22
are obtained by changing of the step width δγ 3. All the curves exhibit an identical behaviour until a
critical deformation corresponding to γc ≈ 0.13. At this critical deformation, the loss of infinitesimal
rank-one convexity must occur so that the homogeneous deformation no longer yields a minimum for
the energy. A critical strain energy density W c0 of about −3.8nN nm corresponds to γc. All jumps
in the energy curves or a failure of simulation (for e.g. step width 0.0012) take place at this W c0 .
To understand what happens at this energy, the behaviour of the determinant of acoustic tensor has
been studied. The corresponding curves are depicted in fig. 4.23. A comparison of the curves shows
that the loss of ellipticity indeed occurs as soon as the critical deformation is reached. The energy
0 0.2 0.4 0.6 0.8 1
−4
−3.5
−3
−2.5
−2
−1.5
−1
PSfrag replacements
CB
1.20E − 3 1.25E − 3
3.00E − 3
1.50E − 3
2.00E − 3
1.00E − 3
2.50E − 3
γ
W
0
n
N
n
m
Figure 4.22: Relaxed strain energy density curves corresponding to different load step widths from 0.001
to 0.003 vs. the shear number. The unrelaxed Cauchy-Born energy of a homogeneously deformed RVE is
highlighted with the dashed line.
reduction becomes possible due to a rearrangement of the atoms in RVE. Some structure snap-shots
are exhibited in fig. 4.24 for two different relaxed energies. A development of microstructures, here
of the shear bands, can be easily recognised in both figures. Of course, due to PBC no dislocation can
occur and only a whole atomic row can glide in the shear direction. Nevertheless, the development of
3Note that in principle further curves could be obtained by this method, but is seems to be aimless since the only aim
of this study was to obtain a development of microstructures.
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Figure 4.23: Minimum of the determinant of acoustic tensor q corresponding to different load step widths
from 0.001 to 0.003 vs. the shear number. The minimum of det q for the unrelaxed Cauchy-Born energy is
highlighted with the dashed line.
the shear bands is an irreversible deformation. It means that due to the relaxation, a transition from
(hyper)elasticity to plasticity occurs within the continuum-atomistic approach.
Thus, due to the described relaxation procedure, a development of microstructures in an expected
form of the shear bands has been obtained. However, the main problem remains unsolved since
even the relaxed energy density is not rank-1-convex an arbitrary shear number, see fig. 4.23. On
the other hand, there are a lot of possible configurations with the energy less than the Cauchy-Born
energy at the bifurcation point and the result of relaxation depends on the load step width. Therefore,
a robust relaxation procedure is required, which forces the system to jump into an energy brunch
corresponding to the absolute minimum of energy.
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Figure 4.24: Cauchy-Born (dashed) and relaxed (step width = 0.0020 in the upper and 0.0012 in the lower
figure) strain energy curves together with the corresponding structures.
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4.3.3 Stability Criterion and Path-Change Procedure
Such a method has been proposed by Wagner and Wriggers, see [94, 93]. This method allows the
detection of a bifurcation point where the system becomes unstable, the number of the brunches in
this point and, finally, prescribes how to perturb the system to jump in a stable brunch corresponding
to a minimum of the energy. The method uses the fact that more than one equilibrium state exists
for the same load level at the bifurcation point. This leads to the eigenvalue problem for the global
stiffness matrix KT . The algorithm is shown in fig. 4.25. Here, ϕj and λj denote the eigenvectors
and eigenvalues respectively. Thus, the eigenvalue problem for KT should be solved after each load
step. The occurrence of one or more zero eigenvalues indicates that the bifurcation point is reached.
Thereby, the corresponding eignenvectors ϕj prescribe the direction, which should be followed to
compute a secondary brunch and hence they can be interpreted as perturbations of the solution at
the bifurcation point. An eigenvector corresponding to a zero eigenvalue should be added to the
PSfrag replacements
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upert = u+
∑
j
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THEN perturb unstable configuration according to
Figure 4.25: Algorithm describing the path-change procedure.
solution (in this case, to the homogeneously deformed configuration) with the scaling factor ξj . In
the case of multiple zero eigenvalues, the perturbation takes the format of a linear combination of the
corresponding eigenvectors with the unknown scaling factors. Unfortunately, there is no proposition
how these scaling factors can be determined. The problem of determinating ξj is discussed below.
Note that the global stiffness matrix being investigated must include only such columns and rows,
which correspond to unconstrained degrees of freedom. For instance, DOF’s prescribed for boundary
conditions as well as the slave DOF’s introduced for PBC must be eliminated to provide the symmetry
ofKT (left and top boundary as well as all corner atoms in this work).
A stability investigation of KT reduced in this manner has been carried out for examples discussed
in the previous section. The results are represented in fig. 4.26. Here, the minj{λj} is shown as a
function of the shear number γ. Comparison with fig. 4.23 shows that the loss of ellipticity occurs at
the same deformations as the loss of stability. In principle, both criterions are equivalent.
Among all computed examples, only two are of interest: for the step width of 0.002 and 0.003. In
these load cases, the energy jumps into a brunch corresponding to an energy less than the Cauchy-
4.3. RELAXATION 111
0 0.2 0.4 0.6 0.8 1
−35
−30
−25
−20
−15
−10
−5
0
PSfrag replacements
CB
1.00E − 3
3.00E − 3
1.25E − 3
2.50E − 3
1.20E − 3
1.50E − 3
2.00E − 3
γ
m
in j
{λ
j
}
Figure 4.26: Minimum of eigenvalues of the global stiffness matrix KT vs. the shear number for different
load step widths from 0.001 to 0.003 . The minimum of λ for the unrelaxed Cauchy-Born energy is highlighted
by the dashed line.
Born energy. Due to this jump, the system remains stable for a longer time. The stable parts of the
strain energy curves for these examples are shown in fig. 4.27 together with the stability criterion.
Some snap-shots of the stable relaxed and unrelaxed configurations are exhibited additionally. Both
energy curves can be viewed as two unconnected parts of the same relaxed energy, whereby the missed
connection piece should have the same zigzag shape 4. Each jump corresponds to the gliding of an
atomic row by one interatomic distance. The averaged energy remains thereby constant. This model
corresponds to the ideal plasticity without hardening. The corresponding stress curves depicted in fig.
4.28 advocate this proposition. Indeed, the averaged shear component of the stress remains constant,
so that the deformation increases without additional external force.
Finally, a comparison of both criterions for these two chosen examples is shown in fig. 4.29. It is easy
to recognise that the critical deformations resulting from the investigation of the loss of ellipticity are
the same as was obtained from the investigation of loss of stability.
4It could be supposed in view of (3.12) and (3.15) that the behaviour of the relaxed energy curve depends probably on
the size of the underlying crystallite L. This assumption can be verified by using lattice cells larger than the cell in the
present work.
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Figure 4.27: Strain energy density in the precritical region for two different step widths of 0.002 and 0.003.
At the critical deformation, the system changes into a 2nd brunch with the energy less than the Cauchy-Born
energy (dashed line).
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Figure 4.28: Shear stress in the precritical region for two different step widths of 0.002 and 0.003. An averaged
value of the stress remains constant during the deformation.
114 CHAPTER 4. TRANSITION TO PLASTICITY IN CONTINUUM-ATOMISTICS
0 0.2 0.4 0.6 0.8 1
−5
−4
−3
−2
−1
0
1 x 10
4
0 0.2 0.4 0.6 0.8 1
−30
−25
−20
−15
−10
−5
0
PSfrag replacements
m
in
(d
et
q
)
γ
relaxed
CBm
in j
{λ
j
}
Figure 4.29: Comparison of two criterions: the loss of ellipticity and the loss of stability for two different step
widths of 0.002 and 0.003.
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Figure 4.30: Strain energy density together with the minimum of det q and of λj for a fully constrained system
deformed according to the Cauchy-Born rule. Four configurations from the stable region are shown.
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Thus, the functionality of the stability criterion is shown. Here, the general approach of the path-
change procedure should be discussed. The simulation starts with the homogeneous deformation
for the whole lattice cell according to the Cauchy-Born rule, whereby the stability criterion must
be checked after each load step. Recall that only the micro scale is handled here. As soon as the
critical deformation is reached (the vertical dashed line in fig. 4.30), the last homogeneously deformed
configuration should be perturbed according to the scheme in fig. 4.25. In the case depicted in
fig. 4.30, two zero eigenvalues appear at the bifurcation point. It is shown in fig. 4.31 and 4.32
how the corresponding eigenvectors can be applied as perturbation for the homogeneously deformed
configuration, whereby the perturbation takes place only due to either 1st (fig. 4.31) or 2nd (fig.4.32)
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Figure 4.31: 1st zero eigenvector represented as a perturbation (on the left); perturbed homogeneously de-
formed configuration, whereby the perturbed atomic positions are depicted with circles whereas the unperturbed
position with squares.
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Figure 4.32: 2nd zero eigenvector represented as a perturbation (on the left); perturbed homogeneously de-
formed configuration, whereby the perturbed atomic positions are depicted with circles whereas the unperturbed
position with squares.
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eigenvector with the corresponding scaling factor equal to 1 and with the 2nd scaling factor equal to
zero. The 1st eigenvector Thereby defines two pairs of displacements, which have the same values
and reverse directions in each pair. The corresponding perturbed structure therefore exhibits the same
symmetry: the upper part can be obtained from the lower part as a result of a 180◦ rotation.
The 2nd eigenvector yields 5 different displacements, which are equivalently directed, see fig. 4.32.
The perturbed structure exhibits no symmetry. Both perturbed structures are shown together in fig.
4.33. It is quite evident that both perturbations provide a development of shear bands. It is complicated
to decide, which perturbed configuration is more favourable from the energetical point of view since
each deformed cell contains relaxed bands with the structure similar to the undeformed configuration
and, additionally, transition bands.
Now, the main question is how the convenient scaling factors can be determined. Fistly, it has
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Figure 4.33: Perturbed configurations for two sets of scaling factors ξ1 , ξ2 : {ξ1 =
1 , ξ2 = 0} and {ξ1 = 0 , ξ2 = 1} .
been attempted to set a random values for ξ1 and ξ2. Unfortunately, this method does not lead to a
relaxed structure with a minimum of the strain energy density. Another proposition is to compute
the strain energy density as a function of both scaling factors so that W0 = W0(ξ1 , ξ2) whereby ξ1
and ξ2 run from −n to n near to zero. By this method, a minimum of W0 can be detected and a
corresponding pair {ξ1 , ξ2} should be chosen as the convenient scaling factors. The accuracy of the
determination can be controlled by changing of the step width. Projections of such an energy surface
at the bifurcation point are shown in fig. 4.34 for n = 6 and step width 0.2. The strain energy density
reaches a minimum for ξ1 = ξ2 = 0.2. This means that the Cauchy-Born deformation does not
provide an energetically favourable configuration. The whole energy surface at the bifurcation point
is shown again in fig. 4.35 (a).
To check whether the Cauchy-Born deformation provides an energetically favourable configuration
in the precritical region, an analogical energy surface has been computed for a deformation just at the
beginning of the simulation. This surface is shown in fig. 4.35 (b). As expected, the minimum of the
energy surface corresponds to ξ1 = ξ2 = 0 i.e. to the Cauchy-Born energy.
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Figure 4.34: Projections of the energy surface. It is easy to recognise that the Cauchy-Born energy does not
correspond to a favourable state.
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Figure 4.35: Strain energy density as a function of the scaling factors ξ1 and ξ2. The step width is 0.2: (a) at
the bifurcation point; (b) shortly after the beginning of deformation in the precritical region.
A usage of the obtained scaling factors unfortunately does not lead to a new relaxed structure. To
increase the accuracy of the scaling factor determination, the range of the variation of ξ1 and ξ2 has
been decreased whereas the resolution has been increased, so that the number of raster points does
not increase dramatically. In other words, the following parameters have been used: n = 0.4 instead
of 6 and the step width is equal to 0.01 instead 0.2. Thereby, it was found that the better resolution
shifts the minimum of W0 from ξ1 = ξ2 = 0.2 to ξ1 = 0.29 , ξ2 = 0.09, see fig. 4.36. However, even
this correction does not provide an appearance of a new relaxed structure and the problem of a robust
definition of ξj remains open.
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Figure 4.36: Energy surface at the bifurcation point with better resolution compared to the
surface shown in fig. 4.34.
Thus, a robust procedure, which locates only the brunch providing an absolute minimum of the strain
energy density among numerous brunches at the bifurcation point remains incomplete 5. Without
such a procedure, no finite element implementation can be considered.
5To improve the convergence, the damped Newton method, s. appendix, can be used instead of the classical Newton-
Raphson approach.
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Chapter 5
Higher  Order Gradients in
Continuum-Atomistics
In general, strain gradients are inversely pro-
portional to the length scale over which plastic
deformation occur. Thus, gradient effects be-
come important for plastic deformations taking
place at small scales.
N. A. Fleck, “Strain gradient plasticity”
As obtained in chapter 4, the relaxation results in the development of microstructures with deforma-
tion inhomogeneity at the atomic length scale. In general, this inhomogeneity cannot be captured by
the standard Cauchy-Born rule (2.31), see fig. 5.1. To remain within the realm of the continuum-
atomistic model and nevertheless still obtain accurate results in this more general case of inhomo-
geneous deformations, the Cauchy-Born rule is considered in the classical form as the 1st term of a
Taylor’s series expansion of the deformation field and enhanced by the 2nd, quadratic term including
the higher-order deformation gradient. Based on these advanced kinematics, a full higher-order gra-
dient framework is obtained by minimisation of the total energy of the body of interest.
In principle, the quasicontinuum formulation could subdivide the volume containing an inhomogene-
ity and linearly interpolate the shear. But the introduction of higher-order gradients is also motivated
from studies of localisation limiters, see e.g. [30]. Here, the higher-order gradients provide an intro-
duction of a lower size bound for the microstructures arising due to the relaxation.
The consideration of the higher-order expansion terms has only a kinematical meaning and serves to
take the inhomogeneities in the deformation field into account. Thereby, the atomistic description
remains unchanged and only the kinematic description within the existing interatomic potentials is
modified.
This framework is similar to the Toupin-Mindlin theory of linear elasticity, see Toupin [91] and
Mindlin [59, 60]. Nix and Gao [67] have investigated the indentation size effect using the notion
of geometrically necessary dislocations connected with the strain gradient plasticity. Recently, the
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and can not be captured by the standard Cauchy-Born rule.
higher-order gradient theory for finite deformation has been elaborated by Geers et al. [35] and
Kouznetsova et al. [46] within classical continuum mechanics in the context of homogenization ap-
proaches. Newly, Leamy et al. [48] have applied the higher-order gradient theory combined with the
Cauchy-Born rule to analyse carbon nanotubes. A comparison of the various higher-order gradients
theories can be found in the detailed overview elaborated by Fleck and Hutchinson [30].
Finally, note that this study relates to only one point of continuum and contains no FE implementation.
5.1 2nd– Order Hyperelastic Continua
In the higher-order theory, the 2nd-order deformation gradient G, which is a rank-three tensor, must
be introduced in addition to F :
G
.
=
∂2ϕ(X)
∂X ⊗ ∂X ≡ ∇X ∇X ϕ (5.1)
The energy minimisation takes again a format similar to (2.20):
δEtot = δ
∫
B0
W0(F ,G) dV + δE
ext
=
∫
B0
[
∂W0
∂F
: ∇X δϕ + ∂W0
∂G
... ∇X ∇X δϕ
]
dV + δEext = 0
(5.2)
Here “
...” denotes a triple contraction of rank-three tensors Q and G, i.e. QiJK GiJK . In addition to
the 1st Piola-Kirchhoff stress (2.17), the 2nd-order stressQ is introduced here as the 1st derivative of
the energy density with respect to the 2nd-order deformation gradientG:
Q
.
=
∂W0
∂G
(5.3)
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It follows from (5.3) that the 2nd-order stress is represented by a rank-three tensor. The symmetry
properties of this tensor are determined by the symmetry of G = ∇X ∇X ϕ, which is symmetric
in the second and third index because of the interchangeability of second partial derivatives. The
variation of the external potential includes an additional term due to the 2nd-order stress traction tQ0
on the surface ∂B0, see e.g. Mindlin [60] or Fleck and Hutchinson [30] , and can be represented as a
sum of three terms 1:
δEext = −
∫
B0
δϕ · b0 dV −
∫
∂B0
δϕ · tP0 dA−
∫
∂B0
∇N δϕ · tQ0 dA, (5.4)
After simple but tedious transformations of (5.2) outlined in detail in the appendix, the following
higher-order equilibrium equations and Neumann-type boundary conditions are obtained:
Div(P − DivQ) + b0 = 0 in B0 (5.5)
[P − DivQ] ·N + L(Q ·N ) = tP0 on ∂B0 (5.6)
Q : [N ⊗N ] = tQ0 on ∂B0 , (5.7)
whereby the partial integration, the Gauss theorem and the Stoke’s surface divergence theorem are
essentially involved. Here, L(Q ·N) denotes the following differential operator:
−L(Q ·N) .= KQ : [N ⊗N ] +∇TX(Q ·N) : I (5.8)
with the mean curvature K .= −∇TXN : I of the surface ∂B0, see Brand [15], p. 222.
5.2 2nd– Order Cauchy-Born Rule
The Cauchy-Born rule in the form (2.31) is insufficient to describe the kinematics for the case of
inhomogeneous deformations. Furthermore, size effects cannot be taken into account, see e.g. Geers
et al. [35] or Fleck and Hutchinson [30], if the problem size reaches the scale of the atomic spacing
as in the case of nanomechanics. To get over this discrepancy, the 2nd i.e. quadratic term in the
Taylor’s series expansion of the displacement field has been taken into account. Thereby, (2.31) is
considered as the 1st term in this expansion near the homogeneously deformed configuration. The
extended Cauchy-Born rule of 2nd-order can thus be expressed in the following format
rij = F ·Rij + 1
2
G : [Rij ⊗Rij] (5.9)
with the previously introduced 2nd-order deformation gradientG. The strain energy density W0 now
consequently depends on both F andG:
W0 = W0(ri1, . . . , riN) (5.10)
= W0(|F ·Ri1 + 1
2
G : [Ri1 ⊗RiN ]|, . . . , |F ·RiN + 1
2
G : [RiN ⊗RiN ]|)
= W0(F ,G)
1The gradient operator can be decomposed into normal and tangential parts according to the following rule:
∇X(•) = [∇X(•) ·N ]N +∇X(•) · [I −N ⊗N ] ≡ ∇NX(•) +∇TX(•)
with the normal gradient operator∇NX(•) .= [∇X (•) ·N ]N ≡ ∇N (•)N and the tangential gradient operator∇TX (•) .=
∇X(•) · [I −N ⊗N ], wherebyN denotes the material surface normal vector.
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Figure 5.2: The 2nd-order Cauchy-Born rule for the case of non-homogeneous deformation
The Euler-Lagrange equations corresponding to a potential depending on F andG are given by (5.5)-
(5.7).
The explicit format of the constitutive law for the 1st Piola-Kirchhoff stress retains its form previously
given by (2.36). The definition (5.3) renders the following format for the 2nd-order stress under
consideration of (2.30) and (5.10):
Q =
1
4Vi
∑
j 6=i
f ji ⊗ Rij ⊗ Rij (5.11)
The push-forward operation in the case of the 2nd-order theory is more complicated than in the 1st-
order theory. The specific virtual work transformation yields spatial stress tensors in the following
explicit format 2:
P : ∇Xδϕ+Q ...∇X∇Xδϕ
= [P · F t +Q 2,3: G] : ∇xδϕ + [Q : [F t⊗F t]] ...∇x∇xδϕ (5.12)
=
[
1
2Vi
∑
j 6=i
f ji ⊗ rij
]
: ∇xδϕ+
[
1
4Vi
∑
j 6=i
f ji ⊗ r1ij ⊗ r1ij
]
...∇x∇xδϕ
with the spatial distance vector r1ij
.
= Rij · F t of the 1st-order theory. The linearisation of (5.11)
contains various 2nd derivatives of W0 with respect to F andG:
∂2W0
∂F ⊗ ∂F ,
∂2W0
∂F ⊗ ∂G ,
∂2W0
∂G⊗ ∂F ,
∂2W0
∂G⊗ ∂G .
2The operation
2,3
: denotes the double contraction of two rank-three tensors with respect to their 2nd and 3rd indices,
e.g. [Q
2,3
: G]ab
.
= QaMN GbMN .
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The 1st one contributes to the linearisation of the 1st Piola-Kirchhoff stress and again takes the known
format (2.40) or (2.41) for the case of pair potentials. Explicit expressions for the remaining three
tensors must be derived. Usual simple calculations yield the following 6th and 5th order tangent
operators3:
MFG
.
=
∂2W0
∂F ⊗ ∂G =
1
4Vi
∑
j 6=i
[kij ⊗ [Rij ⊗Rij]]⊗Rij (5.13)
MGF
.
=
∂2W0
∂G ⊗ ∂F =
1
4Vi
∑
j 6=i
[kij ⊗ [Rij ⊗Rij]]⊗Rij (5.14)
MGG
.
=
∂2W0
∂G ⊗ ∂G =
1
8Vi
∑
j 6=i
[kij ⊗ [Rij ⊗Rij]]⊗ [Rij ⊗Rij] (5.15)
5.3 Examples
To investigate the influence of the higher-order deformation gradient contribution in the extended
Cauchy-Born rule on the accuracy of the kinematic description, a special non-homogeneous simple-
shear-like deformation has been chosen and studied.
5.3.1 Geometric Characterisation of a Prototype Deformation
Firstly, a short description of the deformation analysed in the sequel should be given.
Homogeneous Simple Shear Deformation
Before introducting the above mentioned non-homogeneous deformation, the main features of the
familiar homogeneous simple shear deformation, see fig. 5.3, should be reviewed. The origin of
the local coordinate system is chosen in the middle of the undeformed volume element. All straight
vertical lines in the material configuration transform to straight but inclined lines with the same slope
α in the spatial configuration. In this case, the deformation field ϕ can be represented as a linear map
of the material position vectorsX as
[ϕ] =
[
ϕ1
ϕ2
]
=
[
X1 + BX2
0 + X2
]
; ϕ = F hom ·X (5.16)
with the constant deformation gradient in terms of the shear number γ
FiJ = F
hom
iJ (B) =
∂ ϕi
∂ XJ
=
[
1 γ
0 1
]
with γ ≡ B = constant over B0 (5.17)
Clearly, the 2nd-order deformation gradientG vanishes identically in this homogeneous case:
GiJ1 ≡ ∂ FiJ
∂ X1
=
[
0 0
0 0
]
GiJ2 ≡ ∂ FiJ
∂ X2
=
[
0 0
0 0
]
(5.18)
3Expressions (5.13)-(5.15) are valid for pair potentials only with kij defined in (2.11).
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Figure 5.3: The homogeneous simple shear deformation with the spatially constant shear number γ
Non-Homogeneous Simple-Shear-like Deformation
To obtain a slightly perturbed simple shear deformation, a quadratic term with a small parameter
A B has been added to the deformation field (5.16):
[ϕ] =
[
ϕ1
ϕ2
]
=
[
X1 +BX2 + AX1 X2
X2
]
; ϕ = F hom ·X + 1
2
G : [X ⊗X] (5.19)
Note that this deformation is precisely captured by the extended Cauchy-Born rule (5.9). The defor-
mation gradient of the perturbed simple shear deformation
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Figure 5.4: The non-homogeneous simple-shear-like deformation with the position-depending shear number
γ(X)
FiJ =
∂ ϕi
∂ XJ
=
[
1 + AX2 B + AX1
0 1
]
(5.20)
consists of the deformation gradient F hom of the homogeneous deformation and the perturbation with
a small parameter A:
FiJ = F
hom
iJ (B) + A
[
X2 X1
0 0
]
(5.21)
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Here, the 2nd-order deformation gradient is constant for the present case of the quadratic deformation
field:
GiJ1 ≡ ∂ FiJ
∂ X1
=
[
0 A
0 0
]
GiJ2 ≡ ∂ FiJ
∂ X2
=
[
A 0
0 0
]
(5.22)
Interesting enough, the deformation (5.19) can be represented in a format, which is similar to the
common simple shear deformation
ϕ = F inhom ·X ; F inhomiJ =
[
1 γ(X)
0 1
]
6= FiJ (5.23)
Note however that the non-linear map F inhom differs from the deformation gradient F . The shear
number γ is no longer constant over B0 and depends on the component X1 of the material position
vectorX:
γ(X) = B + AX1 (5.24)
Straight vertical lines in the material configuration thus transform to straight lines in the spatial con-
figuration with a slope depending on the material coordinate X1, see fig. 5.4.
5.3.2 Detailed Investigations
To investigate the influence of the higher-order gradient, the chosen non-homogeneous deforma-
tion has been studied for various ratios A/B. To describe the interatomic interaction, the above
mentioned Lennard-Jones pair potential (1.20) with material parameters fitted to aluminium, i.e.
σ = 0.2575 nm and ε = 0.1699 nN nm, is used as a prototype model. These parameters are
obtained by a fitting procedure under the constraint of a stress free material configuration and equal-
ity of the atomic energy in the material configuration to the sublimation energy of aluminium, i.e.
Esub = 3.58 eV = 0.574 nN nm. Thereby, the cut-off radius rc is equal to five atomic spacings
r0 = 0.286 nm.
Fig. 5.5 depicts the material and spatial collection of atoms representing the crystal of interest for
two ratios A/B, whereby A/B = 0 corresponds to the homogeneous deformation field (5.16). The
circles in the spatial configuration contain the next neighbours of the atoms in their centers where the
deformation field has its origin. The deformed ellipses correspond to these circles pulled back by the
deformation to the material configuration 4. It is easy to recognise that the consideration of the 2nd-
order deformation leads to a change of the spatial configuration even for the small ratio A/B = 0.1.
This could be better observed in fig. 5.6 where the next neighbours distributions for three different ra-
tios A/B > 0 are compared with such distribution for A/B = 0 corresponding to the homogeneous
deformation. On the right-hand side, the regions in which the circles and triangles overlap denote
regions of a homogeneous deformation state. The homogeneous and non-homogeneous deformation
fields lead roughly to the same displacement in these regions. With increasing A/B, these regions
tend to become smaller. Fig. 5.7 represents this observation even better. Here, each figure except for
the first one, is an overlay of two spatial configurations. One of them is deformed homogeneously
(A/B = 0) and the other one non-homogeneously with the corresponding ratio A/B varying from
4To obtain a deformed ellipse depicting the boundary of the next neighbours of the atom i in the material configuration,
the circle in the spatial configuration must be pulled back to the material configuration. In general, this is connected with
the solution of the non-linear system of algebraic equations (5.19) with respect to X1 and X2. In the special case chosen
here X2 = ϕ2 remains constant and this renders X1 simply by substituting X2 in the 1st row of (5.19).
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Figure 5.5: The material (on the left-hand side) and spatial configuration according to (5.19). Prototype model
configuration for A/B = 0 (homogeneous deformation) and A/B = 0.1 (inhomogeneous deformation). The
right-hand side corresponds to B = 1.16
0.01 to 0.25. It is plausible that the decision whether the deformation is homogeneous enough such
that the standard Cauchy-Born rule applies or it should be treated as a non-homogeneous deformation
depends on the length of the cut-off radius rc. For instance, the deformation in the case A/B = 0.02
can not be considered as homogeneous if rc & 2 r0, whereby r0 denotes the lattice constant, i.e the
atomic spacing.
The energy of the central atom for various ratios A/B has been chosen as further qualitative criterion
of inhomogeneity. Thereby, B increases from 0 to 3.48 continuously. Fig. 5.8 shows the correspond-
ing energy curves together with the snap-shots of the atom distribution within the cut-off circle for
special values of B. The first curve is strongly periodic since the reference crystal structure repeats
itself periodically during the homogeneous simple shear deformation. The energy becomes partic-
ularly minimal for the shear numbers B = 1.16 , 2.32 and so on for the chosen structure. All the
snap-shots correspond to the repeating reference crystal structure and the first three minima of the
energy curve for homogeneous deformation. The energy curves differ more and more from this curve
with increasing ratio A/B. It can nevertheless be observed that the energy change for the given pa-
rameter set is non-essential within the first period. This can be attributed especially to the short-range
interaction of the used pair potential. In conclusion, a simple quantitative inhomogeneity criterion
should be elaborated.
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Figure 5.6: The next neighbours of the central atom in the material and spatial configurations for different
ratios A/B (solid lines on the left-hand side) compared with the next neighbours distribution in the case of
the homogeneous deformation A/B = 0 (dashed line on the left-hand side). The atoms in the case of the
non-homogeneous deformation are represented as triangles on the right-hand side. The circles correspond to a
homogeneous deformation. Both cases coincide in the material configuration. The right-hand side corresponds
to B = 1.16.
5.3.3 Simple Deformation Inhomogeneity Measure
The essential information about the deformation field inhomogeneity is contained in the 2nd-order
deformation gradient G, which is needed within the gradient extended framework. For the planar
case,G consists of the four vectors:
[G]
.
=
[
∂ F
∂X
]
=

∂ F11
∂X
∂ F12
∂X
∂ F21
∂X
∂ F22
∂X
 (5.25)
130 CHAPTER 5. HIGHER – ORDER GRADIENTS IN CONTINUUM-ATOMISTICS
PSfrag replacements
Material Configuration
A/B = 0.10
A/B = 0.01 A/B = 0.15
A/B = 0.25
A/B = 0.20A/B = 0.02
A/B = 0.05
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Next, the matrix D(X) consisting of norms of the corresponding components of G has been intro-
duced :
[D(X)]
.
=

∣∣∣∣∣∣∣∣∂ F11∂X
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣∣∣∂ F12∂X
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∂ F21∂X
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣∣∣∂ F22∂X
∣∣∣∣∣∣∣∣
 ≡
[
D11(X) D12(X)
D21(X) D22(X)
]
(5.26)
Each component must be evaluated at the site of each atom from the next neighbours list in the cut-off
circle and the maximum value must be found :
Dmax
.
= max
i,J
{
max
X
{DiJ(X)}
}
(5.27)
Dmax has dimension of an inverse length and the inhomogeneity length can thus be introduced as the
inverse value of Dmax:
L
.
=
1
Dmax
(5.28)
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Now, the deformation inhomogeneity measure can be defined as the ratio of the cut-off radius and the
inhomogeneity length:
ε
.
=
rc
L
= max
i,J
{
max
X
{DiJ(X)}
}
rc (5.29)
This measure characterises how rapidly the deformation field changes within the cut-off circle. For a
homogeneous deformation, L tends to infinite and thus ε tends to zero. The question, which ε should
be chosen as a critical value indicating that a sufficiently non-homogeneous deformation occurs de-
pends on the problem and must be further studied.
In the example considered above, the 1st and the 2nd deformation gradients are given by (5.20) and
(5.22). Then the matrixD is constant and can be represented as follows:
[D(X)] =
[ √
[02 + A2]
√
[A2 + 02]
0 0
]
=
[
A A
0 0
]
(5.30)
Consequently, the following expressions can be obtained for L and ε under consideration of (5.28)-
(5.30):
L =
1
A
ε = Arc (5.31)
To determine the correspondence between the introduced measure ε and the inhomogeneity, the
energy level curves shown in fig. 5.8 have been computed for each atom within the cut-off circle for
various A/B ratios. These data have been then represented in the form of energy isolines as shown in
fig. 5.9. The isolines are numbered according to tab. 5.3.3. The minimum energy level corresponds
to the energy of an atom in the reference lattice. The first nine levels are equidistant with the interval
of length 0.5. Because of the behaviour of the used pair potential given in fig. 1.10, the energy under
compression tends to reach enormously positive values due to the reduction of the distances between
the atoms in such areas. Thus, the levels 10 to 16 correspond to such positive energy values. In
fig. 5.9, the areas occupied by the next neighbours of the central atom are shown within the cut-off
circle together with the energy distribution in these areas. The corresponding ε computed according
to (5.29) are depicted additionally. As expected, ε vanishes for the homogeneously distributed energy
(1st column and 1st row). With increasing A/B and B the energy distribution becomes more and
more inhomogeneous and ε increases simultaneously. Apparently, as already mentioned above, the
theory-based critical value of ε corresponding to a still sufficiently homogeneous deformation field
depends on the problem and the cut-off radius. In our particular case only the energy distribution in
the 2nd column and in the 1st two upper figures of the 3rd column can be considered as homogeneous
enough in the vicinity of the center atom. In this case εmax ≈ 0.066.
Table 5.1: The enumeration of the energy levels as shown in
fig. 5.9
Energy levels
Number 1 2 3 4 5 6 7 8 9
Value [×10−18 J ] −4.0 −3.5 −3.0 −2.5 −2.0 −1.5 −1.0 −0.5 0.0
Number 10 11 12 13 14 15 16
Value [×10−18 J ] 1 10 102 103 104 105 106
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Figure 5.8: The energy of the atom in the center of the cut-off circle for various ratios A/B, whereby B
continuously increases from 0 to 3.48. The snap-shots of the atomic distribution within the cut-off circle
correspond to the minima of the energy curve for the case of homogeneous deformation (A/B = 0).
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Figure 5.9: The energy distribution within the cut-off circle for various ratios A/B and B increasing from 0 to
3.48. The corresponding values of ε computed according to (5.29) are given additionally. The correspondence
between the energy levels numbering and the energy values is given in tab. 5.3.3.
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Chapter 6
Discussion
The work is complete, and now it is the time to declare, which results have been newly obtained and
which of them seem to be important (of course, in my opinion). I would also like to represent my
vision of further development of the method described here.
What is New?
The new aspects of this contribution are
• a compact tensor format for all derivations and results;
• a description of the transition from a discrete atomic lattice to a continuous body as continui-
sation and homogenisation; in particular a derivation of the Cauchy-Born rule from the main
principle of homogenization, i.e. from the equivalence of the virtual macro and micro powers;
• an introduction of a cellwise Cauchy-Born rule;
• a consideration of a discrete homogenisation, which requires among others, a discrete analog
of the Gauss theorem;
• an explicit format of the 1st Piola-Kirchhoff stress tensor and the corresponding 4th-order tan-
gent operator for both the Lennard-Jones pair potential and the EAM potential;
• an overview of the problems arising during an application of continuum convexity notions to a
discrete lattice system;
• an application of the continuum formulation of strain localisation within the frame of continuum-
atomistics;
• a computation of the yield condition based on the continuum-atomistic model; this condition
can simultaneously be viewed as a condition of first dislocation nucleation;
• a presentation of the method developed for a consideration of periodical boundary conditions;
• a representation of the microstructures computed by relaxation;
• an application of the path-change procedure for a computation of an energetically favourable
configuration of a discrete lattice structure;
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• a presentation of the newly proposed method for the determination of scaling factors required
in the path-change procedure;
• an application of the continuum-atomistic principles within the 2nd-order theory;
• a derivation of explicit expressions for the higher-order stress, its push-forward and its lineari-
sation for the 2nd-order continuum-atomistic formulation;
• a study of the relevance of the 2nd-order theory for non-homogeneous deformations on the basis
of a simple example;
• an introduction of the deformation inhomogeneity measure to characterise the change of the
deformation field within the interaction circle.
What is Important?
The main contribution of the present work is an investigation and a mathematical formulation of fail-
ure of the continuum-atomistic approach at the elastic limit as well as the computation of a failure
surface based on the detection of the loss of infinitesimal rank-one convexity for various stress states.
Thereby, most results are in a good agreement with theoretical expectations. For instance, the ap-
pearance of localisation effects depends heavily on the orientation and thus on the anisotropy of the
representative crystallite. In particular, a part of the obtained failure directions coincide with the ex-
pected slip directions of fcc−type lattice. However, the deviation of other failure directions from
theoretical expectations should be studied additionally.
Furthermore, it also seems to be important that the work contains a detailed overview of various
atomistic energy functions including an explicit format of the (M)EAM potential, which has been
scheduled from different publications.
A step-by-step review of continuum-atomistic principles supported by the continuum mechanics as
well as atomistics gives rise to better an understanding of the problem and systemises the already
existing results.
A representation of the main settings of the non-linear finite element method allows this work to be
read without a necessity to consult a wide range of corresponding literature. The given explicit for-
mat of the element stiffness matrices can be directly used for an implementation into a finite-element
code.
Homogenised field variables such as 1st Piola Kirchhoff stress tensor, 2nd-order stress, tangent oper-
ators in both 1st- and 2nd-order theories are derived independently of any specification of an energy
function. Only a general dependence on the interatomic separation is taken into account. It means
that these expressions are valid for any energy function depending on the interatomic separation as
Eint =
∑
i
Ei(ri1 , ri2 . . .) or at least as Eint =
1
2
∑
i
∑
j
Φ(rij) as in chapter 5.
What is Left?
Firstly, the robustness of relaxation should be completed. To improve the convergence, the damped
Newton method should be probably used instead of the classical Newton-Raphson approach. Thereby,
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a development of rank-one laminates can be considered as a simplified particular problem. This would
allow to implement the transition to plasticity in a finite element code.
A more correct plasticity model being able to capture the dislocations should be considered. The
conception of a geometrically necessary dislocations (GND), see [67], could represent an example for
such a model. Note that the simple shear deformation proposed in chapter 5 by (5.19) can describe a
region containing one or several dislocations, cf. fig. 5.4. Thereby, the difference between the slopes
αl and αr of the left and right edges of the deformed area is connected with the Burgers vector b and
the number n of dislocations stored in the area by, see fig. 6.1,
nb = h [tanαr − tanαl] e1 ≡ h
[
γ(Xmax)− γ(Xmin)] e1
in terms of the position-dependent shear number γ(X) introduced in (5.24). Here, h denotes the
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Figure 6.1: The non-homogeneous
simple-shear-like deformation captur-
ing n edge dislocations; cf. fig. 5.4
height of the cell, b is here identical with the atomic separation r0 in the slip direction and e1 is the
cartesian basis vector pointing into the slip direction.
Then, an extension of the simulation code into the 3rd dimension together with the usage of realistic
energy functions such as the EAM potential would provide a possibility to simulate a behavior of
realistic systems, e.g. various microstructured materials.
I am also sure that a completion of the discrete homogenisation framework can be an interesting chal-
lenge for a mathematician.
The aim of further studies related to the higher-order gradients is to discretise and to implement the
equilibrium conditions and to solve boundary value problem based on the gradient-extended theory
similar to the case of small deformations investigated by Shu et al. [79].
Besides the boundary value problem, an elaboration of a failure condition based on the gradient-
extended formulation similar to the investigations on the basis of the 1st-order theory is intended.
It is shown that the newly introduced deformation inhomogeneity measure ε indirectly characterises
the change of deformation field within the interaction circle. The applicability and universality as
well as the physical meaning of this measure deserve a detailed study.
Clearly, the achieved results shall not be seen yet as a completed framework, but rather as an academ-
ical example, which points at the direction and potential of further research needed to decide whether
the proposed framework becomes accepted or is a dead-end brunch and should be forgotten. How-
ever, I hope that this work contributes in any case to a better understanding of the problems arising
during the multiscale modelling linking continuous and discrete systems.
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Appendix A
Investigation of
∑
j 6=iRij ⊗Rij
It is to be proven in this appendix that
∑
j 6=iRij ⊗ Rij is proportional to the identity matrix for a
sufficiently symmetrical planar lattice like the (111)−plane of a fcc crystal.
The sum over all atoms can be rewritten as a sum over the contributions of the atoms lying at the
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Figure A.1: (a) The 1st four next-neighbours atomic shells of an atom i in the (111)−plane of a fcc-type
lattice. Rα is the atomic separation between the atom i and the atoms in the α−th shell. (b) The definition of
the unit vector N in the direction of Rij .
same separation from the atom i:
∑
j 6=i
Rij ⊗Rij =
m1∑
j=1
Rij ⊗Rij +
m2∑
j=1
Rij ⊗Rij + . . .
= R21
m1∑
j=1
N ij ⊗N ij +R22
m2∑
j=1
N ij ⊗N ij + . . .
(A.1)
• mα is the number of atoms in α−th neighbour’s shell of the atom i; e.g. m1 = m2 = m3 =
6 ; m4 = 12 , see fig. A.1 (a);
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• Rα is the length of the distance vector Rij for atom j from the α−th neighbour’s shell of the
atom i; e.g. R1 = r0 ; R2 = r0
√
3 ; R3 = 2 r0 ; R4 = r0
√
7 ;
• N ij .= Rij/|Rij| is a unit vector in the direction ofRij , see fig. A.1 (b).
Thus, the investigation of the initial sum is reduced to the investigation of
∑mα
j=1N ij ⊗N ij . Firstly,
the non-diagonal components of this matrix should be discussed. The following is valid for these
components:
Lemma A.1. The non-diagonal components of ∑mαj=1N ij ⊗N ij vanish if the atomic arrangement
is sufciently symmetric, i.e.
∀N ij ∃ N˜ ij or − N˜ ij : (N ij)1 = (N˜ ij)1 and (N ij)2 = −(N˜ ij)2
Here, (N ij)α denotes the α−th component of the vectorN ij (and the same for (N˜ ij)α).
Proof The proof is straightforward. Consider a symmetrical atomic arrangement, which fulfils the
requirement of the proposition. Such arrangement is shown in fig. A.2.
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According to this figure, two vectorsN and N˜ can be rep-
resented in an orthonormal basis {e1 e2} as
N = N1 e1 +N2 e2
N˜ = N1 e1 −N2 e2
The indices ij are omitted here to simplify the expressions.
According to this, the matrices of the corresponding dyadic
products are given by
[N ⊗N ]αβ =
(
N21 N1 N2
N1 N2 N
2
2
)
[
N˜ ⊗ N˜
]
αβ
=
(
N21 −N1 N2
−N1 N2 N22
)
Figure A.2: A symmetrical atomic ar-
rangement where for each N ij there
exists N˜ ij or − N˜ ij : (N ij)1 =
(N˜ ij)1 and (N ij)2 = −(N˜ ij)2
Now, the sum of these two matrices yield a diagonal matrix:
[N ⊗N ]α β +
[
N˜ ⊗ N˜
]
αβ
= 2
(
N21 0
0 N22
)
(A.2)
An analogous result can be obtained for the other two vec-
tors −N and −N˜ :
[−N ⊗−N ]αβ +
[
−N˜ ⊗−N˜
]
αβ
= 2
(
N21 0
0 N22
)
(A.3)
It is straightforward that this result is true for each pair N -N˜ or N -−N˜ in the shell so that the
matrix
∑mα
j=1N ij ⊗N ij is diagonal and the lemma (A.1) is proven.2
To prove the main proposition of this appendix, a 2nd lemma is needed:
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Lemma A.2. Consider a sufciently symmetric atomic arrangement as in the lemma (A.1). The
following is then valid for the components (N ij)1 and (N ij)2 of a vector N ij and at least for the
1st six next-neighbours shells1:
mα∑
j=1
(N ij)
2
1 =
mα∑
j=1
(N ij)
2
2
PSfrag replacements
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Proof The components of the unit vectorN ij are given by
(N ij)1 = cosϕij
(N ij)2 = sinϕij
with the angleϕij between the basis vector e1 and the vector
N ij , see fig. A.3. The proposition of this lemma can then
be rewritten as
mα∑
j=1
[
(N ij)
2
1 − (N ij)22
]
=
mα∑
j=1
[
cos2 ϕij − sin2 ϕij
]
=
mα∑
j=1
cos 2ϕij = 0
(A.4)
Figure A.3: The components of the
vector N ij
The validity of this last equation has been checked directly
for the 1st six next-neighbours shells. 2
In other words, the lemma states that the sum of the length of the projection of all the N ij on the
e1−axis and e2−axis are equal. It is not proven in the general case but seems to be true for the
symmetric arrangement considered here.
Now, in view of lemmas A.1 and A.2, the following proposition can be suggested:
Proposition A.3. For the sufciently symmetric atomic arrangement described above, ∑mαj=1N ij ⊗
N ij is proportional to the identity matrix with the scaling factor n2α, which depends on the number
and positions of the atoms in the α−th next-neighbours shell of the atom i :
mα∑
j=1
N ij ⊗N ij = n2α I
1R6 = 3.464 r0
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Proof The proposition follows immediately from both lemmas. Indeed, according to these lemmas
[
mα∑
j=1
N ij ⊗N ij
]
αβ
=
mα∑
j=1
(
(N ij)
2
1 0
0 (N ij)
2
2
)
=

mα∑
j=1
(N ij)
2
1 0
0
mα∑
j=1
(N ij)
2
2

=
[
mα∑
j=1
(N ij)
2
1
](
1 0
0 1
)
≡ n2α I
(A.5)
The scaling factor n2α
.
=
∑mα
j=1 (N ij)
2
1 depends on the number and arrangement of the atoms in the
corresponding next-neighbours shell, e.g. n21 = n
2
2 = n
2
3 = 3 , n
2
4 = 6 etc. 2
In view of the proposition (A.3), the decomposition (A.1) can be represented as
∑
j 6=i
Rij ⊗Rij =
(∑
α
n2αR
2
α
)
I ≡ ρ2 I (A.6)
and the main proposition of this appendix is proven.
Appendix B
On the Discrete Homogenisation
Theorem B.1. (discrete Gauss theorem) Consider a body B0 ∈ R3 with the volume V0 consisting of
N cells, whereby the volume of the α−th cell is Vα and
∑
α Vα = V0.
LetHα : R3 → B0 ⊂ R3 be a discrete vector-valued function with the components
[P (Xα, Yα, Zα) Q(Xα, Yα, Zα) R(Xα, Yα, Zα)] where Rα
.
= [Xα, Yα, Zα] is a chosen point within
the cell α. Thereby, each cell contains only one such point, see g. B.1 (a).
The following sum over all cells can then be transformed into a sum over the values of the function
Hβ for the cells β at the boundary of the body B0:
N∑
α=1
[
∆(Hα)X
∆X
+
∆(Hα)Y
∆Y
+
∆(Hα)Z
∆Z
]
Vα
=
KX∑
i=1
AXi
[
(H i)
H
X − (H i)LX
]
+
KY∑
j=1
AYj
[
(Hj)
H
Y − (Hj)LY
]
+
KZ∑
k=1
AZk
[
(Hk)
H
Z − (Hk)LZ
] (B.1)
The following notions are introduced here:
• ∆(Hα)X
∆X
.
= P (Xα+∆X,Yα,Zα)−P (Xα,Yα,Zα)
∆X
denotes the increment in the X−component of Hα
between two neighbour cells related to the increment in X between the discrete points within
these two cells; analogous for ∆(Hα)Y
∆Y
and ∆(Hα)Z
∆Z
;
• AXi is the area of the projection of a cell on the coordinate plane Y Z; analogous for AYj and
AZk ;
• (H i)HX .= P (XHi , Yi, Zi) and (H i)LX .= P (XLi , Yi, Zi) , whereby RHi .= [XHi , Yi, Zi] and
RLi
.
= [XLi , Yi, Zi] lie within two outer cells andRHi −RLi is parallel to the X axis; analogous
for (Hj)HY and (Hj)LY as well as for (Hk)HZ and (Hk)LZ;
• KX , KY and KZ are in general different integers.
Proof The proof of this theorem is analogous to the proof of the Gauss theorem. Consider a collection
of parallelepiped-shaped cells forming a body B0. Thereby, the cell α has the volume Vα and contains
a point with the site vector Rα, whereby the collection of these points form a discrete configuration
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Figure B.1: Explanation to the discrete Gauss theorem.
C0 ⊂ B0. Such a structure is displayed in fig. B.1 (a) for a planar case with the objective of clarity.
Consider a sum over all cells from the increment ∆Qα/∆Y only in the Y−component ofHα related
to the increment ∆Y in Yα. This sum replaces the body integral from the partial derivative ∂Q/∂Y ,
i.e.
∫∫∫
B0(∂Q/∂Y ) dXdY dZ in the discrete case:
N∑
α=1
∆Qα
∆Y
Vα
.
=
N∑
α=1
Q(Xα, Yα + ∆Y, Zα)−Q(Xα, Yα, Zα)
∆Y
Vα (B.2)
Here, ∆Y is equal to the separation in the Y−direction between two next points of C0 and is specified
below. To transform this sum, consider the body B0 consisting of, say, KY columns. Thereby, the
column i containsmi cells. Now, the α−th cell in fig. B.1 (a) obtains the indices ij declaring that this
cell is from the i−th column and has the number j from mi in this column, see fig. B.1 (b), where
i = 4 (from the left) and j = 3 (from the bottom). According to such description, the components of
Rα obtain the following new notations: Xα ≡ Xi , Yα ≡ Yij and the increment ∆Y can be defined
as Yi,j+1 − Yij.
The volume V0 can be represented on the one hand as a sum over all cell contributionsVα as mentioned
above or, on the other hand, as the double sum over all columns and over the contributions of each
cell in the column:
V0 =
N∑
α=1
=
KY∑
i=1
mi∑
j=1
Vij
Under the assumption that the cell edges cut the lines connecting two next-neighbour points of C0 into
two equivalent parts (i.e. the cells are the Voronoi polyhedrons or polygons in the planar case), the
volume Vij can be represented as
Vij = Ai [Yi,j+1 − Yij] ,
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where Ai is the area of the projection of the i−th column on the XZ coordinate plane. In fig. B.1
(b), these projections are represented by lines of the length AYi , i = 1, 8. Now, the initial sum can be
rewritten as
N∑
α=1
Q(Xα, Yα + ∆Y, Zα)−Q(Xα, Yα, Zα)
∆Y
Vα =
KY∑
i=1
mi∑
j=1
Q(Xi, Yi,j+1, Zi)−Q(Xi, Yij, Zi)
Yi,j+1 − Yij Vij
=
KY∑
i=1
mi∑
j=1
[Q(Xi, Yi,j+1, Zi)−Q(Xi, Yij, Zi)]Ai
=
KY∑
i=1
Ai [Q(Xi, Yi2, Zi)−Q(Xi, Yi1, Zi) + Q(Xi, Yi3, Zi)−Q(Xi, Yi2, Zi) + . . . ]
=
KY∑
i=1
Ai [Q(Xi, Yi,mi, Zi)−Q(Xi, Yi1, Zi)] ≡
KY∑
i=1
Ai
[
Q(Xi, Y
H
i , Zi)−Q(Xi, Y Li , Zi)
]
(B.3)
Here, Y Li and Y Hi are the minimum and the maximum values of the Y−coordinates in the i−th
column, i.e. the Y−coordinates of the boundary points from C0 in this column. Thus, the sum over all
cell contributions is reduced to the sum over the contributions from those cells, which correspond to
the boundary points of C0. This transformation represents a basic transformation for further formulas
containing a vector- or tensor-valued functions. A continuous analog for (B.3) is∫∫∫
B0
∂Q
∂Y
dXdY dZ =
∫∫
∂B0
QdXdZ
Analogously to (B.3), a similar transformation for another two components ofHα can be obtained:
N∑
α=1
P (Xα + ∆X, Yα, Zα)− P (Xα, Yα, Zα)
∆X
Vα =
KX∑
i=1
Ai
[
P (XHi , Yi, Zi)− P (XLi , Yi, Zi)
]
N∑
α=1
R(Xα, Yα, Zα + ∆Z)− R(Xα, Yα, Zα)
∆Z
Vα =
KZ∑
i=1
Ai
[
R(Xi, Yi, Z
H
i )−R(Xi, Yi, ZLi )
] (B.4)
After the summation of (B.3) and (B.4), a transformation for Hα can be obtained in the following
format:
N∑
α=1
[
∆Pα
∆X
+
∆Qα
∆Y
+
∆Rα
∆Z
]
Vα =
KX∑
i=1
AXi
[
PHi − PLi
]
+
KY∑
i=1
AYi
[
QHi −QLi
]
+
KZ∑
i=1
AZi
[
RHi − RLi
]
(B.5)
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Note that (B.5) corresponds to∫∫∫
B0
[
∂P
∂X
+
∂Q
∂Y
+
∂R
∂Z
]
dXdY dZ =
∫∫
∂B0
[P dY dZ +QdXdZ +RdXdY ]
To complete the transformation, a discrete analog of the transition∫∫
∂B0
[P dY dZ +QdXdZ +RdXdY ] =
∫∫
∂B0
[P cos λ+Q cosµ+R cos ν] dS ≡
∫∫
∂B0
H·N dS
(B.6)
shlould be considered. Here,N .= [cosλ cosµ cos ν] is the normal vector to the surface element dS,
which is a part of ∂B0. In other words, a transition from the projections of such a surface element
on the coordinate plane to the surface element should be found. A sufficient difference between the
continuous case and the discrete case considered here is that in the continuous case, the fragmentation
of ∂B0 is arbitrary since the functionH is continuous while in the discrete case, the fragmentation is
caused by the prescribed positions of the discrete lattice C0. For this reason, the numbers KX , KY
andKZ are in generally different, and a transition similar to (B.6) is not possible apart from particular
cases. Furthermore, for our application, it is reasonable to assume that ∂B0 coincides with the surface
formed by surfaces of the outer cells so that the projection of the surface element on the coordinate
planes is equal either to the surface element or to zero. Thus, (B.5) corresponds to the continuous
Gauss theorem (B.6) in the case of the discrete lattice structure. 2
Unfortunately, the theorem in such a formulation cannot be directly applied to the derivation of the
Cauchy-Born boundary conditions. The reason is that a discrete analog of Div applied on a 2nd-order
tensor appears in the derivation so that a discrete analog for∫∫∫
B0
Divσ dV =
∫∫
∂B0
σ ·N dA
is needed, whereby σ denotes a 2nd-order tensor inR2×2 or R3×3. To solve this problem, the question
“how the Div operation can be understood in the discrete case?” should be discussed. In particular, a
local equilibrium condition should be derived at the continuous micro scale for P i instead of (2.21).
The derivation is given here for the planar case. Consider a cell structure displayed in fig. B.2 and
representing the continuous micro scale configuration. Cut a square area out with the edges parallel
to the x and y axes, so that each edge lies within a cell 1. The equilibrium at this area can be expressed
as
[(P j)XX − (P l)XX ] ∆Y + [(P i)Y X − (P k)Y X ] ∆X = 0 (B.7)
[(P i)Y Y − (P k)Y Y ] ∆Y + [(P j)XY − (P l)XY ] ∆X = 0 (B.8)
Under consideration of simple transformations
(P l)XX = (P j)XX + [(P l)XX − (P j)XX ] = (P j)XX + (P l)XX − (P j)XX
∆X
∆X
(P l)XY = (P j)XY + [(P l)XY − (P j)XY ] = (P j)XY + (P l)XY − (P j)XY
∆X
∆X
(P k)Y Y = (P i)Y Y + [(P k)Y Y − (P i)Y Y ] = (P i)Y Y + (P k)Y Y − (P i)Y Y
∆Y
∆Y
(P k)Y X = (P i)Y X + [(P k)Y X − (P i)Y X ] = (P i)Y X + (P k)Y X − (P i)Y X
∆Y
∆Y
1The four neighbour cells are needed for the reason that P i is constant within the corresponding ith Voronoi cell.
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Figure B.2: The cell structure corresponding to the continuous micro scale configuration. The 1st Piola-
Kirchhoff stress tensor P i is constant within a cell i. The square area lying within four neighbour cells denoted
as i, j, k and l must be in equilibrium. This cut-out area with the components of the internal stres acting on the
edges of the area is shown on the right-hand side.
(B.7) and (B.8) results in the desired local equilibrium conditions
(P j)XX − (P l)XX
∆X
+
(P i)Y X − (P k)Y X
∆Y
= 0 (B.9)
(P j)XY − (P l)XY
∆X
+
(P i)Y Y − (P k)Y Y
∆Y
= 0 , (B.10)
which are analogous to the continuous case (2.21):
∂(P )XX
∂X
+
∂(P )Y X
∂Y
= 0
∂(P )XY
∂X
+
∂(P )Y Y
∂Y
= 0
Moreover, after the summation of the equilibrium conditions (B.9) and (B.10) stated for each four
elements, only a sum over the cells at the boundary remains, see fig. B.3. This sum states the
equilibrium of the whole continuous RVE and is given in (B.11) for the case shown in fig. B.3.[
(P g)XX − (P d)XX
∆X
+
(P o)XX − (P k)XX
∆X
+
(P v)XX − (P s)XX
∆X
]
+
[
(P a)Y X − (P w)Y X
∆Y
+
(P b)Y X − (P x)Y X
∆Y
+
(P c)Y X − (P y)Y X
∆Y
]
= 0
[
(P g)XY − (P d)XY
∆X
+
(P o)XY − (P k)XY
∆X
+
(P v)XY − (P s)XY
∆X
]
+
[
(P a)Y Y − (P w)Y Y
∆Y
+
(P b)Y Y − (P x)Y Y
∆Y
+
(P c)Y Y − (P y)Y Y
∆Y
]
= 0
(B.11)
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Figure B.3: A sum of the equilibrium conditions (B.9) and (B.10) stated for each of the 9 depicted square areas
(on the left) can be transformed into a sum over the boundary cells of the continuous micro scale configuration
(on the right).
Now, the power requirement (2.67) can be rewritten as
P¯ : ˙¯F =
1
V0
∑
i
P i : F˙ i Vi =
1
ρ V0
∑
i
∑
j 6=i
P i : [r˙ij ⊗Rij] (B.12)
under consideration of the cellwise Cauchy-Born rule (2.62). The right-hand side of (B.12) is thereby
equivalent to 1
V0
∫
B0 P : Gradϕ˙ dV from (2.50). For further transformations, a discrete analog of
(2.49) is needed in which the equilibrium conditions appear local in the format (B.9)-(B.10) or global
as in (B.12). Then the discrete Gauss theorem can be used to obtain the sum running only over the
boundary cells and, possibly, the desired result i.e. the Cauchy-Born boundary conditions for the
continuous micro scale configuration. Because of the large scale of the needed operations, the proof
of this proposition remains open.
Appendix C
The Non-Linear Finite Element Method
The FEM and in particular, non-linear FEM, is a well-known numerical minimisation method for
a variational problem like (2.19) for an arbitrary body. This method is widely presented in a large
number of books such as Zienkiewicz [97] or Wriggers [95].
General Assumptions
Within the general FEM concept, the body of interest B is approximated by ne bodies of a simple
geometry, the finite elements Ωe:
B ≈ Bh =
ne⋃
e=1
Ωe (C.1)
Further approximations needed within the FEM relate to the field values such as displacements and
stresses as well as to the computation of some intregrals appearing during the discretisation of (2.20).
Exact field values within an element are approximated by a polynomial function:
u(X) ≈ uh(X) =
n∑
I=1
NI(X)uI (C.2)
with the shape functions NI(X) and the unknown nodal values uI; n denotes the number of nodes in
the element. The isoparametric concept used in this work states that either the geometry or the field
values are approximated by the same shape functions within an element. It is concerns, in particular,
the geometry of the material and the spatial configuration of the element Ωe:
Xe =
n∑
I=1
NI(ξ)XI (C.3)
xe =
n∑
I=1
NI(ξ)xI . (C.4)
Thereby, the shape functions N I(ξ) are defined in the reference element Ωref with the unit edge
length and the coordinates ξ. Thus, (C.3) and (C.4) describe a unique transformation from the global
to the local coordinates ξ for each element. Note thatX I resp. xI are the global nodal coordinates in
the material resp. spatial configuration. This isoparametric mapping for a triangular element used in
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the present work is displayed in fig. C.1. J e and je denote the Jacobi matrices of the transformations
from the local to the global material and global spatial coordinates:
J e
.
= ∇ξXe =
n∑
I=1
XI ⊗∇ξNI(ξ) (C.5)
je
.
= ∇ξxe =
n∑
I=1
xI ⊗∇ξNI(ξ) . (C.6)
Among different possibilities, the Lagrange polynomials are often used as shape functions. Such
polynomial of the order (n− 1) is given in the one-dimensional case by the following expression:
NI(ξ)
.
=
n∏
J 6=I
(ξJ − ξ)
(ξJ − ξI) (C.7)
The shape functions for a higher-order ansatz result from the product of the one-dimensional shape
functions (C.7):
NJ(ξ , η) = NI(ξ)NK(η) (C.8)
Discretisation of the Weak Form of Equilibrium
The approximation of the integrals appearing in the weak formulation (2.20) can schematically be
represented as ∫
B
(. . .) dV ≈
∫
Bh
(. . .) dV h =
ne⋃
e=1
∫
Ωe
(. . .) dΩ =
ne⋃
e=1
∫
Ωref
(. . .) dΩref (C.9)
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Here,
⋃ne
e=1 is an assembly operator, which replaces the summation over all elements. In such a
representation, (2.20) can be rewritten as
δEint =
ne⋃
e=1
∫
Ωe
P e : ∇Xe δϕe dV =
ne⋃
e=1
∫
Ωe
b0e · δϕe dV +
ne⋃
e=1
∫
∂Ωe
tP0e · δϕe dA = δEext (C.10)
All values in this equation are defined within the element e; P e
.
= ∂W0e/∂F e denotes the 1st Piola-
Kirchhoff stress tensor in the element e. To represent (C.10) in a discretised form, a discretisation
of the virtual spatial placement δϕe and of the virtual deformation gradient δF e
.
= ∇Xeδϕe are
needed. The virtual spatial placement can be expressed in terms of the virtual displacement ue(ξ)
.
=
xe(ξ)−Xe(ξ):
xe(ξ) =
n∑
I=1
NI(ξ)XI +
n∑
I=1
NI(ξ)uI (C.11)
Then
δϕe ≡ δxe(ξ) =
n∑
I=1
NI(ξ) δXI +
n∑
I=1
NI(ξ) δuI =
n∑
I=1
NI(ξ) δuI (C.12)
since XI are the prescribed nodal positions in the material configuration and their variation cannot
differ from zero. The discretised deformation gradient results from its definition (2.12) under consid-
eration of (C.4)-(C.6):
F e = ∇Xeϕe =
n∑
I=1
xI ⊗∇XeNI =
[
n∑
I=1
xI ⊗∇ξNI
]
· J−1e = je · J−1e (C.13)
The variation of (C.13) immediately yields for δF e:
δF e = ∇Xeδϕe =
[
n∑
I=1
δxI ⊗∇ξNI
]
· J−1e =
[
n∑
I=1
δuI ⊗∇ξNI
]
· J−1e (C.14)
After substituting (C.12) and (C.14) into the left part of (C.10), the variation of the internal energy
can be rewritten as
δEint =
ne⋃
e=1
∫
Ωe
P e : δF e dV =
ne⋃
e=1
∫
Ωe
P e :
[
n∑
I=1
δuI ⊗∇XeNI
]
dV
=
ne⋃
e=1
n∑
I=1
[
δuI ·
∫
Ωe
P e · ∇XeNI dV
]
≡
ne⋃
e=1
n∑
I=1
[
δuI · F intI
]
=
ne⋃
e=1
δue · F inte
(C.15)
with the following notations:
δue
.
= [δu1 , δu2 , . . . , δun] , F
int
e
.
=
[
F int1 , F
int
2 , . . . , F
int
n
]
. (C.16)
Thereby, the internal force vector F intI at the node I of the element e is given by
F intI
.
=
∫
Ωe
P e · ∇XeNI(Xe) dV =
∫
Ωref
P e ·
[∇ξNI(ξ) · J−1e ]detJe dξ (C.17)
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Note that this vector consists of two or three components for a planar or 3-dimensional case respec-
tively.
The right part of (C.10) can be now analogously transformed to a desired format like (C.15):
δEext =
ne⋃
e=1
∫
Ωe
b0e · δϕe dV +
ne⋃
e=1
∫
∂Ωe
tP0e · δϕe dA
=
ne⋃
e=1
∫
Ωe
b0e ·
[
n∑
I=1
NI δuI
]
dV +
ne⋃
e=1
∫
∂Ωe
tP0e ·
[
n∑
I=1
NI δuI
]
dA
=
ne⋃
e=1
n∑
I=1
[
δuI ·
∫
Ωe
b0eNI dV
]
+
ne⋃
e=1
n∑
I=1
[
δuI ·
∫
∂Ωe
tP0eNI dA
]
≡
ne⋃
e=1
n∑
I=1
[
δuI · volF extI
]
+
ne⋃
e=1
n∑
I=1
[
δuI · surfF extI
]
=
ne⋃
e=1
δue · F exte
(C.18)
with the notations similar to (C.16). The internal force vector F extI at the node I of the element e
consists of the contributions of the volume forces and the surface forces acting on the part of the
element surface and corresponding to the boundary conditions (2.22):
F extI
.
= volF extI +
surfF extI
An expression for the contribution of volume forces has a format similar to (C.17):
volF extI
.
=
∫
Ωe
b0eNI(Xe) dV =
∫
Ωref
b0eNI(ξ) detJ e dξ (C.19)
Contrariwise, the contribution of the surface forces surfF extI is a surface or a curve integral for a
three-dimensional or a planar case respectively:
surfF extI
.
=
∫
∂Ωe
tP0eNI(Xe) dA (C.20)
Note that the shape functions in (C.20) are those for an element of one dimension less than the
problem of interest. A transition from the global to the local element coordinates in the surface or
curve integral is thereby straightforward and can be carried out by applying the corresponding Jacobi
determinant. For the Ith node of the element e, the surfF extI consists of a number of components
equal to the dimension of the problem. But in general, a part of these components or even all of them
can be zero if the corresponding degree of freedom is unloaded.
A combination of (C.15) and (C.18) yields now an expression for the discretised weak form of the
equilibrium:
ne⋃
e=1
δue ·
[
F inte − F exte
]
= 0 (C.21)
Under application of the so-called Boole’s or incidence matrices ae, a connection between the element
test functions δue and the global test function δu with the length equal to the total number of degrees
of freedom can be established:
δue = ae · δu
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Using this ansatz, (C.21) obtains the format:
δu ·
[
ne∑
e=1
ae ·
[
F inte − F exte
]]
= 0 ⇔ δu · [F int − F ext] = 0 (C.22)
with the global internal F int and external F ext force vectors. Under consideration that this equation
must be fulfilled for an arbitrary δu, a desired system of the non-linear algebraic equations can be
obtained from (C.22):
R(x)
.
= F int(x)− F ext = 0 , x = X + u (C.23)
The solution of this system yields the unknown vector u of the nodal displacements occurring under
the action of the external load F ext.
Numerical Solution of a Non-Linear Systems of Equations
Among a number of different approximative solution strategies of a non-linear algebraic equation sys-
tems like (C.23), only two iterative implicit methods should be viewed in this section: the Newton-
Raphson (NR) and the damped Newton methods. Whereas the first method have been used in the
present work, the second one can be recommended for further development of the path-change pro-
cedure instead of the Newton-Raphson method. For a detailed discussion of another methods see e.g.
Wriggers [95].
The NR method is based on the Taylor series expansion of (C.23) in the vicinity of a known state xk:
0 = R(xk + ∆x) ≈ R(xk) +KT (xk) ·∆x ⇒ ∆x = −K−1T (xk) ·R(xk) (C.24)
with the tangential stiffness matrixKT defined by
KT (xk)
.
=
∂R
∂x
∣∣∣∣
x=xk
(C.25)
Now, an algorithm for the solution of (C.23) shown in the fig. C.2 results from (C.24) An explanation
of the NR method is shown in the fig. C.3 (a).
A drawback of the NR method is its local convergence. In the case depicted in fig. C.3 (b), the only
starting values like x1k lying within the highlighted area lead to the solution point P . The choice of
another starting value such as x2k would lead to another solution point or even to a divergence of the
solution procedure. To overcome this problem, a damping factor αk ∈ [0, 1] should be introduced
into the expression for the new placement:
xk+1 = xk + αk∆xk+1 = xk − αkK−1T (xk) ·R(xk) (C.26)
To find αk, a function
f(x)
.
= R(x) ·R(x)
should be minimised with respect to αk. Such minimisation results in a non-linear equation
g(αk)
.
= R(xk + αk∆xk+1) ·R(xk + αk∆xk+1) = 0 (C.27)
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Figure C.2: The algorithm for the Newton-Raphson method.
which can be solved e.g. with the line search method, see Wriggers [95]:
αi+1k = α
i
k − g(αik)
[
αik − αi−1k
g(αik)− g(αi−1k )
]
(C.28)
with the additional constraint
g(0) g(1) < 0
corresponding to the requirement that αk lies between zero and one. It is thereby not necessary to find
an exact solution of (C.27); the iterations (C.28) can be terminated as soon as the condition
|g(αi+1k )| ≤ 0.8|g(0)| (C.29)
is fulfilled.
linearisation at the Element Level
The tangential stiffness matrix defined in (C.25) is the directional derivative of the residual force
R(x) so that
DR
.
=
d
dε
R(x+ ε∆x)|ε=0 = KT ·∆x = DF int (C.30)
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Figure C.3: (Wriggers [95]) (a) An explanation of the one-dimensional Newton-Raphson method; (b) the
region of the convergence of the Newton-Raphson method.
if the external force F ext is independent of the deformation. On the other hand, DF int can be repre-
sented in terms of the element stiffness matrices defined below. Indeed, under consideration of (C.16)
and (C.22), the directional derivative of the internal force vector takes the format:
DF int =
ne∑
e=1
ae ·DF inte =
ne∑
e=1
ae ·
[
DF int1 DF
int
2 . . . DF
int
n
]
(C.31)
Thus, the global linearisation (C.24) is now expressed in terms of the linearisation of F intI at the
element level. To obtain DF intI , the definition (C.17) of the nodal internal force should be used:
DF intI =
∫
Ωe
DP e · ∇XeNI(Xe) dV =
∫
Ωe
[Le : DF e] · ∇XeNI(Xe) dV (C.32)
with the 4th-order tangent operator Le
.
=
∂P e
∂F e
introduced in (2.23). For the Gaˆteaux derivativeDF e
of the discretised deformation gradient F e it follows from (C.13) that
DF e
.
=
n∑
J=1
d
dε
[xJ + ε∆xJ ]ε=0 ⊗∇XeNI =
n∑
J=1
∆xJ ⊗∇XeNJ (C.33)
After application of this ansatz, (C.32) can be rewritten as
DF intI =
∫
Ωe
[
Le :
[
n∑
J=1
∆xJ ⊗∇XeNJ
]]
· ∇XeNI dV
=
n∑
J=1
∫
Ωe
[Le : [∆xJ ⊗∇XeNJ ]] · ∇XeNI dV
=
n∑
J=1
[∫
Ωe
Le :¯ [∇XeNI ⊗∇XeNJ ] dV
]
·∆xJ ≡
n∑
J=1
KeTIJ ·∆xJ
(C.34)
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with the contribution of the nodes I and J to the tangential stiffness matrix 1:
KeTIJ
.
=
∫
Ωe
Le :¯ [∇XeNI ⊗∇XeNJ ] dV =
∫
Ωref
Le :¯ [∇ξNI ⊗∇ξNJ ] :¯
[
J−1e ⊗ J−1e
]
detJ e dξ
(C.35)
The transformation (C.31) can now be continued under consideration of (C.34):
DF int =
ne∑
e=1
ae ·
[
n∑
J=1
KeT1J ·∆xJ
n∑
J=1
KeT2J ·∆xJ . . .
n∑
J=1
KeTnJ ·∆xJ
]
=
ne∑
e=1
ae ·KeT ·∆xe =
[
ne∑
e=1
ae ·KeT · ae
]
·∆x = KT ·∆x
(C.36)
Here, the following representation has been used:
∆xe = ae ·∆x .
A comparison of (C.36) with (C.30) yields an expression for the tangential stiffness matrixKT :
KT =
ne∑
e=1
ae ·KeT · ae . (C.37)
The element stiffness matrixKeT consists thereby of the nodal contributionsK
e
TIJ :
KeT
.
=

KeT11 K
e
T12 . . . K
e
T1n
KeT21 K
e
T22 . . . K
e
T2n
...
...
...
KeTn1 K
e
Tn2 . . . K
e
Tnn
 (C.38)
Note that the format (C.35) is related to the mixed representation when the two-point tensors P and
L are used. S and C or τ and E2, which are defined in section 2.2 should be used instead of P and L
in the case of a material or a spatial representation respectively. It can be shown (see e.g. Miehe [57])
that the element stiffness matrix in the material representation takes the format
matKeTIJ
.
=
∫
Ωe
[
[∇XeNI · S · ∇XeNJ ] I + [F ⊗∇XeNI ] : C :
[∇XeNJ ⊗ F t]] dV
=
∫
Ωref
[[∇ξNI · [J−1 · S · J−t] · ∇ξNJ] I
+ [F ⊗∇ξNI ] :
[[
I ⊗J−1] : C : [J−t⊗ I]] : [∇ξNJ ⊗ F t]]detJdξ
(C.39)
To obtain the spatial element stiffness matrix, the push-forward operation with respect to matKeTIJ
should be carried out. This could be done by using of the transformation (2.29) and the representation
S = F−1 · τF−t .
1The non-standard double contraction : emerging in (C.34) is introduced in chapter 4
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An application of this transformation leads to the following format of spKeTIJ :
spKeTIJ = p.f.
(
matKeTIJ
) .
=
∫
ϕ(Ωe)
[[∇xeNI · τ · ∇xeNJ ] I + [I ⊗∇xeNI ] : E2 : [∇xeNJ ⊗ I]] dv
=
∫
Ωref
[[∇ξNI · [j−1 · τ · j−t] · ∇ξNJ] I
+ [I ⊗∇ξNI ] :
[[
I ⊗ j−1] : E2 : [j−t⊗ I]] : [∇ξNJ ⊗ I]]det jdξ
(C.40)
Depending on the representation (material, mixed or spatial), the corresponding tangent operator and
the element stiffness matrix should be used.
Numerical Integration (Gauss Quadrature)
There is often no possibility to obtain the integrals in (C.17), (C.19), (C.20) and (C.35) in an analytical
form. Due to this, a numerical integration becomes essential in the FEM. In this work, the Gauss
quadrature has been used. According to this method, an integral of a function P (ξ) is replaced by a
sum of the weighting factors wi multiplied by the function evaluated at a set of extra chosen sampling
points ξi. For a one-dimensional case, the Gauss quadrature is given by∫ +1
−1
P (ξ) dξ =
n∑
i=1
wi P (ξi) . (C.41)
The weighting factors and the sampling points result from the requirement that a polynomial expres-
sion of degree (2n−1) should be exactly integrated by (C.41). This requirement leads to the following
system of 2n equations with 2n unknowns wi and ξi:
n∑
i=1
wi ξ
α
i =
2
α + 1
for α = 0, 2, 4, . . . , 2n− 2
n∑
i=1
wi ξ
α
i = 0 for α = 1, 3, 5, . . . , 2n− 1
(C.42)
An Isoparametric Triangular Element
A description of a simple isoparametric two-dimensional triangular element with three nodes used
in present work should be given here. Such an element in the local coordinates ξ and the global
coordinatesX is shown in fig. C.4. For a linear approximation ansatz, the shape functions are given
by
N1(ξ, η) = 1− ξ − η
N2(ξ, η) = ξ
N3(ξ, η) = η
(C.43)
Thereby, a numbering of nodes must be taken into account; otherwise the Jacobi determinant detJ e
becomes negative. The coordinate transformation (C.3) thereby obtains the format
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Figure C.4: Triangular three-nodes element.
Xe(ξ) = N(ξ)X
node
e (C.44)
with the matrix
N
.
=
(
1− ξ − η 0 ξ 0 η 0
0 1− ξ − η 0 ξ 0 η
)
and the vectorXnodee of the nodal coordinates:(
Xnodee
)t .
= (X11 X12 X21 X22 X31 X32) .
All derivatives of the shape functions (C.43) are constant within an element and consequently, the
deformation gradient F e given by (C.13) is also constant within an element since the Jacobi matrix
C.5) remains constant:
J e =
(
X21 −X11 X31 −X11
X22 −X12 X32 −X12
)
(C.45)
This immediately leads to the constant Jacobi determinant
detJ e = (X21 −X11) (X32 −X12)− (X31 −X11) (X22 −X12) = 2Ae (C.46)
with the area Ae of the element.
The Gauss quadrature for a general triangular element has the following format:∫
Ωe
P (X) dV =
∫
Ωref
P (ξ) detJe dξ =
∫ 1
0
∫ 1−ξ
0
P (ξ, η) detJ e dξdη
≈
n∑
i=1
P (ξi, ηi) detJe(ξi, ηi)wi
(C.47)
For the element considered here, the number n of the quadrature points per element is equal to one.
Thereby, the sampling point ξ1 = (ξ1 η1) as well as the weighting factor w1 are
ξ1 = η1 = 1/3 , w1 = 1/2
Thus, the Gauss quadrature get a simple format for the three-nodes triangle element:∫
Ωe
P (X) dV =
∫
Ωref
P (ξ) detJe dξ ≈ 1
2
P (1/3 , 1/3) detJ e (C.48)
Appendix D
The Frame Indifference of W (F )
In this section, the derivation of (3.10) is reviewed. This derivation is based on the properties (3.8)
and (3.9) as well as on the well-known property of the matrix:
(A ·B)t = Bt ·At (D.1)
forA , B ∈ Rn×n. According to (3.9)
W (Q · F ·H) = Φ(At · [Q · F ·H]t · [Q · F ·H ] ·A) (D.2)
Using (D.1) and the orthogonality ofQ : Qt ·Q = I , we obtain:
Φ(At · [Q · F ·H]t · [Q · F ·H] ·A) = Φ(At ·H t · F t · [Qt ·Q] · F ·H ·A)
= Φ(At ·H t · F t · F ·H ·A)
(D.3)
Recall that H ∈ A · [GL(Z3)] ·A−1 and can be represented asA ·M ·A−1 with M ∈ GL(Z3).
Then (D.3) leads to the desired result by using (D.1), (3.8), (3.9) and the ansatz forH:
Φ(At ·H t · F t · F ·H ·A) = Φ([At ·A−t] ·M t ·At · F t · F ·A ·M · [A−1 ·A])
= Φ(M t ·At · F t · F ·A ·M) = Φ(At · F t · F ·A) = W (F )
(D.4)
So that W (Q · F ·H) = W (F ) as stated in (3.10)
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Appendix E
Derivation of the Higher-Order Equilibrium
and Boundary Conditions
Now we provide the main steps of the derivation of the higher-order equilibrium and boundary con-
ditions (5.5)-(5.7). Firstly, eq. (5.2) is partially integrated (the 2nd term two times):
δEint =
∫
B0
P : δF +Q
... δG dV
=
∫
B0
Div (δϕ · P ) dV −
∫
B0
δϕ ·DivP dV
+
∫
B0
Div (δF : Q) dV −
∫
B0
δF : DivQ dV
=
∫
B0
Div (δϕ · P ) dV −
∫
B0
δϕ ·DivP dV (E.1)
+
∫
B0
Div (δF : Q) dV −
∫
B0
Div (δϕ · DivQ) dV +
∫
B0
δϕ · Div (DivQ) dV
After application of the Gauss theorem on the 1st, 3rd and 4th terms of the last expression and grouping
of corresponding terms, we obtain:
δEint =
∫
B0
δϕ ·Div [DivQ− P ] dV +
∫
∂B0
δϕ · [P − DivQ] ·N dA
+
∫
∂B0
δF : [Q ·N ] dA (E.2)
The 1st and 2nd terms of (E.2) contribute to (5.6) and (5.5) respectively. The variation of F = ∇Xϕ
in the 3rd term is not independent of the variation of ϕ on ∂B0 because if δϕ is known on ∂B0, so is
the surface gradient of δϕ , see Mindlin [60]. Therefore, this term cannot directly contribute to the
boundary conditions and should be further transformed.
Here, the above mentioned material gradient decomposition into normal and tangential parts is used
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and we obtain: ∫
∂B0
∇Xδϕ : [Q ·N ] dA (E.3)
=
∫
∂B0
∇N δϕ · [Q : [N ⊗N ]] dA+
∫
∂B0
∇TX δϕ : [Q ·N ] dA
The 1st term contains independent variations ∇N δϕ and results in (5.7). The 2nd term should be
partially integrated: ∫
∂B0
∇TX δϕ : [Q ·N ] dA ≡
∫
∂B0
[∇X δϕ · T ] : [Q ·N ] dA
=
∫
∂B0
∇X (δϕ · [Q ·N ]) : T dA−
∫
∂B0
δϕ · ∇X (Q ·N) : T dA (E.4)
with T .= [I − N ⊗ N ]. Now, the 1st term of the last expression of (E.4) can be transformed
according to the so-called surface divergence theorem stemming essentially from the well-known
Stokes theorem for the closed surface ∂B0, see Brand [15]:∫
∂B0
(∇X v : T +K v ·N) dA = 0, (E.5)
wherebyK .= −∇XN : T = −∇TXN : I is the mean curvature of the surface ∂B0 and v is a vector.
Application of this transformation leads to the final format of the 2nd integral in (E.3):∫
∂B0
∇TX δϕ : [Q ·N ] dA
= −
∫
∂B0
K [δϕ · [Q ·N ]] ·N dA−
∫
∂B0
δϕ · ∇X (Q ·N) : T dA (E.6)
= −
∫
∂B0
δϕ · [KQ : [N ⊗N ] +∇TX(Q ·N) : I] dA
≡
∫
∂B0
δϕ ·L(Q ·N) dA
Here, the differential operator L is defined as
L(•) .= −K (•) ·N −∇TX(•) : I (E.7)
With the ansatz (E.6) and considering (E.3), the variation of the total energy (E.2) results in
δEtot =
∫
B0
δϕ · Div [DivQ− P ] dV
+
∫
∂B0
δϕ · [[P − DivQ] ·N + L(Q ·N)] dA (E.8)
+
∫
∂B0
∇N δϕ · [Q : [N ⊗N ]] dA+ δEext = 0
Each integrand in this expression contains only independent variations so that the equilibrium and
boundary conditions can therefore be written in the format (5.5)-(5.7).
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