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NORM-ATTAINING NUCLEAR OPERATORS
SHELDON DANTAS, MINGU JUNG, O´SCAR ROLDA´N, AND ABRAHAM RUEDA ZOCA
Abstract. Given two Banach spaces X and Y , we introduce and study a concept of
norm-attainment in the space of nuclear operators N (X,Y ) and in the projective tensor
product space X⊗̂piY . We exhibit positive and negative examples where both previous
norm-attainment hold. We also study the problem of whether the class of elements
which attain their norms in N (X,Y ) and in X⊗̂piY is dense or not. We prove that, for
both concepts, the density of norm-attaining elements holds for a large class of Banach
spaces X and Y which, in particular, covers all classical Banach spaces. Nevertheless,
we present Banach spaces X and Y failing the approximation property in such a way
that the class of elements in X⊗̂piY which attain their projective norms is not dense.
We also discuss some relations and applications of our work to the classical theory of
norm-attaining operators throughout the paper.
1. Introduction
One of the most classical topics in the theory of Banach spaces is the study of norm-
attaining functions. As a matter of fact, one of the most famous characterizations of
reflexivity, due to R. James, is described in terms of linear functionals which attain their
norms (see, for instance, [16, Corollary 3.56]). In the same direction, E. Bishop and R.
Phelps proved that the set of all norm-attaining linear functionals is dense in X∗ (see
[5]). This motivated J. Lindenstrauss to study the analogous problem for bounded linear
operators in his seminal paper [27], where it was obtained for the first time an example
of a Banach space such that the Bishop-Phelps theorem is no longer true for this class
of functions. Consequently, this opened the gate for a crucial and vast research on the
topic during the past fifty years in many different directions. Indeed, just to name a
few, J. Bourgain, R.E. Huff, J. Johnson, W. Schachermayer, J.J. Uhl, J. Wolfe, and V.
Zizler continued the study about the set of all linear operators which attain their norms
([6, 20, 21, 35, 36, 37]); M. Acosta, R. Aron, F.J. Aguirre, Y.S. Choi, R. Paya´ ([1, 3, 10]
tackled problems in the same line involving bilinear mappings; D. Garc´ıa and M. Maestre
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considered it for homogeneous polynomials (see [2, 4]); and more recently several problems
on norm-attainment of Lipschitz maps were considered (see [8, 9, 17, 24]).
Six years ago, M. Mart´ın solved negatively a problem from the 1970s (posed explicitly
by J. Diestel and J. Uhl in [15] and J. Johnson and J. Wolfe in [21]) on whether or
not every compact operator can be approximated by norm-attaining operators (see [29,
Theorem 1]). On the other hand, the main open problem in the theory of norm-attaining
operators nowadays seems to be if every finite-rank operator can be approximated by
norm-attaining operators (see [29, Question 9]). Since every nuclear operator is a limit of
a sequence of finite-rank operators, we were motivated to try to take one step further in
the theory by studying the set of all nuclear operators which attain their (nuclear) norms
systematically.
On account of clear relations between nuclear operators and projective tensor products,
we focus also on a concept of norm-attainment in projective tensor products (see Definition
2.1). This is justifiable, since it has strong and deep connections with different open
problems coming from the study of norm-attaining operators. To mention one of them,
let Y be a finite dimensional Banach space. Then, for an arbitrary Banach space Z, every
operator from Y into Z attains its norm by using the compactness of the unit ball of
Y . If we suppose that the same happens with the nuclear operators, since Y is finite
dimensional, we would have that the set of all norm-attaining tensors in Y ∗⊗̂piZ is the
whole set Y ∗⊗̂piZ for every Banach space Z. By Corollary 3.9, the set of all norm-attaining
operators from Z into Y is dense in L(Z, Y ) for every Banach space Z and this would mean
finally that every finite-rank operator can be approximated by norm-attaining operators.
We proceed now to describe the content of the paper. In Section 2, we give the necessary
background material to help the reader to follow the track of ideas from the text without
having to jump into references so often. In particular, we give the precise definitions of
norm-attainment in the context of nuclear operators and tensor products (see Subsection
2.3) as well as the concepts of approximations. Section 3 is devoted to the first examples
of nuclear operators and tensors which attain their norms. We give a characterization
for these kind of elements, which will be very helpful during the entire paper. We prove
that if every element in the projective tensor product between two Banach spaces X, Y
attains its projective norm, then the set of all norm-attaining operators from X into Y ∗
is dense. Since there exist operators which cannot be approximated by norm-attaining
operators, this result gives the first examples of nuclear operators that do not attain
their nuclear norms, meaning that the study of norm-attaining nuclear operators is not
a trivial problem. In Section 4, we show that the set of all norm-attaining tensors (in
particular, we get the analogous result for nuclear operators) is dense in the projective
tensor product whenever both factors are finite dimensional Banach spaces (actually, our
result is more general than this). By using this result and the fact that the projective
norm respects 1-complemented subspaces, we prove that the density problem holds in
a much more general scenario. Indeed, we prove that if the involved Banach spaces
satisfy a property which guarantees the existence of many 1-complemented subspaces
(see Definition 4.7), then every tensor can be approximated (in the projective norm) by
norm-attaning tensors (and the result for nuclear operators follows as a particular case).
Since this property is satisfied by Banach spaces with finite dimensional decompositions
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of constant 1, Lp-spaces, and L1-predual spaces, the problem of denseness for nuclear
operators and tensors is covered by all classical Banach spaces. Moreover, we prove that
such a property is stable by finite absolute sums, countable c0- and `p-sums, projective
tensor products, and injective tensor products. In Section 5, we present an example of two
Banach spaces X and Y , both failing the approximation property, which shows that the
set of norm-attaining tensors is not always dense in the projective tensor product space
based on the counterexample given in [29] with the existence of an equivalent renorming
of c0 which has bidual strictly convex (see [22, 23, 32]). Finally, we finish the paper with
a discussion on some open problems.
2. Background, Notation, and Concepts
2.1. Basic Notation. We use essentially the notation from [33]. Let X, Y , and Z be
Banach spaces over the field K, which can be either R or C. We denote by BX and
SX the closed unit ball and the unit sphere, respectively, of the Banach space X. We
denote by L(X, Y ) the set of all bounded linear operators from X into Y . If Y = K, then
L(X,K) is denoted by X∗, the topological dual space of X. We denote by B(X×Y, Z) the
Banach space of bounded bilinear mappings from X×Y into Z. When Z = K, we denote
this space by B(X × Y ). It is well-known that the space B(X × Y ) and L(X, Y ∗) are
isometrically isomorphic as Banach spaces. We denote by K(X, Y ) the set of all compact
operators and by F(X, Y ) the space of all operators of finite-rank from X into Y . Given
an absolute norm | · |a defined on R2, let us denote by X ⊕a Y the absolute sum of X
and Y with respect to | · |a, which is a Banach space X × Y endowed with the norm
‖(x, y)‖a = |(‖x‖, ‖y‖)|a for every x ∈ X and y ∈ Y .
2.2. Tensor Products and Nuclear Operators. The projective tensor product of X
and Y , denoted by X⊗̂piY , is the completion of the space X ⊗ Y endowed with the norm
given by
‖z‖pi = inf
{ ∞∑
n=1
‖xn‖‖yn‖ :
∞∑
n=1
‖xn‖‖yn‖ <∞, z =
∞∑
n=1
xn ⊗ yn
}
= inf
{ ∞∑
n=1
|λn| : z =
∞∑
n=1
λnxn ⊗ yn,
∞∑
n=1
|λn| <∞, ‖xn‖ = ‖yn‖ = 1
}
,
where the infinum is taken over all such representations of z. It is well-known that
‖x ⊗ y‖pi = ‖x‖‖y‖ for every x ∈ X, y ∈ Y , and the closed unit ball of X⊗̂piY is the
closed convex hull of the set BX⊗BY = {x⊗y : x ∈ BX , y ∈ BY }. Throughout the paper,
we will be using both formulas indistinctly, without any explicit reference. The canonical
identification B(X ×Y, Z) = L(X⊗̂piY, Z) allows us to obtain the canonical identification
B(X × Y ) = (X⊗̂piY )∗. Using the fact that the spaces B(X × Y ) and L(X, Y ∗) are
isometrically isomorphic, we also have the identification (X⊗̂piY )∗ = L(X, Y ∗), where the
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action of an operator G : X −→ Y ∗ as a linear functional on X⊗̂piY is given by
G
( ∞∑
n=1
xn ⊗ yn
)
=
∞∑
n=1
G(xn)(yn),
for every
∑∞
n=1 xn ⊗ yn ∈ X⊗̂piY . Let us recall also that there is a canonical operator
J : X∗⊗̂piY −→ L(X, Y ) with ‖J‖ = 1 defined by z =
∑∞
n=1 ϕn ⊗ yn 7→ Lz, where
Lz : X −→ Y is given by
Lz(x) =
∞∑
n=1
ϕn(x)yn (x ∈ X).
The operators that arise in this way are called nuclear operators. We denote the set of
such operators by N (X, Y ) endowed with the nuclear norm
‖T‖N = inf
{ ∞∑
n=1
‖x∗n‖‖yn‖ : T (x) =
∞∑
n=1
x∗n(x)yn
}
,
where the infimum is taken over all representations of T of the form T (x) =
∑∞
n=1 x
∗
n(x)yn,
where (x∗n) ⊆ X∗ and (yn) ⊆ Y are bounded sequences such that
∑∞
n=1 ‖x∗n‖‖yn‖ < ∞.
Notice that every nuclear operator is compact since it is the limit in the operator norm
of a sequence of finite-rank operators. Using the function J , we can identify the space
N (X, Y ) with X∗⊗̂piY/ ker J isometrically. In order to clarify the relations between the
set of nuclear operators, the quotient space of the projective tensor product and their
respective duals, we consider the following diagram:
(ker J)⊥
(
X∗⊗̂piY/ ker J
)∗ N (X, Y )∗
X∗⊗̂piY/ ker J N (X, Y )
δ J˜∗
J˜
,
where J˜ and δ are isometric isomorphisms between X∗⊗̂piY/ ker J and N (X, Y ), and
(ker J)⊥ and
(
X∗⊗̂piY/ ker J
)∗
, respectively. If we consider a nuclear operator T ∈
N (X, Y ) given by T = ∑∞n=1 x∗n ⊗ yn for some (x∗n)n∈N ⊂ X∗ and (yn)n∈N ⊂ Y bounded
with
∑∞
n=1 ‖x∗n‖‖yn‖ <∞, then for every H ∈ N (X, Y )∗, we have
H(T ) =
∞∑
n=1
G(x∗n)(yn),
where G = (δ−1 ◦ J˜∗)(H) ∈ (ker J)⊥.
Recall that a Banach space is said to have the approximation property if for every
compact subset K of X and every ε > 0, there exists a finite-rank operator T : X −→ X
such that ‖T (x)− x‖ 6 ε for every x ∈ K. Let us take into account that if X∗ or Y has
the approximation property, then X∗⊗̂piY = N (X, Y ) (see, for instance, [33, Corollary
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4.8]). Recall also that the injective norm of z ∈ X ⊗ Y is defined by
‖z‖ε = sup
{∣∣∣∣∣
n∑
i=1
x∗(xi)y∗(yi)
∣∣∣∣∣ : x∗ ∈ BX∗ , y∗ ∈ BY ∗
}
,
where
∑n
i=1 xi ⊗ yi is any representation of z. We denote by X ⊗ε Y the tensor product
X⊗Y with the injective norm and its completion, denoted by X⊗̂εY , is called the injective
tensor product of X and Y .
For a complete background on tensor products in Banach spaces, we refer the reader
to the books [14, 33].
2.3. Norm-attaining concepts. Recall that T ∈ L(X, Y ) attains its norm (in the clas-
sical way) if there is x0 ∈ SX such that ‖T (x0)‖ = ‖T‖ = supx∈SX ‖T (x)‖. In this case, we
say that T is a norm-attaining operator. Recall also that B ∈ B(X×Y, Z) attains its norm
if there is (x0, y0) ∈ SX × SY such that ‖B(x0, y0)‖ = ‖B‖ = sup(x,y)∈SX×SY ‖B(x, y)‖. In
this case, we say that B is a norm-attaining bilinear mapping. In the next sections, we
will be considering the concepts of attainment on the Banach spaces X⊗̂piY and N (X, Y ).
For us, the most natural approach is the following one.
Definition 2.1. Let X, Y be Banach spaces. We say that
(1) z ∈ X⊗̂piY attains its projective norm if there is a bounded sequence (xn, yn) ⊆
X × Y with ∑∞n=1 ‖xn‖‖yn‖ < ∞ such that z = ∑∞n=1 xn ⊗ yn and that ‖z‖pi =∑∞
n=1 ‖xn‖‖yn‖. In this case, we say that z is a norm-attaining tensor.
(2) T ∈ N (X, Y ) attains its nuclear norm if there is a bounded sequence (x∗n, yn) ⊆
X∗ × Y with ∑∞n=1 ‖x∗n‖‖yn‖ <∞ such that T = ∑∞n=1 x∗n ⊗ yn and that ‖T‖N =∑∞
n=1 ‖x∗n‖‖yn‖. In this case, we say that T is a norm-attaining nuclear operator.
If (1) (respectively, (2)) holds, then we say that
∑∞
n=1 xn⊗yn (respectively,
∑∞
n=1 x
∗
n⊗yn)
is a norm-attaining representation. Let us fix the notation for the set of norm-attaining
operators, bilinear mappings, tensors, and nuclear operators. For the first two, we continue
using the classical notation NA(X, Y ) = {T ∈ L(X, Y ) : T attains its norm} and NA(X×
Y, Z) = {B ∈ B(X × Y, Z) : B attains its norm}, respectively; if Z = K, then we simply
denote it as NA(X × Y ). For the last two, we shall use the following notations:
(1’) NApi(X⊗̂piY ) = {z ∈ X⊗̂piY : z attains its projective norm}.
(2’) NAN (X, Y ) = {T ∈ N (X, Y ) : T attains its nuclear norm}.
Notice that, as we have pointed out before, when X∗ or Y has the approximation property
then X∗⊗̂piY is isometrically isomorphic to N (X, Y ). In such case, it is clear that both
concepts of norm-attainment agree.
Let us finish this introduction by clarifying what we mean by approximating elements
from X⊗̂piY or N (X, Y ) by norm-attaining ones. Evidently, when working with X⊗̂piY ,
we should try to make the approximation of an element z ∈ X⊗̂piY by an element z′ ∈
NApi(X⊗̂piY ) using the tensor norm ‖·‖pi. In other words, for a given ε > 0 and z ∈ X⊗̂piY ,
we are interested in finding z′ ∈ NApi(X⊗̂piY ) such that ‖z′− z‖pi < ε. Similarly, we shall
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be dealing with the nuclear operator norm ‖·‖N whenever we approximate a given nuclear
operator T by a nuclear operator T ′.
3. Nuclear operators and tensors which attain their norms
In this section, we provide the first examples of elements in X⊗̂piY and N (X, Y ) which
attain their norms. The first result gives us an important characterization used abun-
dantly in the rest of the paper.
Theorem 3.1. Let X, Y be Banach spaces. Let z ∈ X⊗̂piY with
z =
∞∑
n=1
λnxn ⊗ yn,
where λn ∈ [0, 1], xn ∈ SX , and yn ∈ SY for every n ∈ N. Then, the following assertions
are equivalent:
(1) ‖z‖pi =
∑∞
n=1 λn; in other words, z ∈ NApi(X⊗̂piY ).
(2) There is G ∈ L(X, Y ∗) with ‖G‖ = 1 such that G(xn)(yn) = 1 for every n ∈ N.
(3) Every norm one G ∈ L(X, Y ∗) such that G(z) = ‖z‖pi satisfies that G(xn)(yn) = 1
for every n ∈ N.
Proof. Suppose that ‖z‖pi =
∑∞
n=1 λn with z =
∑∞
n=1 λnxn⊗ yn with (λn) ⊆ [0, 1], (xn) ⊆
SX , and (yn) ⊆ SY . Pick any G ∈ (X⊗̂piY )∗ = L(X, Y ∗) such that ‖G‖ = 1 and
G(z) = ‖z‖pi. Since we have
∞∑
n=1
λn = ‖z‖pi = G(z) =
∞∑
n=1
λnG(xn)(yn),
it follows that G(xn)(yn) = 1 for each n ∈ N, which proves that (1) implies (3). It is
obvious that (3) implies (2). Finally, assume that there exists G ∈ L(X, Y ∗) with ‖G‖ = 1
such that G(xn)(yn) = 1 for every n ∈ N. Then,
∞∑
n=1
λn =
∞∑
n=1
λnG(xn)(yn) = G(z) 6 ‖z‖pi 6
∞∑
n=1
λn.
This completes the proof. 
Taking into account the isometric isomorphism between N (X, Y ) and X∗⊗̂piY/ ker(J),
we can take advantage of the previous estimates to prove a nuclear operator version of
Theorem 3.1 as follows.
Theorem 3.2. Let X, Y be Banach spaces. Let T ∈ N (X, Y ) with
T =
∞∑
n=1
λnx
∗
n ⊗ yn,
where λn ∈ [0, 1], xn ∈ SX , and yn ∈ SY for every n ∈ N. Then, the following assertions
are equivalent:
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(1) ‖T‖N =
∑∞
n=1 λn; in other words, T ∈ NAN (X, Y ).
(2) There is G ∈ (ker J)⊥ with ‖G‖ = 1 such that G(x∗n)(yn) = 1 for every n ∈ N.
(3) For any G ∈ (ker J)⊥ with ‖G‖ = 1 and G(T ) = ‖T‖N we get that G(x∗n)(yn) = 1
holds for every n ∈ N.
Proof. Let J˜ : X∗⊗̂piY/ ker J −→ N (X, Y ) be an isometric isomorphism which maps,
according to the notation of Subsection 2.2, z+ker J to Lz. If we let z0 :=
∑∞
n=1 λnx
∗
n⊗yn,
then J(z0) = T and ‖T‖N = ‖z0 + ker J‖. Now assume (1) and let us prove (3). To this
end, pick any G ∈ (ker J)⊥ with ‖G‖ = 1 and G(z0 + ker J) = 1. Then,
‖z0 + ker J‖ = |G(z0)| =
∣∣∣∣∣G
( ∞∑
n=1
λnx
∗
n ⊗ yn
)∣∣∣∣∣ 6
∞∑
n=1
λn|G(x∗n)(yn)| 6
∞∑
n=1
λn.
Then, we have |G(x∗n)(yn)| = 1 for each n ∈ N. Using a convexity argument, we get that
G(x∗n)(yn) = 1 for every n ∈ N. The other implications can be proved as in Theorem
3.1. 
With Theorems 3.1 and 3.2 in mind, we can now exhibit examples of nuclear operators
which attain their nuclear norms.
Example 3.3. Let X, Y be two reflexive Banach spaces such that X∗ or Y has the
approximation property (recall that, in this case, we have X∗⊗̂piY = N (X, Y )). Assume
further that X∗ is isometrically isomorphic to a subspace of Y ∗. Take G : X∗ −→ Y ∗ to
be a linear isometry and pick (x∗n)n ⊆ SX∗ . Now, for any n ∈ N, notice that ‖G(x∗n)‖ =
‖x∗n‖ = 1. Since Y is reflexive, by using the James Theorem, we have that G(x∗n) ∈ SY ∗
attains its norm, so there exists yn ∈ SY so that G(x∗n)(yn) = 1. Now, Theorem 3.1 (or
Theorem 3.2) implies that, given any sequence (λn)n ⊆ (0, 1] with
∑∞
n=1 λn < ∞, the
nuclear operator
T :=
∞∑
n=1
λnx
∗
n ⊗ yn ∈ N (X, Y )
attains its nuclear norm.
One may think that a norm-attaining nuclear operator should attain its norm (in the
classical way). This is not true in general as observed below.
Remark 3.4. Let Y be an infinite dimensional strictly convex Banach space. Then, there is
T ∈ NAN (c0, Y ) such that T 6∈ NA(c0, Y ). Indeed, let (yn)n ⊆ SY be linearly independent.
For every n ∈ N, find y∗n ∈ SY ∗ such that y∗n(yn) = 1. Define φ : Y −→ `∞ by φ(y) :=
(y∗j (y))
∞
j=1 ∈ `∞ for every y ∈ Y . Given n ∈ N we get that |y∗n(y)| 6 ‖y‖ since ‖y∗n‖ = 1
holds for every n ∈ N. This implies that supn∈N |y∗n(y)| 6 ‖y‖, which proves that φ(y) ∈ `∞
for every y (i.e., φ is well defined) . In view of the linearity, we have that φ is continuous
and ‖φ‖ 6 1. Furthermore, notice that φ(yn)(en) = 1 holds for every n ∈ N, where (en)n
is the basis of `1. This proves that the nuclear operator T : c0 −→ Y defined by
T =
∞∑
n=1
1
2n
en ⊗ yn ∈ `1⊗̂piY
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attains its nuclear norm by Theorem 3.2. Nevertheless, notice that T is not a finite-rank
operator and, consequently, T does not belong to NA(c0, Y ) (see [29, Lemma 2.2]).
Let us notice that in Remark 3.4, we have constructed by hand a nuclear operator from
c0 into a particular Y which attains its nuclear norm. It turns out that every nuclear
operator from c0 into any Banach space Y attains its nuclear norm. This should be
compared to the fact that, in the classical theory, whenever X is a Banach space such
that NA(X, Y ) = L(X, Y ) for some Y 6= {0}, X must be reflexive (this is an application
of James theorem). In other words, this result is no longer true in the context of nuclear
operators.
Proposition 3.5. Let Y be a Banach space. Then,
(a) every nuclear operator T ∈ N (c0, Y ) attains its nuclear norm. Equivalently,
(b) every element in `1⊗̂piY attains its projective norm.
Proof. Indeed, in the last part of [33, Lemma 2.6], it is proved that Φ : `1(Y ) −→ `1⊗̂piY
given by
Φ((xn)n) =
∞∑
n=1
en ⊗ xn
is an onto linear isometry, where (en)n is the basis of `1 (in fact, Φ = J
−1 in the proof
given there). Let T ∈ N (c0, Y ) = `1⊗̂piY be given. By the surjectivity of Φ, we can find a
sequence (xn)n ∈ `1(Y ) such that Φ((xn)n) = T . Consequently, T =
∑∞
n=1 en⊗xn. Then,
‖T‖N = ‖Φ((xn)n)‖ = ‖(xn)n‖ =
∞∑
n=1
‖xn‖ =
∞∑
n=1
‖en‖‖xn‖.
This proves that T attains its nuclear norm, as desired. 
Remark 3.6. Notice that Proposition 3.5 is also true for c0(I) and `1(I) for some arbitrary
index set I (see [33, Example 2.6]).
Besides the nuclear operators from c0 into an arbitrary Banach space Y , we have that
every nuclear operator on a complex Hilbert space attains its nuclear norm. Although we
prove this result for nuclear operators (justified by the fact that we will be dealing with
eigenvalues and Schatten classes), let us notice that every separable Hilbert space H has
a basis and hence the approximation property, which implies that every tensor in H⊗̂piH
attains its projective norm.
Proposition 3.7. Let H be a complex Hilbert space. Then, every nuclear operator T ∈
N (H,H) attains its nuclear norm.
Proof. Let H be a complex Hilbert space. Let T ∈ N (H,H). Then, note that T can be
written as
T =
n0∑
j=1
λn〈·, xj〉,
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where n0 ∈ N∪{∞} and (λj)j is the sequence of nonzero eigenvalues of |T | = (T ∗T ) 12 and
(xj)j are the corresponding orthonormal eigenvectors. On the other hand, it is well-known
that ‖T‖N = σ1(T ) =
∑nn
j=1 λj, where σ1(·) is the Schatten 1st norm (see, for example,
[18, pages 96-97]). This completes the proof. 
Taking into account Propositions 3.5 and 3.7, it is natural to ask whether or not the
equality NAN (X, Y ) = N (X, Y ) (or NApi(X⊗̂piY ) = X⊗̂piY ) holds for every Banach
spaces X and Y . We will give a negative answer for this problem by proving that if this
happens, then the set of norm-attaining bilinear forms which attain their norms is dense
in B(X×Y ). From our point of view, this shows that the study of norm-attaining nuclear
operators is not a trivial task.
Proposition 3.8. Let X, Y be Banach spaces. If every element in X⊗̂piY attains its
projective norm, then the set of all bilinear forms on X × Y which attain their norms is
dense in B(X × Y ;K). In other words, if NApi(X⊗̂piY ) = X⊗̂piY , then
NA(X × Y )‖·‖ = B(X × Y ).
Proof. Let ε > 0. Let B ∈ B(X × Y ) = (X⊗̂piY )∗ with ‖B‖ = 1. By the Bishop-Phelps
theorem, for X⊗̂piY , there are B0 ∈ (X⊗̂piY )∗ with ‖B0‖ = 1 and z0 ∈ SX⊗̂piY such that
B0(z0) = 1 and ‖B0 −B‖ < ε.
By hypothesis, z0 ∈ NApi(X, Y ) attains its projective norm. So there are (λn)n ⊆ (0, 1],
(xn)n ⊆ SX , and (yn)n ⊆ SY such that ‖z0‖pi =
∑∞
n=1 λn. Since ‖z0‖pi = 1, by Theorem
3.1 we get that B0(xn, yn) = 1 for every n ∈ N. In particular, B0 ∈ NA(X × Y ). Since
‖B0 −B‖ < ε, this finishes the proof. 
Thanks to the isometric isomorphism between the spaces B(X × Y ) and L(X, Y ∗), the
denseness of the set of norm-attaining bilinear forms on X × Y implies the denseness for
the set of norm-attaining operators from X into Y ∗. Proposition 3.8 yields the following
consequence.
Corollary 3.9. Let X, Y be Banach spaces. Suppose that every element in X⊗̂piY attains
its projective norm. Then, the set of norm-attaining operators from X into Y ∗ is dense
in L(X, Y ∗). In other words, if NApi(X⊗̂piY ) = X⊗̂piY , then
NA(X, Y ∗)
‖·‖
= L(X, Y ∗).
Now, by using Proposition 3.8 and Corollary 3.9, we can get examples of pairs of Banach
spaces (X, Y ) such that there are elements in the projective tensor product X⊗̂piY which
do not attain their projective norms.
Example 3.10. There are elements z ∈ X⊗̂piY such that z /∈ NApi(X⊗̂piY ) for some
Banach spaces X and Y .
(a) If X is L1[0, 1] and Y
∗ is a strictly convex Banach space without the Radon-
Nikody´m property, then the set NA(L1[0, 1], Y
∗) is not dense in L(L1[0, 1], Y ∗) by
[36, Theorem 3]. Let us notice that this shows also that Proposition 3.5 is no
longer true if we consider an L1(µ)-space for a non-purely atomic measure µ.
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(b) There is a Banach space G such that NA(G × `p) is not dense in B(G × `p) (see
[19, Theorem, page 149]). We should notice that the unit ball of G lacks extreme
points. This result should be compared to the fact that, if X is reflexive and Y is
any Banach space, then K(X, Y ) ⊆ NA(X, Y ).
(c) If X and Y are both L1[0, 1], then by [10, Theorem 3], the set NA(L1[0, 1]×L1[0, 1])
is not dense in B(L1[0, 1]× L1[0, 1]).
Remark 3.11. Notice that if we weaken the hypothesis in Proposition 3.8 by assuming
that NApi(X⊗̂piY ) is dense in X⊗̂piY , the result does not remain true. Indeed, by using
Example 3.10.(c), we know that NA(L1[0, 1]×L1[0, 1]) is not dense in B(L1[0, 1]×L1[0, 1]),
but we will see in Section 4 that the set of all tensors which attain their projective norms
on L1[0, 1]⊗̂piL1[0, 1] is dense in L1[0, 1]⊗̂piL1[0, 1] (see Theorem 4.8 and Example 4.12.(b)).
Nevertheless, we will always have that NA(X, Y ∗)∩BL(X,Y ∗) is w∗-dense in BL(X,Y ∗) under
this hypothesis (see Remark 5.5).
4. Denseness of nuclear operators and tensors which attain their norms
Here we will be focusing on examples of Banach spaces X and Y such that the sets
NApi(X⊗̂piY ) and NAN (X, Y ) are dense, where the approximation is considered accord-
ingly to the discussion at the end of the introduction. As we have seen in the previous
section, there are many examples of projective tensor products where we can guarantee
the existence of elements which do not attain their projective norms even when one of
the factors is reflexive (see Example 3.10.(b)). In spite of the existence of such non-norm-
attaining tensors, it is natural to ask if the set of elements in a tensor product space which
attain their projective norms is dense in the whole space.
Let us start by explaining where the difficulty comes from when one tries to get such
a property. Assume that z ∈ NApi(X⊗̂piY ) is a norm-attaining tensor in X⊗̂piY . This
implies that there are bounded sequences (xn)n ⊆ X and (yn)n ⊆ Y such that z =∑∞
n=1 xn ⊗ yn with ‖z‖pi =
∑∞
n=1 ‖xn‖‖yn‖. It is clear that the task of choosing the
optimal representation for z as a series of basic tensors is the most difficult part. In
order to avoid this inconvenience, let us make use of Theorem 3.1. By applying it, for
any bilinear mapping B ∈ SB(X×Y ) = S(X⊗̂piY )∗ such that B(z) = ‖z‖pi, we have that
B(xn)(yn) = ‖xn‖‖yn‖ for every n ∈ N. In other words, B attains its bilinear norm at
the pair
(
xn
‖xn‖ ,
yn
‖yn‖
)
for every n ∈ N. Because of this, in order to get examples of Banach
spaces X and Y where the set NApi(X⊗̂piY ) is dense in X⊗̂piY , we need somehow that
the space B(X × Y ) contains many bilinear forms which attain their bilinear norm at
many elements of SX × SY . This motivates us to make use of the following definition.
Definition 4.1. [13, Definition 2.1.(b)] Let X, Y and Z be Banach spaces. We say that
(X × Y, Z) satisfies the Lo,o for bilinear mappings if given ε > 0 and B ∈ B(X × Y, Z)
with ‖B‖ = 1, there exists η(ε, B) > 0 such that whenever (x, y) ∈ SX × SY satisfies
‖B(x, y)‖ > 1−η(ε, B), there is (x0, y0) ∈ SX×SY such that ‖B(x0, y0)‖ = 1, ‖x−x0‖ < ε,
and ‖y − y0‖ < ε.
Example 4.2. Let us highlight some results for a pair of Banach spaces which satisfies
the above property.
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(a) If dim(X), dim(Y ) < ∞, then (X × Y, Z) has the Lo,o for every Banach space Z
(see [13, Proposition 2.2]).
(b) (X×Y,K) has the Lo,o for bilinear mappings if and only if (X, Y ∗) has the Lo,o for
operators, whenever Y is uniformly convex (see [13, Lemma 2.6]). In particular,
using (a), if X is finite dimensional and Y is uniformly convex, then (X × Y,K)
has the Lo,o for bilinear forms (see [12, Theorem 2.4]).
(c) If 1 < p, q <∞, then (`p × `q,K) has the Lo,o if and only if p > q′, where q′ is the
conjugate of q (see [13, Theorem 2.7.(b)]).
(d) There are reflexive spaces X and Y such that (X × Y,K) fails the Lo,o (see [12,
Theorem 2.21.(ii)]).
Our next aim is to prove that every nuclear operator between finite dimensional Banach
spaces can be approximated (in the nuclear norm) by nuclear operators which attain their
nuclear norm. This will follow from a more general result.
Proposition 4.3. Let X, Y be Banach spaces. Suppose that (X∗ × Y,K) has Lo,o for
bilinear form. Then, every nuclear operator from X into Y can be approximated (in the
nuclear norm) by nuclear operators which attain their nuclear norm. In other words,
NAN (X, Y )
‖·‖N
= N (X, Y ).
We get the following particular case by combining Proposition 4.3 with Example 4.2.
Corollary 4.4. Let X be finite dimensional Banach space.
(a) If Y is finite dimensional, then NAN (X, Y )
‖·‖N
= N (X, Y ).
(b) If Y is uniformly convex, then NAN (X, Y )
‖·‖N
= N (X, Y ).
Now, we prove Proposition 4.3.
Proof of Proposition 4.3. Let T ∈ N (X, Y ) and ε > 0 be given. There exists H ∈
N (X, Y )∗ with ‖H‖ = 1 such that H(T ) = ‖T‖N . Consider G := (δ−1◦J˜∗)(H) ∈ (ker J)⊥
(see Section 2.2). Let AG be the bilinear form on X
∗×Y defined as AG(x∗, y) = G(x∗)(y)
for every x∗ ∈ X∗ and y ∈ Y . Then ‖AG‖ = ‖G‖ = 1. Consider the positive value
η(ε, AG) > 0 from the assumption that (X
∗ × Y,K) has Lo,o for bilinear forms. Now,
choose (λn)n ⊆ (0, 1], (x∗n)n ⊆ SX∗ , and (yn)n ⊆ SY so that T =
∑∞
n=1 λnx
∗
n ⊗ yn with
∞∑
n=1
λn < ‖T‖N + η(ε, AG)2.
We get that
‖T‖N = H(T ) =
∞∑
n=1
λn Re (G(x
∗
n)(yn)) 6
∞∑
n=1
λn|G(x∗n)(yn)|
6
∞∑
n=1
λn < ‖T‖N + η(ε, AG)2.
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In particular,
(4.1)
∑
n∈N
λn (1− Re (G(x∗n)(yn))) < η(ε, AG)2
Consider the following set
I = {n ∈ N : Re (G(x∗n)(yn)) > 1− η(ε, AG)}.
From (4.1), notice that
η(ε, AG)
∑
n∈Ic
λn 6
∑
n∈Ic
λn (1− Re (G(x∗n)(yn))) < η(ε, AG)2,
which implies that
∑
n∈Ic λn < η(ε, AG). On the other hand, for each n ∈ I,
Re (G(x∗n)(yn)) > 1− η(ε, AG).
Thus, there exist norm one vectors (x˜∗n)n∈I in X
∗ and (y˜n)n∈I in Y such that
|G(x˜∗n)(y˜n)| = 1, ‖x˜∗n − x∗n‖ < ε, and ‖y˜n − yn‖ < ε
for each n ∈ I. Let us write G(x˜∗n)(y˜n) = eiθn with some θn ∈ R for each n ∈ I. Notice
that |1− eiθn| <√2η(ε, AG) for each n ∈ I. Let us define
T ′ :=
∑
n∈I
λne
−iθnx˜∗n ⊗ y˜n.
Then,
‖T ′ − T‖N 6
∥∥∥∥∥∑
n∈I
λn(e
−iθnx˜∗n ⊗ y˜n − x∗n ⊗ yn)
∥∥∥∥∥
N
+
∑
n∈Ic
λn
<
∑
n∈I
λn|1− eiθn|+
∥∥∥∥∥∑
n∈I
λn(x˜
∗
n ⊗ y˜n − x∗n ⊗ yn)
∥∥∥∥∥
N
+ η(ε, AG)
<
√
2η(ε, AG)(‖T‖N + η(ε, AG)2) + 2ε(‖T‖N + η(ε, AG)2) + η(ε, AG)
= (
√
2η(ε, AG) + 2ε)(‖T‖N + η(ε, AG)2) + η(ε, AG).
Finally, it is clear by definition that ‖T ′‖N 6
∑
i∈I λn. On the other hand,
‖T ′‖N > |H(u′)| =
∣∣∣∣∣∑
n∈I
λne
−iθnG(x˜∗n)(y˜n)
∣∣∣∣∣ = ∑
n∈I
λn.
This shows that T ′ attains its nuclear norm and completes the proof. 
Using very similar arguments to Proposition 4.3 and Corollary 4.4, we can obtain the
following results.
Proposition 4.5. Let X, Y be Banach spaces. Suppose that (X × Y,K) has Lo,o for
bilinear forms. Then, every tensor in X⊗̂piY can be approximated by tensors which attain
their projective norm. In other words,
NApi(X⊗̂piY )
‖·‖pi
= X⊗̂piY.
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Corollary 4.6. Let X be a finite dimensional Banach space.
(a) If Y is finite dimensional, then NApi(X⊗̂piY )
‖·‖pi
= X⊗̂piY .
(b) If Y is uniformly convex, then NApi(X⊗̂piY )
‖·‖pi
= X⊗̂piY .
Let us notice that, although we have the first examples of denseness by using Proposi-
tions 4.3 and 4.5, property Lo,o seems to be very restrictive. Indeed, when a pair of Banach
spaces satisfies this property, both of them must be reflexive since every bilinear mapping
attains its norm. Moreover, there are reflexive spaces X and Y such that (X ×Y,K) fails
this property (see Example 4.2.(d)). On the other hand, we could have used the previous
results together with Example 4.2.(c) in order to get examples where the denseness holds
for `p-spaces: for instance, if 1 < p, q <∞ and p > q′, then the set NApi(`p⊗̂pi`q) is dense
in `p⊗̂pi`q by Proposition 4.5. Nevertheless, in what follows we will take advantage of
the finite dimensional case to obtain more general examples of Banach spaces where the
density follows. The only problem here is the fact that in general the projective norm does
not respect subspaces, but it does respect 1-complemented subspaces. For this reason,
intuitively, we need a property of Banach spaces which guarantees the existence of many
1-complemented subspaces. Motivated by this, we consider the following definition.
Definition 4.7. Let X be a Banach space. We will say that X has the property (P) if
given ε > 0 and {x1, . . . , xn} ⊆ SX a finite collection in the sphere, then we can find
a finite dimensional subspace M ⊆ X such that M is 1-complemented and there exists
x′i ∈M with ‖xi − x′i‖ < ε for every i ∈ {1, . . . , n}.
Before proceeding, let us make a small observation. Let ε > 0 and F = {x1, . . . , xn} ⊆
SX be given. Suppose that X has property (P) and let M be a finite dimensional subspace
of X with ‖x′i−xi‖ < ε for x′i ∈M and i = 1, . . . , n. Let Pε,F be the norm one projection
onto M . Then, for each i = 1, . . . , n, we have
‖Pε,F (xi)− xi‖ 6 ‖Pε,F (xi)− Pε,F (x′i)‖+ ‖Pε,F (x′i)− xi‖ < 2ε.
Consider now the net {Pε,F : ε > 0, F ⊂ SX a finite set} with (ε1, F1) 6 (ε2, F2) if and
only ε2 < ε1 and F1 ⊆ F2. Then, (Pε,F )(ε,F ) strongly converges to the identity on SX and
hence on X with ‖Pε,F‖ 6 1 for every ε and F . This shows that property (P) above is in
fact equivalent to the so-called metric pi-property defined in [7, Definition 5.1].
We have the following general result, which confirms that our intuition of finding a
property of Banach spaces, which guarantees the existence of many 1-complemented sub-
spaces, was in the right direction. This result will give us many positive examples of
denseness in both norm-attaining tensor and nuclear operator cases (see Examples 4.12).
Theorem 4.8. Let X be a Banach space satisfying property (P) (or, equivalently, metric
pi-property).
(a) If Y satisfies property (P), then NApi(X⊗̂piY )
‖·‖pi
= X⊗̂piY .
(b) If Y is uniformly convex, then NApi(X⊗̂piY )
‖·‖pi
= X⊗̂piY .
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Proof. (a). Let u ∈ SX⊗̂piY and ε > 0 be given. By [33, Proposition 2.8], there are
bounded sequences (λn)n ⊆ R+, (xn)n ⊆ SX , and (yn)n ⊆ SY with u =
∑∞
n=1 λnxn ⊗ yn
and
(4.2)
∞∑
n=1
λn < 1 + ε.
Find k ∈ N large enough so that ‖u − z‖piX⊗̂piY <
ε
3
for z :=
∑k
n=1 λnxn ⊗ yn. Since X
and Y have the property (P), we can find finite dimensional subspaces X0 of X and Y0 of
Y which are 1-complemented and such that, for every n ∈ {1, . . . , k}, there are x′n ∈ X0
and y′n ∈ Y0 such that
max {‖xn − x′n‖, ‖yn − y′n‖} <
ε
6kλn
.
Define z′ =
∑k
n=1 λnx
′
n ⊗ y′n and notice that ‖z′ − z‖piX⊗̂piY <
ε
3
. Moreover, note that
z′ ∈ X0 ⊗ Y0. We have that X0 is 1-complemented in X and Y0 is 1-complemented in Y .
Consequently, by [33, Proposition 2.4] we get that norm of X⊗̂piY agrees on X0⊗Y0 with
the norm of X0⊗̂piY0. In particular,
‖z′‖piX0⊗̂piY0 = ‖z
′‖piX⊗̂piY .
Since X0 and Y0 are finite dimensional spaces, by Corollary 4.6.(a), we can find z
′′ ∈
X0⊗̂piY0 with (an)n ⊂ X0 and (bn)n ⊂ Y0 such that
‖z′ − z′′‖piX0⊗̂piY0 <
ε
3
with z′′ =
∞∑
n=1
an ⊗ bn and ‖z′′‖piX0⊗̂piY0 =
∞∑
n=1
‖an‖‖bn‖.
Note that
‖z′′ − z‖piX⊗̂piY 6 ‖z − z
′‖piX⊗̂piY + ‖z
′ − z′′‖piX⊗̂piY <
ε
3
+ ‖z′ − z′′‖piX⊗̂piY < ε.
Furthermore, z′′ attains its projective norm since
‖z′′‖piX⊗̂piY = ‖z
′′‖piX0⊗̂piY0 =
∞∑
n=1
‖an‖‖bn‖.
(b). Let u ∈ SX⊗̂piY and ε > 0 be given. There are bounded sequences (λn)n ⊆ R+,
(xn)n ⊆ SX , and (yn)n ⊆ SY with u =
∑∞
n=1 λnxn ⊗ yn and (4.2) holds. We can find
k large enough such that ‖u − z‖piX⊗̂piY <
ε
3
for z :=
∑k
n=1 λnxn ⊗ yn. Since X satisfies
property (P), we can find a finite dimensional subspace X0 which is 1-complemented and
such that for every n ∈ {1, . . . , k}, there is x′n ∈ X0 such that ‖xn − x′n‖ < ε6kλn . Define
z′ =
∑k
n=1 λnx
′
n ⊗ yn. Notice that ‖z′ − z‖piX⊗̂piY <
ε
3
and that z′ ∈ X0 ⊗ Y . Since
X0 is finite dimensional and Y is uniformly convex, by Corollary 4.6.(b), we can find
z′′ ∈ X0⊗̂piY such that
‖z′ − z′′‖piX0⊗̂piY <
ε
3
with z′′ =
∞∑
n=1
an ⊗ bn and ‖z′′‖piX0⊗̂piY =
∞∑
n=1
‖an‖‖bn‖.
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Since the norm of X⊗̂piY agrees on X0 ⊗ Y with the norm of X0⊗̂piY , the result follows
as in the previous item. 
Let us notice that if a Banach space Z satisfies property (P) (or, equivalently, metric
pi-property), then it has the metric approximation property and then the analogous result
for nuclear operators follows immediately from Theorem 4.8 and [33, Corollary 4.8].
Corollary 4.9. Let X be Banach space such that X∗ satisfies property (P) (or, equiva-
lently, metric pi-property).
(a) If Y satisfies property (P), then NAN (X, Y )
‖·‖N
= N (X, Y ).
(b) If Y is uniformly convex, then NAN (X, Y )
‖·‖N
= N (X, Y ).
To finish this section, let us see particular cases where Theorem 4.8 and Corollary 4.9
can be applied. This shows that we always have denseness in all classical Banach spaces.
Note that item (a) tells us that property (P) happens very often. Also, the stability
results, (d), (e), (f), and (g), allow us to get more positive examples on denseness. We
will first recall the following definition.
Definition 4.10. Let X be a Banach space. A sequence {Xn}n∈N of finite dimensional
subspaces of X is called a finite dimensional decomposition of X (F.D.D. for short) if
every x ∈ X has a unique representation of the form x = ∑+∞n=1 xn with xn ∈ Xn for every
n ∈ N.
Remark 4.11. A F.D.D. on a Banach space X determines a sequence {Pn}n∈N of projec-
tions (called the partial sum projections of the decomposition) such that if x =
∑∞
n=1 xn ∈
X, then Pj(x) =
∑j
n=1 xn for all j ∈ N. These projections are commuting, have increasing
range, and converge strongly to the identity operator on X. The supremum of the norms
of those projections is finite and is called the decomposition constant.
Example 4.12. The following Banach spaces satisfy property (P) (or, equivalently, metric
pi-property).
(a) Banach spaces with a finite dimensional decomposition with the decomposition
constant 1 (consequently, every Banach space with Schauder basis can be renormed
to have the property (P));
(b) Lp(µ)-spaces for any 1 6 p <∞ and any measure µ;
(c) L1-predual spaces;
(d) X ⊕a Y , whenever X, Y satisfy property (P) and | · |a is an absolute norm;
(e) X =
[⊕
n∈NXn
]
c0
or
[⊕
n∈NXn
]
`p
, ∀ 1 6 p <∞, Xn satisfying property (P), ∀n;
(f) X⊗̂piY , whenever X, Y satisfy property (P);
(g) X⊗̂εY , whenever X, Y satisfy property (P).
Proof. (a). Given a Banach space X, if there exists a sequence of finite dimensional
Banach spaces and 1-complemented subspaces {En}n∈N such that En ⊆ En+1 holds for
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every n and such that
⋃
n∈NEn is dense in X, then X has property (P). In particular, it
applies whenever X is a Banach space with an F.D.D. with the decomposition constant
1 (if Pn : X −→ X are the associated norm-one projections, take En := Pn(X)).
(b). Let 1 6 p <∞ be given. Then, Lp(µ) has property (P) regardless the measure µ. Let
us write X = Lp(µ), for short. Consider x1, . . . , xn ∈ SX , ε > 0. For every i ∈ {1, . . . , n},
we can find a simple function x′i ∈ SX such that
(4.3) ‖xi − x′i‖ < ε,
where x′i =
∑m
j=1 aijχAj for suitable m ∈ N, aij ∈ R and pairwise disjoint Aj ∈ Σ. Now,
in order to prove that X has the property (P), define M := span{χAj : 1 6 j 6 m} and
let us construct P : X −→ X by the equation
T (f) :=
m∑
j=1
1
µ(Aj)
∫
Aj
f dµ χAj .
It is clear from the disjointedness of A1, . . . , Am and the fact that ‖P (f)‖ 6 ‖f‖ holds for
every f ∈ X. Furthermore, it is clear from the definition that P (f) = f holds for every
f ∈ M , so P is a norm-one projection onto M . The result follows since x′i ∈ M and by
the arbitrariness of ε > 0. This proves (b).
(c). If X is a Banach space with X∗ = L1, then X has the property (P). Indeed, let
ε > 0 and {x1, . . . , xn} ⊂ SX be given. Define F1 = {0} and F2 = span{x1, . . . , xn}. By
[26, Theorem 3.1] and [31, Theorem 1.3], we may find a subspace E of X such that E is
isometric to `m∞ for some m ∈ N and d(x,E) < ε for all x ∈ F2. For each 1 6 i 6 n, pick
x′i ∈ E so that ‖xi − x′i‖ < ε. By [30, Lemma 2.1], there exists a norm one projection P
from X to E; hence E is indeed an 1-complemented finite dimensional subspace of X.
(d). To prove that property (P) is stable by absolute sums, let us first notice that SX ,
in its definition, can be replaced by BX (indeed, let ε > 0 and {x1, . . . , xn} ⊂ BX be
given; without loss of generality, we may assume that xi 6= 0 for all 1 6 i 6 n; from
the property (P), we may find a 1-complemented finite dimensional space M of X with
x′i ∈ M such that ‖xi/‖xi‖ − x′i‖ < ε for every 1 6 i 6 n; thus, ‖xi − ‖xi‖x′i‖ < ε and
{‖x1‖x′1, . . . , ‖xn‖x′n} ⊂ M). Set Z = X ⊕a Y . Let ε > 0 and {z1, . . . , zn} ⊂ SZ be
given. If we write zi = (xi, yi) for each 1 6 i 6 n, then max{‖xi‖, ‖yi‖} 6 ‖zi‖a = 1
for every 1 6 i 6 n. As X has the property (P) and {x1, . . . , xn} ⊂ BX , there exist a
1-complemented finite dimensional subspace M of X and {x′1, . . . , x′n} ⊆ M such that
‖xi − x′i‖ < ε. Similarly, there exist a 1-complemented finite dimensional subspace N of
Y and {y′1, . . . , y′n} ⊂ N such that ‖yi− y′i‖ < ε. If we let z′i = (x′i, y′i) for each 1 6 i 6 n,
then for every 1 6 i 6 n, we have
‖zi − z′i‖a 6 ‖xi − x′i‖+ ‖yi − y′i‖ < 2ε.
Let P and Q be norm one projections from X onto M and Y onto N , respectively.
Consider the map (P,Q) defined on X⊕aY as (x, y) 7→ (Px,Qy) for every (x, y) ∈ X⊕aY .
Note that (P,Q) is a projection with (closed) range M ⊕a N . Moreover,
‖(Px,Qy)‖a = |(‖Px‖, ‖Qy‖)|a 6 |(‖x‖, ‖y‖)|a = ‖(x, y)‖a
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for every (x, y) ∈ X⊕aY ; hence M⊕aN is a 1-complemented finite dimensional subspace
of Z with {z′1, . . . , z′n} ⊂M ⊕a N satisfying ‖zi − z′i‖ < 2ε for each 1 6 i 6 n.
(e). This can be obtained by extending the proof of (d). Let {x1, . . . , xn} ⊆ SX be given.
First, approximate xi by x
′
i of finite support. Now, say x
′
i = (xi1, . . . , xik, 0, 0, . . .) with
some common k ∈ N. Find a 1-complemented subspace Mj in Xj containing x1j, . . . , xnj
from the assumption that Xj enjoys property (P) for each 1 6 j 6 k. Then, M =
{(z1, z2, . . . , zk, 0, 0, . . .) : zi ∈ Mi, 1 6 i 6 k} is a finite dimensional subspace of X which
is 1-complemented by the projection (P1, P2, . . . , Pk, 0, 0, . . .) (defined similarly as in the
item (d)) and M contains the set {x′1, . . . , x′n}.
(f). Let ε > 0 and z1, . . . , zn ∈ SX⊗̂piY be given. For each 1 6 i 6 n, consider {x
(i)
j , y
(i)
j } ⊆
BX ×BY to be such that
zi =
∞∑
j=1
x
(i)
j ⊗ y(i)j with ‖zi‖pi >
∞∑
j=1
‖x(i)j ‖‖y(i)j ‖ − ε.
For each i = 1, . . . , n, let Ni ∈ N be such that
∞∑
j=Ni+1
‖x(i)j ‖‖y(i)j ‖ <
ε
2
.
Now, since X has property (P), there exists a 1-complemented finite dimensional subspace
M of X with{
x˜j
(i) : 1 6 j 6 Ni, 1 6 i 6 n
}
⊆M such that ‖x˜j(i) − x(i)j ‖ < min
{
ε
4Ni
: 1 6 i 6 n
}
and, analogously, there exists a 1-complemented finite dimensional subspace N of Y with{
y˜j
(i) : 1 6 j 6 Ni, 1 6 i 6 n
}
⊆ N such that ‖y˜j(i) − y(i)j ‖ < min
{
ε
4Ni
: 1 6 i 6 n
}
for each 1 6 j 6 Ni with i = 1, . . . , n. By [33, Proposition 2.4], M⊗̂piN is an 1-
complemented space. Let z˜i :=
∑Ni
j=1 x˜j
(i) ⊗ y˜j(i). Then,∥∥∥∥∥z˜i −
Ni∑
j=1
x
(i)
j ⊗ y(i)j
∥∥∥∥∥
pi
6 2Ni min
{
ε
4Ni
: 1 6 i 6 n
}
6 ε
2
for every i = 1, . . . , n. Then, X⊗̂piY has property (P), as desired.
(g). Let z1, . . . , zn ∈ SX⊗̂εY and δ > 0 be given. For each i ∈ {1, . . . , n}, let z˜i ∈ X⊗Y be
such that ‖zi− z˜i‖ε < δ2 . Let
∑Ni
j=1 x
(i)
j ⊗y(i)j be a representation of z˜i for each i = 1, . . . , n.
Since
{x(i)j : 1 6 j 6 Ni, 1 6 i 6 n} ⊆ X and {y(i)j : 1 6 j 6 Ni, 1 6 i 6 n} ⊆ Y,
there are 1-complemented finite dimensional subspaces M 6 X and N 6 Y with {x˜j(i) :
1 6 j 6 Ni, 1 6 i 6 n} ⊆M and {y˜j(i) : 1 6 j 6 Ni, 1 6 i 6 n} ⊆ N such that
‖x(i)j − x˜j(i)‖ < min
{
ε
4Ni
: 1 6 i 6 n
}
and ‖y(i)j − y˜j(i)‖ < min
{
ε
4Ni
: 1 6 i 6 n
}
.
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As M⊗̂εN is a 1-complemented subspace of X⊗̂εY (see, for instance, [33, Proposition
3.2]),
v˜i =
Ni∑
j=1
x˜j
(i) ⊗ y˜j(i) ∈M⊗̂εN and ‖z˜i − v˜i‖ε 6 ‖z˜i − v˜i‖pi 6 δ
2
,
which implies that ‖zi − v˜i‖ε < δ, we have that X⊗̂εY satisfies property (P). 
Remark 4.13. From the estimates of case (g) above it follows that X⊗̂αY has the property
(P) whenever X and Y enjoy property (P) and α is a uniform cross norm (see [33, Section
6.1] for background and details).
Example 4.12.(g) allows us to extend Theorem 4.8 for larger projective tensor products.
Corollary 4.14. Let N ∈ N be given. Let X1, . . . , XN be Banach spaces with property
(P) (or, equivalently, metric pi-property). Then,
NApi(X1⊗̂pi · · · ⊗̂piXN⊗̂piY )
‖·‖pi
= X1⊗̂pi · · · ⊗̂piXN⊗̂piY.
5. There are tensors which cannot be approximated by norm-attaining
tensors
By the results from previous section, one may think that the denseness for norm-
attaining tensors holds true always. In this section, we will see that this is not the case.
We show that there are Banach spaces X and Y such that the set of all tensors in X⊗̂piY ∗
which attain their projective norms is not dense in X⊗̂piY ∗. In order to do that, let us
notice that, by Theorem 3.1, it would be enough to show that NA(X, Y ∗∗) is not w∗-dense
in L(X, Y ∗∗) = (X⊗̂piY ∗)∗ (and in fact that is what we do; see Corollary 5.8). On the
other hand, in view of the proof of [25, Proposition 2.3], note that if either X or Y ∗∗ satis-
fies the metric approximation property (respectively, bounded approximation property),
then F(X, Y ∗∗) is norming (respectively, K-norming) for X⊗̂piY ∗, and this implies that
F(X, Y ∗∗) is w∗-dense in L(X, Y ∗∗). This suggests us to look for our counterexample in
the context of Banach spaces failing the approximation property, where we can guarantee
that the set of operators which attain their norms is not bigger than the set of finite-rank
operators. This is the reason why we will adapt [29, Theorem 1] taking into account all
the previous considerations.
For this, we will use Read’s space R (see [29, 23, 32] for all the details on this space).
Read’s space is a renorming of the Banach space c0, R = (c0, |||·|||), which has bidual
R∗∗ strictly convex (see [22, Theorem 4]). This implies that NA(X,R∗∗) ⊆ F(X,R∗∗)
whenever X is a closed subspace of c0 (see [29, Lemma 2]).
Theorem 5.1. Let R be Read’s space. There exists a subspace X of c0 and Y of R
such that the set of tensors in X⊗̂piY ∗ which attain their projective norms is not dense in
X⊗̂piY ∗.
In order to prove Theorem 5.1, we would like to present several results, which, from
our point of view, have their own interesting.
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Lemma 5.2. Let X, Y be Banach spaces. If L(X, Y ∗∗) is viewed as a subspace of
(X⊗̂piY ∗)∗, we have
F(X, Y ∗∗) ⊂ F(X, Y )w
∗
.
Proof. Let S ∈ F(X, Y ∗∗) be given. Then, we may write S as S = ∑Ni=1 x∗i ⊗ y∗∗i for some
x∗i ∈ X∗, y∗∗i ∈ Y ∗∗, N ∈ N, for every i = 1, . . . N . Putting K := max{‖y∗∗i ‖ : 1 6 i 6 N},
there exists a net (yα1 , . . . , y
α
N)α ⊂ KB[⊕Ni=1Y ]c0 such that (yα1 , . . . , yαN)
w∗−→ (y∗∗1 , . . . , y∗∗N ).
Set
Sα :=
N∑
i=1
x∗i ⊗ yαi ∈ F(X, Y ).
By the w∗-convergence of the elements yαi to y
∗∗
i for every i = 1, . . . , N , we have that
Sα(x⊗ y∗) =
N∑
i=1
x∗i (x)y
α
i (y
∗) −→
N∑
i=1
x∗i (x)y
∗∗
i (y
∗) = S(x⊗ y∗).
By linearity of the application Sα and S, we get that Sα(z) −→ S(z) for every z ∈ X⊗Y ∗.
Noting that Sα is bounded because
‖Sα‖ = sup{|Sα(u)| : u ∈ BX⊗̂piY ∗} 6
N∑
i=1
‖x∗i ‖‖yαi ‖ 6 K
N∑
i=1
‖x∗i ‖
holds for every α, we can conclude that Sα(z) −→ S(z) for every z ∈ X⊗̂piY ∗. This
implies that S ∈ F(X, Y )w
∗
, as desired.

Lemma 5.3. Let X, Y be Banach spaces. Consider L(X, Y ∗) as a subspace of (X⊗̂piY )∗.
If the closed unit ball BF(X,Y ∗) is a norming set for X⊗̂piY , then
BL(X,Y ∗) = BF(X,Y ∗)
w∗
.
Proof. On the contrary, there exists T ∈ BL(X,Y ∗) which does not belong to BF(X,Y ∗)w
∗
.
Hahn-Banach theorem guarantees the existence of an element z ∈ X⊗̂piY such that
|T (z)| > sup{|G(z)| : G ∈ F(X, Y ∗), ‖G‖ 6 1}. However, this means that |T (z)| >
‖z‖pi > |T (z)|, which is a contradiction. 
In what follows, we will be using the strong operator topology (SOT , for short) and the
weak operator topology (WOT , for short). Recall that the strong operator topology in
L(X, Y ) is the topology defined by the basic neighborhoods
N(T ;A, ε) = {S ∈ L(X, Y ) : ‖(T − S)(x)‖ < ε, x ∈ A} ,
where A is an arbitrary finite subset of X and ε > 0. Thus, in the SOT , a net (Tα)
converges to T if and only if (Tα(x)) converges to T (x) for every x ∈ X. On the other
hand, the weak operator topology is defined by the basic neighborhoods
N(T ;A,A∗, ε) = {S ∈ L(X, Y ), |y∗(T − S)(x)| < ε, y∗ ∈ A∗, x ∈ A} ,
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where A and A∗ are arbitrary finite sets in X and Y ∗, respectively, and ε > 0. Thus, in
the WOT , a net (Tα(x)) converges to T (x) if and only if (y
∗(Tα(x))) converges to y∗(T (x))
for every x ∈ X and y∗ ∈ Y ∗.
Let us notice that a convex set in L(X, Y ) has the same closure in the WOT as it does
in the SOT (see, for instance, [14, Corollary 5, page 477]). We will use this fact in the
proof of Theorem 5.1 below.
Lemma 5.4. Let X be a closed subspace of c0 and Y be a Banach space. If L(X, Y ) 6=
F(X, Y )WOT and Y ∗∗ is strictly convex, then the set of tensors in X⊗̂piY ∗ which attain
their projective norms is not dense in X⊗̂piY ∗.
Proof. Let T ∈ L(X, Y ) be an operator which does not belong to F(X, Y )WOT . We claim
that T does not belong to F(X, Y )w
∗
. If it does, given x ∈ X, y∗ ∈ Y ∗, and ε > 0, there
exists T0 ∈ F(X, Y ) such that
|y∗(T (x)− T0(x))| = |(T − T0)(x⊗ y∗)| < ε,
which implies that T ∈ F(X, Y )WOT , a contradiction. Now, Lemma 5.2 asserts that T
does not belong to F(X, Y ∗∗)w
∗
. Thus, by Lemma 5.3, the closed unit ball BF(X,Y ∗∗) is
not norming for X⊗̂piY ∗. Take z ∈ X⊗̂piY ∗ with ‖z‖pi = 1 and α > 0 such that
(5.1) sup{|G(z)| : G ∈ BF(X,Y ∗∗)} < 1− α.
Claim: dist
(
z,NApi(X⊗̂piY ∗)
)
>
α
2
.
If this is not the case, there exists z′ ∈ NApi(X⊗̂piY ∗) such that ‖z − z′‖pi 6 α2 . This
implies that ‖z′‖pi > 1 − α2 . Let G ∈ L(X, Y ∗∗) with ‖G‖ = 1 such that |G(z′)| = ‖z′‖pi.
In particular, G ∈ NA(X, Y ∗∗) by Theorem 3.1. As Y ∗∗ is strictly convex, we have that
G ∈ F(X, Y ∗∗) by [29, Lemma 2], which implies by (5.1) that |G(z)| < 1−α. Nevertheless,
|G(z)| > |G(z′)| − ‖z − z′‖pi > 1− α
2
− α
2
= 1− α,
which is a contradiction. 
Remark 5.5. Notice that from the above proof it follows that, given two Banach spaces
X and Y , if NApi(X⊗̂piY ) is dense in X⊗̂piY , then NA(X, Y ∗) ∩ BL(X,Y ∗) is norming for
X⊗̂piY . In other words, under this condition,
NA(X, Y ∗) ∩BL(X,Y ∗)w
∗
= BL(X,Y ∗).
Lemma 5.6. Let X be a separable Banach space failing the approximation property.
Then, the identity map on X does not belong to F(X,X)WOT .
Proof. Let X be a separable Banach space which fails the approximation property and
let us denote the identity map on X by IdX . Then, by definition, IdX 6∈ F(X,X) τ ,
where τ is the topology of uniform convergence on compact sets. Let us prove first that
IdX 6∈ F(X,X)SOT . In order to get a contradiction, let us assume IdX ∈ F(X,X)SOT .
Thanks to the separability of X, there exists a sequence (Tn) ⊂ F(X,X) such that
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Tn
SOT−−→ IdX . Then, supn∈N ‖Tn(x)‖ < ∞ for each x ∈ X. Now, thanks to the uniform
boundedness principle, there exists M > 0 such that supn∈N ‖Tn‖ 6 M . Let K be a
compact set in X and ε > 0 be given. Choose an
(
ε
3M
)
-net {x1, . . . , xk} for K. Pick
n ∈ N large enough so that
max
16i6k
‖Tn(xi)− IdX(xi)‖ = max
16i6k
‖Tn(xi)− xi‖ < ε
3
.
Given x ∈ K, take i ∈ {1, . . . , k} so that ‖x− xi‖ < min
{
ε
3M
, ε
3
}
. Then,
‖ IdX(x)− Tn(x)‖ = ‖x− Tn(x)‖ 6 ‖x− xi‖+ ‖xi − Tn(xi)‖+ ‖Tn(xi)− Tn(x)‖
6 ε
3
+
ε
3
+ ‖Tn‖‖xi − x‖
<
ε
3
+
ε
3
+
ε
3
= ε,
which implies that IdX ∈ F(X,X) τ , a contradiction. So, IdX 6∈ F(X,X)SOT and by [14,
Corollary 5, page 477], IdX 6∈ F(X,X)WOT . 
Now we are ready to prove Theorem 5.1.
Proof of Theorem 5.1. Let X be a closed subspace of c0 which fails the approximation
property (see, for instance, [28, Theorem 2.d.6]). Then, by Lemma 5.6, the identity
map on X does not belong to F(X,X)WOT . Let Y = (X, |||·|||), where |||·||| is the norm
that defines Read’s space. Then, there exists T ∈ L(X, Y ) which does not belong to
F(X, Y )WOT . Notice that Y ∗∗ = Y ⊥⊥ is a closed subspace of R∗∗, thus Y ∗∗ is strictly
convex. Lemma 5.4 completes the proof. 
In fact, from the proof of Theorem 5.1 (and its lemmas) we extract more information.
Recall that for every non-zero tensor u ∈ X ⊗ Y , there is a smallest N ∈ N for which
there is a representation for z containing N terms. The number N is known as the rank
of u. Because of this, we will say that u is a finite-rank tensor if u ∈ X ⊗ Y . Although it
is not known whether every finite-rank operator can be approximated by norm-attaining
operators, the case for tensors does not hold in general.
Proposition 5.7. There are tensors of finite-rank which do not attain their projective
norm.
Proof. Consider X and Y ∗ as in Lemma 5.4. Then, there exist α > 0 and z ∈ X⊗̂piY ∗
such that dist (z,NApi(X⊗̂piY ∗)) > α. Now, take u of finite-rank such that ‖z− u‖pi < α2 .
Then, this element cannot attain its projective norm. 
As we have commented at the beginning of this section, let us notice that from the
proof of Theorem 5.1, there exist some Banach spaces X and Y such that NA(X, Y ∗∗) is
not w∗-dense in L(X, Y ∗∗). Let us highlight this result since, as far as we know, this is the
first result in the literature in this direction although it must be compared to [8, Example
4.5], where it was proved that there are Banach spaces X and Y such that NA(X, Y ) does
not need to be w-dense in L(X, Y ).
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Corollary 5.8. There are Banach spaces X and Y such that
NA(X, Y ∗∗)
w∗ 6= L(X, Y ∗∗).
6. Open Questions
In this section, we would like to discuss and propose some open questions. Let us
start with a discussion we already had in the Introduction but now with a little more of
notation and details.
Let Y be a finite dimensional Banach space. Then, NA(Y, Z) = L(Y, Z) for every
Banach space Z by using the compactness of the unit ball of Y . Let us suppose for
a second that the same holds for nuclear operators. Then, NAN (Y, Z) = N (Y, Z) for
every Banach space Z. Since Y is finite dimensional, it has the approximation property
and then we would have that NApi(Y
∗⊗̂piZ) = Y ∗⊗̂piZ for every Banach space Z. By
Corollary 3.9, we would have that the set NA(Z, Y ) is dense in L(Z, Y ) for every Banach
space Z, which would apply that Y has property B of Lindenstrauss (solving positively
[29, Question 9]). Therefore, it is natural to ask the following.
Question 6.1. Let Y be finite dimensional. Does every nuclear operator T : Y −→ Z
attain its nuclear norm for every Banach space Z?
We have proved that if X and Y are finite dimensional Banach spaces, then the set
NApi(X⊗̂piY ) is dense in X⊗̂piY (see Corollary 4.6). We also have proved that if H is a
complex Hilbert space, every tensor in H⊗̂piH attains its projective norm (see Proposition
3.7) and that the set NApi(Lp(µ)⊗̂piLq(ν)) is dense in Lp(µ)⊗̂piLp(ν) for 1 < p, q <∞ and
measures µ and ν (see Example 4.12.(b)). However, we do not know what happens in
general when both factors are reflexive spaces.
Question 6.2. Let X, Y be reflexive Banach spaces. Is it true that the set of all norm-
attaining tensors is dense in X⊗̂piY ?
Let us notice that, by trying to mimic the proof of Theorem 5.1 (and its lemmas) for
the nuclear operator case, one would realize that
(ker J)⊥ 6= (ker J)⊥ ∩ F (Y,X∗∗)w
∗
needs to be one the hypothesis (which we cannot guarantee that it holds). We do not
know if there is a version of Theorem 5.1 for nuclear operators.
Question 6.3. Are there Banach spaces X and Y so that NAN (X, Y ) is not dense in
N (X, Y )?
We say that a Banach space X has property quasi-α if, for an index set Γ, there are
A = {xγ ∈ SX : γ ∈ Γ}, A∗ = {x∗γ ∈ SX∗ : γ ∈ Γ}, and λ : A −→ R such that
x∗γ(xγ) = 1 for every γ ∈ Γ; |x∗γ(xη)| 6 λ(xγ) < 1 for γ 6= η; and for every e ∈ Ext(BX∗∗),
there is a subset Ae ⊆ A and a scalar t with |t| = 1 such that te ∈ Q(Ae)w
∗
and
re = sup{λ(x) : x ∈ Ae} < 1, whereQ is the canonical embedding onX∗∗ (see [11]). Let us
notice that property quasi-α is weaker than property α introduced by W. Schachermayer
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in [34]. We have proved that NApi(`1⊗̂piY ) = `1⊗̂piY for every Banach space Y (see
Proposition 3.5). Consequently, by using Proposition 3.8, we get that
NA(`1 × Y )‖·‖ = B(`1 × Y )
for every Banach space Y . This is a particular case of [11, Theorem 2.17], which we
wonder if it could be extended in the following sense.
Question 6.4. Let X be a Banach space with property quasi-α. Is it true that the equality
NApi(X⊗̂piY ) = X⊗̂piY holds for every Banach space Y ?
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