In this paper, we study the limit distribution functions of the (lower-lower), (upper-upper) and (lower-upper) extreme and central-central m-generalised order statistics (m-GOS) of stationary Gaussian sequences under an equi-correlated set up, when the random sample size is assumed to converge weakly and independent of the basic variables. Moreover, sufficient conditions for a weak convergence of generalised quasi-range with random indices are obtained.
INTRODUCTION
introduced the concept of generalised order statistics (GOS) as a unified approach to a variety of models of ordered random variables (RVs) with different interpretations. Ordinary order statistics (OOS), k-records (ordinary record values when k = 1), sequential order statistics (SOS), ordering via truncated distributions and censoring schemes can be discussed as they are special cases of the GOS. Since Kamps (1995) had introduced the unifying model of GOS, the use of such a model has been steadily growing along the years because it is more flexible in reliability theory, statistical modelling and inference.
In this work, we consider a wide subclass of GOS, known as m-GOS, which contains many important models of ordered RVs such as OOS, k-records, SOS and type II censored order statistics. Let f (. ) be an arbitrary continuous distribution function (DF), with the probability density function (PDF) f (. ) and survival function F F (. ) (. ) = -1 , then the RVs X n m k 1 :
( , ) £ X X n m k n n m k 2 : ( , ) : ( , ) ... £ £ (k > 0, m ³ -1) are said to be m-GOS, if their joint PDF is given by (cf. Kamps, 1995) f
x x x n n m k n 1 2 1 2 , ,..., : ( , ) ( , ,.. Nasri-Roudsari (1996) (see also Barakat, 2007) The possible non-degenerate limit distributions and the convergence rate of the upper extreme m-GOS, i.e., r ǹ( )th m-GOS for fixed r, were discussed in Nasri-Roudsari and Cramer (1999) . The asymptotic normality of intermediate and central m-GOS, which depends on the differentiability of the underlying DF F, was derived by Cramer (2003) . Moreover, the necessary and sufficient conditions of the weak convergence, as n ® ¥, as well as the form of the possible limit DFs of extreme, intermediate and central m-GOS were derived in Barakat (2007) . Finally, Barakat et al. (2014) obtained the limit DFs of bivariate extreme, intermediate and central m-GOS, m ¹ -1.
Let the sequence { }, X n n ³ 1, be a standard (zero-mean, unit-variance) stationary Gaussian sequence (SGS) with correlation coefficient r n
, which depends only on the sample size. This sequence can be replaced by the sequence In reliability theory, especially for OOS and SOS, X r n m k : ( , ) represents the life length of a ( ) n r -+1 -out-of-n system made up of n independent life lengths. In the typical setup used for m-GOS, the sample size n is considered fixed. On the other hand, in many life tests, biological, agriculture and some quality control problems, we usually encounter random sample sizes, where it is almost impossible to have a non-random sample size, because either some observations get lost randomly for various reasons or the size of the target population and its representative sample cannot be predetermined. In such many situations, the sample size may depend on the occurrence of some random events, which makes it random. Therefore, the sample size will be a non-negative integer-valued RV n n , say, and the sample itself will be described by an infinite sequence of RVs X 1 , X 2 ,... independent of n n . Then, the rth and r`(n n )th m-GOS will be denoted by X r m k n : ( , ) n and X r m k n ǹ ( ):
( , ) n n , respectively, based on a random sample of random size n n .
Vasudeva and Moridani (2010) studied the limit distribution of upper extreme of SGS (1.1) when m = 0, k = 1 (i.e., upper extreme OOS) and the sample size is itself a RV n n , which is independent of the basic variables. However, in the work of Vasudeva and Moridani, there is a restrictive condition that the random sequence of the correlation coefficient r n n converges in probability to a positive constant, or infinity. More recently, Barakat et al. (2016a) got rid of this restrictive condition and obtained the parallel results for limit distributions of OOS with random indices in SGS. Moreover, Barakat et al. (2016b) studied the limit distributions of extreme, intermediate and central m-GOS, m > -1, defined by (1.1), when the random sample size is assumed to converge weakly. Recently, Barakat (2018) studied the limit joint DF of any two extreme, as well as central, m-GOS, m > -1, defined by (1.1), when the sample size is non-ran-dom. Moreover, Abd Elgawad et al. (2019a) studied the bivariate limit theorems for record values (when m = -1) based on random sample sizes. Finally, Barakat and Abd Elgawad (2019) and Abd Elgawad et al. (2019b) studied the limit distributions with fixed and random record model in SGS, respectively.
In this paper, we will extend the recent work of Barakat (2018) to the case when the sample size is assumed to be a positive integer-valued RV independent of the basic variables. As an application of this result, sufficient conditions for the weak convergence of random generalised quasirange R r ( , ) n n n are obtained. It is worth mentioning that the results of this paper contribute not only to a critical assessment of existing statistical methodology, but also help to address their limitations within different contexts.
Throughout this paper, we will adopt some notations and abbreviations. For numerical vectors x x x = ( , ) 
denotes the incomplete gamma ratio function and G G r r
x its PDF, F m s , ( ) 2 x denotes the normal DF with m mean and s 2 variance, while N R ( , )
x y denotes bivariate standard normal DF with correlation R. Finally, the symbol "*" denotes the convolution operation and X Y n n w n = means that the RVs X n and Y n have the same limit DF.
THE JOINT DF OF m-GOS BASED ON SGS, WITH RANDOM INDICES
In this section, we study the limit DFs of the (upper-upper), (lower-lower) and (lower-upper) extremes and central-central m-GOS, m > -1, defined by (1.1), as well as the generalised quasi-range, when the random sample size n n is independent of the basic variables. 
Moreover, under Condition ( ) A 1 , we get Conversely, if ( ) B 1 and ( ) C 1 (with t = 0) hold, then ( ) A 1 will be satisfied.
Proof. Firstly, let ( )
A 1 be satisfied. Then, by using the representation (1.1), the continuous version of the total probability rule and the independence between Y 0 and X r n m k :
( , ) , r n = 12 , ,... , , we get 
;`() : in Barakat et al. (2014) and by applying Theorem 2.1 in Barakat (2007) on the normal upper extreme m-GOS, we get 
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where the convergence is uniform with respect to x over any finite interval of z. Now, let x be a continuity point of A z ( ) such that 1-< A( )
x e (e is an arbitrary small value). Then, we have
Moreover, for sufficiently large n due to (2.6) and the condition ( )
On the other hand, by the triangle inequality, we get 
x e ( ( ) ( )) A n A n n 0 .
(2.9)
In order to estimate the third difference in (2.8), we construct Riemann sums that are close to the integral there. Let M be a fixed number and 0 0 1
be continuity points of A z ( ). Furthermore, let M and x j (j = 1,2, ...,M) be such that
Since, by the assumption A n A n j w n j
, 0 £ £ j M, the two Riemann sums are closer to each other than e for all n sufficiently large. Thus, once again by the triangle inequality, the absolute value of the difference of the integrals is smaller than 3e. Combining this fact with (2.9), the left hand side of (2.8) becomes smaller than 4e for all large n. Therefore, in view of (2.6), (2.7) and (2.5), we have 
The required relation (2.2) is now followed by combining (2.10) with (2.11). The remaining part of this case follows exactly as the proof of the case r t n n n log ¾ ® ¾ , 0 £ < ¥ t .
Turning now to prove the converse part that 
(2.12)
. In view of (2.12), L¢ and L¢ ¢ coincide on some interval contained in D. Thus, by the uniqueness theory of analytic functions, we deduce that L¢ and L¢ ¢ coincide on the region D which implies A z A z ¢ = ¢¢ ( ) ( ). This completes proof of the theorem. 
( 
On the other hand, it is worth mentioning that the class of possible limit DF W( )
x when m = 0 and k = 1 (i.e., for OOS) is fully characterised by Barakat and Nigm (1991) . 
.
Turning now to the case n n n r ¾ ® ¾ ¥, for which we start with relation (2.17 , i = 12 , , has a degenerate limit DF at zero. Consequently, by using the transformation w y =we get The required relation (2.16) is now followed by combining (2.19) with (2.20). The remaining part of this case follows exactly as the proof of the case n n n r t ¾ ® ¾ , 0 £ < ¥ t .
We turning now to prove the converse part that 
