In this paper we develop some of the ideas belonging to W. 
Introduction
Consider a system of linear equations Θx = y
with x ∈ R m , y ∈ R n and Θ =    θ 11 · · · θ 1m . . . . . . . . .
The classical measure of how well the space of solutions to this system can be approximated by integer points is defined as follows. Let | · | denote the sup-norm in the corresponding space.
Definition 1. The supremum of the real numbers γ, such that there are arbitrarily large values of t for which (resp. such that for every t large enough) the system of inequalities
has a nonzero solution in (x, y) ∈ Z m ⊕ Z n , is called the regular (resp. uniform) Diophantine exponent of Θ and is denoted by β 1 (resp. α 1 ).
This paper is a result of the attempt to generalize this concept to the case of the problem of approximating the space of solutions to (1) by p-dimensional rational subspaces of R m+n . A large work in this direction was made by W. Schmidt in [1] . Later, in [2] , [3] , a corresponding definition was given by M. Laurent and Y. Bugeaud in the case when m = 1. With their definition they were able to split the classical Khintchine transference principle into a chain of inequalities for intermediate exponents. However, the way we defined α 1 and β 1 naturally proposes a generalization, which appears to be different from Laurent's: Definition 2. The supremum of the real numbers γ, such that there are arbitrarily large values of t for which (resp. such that for every t large enough) the system of inequalities
. . , p, linearly independent over Z, is called the p-th regular (resp. uniform) Diophantine exponent of the first type of Θ and is denoted by β p (resp. α p ).
In Section 2 we propose a definition of intermediate exponents of the second type, which is consistent with Laurent's. In subsequent Sections we show the connection between these two generalizations and some exponents that naturally emerge in Schmidt's parametric geometry of numbers developed in [4] . Then we discuss the properties of these quantities, generalize some of the observations made in [4] , and split Dyson's transfer inequality into a chain of inequalities for the intermediate exponents of the second type.
Laurent's exponents and their generalization
Set d = m + n. Let us denote by ℓ ℓ ℓ 1 , . . . , ℓ ℓ ℓ d the columns of the matrix
where E m and E n are the corresponding unity matrices and Θ ⊺ is the transpose of Θ. Clearly, L = span R (ℓ ℓ ℓ 1 , . . . , ℓ ℓ ℓ m ) is the space of solutions to the system (1), and
Denote also by e 1 , . . . , e d the columns of the
The following Definition is a slightly modified Laurent's one.
Definition 3. Let m = 1. The supremum of the real numbers γ, such that there are arbitrarily large values of t for which (resp. such that for every t large enough) the system of inequalities
has a nonzero solution in Z ∈ ∧ p (Z d ) is called the p-th regular (resp. uniform) Diophantine exponent of the second type of Θ and is denoted by b p (resp. a p ).
q -dimensional Euclidean space with the orthonormal basis consisting of the multivectors
and denote by | · | the sup-norm with respect to this basis. Laurent denoted the exponents b p , a p as ω p−1 ,ω p−1 , respectively, and showed that for p = 1 they coincide with β 1 , α 1 . He also noticed that one does not have to require Z to be decomposable in Definition 3, which essentially simplifies working in ∧ p (R d ).
In order to generalize Definition 3 let us set for each
denote by J k the set of all the k-element subsets of {1, . . . , m}, k = 0, . . . , m, and set L ∅ = 1. Let us also set k 0 = max(0, m − p).
Definition 4.
The supremum of the real numbers γ, such that there are arbitrarily large values of t for which (resp. such that for every t large enough) the system of inequalities
We tended to make this definition look as simple as possible. However, it will be more convenient to work with in the multilinear algebra setting after it is slightly reformulated. To give the desired reformulation let us set for each
denote by J ′ k the set of all the k-element subsets of {m + 1, . . . , d}, k = 0, . . . , n, and set E ∅ = 1.
Proposition 1. The inequalities (6) can be substituted by
form a basis of ∧ q (R d ). Let us denote by | · | Θ the sup-norm in each ∧ q (R d ) with respect to such a basis. Since any two norms in a Euclidean space are equivalent, and since in Definition 4 we are concerned only about exponents, we can substitute (6) by
and (8) by max
Writing
we see that (9) for each k means exactly that
Hence we see that all the inequalities in (9) with k > k 1 are trivial. Next, since we are concerned about large values of t, by Minkowski's first convex body theorem we may confine ourselves to considering only positive values of 1 + γ. Then the function t 1−(k−k 0 )(1+γ) is non-increasing with respect to k, so for each ρ ∈ J j of all the inequalities (11) we may keep the ones with the largest k, i.e. with the one equal to m − j. Thus, (9) becomes equivalent to
On the other hand, (10) means that
which is obviously equivalent to (12).
Schmidt's exponents
Let Λ be a unimodular d-dimensional lattice in R d . Denote by B d ∞ the unit ball in sup-norm, i.e. the cube with vertices at the points (±1, . . . , ±1).
. . , e τ d on the main diagonal. Let us also denote by λ p (M ) the p-th successive minimum of a compact symmetric convex body M ⊂ R d (centered at the origin) with respect to the lattice Λ.
Suppose we have a path T in R d defined as τ τ τ = τ τ τ (s), s ∈ R + , such that
In our further applications to Diophantine approximation we shall confine ourselves to a path that is a ray with the endpoint at the origin and all the functions τ 1 (s), . . . , τ d (s) being linear. However, in this Section, as well as in the next one, all the definitions and statements are given for arbitrary paths and lattices.
Definition 5. We call the quantities
the p-th lower and upper Schmidt's exponents of the first type, respectively.
Definition 6. We call the quantities
the p-th lower and upper Schmidt's exponents of the second type, respectively.
Sometimes, when it is clear from the context what lattice and what path are under consideration, we shall write simply ψ p (s), ψ p , ψ p , Ψ p , and Ψ p .
The following Proposition and its Corollaries generalize some of the observations made in [4] and [3] . Proposition 2. For any Λ and T we have
Particularly,
Proof. Due to (14) the volumes of all the parallelepipeds B(s) are equal to 2 d , so by Minkowski's second theorem we have
which immediately implies (15).
Corollary 1. For any Λ and T and any p within the range 1 p d − 2 we have
Proof. Since ψ p+1 (s) ψ p+2 (s) . . . ψ d (s), it follows from (15) that
It remains to take the lim inf and the lim sup of both sides as s → ∞.
Applying consequently (17) we get the following statement.
Corollary 2. For any Λ and T we have
Another simple corollary to Proposition 2 is the following statement.
Corollary 3. For any Λ and T we have
As we shall see later, the first of the inequalities (18) generalizes Khintchine's and Dyson's transference inequalities. Let us order the set of the p-element subsets of {1, . . . , d} lexicographically and denote the j-th subset by σ j . To each vector τ τ τ = (τ 1 , . . . , τ d ) let us associate the vector
Thus, a path T : s → τ τ τ (s) leads us by (20) to the path T : s → τ τ τ (s) also satisfying the condition
Finally, given a lattice Λ ⊂ R d , let us associate to it the lattice Λ = ∧ p (Λ).
Proposition 3.
For any Λ and T we have 
This means that D τ τ τ B r ∞ is comparable to Mahler's p-th compound convex body of D τ τ τ B d ∞ (see [5] ), i.e. there is a positive constant c depending only on d, such that
In [6] the set D τ τ τ B r ∞ is called the p-th pseudo-compound parallelepiped for D τ τ τ B d ∞ . It follows from Mahler's theory of compound bodies that
with the implied constants depending only on d. Combining (21) and (22) we get
Diophantine exponents in terms of Schmidt's exponents
Let ℓ ℓ ℓ 1 , . . . , ℓ ℓ ℓ d , e 1 , . . . , e d be as in Section 2. Set
so the bases ℓ ℓ ℓ 1 , . . . , ℓ ℓ ℓ m , e m+1 , . . . , e d and e 1 , . . . , e m , ℓ ℓ ℓ m+1 , . . . , ℓ ℓ ℓ d are dual. Let us specify a lattice Λ and a path T as follows. Set
and define T : s → τ τ τ (s) by
Schmidt's exponents ψ p , ψ p corresponding to such Λ and T and the exponents β p , α p are but two different points of view at the same phenomenon. The same can be said about Ψ p , Ψ p and b p , a p . It is exposed in the following two Propositions.
Proposition 4. We have
Proof. The parallelepiped in R d defined by (2) can be written as
where · , · denotes the inner product in R d . Therefore, β p (resp. α p ) equals the supremum of the real numbers γ, such that there are arbitrarily large values of t for which (resp. such that for every t large enough) the parallelepiped M γ (t) contains p linearly independent integer points.
Hence, considering the parallelepipeds
we see that
where λ p (P γ (t)) is the p-th minimum of P γ (t) with respect to Λ.
A simple calculation shows that
. Therefore, the equality λ p (P γ (t)) = 1
holds if and only if
Hence, in view of (27), (28), we get
which immediately implies (25).
Proof. Let L σ , E σ , J k , J ′ k be as in Section 2. Since T −1 ℓ ℓ ℓ i = e i and T −1 e j = e j , if 1 i m and m + 1 j d, we have
Hence for each
where Z ′ ∈ Λ. Here, besides (30), (31), we have made use of the fact that for every V ∈ ∧ p (R d ), W ∈ ∧ d−p (R d ) the wedge product V ∧ W is a real number and
Taking into account that any two norms in a Euclidean space are equivalent, we conclude from (32) and Proposition 1 that b p (resp. a p ) equals the supremum of the real numbers γ, such that there are arbitrarily large values of t for which (resp. such that for every t large enough) the system of inequalities max
has a nonzero solution in Z ∈ Λ. The inequalities (33) define the parallelepiped
By analogy with (27) we can write
where λ 1 P γ (t) is the first minimum of P γ (t) with respect to Λ. Consider the path T defined by (20) for T. Then
and if σ j ∩ {1, . . . , m} ∈ J m−k , we have
where t = e κs , γ 0 = d nκ − 1.
where, as before, r = d p . Thus, similar to (28), we get ψ 1 ( Λ, T) = lim inf t→+∞ κ ln(λ 1 ( P γ 0 (t))) ln t , ψ 1 ( Λ, T) = lim sup t→+∞ κ ln(λ 1 ( P γ 0 (t))) ln t .
The rest of the argument is very much the same as the corresponding part of the proof of Proposition 4. Let us observe that P γ (t) = t This implies that Thus, (1 + b p )(κ + ψ 1 ( Λ, T)) = (1 + a p )(κ + ψ 1 ( Λ, T)) = d/n.
It remains to apply Proposition 3.
Transposed system
The subspace spanned by ℓ ℓ ℓ m+1 , . . . , ℓ ℓ ℓ d is the space of solutions to the system −Θ ⊺ y = x. Proposition 6. We have
