Abstract. We review some of the geometry of the quantum projective plane with emphasis on the construction of a differential calculus and of the Dirac operator (of a spin c -structure). We also report on anti-self-dual connections on line bundles, the spectrum of associated (gauged) Laplacian operators, and on classical and quantum characteristic classes.
Introduction
Among quantum spaces, quantized irreducible flag manifolds occupy a privileged position. On the mathematical side, it is known that the (unique) real covariant differential calculus on such spaces can be realized by commutators with a generalized Dirac operator [10] . The simplest of these spaces, the standard Podleś sphere, is also a nice toy model for quantum field theory regularization. It turns out that the Dirac operator D has a traceclass resolvent, and as a consequence the basic divergence of the φ 4 theory -the tadpole diagram -, related to the inverse of the Laplacian, on such a space gives a finite contribution [13] . This is a regularization procedure that does not break the SU(2) symmetry, but deforms it in a SU q (2) symmetry. Aiming at possible applications to physics, we studied a four dimensional example: the quantum projective plane CP 2 q . Further interests for this example come from the fact that it does not admit a spin structure (it is only spin c ). We review the construction of the differential calculus on CP 2 q and of the Dirac operator, the analysis of anti-self-dual connections on line bundles, the spectrum of the associated Laplacians, and the definition of classical and quantum characteristic classes.
With M a compact Riemannian spin manifold, the algebra A := C ∞ (M ) of smooth functions on M , the Hilbert space H of square integrable spinors with respect to the Riemannian volume form (where functions act by pointwise multiplication), and the Dirac operator D of the Levi-Civita connection, form a triple (A, H, D) which encodes all the geometrical informations about M . It is the prototype of a commutative unital real spectral triple [2] . As shown in [3, Theorem 1.2] commutative unital real spectral triples are equivalent to oriented compact spin c manifolds. In general, a unital spectral triple the datum (A, H, D) of a (separable) Hilbert space H, a unital involutive (not necessarily commutative) algebra A of bounded operators on H, and a selfadjoint operator D with dense domain in H. There is a list of properties to be satisfied; in particular one asks that the commutator [D, f ] extends to a bounded operator for all f ∈ A, and that (D + i) −1 is a compact operator. The spectral triple is called even if H = H + ⊕ H − is Z 2 -graded, the representation of A is diagonal and the operator D is off-diagonal for this decomposition. The requirement of compact resolvent for the Dirac operator guarantees, for example, that in the even case the twisting of the operator D ± = D| H ± with projections (describing classes in the K-theory of A) are unbounded Fredholm operators: the starting point for the construction of 'topological invariants' via index computations [1] . Roughly, the bounded commutators condition says that the spectrum of D does not grow too rapidly, while the compact resolvent one says that the specrum of D does not grow too slowly. It is the interplay of the two that imposes stringent restrictions on the geometry and produces spectacular consequences.
Symmetries in noncommutative geometry are encoded in the notion of module algebras (or, dually, comodule algebras), that motivates the definition of a so-called equivariant unital spectral triple. Let A be a complex associative involutive algebra with unity, (U, , ∆, S) a Hopf * -algebra and suppose A is a left U-module * -algebra, which means that there is a left action ' ' of U on A with properties x ab = (x (1) a)(x (2) b) , x 1 = ε(x)1 , x a * = {S(x) * a} * ,
for all x ∈ U, a, b ∈ A. Here we use Sweedler notation for the coproduct, ∆(x) = x (1) ⊗x (2) with summation understood. The left crossed product A U is the * -algebra generated by A and U with crossed commutation relations xa = (x (1) a)x (2) , ∀ x ∈ U, a ∈ A .
The data (A, H, D) is called a U-equivariant spectral triple if (i) there is a dense subspace
M of H carrying a * -representation π of A U, (ii) D is a selfadjoint operator with compact resolvent and with domain containing M, (iii) π(a) and [D, π(a)] extend to bounded operators on H for all a ∈ A, (iv) [D, π(x)] = 0 on M for any x ∈ U. In case there is a grading γ, one further imposes that it commutes with elements of U. Clearly, any algebra is a module algebra for the trivial action of the bialgebra U = {0}. In this case, a 0-equivariant spectral triple is exactly a usual spectral triple.
In this review, we discuss the geometry of a basic example: the quantum complex projective plane CP 2 q along the lines of the papers [6, 7] . This is defined as a q-deformation of the complex projective plane CP 2 seen as the four dimensional real manifold SU(3)/U(2). We shall adopt the notations of [7] . Without loss of generality, the deformation parameter will be taken to be 0 < q < 1. The symbol [x] q denotes the q-analogue of any x ∈ C,
and the symbol [a, b] q denotes the q-commutator of two operators a, b:
For n a positive integer the q-factorial is [n] q ! : 
Also, the representation symbol π will be omitted.
The quantum SU(3) and CP

2
Here we present the coordinate algebra of the quantum group SU q (3) as an algebra of 'true' functions, that is to say as functions on the quantum enveloping algebra U q (su(3)): elements in A(SU q (3)) are not functions on a group but rather linear maps from U q (su(3)) to C. Analogously, we present sections of vector bundles over the quantum projective space CP 2 q as 'true' equivariant maps. This geometric viewpoint allows for a 'geometric' description rather that a usual abstract algebraic description. Of course the two approaches are equivalent.
1.1. The quantum universal enveloping algebra. Let U q (su(3)) be the compact real form of the Hopf algebra denotedȖ q (sl(3)) in Sec. 6.1.2 of [9] . As a * -algebra it is generated by elements {K i , K
, with * -structure K i = K * i and F i = E * i , and relations
It becomes a Hopf * -algebra with the following coproduct, counit and antipode:
For obvious reasons we denote U q (su(2)) the Hopf * -subalgebra of U q (su(3)) generated by the elements {K 1 , K −1
1 , E 1 , F 1 }, while U q (u(2)) denotes the Hopf * -subalgebra generated by U q (su(2)),
−1 . Irreducible representations of U q (su(3)) are explicitly described in [6, 7] . Here we simply recall that the representations relevant for our analysis are the highest weight irreducible representations for which the K i 's are positive operators, that is to say all irreducible representations that gives representations of U(su(3)) when q → 1. They are labelled by a pair N = (n 1 , n 2 ) ∈ N 2 , and basis vectors are label by a multi-index whose values we indicate with capital letters I, J, etc. In components, I = (j 1 , j 2 , m) must satisfy suitable constraints, described for example in [6] , Eq. (2.3).
1.2.
Quantized 'function algebras'. The set of linear maps U q (su(3)) → C is a Hopf * -algebra with operations dual to those of U q (su(3)). For f, g :
The unity is the map 1(x) := (x). Coproduct, counit, antipode and * -involution are given by
for all x, y ∈ U q (su(3)), and withc the complex conjugate of c ∈ C. If we focus on maps given by matrix elements of the irreducible representations, we get a Hopf * -subalgebra denoted A(SU q (3)). A linear basis for A(SU q (3)) is given by the elements t
where ρ N I,J is the (I, J)-matrix element of the irreducible representation of U q (su(3)) with highest weight N = (n 1 , n 2 ). One can prove that the elements t I J (0, 1) and t I J (1, 0) are generators of the algebra (any representation ρ N appears as a factor in the tensor product (ρ (1, 0) )
gives an isomorphism between A(SU q (3)) and the abstract Hopf * -algebra generated by elements u i j with i, j = 1, 2, 3, and defined as follows (cf. [9] , Sec. 9.4). There are relations divided into commutation relations:
and the cubic relation
where the sum is over all permutations π of the three elements {1, 2, 3} and l(π) is the number of inversions in π. The * -structure is given by
with {k 1 , k 2 } = {1, 2, 3} {i} and {l 1 , l 2 } = {1, 2, 3} {j}, as ordered sets. Coproduct, counit and antipode are of 'matrix' type:
as expected from (1). The elements t I J (N ) can be written explicitly as polynomials in the generators u i j (cf. [7] , Sec. 2). The algebra A(SU q (3)) is a bimodule * -algebra for the left and right canonical actions of U q (su (3)). Denoted and respectively, these actions are the dual of right (respectively left) multiplication. That is
for all f ∈ A(SU q (3)) and all x, y ∈ U q (su (3)). Explicitly, on generators:
The algebra of 'functions' on the quantum projective plane CP 2 q is defined as the fixed point subalgebra of A(SU q (3)) for the right action of U q (u(2)),
and is a left U q (su(3))-module * -algebra for the restriction of the left canonical action. Generators are the elements p ij := (u 3 i ) * u 3 j , and can be arranged as matrix entries in a projection. For q = 1, we get a commutative algebra generated by the matrix entries of a size 3 and rank 1 complex projection; the underlying space is diffeomorphic (as a real manifold) to the projective plane CP 2 by identifying each line in C 3 with the range of a projection.
1.3. Hermitian vector bundles. Roughly speaking, we defined the space CP 2 q as (the noncommutative analogue of) a quotient SU q (3)/U q (2). More generally, one defines vector bundles over CP 2 q as associated to the principal bundle SU q (3) → CP 2 q via the representations of the 'structure Hopf algebra' U q (u(2)).
It is computationally useful to use the left action x → L x , of U q (su(3)) on A(SU q (3)), given by L x a := a S −1 (x); the presence of the antipode yields a generalized Leibniz rule:
for x ∈ U q (su(3)) and a, b ∈ A(SU q (3)). The pair of commuting actions and L turn A(CP 2 q ) into a left U q (su(3)) ⊗ U q (su(3)) cop -module algebra. Also, both these left actions are unitary action for the inner product on A(SU q (3)) coming from the Haar state ϕ:
for all a, b ∈ A(SU q (3)) and h ∈ U q (su(3)). Let σ : U q (u(2)) → End(C n ) be an n-dimensional * -representation. The analogue of (sections of) the vector bundle associated to σ is the set E(σ), of elements of A(SU q (3)) ⊗ C n that are U q (u(2))-invariant for the Hopf tensor product of the actions L and σ:
As this set is stable under (left and right) multiplication by an invariant element of A(SU q (3)), we have that E(σ) is an A(CP 2 q )-bimodule. For any representation σ it can be proved that E(σ) is always projective and finitely generated as one sided (left or right) module [7] . In addition, since the actions L and commute, it is also a left
Recall that an Hermitian structure on a one-sided (say right) A-module E is a sesquilinear map ( , ) : E × E → A satisfying (ηa, ξb) = a * (η, ξ)b and (η, η) ≥ 0 , for η, ξ ∈ E and a, b ∈ A. We also requires the Hermitian structure to be self-dual, i.e. every right A-module homomorphism φ : E → A is represented by an element of η ∈ E, by the assignment φ(·) = (η, ·), the latter having the correct properties.
An Hermitian structure exists on any finitely generated projective module: if E = eA k , with e = e * = e 2 a size k projection, all Hermitian structure are equivalent to the one obtained by restricting to E the standard Hermitian structure on A k given by
for η = (η 1 , . . . , η k ) and ξ = (ξ 1 , . . . , ξ k ) ∈ A k . In particular, for the modules in (3), a priori η and ξ have components in A(SU q (3)), hence (η, ξ) ∈ A(SU q (3)). Nonetheless, if η and ξ are elements of E(σ), i.e. they are invariant under L ⊗ σ, one checks that (η, ξ) is invariant under the action L, meaning that (η, ξ) ∈ A(CP 2 q ). Thus, although we did not give (as yet!) explicitly the isomorphism of E(σ) with a projective left module, the very same expression (4) yields a Hermitian structure on it. Since E(σ) carries an action of U q (su (3)), it is the q-analogue of an equivariant Hermitian vector bundle over CP 2 . A non-degenerate (C-valued) inner product , on E(σ) is obtained by composing ( , ) with the restriction to A(CP 2 q ) of the Haar state:
for η, ξ ∈ E. It is used to define the Hodge * -operator, as explained later on.
, it is enough to focus on irreducible representations of U q (u(2)). The highest weight representations with K 1 and K 2 positive are classified by a half-integer , called the spin, and an integer N , called the charge (and the dimension over C is 2 + 1). We denote such a representation by the symbol σ ,N and we call Σ ,N := E(σ ,N ) the associated module.
In particular, we focus on the modules Σ 0,N , with N ∈ Z, and describe them explicitly as projective modules. Of course Σ 0,0 = A(CP 
Let Ψ N be the column vector with components ψ N j,k,l and P N the projection given by
it is of size r N := 1 2
. It is shown in [7] that the map
is an isomorphism of right A(CP 2 q )-modules.
Differential calculus and the Dolbeault-Dirac operator
Recall that a differential graded algebra (DGA) is the datum (Ω
, which is a cobounday, d 2 = 0, and a graded derivation:
A differential calculus over an associative unital algebra A is a DGA (Ω
• is a left U-module graded * -algebra -with the action respecting the grading -, and U commuting with the differential.
From any spectral triple one can construct a real differential calculus, and the differential calculus is equivariant if the spectral triple is. In [6] we proceed in the opposite way: starting with a (equivariant) differential calculus we construct a Dirac operator and proved that the conditions for a (equivariant) unital spectral triple are satisfied. 
q ) and such that ∂ and∂ are conjugated. In general for a, b ∈ A(SU q (3)) and x ∈ U q (su(3)) we have the Leibniz rule in (2) . For
they are exterior derivations since the image is not in A(CP 2 q ) but rather in A(SU q (3)). The images of these maps can be identified with some of the modules previously introduced. From now on Ω 0,0 (CP 2 q ) := A(CP 2 q ). Next, we collect the operators in couples. Firstly,
The linear span of the vectors a∂b, with a, b ∈ A(CP 2 q ), is the module Σ1 . The former will be called
. It is worth mentioning that the 1-forms dp ij , with p ij = u ) ( Table 1 . In the diamond on the right, in position (i, j) we put spin and charge ( , N ) of the representation corresponding to the bimodule Ω i,j .
we get the algebraic identity
a ij (ω) + b ij (ω) dp ij , which gives the explicit decomposition of any 1-form ω in terms of dp ij . It goes similarly for the right module structure. The next point is the definition of the graded * -algebra Ω •,• (CP 2 q ). Each factor Ω i,j (CP 2 q ) will be a bimodule associated to a representation of U q (u(2)). We already know which representations correspond to 1-forms, and for i + j > 0 the bimodule Ω i,j (CP 2 q ) must be isomorphic to the tensor product over A(CP 
for any pair of representations σ 1 , σ 2 , it is not difficult to guess the representations corresponding to forms with degree higher than 1. They are listed in Table 1 .
As a way of illustration of the general strategy, we give here explicitly the product of antiholomophic forms (the part that is relevant in the construction of the Dirac operator). The complete construction can be found in [7] . We have Ω 0,2 (CP 
is two component vector. The fact that the product is graded, and that multiplication by scalars is given by the multiplication in A(SU q (3)), restrict the possible products to the following form
) is a linear map one needs to determine. This can be constructed by using the Clebsch-Gordan decomposition rules for the product of two spin 1 2 representations of U q (su(2)). Modulo a normalization, that we fix according to the notations in [6] , there is only one such a product:
Notice that equivariance of the differential calculus is straightforward if we make U q (su(3)) to act on forms by lifting diagonally the left action on functions.
To get an involution we use the fact that the spin 1/2 (resp. spin 1) representation of U q (su(2)) is quaternionic (resp. real). Rephrased in terms of the representations σ1 2 ,N and σ 1,N of U q (u(2)) we have the following proposition, which takes into account the fact that real/quaternionic structures change sign to the label N .
Proposition. Let V ,N = C 2 +1 be the vector space which underlies the representation σ ,N of U q (u (2)). An antilinear map J : V ,N → V ,−N satisfying J 2 = (−1) 2 and such that
for any h ∈ U q (u(2)), is given, for = 0, , 1, by
,N and w ∈ V 1,N respectively. Table 1) , with basis the element 1. Let vol be the form with all components equal to zero but for the one in degree 4, which is 1. We think of this as the volume form and define an integral by
the volume is normalized: − vol = 1. Since the differentials ∂ and∂ are given by the (right) action of elements of U q (su(3)) in the kernel of the counit , the integral is automatically closed, i.e.
−∂ω = − ∂ω = 0 , a simple consequence of the invariance of the Haar state: ϕ(a x) = (x)ϕ(a). The Hodge star operator is the linear operator * H :
for all ω ∈ Ω i,j (CP 2 q ) and ω ∈ Ω 2−j,2−i (CP 2 q ). The product of forms can be defined in such a way that * 2 H ω = (−1) dg(ω) ω. From this last property, it follows the equality
Also, denoting e(ω) the left 'exterior product': e(ω)ω := ω ∧ q ω , and i(ω) = e(ω) † the 'contraction' by ω, by integrating both sides of (8), the non degeneracy of the scalar product leads to a nice geometrical interpretation of the Hodge star: 
, has bounded commutators with the algebra A(CP 2 q ), whatever is the value of s ∈ R. Notice that D anticommutes with the grading, and it is symmetric. Self-adjoint extensions of D are in bijections with selfadjoint extensions of its absolute value, and densely defined positive operators have a canonical self-adjoint extension, namely the Friedrichs extension. In order to claim that (A(CP 2 q ), H, D, γ) is an even unital spectral triple (equivariant, since the differential calculus is equivariant) it remains to check that D has a compact resolvent. This is done in [6] , for the particular choice
, where C q is a suitable element in the center of U q (su(3)), the qanalogue of the quadratic Casimir of SU(3) (see [6] ). For central elements left and right canonical actions on the dual Hopf algebra coincide, so in this case ω C q = C q ω for all ω ∈ Ω 0,• (CP 2 q ). Now, the decomposition of the left U q (su(3))-modules Ω 0,k (CP 2 q ) into irreducible representations is known, as well as the eigenvalue of C q in any irreducible representation. In this way, we get eigenvalues (and their multiplicities) of D 2 . If λ ≥ 0 is an eigenvalue of D 2 , and µ its multiplicity, the operator D has eigenvalues +λ and −λ with multiplicities µ + and µ − satisfying µ + + µ − = µ. But the equation γD = −Dγ means that γ sends an eigenvector of D to another eigenvector with opposite eigenvalue, i.e. µ + = µ − = µ/2. With this, the computation of the spectrum of D is concluded. We give here the result, and refer to [6] for the details.
Proposition. The operator D has one dimensional kernel, and non-zero eigenvalues
with multiplicity (n + 1) 3 ,
n(n + 3)(2n + 3) , for n ≥ 1.
As a corollary, (1 +
−ε is of trace class for any ε > 0. In this case we usually say that the summability (or the 'metric dimension') of D is 0 + .
2.3.
Monopoles. Let (Ω • , d) be a differential calculus on the algebra A and E a right A-module with an A-valued Hermitian structure ( , ). A connection on E (compatible with the Hermitian structure) is a linear map ∇ : E ⊗ A Ω
• → E ⊗ A Ω •+1 which satisfies the Leibniz rule
and the condition (∇η, ξ)
for all η, ξ ∈ E ⊗ A Ω • and ω ∈ Ω • . The Hermitian structure is extended in a natural way: if η, η ∈ E, ω ∈ Ω i and ω ∈ Ω j we define
On a finitely generated projective module E = eA k there always exists a connection ∇ e , called Grassmannian connection, and given by ∇ e η = e dη , where d act on A k diagonally, and matrix multiplication is understood. Any other connection differs from ∇ e by an element in Hom(E, E ⊗ A Ω 1 ). On CP 2 q , we can use the isomorphism given in previous sections to transport on Σ 0,N the Grassmannian connection of (3))-invariant. Its curvature is the operator of left multiplication by the invariant 2-form ∇
With an explicit computation we find that the curvature is anti-self-dual, * H ∇ 2 N = −∇ 2 N , and proportional to the curvature of the 'tautological' bundle Σ 0,1 :
for any N ∈ Z. Anti-selfdual connections would be selfdual for the reversed orientation. To the connection ∇ N there is associated a Laplacian 2 N = ∇ † N ∇ N , acting on Σ 0,N , with ∇ † N the Hermitian conjugate of ∇ N . As in the case of the Dirac operator, also the Laplacian can be related to the Casimir C q . We have that
and from this, the spectrum is readily computed. The spectrum {λ n,N } n∈N of 2 N is given by (we omit the multiplicities)
with n ∈ N. It is worth stressing that the spectrum is not invariant under the exchange N ↔ −N , not even when sending q ↔ q −1 .
Classical and quantum characteristic classes
A natural question to ask is whether two given finitely generated projective modules are equivalent. In the presence of symmetries, one can consider equivalence both in Ktheory or in equivariant K-theory. In the present case the former leads to integer-valued invariants, discussed in Sec. 3.1, and the latter to invariants whose values are q-numbers, discussed in Sec. 3.2.
3.1. Classical characteristic classes. Equivalence classes of finitely generated projective (left or right) modules over an algebra A -the algebraic counterpart of vector bundles -are elements of the group K 0 (A). Equivalence classes of even Fredholm modules -the algebraic counterpart of 'fundamental classes' -give a dual group K 0 (A). There is a map from K-theory to cyclic homology, and a map from K-homology to cyclic cohomology. The pullback of the pairing between cyclic cycles and cyclic cocycles gives a pairing between K 0 (A) and K 0 (A): thus, we can think of an Fredholm module as a map K 0 (A) → C. Such a map is actually integer valued, coinciding with the index of a suitable Fredholm operator [1] .
For the quantum projective plane,
The result for Ktheory can be proved viewing the corresponding C * -algebra as the Cuntz-Krieger algebra of a graph [8] . The group K 0 is given as the cokernel of the incidence matrix canonically associated with the graph; the result for K-homology can be proven using similar techniques: the groups K 0 is now given as the kernel of the transposed matrix [4] . Thus finitely generated projective (left or right) modules over A(CP 
Its geometrical meaning is the following: the rank of a vector bundle is the dimension of the fiber at any point x of the space, and this coincides with the trace of the corresponding projection evaluated at x. With only one 'classical point', the map in (10) computes the rank of the restriction of the vector bundle to this classical point. If the module is free, then (10) gives its rank.
and the operator χ 1 (p ij ) − χ 0 (p ij ) is of trace class for all i, j. The associated character coming from a Fredholm module (π 1 ,
where m is the size of the matrix e. The value in (11) depends only on the restriction of the 'vector bundle' to the subspace CP 1 q , and could then be called the monopole charge (the 1st Chern number of the bundle).
For the third Fredholm module we take as Hilbert space H 2 two copies of the linear span of orthonormal vectors | , m , with ∈ 1 2 N and + m ∈ N. The grading γ 2 and the operator F 2 are the obvious ones. It remains to describe the representation π 2 = π + ⊕ π − .
Modulo traceclass operators one has:
We define the subrepresentation π − by adding multiplicities to χ 1 . On the generators:
On each invariant subspace with a fixed , putting n = + m one just recovers the representation χ 1 . Since m> q 2( +m) = (1 − q 4 ) −2 is finite, on the subspace m > the operators π − (p 22 ) and π − (p 23 ) are trace class, and so π + (a) − π − (a) is of trace class as well for all a ∈ A(CP 2 q ): the Fredholm module is 1-summable. The corresponding character is ch
where m is the size of the matrix e. The above replaces the 2nd Chern class of the module. A peculiarity of the quantum case is that in the construction of the characters one needs only to consider the irreducible representations: at q = 1 irreducible representation are all 1-dimensional and give only one of the generators of the K-homology (the trivial Fredholm module). An additional true 'quantum effect' is that the three characters are all traces on A(CP 2 q ): all relevant information leaves in degree zero in cyclic homology. In contrast, for the classical CP 2 one needs to consider homology classes (de Rham currents) in degree 0, 2 and 4.
Pairing the projection P N in (5) with the three Fredholm modules gives, for N ∈ Z,
We have already mentioned that K 0 (A(CP This proves that the above-mentioned Fredholm modules (resp. projections) are a basis of
as a Z-module, which is equivalent to saying that they generate them as abelian groups.
3.2. Quantum characteristic classes. Classically, invariants of vector bundles are computed by integrating powers of the curvature of a connection on the bundle, the result being independent of the particular chosen connection. On the other hand, in order to integrate the curvature of a connection on the quantum projective space CP 2 q one needs 'twisted integrals'; the result, as we shall see, is no longer an integer but rather its qanalogue.
We start with some general facts about equivariant algebraic K-theory and K-homology and corresponding Chern-Connes characters. For an homogeneous space, the equivariant topological K 0 -group is defined as the Grothendieck group of the abelian monoid whose elements are equivalence classes of equivariant vector bundles. It has an algebraic version that can be generalized to noncommutative algebras. Let U be a bialgebra and A an U-module algebra. Equivariant vector bundles are replaced by one sided (say left) A Umodules that are finitely generated and projective as (left) A-modules; these will be simply called "equivariant projective modules". Any such a module is given by a pair (e, σ), where e is an k × k idempotent with entries in A, and σ : U → Mat k (C) is a representation and the following compatibility requirement is satisfied (see e.g. [5, Sec. 2] ):
with ' t ' denoting transposition. The corresponding module E = A k e is made of elements
k in the range of the idempotent, ve = v, with module structures
for a ∈ A and h ∈ U .
An equivalence between any two equivariant modules is simply an invertible left A Umodule map between them. The group K U 0 (A) is defined as the Grothendieck group of the abelian monoid whose elements are equivalence classes of U-equivariant projective A-modules; the monoid operation is the direct sum, as usual.
In the 'non-equivariant' case the equivalence relation on finitely generated projective modules (or vector bundles) is reformulated as an equivalence relation on the corresponding idempotents, the so-called Murray-von Neumann equivalence. Similarly in the equivariant case, starting with the equivalence between equivariant projective modules, one is led to the following equivalence relations on 'equivariant' idempotents [7] .
Proposition. Two equivariant projective modules A k e and A k e are equivalent iff e = uv and e = vu for some u ∈ Mat k×k (A) and v ∈ Mat k ×k (A) satisfying the equivariance conditions
There is a natural map from equivariant K-theory to equivariant cyclic homology given for instance in [12] . We adapt the construction there to our situation. One starts with the space Hom C (U, A n+1 ) of C-linear maps from U to A n+1 , and for i = 0, . . . , n, defines operations b n,i :
and an operation λ n :
The maps b n,i make up a presimplicial module -one checks that b n−1,i b n,j = b n−1,j−1 b n,i for all 0 ≤ i < j ≤ n -, so that
is a boundary operator [11] . The Hopf algebra U acts on A n+1 via the rule
and C U n (A) will denote the collection of elements ω ∈ Hom C (U, A n+1 ) which are 'equivariant', meaning that (
for all h, x ∈ U. The operators b n,i commute with the action of U, and it makes sense to consider the complex of equivariant maps. The cyclic operator λ n commutes with the action of U, thus it descends to an operator on C U n (A) as well. Finally, with
it holds that b n (1 − λ n ) = (1 − λ n−1 )b n , which says that the boundary operator b n maps the space C
. The homology of this last complex is called "U-equivariant cyclic homology" of A, with corresponding homology groups HC U n (A). Next, for σ : U → Mat k (C) a representation as in (13) above, consider the set
This is a subalgebra of Mat k (A); given indeed any two of its elements a, b one has:
Moreover, σ-equivariant k × k idempotents as in (13) 
where⊗ denotes composition of the tensor product over C with matrix multiplication. The map Tr σ is a morphism of differential complexes, mapping the complex of the cyclic homology of Mat σ k (A) to the complex of the U-equivariant cyclic homology of A. This construction is completely analogous to the "non-equivariant" case, cf. [11, Cor. 1.2.3] . At this point, one can repeat verbatim the proof of Thm 8.3.2 in [11] , replacing the ring R := Mat k (A) there, with Mat σ k (A) (which is still a ring) and replacing the generalized trace map there, with Tr σ , to prove the following theorem.
We remark that what we denote here HC n and call cyclic homology is Connes' first version of cyclic homology, i.e. the homology of Connes' complex denoted H λ n in [11] . Modulo a normalization, the map ch n (e, σ)(1) is the usual Chern-Connes character in cyclic homology (and no σ's in the formulae). In general, one fixes a group-like element K ∈ U calling η the corresponding automorphism of A, η(a) := K a for all a ∈ A. Next, we call η A the A bimodule that is A itself as a vector space, but has a left module structure 'twisted' with η: a.m = η(a)m and m.a = ma for all a ∈ A and m ∈ η A, where the dot denotes the bimodule structure while without dot we mean the product in A. The groups HC U • (A) can be paired with the Hochschild cohomology group of A with coefficients in η A. Indeed, the pairing
when used to compute the dual b * n,i : Hom C (A n , C) → Hom C (A n+1 , C) of the face operators b n,i , yields the formulae b * n,i τ (a 0 , a 1 , . . . , a n ) = τ (a 0 , . . . , a i a i+1 , . . . , a n ) , if i = n , b * n,n τ (a 0 , a 1 , . . . , a n ) := τ η(a n )a 0 , a 1 , . . . , a n−1 . The above are just the face operators of the Hochschild cohomology H
• (A, η A) of A with coefficients in η A (cf. [11] ). Thus, the pairing in (14) descends to a pairing At q = 1 the integral of the curvature is (modulo a global normalization constant) the monopole number of the bundle; it is the same as the first Chern number. We conclude with a remark. If we pair ch 0 (P N , σ N ) with (the restriction of the Haar state to A(CP 2 q )) ϕ we get ϕ, ch 0 (P N , σ N ) = q −2N . If q is trascendental, this means that all [P N ] are independent, i.e. the equivariant K 0 -group is infinite dimensional. Indeed, were the classes [P N ] not independent, there would exist a sequence {k N } of integers -all zero but for finitely many -such that N k N q −2N = 0, and q −1 would be the root of a non-zero polynomial with integer coefficients. This is an instance of the general fact (cf. [12, Thm. 3.6] ) that the equivariant K 0 group is a free abelian group and generators are, for the present case, in bijection with equivalence classes of irreducible corepresentations of U q (u(2)).
