This paper studies a method to estimate the parameters governing the distribution of a stationary marked Gibbs point process. This procedure, known as the Takacs-Fiksel method, is based on the estimation of the left and right hand sides of the Georgii-Nguyen-Zessin formula and leads to a family of estimators due to the possible choices of test functions. We propose several examples illustrating the interest and flexibility of this procedure. We also provide sufficient conditions based on the model and the test functions to derive asymptotic properties (consistency and asymptotic normality) of the resulting estimator. The different assumptions are discussed for exponential family models and for a large class of test functions. A short simulation study is proposed to assess the correctness of the methodology and the asymptotic results.
In contrast, our asymptotic results are proved in a very general setting, i.e. for a large class of stationary marked Gibbs models and test functions. The method employed to prove asymptotic normality is based on a conditional centering assumption, first appeared in [24] for the Ising model and generalized to certain spatial point processes in [28] . The main restriction that this method induces is only the finite range of the Hamiltonian. There are no limitations on the space of parameters and, in particular, the possible presence of phase transition does not affect the asymptotic behavior of the estimator. Moreover, the test functions may depend on the parameters. This extension seems important to us because, as emphasized in Section 3.2.2, such test functions can lead to quick and/or explicit estimators. All the general hypotheses assumed for the asymptotic results are discussed. For this, we focus on exponential family models, that is, on models whose interaction function is linear in the parameters. We show that our integrability and regularity assumptions are not restrictive since they are valid for a large class of models such as the Multi-Strauss marked point process, the Strauss-disc type point process, the Geyer's triplet point process, the quermass model and for all test functions used as a motivation for this work. In the setting of the exponential family models, we also discuss the classical identifiability condition which is required for the Takacs-Fiksel procedure. To the best of our knowledge, this is the first attempt to discuss it. We will specially dwell on questions like: what choices of test functions (and how many test functions) lead to a unique minimum of the contrast function? We propose general criteria and provide examples. It seems commonly admitted that to achieve the identification of the Takacs-Fiksel procedure, one should at least choose as many test functions as the number of parameters. As a consequence of our study, it appears that one should generally strictly choose more test functions than the number of parameters to achieve identification.
The rest of the paper is organized as follows. Section 2 introduces notation and a short background on marked Gibbs point processes. The Takacs-Fiksel method is presented in Section 3. It is based on the GNZ formula which is recalled in Section 3 also. Several examples of test functions are given. They aim at illustrating our interest in considering the Takacs-Fiksel procedure. The asymptotic results of the induced estimator are proposed in Section 4. Our results are obtained from a single realization observed in a domain whose volume is supposed to increase to infinity. Some integrability and regularity assumptions made for the Hamiltonian and for the test functions are discussed in this section while in Section 5 the identifiability condition is specifically dealt with. In Section 6, the very special situation where the energy function is not hereditary is considered. The GNZ formula is no longer valid in this setting, but it has been recently extended in [16] thanks to a slight modification. This leads to a natural generalization of the Takacs-Fiksel procedure. In Section 7, we propose a brief simulation study in order to assess the correctness of the asymptotic results we obtained in Section 4. Finally, Section 8 contains the proofs of the asymptotic results.
Background and notation

General notation, configuration space
Subregions of R d will typically be denoted by Λ or ∆ and will always be assumed to be Borel with positive Lebesgue measure. We write Λ ⋐ R d if Λ is bounded. Λ c denotes the complementary set of Λ inside R d . The notation |.| will be used without ambiguity for different kind of objects. For a countable set J , |J | represents the number of elements belonging to J ; For Λ ⋐ R d , |Λ| is the volume of Λ; For x ∈ R d , |x| corresponds to its uniform norm while x is its Euclidean norm. For all x ∈ R d , ρ > 0, let B(x, ρ) := {y ∈ R d , y − x < ρ}. For a matrix M, let M be the Frobenius norm of M defined by M 2 = T r(M T M), where T r is the trace operator. The space R d is endowed with the Borel σ-algebra B(R d ) and the Lebesgue measure λ. Let Å be a measurable space, which aims at being the mark space, endowed with the σ-algebra M and the probability measure λ Ñ . The state space of the point processes will be Ë := R d × Å measured by µ := λ ⊗ λ Ñ . We shall denote for short x m = (x, m) an element of Ë. A configuration is a subset ϕ of Ë which is locally finite in that ϕ Λ := ϕ∩(Λ×Å) has finite cardinality
The space Ω = Ω(Ë) of all configurations is equipped with the σ-algebra F that is generated by the counting variables ϕ → |ϕ Λ×A | for any Λ ⋐ R d and any A ∈ M. Finally, let T = (τ x ) x∈R d be the shift group, where τ x : Ω → Ω is the translation by the vector −x ∈ R d (i.e.
Definition 1 A probability measure P θ on Ω is a stationary marked Gibbs measure for the compatible family of T -invariant energies (V Λ (.; θ)) Λ⋐R d if for every Λ ⋐ R d , for P θ -almost every outside configuration ϕ Λ c , the law of P θ given ϕ Λ c admits the following conditional density with respect to π Λ :
where Z Λ (ϕ Λ c ; θ) is a normalization called the partition function.
The existence of a Gibbs measure on Ω which satisfies these conditional specifications is a difficult issue. We refer the interested reader to [42] , [41] , [5] , [13] , [15] for the technical and mathematical development of the existence problem.
In a first step, we assume that the family of energies is hereditary (the non-hereditary case will be considered in Section 6), which means that for any Λ ⋐ R d , for any ϕ ∈ Ω, and for all x m ∈ Λ × Å,
or equivalently, for all
The minimal assumption of our paper is then:
[Mod]: For any θ ∈ Θ, where Θ is a compact subset of R p , there exists a stationary marked Gibbs measure P θ for the compatible T -invariant hereditary family (V Λ (.; θ)) Λ⋐R d . Our data consist in the realization of a marked point process Φ with stationary marked Gibbs measure P θ ⋆ , where θ ⋆ ∈Θ is the unknown parameter vector to estimate.
Let us note that [Mod] ensures the existence of at least one stationary Gibbs measure. When this Gibbs measure is not unique, we say that the phase transition occurs. In this situation the set of Gibbs measures is a Choquet simplex and any Gibbs measure is a mixture of extremal ergodic Gibbs measures. If the Gibbs measure is unique, it is necessary ergodic (see [22] for more details about these properties).
In the rest of this paper, the reader has mainly to keep in mind the concept of local energy defined as the energy required to insert a point x m into the configuration ϕ and expressed for any Λ ∋ x by
From the compatibility of the family of energies, i.e.
(1), this definition does not depend on Λ.
3 The Takacs-Fiksel estimation procedure
Presentation
The basic ingredient for the definition of the Takacs-Fiksel method is the so-called GNZ formula. This equation was proved by Georgii, Nguyen and Zessin in the seventies but other authors such as Papangelou and Takahashi also contributed to its establishment. See [40] and [46] for historical comments and [21] or [38] for a general presentation.
, for any measurable function h(·, ·; θ) :
Ë × Ω → R such that the following quantities are defined and finite, then
where E denotes the expectation with respect to P θ ⋆ .
For stationary marked Gibbs point processes, (4) reduces to
where M denotes a random variable with probability distribution λ Ñ .
A second tool used throughout the paper is the ergodic Theorem established in [39] . Let us give a simpler form, here, which is sufficient in this paper.
Lemma 2 (Ergodic result)
Under [Mod], we assume that P θ ⋆ is ergodic. Then for any family of measurable functions F Λ , indexed by the bounded sets Λ, from Ω to R which are additive (i.e.
where
Let h(·, ·; θ) : Ë × Ω → R and let us define for any ϕ ∈ Ω, θ ∈ Θ and
Assume that we observe the realization of a marked point process Φ satisfying [Mod] in a domain Λ n . For appropriate choices of the functional h and a sequence of domain Λ n , then it is possible to apply the ergodic result in Lemma 2 to prove that the first and second terms of |Λ n | −1 C Λn (Φ; h, θ) respectively converge P θ ⋆ -almost surely to the left and right terms of (5) .
The latter observation is the basic argument to define the Takacs-Fiksel method. Let us give K functions h k (·, ·; θ) : Ë×Ω → R (for k = 1, . . . , K), then the Takacs-Fiksel estimator is simply defined by
where arg min θ∈Θ F (θ) means the parameter θ which minimizes the function F . Under identification assumption (16) given later, this minimum is obtained for a unique θ provided that n is large enough.
Some examples
In this section, some examples of models and test functions h, involved in (6) There is no asymptotic consideration in this section. Therefore, the different estimates are defined over a window, say Λ, and are denoted by θ.
Classical examples
Let us first quote the particular case when the Takacs-Fiksel estimator reduces to the maximum pseudolikelihood estimator introduced by [29] for spatial point processes. The MPLE is obtained by maximizing the log-pseudo-likelihood contrast function, given by
Therefore, with the choice
solves the system C Λ (ϕ; h k , θ) = 0, k = 1, . . . , p, which means that θ is the root of the gradient vector of LP L Λ , i.e. θ is the MPLE. The first empirical study of the Takacs-Fiksel estimator can be found in [18] , where this estimate is compared to other estimators for some unmarked pairwise interaction point processes with two parameters. In this context different test functions h r1 , · · · , h rK were used, where for r > 0
The integral term involved in (6) is approximated by discretization and the induced estimation (7) is then assessed. Note that with this choice of test functions, the sum term in (6) , when normalized by |Λ| −1 , is an estimation of ρ 2 K(r), where K(·) is the reduced second order function and ρ denotes the intensity of the stationary point process Φ, i.e. for all B ∈ B(R d ), E(Φ(B)) = ρ|B|. The latter choice requires the computation of the integral in (6) for all θ. A more convenient choice could be the one first proposed by Fiksel:
In the stationary case, this leads to the following approximation thanks to the ergodic theorem 1
The integral term in (6) is thus easily approximated by |ϕ Λ |πr 2 for all θ, while the sum can be explicitly computed. These historical choices of test functions have a natural extension in the marked case.
Some choices leading to quick estimations
The main advantage of the Takacs-Fiksel procedure is to provide quick consistent estimators, that might supply initial values for a more evolved procedure. A simple way to achieve this goal is to generalize (9) and consider test functions of the form
whereh(x m , ϕ) does not depend on θ. So, the integral term in (6) has to be computed only once and not for all θ, while the sum term in (6) does not require any approximation. Hence, the optimisation problem (7) may be resolved very quickly.
In some particular examples, explicit formulas may even be obtained for the integral term, as in (10). In the same spirit, an explicit estimator for the Strauss interaction is provided below.
An example of explicit estimator for the Strauss process
The (non-marked) Strauss process with range of interaction R > 0 is given for any Λ ⋐ R d by
where θ 1 ∈ R and θ 2 > 0 are the two parameters of the model. Alternatively,
Let us consider the following family of test functions, for k ∈ N \ {0},
This choice gives in (6)
Several explicit estimators may be obtained following (7) from (at least) two test functions as above. Let us quote the simplest one, corresponding to the choice h 1 and h 2 in (7). This leads to the contrast function C Λ (ϕ; h 1 , θ) 2 + C Λ (ϕ; h 2 , θ) 2 which vanishes at the unique point ( θ 1 (ϕ), θ 2 (ϕ)) with
This estimator of (θ 1 , θ 2 ) is completely explicit, provided the quantities N k,Λ (ϕ) and V k,Λ (ϕ) are available. They can be easily approximated by computational geometry tools.
A solution for unobservability issues
The quermass model introduced in [30] is a marked point process which aims at modelling random sets in R 2 . This is a generalization of the well-known Boolean model to interacting random balls. Let us denote by x R a marked point where x and R > 0 (i.e. the mark) respectively represent the center and the radius of the associated ball B(x, R). For a finite configuration ϕ, i.e. with a finite support instead of R 2 , the quermass energy is defined for (θ 1 , θ 2 , θ 3 , θ 4 ) ∈ R 4 by:
and P(Γ), A(Γ) and E(Γ) denote respectively the perimeter, the area and the Euler-Poincaré characteristic (i.e. number of components minus number of holes) of the set Γ. To extend this definition to the infinite support R 2 , it is convenient to suppose that the radii of the balls are almost surely uniformly bounded
In this case the family of energies (V Λ ) is defined by
This definition may be extended to unbounded radius, though a restriction to the so-called tempered configurations is needed to ensure the existence of the associated Gibbs measure. We refer to [14] for more details.
When θ 2 = θ 3 = θ 4 = 0, this model reduces to the Boolean model (see [44] for a survey). The area process (see [3] ) is also a particular case, taking θ 2 = θ 4 = 0.
In practice, one only observes the random set Γ, so the marked points x R in ϕ are unknown. A challenging task is then to estimate the parameters (θ 1 , θ 2 , θ 3 , θ 4 ) in the presence of this unobservability issue. In particular, a direct application of the maximum likelihood or pseudo-likelihood method is impossible to estimate all the parameters, and especially θ 1 which requires the observation of the number of points in ϕ. For the other parameters, which are related to the observable functionals P, A and E, the MLE has been investigated in [35] .
Let us show that the Takacs-Fiksel procedure may be used to estimate θ 1 in spite of this unobservability issue. Indeed, it is possible to choose some test function h such that both the integral and the sum in (6) are computable. The unobservability issue occurs mainly for the sum term. Let us consider the following example of test function:
where C(x, R) is the sphere {y, ||y − x|| = R}. For any finite configuration ϕ, we then have
so that this sum is computable even if each term h per (x R , ϕ \ x R ; θ) is not. If the configuration ϕ is infinite then for any bounded set Λ,
is equal to the perimeter of Γ restricted to Λ plus a boundary term which is asymptotically negligible with respect to the volume of Λ.
Consequently, assuming (θ 2 , θ 3 , θ 4 ) known, θ 1 may be estimated thanks to (7) with the above choice of test function.
The joint estimation of all four parameters might be achieved thanks to additional test functions sharing the same property as above, i.e. such that the sum in (6) is observable.
In the particular case of the area process, θ 2 = θ 4 = 0 and R is constant (i.e. λ Ñ = δ R ), it suffices to find one more test function to ensure an identifiable estimation (see Example 2 in Section 5 for more details). A possible additional test function is
In this case x R ∈ϕ h iso (x R , ϕ \ x R ; θ) corresponds to the number of isolated balls in Γ.
Asymptotic results for the Takacs-Fiksel estimator
We present in this section asymptotic results for the Takacs-Fiksel estimator for a point process satisfying
[Mod] and assumed to be observed in a domain Λ n , where (Λ n ) n≥1 is a sequence of increasing cubes whose size goes to +∞ as n goes to +∞. First, for a function g depending on θ, we denote by g (1) (θ) (resp. g (2) (θ)) the gradient vector of length p (resp. the Hessian matrix of size (p, p)) evaluated at θ. Let us rewrite the Takacs-Fiksel estimator as θ n (ϕ) = arg min θ∈Θ U Λn (ϕ; h, θ),
2 , where h = (h 1 , . . . , h K ) and C Λn is given by (6).
Consistency
The consistency is obtained under the following assumptions, denoted by [C]: for any Gibbs measure
[C2] U Λn (ϕ; h, ·) is a continuous function for P θ ⋆ −a.e. ϕ.
[C3]
[C4] h k and f k , defined by f k (x m , ϕ; θ) := h k (x m , ϕ; θ)e −V (x m |ϕ;θ) , are continuously differentiable and
Assumptions [C1], [C2] and [C4]
are related to the regularity and the integrability of the different test functions and the local energy function. Some general criteria may be proposed to verify these assumptions, see Section 4.3 for a discussion. Assumption [C3] corresponds to an identifiability condition and requires much more attention. It is well-known that such an assumption is fulfilled when h = V (1) (leading to the MPLE) under mild assumptions (see Assumption [Ident] proposed by [9] ). The question to know if this remains true for more general test functions is difficult (actually it is untrue in several cases). This will be discussed specifically in Section 5.
Asymptotic normality
We need the following assumptions denoted by [N]: For any Gibbs measure
[N2] For any sequence of bounded domains Γ n such that
[N4] h k and f k (defined in [C4]) are twice continuously differentiable in θ and
Discussion
The present paragraph is devoted to the discussion of Assumptions
In the previous sections, we have expressed the different assumptions in a very general way. Our aim, here, is to make these assumptions concrete for a wide range of models and a wide range of test functions, in order to illustrate that our setting is not restrictive. In particular, we will focus on exponential family models having a local energy of the form:
Let us consider the following assumptions: for all (m, ϕ) ∈ Å × Ω.
[Exp]
≥ 0, k i ∈ N, D > 0 such that one of the two following assumptions is satisfied :
.
[Exp] Assumption [Exp] with k i = 0 or 1 for all i (when θ i ≥ 0). 
Let us underline that the different constants involved in these assumptions are assumed to be independent of m, ϕ, θ. Note also that if the test function h is independent of θ, Y (ϕ, m) obviously reduces to |h(0 m , ϕ)|.
These assumptions are common and very simple to check. Assumption [Exp] has already been investigated in [9] . It includes a wide variety of models such as the overlap area point process, the multiStrauss marked point process, the k−nearest-neighbor multi-Strauss marked point process, the Strauss type disc process, the Geyer's triplet point process, the area process, some special cases of quermass process (for instance when λ Ñ has a compact support not containing 0 and θ 4 = 0), etc. Among these models, the only one that does not satisfy [Exp] is the Geyer's triplet point process (see [9] , p.242).
On the other hand, the test functions h(
(for the second one, it is implied by [Exp]). Note that the functional described by (12) for the Strauss model depending on θ, the functionals h per and h iso in (14), (15) , it is easy to check that for any fixed θ, there exists a positive constant K(θ) such that V (0 m |ϕ; θ) ≥ −K(θ). Therefore the local energy is stable for any θ. On the other hand it is finite range. These two properties imply the existence of ergodic measures (see e.g. [5] , Proposition 1). Among them, there exists at least one stationary measure due to the invariance by translation of the family of energy functions.
(ii) [C2] and [N3] are quite obvious to check. Now, from the stability of the local energy, we have that for all (m, ϕ) ∈ Å × Ω, θ T V(0 m |ϕ) ≥ −ρ for ρ < +∞, independent of m, ϕ, θ (this is possible because Θ is compact). Let us also underline that this property ensures that for every Λ ⋐ R d , every c ∈ R, E(e c|ΦΛ| ) < +∞ (see e.g. Proposition 11 of [6] ), which obviously implies that E(|Φ Λ | α ) < +∞ and Remark 5 By following ideas in [11] , it is possible to fulfill the integrability type assumptions for more complicated models such as the Lennard-Jones model (which is not locally stable and nonlinear in terms of the parameters). The using of Ruelle's estimates [43] plays a crucial role in this case of superstable interaction. For the sake of conciseness and simplicity, we do not investigate this in the present paper.
Identifiability : Assumption [C3]
The Assumption [C3] is related to the identifiability of the estimation procedure. It is more complicated to verify than the other assumptions and an investigation to obtain a criterion or a characterization seems necessary. We address this question in this section.
In the following, we consider that the interaction has an exponential form as in (20) . Then [C3] is equivalent to: θ = θ ⋆ is the unique solution of the nonlinear system of equations in θ defined by
If h k and V are sufficiently regular, each equation in (22) gives a (p− 1)-dimensional manifold of solutions in Θ containing θ ⋆ . So it is clear that the choice K ≥ p is in general necessary to prove that the system (22) admits the unique solution θ ⋆ . In Section 5.1, we investigate the delicate case K = p in detail. In opposition to the linear case where p hyperplanes in R p have in general a unique common point, the intersection of p (p − 1)-dimensional manifolds does not generally reduce to a single point. So, when K = p, there is no guarantee that (22) has a unique solution θ ⋆ . This is illustrated by a simple example at the beginning of Section 5.1. In Proposition 6, we provide a criterion to ensure that the system in (22) admits the only one solution θ ⋆ . Some examples, for which the criterion is available, are presented and the rigidity of the criterion, when p ≥ 3, is also evoked. In the case where p = 2, we show that our criterion is not far from being necessary.
The case K > p is studied in Section 5.2. The identification problem should be simpler since, in general, p + 1 (p − 1)-dimensional manifolds in R p have no common point. We give a sufficient criterion to prove the identification but we think that it is far from being necessary.
Before presenting these two sections, let us give further notation. We denote by P V the law of
We also define the function Ψ θ , for each θ ∈ Θ, by
We will see that this function plays a crucial role in the identification problem.
The case K = p
First of all, let us give a simple example to show that the identification problem is delicate in the situation where K = p. Let us consider that K = p = 2, V 1 = 1, and let us choose the simple test functions h 1 = 1 and h 2 = e ⋆ 2 = 0 and ifθ defined before is in Θ, then the system in (22) admits at least two solutions.
In the following, we first give a sufficient criterion to prove the identifiability and propose some examples. Next, we show the rigidity of our criterion which seems constraining when p ≥ 3.
Criterion for identifiability
Assumption [Det] gathers the two following assumptions:
When ǫ = 1 (respectively ǫ = −1), [Det(≥)] means that Ψ θ preserves the sign (respectively the opposite sign) of the determinant. The criterion is the following.
Proof. Denoting by ζ the real function x → ln
where S p is the set of all permutations in {1, . . . , p}. Denoting by ǫ(σ) the signature of σ, we obtain
From Assumption [Det] , this determinant is not null. The proposition is proved. Now let us give some examples for which the criterion is valid.
Example 1 (linear case) If the function Ψ θ is linear and invertible then Assumption [Det(≥)] is clearly satisfied and [Det( =)] holds as soon as the support of P V is not included in a hyperplane. In particular, if h k = V k for every 1 ≤ k ≤ p then Ψ θ is equal to the identity function. This situation corresponds to the pseudo-likelihood procedure for which we regain the identifiability via our criterion.
Example 2 (area process) For the area process defined in Section 3.2.4 with λ Ñ = δ R (i.e. the radii of balls are constant), it is easy to check that the functions h per and h iso respectively defined by (14) and (15) give a function Ψ which satisfies Assumption [Det] . Indeed the support of P V is the segment
2 . Therefore, it follows that [Det(≥)] is satisfied and noting that 0 < P V ((1, πR 2 )) < 1 we deduce that [Det( =)] holds too.
Example 3 (a general example with p = 2 p = 2 p = 2) Example 2 is included in a more general setting when p = 2. Indeed let us suppose that the function Ψ θ has the form
where g θ is a nonnegative scalar function and f θ is a monotone scalar function. Then
Example 4 (functions of the type
. This remark is related to Section 3.2.2 where it is suggested to choose functions (h k ) of the form (e θ T V h k ) to simplify the integral in (6) .
As an immediate consequence, the test functions V k e θ T V , considered in [8] for the particular multiStrauss point process, satisfy [Det(≥)] .
Rigidity of the criterion
In this section, we give some comments about the rigidity of the criterion. In Proposition 7 below, we show that a function Ψ θ , satisfying [Det(≥)] , has a strong linear structure since, under very reasonable assumptions, the image of any hyperplane is included in a hyperplane. For example, in the classical setting where V 1 = 1, the function Ψ θ is defined from the affine space H = {1} × R p−1 and if Ψ θ is assumed to be continuous then the image of any p − 2 dimensional affine space in H is included in a hyperplane. This property clearly shows that Ψ θ is very rigid when p ≥ 3.
However, when p = 2, we show in Proposition 8 that our criterion is not far from being necessary. Indeed, we present a large class of examples which do not satisfy our criterion and for which the identifiability fails.
, where the domain D is a subset of R p with the following property: for any
Proof.
Let H be a hyperplane in R p . To prove that Ψ(H ∩ D) is included in a hyperplane, it is sufficient to prove that the dimension of the vectorial space generated by the vectors in Ψ(H ∩ D) is not equal to p. Let us suppose that it is equal to p, then there exists ( we have det(x 1 , . . . , x p ) = 0. By continuity of Ψ and by the local properties of D assumed in Proposition 7, we find (x
In the case where D = R p , if we assume that Ψ(R p ) is not reduced to a hyperplane and that Ψ is differentiable at the origin, then we can show that Ψ satisfies [Det(≥)] if and only if Ψ(x) = g(x)Ax, where A is an invertible matrix and g a nonnegative scalar function. It means that Ψ is quasi linear and so the rigidity of Ψ is very strong. Now let us focus on the case where p = 2 and let us show that, while our criterion seems very constraining, it is not far from being necessary in this case. We suppose that p = 2, V 1 = 1 and that the support of V 2 is included in an interval [a, b] . Let us remark that this case occurs for the area process
. First of all, it is easy to check visually, depending on the geometry of γ θ defined by the curve Ψ θ ({1} × [a, b] ), whether Ψ θ satisfies [Det] (see figure 1 for examples) .
Moreover let us show that the criterion is not far from being necessary. Suppose that the functions (h i ) do not depend on θ and that Ψ := Ψ θ satisfies for ǫ = ±1 Assumption [ Det] decomposed into the three following assumptions:
See Figure 1 for an example of such Ψ. Obviously, this situation is not exactly the opposite of Assumption [Det], but it is strongly related to it. Then, we have the following proposition which proves that the identifiability fails for this large class of examples.
Proposition 8 If the functions (h
Let us note that even if the assumption det E PV (Ψ(v)v T ) = 0 seems unnatural, it is in general satisfied.
Proof. Let us show that (22) admits another solution than θ ⋆ . We only give here the main lines of the proof.
We denote by O the set in R 2 containing the vectors u which are orthogonal to at least one vector
In fact, O is the union of a cone O + in the upper half plane and a cone O − in the lower half plane. For any δ > 0, the expression of the determinant in (26) can be split in two parts 
The case K>p
In the case where K > p, we noticed, in the introduction, that the identification problem should be simpler. Nevertheless, we did not find a satisfactory criterion to prove it. The following Proposition 9 gives a sufficient criterion which is probably far from being necessary. It is based on a slight modification of Assumption [Det] which does not seem to be the appropriate tool in this setting. However, in the case where p = 2 and K = 3, this condition reduces to a nice geometrical property which can be checked easily. First, let us present the criterion. We denote by A the set of all subsets with p elements in {1, . . . , K}, A = I ⊂ {1, . . . , K}, such that #(I) = p .
We say that Assumption [Det'] is satisfied if, for every θ in Θ, there exists a family of real coefficients (c I ) I∈A such that the two following assumptions hold: Proof. As in the proof of Proposition 6, to show that (22) admits the unique solution θ ⋆ , it is sufficient to prove that there exists I in A such that, for all θ = θ ⋆ , det (X i (θ, θ ⋆ )) i∈I = 0. It is equivalent to: for every θ = θ ⋆ in Θ there exists a family of real coefficients (c I ) I∈A such that
With calculations as in (26) we obtain 
If we denote by ∧ the vectorial product in R 3 , the inequality in (29) means that the following set
is included in the half space in R 3 with equation cx − by + az ≥ 0. In the setting where V 1 = 1 and V 2 is included in an interval [a, b] , as for the area process, this condition becomes a geometrical characteristic of the curve
, which is easy to check visually.
Extension in the presence of non-hereditary interaction
In several recent papers, Gibbs processes with non hereditary interactions are considered, in particular in the domain of stochastic geometry (see [13] , [15] ). The parametric estimation of such models has also been investigated. The first results in this direction have been given in [16] via a pseudo-likelihood procedure based on a generalization of the Georgii-Nguyen-Zessin formula (4). The same kind of generalization is possible for the Takacs-Fiksel procedure. We address this improvement in this section.
In the following, we do not assume that the energy V Λ (ϕ, θ) satisfies the heredity assumption (2). The first consequences are that the local energy V (x m |ϕ; θ) is not defined in general and that the GeorgiiNguyen-Zessin formula is not available. Let us begin by presenting the generalization of this formula, as stated in [16] , Proposition 2, which is valid in the hereditary and non-hereditary settings.
We first need to recall the concept of removable points which has been introduced in [16] , Definition 3.
Definition 2 A point x m in a configuration ϕ is called removable if there exists a bounded set Λ containing x such that V Λ (ϕ\x m , θ) < +∞. We denote by R θ (ϕ) the set of removable points in ϕ.
Let us remark that the removable set is only related to the support of the underlying Gibbs measure. The local energy V (x m |ϕ\x m ; θ) of any removable point x m ∈ R θ (ϕ) can then be defined by the classical expression (3) where Λ comes from Definition 2. In the hereditary case, all the points of ϕ are removable and we regain the classical definition of the local energy.
The generalization of the Georgii-Nguyen-Zessin formula is the following equation
Let us notice that the only difference with the classical formula is that the sum is restricted to the removable points. Now, let us present the consequences of this formula on the Takacs-Fiksel procedure. We have to consider the two following cases:
• When the support of the Gibbs measure does not depend on θ: the set of removable points R θ (ϕ) does not depend on θ either. In this case, the Takacs-Fiksel estimor is defined by (7) , and C Λ is as in (6) to the exception of the sum which is restricted to the removable points:
The sum is computable because by assumption, the set R θ ⋆ (ϕ) does not depend on θ ⋆ . In this situation, with the same assumptions [C] and [N], the consistency and the asymptotic normality of the estimator may be proved as in Section 7.
• When the support of the Gibbs measure depends on some parameters θ hc = (θ 1 , . . . , θ q ), q ≤ p (called the hardcore parameters): the remaining parameters θ sm = (θ q+1 , . . . , θ p ) are supposed to parameterize the classical (or smooth) interaction between points. The set of removable points R θ (ϕ) therefore depends on θ hc only. The estimation issue is more complicated in this case. Indeed, Assumption [C2] requires some regularities of the interaction with respect to the parameter θ, such as continuity, which clearly fail to be true for the support parameter θ hc . The Takacs-Fiksel procedure is therefore unable to estimate θ hc . Note that this problem is not specific to the presence of non-hereditary interactions, but arises as soon as some hardcore parameters have to be estimated. In [16] , the authors solve this problem in both the hereditary and non-hereditary setting, by introducing a two-step estimation procedure. We can follow the same strategy here. In a first step, the estimator θ hc of the hardcore parameter is defined in a natural way according to the observed support of the point process (see Section 4.2.1 in [16] ). Then, in a second step, the Takacs-Fiksel estimatorθ sm is defined by (7) with
Let us remark that the estimatorθ hc is plugged in the computation of C Λ . In particular, the removable points are determined with respect toθ hc . As in [16] , the regularity and integrability assumptions of type [C] forθ sm and conditions on the support of the Gibbs measure are required in order to obtain the consistency of (θ hc ,θ sm ). The asymptotic normality is more difficult to obtain and no general results are available. In fact, it seems that there is no hope to expect asymptotic normality without managing the rate of convergence ofθ hc , which should strongly depend on the model.
A short simulation study
The first aim of the present paper is to explore the asymptotic properties of the Takacs-Fiksel estimate. Given a model, the important question of correctly choosing the test functions is an open question and will not be treated here. Also, a complete comparison between all the existing parametric estimation methods has not been attempted. In this section, we just present a brief simulation study to illustrate the methodology and the asymptotic results. The model considered in this section is the (non-marked) Strauss process described by (11) with two parameters. Table 1 and Figure 2 give an empirical comparison of the approximated maximum likelihood estimate (MLE) described in [26] , the maximum pseudo-likelihood estimate (MPLE), which is a particular case of the Takacs-Fiksel estimate, and the explicit Takacs-Fiksel estimate (TFE) described in Section 3.2.3 and in particular in (13) . To generate Strauss point processes and to compute the MLE, the R package spatstat is used. The MPLE and the TFE are computed respectively from (8) and (6) where the integrals were approximated by Monte-Carlo. Table 2 : Comparison between the renormalized empirical covariance matrix of the estimates ( θ 1 , θ 2 ) (based on m = 500 replications of the Strauss process on [0, τ ] 2 ⊕ R as in Table 1 ) and the asymptotic covariance matrix (approximated by Monte-Carlo simulations).
(E(h 1 , θ ⋆ ), . . . , E(h K , θ ⋆ )), then we get the following decomposition
Λn (Φ; h k , θ ⋆ ) − (−E(h k , θ ⋆ )) |Λ n | −1/2 C Λn (Φ; h k , θ ⋆ ).
According to (37) and Lemma 10, Slutsky's Theorem implies that for any k ∈ {1, . . . , K},
as n → +∞, the zero here being a vector of length p. Using again Lemma 10, we finally reach the following convergence in distribution as n → +∞
where Σ(h, θ ⋆ ) is defined by (18).
Step 2. Convergence of U
Λn (Φ; h, θ) for θ ∈ V(θ ⋆ )
According to our definition and Assumption [N4], the (p, p) matrix U
Λn (ϕ; h, θ) is defined for i, j = 1, . . . , p by
Λn (ϕ; h k ; θ) ij C Λn (ϕ; h k , θ) + C
Λn (ϕ; h k , θ)
Note also that C
Λn (ϕ; h k , θ) and C 
Λn (Φ; h k , θ) and |Λ n | −1 C
Λn (Φ; h k , θ) satisfies the assumptions of the ergodic Lemma 2. Therefore, for any θ ∈ V(θ ⋆ ), there exists a matrix U (2) (h, θ) such that P ⋆ θ −a.s.
U
Λn (Φ; h, θ) → U (2) (h, θ).
This justifies that, for n large enough, in a neighborhood of θ ⋆ , U
Λn (ϕ; h, θ) ij is uniformly bounded by 2 × max θ∈V(θ ⋆ ) | U (2) (h, θ) ij | for P ⋆ θ −a.e. ϕ. When θ = θ ⋆ , recall, from (5) , that |Λ n | −1 C Λn (Φ; h k , θ ⋆ )
converges almost surely to zero and that (37) holds. Hence, U (2) (h, θ ⋆ ) reduces to 2E(h, θ ⋆ )E(h, θ ⋆ ) T .
Conclusion
Step. From Theorem 3.4.5 of [23] , Steps 1 and 2 ensure that the normalized difference
Λn (Φ; h, θ ⋆ ) converges in probability to 0, which is the expected result.
