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UNBOUNDED OPERATORS: (SQUARE) ROOTS,
NILPOTENCE, CLOSABILITY AND SOME RELATED
INVERTIBILITY RESULTS
MOHAMMED HICHEM MORTAD
Abstract. In this paper, we are mainly concerned with study-
ing arbitrary unbounded square roots of linear operators as well as
some of their basic properties. The paper contains many examples
and counterexamples. As an illustration, we give explicit every-
where defined unbounded non-closable nth roots of the identity
operator as well as the zero operator. We also show a non-closable
unbounded operator without any non-closable square root. Among
other consequences, we have a way of finding everywhere defined
bijective operators, everywhere defined operators which are sur-
jective without being injective and everywhere defined operators
which are injective without being surjective. Some related results
on nilpotence are also given.
Introduction
First, while we will recall most of the needed notions for readers’
convenience, we also assume readers have some familiarity with other
very standard concepts and results of operator theory. Some useful
references are [7], [23], [32], [38] and [40].
Let H be a Hilbert space and let B(H) be the algebra of all bounded
linear operators defined from H into H .
If S and T are two linear operators with domains D(S) ⊂ H and
D(T ) ⊂ H respectively, then T is said to be an extension of S, written
as S ⊂ T , if D(S) ⊂ D(T ) and S and T coincide on D(S). The
restriction of some operator T to some subspace M is denoted by TM .
The product ST and the sum S + T of two operators S and T are
defined in the usual fashion on the natural domains:
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D(ST ) = {x ∈ D(T ) : Tx ∈ D(S)}
and
D(S + T ) = D(S) ∩D(T ).
When D(T ) = H , we say that T is densely defined. In this case, the
adjoint T ∗ exists and is unique.
An operator T is called closed if its graph is closed in H ⊕H . T is
called closable if it has a closed extension. Equivalently, this signifies
that for each sequence (xn) in D(T ) such that xn → 0 and Txn → y,
then y = 0. If T is densely defined, then T is closable if and only if
D(T ∗) is dense. The smallest closed extension of T is called its closure,
and it is denoted by T . When T is closable, then T = (T ∗)∗. Recall
also that if T is a bounded operator on some domain D(T ), then T is
closed if and only if D(T ) is closed (see e.g. Theorem 5.2 in [40]).
If T is densely defined, we say that T is self-adjoint when T = T ∗;
symmetric if T ⊂ T ∗; normal if T is closed and TT ∗ = T ∗T . A
symmetric operator T is called positive if
< Tx, x >≥ 0, ∀x ∈ D(T ).
Notice that unlike positive operators in B(H), unbounded positive op-
erators need not be self-adjoint.
In the event of the density of all of D(S), D(T ) and D(ST ), then
T ∗S∗ ⊂ (ST )∗,
with the equality occurring when S ∈ B(H). Also, when S, T and
S + T are densely defined, then
S∗ + T ∗ ⊂ (S + T )∗,
and the equality holding again if S ∈ B(H).
The real and imaginary parts of a densely defined operator T are
defined respectively by
ReT =
T + T ∗
2
and ImT =
T − T ∗
2i
.
Clearly, if T is closed, then ReT is symmetric but it is not always
self-adjoint (it may even fail to be closed).
Let T be a densely defined operator with domain D(T ) ⊂ H . If there
exist densely defined symmetric operators A and B with domains D(A)
and D(B) respectively and such that
T = A+ iB with D(A) = D(B),
then T is said to have a Cartesian decomposition ([30]).
CLOSABILITY, ROOTS, NILPOTENCE ET AL. 3
A densely defined operator T admits a Cartesian decomposition if
and only if D(T ) ⊂ D(T ∗). In this case, T = A + iB where
A = ReT and B = ImT.
Let A be an injective operator (not necessarily bounded) from D(A)
into H . Then A−1 : ran(A)→ H is called the inverse of A with domain
D(A−1) = ran(A).
If the inverse of an unbounded operator is bounded and everywhere
defined (e.g. if A : D(A) → H is closed and bijective), then A is said
to be boundedly invertible. In other words, such is the case if there is
a B ∈ B(H) such that
AB = I and BA ⊂ I.
Clearly, if A is boundedly invertible, then it is closed. Recall also that
T + S is closed if S ∈ B(H) and T is closed, and that ST is closed if
S−1 ∈ B(H) and T is closed or if S is closed and T ∈ B(H).
Based on the bounded case and the previous definition, we say that
an unbounded A with domain D(A) ⊂ H is right invertible if there
exists an everywhere defined B ∈ B(H) such that AB = I; and we say
that A is left invertible if there is an everywhere defined C ∈ B(H) such
that CA ⊂ I. Clearly, if A is left and right invertible simultaneously,
then A is boundedly invertible.
The spectrum of unbounded operators is defined as follows: Let A
be an operator on a complex Hilbert space H . The resolvent set of A,
denoted by ρ(A), is defined by
ρ(A) = {λ ∈ C : λI − A is bijective and (λI − A)−1 ∈ B(H)}.
The complement of ρ(A), denoted by σ(A), i.e.
σ(A) = C \ ρ(A)
is called the spectrum of A.
Clearly, λ ∈ ρ(A) iff there is a B ∈ B(H) such that
(λI −A)B = I and B(λI −A) ⊂ I.
Also, recall that if A is a linear operator which is not closed, then
σ(A) = C.
Kulkrani et al. showed using simple arguments in [18] that
σ(A2) = [σ(A)]2
when A is closed.
Next, we recall the definition of unbounded nilpotent operators. We
choose to use Ôta’s definition in [29] of nilpotence (S. Ôta gave the
definition in the case n = 2).
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Definition 1. Let T be a non necessarily bounded operator with a
dense domain D(T ). We say that T is nilpotent if T n is well defined
and
T n = 0 on D(T )
for some n ∈ N (hence necessarily D(T n) = D(T n−1) = · · ·D(T )).
Recall the following lemma:
Lemma 0.1. ([33] or [36]) If H and K are two Hilbert spaces and if
T : D(T ) ⊂ H → K is a densely defined closed operator, then
D(T ) = D(T ∗T )⇐⇒ T ∈ B(H,K).
Thanks to the previous lemma, if T is some densely defined closed
nilpotent operator with domain D(T ) ⊂ D(T ∗) ⊂ H , then T ∈ B(H).
In particular, if T is a closed densely defined nilpotent symmetric or
hyponormal operator, then T = 0 everywhere on H . See [12] for a
proof and some closely related results. See also [36].
Now, we give a definition of square roots for general linear operators.
Definition 2. Let A and B be linear operators. Say that B is a square
root of A if B2 = A (and so D(B2) = D(A)). More generally, say that
B is an nth root of A (where n ∈ N) if Bn = A (and soD(Bn) = D(A)).
Notice that for the case A = 0 on D(A), this includes Definition 1
above. An objection, why not use a definition like B2 ⊂ A? The issue
then is that it is quite conceivable to have D(B2) = {0} (or higher
powers as well). In such case, B2 ⊂ A holds trivially whilst A can be
anything in B(H)! Given the diversity of classes of examples such that
D(Bn) = {0} for some n (as may be seen in [2], [5], [6], [11], [24] and
[31]), a definition like Bn ⊂ A would not therefore yield too informative
conclusions in many situations.
It is well known that self-adjoint positive operators have a unique
positive square root. This does not exclude the fact that a self-adjoint
positive operator may well have other square roots. Self-adjoint positive
square roots of self-adjoint positive operators play an important role.
For instance, they intervene in the definition of the absolute value of
unbounded operators (cf. [4]), and so in the polar decomposition. Re-
call here that the absolute value of a closed A is given by |A| = √A∗A
where
√· designates the unique positive square root of A∗A, which is
positive by the closedness of A.
Positive self-adjoint square roots are also present in abstract wave
and Schrödinger’s equations (see e.g. [32]). See also [20]. They, of
course, have other utilizations. Here, we confine our attention to arbi-
trary square (or other) roots.
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Finding counterexamples using matrices of non necessarily bounded
operators has been a success as demonstrates the recent papers: [11],
[24], [25], [26] and [27]. Let us recall their definition briefly:
Let H and K be two Hilbert spaces and let A : H ⊕ K → H ⊕K
(we may equally use H ×K instead of H ⊕K) be defined by
(1) A =
(
A11 A12
A21 A22
)
where A11 ∈ L(H), A12 ∈ L(K,H), A21 ∈ L(H,K) and A22 ∈ L(K)
are not necessarily bounded operators. If Aij has a domain D(Aij)
with i, j = 1, 2, then
D(A) = (D(A11) ∩D(A21))× (D(A12) ∩D(A22))
is the natural domain of A. So if (x1, x2) ∈ D(A), then
A
(
x1
x2
)
=
(
A11x1 + A12x2
A21x1 + A22x2
)
.
As is customary, we tolerate the abuse of notation A(x1, x2) instead of
A
(
x1
x2
)
. The generalization to n × n matrices of operators is also
clear.
Note that unlike matrices of everywhere defined bounded operators,
not all unbounded operators admit such a decomposition (cf. [37]).
Readers should also be wary when dealing with products of matrices
of (unbounded) operators as they are not always well defined. How-
ever, when dealing with everywhere defined (unbounded) operators, all
products are possible in this setting.
Recall that the adjoint of
(
A11 A12
A21 A22
)
is not always
(
A∗11 A
∗
21
A∗12 A
∗
22
)
(even when all domains are dense including the main domain D(A)) as
many known counterexamples show. Nonetheless, e.g.(
A 0
0 B
)∗
=
(
A∗ 0
0 B∗
)
and
(
0 C
D 0
)∗
=
(
0 D∗
C∗ 0
)
if A, B, C and D are all densely defined. See e.g. [22] or [41] for more
about the adjoint’s operation of general operator matrices.
The special case of the matrix
(
A 0
0 B
)
may be denoted by A⊕B.
Finally, since we will often be dealing with everywhere defined un-
bounded operators, we give an example (which is well known to most
readers):
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Example 0.2. Let f : H → C be a discontinuous linear functional
(this requires the axiom of choice as is known to readers). Let x0 be
any non-zero vector in H and define A : H → H by
Ax = f(x)x0.
Then, A is clearly unbounded and everywhere defined. Obviously,
A is not closable for if it were, the Closed Graph Theorem would give
A ∈ B(H), which is impossible.
Remark. As observed above, an operator A is closable iff D(A∗) is
dense. There are well known examples in the literature of densely
defined unbounded operators A such that even D(A∗) = {0}. See
[24] for some "recent example". Even a non closable A with D(A) =
H could be such that D(A∗) = {0}. This is a famous example by
Berberian which may be consulted on Page 53 in [13].
1. Main Results
First, we give some examples of square roots as regards closedness.
Let F0 be the restriction of the L2(R)-Fourier transform to the dense
subspace C∞0 (R) which denotes here the space of infinitely differentiable
functions with compact support. Then, it is well known that
D(F20 ) = {0}
because any function f ∈ C∞0 (R) such that fˆ ∈ C∞0 (R) is null. Hence
F0 is an unclosed square root of the trivially closed operator 0 on {0}.
On the other hand, there are unclosed operators having closed square
roots. For example, on ℓ2 define the linear operator A by
Ax = A(xn) = (x2, 0, 2x4, 0, · · · , nx2n︸︷︷︸
2n−1
, 0︸︷︷︸
2n
, · · · )
on the domain
D(A) = {x = (xn) ∈ ℓ2 : (nx2n) ∈ ℓ2}.
We may check that D(A) is dense in ℓ2, that A is unbounded and
closed.
Then, it can readily be checked that
A2 = 0 on D(A2) = D(A)
and so A2 is bounded on D(A). Finally, since we know that A2 = 0 on
D(A) and that D(A) is not closed, it follows that A2 is a non closed
operator. This example first appeared in [28].
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As another example, take any unbounded closed operator T on a
dense domain D(T ) ⊂ H . Then setting
A =
(
0 T
0 0
)
,
we see that D(A) = H ⊕D(T ). Hence
A2 =
(
0 0D(T )
0 0D(T )
)
=
(
0 0D(T )
0 0
)
and so A2 = 0 on D(A2) = D(A). Hence A2 is unclosed.
Next, we provide an invertible bounded operator without any clos-
able square root.
Proposition 1.1. There is a bounded subnormal invertible operator
without any closable square root.
Proof. Let D be the annulus {z ∈ C : r < |z| < R} where r, R > 0.
Let µ be a planar Lebesgue measure in D. Let L2(D) be the collection
of all complex-valued functions which are analytic throughout D and
square-integrable w.r.t. µ (the Bergman space). That is, f ∈ L2(D) if
f is analytic in D and
∫
D
|f(z)|2dµ(z) < ∞. Then L2(D) is a Hilbert
space w.r.t. the inner product
< f, g >=
∫
D
f(z)g(z)dµ(z).
Define now an analytic position operator A : L2(D)→ L2(D) by
Af(z) = zf(z).
Then A is bounded, subnormal, invertible and without any (bounded)
square root. In addition, A does not have any bounded square root.
This is utterly non trivial and was established by Halmos et al. in [14].
Assume now that there is a closable operator B such that B2 = A.
Then
D(B2) = D(A) = L2(D) ⊂ D(B)
whereby D(B) = L2(D). The Closed Graph Theorem then tells us that
B is bounded and so A would possess a square root, which contradicts
the first part of the proof. Therefore, A does not possess any closable
square root. 
As is known to readers, there are finite square matrices which are
rootless, i.e. not having any root of any order. Such is the case for
instance with the matrix
(
0 1
0 0
)
. Next, we present two examples of
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everywhere defined, unclosable and unbounded nilpotent operators. In
other words, we supply two non-closable square roots of 0 ∈ B(H).
Example 1.2. Let f : H → C be a discontinuous linear functional
(where we allow dimH ≥ ℵ0). Let e be a normalized vector in ker f .
Now, define a linear operator A on H by D(A) = H and Ax = f(x)e
for each x ∈ H . Then for x ∈ H
A2x = A(f(x)e) = f(x)f(e)e = 0.
Thus, A2 = 0 everywhere on the whole of H . Accordingly, A2 is
self-adjoint! Now, A cannot be closable. A way of seeing this, is that if
A were closable, the Closed Graph Theorem would make it bounded.
An alternative way of seeing that the operator A is not closable
is to invoke Proposition 4.5 of [35]. There, the writers showed that
D(A∗) = {e}⊥ (and A∗ is the zero operator on {e}⊥), that is, A∗ is not
densely defined and consequently, A is not closable.
The second example is simple once readers are familiar with matrices
of operators.
Example 1.3. Consider any unbounded non-closable operator B with
domain D(B) = H (and so D(B∗) is not dense). Then set
A =
(
0 B
0 0
)
and so D(A) = H ⊕H . Clearly, A is unbounded. Since
A∗ =
(
0 0
B∗ 0
)
,
we see that D(A∗) = D(B∗) ⊕ H is not dense in H ⊕ H , making A
non-closable. Moreover,
D(A2) = {(x, y) ∈ H ×H : A(x, y) = (By, 0) ∈ H ×H} = H ⊕H.
Hence, we see that
A2 =
(
0 0
0 0
)
(everywhere on H ⊕H).
Remark. As observed above, the foregoing two examples constitute
non-closable unbounded square roots of 0 ∈ B(H). Incidently, some
compact operators may have unbounded square roots. Indeed, once we
have seen one, non-zero compact operators may also have unbounded
square roots. More precisely, we have:
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Corollary 1.4. There are many compact operators having unbounded
square roots.
Proof. Let T be an unbounded square root of 0 ∈ B(H). Letting
B ∈ B(H) to be a square root of some compact operator C, we see that
T ⊕ B is an unbounded square root of the non-zero compact operator
0⊕ C. 
Now, we treat the general case.
Theorem 1.5. Let n ∈ N be given. There are infinitely many every-
where defined non-closable unbounded operators T such that T n = 0
everywhere on H while T n−1 6= 0.
Proof. Let B be an everywhere defined unbounded unclosable operator
such that B2 6= 0. Perhaps some more details are desirable. Let A be a
non-closable operator such that D(A) = H and A2 = 0 as in Examples
1.2 & 1.3. Then set
B =
(
A 0
0 I
)
where I is the identity operator on H (hence D(B) = H ⊕ H). It is
seen that B is unclosable, unbounded and
B2 =
(
A 0
0 I
)(
A 0
0 I
)
=
(
A2 0
0 I
)
=
(
0 0
0 I
)
6=
(
0 0
0 0
)
.
Now, define
T =

 0 B B0 0 B
0 0 0


and so D(T ) = H ⊕H ⊕H . Clearly, T is unbounded and not closable.
Then
T 2 =

 0 0 B20 0 0
0 0 0


and
T 3 =

 0 0 00 0 0
0 0 0


where all zeros are in B(H).
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To deal with the general case, define on H ⊕H ⊕ · · · ⊕H (n copies
of H) the unbounded non-closable
T =


0 B B · · · · · · B
0 0 B B
...
... 0 B
. . .
...
...
. . . . . . B
0 0 B
0 0 · · · · · · 0 0


.
Clearly, D(T ) = H ⊕ H ⊕ · · · ⊕ H , and as above, it may be checked
that
T n−1 6= 0 whereas T n = 0
everywhere on D(T n) = H ⊕H ⊕ · · · ⊕H . To obtain infinitely many
of them, just change each B by αB where α ∈ R, say. 
In an interesting preprint, I. D. Mercer [21] gave a way of construct-
ing n× n matrices B such that none of B,B2, · · · , Bn−1 has any zero
entry yet Bn = 0. The general form (though not explicitly indicated
in that preprint) is given by:
B =


2 2 · · · · · · 2 1− n
n+ 2 1 · · · · · · 1 −n
1 n+ 2 1 · · · 1 ...
... 1
. . . . . .
...
...
...
...
. . . . . . 1 −n
1 1 · · · 1 n+ 2 −n


By way of an example, consider the 6× 6 matrix:
B =


2 2 2 2 2 −5
8 1 1 1 1 −6
1 8 1 1 1 −6
1 1 8 1 1 −6
1 1 1 8 1 −6
1 1 1 1 8 −6

 .
Then it may be checked that Bp 6= 0M6 and none of their entries is
null for all 1 ≤ p ≤ 5, yet B6 = 0M6.
Theorem 1.6. Let n ∈ N. There is a matrix of operators A of size n×n
whose entries are either all in B(H) or all unbounded and unclosable
and defined on all of H, such that all entries of all Ap (1 ≤ p ≤ n− 1)
are non zero operators, yet An = 0 everywhere on H ⊕H ⊕ · · · ⊕H.
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Proof. The proof remains unchanged whether the entries are all in
B(H) or are all unbounded, unclosable and everywhere defined on H .
So let T be any linear operator defined on all of H such that T p 6= 0
for 1 ≤ p ≤ n− 1 (as in Theorem 1.5). Set
A =


2T 2T · · · · · · 2T (1− n)T
(n + 2)T T · · · · · · T −nT
T (n + 2)T T · · · T ...
... T
. . . . . .
...
...
...
...
. . . . . . T −nT
T T · · · T (n+ 2)T −nT


which is defined on all H ⊕ H ⊕ · · · ⊕H (n copies of H). Then none
of the entries of Ap with 1 ≤ p ≤ n− 1 is the zero operator yet An = 0
everywhere on H ⊕H ⊕ · · · ⊕H . 
By borrowing an idea from [8] used for bounded operators, we may
give a way of finding non-closable roots of some particular non-closable
operators:
Proposition 1.7. Let T be a non-closable operator such that D(T ) =
H. Then T ⊕ T ⊕ · · · ⊕ T , defined on H ⊕H ⊕ · · · ⊕H (n times), has
always non-closable nth roots.
Proof. Let I be the identity operator on H . An unclosable everywhere
defined nth root of T ⊕ T ⊕ · · · ⊕ T is given by the n × n matrix of
operators:
S :=


0 0 · · · 0 T
I 0 · · · 0 0
0 I · · · 0 0
...
. . . . . .
...
...
0 0 · · · I 0

 .
Indeed, S is clearly unclosable on D(S) = H⊕H⊕· · ·⊕H . Moreover,
Sn = T ⊕ T ⊕ · · · ⊕ T,
as wished. 
Now, we give a non-closable operator without any closable square
root.
Proposition 1.8. There exists a non-closable operator without any
closable square root whatsoever.
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Proof. Let A be a non-closable operator such that D(A) = H and
A2 = 0 everywhere on H as in Example 1.2 (or Example 1.3). Assume
now that B is a closable square root of A, that is, B2 = A. Hence
B4 = A2 = 0 everywhere on H . Therefore,
H = D(A2) = D(B4) ⊂ D(B).
This means that B would be everywhere defined on H , and by re-
membering that B is closable, it would ensue that B ∈ B(H) and so
B2 ∈ B(H) too. Hence A would equally be in B(H), and this is the
sought contradiction. Accordingly, the non-closable A does not possess
any closable square root. 
It is known that B ∈ B(H) is a square root of some A ∈ B(H) if
and only if B∗ is a square root of A∗. This is not always the case for
unbounded operators.
Proposition 1.9. There is a densely defined linear operator having a
square root T but T ∗ is not a square root of its adjoint.
Proof. We provide two examples, one unclosable and one closed.
Consider a non closable A with D(A) = H and D(A∗) = {0} (Berbe-
rian’s example recalled above). Set
T =
(
0 A
0 0
)
where D(T ) = H ⊕H . Then T is unbounded and T 2 = 0 on H ⊕H ,
i.e. T is a square root of 0 ∈ B(H ⊕H). However, T ∗ is not a square
root of 0∗ = 0 for
T ∗ =
(
0 0
A∗ 0
)
is defined on D(T ∗) = {0} ⊕H . Clearly
D[(T ∗)2] = {(0, y) ∈ D(T ∗) : T ∗(0, y) ∈ D(T ∗)} = D(T ∗).
Therefore, T ∗ cannot be a square root of 0 ∈ B(H ⊕H) for
D[(T ∗)2] 6= B(H ⊕H).
Another example is to let A to be an unbounded closed operator
with domain D(A) ⊂ H and let I be the identity operator in H . Then
set
T =
(
I A
0 −I
)
and so T is closed. Hence
T 2 =
(
I A
0 −I
)(
I A
0 −I
)
=
(
I 0
0 ID(A)
)
:= S.
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Since
T ∗ =
(
I 0
A∗ −I
)
,
it ensues that
T ∗2 =
(
ID(A∗) 0
0 I
)
meaning that T ∗ is not a square root of S∗ =
(
I 0
0 I
)
. 
What about closures? As is guessable, this is not the case either.
Corollary 1.10. There is a densely defined linear operator having a
square root T but T is not a square root of its closure.
Proof. Consider the same example as before. Then, by considering
(T ∗)∗ or else, it is seen that
T =
(
I A
0 −I
)
.
Therefore,
T
2
=
(
I 0
0 ID(A)
)
and so T cannot be a square root of S =
(
I 0
0 I
)
. 
Non-closable operators may have closed square roots. This is maybe
known to some readers, however, the approach here is different.
Theorem 1.11. There is a densely defined non-closable operator de-
fined formally on L2(R) ⊕ L2(R) possessing a densely defined closed
square root.
Proof. First, consider two self-adjoint operators A and B defined on
L2(R) and such that
D(AB) = {0} and D(BA) = D(A)
where also B ∈ B[L2(R)]. This is highly non-trivial and most probably
original. Let us proceed to obtain such a pair. Consider the operators
C and A:
Cf(x) = e
x
2
2 f(x)
defined on D(C) = {f ∈ L2(R) : ex22 f ∈ L2(R)} and A := F∗CF ,
where F designates the usual L2(R)-Fourier transform. Clearly C is
boundedly invertible (hence so is A) and
Bf(x) := C−1f(x) = e
−x
2
2 f(x)
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is defined from L2(R) onto D(C) ⊂ L2(R).
We also know that D(AB) is trivial if D(A) ∩ ran(B) is so and if B
is further assumed to be one-to-one (which is our case here). But,
D(A) ∩ ran(B) = D(A) ∩D(C) = {0},
because this is already available to us from [17]. Accordingly
D(AB) = {0}.
Since B is everywhere defined and bounded, clearly
D(BA) = D(A)
which is actually dense in L2(R).
Now, define
T =
(
B2 BA
0 0
)
on L2(R)⊕D(A). Obviously, T is densely defined. Since B ∈ B[L2(R)]
and A and B are self-adjoint, it follows that
T ∗ =
[(
B2 0
0 0
)
+
(
0 BA
0 0
)]∗
=
(
B2 0
0 0
)
+
(
0 0
AB 0
)
,
that is,
T ∗ =
(
B2 0
AB 0
)
.
Thus,
D(T ∗) = {0} ⊕ L2(R)
which is not dense, i.e. T is not closable.
Let us now exhibit a densely defined closed square root of T . Let
R =
(
B A
0 0
)
be defined on D(R) := L2(R)⊕D(A). Then R is closed on D(R). In
addition,
R2 =
(
B2 BA
0 0
)
because
D(R2) = {(f, g) ∈ L2(R)×D(A) : (Bf + Ag, 0) ∈ L2(R)×D(A)}
= L2(R)⊕D(A)
= D(T ).

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S. Ôta [29] introduced the concept of an unbounded projection or
idempotent. Recall that if T is a non necessarily bounded operator
with a dense domain D(T ), then T is said to be idempotent if T 2 is
well defined and
T 2 = T on D(T ).
S. Ôta gave an example of an unclosable idempotent but did not show
any closed idempotent operator. Here we give a different example of
a non-closable idempotent as well as a closed idempotent. These two
examples are in a close relationship to the main topic of the paper.
Proposition 1.12. There are non-closable unbounded idempotent op-
erators as well as closed ones.
Proof. Let A be an unbounded closed operator with domain D(A) ⊂ H
and let I be the identity operator on all of H . Set
T =
(
I A
0 0
)
and so D(T ) = H × D(A). Then T is densely defined, closed and
unbounded. Since
D(T 2) = {(x, y) ∈ H ×D(A) : (x+ Ay, 0) ∈ H ×D(A)} = D(T ),
we see that
T 2 =
(
I A
0 0
)(
I A
0 0
)
=
(
I A
0 0
)
= T.
In other words T is idempotent. Once we have seen one example,
others come to mind (e.g. A may be replaced by αA say where α 6= 0).
For example, let T be such that T 2 = T . If U is unitary, then U∗TU
too is a densely defined closed idempotent. The density of D(U∗TU)
is easily seen. Since TU is closed and U∗ is invertible, it follows that
U∗TU remains closed. Finally, observe that
(U∗TU)2 = U∗TUU∗TU = U∗T 2U = U∗TU.
A similar idea is used to the non closable case. Indeed, define
T =
(
I A
0 0
)
on D(T ) = H ×D(A) where this time A is not closable. Then T too is
not closable. Indeed, there is a sequence (xn) inD(A) such that xn → 0,
Axn → y yet y 6= 0 (by the non closability of A). Next, (0, xn) ∈ D(T ),
(0, xn) → (0, 0) and T (0, xn) = (Axn, 0)→ (y, 0) 6= (0, 0). This proves
the non closability of T . That T 2 = T may be checked as above.
Therefore, T is a densely defined non closable idempotent operator. 
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Now, we treat some related results to nilpotence and invertibility.
Let N ∈ B(H) be nilpotent and let I ∈ B(H) be the identity operator.
Then, it is known that I ± N are invertible. For example, the inverse
of I − N is given by I + N + N + · · · + Np if p + 1 is the index of
nilpotence of N .
What about unbounded nilpotent operators?
Proposition 1.13. There exist closed as well as non closable nilpotent
unbounded operators N such that I +N is not boundedly invertible.
Proof. We start with the case of non closable nilpotent operators. Let
N be an unbounded non closable operator such that D(N) = H and
N2 = 0 everywhere on H . Then, I+N cannot be boundedly invertible
for it were, it would ensue that (I + N)2 too is boundedly invertible.
However,
(I +N)2 = I + 2N +N2 = I + 2N
(all full equalities) is not even closable while boundedly invertible op-
erators must be closed.
Consider now the case of a closed nilpotent operator. The simplest
example to think of perhaps is:
N =
(
0 A
0 0
)
defined onD(N) = H⊕D(A), where A is an unbounded closed operator
with domain D(A). If IH⊕H is the identity on H ⊕H , then
IH⊕H +N =
(
I A
0 I
)
is not boundedly invertible as it is not surjective (observe that it is
injective). 
Remark. In both cases above, I +N are invertible.
Let us remain in the context of nilpotence a little longer. Recall that
if N ∈ B(H) is nilpotent, then
σ(N) = {0}.
Such is not always the case in case of unbounded closed operators.
Proposition 1.14. There are nilpotent closed operators N such that
σ(N) 6= {0}.
Proof. Let T be any (unbounded) closed operator with a domainD(T ) ⊂
H . Set N =
(
0 T
0 0
)
with D(N) = H ⊕D(T ).
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Since N is closed, we know that σ(N2) = [σ(N)]2. But,
N2 =
(
0 0D(T )
0 0
)
with D(N2) = D(N) and so N is nilpotent. Since N2 is clearly un-
closed, it results that σ(N2) = C. If σ(N) = {0}, then we would have
[σ(N)]2 = {0} as well, and this is absurd. Therefore, σ(N) 6= {0}, as
needed. 
It is known that if A,N ∈ B(H) are such that AN = NA and N is
nilpotent, then σ(A + N) = σ(A) (see e.g. Exercise 7.3.29 in [23] for
an interesting proof).
Is the previous result valid in the context of one unbounded operator?
Since commutativity in this case means NA ⊂ AN , we need to treat
the case of the nilpotence of N as well as that of A.
First, we have:
Theorem 1.15. Let N ∈ B(H) be nilpotent and let A be a densely
defined closed operator such that NA ⊂ AN . Then
σ(A +N) = σ(A).
For the proof, we must fall back on the following auxiliary result:
Theorem 1.16. ([1]) If B ∈ B(H) and commutes with an unbounded
A, i.e. BA ⊂ AB, then
σ(A+B) ⊂ σ(A) + σ(B)
holds.
Remarks.
(1) In fact, the writers in [1] established the above result under the
condition σ(A) 6= C which was also imposed for other subse-
quent results. However, the inclusion σ(A+B) ⊂ σ(A) + σ(B)
is trivial when σ(A) = C.
(2) This result generalizes a well known result stating that if A and
B are in B(H) and AB = BA, then σ(A +B) ⊂ σ(A) + σ(B)
holds.
(3) How about the case of two unbounded operators? Without
digging too much into the difficult notion of strong commuta-
tivity, we give a simple example by assuming readers have the
necessary means to understand it. Let A be an unbounded self-
adjoint operator with domain D(A) and such that σ(A) = R,
and let B = −A. Then A commutes strongly with B yet
σ(A+B) 6⊂ σ(A) + σ(B)
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because A + B is unclosed and hence σ(A + B) = C whereas
σ(A) + σ(B) = R.
So much for the digression, now we prove Theorem 1.15.
Proof. The proof is not difficult. By Theorem 1.16, we know that:
σ(A+N) ⊂ σ(A) + σ(N) = σ(A).
Conversely,
σ(A) = σ(A+N −N) ⊂ σ(A+N) + σ(−N) = σ(A+N)
for N is nilpotent and commutes with A+N . Therefore,
σ(A +N) = σ(A).

What about the case when the nilpotent operator is the unbounded
one?
Proposition 1.17. There are linear operators A and N , where A ∈
B(H) and A is densely defined and closed, obeying NA ⊂ AN and yet
σ(A +N) 6= σ(A).
Proof. The simplest example is to take A = 0 and N as in Proposition
1.14. Then trivially AN ⊂ NA holds. Besides, σ(N) 6= {0}. Hence
σ(A +N) = σ(N) 6= {0} = σ(A).
Another "richer" example is based on one which appeared in [15]
with a different aim. Let T be a closed, unbounded and boundedly
invertible operator with domain D(T ) ⊂ H . Define on H ⊕H
A =
(
I T
0 T
)
and B =
(
I 0
0 T−1
)
with D(A) = H ⊕ D(T ) and D(B) = H ⊕ H . Then A is closed on
D(A) and B is everywhere defined and bounded on H ⊕H . Then
BA =
(
I T
0 I
)
and σ(BA) = C (see [15] for further details).
Now, write (
I T
0 I
)
=
(
I 0
0 I
)
︸ ︷︷ ︸
=I˜
+
(
0 T
0 0
)
︸ ︷︷ ︸
=N
.
Accordingly,
σ(I˜ +N) = C 6= {1} = σ(I˜)
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yet I˜ is everywhere defined and bounded, and it plainly commutes with
N . 
Now, we give some more results as regards invertibility.
Theorem 1.18. Let T be a non necessarily bounded, closed and densely
defined operator on a Hilbert space H. Assume that T has a densely
defined and closed square root S, that is, S2 = T . Then T is boundedly
invertible if and only if S is boundedly invertible. In such case, S−1 is
always a square root of T−1.
Proof. If S has an everywhere defined bounded inverse, then S2 or T
too has an everywhere defined bounded inverse.
Conversely, assume that T is boundedly invertible. Since T is one-
to-one and S2 = T , it follows that S is also one-to-one. By passing
to adjoints and taking into account the "one-to-oness" of T ∗, we easily
see that S∗ is one-to-one. Now, clearly
S2 = T =⇒ S(ST−1) = S2T−1 = I
where I the identity on H . The aim is to show that ST−1 ∈ B(H). By
the general theory, ST−1 is closed for T−1 ∈ B(H). Besides,
H = D(S2T−1) ⊂ D(ST−1)
and so
D(ST−1) = H.
By the Closed Graph Theorem, ST−1 is in effect in B(H). Therefore,
S is right invertible. As ker S = ker(S∗), then Theorem 2.3 in [10] tells
us that S is (fully) invertible, marking the end of the proof. 
A related result is the following:
Proposition 1.19. Let T and S be two densely defined linear operators
such that S2 = T . If T is right invertible, so is S whenever S is closable.
Proof. Since S2 = T and S ⊂ S, it follows that T ⊂ S2. By the right
invertibility of T , we obtain I ⊂ S2B for some B ∈ B(H). That is,
S SB = S
2
B = I.
Since SB is closed and H = D(SB), clearly SB ∈ B(H). Therefore,
S is right invertible. 
Remark. The converse being untrue as seen by taking T = S = ID (the
identity restricted to some domain D). Then S2 = T yet S = I is right
invertible whilst T is not.
The next result is easily shown and so we omit its proof.
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Theorem 1.20. Let S and T be two linear operators such that S2 = T .
If S is right invertible, so is T . If T is right invertible, so is S if S is
closable. If S is left invertible, then so is T .
Before stating and proving a result about normal and self-adjoint
square roots, we give some auxiliary result whose proof is very simple
and so it is omitted. It is worth noticing in passing that there are
unbounded self-adjoint operators A and B such that A+iB ⊂ 0 (where
0 designates the zero operator on all of H), yet A 6⊂ 0 and B 6⊂ 0. For
example, let A and B be unbounded self-adjoint operators such that
D(A) ∩D(B) = {0H} (see e.g. [17]). Assuming D(A) = D(B) makes
the whole difference. Indeed:
Proposition 1.21. Let A and B be two densely defined symmetric
operators with domains D(A), D(B) ⊂ H respectively. Assume that
D(A) = D(B). If A + iB ⊂ 0, then A ⊂ 0 and B ⊂ 0. If A (or B) is
further taken to be closed, then A = B = 0 everywhere on H.
The following result generalizes one in [12].
Theorem 1.22. Let T = A+ iB where A and B are self-adjoint (one
of them is also positive), D(A) = D(B) and D(AB) = D(BA). If
T 2 = S, where S is symmetric, then T is normal. In particular, if S
is self-adjoint and positive, then T is self-adjoint and positive, i.e. T
is the unique square root of S.
Proof. Assume that A is positive (the proof in the case of the positive-
ness of B is similar). Let T = A+ iB. Clearly,
A2 − B2 + i(AB +BA) ⊂ (A + iB)A+ i(A + iB)B = T 2 ⊂ S
thereby
A2 − B2 − S + i(AB +BA) ⊂ 0.
SinceD(A) = D(B), it is seen thatD(A2) = D(BA) and thatD(B2) =
D(AB). Thus,
D(A2 −B2) = D(AB +BA).
Since D(AB) = D(BA), we have
D(A2 −B2 − S) = D(AB +BA) = D(A2) = D(B2).
Since A is self-adjoint, so is A2 and in particular A2 is necessarily
densely defined. Thus, A2−B2 and AB+BA are both densely defined.
Now, by the symmetricity (only) of both A and B we have
AB +BA ⊂ A∗B∗ +B∗A∗ ⊂ (BA)∗ + (AB)∗ ⊂ (AB +BA)∗.
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Similarly, A2 − B2 ⊂ (A2 − B2)∗. Therefore, both AB + BA and
A2 − B2 are symmetric. By Proposition 1.21, we get AB + BA ⊂ 0.
Hence AB = −BA (for D(AB) = D(BA)) and so
A2B = −ABA = BA2.
As A is positive, we obtain AB = BA by [3]. Hence AB+B = BA+B.
But AB +B = (A+ I)B and BA+B ⊂ B(A+ I). Hence (A+ I)B ⊂
B(A+ I). But
D[B(A+ I)] = {x ∈ D(A) : Ax+ x ∈ D(B)}.
So, if x ∈ D[B(A + I)], it follows that x ∈ D(A) = D(B) and
Ax = Ax+ x− x ∈ D(B),
i.e. Ax ∈ D(B), i.e. x ∈ D(BA). Since D(AB) = D(BA), we equally
have x ∈ D(AB) = D[(A+ I)B]. This actually means that
(A+ I)B = B(A+ I).
Since A is self-adjoint and positive, it results that A+I is boundedly
invertible. Right and left multiplying by (A+ I)−1 yield (A+ I)−1B ⊂
B(A+ I)−1. By Proposition 5.27 in [32], this means that A commutes
strongly with B. Accordingly T is normal.
Finally, we show the last statement. Assume that S is self-adjoint
and positive (remember that T is still normal). Let λ ∈ σ(T ). Then
λ2 ∈ [σ(T )]2 = σ(T 2) = σ(S).
That is, λ2 ≥ 0 and so the only possible outcome is λ ∈ R. Therefore,
T is self-adjoint. Since in this case
0 ≤ A = ReT = T + T
∗
2
= T,
it follows that T is also positive. This marks the end of the proof. 
Corollary 1.23. Let T = A+ iB where A and B are self-adjoint (one
of them is also positive)where D(A) = D(B). If T 2 = 0 on D(T ), then
T ∈ B(H) is normal and so T = 0 everywhere on H.
Proof. What prevents us a priori from using Theorem 1.22 is that the
condition D(AB) = D(BA) is missing. But, writing A = (T + T ∗)/2
and B = (T −T ∗)/2i (and so D(T ) ⊂ D(T ∗)), we see that if x ∈ D(T ),
then
Tx+ T ∗x ∈ D(T )⇐⇒ Tx− T ∗x ∈ D(T )
for Tx ∈ D(T ) (because D(T 2) = D(T )). In other language, D(AB) =
D(BA), as needed. 
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It is shown in ([40], Theorem 9.4) that if A and B are two self-adjoint
positive operators with domains D(A) and D(B) respectively, then
D(A) = D(B) =⇒ D(
√
A) = D(
√
B).
It is therefore natural to wonder whether this property remains valid
for arbitrary square roots? That is, if A and B are square roots of
some S, i.e. A2 = B2 = S, is it true that D(A) = D(B)?
Theorem 1.24. There are square roots of self-adjoint operators S hav-
ing different domains. However, if the square roots are self-adjoint then
they necessarily have equal domains.
Proof. Let T be any unbounded self-adjoint operator with domain
D(T ) ( H and set S =
(
T 0
0 T
)
where D(S) = D(T ) ⊕ D(T ).
Then both A :=
(
0 T
I 0
)
and B :=
(
0 I
T 0
)
are square roots of S
yet
D(A) = H ⊕D(T ) 6= D(T )⊕H = D(B).
By taking T to be further positive, it is seen that
( √
T 0
0
√
T
)
(where
√
T represents here the unique positive square root of T ) is yet another
square root of S whose domain is different from both D(A) and D(B).
To deal with the second statement, remember first that if T is closed
and densely defined, then D(T ) = D(|T |). Now, let A and B be two
self-adjoint square roots of some (necessarily self-adjoint and positive)
S, i.e. A2 = B2 = S. Then D(A2) = D(B2) and so
D(A) = D(|A|) = D(
√
A2) = D(
√
B2) = D(|B|) = D(B),
as needed. 
Remark. It is well known that if S is a positive self-adjoint which com-
mutes with some R ∈ B(H), i.e. RS ⊂ SR, then R√S ⊂ √SR where√
S designates the unique positive self-adjoint square root of S. See
e.g. [34] for a new proof.
What about arbitrary roots? The answer is again negative. For
instance, take again S =
(
T 0
0 T
)
as in the previous proof and set
U =
(
0 I
I 0
)
. Hence U ∈ B(H ⊕ H), in fact U is a fundamental
symmetry (it is both self-adjoint and unitary). Then US ⊂ SU =
CLOSABILITY, ROOTS, NILPOTENCE ET AL. 23(
0 T
T 0
)
. However, U does not commute with A for
UA =
(
I 0
0 T
)
while AU =
(
T 0
0 I
)
.
Remark. In fact, the previous question does not even hold on finite
dimensional spaces. Just consider:
S =
(
a 0
0 a
)
, U =
(
0 1
1 0
)
and A =
(
0 a
1 0
)
where a ∈ C.
Proposition 1.25. Let A and B be two (closed) quasinormal operators
such that A2 = B2. Then D(A) = D(B).
Proof. For the definition of quasinormality in the unbounded case, we
refer readers to [16] or [39]. From either of the previous two references,
we know that if T is a (closed) quasinormal operator, then |T |n = |T n|
for any n ∈ N.
Since A and B are quasinormal, we have
A2 = B2 =⇒ |A|2 = |A2| = |B2| = |B|2.
Upon passing to the unique positive self-adjoint square root implies
that |A| = |B|. Hence D(A) = D(B) by the closedness of both A and
B. 
It is unknown to me whether the previous result is valid for the
weaker classes of subnormal (see e.g. [19] for its definition) or hy-
ponormal closed operators. Recall that a densely defined operator A
with domain D(A) is called hyponormal if
D(A) ⊂ D(A∗) and ‖A∗x‖ ≤ ‖Ax‖, ∀x ∈ D(A).
However, we have:
Proposition 1.26. Let A and B be two (closed) hyponormal operators
such that A2 = B2. Assume further that A2 is self-adjoint. Then
D(A) = D(B).
The proof relies on the following lemma:
Lemma 1.27. If A is a closed hyponormal operator such that A2 (resp.
−A2) is positive, then A is self-adjoint (resp. skew-adjoint, i.e. A∗ =
−A).
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Proof. In view of the proof of Theorem 8 in [9], closed hyponormal
operators having a real spectrum are self-adjoint. This result may be
used to show that closed hyponormal operators with a purely imaginary
spectrum are skew-adjoint. Indeed, let A be a closed hyponormal op-
erator such that σ(A) is purely imaginary. Then set B = iA and so B
remains hyponormal. Hence σ(B) ⊂ R since by hypothesis σ(A) ⊂ iR.
Thus B is self-adjoint, i.e.
−iA∗ = B∗ = B = iA,
i.e. A is clearly skew-adjoint.
Now, let λ ∈ σ(A). Since A is closed, we have that λ2 ∈ σ(A2), i.e.
λ2 ≥ 0 as A2 is positive. But, this forces λ to be real. Accordingly,
A is self-adjoint. When −A2 is positive, it may be shown that A is
skew-adjoint, and the proof is over. 
Now we prove Proposition 1.26:
Proof. Since A2 = B2 are self-adjoint and A and B are hyponormal,
Lemma 1.27 says that A and B are self-adjoint or skew-adjoint. In all
possible cases, we may obtain D(A) = D(B). 
What about
D(A) = D(B) =⇒ D(A2) = D(B2)?
This is not true even when A and B are self-adjoint. Let us give a
counterexample.
Proposition 1.28. There exist unbounded self-adjoint positive opera-
tors A and B such that D(A) = D(B) yet D(A2) 6= D(B2).
Proof. There could be simpler counterexamples, but here we may con-
struct lots of them. Indeed, let T be a closed and densely defined
operator such that D(T ) = D(T ∗) but D(TT ∗) 6= D(T ∗T ).
Let A be a densely defined closed and unbounded operator with do-
main D(A) such that D(A) = D(A∗) ⊂ H . Define T on H ⊕H by
T =
(
A I
0 0
)
with domain D(T ) = D(A)⊕H . It is plain that T is closed.
T ∗ =
[(
A 0
0 0
)
+
(
0 I
0 0
)]∗
=
(
A∗ 0
0 0
)
+
(
0 0
I 0
)
=
(
A∗ 0
I 0
)
.
Since D(A) = D(A∗), it results that D(T ) = D(T ∗). In addition
D(TT ∗) = {(x, y) ∈ D(A)×H : (A∗x, x) ∈ D(A)×H} = D(AA∗)×H
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and also
D(T ∗T ) = {(x, y) ∈ D(A)×H : (Ax+ y, 0) ∈ D(A∗)×H}.
To see explicitly why D(TT ∗) 6= D(T ∗T ), let α be in H such that
α 6∈ D(A∗). If x0 ∈ D(AA∗) ⊂ D(A∗) = D(A), then clearly −Ax0 ∈
H . Set y0 = −Ax0 + α. Then (x0, y0) ∈ D(AA∗) × H = D(TT ∗).
Nonetheless, (x0, y0) 6∈ D(T ∗T ) for
Ax0 + y0 = Ax0 −Ax0 + α = α 6∈ D(A∗).
To finish the proof, observe that TT ∗ and T ∗T are both self-adjoint
and positive. In particular, |T | and |T ∗| are both self-adjoint. More-
over,
D(|T |) = D(T ) = D(T ∗) = D(|T ∗|).
However,
D(|T |2) = D(T ∗T ) 6= D(TT ∗) = D(|T ∗|2),
as needed. 
Remark. We are aware now thatD(A) = D(B) does not entailD(A2) =
D(B2) even when A and B are self-adjoint. It is worth noting that the
condition D(A) = D(B) does not even have to imply that D(A2 −
B2) (or D(AB + BA)) is dense (cf. Theorem 1.22). Before giving a
counterexample, we give a simple lemma:
Lemma 1.29. Let A and B two linear operators such that D(A) =
D(B). Then
D(AB +BA) = D(A2 − B2) ⊂ D[(A− B)2] or D[(A+B)2].
Proof. Write
A2 − B2 + AB −BA ⊂ (A +B)(A− B).
SinceD(A) = D(B), it follows thatD(A2) = D(BA) and thatD(B2) =
D(AB). Hence
D(AB +BA) = D(A2 −B2) ⊂ D[(A+B)(A− B)].
But
D[(A+B)(A− B)] = D[(A− B)2]
for D(A + B) = D(A − B). The other inclusion can be shown analo-
gously. 
Now, we give the promised counterexample.
Corollary 1.30. There are self-adjoint positive unbounded operators
A and B such that D(A) = D(B) yet neither A2 − B2 nor AB + BA
is densely defined.
26 M. H. MORTAD
Proof. First, observe thatD(A) = D(B) yields D(AB+BA) = D(A2−
B2). So, it suffices to exhibit A and B with the claimed properties such
that D(A2 − B2) is not dense.
Consider a closed densely defined positive symmetric operator T such
that D(T 2) = {0} (as in e.g. [6]), then set A = T/2+ |T | and B = |T |.
That A and B are positive is plain. Also, D(A) = D(B) and B is
self-adjoint. As for the self-adjointness of A one needs to call on the
Kato-Rellich theorem (see e.g. [40]).
By Lemma 1.29, if A2−B2 were densely defined, so would be D[(A−
B)2]. However,
D[(A−B)2] = D(T 2) = {0},
and so A2 −B2 is not densely defined. 
Let us pass now to unclosable square (or other types of) roots of the
identity operator I : H → H .
Proposition 1.31. There exists an everywhere defined non-closable
unbounded operator T such that
T 2 = I.
Proof. Let A be a non-closable unbounded operator defined on all of
H such that A2 = 0 everywhere. Then, set
T =
(
A I
I −A
)
,
which is defined fully on H ⊕ H . Then T is unclosable and besides
D(T 2) = H ⊕H . Since A−A = 0 and A2 = 0 both everywhere on H ,
we may write
T 2 =
(
A I
I −A
)(
A I
I −A
)
=
(
A2 + I A− A
A− A A2 + I
)
=
(
I 0
0 I
)
,
i.e. T 2 = IH⊕H , as needed. 
Remark. The equation T 2 = I says that T : H → H is a bijective
or invertible (not boundedly though) non-closable operator which is
everywhere defined.
Corollary 1.32. There are two everywhere defined unbounded non-
closable operators A and B such that AB = BA = I everywhere on
some Hilbert space K, that is,
ABx = BAx = x, ∀x ∈ K.
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Proof. From Proposition 1.31, we have a non-closable operator T such
that T 2 = I everywhere on H ⊕H . Setting
A =
(
0 T
I 0
)
and B =
(
0 I
T 0
)
,
which are everywhere defined on H ⊕H ⊕H ⊕H , we see that
AB =
(
T 2 0
0 I
)
=
(
I 0
0 I
)
=
(
I 0
0 T 2
)
= BA
everywhere.
Let us give a second example. Let T be any unbounded non-closable
everywhere defined operator on H and let
A =
(
I T
0 I
)
.
It is seen that A, which is defined on all ofH⊕H , is bijective and so it
is invertible (not boundedly) with an inverse given by B =
(
I −T
0 I
)
for
AB = BA =
(
I 0
0 I
)
.

Remark. Let A,B, T be all everywhere defined and not closable. Note
by I the identity operator which need not act on the same space in each
case. The existence of a T such that T 2 = I gave rise to two different
operators A and B such that AB = BA = I.
Conversely the availability of a pair of two different operators A and
B such that AB = BA = I in turn leads to T 2 = I. This is easily seen
by taking
T =
(
0 A
B 0
)
which is defined on D(T ) := D(B)⊕D(A) = H ⊕H . Hence
T 2 =
(
AB 0
0 BA
)
=
(
I 0
0 I
)
,
as desired.
Remark. If we have a non-closable operator T such that D(T ) = H
and T 2 = I, then we can always manufacture a non-closable S such
that S2 = 0. Just consider
S =
(
I T
−T −I
)
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on D(S) = H ⊕H . Then
S2 =
(
I − T 2 T − T
−T + T −T 2 + I
)
=
(
0 0
0 0
)
everywhere on H ⊕H as all the resulting operations are carried out on
all of H .
As alluded above, boundedly invertible operators are necessarily
closed while invertible operators might even be unclosable in some
cases (as when T 2 = I). What about the weaker notion of left or
right invertibility?
Theorem 1.33. There is a left (resp. right) invertible operator which
is not closed.
Proof. The simplest example in the left invertibility case is to restrict
the identity operator on H (noted IH) to some non-closed domain D ⊂
H and denote this restriction by ID. Then ID is left invertible for
IHID = ID ⊂ IH .
Since ID is bounded on a non closed domain, it follows that ID is
unclosed.
As for the right invertibility case, there is an example of such an A
which is even everywhere defined in H (there might not be any more
explicit one). Start with B in B(H) such that its range ran(B) is
dense but is not all of H . Let E be a linear subspace of H which is
complementary to ran(B) in the algebraic sense (i.e. ran(B)+E = H ,
without taking closure, while the intersection is {0}). Then define A
on ran(B) by
ABx = x,
and define A on E to be an arbitrary linear mapping of E to H . A then
extends by linearity to all of H , and AB = I, but A is not bounded
(as it is not bounded on ran(B) as if it were, then ran(B) would be
closed), so it cannot be closable. 
We have given a way of finding everywhere defined bijective oper-
ators. A similar ideas applies to injectivity and surjectivity indepen-
dently.
Proposition 1.34. There is an everywhere defined unbounded operator
which is injective but not surjective, and there is an everywhere defined
unbounded operator which is surjective but not injective.
Proof. Let T be an everywhere defined operator such that T 2 = I.
Hence T is bijective.
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(1) Let S ∈ B(H) be any injective operator which is not surjective.
Set
A := T ⊕ S =
(
T 0
0 S
)
,
and so D(A) = H⊕H . Then A is unbounded and not closable.
That A is injective is plain. As ranS 6= H , it results that
ranA = H ⊕ ranS 6= H ⊕H,
that is, A is not surjective.
(2) Consider a surjective R ∈ B(H) which is not injective. Then
B :=
(
T 0
0 R
)
is unbounded, D(B) = H ⊕H , ranB = H ⊕H and
kerB 6= {(0, 0)},
as needed.

Now, we deal with the general case. First, we provide a finite dimen-
sional example:
Example 1.35. Let n ∈ N be given. There is an n × n matrix such
that An = I with An−1 6= I (in fact, Ap 6= I for p = 1, 2, · · · , n− 1).
There are many types of counterexamples. The simplest one is to
take the following circulant permutation n× n matrix
A =


0 1 0 · · · · · · 0
0 0 1 0
...
... 0 1
. . .
...
...
. . . . . . 0
0 0 1
1 0 · · · · · · 0 0


where the corresponding permutation being p(i) = i + 1. Then it is
well known that An = I and Ap 6= I for p = 1, 2, · · · , n− 1.
In order to carry over this type of examples to matrices of unbounded
operators, we need to place some parameter inside the previous matrix,
and still obtain the same conclusions. So, a more general form of the
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previous example reads:
A =


0 1 α · · · · · · 0
0 0 1 0
...
... 0 1
. . .
...
...
. . . . . . 0
0 0 1
1 −α · · · · · · 0 0


,
where it can be again checked that An = I and that Ap 6= I for
p = 1, 2, · · · , n− 1 (all that holding for any α).
Theorem 1.36. Let n ∈ N be given. There are infinitely many ev-
erywhere defined non-closable unbounded operators T such that T n = I
everywhere on some Hilbert space while T p 6= I for p = 1, 2, · · · , n− 1.
Proof. Let A be a non-closable unbounded operator which is every-
where defined, i.e. D(A) = H and let I ∈ B(H) be the identity
operator. Inspired by the example above, let
T =


0 I A 0 · · · 0
0 0 I 0
...
... 0 I
. . .
...
...
. . . . . . 0
0 0 I
I −A 0 · · · 0 0


be defined on D(T ) = H ⊕ H ⊕ · · · ⊕ H (n times). This means that
T is everywhere defined. Notice also that T is clearly unbounded and
not closable.
Readers may check that T n = I onD(T n) = H⊕H⊕· · ·⊕H whereas
T p 6= I for p = 1, 2, · · · , n− 1. As an illustration, we treat the special
case n = 3. In this case,
T =

 0 I A0 0 I
I −A 0

 .
Then
T 2 =

 A −A2 II −A 0
0 I 0

 6= I ⊕ I ⊕ I
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whereas
T 3 =

 I 0 00 I 0
0 0 I

 = I ⊕ I ⊕ I,
as wished.
To obtain an infinite family of such roots, just replace A by αA where
α is real, say. 
We finish with a digression which is in the spirit of the paper. In
the case of matrices of operators, readers have already observed here
an apparent resemblance to usual matrices with real or complex coeffi-
cients. In view of many examples treated here and elsewhere, it seems
therefore reasonable to conjecture that:
If T is a matrix of operators defined formally on H⊕H⊕· · ·⊕H (n
times), that is, on H ×H × · · · ×H = Hn whether the entries are all
in B(H) or not, and T p = 0 for some integer p ≥ n, then necessarily
T n = 0.
The answer to this conjecture is negative. A counterexample is avail-
able on finite dimensional spaces!
Example 1.37. Let H = C2 and let
A =
(
0 1
0 0
)
and B =
(
1 0
0 0
)
be both defined on H . Then
AB =
(
0 0
0 0
)
and BA =
(
0 1
0 0
)
and so ABA = BAB =
(
0 0
0 0
)
. Finally, set
T =
(
0 A
B 0
)
which is defined on H ×H (where 0 ∈ B(C2)). Thus,
T 2 =
(
0 0
0 BA
)
and T 3 =
(
0 0
0 0
)
and so T 2 6= 0 whilst T 3 = 0, marking the end of the proof.
2. An open question
A closable operator A such that A
2
is self-adjoint but A2 is not self-
adjoint exists. A simple example is to take A to be the restriction of
the identity operator I (on H) to some dense (non closed) subspace D
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of H . Then A
2
= I fully on H and so A
2
is self-adjoint. However, A2
is not self-adjoint for A2 = ID and so A2 is not even closed.
What about the converse, i.e. if A is closable and A2 is self-adjoint,
then could it be true that A
2
is self-adjoint? A positive answer can be
obtained if one comes to show that if A is a closable operator with a
self-adjoint square A2, then A is closed.
Let us posit that we have in effect shown that a closable A such that
A2 is self-adjoint is necessarily closed. Another natural question would
then follow: What about when A2 is normal? Another more general
question is to see whether the self-adjointness or the normality of An
entails the closedness of A whenever it is closable?
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