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ABSTRACT 
This paper presents the case that education in the 21st 
Century can only measure up to national needs if tech-
nologies developed in the simulation community, further 
enhanced by the power of high performance computing, 
are harnessed to supplant traditional didactic instruction.  
The authors cite their professional experiences in simula-
tion, high performance computing and pedagogical stud-
ies to support their thesis that this implementation is not 
only required, it is feasible, supportable and affordable.  
Surveying and reporting on work in computer-aided edu-
cation, this paper will discuss the pedagogical imperatives 
for group learning, risk management and “hero teacher” 
surrogates, all being optimally delivered with entity level 
simulations of varying types.  Further, experience and re-
search is adduced to support the thesis that effective im-
plementation of this level of simulation is enabled only by, 
and is largely dependent upon, high performance comput-
ing, especially by the ready utility and acceptable costs of 
Linux clusters. 
1 INTRODUCTION 
Education in this country is in extremis (Green et al. 
2005). Stories of “hero teachers,” while moving, make 
good anecdotes (Mathews 1989), but offer no rational 
paths to systemic solutions (Thernstrom and Thernstrom 
2004).  The failure to produce sufficient science and math 
personnel has driven the U.S. corporate world to seek 
competent technical help overseas (Friedman 2005).  Ef-
forts to find a new path to educational excellence have of-
ten gone astray (Stout 2000) and retrenchments to “old 
time” education are routinely critiqued (Mayer 2002).  
The classrooms are increasingly becoming unaccommo-
datingly heterogeneous in language skills, familial atti-
tudes, literacy competence and family intellectual support. 
This paper maintains that some of these issues can be 
best or, arguably, only ameliorated by the injection of 
simulation technology and high performance computing 
into the pedagogical mix for primary and secondary educa-
tion.  
The major conundrum of serving a diverse educational 
clientele remains how not to restrict the brightest while ap-
propriately scaffolding learning for the novice, and at the 
same time providing support for development of the social, 
interactional and collaborative skills necessary to thrive in 
our institutions of learning and discovery. The fact that this 
conundrum is taxing for even the most talented and commit-
ted teachers leads the authors to conclude that innovative 
pedagogical delivery, including interactive simulation, is a 
necessary next step for the use of high-performance comput-
ing to enable education reform. The authors envision that 
such technological tools would not be the stuff of “enrich-
ment” or luxury, as technology in the classroom has been 
thus far, but will become a cornerstone of the modern class-
room, allowing live teachers to play to their strengths as fa-
cilitators with real relationships with the students, while par-
allel computing power grapples with the time and space 
constraints on instruction dictated by the limits of a single-
instructor, multiple-learner classroom environment.. 
The authors assert that High Performance Computing 
(HPC) has come of age (Fox et al. 1887).  In the 1980s, vi-
sionary researchers at the California Institute of Technology 
began to postulate that the warnings advanced by Gene Am-
dahl (Amdahl 1967) about theoretical restrictions on using 
large numbers of processors could be overcome.  This led to 
the development of parallel computers which were often re-
ferred to a Scalable Parallel Processors (SPPs). These ranged 
in size from the tens to hundreds of processors, all working in 
parallel on a single problem.  Now thousands of processors in 
one computing platform are common (Dongarra et al. 2006)  
Techniques were conceived, developed and implemented 
that indeed did prove many problems were practicably and 
effectively resolvable on “massively” parallel machines, at-
tacked by using the power of this admittedly expensive con-
figuration. Thomas Sterling and Don Becker advanced a low-
cost approach to parallel computing, often called a Beowulf, 
which entailed the collecting of commercial off the shelf 
(COTS) personal computers and connecting them with a low 
cost inter-node communication network (Sterling et al. 1997).  
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However, programming remains a non-trivial task for 
both of these platforms. 
1.1 Hrothgar Project 
The Hrothgar Project, named after the wise king in Beo-
wulf, was an effort started by one of the authors 
(Gottschalk) the Center for Advanced Computing Re-
search (CACR) at Caltech to explore the utility of high-
end (university research caliber) computers operating 
within high school curricula. A Beowulf Class PC cluster 
was selected as the initial platform. It was originally 
planned that the 4-processor "start-up" machine to later 
evolve into a 16-processor, 2 GFlops computer. Setting up 
the hardware was found to be the easy part. The harder 
part, by far, was finding the appropriate niche for the 
technology in a K-12 education environment. The exact 
characterization of this niche was by no means obvious.   
 
Figure 1: Student results obtained on ising model run 
 
 Hrothgar’s first year of activities were seen as a 
"technology insertion experiment" based on three assump-
tions:  
1. Large-Scale Simulations Have Utility  
 Access to realistic, large-scale simulations would 
be a useful tool for teachers in the sciences, so-
cial sciences and other disciplines. This enables 
modeling and analysis not feasible in standard 
learning environments and exposes students and 
teachers to advanced technology.  
2. Simulations Must Come From "Research"  
 In order to demonstrate both technology and re-
search, the simulation projects run on the Beo-
wulf machine should be adaptations of existing, 
research quality codes. Clearly, this cannot hap-
pen without active participation of the computa-
tional scientists who designed and implemented 
the original code. 
3. Educators Must Direct Curricula Designs  
 Proper utilization of high performance comput-
ing in a classroom will require selective "focus-
ing" of the science capabilities in the codes. This 
cannot be accomplished without active participation 
and pedagogical counsel of the educators throughout 
the design and implementation phases of each po-
tential project.  
 However, leading edge technology cannot simply be left 
with the teaching staff with no further support.” Educating 
the educators" on the importance of High Performance Com-
puting  was a significant secondary goal. But, the research 
scientists need "education" as well, since many of them had 
little experience with K-12 cognitive processes. 
1.2 Government Research in HPC Simulations 
Separate from  education, there was a government need to 
optimize new high technology(Cebrowski and Garstka 1998) 
and simulate complex human functions (Ceranowicz et al. 
2004).  These often required environments in which human 
participants were critical (Sanne 1999). Analysts needed to 
conduct interactive experiments with entity-level simulations, 
using programs like Joint Semi-Automated Forces (JSAF) 
(Ceranowicz et al. 2002). The Joint Experimentation on 
Scalable Parallel Processors (JESPP) project is an example of 
the successful application of computational science and SPPs  
(Lucas and Davis 2003).  
Implementing these simulations so that the user could 
involve humans augmented the user’s ability to assess true 
impacts of a new system by including personnel and proce-
dures. (Ben-Ari 1998) This led to several new methods of 
modeling individual human behavior (Hill 2000) and societal 
issues (Chaturvedi et al. 2000).  As these all required signifi-
cant additional compute power, software systems stressing 
efficient inter-node communications were necessary to 
achieve desired scalability (Gottschalk et al. 2005). These 
developments rested on the work that was led by Paul 
Messina at Caltech (Messina et al. 1997). The Synthetic 
Forces Express project (SF Express) began to explore the 
utility of SPPs as a solution to the communications bottle-
necks that were then being experienced. More than 100,000 
vehicles were simulated in 1998, using several different types 
of SPPs at nine separate sites, linked by a variety of wide-
area networks. (Brunett 1997)  
This type of simulation frequently has a map visualiza-
tion, as shown in Figure 2.  The menu on the left allows the 
operator to lay down entities on the map, give them direction, 
modify their behaviors, and adjust their movements.  Exten-
sions into education are obvious.  Being able to easily struc-
ture large-scale, distributed simulations would open a new 
vista for the educator trying to reach dispersed students at 
unpredictable schedules. The implemented independent-agent 
entities are fully capable of many autonomous operations, 
such as route finding, obstacle adjustment, known group be-
haviors and reactions to outside influences.  A new defense 
sponsored program further allows the operator to vary the pa-
rameters of the independent agent entities, e.g. the top speed 
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of a simulated vehicle, the ability of a pedestrian entity, 
the effects of a collision, etc. This technology would be 
easily transferable to the educators’ “tool box.”  This ca-
pability should further enable the use of the best teachers 
in the nation.  They could easily design and test educa-
tional modules of measurable efficacy and indefinite ser-
vice life-spans. 
 
Figure 2: Map-like plan view display  
 
A few workstations on a local area network (LAN) 
was found sufficient to support simulations of a few thou-
sand entities in a typical JSAF run. A simple broadcast of 
all data to all nodes is sufficient. Each node discards data 
that is not of interest to it. The Run Time Infrastructure 
(RTI) controls this activity. When the simulation was of 
tens of thousands of entities using  scores of PCs, broad-
cast was not sufficient. UDP multicast has proven to be a 
good solution to this issue, in lieu of the simple broadcast. 
In this case, each simulator receives only the data to 
which it has subscribed, i.e. in which it has a stated inter-
est.  This leaves enough compute capacity for data man-
agement and visualization, e.g. a three dimensional, ren-
dered view of the urban area, such as shown in Figure 3. 
1.3 Current Large Scale Simulation  
Recent experiments within the Joint Forces Command’s 
Experimentation (JFCOM) Directorate, J9, demonstrate 
the feasibility of simulation applications in a large field of 
play with fine-grained resolution. Simulating such spaces 
requires large computational resources, often distributed 
across multiple sites. The ongoing Joint Urban Operations 
(JUO) experiments utilize the JSAF application suite and 
RTI-s to scale to over 300 federates distributed across the 
continental United States and Hawaii (Ceranowicz 2002). 
The JUO exercise has shown the scalability of the 
JSAF/RTI-s infrastructure and the ability of interest-based, 
router-managed communication to serve over 1,500 hu-
man participants with ease.  
Figure 3: Simulated urban area 
2 EDUCATION AND TECHNOLOGY 
How can this HPC capability be used to resolve the educa-
tional  conundrums mentioned above?  The authors assert 
that HPC is needed. Current research in cognitive science and 
education indicates that, in order for meaningful learning to 
be usefully transferred to various settings,  high-quality in-
struction  must be integrated with frequent opportunities to: 
1. apply abstract knowledge in multiple authentic con-
texts (Gick and Holyoak 1983; Cognition and Tech-
nology Group at Vanderbilt 1997; Bransford 1998),  
2.  receive feedback on the validity and success of the 
application (Bransford 2000), and  
3. re-engage in instruction with refined knowledge tar-
gets.  
More often, the majority of learners work passively from 
a textbook, in a setting of diminished rigor (Bransford 2000) 
and rarely engage in the depth described above.  Two of the 
major factors in the narrowness of the instructional approach 
in most classrooms are time and space. If teachers ideally 
wish to create instruction that is differentiated to meet the 
needs of each learner or group of learners, they must have 
much more time to assess, analyze and prepare students for 
engagement with a topic,  and respond specifically enough to 
each learner’s experience that the learner can gain meaning 
from the feedback. Two of the most important steps -  in 
helping students learn meaningfully – reflection and integra-
tion with previously learned concepts – are the first to go 
when time is pressed. Once a teacher is aware of the various 
modes in which students learn best, the teacher may still be 
restricted in delivery; not enough chairs, books, spaces or 
screens to support group work with discussion that is not dis-
ruptive, not enough physical breathing room between stu-
dents for concentration and crowd management, not enough 
room for manipulative or hands-on experiences that would 
cement the concept in students’ minds. This mode is insuffi-
cient to yield the critical understanding that will enable them 
to actually use the knowledge in varied contexts.  
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Continuing advances in HPC technology provide a 
welcome opportunity to engage learners in real-time au-
thentic contexts most relevant to subject content and 
learning needs,  with some larger measure of control over 
the time and space factors of group learning. Educators 
could accelerate the learning curve and raise the compe-
tency of students by providing immediate, repeated and 
user- or variable-influenced simulation experiences in 
which learners must synthesize and apply their develop-
ing content knowledge.  
3 COLLABORATIVE LEARNING  
There is good evidence that collaborative learning envi-
ronments are an effective way to facilitate and intensify 
engagement with knowledge. An SPP-enhanced system 
would also increase the quality and frequency of feedback 
provided. Recent emergence of social networking tech-
nologies reflects the potential for improved engagement 
of students through use of high-quality virtual environ-
ments.  This allow for access to “distributed cognition,” 
(Vye et al. 1998) and it enables problem-solving and cog-
nitive development in ways that single-student exercises 
may not (Evans 1989; Newstead and Evans 1995; Koba-
yashi 1994). The participation of experts and novices in 
tandem in complex contexts, via collaborative learning 
environments, provides opportunities for conflict, self-
explanation (attempts by experts to convey knowledge to 
novices) and internalization (absorption of knowledge by 
novices exposed to experts). These serve to deepen under-
standing, expose misconceptions, and lower affective fil-
ters that may inhibit learning (Dillenbourg and Schneider 
1994).  
Collaborative learning environments have been criti-
cized as not always being as effective as knowledge-
centered learning because subject matter experts with 
whom the students would collaborate are not necessarily 
sufficiently knowledgeable about strategies for facilitating 
novice understanding (Shulman 1986), clearly confirma-
tion of the Hrothgar insights above. Collaborative learn-
ing using scalable computing can help to address this li-
ability in collaborative learning. HPC can provide the 
communications bandwidth and computational power to 
manipulate the variables of the learning contexts them-
selves and the different capabilities  of the learners in the 
group (Davis and Davis 2003). An environment thus cre-
ated would be modifiable from a content perspective and 
could be modified both by expert students and skilled in-
structors to meet the pedagogical needs of all learners in 
the group. 
Education necessarily must be a life-long process. 
Most believe that everyone, regardless of background or 
educational level, should be afforded unfettered and con-
tinuous access to the best and most inclusive educational 
programs of which they are capable. The authors assert 
that HPC has provided the capability of robust distance learn-
ing to allow the learning process, as conveyed by the best 
teachers, to be amplified and proliferated, such that everyone 
can learn to his or her own capacity and motivation.   With-
out HPC capabilities, only a few could experience the best in 
education, with the concomitant unacceptably poor results 
(Thernstrom & Thernstrom 2004).  
4 EXPERIENCE WITH HPC ON TRANS-
CONTINENTAL ENVIRONMENT 
One of the great strengths of the JFCOM experimental design 
is its use of distributed assets and service to dispersed users.  
The experiments themselves are housed and controlled by the 
JFCOM out of its experimental bay near Suffolk, Virginia.  
Environments and data are managed remotely out of Fort 
Belvoir in Northern Virginia.  The civilian “culture” entities 
are laid down and managed by a team a continent away in 
San Diego, at the SPAWAR center on Point Loma.  The two 
128 node, 256 processor Linux clusters that are provided by 
the HPCMP, are located in Maui at the Maui High Perform-
ance Computing Center (MHPCC) and at Wright Patterson 
Air Force Base at the Aeronautical Systems Center Major 
Shared Resource Center (ASC-MSRC) in Ohio. 
Communications between the sites are provided by the 
Defense Research and Engineering Network (DREN). The 
Linux operating system is common across the net (usually 
Fedora, but also Red Hat Enterprise) and most of the pro-
grams are written in C++, with a smattering of Java.   
Note that there are geographical separation issues, Maui 
being on the order of five thousand miles from Suffolk, as 
indicated in the notional diagram in Figure 4. Fortunately, 
speed of light latencies alone are not readily detected by hu-
mans and is easily tolerated by both operators and partici-
pants. HPC distributed education may rely more heavily upon 
the distributed game experience, where an ongoing action 
may be joined or left at the discretion of the participant.  Ad-
ditionally, maintenance and help-desk personnel could rotate 
around the world, a la “The World is Flat” (Friedman, 2003). 
However, the previous experience in trans-continental 
simulation will be critical in a Nation-wide distance educa-
tional effort, as such an initiative might well be literally 
worldwide.  While efficient routing reduces latencies, natu-
rally the speed-of-light-latency is a phenomenon with which 
future user will have to contend. 
This system was used by JFCOM to assess future strate-
gies, future capabilities, and future personnel needs.  Being 
able to realistically simulate a battlespace, populate it with 
intelligent agent entities and involve humans-in-the-loop, not 
only acted as an evaluation tool, but also provided training, 
and in an oblique sort of way, education.  One Lieutenant 
General remarked that one of the experiments was his only 
career opportunity to command a brigade in combat, an ex-
perience that was more educational in its general insights, 
than training in its specific skill improvements. 
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Figure 4: Notional simulation net map 
 
5 VISIONS OF POTENTIAL OUTCOMES (WITH 
AND WITHOUT LARGE-SCALE 
TECHNOLOGY) 
5.1 Needed Educational Enhancements  
There are many enhancements that are needed because the 
students are not centrally located, they bring different cul-
tural backgrounds, are accustomed to widely varying sets 
of standards, approaches and biases.  Most of these can be 
overcome by really good teachers, who do not need simu-
lation to obtain the needed improvements.  However, 
there are clearly not enough of these teachers to go 
around.(Thernstrom and Thernstrom 2004).  The authors 
posit, and to some degree have observed, that pedagogi-
cally sophisticated, interactive simulations can make up 
for this scarcity by extending the reach of good teaching..  
USC has a very effective Distance Education Net-
work in which live educators provide education for stu-
dents, world wide. This need was particularly evident in 
the defense industry.  New visualization techniques and 
interactive computer instruction show promise for open-
ing up education to wider populations.  Researchers at 
USC (Johnson and Beale 2003) use avatars for teaching.  
In an earlier paper, two of the authors (Davis & Davis 
2003) advanced the use of short MPEG clips instead of 
animated avatars.  JFCOM’s experience with HPC has 
shown that it can extend the span and reach of existing 
simulations. A similar advantage is seen in using expan-
sive arrays of appropriate MPEG clips, all interactively 
initiated as the simulation aided education program calls 
for them.  As the “human component” of teaching and learn-
ing is so critical, the use of avatars, even as they become 
more realistic, can have a negative effect. 
As noted above, experience indicates that the learner be-
comes more involved if exposed to an interactive environ-
ment.  There is evidence that true interactivity, both in the 
interface and in the presentation methodology, will further 
enhance learning and retention.  The key question in this area 
is the efficacy of the combination of virtual environments and 
interactive teaching techniques in enhancing focused educa-
tion.  Two other critical issues are the architecture of the 
compute/networking assets needed to economically serve 
such a program and the impact such a program might have on 
students’ achievement and attitudes. (Davis and Davis 2006). 
Content generation is another area that is clearly amena-
ble to HPC. All of the standard text books in the country have 
been converted to electronic media. The problem comes from 
transferring the vast amount of this data into optimal interac-
tive configurations. The authors can envision the use of HPC 
to input the data, analyzed important parts using some of the 
natural language research at ISI, develop interactive modules 
and then test them with subject matter experts. HPC and dis-
tributed data management should also enable assessment of 
the systems, progress for the students and areas in need of 
supplemental instruction.  
5.2 Conceptual Development of Educational System 
Figure 5 is a flow chart of a concept interaction program that 
is part of an educational system.  Clearly HPC power would 
be needed for the simulation containing such a module. 
5.3 Real Experience 
The experience of the users with trans-continentally distrib-
uted High Performance Computing has been good and that 
experience supports further development across this disci-
pline (Wagenbreth et al. 2005). The stability and the utility of 
the large Linux clusters in Ohio and on Maui have elicited 
the unsolicited admiration of both the technical and the ana-
lytical professionals using the system.  These experiments 
required the large-scale simulations on the clusters in Ohio 
and on Maui to operated reliably for weeks at a time, They 
were further required to collect data at a rate greater than 10 
GB per hour (Yao et al. 2005).  Not using this capability to 
meet the needs of education in the U.S. seems imprudent.   
5.4 Educational Implementations Suggested 
While previous large-scale simulation use has been focused 
on analytical purposes, the major thrust of this paper is edu-
cation.  The authors assert all of the open issues in education 
are, to some degree, amenable to solutions via HPC   Some 
adaptation must be forthcoming, but that is within current 
technical capabilities in the simulation and HPC communities 
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(Lucas and Davis 2003).The authors do not suggest this 
will be a trivial process, but they hold that previous ex-
perience has shown that technology and intellectual capa-
bilities are available, should they be directed to educa-
tional pursuits rather than defense analyses. This should 
allow the leveraging of the best teachers, the improve-
ment of multi-cultural approaches and the optimization of 
exploitation of the “teachable moment.”  Details in the 
earlier implementations can be found in a paper by two of 
the authors and others (Davis et al. 2005)  
 
 
Figure 5: An early flow chart showing a putative design 
for an instructional module  
6 Conclusion 
The authors started from what they consider to be a virtu-
ally unassailable set of premises: 
• Evaluation and training have benefited from 
simulations using high performance computing 
• Education needs newly developed capabilities to 
keep up with modern demands 
• Users, educational assets, and computing sys-
tems are often dispersed geographically 
• Technology is available to deliver HPC power to 
educational systems 
Another insight, flowing from the these, was that the 
experience and insights from the High Energy Physics 
community were more germane than were the commercial 
transaction-processing programs or the Internet recrea-
tional data-search designs.  The reason for this is assumed 
to be the closer relation to the types of data, the technical 
literacy of the users, the more uniform access to high-
bandwidth, and the lack of the need for elaborate inter-
user security, but very high external security.  
A third insight is that working with open-source, public 
licensed software has many advantages for the developer.  
The Linux community is active and involved.  Source code is 
available for scrutiny, modification, and implementation.  
While the authors recognize the value added by major com-
mercial vendors and their support staffs, the JESPP experi-
ence indicates that open source software should be seriously 
considered. (Graham et al. 2004) 
While the great bulk of the code to be developed is eas-
ily within the capabilities of journeymen programmers, the 
overall design can be fatally crippled if it is not optimized for 
parallel processing. It is the authors’ experience that, at this 
time, there is no substitute for absolutely world-class parallel 
architects. Finding creative and experienced parallel pro-
gramming personnel is a sine qua non.  It is a variant of the 
facts earlier articulated by Fred Brooks, (Brooks 1995) who 
emphasized the value of extraordinary programmers. He 
thought any one of them were worth as much as ten other 
programmers.   A prudent implementer of a distributed edu-
cational system would be ill-advised to proceed without an 
experienced and successful parallel architect, one with a 
proven track-record of innovation on computers of the ap-
propriate scale.  
High Performance Computing had brought the simula-
tion community new capabilities, which then yielded incredi-
ble amounts of new information, leading to the need for large 
scale and sophisticated data analysis, for which HPC facili-
ties are optimized.  Education is in dire need of all of these, 
especially considering the constraints on the population. The 
combination of careful planning and openness to others skills 
are required for success in the provision of Education to the 
Nation. 
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