Reconstruction techniques exploit a first building process using Low-resolution (LR) images to obtain a "draft" High Resolution (HR) image and then update the estimated HR by back-projection error reduction. This paper presents different HR draft image construction techniques and shows methods providing the best solution in terms of final perceived/measured quality. The following algorithms have been analysed: a proprietary Resolution Enhancement method (RE-ST); a Locally Adaptive Zooming Algorithm (LAZA); a Smart Interpolation by Anisotropic Diffusion (SIAD); a Directional Adaptive Edge-Interpolation (DAEI); a classical Bicubic interpolation and a Nearest Neighbour algorithm. The resulting HR images are obtained by merging the zoomed LR-pictures using two different strategies: average or median. To improve the corresponding HR images two adaptive error reduction techniques are applied in the last step: auto-iterative and uncertainty-reduction.
INTRODUCTION
Digital image devices market is focused on quality enhancement and real-time processing [5] . Quality improvement is obtained by increasing the resolution of the sensor and/or by using more sophisticated image-processing algorithms [1] , [2] , [6] , whereas new features promote competition among the different manufacturers (video clip acquisition, MP3 player, etc.). To obtain high-resolution images from low cost/resolution sensors, super-resolution or resolution enhancement algorithms are needed [7] . In [15] we have proposed several adaptive techniques to super-resolve images, focusing in particular on Reconstruction Methods [11] , [12] . Reconstruction techniques, or Iterative Back-Projection (IBP) techniques, exploit a first building process on LR images to obtain a "draft" HR image, then update the estimated HR by back-projection error reduction between simulated and observed LR images.
In this paper different HR draft image construction techniques are evaluated and fully compared; final goal is to understand how and which among analyzed methods/techniques are able to point out the best solution in terms of final perceived/measured quality. In particular, the following methods have been exploited:
A proprietary Resolution Enhancement solution (RE-ST) based on adaptive zooming techniques that uses
spatial discontinuity to interpolate pixel information [15] ;
2. Locally Adaptive Zooming Algorithm (LAZA), described in [4] , that takes into account luminance variations along edge while doubling the input space; 3. Smart Interpolation by Anisotropic Diffusion (SIAD) [10] . The input image is repeatedly enlarged by bicubic interpolation to reach a higher dimension (about 8 times the original); after then a suitable anisotropic diffusion is applied. Finally the output image, is obtained properly applying a low pass filtering, followed by subsampling;
4. Directional Adaptive Edge-Interpolation (DAEI) [9] . The input image is enlarged applying interpolations kernel whose size is strongly dependent by the local gradient;
5. Classical Bicubic interpolation and Nearest Neighbor algorithm (i.e. Replication) just for comparison.
The complete HR image construction process has been simulated on a database of natural images. Different drafts HR are obtained merging the zoomed LR-pictures. More precisely, each LR-image is zoomed by one of the above technique, and then merged to obtain the HR picture depending from the zooming technique. To merge the zoomed frames two methods are used: average or median.
In the next section we introduce detailed descriptions of whole proposed zooming algorithms. In section 3 the experimental results have been evaluated both perceptively and by classical measured quality criterions (e.g. PSNR). A conclusion section closes the paper tracking directions for future works.
ALGORITHMS DESCRIPTIONS
Each LR frames are zoomed using one of the aforementioned techniques in order to obtain the set of HR images which have to be merged to get the first HR draft image. In the following we illustrate a description of these algorithms. Among these methods we introduce two classical interpolation techniques: bicubic and replication. The others are adaptive local algorithms. Next to the zooming process a merging step is performed to generate a draft zoomed image. Using the displacement vector k (i,j) computed in a motion estimation step, it is possible to collect the different values U(i',j') related to each single position of the HR image. To obtain only one value from this set we use two techniques: average or median. Once the merging process is done a back-projection error reduction is applied to the resulting draft HR image in order to obtain the final Super Resolution image. The draft HR can be qualitatively improved using our Auto Iterative (AI) Error Correction, or our Reduction of Uncertainty.
Resolution Enhancement by STMicroelectronics -RE-ST
The Resolution Enhancement proprietary algorithm of ST Laboratory takes into account the analysis of LR image pixels discontinuities. Each LR image increases its resolution by of factor of two. This means that for each LR pixel we obtain four new HR pixels. The steps followed by RE-ST algorithm to obtain a HR image are:
Step 1. Analyses a 3x3 neighborhood of current pixel. This step aims to detect orientation of a possibly present edge in the pixel neighborhood, nor the presence of a homogenous area. The contemplated directions are NS, NESW, NWSE, EW as shown in figure 1 . The next operation is dependent from the kind of region is detected in this neighborhood.
Step 2. Once an edge is detected the construction of the four output pixels is established by taking into account the extracted direction and discontinuity. Thus, for example, if a NS discontinuity jump is detected then the LR pixel belongs to a vertical edge and so the output pixels have to be calculated consequently. This operation is performed by searching the relative directional maximums and minimums and by considering the median values.
Step 3. The four calculated pixel are memorized onto the HR grid. The process is repeated for each pixel of the lowresolution image. Figure. 1. Contemplated direction of pixel neighborhood.
A Locally Adaptive Zooming Algorithm -LAZA
The algorithm basic idea is to perform a gradient-controlled weighted interpolation [4] . Differently than other adaptive techniques, this method speed-up the entire adaptive process without requiring a preliminary gradient computation because the relevant information is collected during the zooming process. The algorithm works in four successive stages as described below.
Step 1. Expand the source n × n pixels image onto a regular grid of size (2n -1)×(2n -1). More precisely if S denotes the source image and Z denotes the zoomed picture, the expansion is described as a mapping E:S → Z according to the equation:
The mapping E leaves undefined the value of all the pixels in Z with at least one even coordinate.
Step 2. The algorithm scans line by line the pixels in Z whose coordinates are both even. For reference, in the following description we will letters a, b, c and d to denote the luminance value of pixels A, B, C, D respectively, and X is the pixel with unassigned value.
For every X pixel one of the following mutual exclusive conditions is tested and a consequential action is taken:
• Edge in the SW-NE direction: the value (b + c)/2 is assigned to pixel X.
• Edge in the NW-SE direction: the value (a + d)/2 is assigned to pixel X.
• Edge in the NS direction: the value (a + b)/2 to pixel H 1 and (c + d)/2 to pixel H 2 and leave the value at pixel X undefined.
• Edge in the EW direction: the value (a + c)/2 to pixel V 1 and (b + d)/2 to pixel V 2 and leave the value at pixel X undefined.
At the end of this stage there may be several X pixels, as well as several H 1 , H 2 , V 1 and V 2 pixels, left with an undefined value.
Step 3. The algorithm scans line by line the image Z looking for pixels left undefined in the previous stage and with at least one odd coordinate. These are the pixels denoted by the gray dot with label P in Figure 1b and Figure 1c . The two cases illustrated in the two sub-pictures will be treated similarly in the following discussion. For reference we will use the letters A and B as in Figure 1b (or Figure 1c) , to denote the pixels above and below (respectively left and right) the pixel P and that have already been assigned a value in the expansion stage (black dots).
Notice that the values of pixels X 1 and X 2 may, or may not, have been assigned in step 2. If they have been assigned they will be referred respectively with x 1 and x 2 . Accordingly the algorithm considers the following two cases and takes consequential actions:
• (X 1 or X 2 have not been assigned a value) In this case the algorithm checks if |a-b|<Th 1 , with the same threshold Th 1 introduced in the previous stage. If it is so, the value of the pixel P is set equal to (a + b) /2, otherwise the value of pixel P is left undefined.
• (X 1 and X 2 have both been assigned a value) In this case the algorithm checks for the presence of a vertical or an horizontal edge. The following sub-cases arise:
• presence of an edge in direction X 1 X 2 : in this case the value (x 1 + x 2 )/2 is assigned to pixel P.
• presence of an edge in direction AB: in this case the value (a + b)/2 is assigned to pixel P.
• none of above: no action is taken and the value of P is left undefined.
At the end of this step all the pixels whose spatial dependence from the neighborhood values is simple enough have been assigned a value.
Step 4. Preliminarily the gray value scale (typically ranging from 0 to 255) is subdivided into a rougher scale of m= 256/q bins B i where q is a suitable, user selected integer value. The i-th bin includes the gray values ranging from m⋅(i-1) up to m⋅i-1. The algorithm falls the originary pixels surrounding X within at least one and at most four bin B j . The representative values of these bins (typically the median) are averaged to produces a value for X.
Smart Interpolation by Anisotropic Diffusion -SIAD
To increase image quality the SIAD algorithm [10] works on an images enlarged by bicubic interpolation. Particularly, if L is the low level image of size MxN, the algorithm proceeds following these steps:
Step 1. The image L is bicubically interpolated to obtain a new B image whose size is 8Mx8N.
Step 2. To reinforce the edge of an image and hence its high frequency content, on B an algorithm of anisotropic diffusion is performed [8] , [14] . This method reduces noise and/or enhances contrast in regions that correspond to borders between different objects within an image. The new image A appears with evident homogeneous regions while the discontinuities between region boundaries are increased by high frequencies introduction. There are in any case too many high frequencies and some of them just introduce aliasing artifacts.
Step 3. In order to reduce the aliasing over the image, a low pass filter is applied to A. Many details "invented" in the previous step are now discarded, but not all: the more relevant will be used in the next step.
Step 4. The smoothed image A is reduced using a weighted averaging technique to obtain H whose dimensions are now 2Mx2N.
Directional Adaptive Edge Interpolation -DAEI
This is a simple multi-step technique based on the edges distance [9] . For each pixel the interpolation is achieved with kernels whose size depends strongly on the distance between the pixel and the estimated edges. The variable size of kernels allows to avoid interpolation across the edge, i.e. to avoid using pixels in different regions for reconstruction.
Let L the input low-level image whose size is MxN. The desired final image H will have size 2Mx2N. The DAEI algorithm follows these steps:
Step 1. L is replicated (zero order hold interpolation) in order to obtain a new image L' whose size is 2Mx2N.
Step 2. This step returns an index to indicate the location of a vertical edge (index_v), and an index for the horizontal edge (index_h).
Step 3. For the four central pixels in the block 6x6 two numbers are calculated:
radius_r = abs( x_coordinate -index_h); radius_c = abs( y_coordinate -index_v);
These radiuses are half size of the kernel applied in that pixel.
Step 4. In this step we define the kernel associated to the pixel. It has size 2*radius_r-1 x 2*radius_c-1 and this size, generated for each pixel, assures that the kernel doesn't use values across potential edges. All the kernels are binomial.
Step 5. The matrix L' is now filtered by these adaptive kernels obtained in the previous steps. The output is the H image restored. It is less "pixellated" than the L', and better enhanced to visual inspection than the bicubic one.
High-resolution construction step
The generation of a HR image starts computing the motion estimation of the LR frames [13] . Let {g k (i,j) | k=1,2,..,N; i=1,2,..,H; j=1,2,..,V } be the set of LR frames, where N is the number of LR available frames, H and V are the horizontal and vertical size of LR images respectively. For every pixel of the LR frame g k (i,j) a suitable displacement vector k (i,j) is computed and is used to find the real position of each LR pixels in the HR grid. To improve resolution by an integer factor M in both horizontal and vertical directions, each pixel g k (i,j) is positioned using the vectors k (i,j) in a subpixel MxM matrix over the HR-grid. For all HR-grid subpixels, a set U(i',j') (where i'=1,2,..H·M, j'=1,2,..,V·M) of almost N values coming from LR frames, is then collected.
The Uncertainty Reduction is then applied in an iterative process. This method reduces sensibly the amount of computation necessary to correct pixels values at each iteration step [15] . The Auto-Iterative error reduction corrects the value of the pixel in function of the errors in its neighborhood; this method converges quickly than normal Backprojection method. This approach aims to reduce the errors between final HR image and "real scene" [15] . Proc. of SPIE Vol. 5017 327
EXPERIMENTAL RESULTS
For our experiments the input sequence images were obtained by randomly cropping HR images area, followed by subsampling, in order to generate suitable LR sequences for each HR image. The graphs in the first row of figure 4 show the global average PSNR measured between the original HR images and the corresponding HR "draft". The HR "draft" is built after having computed the relative alignment between LR frames and represents the first step of the following reconstruction method (i.e. Back-Projection). The remaining graphs (rows two and three) plot the PSNR obtained after our resolution enhancement solution, respectively with Estimation Error and Uncertainty Evaluation. The "draft" images are obtained merging the data coming out from the various zooming techniques (Replication, LAZA, DAEI, RE-ST, SIAD, Bicubic) using respectively the average (first column) or the median (second column) of the corresponding set U(i',j').
The results show that ReST algorithm coupled with both average and median merging techniques always obtains the highest value. Good results outcome from replication zooming followed by average merging, while S.I.A.D. gives good results with median approach. On the other hand the approaches 2 and 4 give a good perceptive result even if the corresponding PSNR values are always lower than other methods.
The back-projection error reduction was then applied on each HR draft image. In [15] two adaptive techniques to improve IBP were introduced: auto-iterative and uncertainty reduction. Both methods have been used in backprojection testing. Using auto-iterative approach, RE-ST did the best results both for median and average merging. The enhancement is evident for all other methods especially starting from low PSNR results obtained by merging step.
First experiments show how the best choice, mainly for real time application, must be taken as a suitable trade-off between final perceived quality and related computational complexity. Depending on resources availability, it could be used an adaptive zooming, such as RE-ST or SIAD, to increase the final PSNR with related usage of memory and of resources.
Low Resolution Frame
Simple Replication Figure 5 . Example of a single LR image with the corresponding image obtained after simple Replication technique. The "blocking" is clearly evident.
HR "Draft" Images using Average RE-ST Replication Bicubic SIAD DAEI LAZA Figure 6 . Example of "draft" images obtained merging the data coming out from the various zooming techniques (Replication, LAZA, DAEI, RE-ST, SIAD, Bicubic) using the average of the corresponding set U(i',j'). The perceived quality is almost the same but some results (e.g. RE-ST and LAZA) contain some additional high frequency details.
RE-ST
Replication Bicubic SIAD DAEI LAZA Figure 7 . Example of Final HR images obtained after our resolution enhancement solution starting from of different HR "draft" solutions. The resolution improvement is clearly present in all cases. Some image contains also "noise" along edges due to initial high frequency reconstruction.
CONCLUSIONS
Several Reconstruction techniques to obtain "draft" High Resolution (HR) image using Low-resolution (LR) images have been presented. The above algorithms have been analysed: a proprietary Resolution Enhancement method (RE-ST); a Locally Adaptive Zooming Algorithm (LAZA); a Smart Interpolation by Anisotropic Diffusion (SIAD); a Directional Adaptive Edge-Interpolation (DAEI); a classical Bicubic interpolation and a Nearest Neighbour algorithm. The resulting HR images were obtained by merging the zoomed LR-pictures using two different strategies: average or median. To improve the corresponding HR images two adaptive error reduction techniques were applied in the last step: auto-iterative and uncertainty-reduction. The experiments show that the best trade-off between final perceived quality and related computational complexity was carried out by adaptive algorithm like RE-ST or SIAD. These approaches allow to increase the quality criterions measure with a related usage of memory and resources.
