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In 1946, Borg [ I ] proved an inverse theorem for a Hill’s equation, which 
has since been proved by somewhat simpler methods (see Hochstadt [5]). 
BORG’S THEOREM. Consider the Hill’s equation 
y” + (II - q(t)) y = 0 (1) 
where q(t + n) = q(t). q(t) has period n/2 if and only if all odd finite 
instability vanish. 
The purpose of this note is to prove the following generalization of Borg’s 
theorem. 
THEOREM. Consider Hill’s equation (l), where q(t + n) = q(t) and q(t) 
has a continuous Jrst derivative. q(t) has period n/n if and only if those 
finite instability intervals whose index is not a multiple of n vanish. 
For n = 2, the above clearly reduces to Borg’s theorem. 
We suppose first that q(t) has period z/n. As is customary, two solutions 
of (1) are defined by the initial conditions 
YI (0) = LY*(O) = 0 
Y1(o)=o,Ys(o)== 1 
and the discriminant of (1) over the interval n/n is given by 
VI = YdW + M@). 
(2) 
(3) 
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Those values of 1 for which s(n) = k2 represent he eigenvalues of (1) 
corresponding to the boundary conditions y(O) = + v(z/n), y’(O) = f ~?(rc/n). 
If p is a solution of 
p2-d(A)p+ l=O (4) 
then (1) has a solution of the form ~(t + rr/n) =py(t). Suppose 
&3L) = 2 cos(2nk/n) in which case (4) has two distinct solution 
p, = exp(2&/n), pz = exp( - 2rik/n). Then corresponding to pI we have 
so that 
Y(tt"/n)=PlY(t) (5) 
Y(f + n> =P:Yw =.Yw. (6) 
An identical statement holds for pz. It follows that corresponding to all A 
such that s(J) = 2 cos(2nk/n), k = 1, 2 ,..., n - 1, all solutions of (1) satisfy 
(6). In other words, relative to the interval (0, rr), those values of 1 represent 
vanishing instability intervals. A similar argument applies to those i for 
which 6(A) = 2 cos((2k $ I) z/n) in which cases for all solutions of (1) we 
find 
Y(f t 77) = -y(t). (7) 
It follows immediately that relative to the interval (0, R) all instability 
intervals of (I), whose index is not a multiple of n, must vanish. 
Let A@) denote the discriminant of (1) relative to the interval (0, n). From 
the above discussion it follows that 
n-1 
A-2= fl 
2kn 
6-2cos- 
k=O n 
A $2= ‘ff (6-2~0s (2k+n ‘)‘) 
k=O 
from which we derive 
A2 - 4 = (a2 - 4) ‘e (6 - 2 cos $) *. 
k=l 
(8) 
Equation (8) explicitly shows that those values of J for which 
6 = 2 cos(2kn/n) (0 < k < n) are double zeros of A2 - 4, which again 
confirms the fact that the corresponding instability intervals must vanish. 
From (8), we can also make the following observation 
dA !4-A2 -=n ~ 
dS v’ 4 - a2 (9) 
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which shows that if d(A) = 2 cos 19(n) then 6(A) = 2 cos(8(l)/n). This 
concludes the proof of the necessity of the spectral condition. We now turn 
our attention to the sufficiency. 
Consider the boundary problem (1) with the boundary conditions 
y’(0) = y’(n) = 0. (10) 
The eigenvalues of this problem are the zeros of v;(n), which is an entire 
function of 1 if order 4. It will prove to be convenient in the sequel to 
suppose that A,, the smallest zero of 4 -A’@) is also the smallest eigenvalue 
of the above problem. This can always be achieved by a suitable translation 
of the t axis. Every Ai which is a double zero of 4 -A’(J) is necessarily also 
an eigenvalue of this problem. If pi is a zero of y;(n) which is not a double 
zero of 4 - A2(1), then it must belong to a non-vanishing instability interval 
(see, e.g. [4, 61). 
From the hypothesis of the theorem, we define a function 6(A) as a 
solution of (8). We do not as yet know that s(L) is a discriminant, but it can 
be defined by (8) or (9). From standard asymptotics [3], we know that 
For A = 2 cos fl n the appropriate solution of (8) is given by J(A) = 
2 cosfl n/n. If we insert (11) in 4 - A2, we find 
4-A2=4sin2fin-- 
sin 4 71 cos 4 II m 
A3/2 I (12) 0 
To determine the asymptotic series for 6(L), we let &A) = 2 cos $ n/rln + E, 
and insert that in the right side of (8). We then find 
By use of (9), the above reduces to 
4 sin’ fi n - 
4n cos fi n sin fi ne 
sin fi 7t/n + O(E) 
and by comparison with (12) we have 
6(/l) = 2 cos fl n/n + &,A3/2 (13) 
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In view of the fact that the double zeros on the right of (8) coincide with the 
double zeros on the left, 6(A) will also be an entire function of order 4 with 
an asymptotic structure similar to that of d(A) as is seen by comparing (11) 
and (13). 
Next, we investigate the entire function y;(n). From the above discussion, 
it follows that one can produce the factorization 
/4-/P(l) 
Y;(n) =f@) y,/ 4 _ J’@) ’ (14) 
In (14), the term represented by the radical represents those eigenvalues of 
the problem (I), (10) which coincide with those vanishing instability 
intervals whose index is not divisible by IZ. The factorS(1) has zeros at those 
eigenvalues of (l), (10) which lie in the instability intervals whose index is 
divisible by n. In general, these instability intervals will be non-vanishing, 
although in particular situations, some of these may also vanish. From 
standard asymptotics [3], we have 
y;(n) = - ~9 sin fi 71+ 
sin fl 71 
24 
469 
cos & 71 
I 
n 
+ 
83, o 
and by use of (ll), (13) and (14), we find that 
f(l) = - VG sin ~2 7r/n + 
sin 4 r/n 
2fl 
q(O) 
(16) 
Evidently f(A) is an entire function of order 4 and (16) is its asymptotic 
representation. We note in passing that if we knew a priori that q(t) had 
period n/n, then s(A) would be the discriminant of (1) relative to the interval 
(0, n/n) and f(A) would be y;(n/n). The asymptotic forms (13) and (16) also 
help to confirm that. 
We return to the boundary value problem (l), (10) and denote its eigen- 
values by {puk} and its eigenfunctions by { yk(t)}. The normalization constants 
associated with these eigenfunctions are given by the integrals 
(17) 
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Since Y;(E) = 0, we have from the Wronskian y,(~)y;(n) = 1 and then 
d(A) =Y*@) +.w) =J%@> + $y (18) I 
so that y,(n) must be one of the solutions of 
p*-Lqrqp+ l=O. 
Then if 
it follows that 
so that 
P:--dcuk)Pk+ 1 =o 
Ykb) = PkYk(O) = Pk 
(19) 
(20) 
(21) 
Using (15), we can easily show that the eigenvalues of (l), (10) satisfy the 
asymptotic relationship 
It then follows that 
(22) 
(23) 
There is no ambiguity in sign in (23). The choice of f outside the 
parenthesis is governed by the sign of dbi) and inside the choice is governed 
by (2’3). 
From a knowledge of q(t), we have deduced the eigenvalues and 
normalization constants and their asymptotic properties. As is well known 
from the theory of Gelfand and Levitan (see pp. 257, 302 of [2]) 
corresponding to these constants, we can recover q(t) uniquely. The 
requirement hat q(t) have a first derivative is needed to assure us that the 
asymptotic forms (11) and (15) exists so that the results of [2] can be used. 
We now consider the following inverse problem. Suppose we have 
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and we are given the spectrum {,u~“}, which consists of every n th eigenvalue 
of our previous problem. Suppose furthermore that the corresponding 
normalization constants are given by the set 
I 
n/n 
u:,, dt = -p:l,” k = 0, l,... . (26) 
0 
Again by the theory of Gelfand and Levitan, these define a unique potential 
p(t) on the interval (0, n/n). 
We now continue p(t) periodically and then consider (24) as a Hill’s 
equation on the interval (0, n). The analytic function u;(n/ln) can easily be 
constructed from the given eigenvalues 
u;(n/n)=K fi (1-k) 
k=O ” 
(27) 
and K is uniquely determined from the asymptotic behavior 
u;(lr/n) = - fi sin fi 7r/n + O(1). (28) 
Evidently f(A) and ui(n/n) are both entire functions of order + with the same 
zeros and the same asymptotic form (see (16) and (28)) and therefore must 
be identical. From a knowledge of the normalization constants (26) andf(,I) 
we can now deduce the values of all the pi;“. 
To reconstruct the discriminant of (24), we first view it as a Hill’s 
equation on (0, n/n) and let &in) denote its discriminant, and then construct 
the following meromorphic function and its Mittag-Leffler expansion 
(29) 
The denominators on the right are known and the numerators can be 
deduced from (4) 
&$,) = p;l,” + pk;rl’*. (30) 
Thus the right side of (29) is fully determined and J(k) is therefore also 
determined. We can now use (8) to construct b(J), the discriminant of (24) 
relative to the interval (0, z). 
Next we observe that for the discriminant of (l), we have 
&4x) = Pkn + Pin 
from which follows (see (8)) 
b(‘&,) = pip + &la. 
We thus conclude that 6(A) = J(1) so that A(L) = J(L). 
(31) 
(32) 
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By the previous constructions, we now have 
as in (14) and also 
I n u:dt = -pk &f(n, 0 
(33) 
(34) 
We now conclude that the two problems 
Y” + (A - q(t)) Y = 0, y’(0) = y’(n) = 0 
24” + (A -p(t)) 24 = 0, u’(0) = u’(n) = 0 
have the same eigenvalues and normalization constants so that 
4(t) = P(t)* 
But p(t) has period x/n and so must q(t) have period x/in. 
Remark. The above result is mentioned as Amplification 2 on page 325 
of [7], but no proof is provided. 
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