Abstract. Let K be a self-similar set in R d , of Hausdorff dimension D, and denote by |K( )| the d-dimensional Lebesgue measure of its -neighborhood. We study the limiting behavior of the quantity −(d−D) |K( )| as → 0. It turns out that this quantity does not have a limit in many interesting cases, including the usual ternary Cantor set and the Sierpinski carpet. We also study the above asymptotics for stochastically self-similar sets. The latter results then apply to zero-sets of stable bridges, which are stochastically self-similar (in the sense of the present paper), and then, more generally, to level-sets of stable processes. Specifically, it follows that, if Kt is the zero-set of a realvalued stable process of index α ∈ (1, 2], run up to time t, then −1/α |Kt( )| converges to a constant multiple of the local time at 0, simultaneously for all t ≥ 0, on a set of probability one.
Introduction
Consider the following construction of a Cantor set on the real line. Start with the unit interval I = [0, 1] and divide it into n ≥ 3 equal subintervals, each of length r = n −1 . Let N be an integer with 1 < N < n and keep any N of the n subintervals I i = [in −1 , (i + 1)n −1 ], say I i1 , . . . , I iN , and discard the remaining ones. Next divide each of the intervals I i k kept in the first step into n equal sub-subintervals, of length r 2 = n −2 now, and keep only N of these within each I i k , always according to the same pattern as in the first step of the construction. Continuing ad infinitum, this construction leads to a Cantor set K on the line, of Hausdorff and Minkowski (or box) dimension equal to log n N . Alternatively, K = ∞ 1 x j n −j : x j ∈ {i 1 , . . . , i N } . Now consider two particular cases, both with r = 1/16 and N = 4, but different patterns. For the first construction keep the two leftmost and two rightmost of the subintervals in each step. For the second construction use the pattern in which the four subintervals kept are uniformly spread out; i.e., we keep the 1 st , 6 th , 11 th and 16 th . In both constructions the limit set has dimension D = to Mandelbrot ([19] , page 313) these two limit sets look quite different (see Figure  1 ): the outcome of the first construction looks like a 'few points', hence 'mimics the dimension D = 0', while the outcome of the second construction looks like a 'full interval' and hence 'mimics the dimension D = 1'. He calls the set of the first construction a set of 'high lacunarity' and the set of the second construction a set of 'low lacunarity'.
In an attempt to give a numerical measure for lacunarity Mandelbrot considers the length of the -neighborhood, |K( )| To put it in a different way: the asymptotic ratio of the logarithms of |K( )| and gives some crude information about K, relating only to its dimension; by considering the more delicate direct ratio |K( )|/ 1−D one hopes to capture more refined information about K, also relating to its finer topological structure.
In this paper we give sufficient conditions for L to exist, i.e., for −(d−D) |K( )| to converge to a limit as → 0, for self-similar sets K ⊂ R d ; by self-similar here we mean both strictly self-similar and stochastically self-similar sets, i.e., random sets which are only self-similar at the level of distributions. As a matter of fact, for such K, we obtain exact asymptotics for |K( )| as → 0. It turns out that lim →0 −(d−D) |K( )| does not exist in many interesting cases, like for example the usual ternary Cantor set (see section 4.1). However, the limit lim T →∞ T −1 T 0 e (d−D)t |K(e −t )|dt always exists for self-similar sets and one may use this quantity instead as a measure of lacunarity, if one is to summarize this information into a single number (compare with Bedford and Fisher [1] ). We stress that our aim is to prove results on existence; the question of whether the proposed quantities are 'good measures of lacunarity' is a different issue, requiring separate investigation.
We remark in passing that the asymptotics of |K( )| are also directly related to the concept of 'Minkowski measurability'. A compact set K ⊂ R d , of Minkowski dimension D, is Minkowski measurable precisely when −(d−D) |K( )| has a limit L ∈ (0, ∞), as → 0; L is then the Minkowski content of K in this context. (Thus Mandelbrot defines lacunarity as the reciprocal of Minkowski content, when this is defined.) Minkowski measurability and Minkowski content have attracted interest in recent years, because of the central role they play in a conjecture of Lapidus ([14] ), and related work of Lapidus and Pomerance ( [15] , [16] ), pertaining to the limit, as → 0, for the usual ternary Cantor set, and S. Lalley, who had independently obtained a renewal theorem for branching random walks, and from whom the author first heard about such a theorem. A well known result of Hutchinson ([10] ) asserts that there exists a unique nonempty compact subset K of R d which is invariant with respect to {φ 1 , . . . , φ N }, i.e.,
The set K is then a (strictly) self-similar set and is in many cases a 'fractal'. The examples in the introduction, which include the usual ternary Cantor set, the von Koch snowflake and the Sierpinski carpet, all arise in this manner (see [10] ). We may, for example, obtain the ternary Cantor set by taking φ 1 , φ 2 : R → R, φ 1 (x) = x/3, φ 2 (x) = x/3 + 2/3. For the von Koch snowflake we may take φ 1 , . . . , φ 4 : R 2 → R 2 , where φ i is the unique similarity, with positive determinant, mapping the interval A 1 A 5 to A i A i+1 in Figure 2 . In both cases, K may then be visualized as (formally, the limit is in the Hausdorff metric) 
It is well known (see [10] , [12] , [21] ) that if {φ 1 , . . . , φ N } are contracting similarities, with contraction ratios r 1 , . . . , r N respectively, satisfying the open set condition, then the corresponding invariant set K has both Hausdorff and Minkowski dimensions equal to the unique solution D of equation (2.1); this D is also referred Figure 2 . One step in the construction of the von Koch snowflake.
to as the similarity dimension of K.
Notation 2.1. Given an arbitrary compact set F ⊂ R d we will denote by F ( ) its -neighborhood,
Lebesgue measure-always d-dimensional in this paper, as the dimension of the underlying space-will be denoted by | |. With these notations |K( )| is the length, area, volume, etc. of the -neighborhood of K.
It is well known that
here D should be regarded as the Minkowski dimension of K. The following theorem is a refinement of this. 
(ii) The following limit always exists and is finite:
Observe that the ternary Cantor set, the von Koch snowflake and the Sierpinski carpet are all excluded from (i).
Note. The number L is always defined, by (ii); when the limit in (i) exists it necessarily equals L.
We defer the proof of Theorem 2.4 to section 2.4.
Proof of Theorem 2.3. Let
K i = φ i (K), for i ∈ {1, . .
. , N}, and observe that
for any > 0 and any i ∈ {1, . . . , N}. Let
we then have that
Notice here that in the totally disconnected case, i.e., when K i ∩ K j = ∅ whenever i = j, there exists a δ > 0 such that dist(K i , K j ) > δ for i = j, and so R( ) = 0 for all sufficiently small . This is not true in the general case however, when distinct K i may intersect.
Set
and notice that (2.4) becomes
where for t ≥ 0
and z(t) = 0 for t < 0. Let F be the probability distribution function that puts mass r D i at the point − log r i . Then (2.5) is equivalent to the renewal equation
Observe that the function R(e −t ) is continuous (see (2. 3)) and hence z has only finitely many discontinuities at the points t = − log r i , coming from the second term in (2.6). We also claim the following: Lemma 2.5. There exist constants 0 < C < ∞ and δ > 0 such that
The proof of the lemma is deferred to the next section. By the lemma and the paragraph preceding it, the function z is directly Riemannintegrable and we may therefore apply the renewal theorem (see [8] ). There are two cases to consider. Non-lattice case: If the numbers log r i are not all multiples of some λ > 0, then F is non-lattice and
This shows Theorem 2.3 (i).
To show (ii) in the non-lattice case observe that, since K is compact, the function w is, by definition, bounded on any finite interval and hence by (2.8)
Lattice case: If there exists some number λ > 0 such that {log r 1 , . . . , log r N } ⊂ λZ and λ is the largest such number, then F is lattice with span λ and so the renewal theorem asserts that for each s ∈ [0, λ)
We next turn to the proof of Theorem 2.3 (ii) in the lattice case. We begin by observing that w is bounded. This is because w is nonnegative, {w(nλ)} n≥0 converges to a finite number, by (2.9) and Lemma 2.5, and, for any t ≥ 0 and s ∈ [0, λ),
Next let L(s) denote the limit on the right side of (2.9), for s ∈ [0, λ). By the bounded convergence theorem and (2.9)
Let denote integer-part and write
The first term on the right here converges to λ (2.10) and Cesaro averaging, while the second term tends to 0 by the boundedness of w. Hence again
This proves (ii) in the lattice case and concludes the proof of the theorem. 
and it is therefore enough to show that for some 0 < C < ∞ and δ > 0
for all i = j and 0 < < 1.
Towards this end fix
Then, by Proposition 3 of reference [12] , there exist constants 0 < γ < ∞ and δ > 0, independent of , i and j, such that
The results of reference [12] require that {φ 1 , . . . , φ N } satisfies the strong open set condition, i.e., that K ∩ G = ∅ for the set G of the open set condition. It is now known however that the strong open set condition is equivalent to the open set condition (Schief [23] ). Now fix 0 < < 1 and let F be a maximal 2 -separated subset of K i , such that for each z ∈ F we have dist(z, K j ) ≤ 2 . Then, using the maximality of F ,
where B ρ (y) denotes the ball with center y and radius ρ. Since card F = Q ij (2 ), we have then by (2.12) and (2.13) 
First note that since
and as each term in the sum is < D , by the definition of N ( ),
We claim that
where r min := min r i . To see this write
, where x is fixed above, and notice that, since B δ (x) ⊂ G, 
3. Stochastically self-similar sets 3.1. Background and statement of main result. In this section we describe the kind of random sets we are considering and state our main result concerning them. The construction below follows Mauldin and Williams ( [20] ) and can also be found in Falconer ([6] ).
Let J be a nonempty compact set in R d and write G :=int(J). We assume that G = J. Let S denote the set of all contracting similarities of R d . We assume as given a probability space, on which we have defined a random element Φ, taking either the value e (for empty) or Φ = {φ 1 , . . . , φ ν }, where ν is an integer-valued random variable (ν = 0 if Φ = e) and each φ i is in S, and furthermore
(See the Appendix for matters of measurability.) We further write r for the constant ratio |φ(x) − φ(y)|/|x − y|, x = y, for a similarity φ; r and φ will always be in this relation in the sequel. Note that φ ∈ S ⇒ r ∈ (0, 1).
The random set of interest is defined by means of the family tree of a GaltonWatson branching process. Let
be a copy of the above probability space. Set (Ω,
we then have defined independent and identically distributed random elements
For each n ≥ 0, G n represents the individuals in the n-th generation of a Galton-Watson branching process with mean family size for the entire population. Writing x = x 1 . . . x n for x ∈ G n , the set
defines then a random compact set in R d ; K is a stochastically self-similar set. It is well known (see for example [20] ) that P(K = ∅) > 0 iff E[ν] > 1; we will therefore assume throughout that
We now identify a branching random walk naturally associated with the construction, which will be key in the sequel. Set S 0 = 0 and for n ≥ 1 inductively define
where, recall, r x stands for the constant factor of contraction of the similarity φ x . Note that S x is well defined whenever x ∈ P; for notational convenience set
* } is then a branching random walk with positive step-sizes (since each φ x is a contraction).
For θ ∈ R, set
By our assumption [20] ) and Falconer ([6] ), the number D is then the Hausdorff dimension of the random set K, almost surely on the event {K = ∅}. That it is also the Minkowski dimension of K (on {K = ∅}) follows easily from the results of the present paper and is a well known fact.
We now state the main result of this paper for stochastically self-similar sets. Observe that the random set K is, probabilistically, uniquely determined by the compact set J and the random set of similarities Φ = {φ 1 , . . . , φ ν }. Also recall that G = int(J), that F ( ) denotes the -neighborhood of a compact set F (Notation 2.1) and that | | denotes d-dimensional Lebesgue measure. 
(ii) The following limit always exists and is finite a.s.:
Note. As in the deterministic case, the random variable L is always defined by part (ii) of the above theorem. When the limit in (i) exists, it necessarily equals the limit in (ii); hence there is no ambiguity in using the same letter for both limits.
We defer the proof of Theorem 3.1 to section 3.3 and that of Theorem 3.2 to section 3.5.
3.2.
Renewal theorem for branching random walks. Let {S x : x ∈ N * } be the branching random walk associated with the construction of K and recall that this walk has positive steps. Denote by ξ the random measure (point process) ξ(A) := x∈G1 1 A (S x ), for Borel sets A in R. Since the walk has positive steps, ξ is concentrated on (0, ∞).
Recall that D is the unique solution to the equation E x∈G1 e −DSx = 1 and set
A straightforward computation shows that the sequence (M n ) n≥0 is a non-negative martingale (relative to the natural filtration associated with the successive steps of the construction of K). Denote
The following theorem is due to Biggins ([3] ); see Lyons [17] for a conceptual proof, following work by Lyons, Pemantle and Peres [18] . (Biggins) . The following are equivalent:
Recall that our underlying probability space (Ω,
Let Z = {Z t : t ∈ R} be a stochastic process on (Ω, F , P), which is jointly measurable in (ω, t) and is separable and takes values in the space of functions which possess both left-and right-hand limits and vanish on (−∞, 0). Given such a process Z, write
So if Z is some process associated with the branching random walk {S x : x ∈ N * } (or the construction leading to K), then Z x is the corresponding process associated with that part of the population which emanates from individual x. The following theorem is due to Nerman [22] and is an analogue of the renewal theorem for ordinary random walks.
Theorem 3.4. Suppose that there exists a non-increasing and integrable function
Remark. Recall our standing assumption 1 < E[ν] < ∞. Nerman's theorem actually requires less than E[ν] < ∞; see [22] for the precise conditions needed. Furthermore, the lattice case does not require Z to have sample paths which possess right-and left-hand limits.
Proof. Assertion (i) is Theorem 5.4 of Nerman [22] .
(ii) A close examination of Nerman's proof reveals that the non-lattice assumption is only used in two places: on page 384, Proof of Theorem 5.4 from Corollary 5.11 and in the second part of the Proof of Lemma 5.10 (establishing (5.53)). Of these the first is irrelevant for the lattice case and his proof of Lemma 5.10 (with obvious modifications) yields the following statement for the lattice case: If p ∈ N is such that E ξ(0, pλ] > 1 and (3.4) is satisfied (and given our standing assumption
is within ± from its limit
This proves the convergence asserted in (ii).
We close this section with a simple but useful fact. The sequence 
; observe that the set K x has the same distribution as K and that the K x , x ∈ G 1 , are independent (given the σ-algebra σ(Φ 0 )). Since each φ x is a similarity,
and so, with
we have that
where, for t ≥ 0,
and Z t := 0 for t < 0. Then, upon iterating (3.8), we obtain
Observe that the process Z = {Z t : t ∈ R} satisfies Z t = 0 for t < 0 and has paths which are left-continuous with right-hand limits; as a matter of fact Z is continuous except possibly at the points S x , x ∈ G 1 . We shall apply Theorem 3.4 and to do so we need to verify that condition (3.4) holds. We will do this in two separate lemmata whose proofs we postpone to the end of this section.
Lemma 3.5. There exists a non-increasing and integrable function
g : [0, ∞) → (0, ∞), for which E sup t≥0 e −Dt g(t) x∈G1 e d(t−Sx) K x e −t+Sx 1 (t,∞) (S x ) < ∞ .
Lemma 3.6. There exists a non-increasing and integrable function
It follows from (3.9) and the two lemmata that
with h + g non-increasing and integrable.
In view of (3.11) and the paragraph preceding Lemma 3.5, we may now apply Theorem 3.4 to (3.10).
(i) Assume that the measure A → E[ξ(A)] is non-lattice. Then by Theorem 3.4 we have that with probability equal to one, as t −→ ∞,
This shows Theorem 3.1 (i).
(ii) Observe that, because
are measurable and therefore the set of ω for which lim T →∞ T −1 T 0 W t (ω)dt exists is measurable. It therefore suffices to show that this set of convergence contains a set of probability one.
Assume first A → E[ξ(A)] is non-lattice. From (i) we have that
as t −→ ∞. As W t (ω) is bounded on finite intervals (actually uniformly in ω, by compactness of J), it follows that, as T −→ ∞,
, on a set of probability one. We next turn to the lattice case. Assume that the measure A → E[ξ(A)] is concentrated on a lattice λZ and that λ is the largest such number.
By Theorem 3.4 (ii), for each s ∈ [0, λ), there exists a set A s of probability one, such that, on A s , as n −→ ∞,
Call the limit on the right-hand side L s and set A := r A r , the intersection being over all rational r in [0, λ). Then P(A) = 1 and
, it follows that
Using this and (3.13) we obtain that, for all ω ∈ A and all k ≥ 1,
Next observe that the function t → E[Z t ] has left-and right-hand limits. This is so because the sample-paths of Z have this property and we can use the dominated convergence theorem by (3.11) . Consequently, the set C where this function is continuous has full Lebesgue measure; as a matter of fact C c is countable. Using (3.11) again, we conclude that the function
, and so by (3.14),
for all ω ∈ A. Just as in the deterministic case now, we can conclude that
as T −→ ∞, for all ω ∈ A, i.e., on a set of probability one. This proves Theorem 3.1 (ii) in the lattice case and completes the proof of the theorem.
Proof of Lemma 3.5.
Recall that c d denotes the Lebesgue measure of the unit ball in R d and observe that, for any x ∈ N * ,
It follows that, for g(t)
Proof of Lemma 3.6. The proof is a probabilistic analogue of the proof of the key estimate of reference [12] . It is rather long and we break it up into several steps. Assume (3.2), that is,
For α > 0 and p ∈ N let
Proof. Let ∂P consist of all infinite sequences x = x 1 x 2 . . . ∈ N N for which
By (3.6) and nestedness, we have that
is a singleton for each x ∈ ∂P, whose unique element we denote by v x ; so K = {v x : x ∈ ∂P}. Suppose now that P G p = G p (α) = 1, for all p ∈ N and α > 0. Then Ω = α∈Q + p≥1 {G p = G p (α)} has probability one. Now either
On Ω we have x 1 . . . x n ∈ G n (α) for all n ≥ 1 and all α ∈ Q + and so
which, together with (3.6) again, implies that v x ∈ G c . This shows that K ∩ G = ∅ on Ω , creating a contradiction.
From now on we fix a p and an α as in Claim 1. Let
and for n > p letG n consist of those x = x 1 . . . x n ∈ G n which have the following property: for each
for t < 0 let P t = {o} and defineP t accordingly.
For > 0, let Q( ) be the maximum cardinality of an -separated subset F of K, such that dist(v, G c ) ≤ for all v ∈ F . Finally, set s := log α −1 + log diam(J) .
Claim 2. With t = log −1 + log diam(J) , we have that for all 0 < ≤ α
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Proof. Let F be an -separated subset of K, such that dist(v, G c ) ≤ for all v ∈ F . By the representation K = {v x : x ∈ ∂P} (see the proof of Claim 1), to each point v ∈ F corresponds an element x = x 1 . . . x m ∈ P t , and different elements of F have different representatives in P t , because F is -separated. Now given x = x 1 . . . x m ∈ P t let q = q x be the unique integer in {1, . . . , m} for which
We claim that if x = x 1 . . . x m ∈ P t corresponds to an element v x ∈ F , then 
Proof. Assume first that p = 1. Then {G n : n ≥ 0} corresponds to a Galton-Watson branching process, just like {G n : n ≥ 0}, and {S x : x ∈P} is a branching random walk, just like {S x : x ∈ P}, with different parameters however.
Recall the random measure ξ(A) = x∈G1 1 A (S x ); then, for any θ ≥ 0 and t ≥ 0, for all θ, ζ ≥ 0. We will now show that the right-hand side of (3.23) has finite expectation for the choice ζ =D + δ and θ = D + δ. This, in conjunction with Claim 2, will prove Claim 3 in the case p = 1.
Let F n = σ(Φ x : |x| < n), for n ≥ 1, where here |x| denotes the length of the finite sequence x. Write 
n , for all n. Inequality (3.23) is still valid and it only remains to show that the expectation of the right-hand side of (3.23) is finite. Conditioning again first on F n+1 and then on F n , we have successively
Next observe that
for ζ =D + δ, by (3.18) , and conclude the proof as in the case p = 1.
We now conclude the proof of Lemma 3.6. Recall (3.7).
has the same distribution as Q(β), for each β > 0. Hence
and therefore, for any 0
We will show that the expectation of the right-hand side of (3.24) is finite for any such δ and this will prove Lemma 3.6 with h(t) = e −δt 1 [0,∞) (t). Since J is compact and K x ⊆ J, for all x ∈ G 1 , there exists a finite deterministic constant C, such that Q x ( ) ≤ C for all > α and all x ∈ G 1 . Thus
and since E[ν] is finite, it suffices to show that
But, by conditioning on F 1 ,
and this is finite by Claim 3.
3.4. Convergence in mean. Theorem 3.1 deals with the almost sure limiting behavior of the quantities
One can obtain results concerning the limiting behavior of the means of these quantities via the ordinary renewal theorem, as in the deterministic case.
Recall (3.7), (3.8) and (3.9) . The function w(t) = E[W t ] satisfies the ordinary renewal equation
where * denotes convolution, F is the probability distribution function
and f (t) = e −Dt E[Z t ]. Now assume the hypotheses of Theorem 3.1 hold. By (3.11) we have that
Furthermore, f is continuous except at a countable number of points. This is because the sample paths of Z have left-and right-hand limits and hence, by the dominated convergence theorem (use (3.11) to dominate), f has left-and righthand limits. It now follows that f is directly Riemann integrable over [0, ∞). In particular f is also bounded.
By (3.16), w is bounded on finite intervals and therefore w = f * U , where U = ∞ n=0 F * n . By the ordinary renewal theorem then
is non-lattice, while in the lattice case
as n −→ ∞, for each s ∈ [0, λ). As in the proof of Theorem 2.3 then, one always has that, as T −→ ∞,
We summarize the above in the following theorem. Recall that
Theorem 3.7. (i) Under the hypotheses of Theorem
3.1 1 T T 0 e (d−D)t E[|K(e −t )|]dt −→ 1 −m (D) ∞ 0 e −Ds E[Z s ]ds , as T −→ ∞; if in addition A → E[ξ(A)] is non-lattice, then also, as → 0, −(d−D) E[|K( )|] −→ 1 −m (D) ∞ 0 e −Ds E[Z s ]ds . (ii) If in addition E M 1 log + M 1 < ∞, then
both, the convergence in Theorem 3.1(i) (in the non-lattice case) and the convergence in Theorem
Proof. Assertion (i) has already been established above. Under the additional assumption
, in the non-lattice case, where lim W t denotes the almost sure limit in (i) of Theorem 3.1. This, in the presence of the almost sure convergence of Theorem 3.1 (i) and non-negativity of W t , implies the L 1 -convergence in the non-lattice case (see Billingsley [4] , Corollary following Theorem 16.14).
Similarly, to establish the L 1 -convergence of T −1 T 0 W t dt to its a.s.-limit, observe that by (i) of the present theorem, Theorem 3.1 (ii) and the fact that E[M ∞ ] = 1, we have
Again this, in the presence of the corresponding a.s.-convergence and non-negativity, implies convergence in L 1 .
Proof of Theorem 3.2. (i) When
we have that M ∞ = 0 with probability equal to 1, by Theorem 3.3, so L = 0 with probability equal to 1, by the representation L = M ∞ ×constant (see (3.12) and (3.15) ).
(ii) Assume now E[M 1 log + M 1 ] < ∞. By our assumption (3.2), namely that P(K ∩ G = ∅) > 0, there exist a δ > 0, and an event (i.e., a measurable set) A δ , such that P(A δ ) > 0 and
where, recall, B δ (v) denotes the ball with center v and radius δ. Fix this δ for the rest of the proof.
Next fix a > 0, to be specified later in the proof. We claim that, on A δ ,
where, recall,
This is because, for distinct x = x 1 . . . x n and y = y 1 . . . y m in P t , we must have x p = y p for some p ≤ min{n, m}; then however,
On A δ , we may choose a point v ∈ K such that B δ (v) ⊂ G, and then
with S x ≤ t + a, then δe −t−a ≤ δe −Sx , and so the balls B δe −t−a (v x ), x ∈ P t with t < S x ≤ t + a, are disjoint. This proves (3.26) . Now write
with Z t = ξ(t, t + a], if t ≥ 0, and Z t = 0 otherwise, where recall ξ(A) = x∈G1 1 A (S x ). We may apply Theorem 3.4, since obviously sup t≥0 Z t ≤ ν, and condition (3.4) holds with h(t) = e −Dt 1 [0,∞) (t). We conclude that, in the nonlattice case, with probability equal to 1,
Write the limit above as M ∞ C, and notice that
for whatever choice of a > 0 we make; so fix some a > 0 for definiteness. Now note that the convergence in (3.27) also holds in L 1 . To see this let x(t) denote the expected value of e −Dt x∈Pt 1 (t,t+a] (S x ), for t ≥ 0, and note that it satisfies the ordinary renewal equation x = f + x * F , where F is the distribution function defined in (3.25) , and f (t) = E ξ(t, t + a] , for t ≥ 0. It follows, by the (ordinary) renewal theorem that
It now follows by (3.27), (3.29) and non-negativity, that the convergence in (3.27) also holds in L 1 (see Billingsley [4] , Corollary following Theorem 16.14) and therefore we also have
since we chose δ so that P(A δ ) > 0. Combining this with (3.26), (3.28) and (3.30) we then have that
However, by Theorem 3.7 and (3.12), and since we are assuming
and we conclude that L > 0 iff M ∞ > 0 in the non-lattice case. The result follows from Theorem 3.3.
For the lattice case choose a = kλ, where λ > 0 is the span and k is such that P(S x = kλ some x ∈ G 1 ) > 0, but P(S x = jλ some x ∈ G 1 ) = 0 for all 0 ≤ j < k. 
with probability equal to 1. Write again the limit as M ∞ C(s); by our choice of a
for all s ∈ [0, λ). As in the non-lattice case, the convergence in (3.32) also holds in L 1 and therefore, as n −→ ∞, 
But by Theorem 3.7 again, and (3.15), 
, and keep each of them with probability p (discard it with probability 1 − p), independently of all other subcubes. Next divide each of the subcubes kept in the first step into the N d congruent subcubes of side-length N −2 it contains and keep each of these with probability p, independently of all else. The set K is then obtained by continuing this process ad-infinitum.
The set K is a stochastically self-similar set as described in subsection 3.1, with
where T denotes transpose. In this case E[ν] = N d p and this explains our assumption N d p > 1. The dimension of K, almost surely on the event {K = ∅}, is the solution in D of the equation
] is lattice, with span λ = log N , and Theorem 3.1 (ii) applies, as clearly
Note that the assumption that we keep subcubes independently of one-another is irrelevant to this discussion and we could have any other distribution for Φ, provided (4.1) is satisfied (independence between successive steps is still required however); the value of E[ν], and hence also of D, would then be different of course.
Note also that, because ν is bounded here, Theorem 3.7 (ii) also applies.
4.3.
Level-sets of stable processes. Let {X t : t ≥ 0} be a real-valued stable process of index α ∈ (0, 2], started at 0. This is a process with stationary and independent increments (Levy process), which has the following scaling property: for every s > 0, the process {s −1/α X st : t ≥ 0} has the same law (distribution) as X itself. For α = 2, the process X is a constant multiple of standard Brownian motion.
Let K = {s ≥ 0 : X s = 0}, the zero-set of X, and K t = K ∩ [0, t], t ≥ 0, the zero-set of X up to time t. It is well known that, when 1 < α ≤ 2, K and each K t are nonempty closed perfect sets (because 0 is regular for itself, by the scaling property), of Hausdorff dimension D = 1 − 1/α ( [5] , [24] ). When 0 < α ≤ 1 on the other hand, K = {0}, as singletons are polar in this case (see [2] ). We therefore restrict attention to the case 1 < α ≤ 2 henceforth. We will explain how to apply Theorems 3.1 and 3.7 to obtain the following statement: for each fixed t ≥ 0, the limit 
where L = means 'equal in law' and τ = sup{s ∈ [0, t] : X s = 0}. This is because the processes Y and {(τ/t) −1/α X sτ /t : 0 ≤ s ≤ t} have the same laws (i.e., the latter is a bridge), by the scaling property (see [2] , Theorem VIII.12). It now follows from Theorem 3.1 that, with probability equal to one, the limit
exists and this convergence also holds in L 1 , by Theorem 3.7. Statement (4.2) then follows from this convergence, using the representation (4.3) and observing that
As a matter of fact, taking
Clearly, one can then deal similarly with the case where the starting point X 0 is an arbitrary point x ∈ R, by considering the first time the process hits 0 and using the strong Markov property, and also with arbitrary level-sets K y = {s ≥ 0 : X s = y} and K
by considering the first time the process hits y.
Remark. Statement (4.2) is not new. In the case of Brownian motion, which is stable with α = 2, it was already known to P. Levy, as can be deduced from section 2.2 of Ito and McKean ( [11] ); in particular, it follows directly from 5) and 6) on page 43, reference [11] . The general case 1 < α ≤ 2, follows similarly from the results in section 7 of Fristedt and Taylor ([9] ). Furthermore, the results in [9] imply that the limit L t is a constant multiple of the local time at 0.
One can actually deduce a stronger statement than the a.s. convergence in (4.2) from Theorem 3.1.
Then, there exists a set of probability one, on which
Remark. It is plain that, given its existence, the limit {L t : t ≥ 0} is adapted and constitutes an additive functional. As such, and being continuous, it must be a constant multiple of the local time of X at 0, by Proposition IV.5 of reference [2] . Reversing the point of view, one can define the local time process by L t = lim →0 −1/α |K t ( )|, t ≥ 0, without a priori knowledge of its existence.
Proof of Theorem 4.1. Fix t > 0 and consider the bridge
In the notation of subsection 3.1, we have that G n = {1, 2} n , for all n ≥ 0, and P = ∞ n=0 {1, 2} n . Furthermore, since P is countable, the limit
exists for all x ∈ P simultaneously on a set Ω t of probability one, and one has the following equality, for each x ∈ P and all n ≥ 0: for all n ≥ 0. We next note the following lemma, whose proof we postpone to the end of this section. for all s ∈ [0, t] on Ω t . Finally, the set Ω ∞ := n≥1 Ω n has probability one and on it (4.9) holds for all t ≥ 0 and the function t → L t is continuous.
Proof of Lemma 4.2. First note that e
−DSx ≤ 2 −n(1−1/α) for x ∈ G n . Hence
where E n denotes the expectation of the maximum of n independent copies of L Y . We will show that, for any > 0, there exists a constant 0 < C < ∞, such that E n ≤ C n , n ≥ 0, and this, in conjunction with (4.10), will prove the lemma.
Recall the martingale M n = x∈Gn e −DSx and note that, since M 1 ≤ 2, its limit M ∞ has finite moments of all orders, by Theorem 2.1 of reference [20] . Recall also, from (3.12) , that L Y = M ∞ × const.; therefore L Y has finite moments of all orders. It follows from Markov's inequality that, for any β > 0 and u > 0,
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