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ABSTRACT
We present a realistic 2000 deg2 Hα galaxy mock catalog with 1 < z < 2 for
the Nancy Grace Roman Space Telescope galaxy redshift survey, the High Latitude
Spectroscopic Survey (HLSS), created using Galacticus, a semi-analytical galaxy for-
mation model, and high resolution cosmological N-body simulations. Galaxy clustering
can probe dark energy and test gravity via baryon acoustic oscillation (BAO) and red-
shift space distortion (RSD) measurements. Using our realistic mock as the simulated
Roman HLSS data, and a covariance matrix computed using a large set of approximate
mocks created using EZmock, we investigate the expected precision and accuracy of
the BAO and RSD measurements using the same analysis techniques used in analyzing
real data. We find that the Roman Hα galaxy survey alone can measure the angular
diameter distance with 2% uncertainty, the Hubble parameter with 3-6% uncertainty,
and the linear growth parameter with 7% uncertainty, in each of four redshift bins.
Our realistic forecast illustrates the power of the Roman galaxy survey in probing the
nature of dark energy and testing gravity.
Key words: galaxies: formation; cosmology: large-scale structure of universe —
methods: numerical — methods: statistical
1 INTRODUCTION
Clustering of galaxies in the universe provides an important
probe to constrain the relationship between galaxies and the
underlying matter distribution. The accurate measurement
can be used to describe the physics governing galaxy forma-
tion and evolution. In addition, the signal measured at differ-
ent scales is also able to constrain the evolution of the large
scale structure, including the linear growth rate through the
redshift space distortion (RSD) effect and cosmic distance
scales through the baryon acoustic oscillation (BAO).
In the early universe, the photons and baryons are
tightly correlated due to the high temperature. The pres-
sure from the photons and gravitational interaction from
the matter perturbations lead to oscillations in the coupled
fluid. This feature is imprinted on the fluctuation of temper-
ature and can be observed through cosmic microwave back-
ground (CMB), for instance the WMAP satellite (Bennett
? E-mail: zhai@ipac.caltech.edu
et al. 2003; Spergel et al. 2003) and Planck mission (Planck
Collaboration et al. 2014a,b). This oscillating feature is also
imprinted on the matter distribution, which can be mea-
sured through the power spectrum and correlation function
of galaxies. Since the first detection of this BAO signal in the
Sloan Digital Sky Survey (SDSS, York et al. 2000) dataset
(Eisenstein et al. 2005) and the two-degree Field Survey
(2dFS, Cole et al. 2005), the technique of measuring and an-
alyzing this phenomena has evolved significantly in the past
decade. Based on observations from spectroscopic surveys
like 6-degree Field Galaxy Survey (6dFGS, Beutler et al.
2011), SDSS-II (Ross et al. 2015), SDSS-III (Dawson et al.
2013; Alam et al. 2016; Anderson et al. 2014; Delubac et al.
2015; Font-Ribera et al. 2014), SDSS-IV (Dawson et al. 2016;
Bautista et al. 2018; Ata et al. 2018), WiggleZ (Blake et al.
2011), the BAO signal has been reported in different types
of tracers, including the luminous red galaxies (LRG), emis-
sion line galaxies (ELG) and quasors (QSO). The redshift
range is also not limited to local galaxies. The measurement
from Lyman-α Forest is able to measure the BAO signal in
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auto- and cross-correlation at redshift up to 2.40 (Delubac
et al. 2015; Font-Ribera et al. 2014). The compilation of
these state-of-the-art measurements of the BAO signal and
the cosmic distance scales can place constraint on the fun-
damental cosmological parameters. Combination with other
cosmological data such as CMB, Type Ia supernovae and so
on can further constrain the cosmological model and its de-
viation from ΛCDM. This has been widely explored in the
literature, see e.g. Wang & Mukherjee (2007); Zhai et al.
(2017); Zhai & Wang (2019) and references therein.
Due to peculiar velocities, the observed redshifts of the
galaxies are different from the prediction for a homogeneous
universe. This so-called Redshift Space Distortion (RSD) ef-
fect changes the observed galaxy density field and the in-
ferred clustering signal (Kaiser 1987). However, this system-
atics also carries information of the universe and can be
used to infer the linear growth rate of cosmic large-scale
structure. With the galaxy catalog from 6dFGS (Beutler
et al. 2012), WiggleZ (Blake et al. 2011), SDSS-II (Chuang
& Wang 2013), SDSS-III (Beutler et al. 2014) etc, we can
have measurements over a wide redshift range that provide
complementary constraints on the cosmological model. This
dynamic probe is different than the geometrical probe such
as BAO and Type Ia SNe, and can distinguish dark en-
ergy and modified gravity models from the standard ΛCDM
model when they have the same expansion history.
As NASA’s flagship survey for next generation, Nancy
Grace Roman Space Telescope (hereafter Roman, Green
et al. 2012; Dressler et al. 2012; Spergel et al. 2015) will
measure millions of emission line galaxies in its planned 5
year mission. The resulting data will provide uniform and
powerful measurements of the BAO signal and the RSD ef-
fect, as well as information to study galaxy evolution and
star formation histories. For future surveys like Roman and
Euclid (Laureijs et al. 2011, 2012), we need to optimize the
survey designs and evaluate their performance in constrain-
ing dark energy. In Merson et al. (2018) and Zhai et al.
(2019a), we estimate the number densities of the Hα and
[OIII] emission line galaxies that Roman and Euclid will
be able to observe based on Semi-analytic model (SAM) of
galaxy formation. This enables further investigation of the
clustering properties of these galaxies. In this work, we move
forward by making a realistic galaxy mock catalog of the
data expected from the Roman galaxy redshift survey, the
High Latitude Spectroscopic Survey (HLSS), and investigate
the expected precision and accuracy of the BAO and RSD
measurements from it using the same analysis techniques
used in analyzing real data. The mock catalogs presented
here can also be used to study other cosmic probes, such as
clustering measurement at small scales, higher order statis-
tics, cross correlation with different tracers of dark matter
distribution and so on.
Note that the Fisher matrix based method is often used
to forecast the performance of future surveys, but it under-
estimates the uncertainties by construction (Tegmark 1997).
In this paper, we apply the same methodology used in an-
alyzing actual data to the simulated Roman galaxy survey
data. We utilize the calibrated SAM to generate a synthetic
Roman Hα galaxy catalog. This catalog has an area of 2000
deg2 to be consistent with the current baseline mission de-
sign. The observed cosmic volume can contain millions of
galaxies for clustering measurements. In order to estimate
Figure 1. Flowchart of the algorithm applied in this work, start-
ing from a cosmological model. We assume a cosmology as ap-
plied in the UNIT simulation (Chuang et al. 2019) throughout
the work, i.e. the Planck 2016 cosmology (Planck Collaboration
et al. 2016). With the dark matter halo and merger trees con-
structed from the N-body simulation, we calibrate the SAM to
produce a galaxy catalog for the Roman galaxy survey. This cat-
alog is assumed as the reference model to calibrate EZmock which
is used to generate large number of approximate mocks for clus-
tering analysis. We then estimate the covariance matrix for the
clustering statistics of interest. This enables a recovery test to
validate our simulation and modeling, as well as evaluate the pre-
cision and accuracy of BAO and RSD measurements from the
Roman galaxy survey. Each step is explained in details in the
text.
the uncertainty of the clustering measurements, we com-
pute the covariance matrix by adopting a quick and eco-
nomic method to generate a large number of approximate
mocks (EZmocks) that have clustering consistent with the
SAM derived mock (the simulated Roman data set).
Our paper is organized as follows: in Section 2, we intro-
duce the method for producing the galaxy mocks from SAM
and EZmocks. Section 3 describes the methodology for mod-
eling the galaxy power spectrum, and Section 4 presents the
results on the BAO/RSD measurements from the simulated
Roman Hα galaxy mock. We discuss and conclude in Section
5.
2 METHODOLOGY FOR PRODUCING
GALAXY MOCKS
The analysis in this paper involves calibration and genera-
tion of multiple mocks for galaxy clustering, as well as the
theoretical modeling to validate and interpret the result. Fig-
ure 1 summarizes the whole algorithm in the analysis and
each step is explained and described in following sections.
2.1 Reference catalog from SAM
The synthetic galaxy catalog can be constructed by popu-
lating high-resolution N-body simulations with galaxies. We
adopt the SAM model based on Zhai et al. (2019a), which is
used to predict the number counts of emission line galaxies
that Roman will observe. In particular, we apply Galacticus
(Benson 2012) to model galaxy formation and evolution. In
MNRAS 000, 1–13 (2015)
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Figure 2. The distribution of the mock galaxies generated by
Galacticus for subsample at 1.0 < z < 1.2, color coded by density
on coordinates RA and DEC. Other redshift bins are omitted to
avoid redundancy.
Zhai et al. (2019a), this model is calibrated based on ob-
servations of the Hα luminosity function from the ground-
based narrow-band High-z Emission Line Survey (HiZELS,
Geach et al. 2008; Sobral et al. 2009, 2013). In this work,
we adopt the same parameters of Galacticus and the dust
model to produce a reference catalog for clustering analysis.
Note that Zhai et al. (2019a) compare the prediction from
two dust models, which can match the data from HiZELS
or WISP number counts (Mehta et al. 2015) respectively.
For simplicity in this work, we just consider the dust model
that can produce consistent result with HiZELS. The other
dust model allows observation of more faint galaxies due
to its weaker dust attenuation. We do not expect it to sig-
nificantly change the clustering analysis in this work. More
details of the SAM can be found from Zhai et al. (2019a),
and the dark matter halo merger trees used as input for the
SAM calculation are from the UNIT simulation 1 (Chuang
et al. 2019). We refer the readers to these references for more
information and details. In addition, we also use the same
SAM to produce a small simulated galaxy catalog along with
spectral energy distributions as the input for the pixel level
grism simulations for the Roman galaxy survey, to be pre-
sented in a separate paper.
The Roman HLSS Hα mock generated from Galacti-
cus covers an area of ∼2,000 deg2, consistent with the cur-
rent baseline mission design. We select all the galaxies with
dust-attenuated Hα flux higher than 1 × 10−16erg s−1 cm−2.
In the redshift range 1.0 < z < 2.0, the survey can ob-
serve 10 million Hα-emitting galaxies within a cosmic vol-
ume of 7(Gpc/h)3. Figure 2 displays the density distribution
of galaxies at 1.0 < z < 1.2 on the sky. The other redshift
bins have the same RA/DEC distribution. For clustering
analysis, we split the catalog into 5 redshift bins with width
∆z = 0.2. We first measure the two-point correlation func-
tion ξr in configuration space by the LS estimator (Landy
1 https://unitsims.ft.uam.es
& Szalay 1993)
ξr =
DD − 2DR + RR
RR
, (1)
where DD, DR and RR are suitably normalized numbers of
data-data, data-random and random-random pairs with sep-
aration r. The random catalog is generated to match the sky
coverage as the data catalog i.e. have the same distribution
for right ascension and declination and uniformly distributed
on the sky. The redshifts of the random catalogs are random
draws from the data such that both catalogs have consistent
radial distributions. In order to obtain a stable measurement
of clustering, the random catalog is 10 times larger than the
data.
Due to peculiar velocities, the spectroscopically ob-
served redshift of a galaxy is the combination of two com-
ponents:
zspec = zcosmo +
vp
ac
, (2)
where zcosmo is the redshift if the universe is homogeneous,
vp is the peculiar velocity along the line-of-sight, a is the
cosmic scale factor with a = 1/(1+ zcosmo) and c is the speed
of light. This second term leads to a distortion in the mea-
sured galaxy density field and thus the resultant clustering
property, i.e. the RSD effect (Kaiser 1987). We add this ef-
fect to the galaxy catalog and remeasure the clustering. On
large scales where the linear perturbation theory applies, the
RSD effect increases the clustering amplitude compared to
the expectation in real space and affects the significance of
the BAO peak.
The galaxy power spectrum is the two-point correlation
function in Fourier space. For a given galaxy overdensity in
Fourier space δg(k), the power spectrum is defined as
< δg(k)δg(k′) >= (2pi3)P(k)δD(k + k′). (3)
For both correlation function and power spectrum, we
can expand them in harmonics and represent the measure-
ments as Legendre multipoles. For the galaxy correlation
function, we can measure on a two-dimensional grid of sepa-
rations of galaxies pairs perpendicular (rp) and parallel (pi)
to the line-of-sight through
pi =
s · l
|l| , rp = s · s − pi
2, (4)
where l = (s1+s2)/2, s = s1 − s2, s1 and s2 are the positions of
a pair of galaxies (Davis & Peebles 1983; Fisher et al. 1994).
The resultant Legendre multipoles are given as
ξ`(r) = 2` + 12
∫ 1
−1
ξ(s, µ)L`(µ)dµ, (5)
where L` is the Legendre polynomial of order `, and µ = pi/s.
The decomposition of the galaxy power spectrum can be
done in a similar way.
The clustering measurements of the galaxies in our sim-
ulated Roman HLSS Hα mock are shown in Figure 3, for
both correlation function and power spectrum in real and
redshift space. We have used the publicly available code
CUTE (Alonso 2012) to calculate the two-point correlation
function, and Nbodykit (Hand et al. 2018) to calculate the
power spectrum. This mock catalog and its clustering mea-
surement form the reference model in the construction of
the large set of mock catalogs required for computing the
covariance matrix.
MNRAS 000, 1–13 (2015)
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Figure 3. Clustering measurements from the reference mock of Roman HLSS Hα emission line galaxies generated by Galacticus. Lef t:
2-point correlation function, Right : power spectrum. Solid lines show the monopole of the Legendre decomposition, while the dashed
lines are the quadrupole. Blue is the result for real space, while red is in redshift space. Note that the Legendre multiples higher than
monopole in real space is zero for both correlation function and power spectrum. Different line thickness denotes the redshift bins as
shown in the legend.
2.2 Approximate mocks from EZmock
In order to assess the uncertainty of the measurements in
a reliable manner, we need to estimate the covariance ma-
trix of the measurements. The most robust approach is to
employ a large number of mocks with clustering properties
consistent with the data set. In principle, one can use the
same SAM approach to generate the galaxy mocks. However,
this requires a large number of N-body simulations to pro-
vide dark matter merger trees, which would be prohibitive
in both cost and time using the current computational tech-
nology. Therefore we need an economic but accurate way to
generate a sufficient number of galaxy mocks to estimate the
covariance of the observable. This is the approach currently
used in the analysis of actual data.
In this work, we use the EZmock code (Chuang et al.
2015) to generate the approximate mocks. EZmocks are
constructed using the Zel’dovich approximation of the den-
sity field and effectively include stochastic scale-dependent,
non-local and non-linear biasing contributions. This ap-
proach has been demonstrated to be able to produce ac-
curate clustering properties comparable to N-body simula-
tions, including one-point, two-point and three-point statis-
tics. This method has been widely used in the analysis of
large scale structure, for instance in the BAO measurement
from eBOSS QSO observations (Ata et al. 2018).
EZmock has several parameters that need to be cali-
brated to fit the provided reference model. Since our ref-
erence catalog from SAM covers a wide redshift range of
1.0 < z < 2.0, a single parameter set is not able to describe
the evolution of the clustering. One solution is to measure
the clustering in wider and overlapping redshift bins, mea-
sure the EZmock parameter values at different redshift and
then interpolate to determine values at arbitrary redshifts
where the clustering is measured, see for instance Ata et al.
(2018). In this work, we calibrate the EZmock parameters
at each redshift bins where the clustering signal is directly
measured as shown in Section 2.1.
In order to calibrate the EZmock parameters, i.e. find a
parameter set for EZmock such that it can reproduce clus-
tering signal as the reference model, we adopt an emulator-
like method. Traditional interpolation method requires thou-
sands or more sampling in the parameter space to achieve
reasonable and accurate prediction at arbitrary point. The
emulator method based on Gaussian Process (GP) or other
machine learning algorithm can significantly reduce the re-
quired number of training data. We find that for modeling
of the EZmock within a four-dimensional parameter space,
a training set with less than one hundred data points is able
to achieve acceptable accuracy. At a given redshift, we first
generate a parameter set through a Latin hyper-cube algo-
rithm uniformly distributed in the parameter space as the
training set and use EZmock code to produce cubic mock
for each model. In this calibration process, we use smaller
box with boxsize 750 Mpc/h and number of grid of 240 to
accelerate the computation. Our test shows that it takes 10
CPU minutes to produce one mock. Due to finite size and
galaxy number density, the clustering measured from these
mocks are noisy. We model the corresponding uncertainty by
randomly choosing a training model and regenerate multiple
mocks with different random seeds. We assume this can rep-
resent the level of error for the training set. The construction
of the emulator follows the GP-based method as presented
in Zhai et al. (2019b). Since the dimension of the parameter
space of the model is significantly lower than the modeling
of galaxy clustering at small scale, a simpler kernel function
in the GP construction is sufficient in this work. We choose
the squared Exponential Covariance Function
kexp(r) = exp
(
− r
2
2l2
)
, (6)
where the hyperparameter l defines the characteristic length
scale. We refer the readers to Zhai et al. (2019b) for more
details in the construction of the emulator.
In order to test the accuracy of the emulator, we also
generate 50-100 tests points randomly distributed in the pa-
MNRAS 000, 1–13 (2015)
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rameter space. Each model is also calculated by the EZ-
mock code with the same boxsize and number of grid. In this
work we focus on the two-point statistics of the mock galax-
ies. So we construct the emulators to predict the cluster-
ing statistics including the monopoles of correlation function
and power spectrum in both real and redshift space. Note
that in the analysis of actual data, only the redshift space
is used in both calibration and interpretation. In particu-
lar, we summarize the following statistics for the emulator
construction:
• ξ0(s): monopole of 2PCF in both real and redshift space,
with galaxy pair separation range of 20 < s < 120 Mpc/h.
• P0(k): monopole of power spectrum in both real and
redshift space, within range 0.1 < k < 0.3 hMpc−1.
Adding higher Legendre multiples, like quadrupole and hex-
adecapole, or higher order statistics like bispectrum can im-
prove the calibration of the EZmock parameter. We find that
the clustering statistics described above are sufficient for the
current purpose. In Figure 4, we show an example of the em-
ulator performance for one redshift bin. The other redshift
bins have similar results. In the top panel, we compare the
results of the test sample which are directly calculated from
EZmock as the truth, and the prediction from emulator.
The overall error of the emulator is estimated as the 68%
distribution of the fractional error based on 50 test models.
For 2PCF, we find that the emulator performance is bet-
ter than the input training error at almost all the scales.
The accuracy for the power spectrum is worse, however the
uncertainty is better than 5% at the scales of interest. We
expect this error doesn’t bias the calibration of the EZmock.
In addition, we find that the error at large scale is signifi-
cantly larger than intermediate and small scales, this is due
to the sample variance of the finite volume, since the EZ-
mock catalog constructed for calibration has a boxsize of
0.75 Gpc/h.
With the emulators to generate predictions of 2PCF
and power spectrum for an arbitrary EZmock parameter set,
we can search for the optimized model that can produce
consistent result as the reference galaxy mock from SAM.
This can be easily done through a χ2 computation
χ2 = (OEZ −Oref)C−1(OEZ −Oref), (7)
where OEZ, ref denotes the clustering statistics (2PCF or
power spectrum) for EZmock prediction from emulator or
reference model, C is the corresponding covariance matrix.
For simplicity, we just use the training error as for the emu-
lator to get the covariance matrix here. We note that better
estimate of this covariance matrix is possible by increasing
the number of population and can improve the search for
the best-fit parameters. However this is not of critical impor-
tance as the calibration is only used to match the reference
model as close as possible.
Since the EZmock only gives cubic mock, we need to
truncate and convert the mock to have the same radial
and angular distribution as the reference mock. We use the
MAKE SURVEY toolkit (White et al. 2014) to rotate and
trim the cubic mock. In order to embed the whole survey
volume of Roman HLSS for Hα emitting galaxies in the sim-
ulation, we produce EZmock catalog with boxsize of 3 Gpc/h
and number of grid of 960. Using the code MAKE SURVEY,
we construct the mock containing the whole survey range
within redshift 1 < z < 2 without re-using any region of the
box. For each subsample of the clustering mock, we generate
1000 EZmocks which is sufficient to estimate the covariance
matrix for the clustering statistics.
In Figure 5, we present the final measurement of the
power spectrum from the calibrated EZmocks, which is trun-
cated to have the same angular and radial distribution as
the reference catalog from Galacticus. The result shows the
measurement of monopole, quadrupole and hexadecapole in
both real and redshift space. Note that the calibration of
EZmock only uses the monopole, the consistency of higher
Legendre multipoles between EZmock and Galacticus val-
idates our calibration and modeling of these approximate
mocks.
3 GALAXY CLUSTERING MODELING
3.1 Power spectrum model
The Roman HLSS Hα mock galaxy catalog and its associ-
ated approximate galaxy mocks we have built enable the val-
idation of the algorithm for extracting cosmological param-
eters. For investigating BAO/RSD measurements, we use a
theoretical power spectrum to model the various known ef-
fects and compare with data, in deriving the measurement
uncertainties on the cosmic distance scales and linear growth
rate of large scale structure. We model the galaxy power
spectrum as Chuang et al. (2013); Wang (2014); Hemantha
et al. (2014)
PSdw(k, µ, z) = Pdw(k, µ, z)
(1 + βµ2)2
1 + 12 (kµσv)2
, (8)
where β is the linear redshift distortion parameter, σv is
the pairwise peculiar velocity (Hamilton 1998). Pdw(k, µ, z)
is the dewiggled linear galaxy power spectrum given by
Pdw = G
2P0k
nsTdw(k, µ, z), (9)
where G(z) is the linear growth factor at redshift z, and ns
is the power-law index of the primordial power spectrum.
In order to construct the de-wiggled transfer function, we
apply the method as in Wang et al. (2013)
Tdw(k, µ, z) = T2lin(k, z) exp{−gµk2/k2∗ } (10)
+T2nw(k, z)(1 − exp{−gµk2/k2∗ }), (11)
where the linear transfer function Tlin is calculated using
CAMB (Lewis et al. 2000), the “no wiggle” transfer function
Tnw(k, z) is from equation (29) of Eisenstein & Hu (1998),
k∗ represents the scale of the non-linear effect on the baryon
acoustic oscillation scales, and gµ describes the enhanced
damping along the line of sight due to the enhanced power
given by
gµ = G2(z){1 − µ2 + µ2[1 + f ∗g (z)]2}, (12)
where f ∗g is related to the linear growth rate.
Due to the non-linear evolution of the galaxy power
spectrum, we use the model introduced by Cole et al. (2005)
to correct the linear matter power spectrum. The resultant
galaxy power spectrum can be written as
PSnl(k, µ, z) =
1 +Qk2
1 + Ak + Bk2
PSdw(k, µ, z), (13)
MNRAS 000, 1–13 (2015)
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Figure 4. Performance of the emulator built to calibrate the EZmock parameters. Only clustering statistics in redshift space for subsample
within redshift 1.8 < z < 2.0 is shown for illustration. The results for other redshift bins are similar due to the same algorithm. Lef t :
monopole of 2PCF, Right : monopole of power spectrum. The top panel shows a few test models randomly chosen in the parameter
space. Dots stand for the measurement from the EZmock directly, while the solid lines are the prediction of the emulator. The bottom
panels show the overall performance of the emulator as the solid green line. The shaded area is 1σ uncertainty estimated by multiple
generations with different random seeds, also as the training error for the emulator. The emulator error is 68% error estimated from 50
test models.
Figure 5. The power spectrum measured from the reference catalog and calibrated EZmocks. The EZmocks are generated with
boxsize=3Gpc/h to embed the whole Roman HLSS with 1 < z < 2, and further truncated to have the same angular and radial dis-
tribution as the reference model. The results for different redshift bins are shown in each column. The top row shows monopole of galaxy
power spectrum, the middle row shows quadrupole and bottom row shows hexadecapole. The red lines are measurement from EZmocks
in redshift space and blue lines are in real space. Note that the quadrupole and hexadecapole in real space are zero, which are also
shown for completeness. The solid lines are the mean of the 1000 EZmocks and the error bars in the measurement of reference model
are uncertainties estimated from EZmocks. The calibration of the EZmock only utilizes information from monopole, the consistency of
all the three multipoles with the reference model shown here validates the modeling for the galaxy clustering.
MNRAS 000, 1–13 (2015)
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where A, B and Q are constants. Sa´nchez et al. (2008) fix
B = Q/10 in the modeling of the non-linear power spectrum
at small scales. In the following analysis in this work, we
also allow B to be a free parameter to make the non-linear
correction more flexible.
We note that the RSD model for the galaxy power spec-
trum, Eq.[8], is not unique in the analysis of galaxy cluster-
ing, and different models have been utilized in literature. In
this work, we also adopt a different model to compare the
results. In particular, we compare a model as demonstrated
in Wang (2017):
PSdw(k, µ, z) = Pdw(k, µ, z)
(
1 + βW¯(k, z)µ2
)2
exp
[
−(kµσv)
2
2
]
,
(14)
where the window function takes the form (Zheng et al. 2013;
Zhang et al. 2013)
W¯(k, z) = 1
1 + ∆α(z)∆2(k, z), (15)
where ∆α(z) is a parameter to be determined by obser-
vational data, ∆2(k, z) = k3Plin/(2pi2), and Plin is the lin-
ear matter power spectrum. Compared with the model in
Eq.[8], this model changes the RSD modeling in the galaxy
clustering, and the galaxy peculiar velocity distribution is
also changed. We denote Eq.[8] as Model A and Eq.[14]
as Model B in our analysis. In Model A, the galaxy pe-
culiar velocity distribution takes the usual form f (v) =
(σv
√
2)−1 exp(−√2|v |/σv) which in Fourier space corresponds
to one over the denominator in Eq.[8]. In Model B, the
galaxy peculiar velocity distribution takes the Gaussian form
f (v) = 1/(σv
√
2pi) exp(−v2/(2σ2v )).
In the actual measurement of the galaxy power spec-
trum, we need to assume a cosmological model to convert
galaxy’s position from angular and redshift coordinates into
3D comoving coordinates. Therefore a reference model or
fiducial model is applied. However, it is possible that the
fiducial model is different than the true cosmology, this can
lead to a distortion in the observed galaxy power spectrum
than the true power spectrum, known as AP effect (Alcock
& Paczynski 1979). In order to take into account this ef-
fect in the modeling of the galaxy power spectrum, one can
introduce two scaling parameters
α | | =
Hfid(z)rfids (zd)
H(z)rs(zd)
, α⊥ =
DA(z)rfids (zd)
Dfid
A
(z)rs(zd)
, (16)
where Hfid(z) and Dfid
A
are the Hubble parameter and angu-
lar diameter distance for the fiducial model, and rfids (zd) is
prediction from the fiducial model for the sound horizon at
the drag epoch. These two scaling parameters can relate the
true wave vector component k ′| | and k
′⊥ with the observed
ones: k ′| | = k | |/α | | and k ′⊥ = k⊥/α⊥. This can further transfer
to the coordinates of k and µ via
k ′ = k
α⊥
[
1 + µ2
(
1
F2
− 1
)]1/2
(17)
µ′ = µ
F
[
1 + µ2
(
1
F2
− 1
)]−1/2
, (18)
where F = α | |/α⊥. Note that the AP effect can also change
the overall amplitude of the power spectrum multipoles due
to the volume difference compared with the fiducial model,
which is degenerate with the amplitude of the power spec-
trum template P0.
Following Wang et al. (2013), we model the constraints
on the growth of large scale structure by measuring the lin-
ear growth parameter
fg(z)σm(z) ≡ fg(z)G(z)
√
P0, (19)
where P0 is the linear matter power spectrum normalization.
The advantage of using fg(z)σm(z) over fg(z)σ8(z) is that it
is independent of the Hubble constant h, but contains the
same amount of information on the growth of large scale
structure. In parallel with α | | and α⊥, we define
αg ≡
fg(z)σm(z)
fg,fid(z)σm,fid(z)
=
fg(z)G(z)
√
P0
fg,fid(z)Gfid(z)
√
P0,,fid
=
β(z)√Pn(z)
fg,fid(z)Gfid(z)
√
P0,,fid
, (20)
where Pn(z) = P0G(z)b(z) is the normalization factor of the
galaxy power spectrum at each redshift slice, with b(z) de-
noting the galaxy bias factor, and β(z) = fg(z)/b(z). Both
Pn(z) and β(z) can be measured from observational data.
3.2 Survey window function
Since the survey area in the simulation and actual obser-
vation is not regular, its effect on the measured galaxy
power spectrum is not negligible. Applying this survey win-
dow function correction in configuration space is easy and
straightforward, but becomes complicated in Fourier space.
In our analysis, we adopt the correcting method for BOSS
data (Beutler et al. 2017a,b) as suggested by Wilson et al.
(2017).
The correction can be summarized as follows. We first
calculate the power spectrum multipoles of a given model
and Fourier transform them to get the correlation function
multipoles ξ` . Then we multiply ξ` with the window function
to obtain the “convolved” correlation function multipoles ξc
`
.
Finally we Fourier transform back ξc
`
to get the convolved
power spectrum multipoles Pc
`
which can be compared with
the measurements from galaxy mocks or observational data.
The multipoles of correlation function and power spectrum
are connected through Hankel transformation, i.e.
Pc` = 4pi(−i)`
∫
dss2ξc` (s) j`(sk), (21)
where j` is the spherical Bessel function of order `.
For actual observational data or galaxy mock as in this
paper, we can calculate the multipoles of the window func-
tion from the random pair counts RR(s, µ) as (Beutler et al.
2017b)
W2` (s) ∝ RR(s, µ)L`(µ), (22)
and the normalization is W20 (s → 0) = 1. The application of
the window function multipoles to the correlation function
is given by
ξc0 = ξ0W
2
0 +
1
5
W22 + higher order term (23)
ξc2 = ξ0W
2
2 + ξ2[W20 +
2
7
W22 ] + higher order term (24)
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We are only interested in the monopole and quadrupole
in this paper so we ignored the contribution from hexade-
capole and higher order multipoles to the correction. In this
work, we perform the Hankel transformation of the correla-
tion function and power spectrum by using python package
Hankel (Murray & Poulin 2019). In addition to the window
function correction, we also consider the integral constraint
bias as in Beutler et al. (2017b). For the galaxy mock in
this paper, we find that this correction is only important at
large scales. Since our following recovery analysis is limited
to k > 0.02hMpc−1, the results are not affected significantly
by this cut.
4 DATA ANALYSIS RESULTS
Given the mock catalog for the estimate of the covariance
matrix and the galaxy power spectrum model in Sec.3.1,
we perform a MCMC analysis to derive the parameter con-
straints. We choose the monopole and quadrupole of the
galaxy power spectrum in redshift space as the clustering
statistics. We note that the observables in configuration
space can provide complementary information, and higher
order statistics can tighten the cosmological constraints; we
leave those for future work. Since the number densities of
galaxy at redshift 1.6 < z < 1.8 and 1.8 < z < 2.0 are signifi-
cantly lower than the lower redshift counterparts, the mea-
surement of the power spectrum is much noisier as in Figure
5. Thus we combine these two redshift bins in the analysis
below.
In Figure 6, we present the correlation matrix, i.e. nor-
malized covariance matrix of monopole and quadrupole of
the galaxy power spectrum in redshift space for each sub-
sample. For each panel, the upper left corner shows the
correlation between bins in monopole, the lower right cor-
ner presents correlation between bins in quadrupole, the
lower left and upper right shows cross correlation between
monopole and quadrupole. In redshift space we find that
the k modes are not independent, and this correlation can
increase as we go to smaller scales.
In Figure 7, we present the first few multipoles of the
window function as described in the previous section. The
result shows similar behavior as in the BOSS analysis (Beut-
ler et al. 2017a,b). Obviously, the effect of the window func-
tion on the galaxy power spectrum can be non-trivial and
scale-dependent. As a sanity test, we present in Figure 8 a
comparison of the galaxy power spectrum with and with-
out applying the window function correction. The result
shows that the window function has significant impact at
large scale and become minor at k > 0.1hMpc−1, since the
volume of the survey can limit the large scale modes. We
note that without window function correction, the modeled
galaxy power spectrum is higher than the truth (corrected),
which means a model needs lower amplitude of power spec-
trum at linear scale to fit the data. This impact can lead to
an underestimate of the relevant quantity, for instance the
linear growth rate. We will present a relevant comparison
later in this paper.
With the window function correction, we can compare
the theoretical model with the observational data (here the
simulated Roman HLSS Hα mock galaxy catalog). We use
Markov Chain Monte Carlo (MCMC) likelihood analysis in
the recovery test. The likelihood function can be written as
χ2 =
∑
i, j
(Pobs, i − Pth,i)C−1i j (Pobs,j − Pth,j), (25)
where Pobs are the galaxy power spectrum measured from
the reference Galacticus catalog, Pth is the (window function
corrected) prediction from the theoretical template as in Sec-
tion 3.1, and C is the covariance matrix estimated from EZ-
mocks. Since the estimated covariance matrix is from mock
catalogs, the inverse C−1 is biased compared with the true in-
verse covariance matrix (Hartlap et al. 2007). Thus we need
to correct for this bias by rescaling the inverse covariance
matrix as
C−1Hartlap =
Ns − nb − 2
Ns − 1 C
−1, (26)
where Ns = 1000 is the number of mocks used in the estimate
of the covariance matrix, and nb is the number of bins of
galaxy power spectrum used in the likelihood analysis. For
the galaxy samples analyzed in this work, this correction can
increase the final uncertainty by a few percent.
We use the python package emcee (Foreman-Mackey
et al. 2013a) to run the MCMC test and get the posterior of
the parameters. In our method, the parameter set for the
galaxy power spectrum is {α | |, α⊥, k∗, Pn, β, σv, A,Q, B, f ∗g }.
Note that f ∗g is only used in Eq.[12], and not used in measur-
ing the growth rate fg. We use uninformative and flat priors
on these parameter throughout this work: α | | = [0.2, 1.8],
α⊥ = [0.2, 1.8], k∗ = [0.01, 0.8]hMpc−1, log Pn = [2, 10],
β = [0.01, 2.0], σv = [0.1, 1000]km s−1, A = [0.5, 15], Q =
[2.0, 30.0], B = [0.2, 10.0] and f ∗g = [0.01, 2.0]. For Model B,
we have an additional parameter ∆α(z) with prior [0, 2]
We restrict the use of the galaxy power spectrum at
0.02 < k < 0.3 hMpc−1 in the analysis, indicating that the in-
formation at small scale is also used. In Figure 9, we present
the constraints on the scaling parameters α | | , α⊥ and αg af-
ter marginalizing over other parameters. The fiducial value
of these parameters are recovered at 1 to 2σ level which val-
idates our construction of the galaxy mock and theoretical
modeling. The results show that the two different models of
the galaxy power spectrum can give parameter constraints
that are consistent within 1σ. For Model B, the addition
of parameter ∆α(z) increases the measurement uncertainties
somewhat, but leads to more accurate constraints on param-
eters α | | and αg in most cases, both effects are as expected.
Figure 10 shows the 1D uncertainties of α | | , α⊥ and αg
expected from the Roman HLSS Hα galaxies. Within red-
shift range 1 < z < 2, we find that the clustering analysis can
give 2% measurement of α⊥, i.e. the angular diameter dis-
tance. For α | | , i.e. the Hubble parameter, the measurement
is accurate at 3-6% level depending slightly on the analysis
template. For α | | (see Eq.[20]), i.e., the linear growth pa-
rameter fgσm (see Eq.[19]), the measurement is at roughly
7%. Compared with the current measurements, Roman can
give accurate measurement of these dark energy observables
using a single tracer over a wide redshift coverage.
In Figure 11, we investigate the effect of window func-
tion on the cosmological parameter constraint. As an exam-
ple, we present the result from galaxies with 1.0 < z < 1.2
with model A for the galaxy power spectrum. It shows that
the window function has significant impact on the estimate
of radial distance scale and linear growth rate. For the for-
mer, the reason is that the maximum distance scale in the
MNRAS 000, 1–13 (2015)
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Figure 6. Correlation matrix for monopole and quadrupole of the galaxy power spectrum in redshift space estimated from the EZmocks.
The color indicates the level of correlation. In each figure, the correlation of monopole is shown in the upper-left corner, while the
correlation for the quadrupole is in the lower-right panels. The off-diagonal corner shows the cross correlations.
Figure 7. Window function multipoles for the mock galaxy catalogs calculated through random pair counting. It shows the first few
multipoles which are relevant to the analysis in this work. Each panel corresponds to a redshift slice as indicated in the upper right
corner.
line-of-sight direction is smaller due to the thickness of the
redshift shell which means the window function starts to
work at smaller scales than the angular direction. This leads
to an overestimate of the Hubble parameter at percent level.
The effect on the linear growth rate can be seen from Figure
8 as well. Without window function correction, the model
galaxy power spectrum can have a lower amplitude. Accord-
ing to Eq (20), this leads to an underestimate of the linear
growth rate. For galaxy mock in this paper, this change can
be as large as 5%. Although the effect of the window func-
tion on all the parameters is smaller than 1σ, this is non-
negligible for precision cosmology. In addition, the analysis
in this paper uses information up to k = 0.3hMpc−1, the
window function effect is reduced to some extent by incor-
MNRAS 000, 1–13 (2015)
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Figure 8. Effect of the window function on the modeling of
galaxy power spectrum, including monopole and quadrupole. The
solid line is calculated from the power spectrum template as in
Section 3.1, and the dotted line is after applying the window func-
tion correction as described in Section 3.2.
porating this non-linear information. Therefore it is likely
that a smaller kmax can lead to more biased result.
5 DISCUSSION AND CONCLUSION
Clustering of galaxies provides important information of the
evolution of the universe, and a powerful probe of dark en-
ergy. In particular, galaxy clustering measured from galaxy
redshift surveys enables measurement of cosmic expansion
history and linear growth rate as functions of redshift, which
can be used to determine the true nature of the observed
cosmic acceleration. For next generation surveys like those
planned for Roman and Euclid, the observation of millions
of galaxies can enable accurate measurements of the galaxy
clustering signal, and the resulting cosmological measure-
ments can help to constrain the dark energy and modi-
fied gravity models, or any deviation from standard ΛCDM
model. In this paper, we use Galacticus, a calibrated SAM
to generate a realistic synthetic catalog of Hα emission line
galaxies that Roman will observe in its HLSS. This catalog
has the same area on the sky, redshift range, and flux limit
as specified by the current mission baseline design, and can
serve as a reasonable reference to evaluate the expected per-
formance. In particular, we have applied the calibrated SAM
Galacticus of galaxy formation evolution from Zhai et al.
(2019a) to the dark matter merger trees from the UNIT
simulation described in Chuang et al. (2019) and built a
lightcone catalog of emission line galaxies within redshift
1 < z < 2. After applying a dust attenuation model, we se-
lect all the galaxies with Hα flux higher than 1 × 10−16erg
s−1 cm−2 to form our final galaxy sample.
We have measured the clustering statistics of this mock
catalog, including 2PCF and power spectrum. In order to
validate our algorithm and forecast the dark energy mea-
surements from Roman HLSS, we use EZmock code to pro-
duce thousands of approximate but fast galaxy mocks to
estimate the covariance matrix for the statistics of interest.
These EZmocks are calibrated to match the clustering of the
reference SAM catalog. In particular, we employ an emula-
tor approach to search the parameter space of EZmock and
the resulting model can fit the monopole of 2PCF and power
spectrum in both real and redshift space. The calibrated EZ-
mocks are further truncated to have the same angular and
radial distribution as the reference model, which makes the
estimate of the covariance matrix straightforward. We note
that the calibration of EZmock is not perfect given the un-
certainty in the clustering measurement, this can be further
improved if higher order statistics are taken into account.
With these mock galaxy catalog, we perform a recovery
test using the clustering signal in Fourier space. In partic-
ular, we compare two RSD models of the observed galaxy
power spectrum and perform a likelihood analysis to get the
posterior of the parameters. The result shows that Roman
galaxy redshift survey can measure the angular diameter
distance at close or better than 2%, the Hubble parame-
ter can be measured at 3-6% accuracy, and the error of the
linear growth parameter is at 7%. The comparison of the
results form these two different RSD models indicate that
RSD modeling has a significant impact on the accuracy and
precision of the dark energy measurements.
Our analysis has been performed using power spectrum
due to the simplicity in calculating its theoretical predic-
tion. It is also possible to analyze in configuration space,
which can provide a consistency check on the cosmological
constraints.
We have included the window function correction in the
interpretation of the galaxy power spectrum. We find that
not accounting for the window function correction leads to
the under-estimate of parameter errors, and a biased esti-
mate of the linear growth parameter.
The galaxy mock constructed in this work can be used
beyond the two point statistics analysis presented here. The
constraining power on cosmological models from Roman Hα
emission line galaxies can be further explored by higher or-
der statistics, cross correlation with other dark matter trac-
ers, galaxy-galaxy lensing, statistical properties of the void
distribution in the universe and so on. Our mock catalog en-
ables the investigation of these topics for the Roman HLSS
data. Such analysis will greatly strengthen the dark energy
constraining power of Roman HLSS.
Note that our recovery test on the galaxy mock has
been performed to measure the BAO and RSD signals. The
actual measurements from Roman can be impacted by mul-
tiple factors. The dust attenuation can change the number
and density of galaxies we can observe, which in turn can
change the uncertainty of the clustering measurement, as
well as reducing or increasing the shot noise, the survey vol-
ume may have an effect on the scales that we can probe and
use, contamination from other emission lines such as [NII]
may change the identification of Hα emission line galaxies
and affect the bias of the galaxy sample, the actual survey
strategy may be different from the assumed in this paper, a
shallower or deeper flux sensitivity can change the observa-
tion of faint galaxies, and the resulting galaxy sample due
to these low mass halos is also affected. While a compre-
hensive exploration of these systematic effects on the cos-
mological constraint from Roman galaxy redshift survey is
beyond the scope of this paper, the Roman galaxy mock we
MNRAS 000, 1–13 (2015)
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Figure 9. 2D and 1D distribution of the scaling parameters α| | , α⊥ and αg from the MCMC analysis, marginalized over other parameters.
We show contours at 68 and 95 percent confidence levels with kmax = 0.3 for two different templates of galaxy power spectrum. The
dashed lines represent no deviation from the fiducial model α| | = α⊥ = αg = 1. The overall result validates the simulation and modeling
of galaxy clustering from the Galacticus catalog. The fiducial cosmology can be recovered at 1 − 2σ level for all the subsamples.
have presented here enables realistic studies of cosmological
constraints that can be expected from Roman HLSS.
We note that for the purpose of forecasting the cosmo-
logical constraints from a galaxy survey, the simple Fisher
matrix formalism can be used to investigate the impact of
changing the galaxy density, survey volume, scales of cluster-
ing in the analysis, and different types of dark energy prop-
erties and modified gravity theories. However, this method
usually gives a lower limit of the uncertainties on the pa-
rameters of interest, which means the forecast for the cos-
mological parameters are more idealistic than the simulation
based method as we applied in this paper. Our Roman HLSS
Hα galaxy mock can be used in carrying out sanity checks
for Fisher matrix based studies. Finally, the pipeline for the
mock construction and data analysis presented in this work
is directly applicable to the analysis of real observational
data, thus it lays a solid foundation for probing dark energy
using future spectroscopic surveys.
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Figure 10. Uncertainties of the scaling parameters measured
from Hα emitting galaxies by RST, after projection from the con-
straint in previous section. We display estimates of both templates
of galaxy power spectrum.
Figure 11. Comparison of the constraint on the parameters α| | ,
α⊥ and αg with and without window function correction. This
illustration uses galaxies with 1.0 < z < 1.2 and model A for the
template of galaxy power spectrum.
DATA AVAILABILITY
The original dark matter halo catalogs are available from the
UNIT simulation website. The galaxy mocks are available
by request. A public webpage presenting the mocks will be
available at a later time.
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