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Abstract
Semantic subtyping enables simple, set-theoretical reason-
ing about types by interpreting a type as the set of its values.
Previously, semantic subtyping has been studied primarily
in the context of statically typed languages with structural
typing. In this paper, we explore the applicability of seman-
tic subtyping in the context of a dynamic language with nom-
inal types. Instead of static type checking, dynamic languages
rely on run-time checking of type tags associated with val-
ues, so we propose using the tags for semantic subtyping.
We base our work on a fragment of the Julia language and
present tag-based semantic subtyping for nominal types, tu-
ples, and unions, where types are interpreted set-theoretically
as sets of type tags. The proposed subtyping relation is shown
to be decidable, and a corresponding analytic definition is
provided. The implications of using semantic subtyping for
multiple dispatch are also discussed.
CCS Concepts • Software and its engineering → For-
mal language definitions;
Keywords semantic subtyping, type tags,multiple dispatch,
nominal typing, distributivity, decidability
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1 Introduction
In static type systems, subtyping is used to determine when
a value of one type can be safely used at another type. It is
often convenient to think of subtyping T <: S in terms of
the set inclusion: “the elements of T are a subset of the el-
ements of S” [19]. This intuition is not always correct, but,
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in the case of semantic subtyping [2, 11, 12], subtyping is
defined exactly as the subset relation. Under semantic sub-
typing, types are interpreted as sets nτo = {ν | ⊢ ν : τ }, and
subtyping τ1 <: τ2 is defined as inclusion of the interpreta-
tions nτ1o ⊆ nτ2o.
Subtyping can also be used for run-time dispatch of func-
tion calls. For example, object-oriented languages usually
support single dispatch — the ability to dispatch a method
call based on the run-time type of the receiver object. A
more complex form of dispatch ismultiple dispatch (MD) [7,
9], which takes into account run-time types of all arguments
when dispatching a function call. One way to implement
MD is to interpret both function signatures and function
calls as tuple types [15] and then use subtyping on these
types.
Dynamic dispatch is not limited to statically typed lan-
guages, with multiple dispatch being even more widespread
among dynamically typed ones, e.g., CLOS, Julia, Clojure.
Unlike statically typed languages, which conservatively pre-
vent type errors at compile-time, dynamic languages detect
type errors at run-time: whenever an operator is restricted
to certain kinds of values, the run-time system checks type
tags associated with the operator’s arguments to determine
whether it can be safely executed. A type tag indicates the
run-time type of a value. Thus, any class that can be instan-
tiated induces a tag — the name of the class — whereas an
abstract class or interface does not. Some structural types
also give rise to tags, e.g., tuples and sums (tagged unions).
While dynamically typed languages do use subtyping, se-
mantic subtyping is not applicable in this case, for the se-
mantic definition refers to a static typing relation. To enable
semantic reasoning in the context of dynamic languages, we
propose tag-based semantic subtyping where a type is inter-
preted as a set of run-time type tags instead of values.
We define tag-based semantic subtyping for a fragment
of the Julia language [5] that includes nominal types, tu-
ples, and unions. Tuples and unions are rather typical for
semantic subtyping systems; they have a clear set-theoretic
interpretation and make up an expressive subtyping rela-
tion where tuples distribute over unions. At the same time,
to the best of our knowledge, the interaction of unions with
nominal types has not been studied before in the context of
semantic subtyping. This interaction introduces an unusual
subtyping rule between abstract nominal types and unions,
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τ ∈ Type ::= Types
| τ1 × τ2 covariant pair
| τ1 ∪ τ2 untagged union
| cname concrete nominal type
| aname abstract nominal type
cname ∈ {Int, Flt,Cmplx, Str}
aname ∈ {Real,Num}
Num
Real
Int Flt Cmplx Str
Figure 1.MiniJl: type grammar and nominal hierarchy
with implications for multiple dispatch. Note that the com-
bination of unions and nominal types is not unique to Julia;
for instance, it also appears in the statically typed language
Ceylon [14].
Our contributions are as follows:
1. A definition of tag-based semantic subtyping for nom-
inal types, tuples, and unions (Sec. 2).
2. Two syntactic definitions of subtyping, declarative (Sec. 3.1)
and reductive (Sec. 3.2), along with Coq-mechanized
proofs that these definitions are equivalent and coin-
cide with the semantic definition (Sec. 4).
3. Proof of decidability of reductive subtyping (App. C).
4. Discussion of the implications of using semantic sub-
typing for multiple dispatch, as well as an alternative
semantic interpretation of nominal types (Sec. 5).
2 Semantic Subtyping inMiniJl
We base our work on a small language of typesMiniJl, pre-
sented in Fig. 1. Types, denoted by τ ∈ Type, include pairs,
unions, and nominal types; cname denotes concrete nominal
types that can be instantiated, and aname denotes abstract
nominal types.
We work with a particular hierarchy of nominal types
(presented in Fig. 1 as a tree) instead of a generic class table
to simplify the development. There are four concrete leaf
types (depicted in rectangles) and two abstract types in the
hierarchy. Formally, the hierarchy can be represented with a
list of declarations n1⊲n2 read as “n1 extends n2” where n is
either cname or aname. In the case of MiniJl, the hierarchy
is defined as follows:
NomHrc = [Real⊲Num, Int⊲Real, Flt⊲Real,Cmplx⊲Num].
Nominal hierarchies should not have cycles, and each type
can have only one parent.
Value Types Only instantiatable types induce type tags,
which we call value types. Their formal definition is given
v ∈ ValType ::= Value Types
| cname concrete nominal type
| v1 × v2 pair of value types
Figure 2. Value types
n·o : Type → P(ValType)
ncnameo = {cname}
nRealo = {Int, Flt}
nNumo = {Int, Flt,Cmplx}
nτ1 × τ2o = {v1 × v2 | v1 ∈ nτ1o,v2 ∈ nτ2o}
nτ1 ∪ τ2o = nτ1o ∪ nτ2o
Figure 3. Tag-based semantic interpretation of types
in Fig. 2: value type v ∈ ValType is either a concrete nomi-
nal type or a pair of value types. For example, Flt, Int × Int,
and Str× (Int× Int) are all value types. Union types, like ab-
stract nominal types, are not value types. Therefore, a type
such as Int∪ Int is not a value type despite it describing the
same set of values as the value type Int.
2.1 Semantic Interpretation of Types
As mentioned in Sec. 1, we interpret a type as a set of type
tags (i.e. value types) instead of values and call this seman-
tic interpretation tag-based. Formally, the interpretation is
given by the function n·o that maps a type τ ∈ Type into a
set of value types s ∈ P(ValType), as presented in Fig. 3.
A type’s interpretation states what values constitute the
type: v ∈ nτo means that values ν tagged with v (i.e. in-
stances ofv) belong to τ . Thus, inMiniJl, a concrete nominal
type cname is comprised only of its direct instances.1 Ab-
stract nominal types cannot be instantiated, but their inter-
pretation needs to reflect the nominal hierarchy. For exam-
ple, aNum value is either a concrete complex or real number,
which in turn is either a concrete integer or a floating point
value. Therefore, the set of value types {Cmplx, Int, Flt} de-
scribes the set of all possible values of type Num. More gen-
erally, the interpretation of an abstract nominal type aname
can be given as follows:
nanameo = {cname | cname⊲∗aname},
where the relation n1 ⊲
∗
n2 means that nominal type n1 tran-
sitively extends n2:
n1 ⊲ n2 ∈ NomHrc
n1 ⊲
∗
n2
n1 ⊲
∗
n2 n2 ⊲
∗
n3
n1 ⊲
∗
n3 .
Finally, pairs and unions are interpreted set-theoretically as
in standard semantic subtyping.
1In the general case, the interpretation of a concrete nominal type would
include the type and all its concrete subtypes.
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Once we have the tag interpretation of types, we define
tag-based semantic subtyping in the usual manner — as
the subset relation:
τ1
sem
<: τ2
def
≡ nτ1o ⊆ nτ2o. (1)
3 Syntactic Definitions of Subtyping
While the semantic approach does enable intuitive set-theo-
retic reasoning about subtyping, a subtyping relation also
needs to be computable. However, the semantic definition (1)
does not suit this purpose, as it operates on interpretations.
In the general case, the interpretation of a type can be an
infinite set, and as such, it cannot be computed. In the fi-
nite case, generating the interpretation sets and checking
the subset relation on them would be inefficient. Therefore,
we provide an alternative, syntactic definition of subtyping
that is equivalent to (1) and straightforward to implement.
We do this in two steps. First, we give an inductive declar-
ative definition that is handy to reason about and prove it
equivalent to the semantic definition. Second, we provide
a reductive analytic2 definition of subtyping and prove it
equivalent to the declarative one (and, hence, the semantic
definition as well). We prove that the reductive subtyping
relation is decidable, i.e. for any two types τ1 and τ2, it is
possible to prove that either τ1 is a subtype of τ2 or it is not.
The proofs are mechanized in Coq, and since Coq logic is
constructive, the decidability proof is also a subtyping algo-
rithm. The algorithm can also be implemented as a straight-
forward recursive function.
3.1 Declarative Subtyping
The declarative syntactic definition of subtyping is provided
in Fig. 4. It comprises most of the standard rules of syn-
tactic subtyping for unions and pairs: reflexivity and tran-
sitivity (SD-Refl and SD-Trans), subtyping of pairs (SD-
Pairs), and subtyping of unions (SD-UnionL, SD-UnionR1,
SD-UnionR2). Though SD-UnionR* rules are seemingly very
strict (they require the left-hand side type to be syntactically
equivalent to a part of the right-hand side type), transitivity
allows us to derive judgments such as Int ≤ (Str∪Real) via
Int ≤ Real and Real ≤ Str ∪ Real.
Note that all rules from Fig. 4 are essential for the defini-
tion to be equivalent to semantic subtyping. Thus, for exam-
ple, the syntactic definition needs to be reflexive and transi-
tive because so is the subset relation, which is used to define
semantic subtyping. Semantic subtyping also forces us to
add rules for distributing pairs over unions, SD-Distr1 and
SD-Distr2. For instance, consider two types, Str×(Int∪Flt)
2Inference rules are called analytic [16] if there is a finite number of rules
applicable to a judgment, and the premises of each rule are comprised of
the subcomponents of its conclusion. Such rules give rise to a straightfor-
ward bottom-up algorithm. If there is always only one rule applicable to a
judgment, analytic rules are called syntax-directed.
τ ≤ τ ′
τ ≤ τ
SD-Refl
τ1 ≤ τ2 τ2 ≤ τ3
τ1 ≤ τ3
SD-Trans
SD-IntReal
Int ≤ Real
SD-FltReal
Flt ≤ Real
SD-RealNum
Real ≤ Num
SD-CmplxNum
Cmplx ≤ Num
SD-RealUnion
Real ≤ Int ∪ Flt
SD-NumUnion
Num ≤ Real ∪ Cmplx
τ1 ≤ τ
′
1 τ2 ≤ τ
′
2
τ1 × τ2 ≤ τ
′
1 × τ
′
2
SD-Pair
SD-UnionL
τ1 ≤ τ
′
τ2 ≤ τ
′
τ1 ∪ τ2 ≤ τ
′
SD-UnionR1
τ1 ≤ τ1 ∪ τ2
SD-UnionR2
τ2 ≤ τ1 ∪ τ2
(τ11 ∪ τ12) × τ2 ≤ (τ11 × τ2) ∪ (τ12 × τ2)
SD-Distr1
τ1 × (τ21 ∪ τ22) ≤ (τ1 × τ21) ∪ (τ1 × τ22)
SD-Distr2
Figure 4. Declarative subtyping forMiniJl
and (Str× Int) ∪ (Str×Flt). They have the same semantic in-
terpretation — {Str× Int, Str×Flt} — so they are equivalent.
Therefore, we should also be able to derive their equivalence
using the declarative definition, i.e. declarative subtyping
should hold in both directions. One direction is trivial:
Str ≤ Str Int ≤ Int ∪ Flt
Str × Int ≤ Str × (Int ∪ Flt)
. . .
Str × Flt ≤ . . .
(Str × Int) ∪ (Str × Flt) ≤ Str × (Int ∪ Flt) .
But the other direction,
Str × (Int ∪ Flt) ≤ (Str × Int) ∪ (Str × Flt),
cannot be derived without SD-Distr2 rule.
The novel part of the definition resides in subtyping of
nominal types. There are four obvious rules coming directly
from the nominal hierarchy, for instance, SD-RealNummir-
rors the fact that Real ⊲ Num ∈ NomHrc. But the rules SD-
RealUnion and SD-NumUnion ( highlighted in Fig. 4) are
new, dictated by semantic subtyping. Thus, SD-RealUnion
allows us to prove the equivalence of types Int∪Flt and Real,
which are both interpreted as {Int, Flt}.
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τ ≤R τ
′
cname ≤R cname
SR-BaseRefl
SR-IntReal
Int ≤R Real
SR-FltReal
Flt ≤R Real
SR-CmplxNum
Cmplx ≤R Num
SR-IntNum
Int ≤R Num
SR-FltNum
Flt ≤R Num
τ1 ≤R τ
′
1 τ2 ≤R τ
′
2
τ1 × τ2 ≤R τ
′
1 × τ
′
2
SR-Pair
τ1 ≤R τ
′
τ2 ≤R τ
′
τ1 ∪ τ2 ≤R τ
′
SR-UnionL
SR-UnionR1
τ ≤R τ
′
1
τ ≤R τ
′
1 ∪ τ
′
2
SR-UnionR2
τ ≤R τ
′
2
τ ≤R τ
′
1 ∪ τ
′
2
NF(τ ) ≤R τ
′
τ ≤R τ
′
SR-NF
Figure 5. Reductive subtyping for MiniJl
3.2 Reductive Subtyping
The declarative definition is neither syntax-directed nor an-
alytic and cannot be directly turned into a subtyping algo-
rithm. For one, the transitivity rule SD-Trans overlaps with
any other rule in the system and also requires “coming up”
with an intermediate type τ2 to conclude τ1 ≤ τ3. For in-
stance, to derive
Str × Real ≤ (Str × Int) ∪ (Str × Str) ∪ (Str × Flt),
we need to apply transitivity several times, in particular,
with the intermediate type Str × (Int∪ Flt). Another source
of overlap is the reflexivity and distributivity rules.
By contrast, the rules of reductive subtyping enable straight-
forward bottomup reasoning; the rules are presented in Fig. 5.
The reductive definition lacks the most problematic rules
of declarative subtyping, i.e. general reflexivity, transitivity,
and distributivity. Some of the inductive rules have the exact
declarative counterparts, e.g. subtyping of pairs (SR-Pair) or
subtyping of a union on the left (SR-UnionL).
The differing rules are highlighted . The explicit reflex-
ivity rule SR-BaseRefl now only works with concrete nom-
inal types, but this already makes the reductive definition
reflexive. The definition also has to be transitive, so several
NF : Type → Type
NF(cname) = cname
NF (Real) = Int ∪ Flt
NF (Num) = Int ∪ Flt ∪ Cmplx
NF(τ1 × τ2) = un_prs(NF(τ1), NF(τ2))
NF(τ1 ∪ τ2) = NF(τ1) ∪ NF(τ2)
Figure 6. Computing normal form of MiniJl types
rules are added or modified to enable derivations that used
to rely on transitivity in the declarative definition. These in-
clude subtyping of nominal types (SR-IntNum, SR-FltNum),
subtyping of a union on the right (SR-UnionR1,SR-UnionR2),
and normalization (SR-NF).
The last rule of the definition, SR-NF, is the most impor-
tant, as it covers all useful interactions of transitivity and
distributivity that are possible in the declarative definition.
The rule rewrites type τ into its normal form NF(τ ) be-
fore applying other subtyping rules. Any normalized type
has the form v1 ∪ v2 ∪ . . . ∪ vn , i.e. a union of value types
(we omit parenthesis because union is associative). The nor-
malization function NF is presented in Fig. 6 (the auxiliary
function un_prs can be found in Fig. 9, App. A). It produces
a type in disjunctive normal form by replacing an abstract
nominal typewith the union of all its concrete subtypes, and
a pair of unions with the union of pairs of value types (each
of this pairs is itself a value type), for instance:
NF(Str × (Int ∪ Flt)) = (Str × Int) ∪ (Str × Flt).
As shown in Sec. 4.1, a type and its normal form are equiv-
alent according to the declarative definition. This property
is essential for the reductive subtyping being equivalent to
the declarative one.
SubtypingAlgorithm. The reductive rules are analytic, and
if a derivation of τ ≤ τ ′ exists, it can always be found by
the following algorithm.
1. Use the normalization rule SR-NF once (normalize τ );
2. Use all the other rules to derive NF(τ ) ≤ τ ′ in the
standard manner, bottom up; except for an overlap be-
tween SR-UnionR1 and SR-UnionR2, these rules are
syntax-directed.
However, this algorithmdoes not always produce the short-
est derivation. For instance, for Str×(Int∪Flt) ≤R Str×Real,
it produces a derivation with eight applications of the rules,
whereas the shortest derivation needs only five applications
(see App. B). It is possible that in practice, an algorithm that
tries the short path first and only then resorts to normaliza-
tion would work better.
The actual Julia implementation uses a clever algorithm
to check subtyping of tuples and unions without having
to normalize types [8]. The algorithm is equivalent to the
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τ ≪ τ ′
cname ≪ cname
MT-CName
MT-IntReal
Int ≪ Real
MT-FltReal
Flt ≪ Real
MT-IntNum
Int ≪ Num
MT-FltNum
Flt ≪ Num
MT-CmplxNum
Cmplx ≪ Num
v1 ≪ τ1 v2 ≪ τ2
v1 × v2 ≪ τ1 × τ2
MT-Pair
v ≪ τ1
v ≪ τ1 ∪ τ2
MT-Union1
v ≪ τ2
v ≪ τ1 ∪ τ2
MT-Union2
Figure 7.Matching relation in MiniJl
normalization-based one discussed above, but instead of com-
puting the whole normal form, it computes only the compo-
nents of the normalized type, one at a time.
Note that the rules for subtyping of nominal types do not
have to be built-in. Instead of five separate rules, as pre-
sented in Fig. 5, we can use a single rule that relies on the
relation n1 ⊲
∗
n2 (n1 transitively extends n2) from Sec. 2.1:
n1 ⊲
∗
n2
n1 ≤ n2
SR-Nom
.
Then, for any n1 and n2, the relation n1 ⊲
∗
n2 can be checked
algorithmically, using the nominal hierarchy NomHrc.
4 Properties of Subtyping Relations
4.1 Correctness of Declarative Subtyping
In order to show correctness of declarative subtyping, we
need to prove that the declarative definition of subtyping is
sound and complete with respect to the semantic definition.
Formally, we write this statement as:
∀τ1, τ2. (τ1 ≤ τ2 ⇐⇒ τ1
sem
<: τ2). (2)
Instead of directly proving (2), it is more convenient to
prove the equivalence of declarative subtyping to the fol-
lowing relation (referred to asmatching-based semantic
subtyping):
τ1 <: τ2
def
≡ ∀v . (v ≪ τ1 =⇒ v ≪ τ2). (3)
The definition (3) relies on the relationv ≪ τ (defined in Fig. 7),
read “tagv matches type τ ”, which we call thematching re-
lation.
Tag-based and matching-based semantic subtyping rela-
tions are equivalent:
∀τ1, τ2. (τ1 <: τ2 ⇐⇒ τ1
sem
<: τ2).
To see why, let us recall that tag-based semantic subtyp-
ing (1) is defined as nτ1o ⊆ nτ2o and the subset relation
X ⊆ Y as ∀x . (x ∈ X =⇒ x ∈ Y ). Therefore, the defi-
nition (1) can be rewritten as:
τ1
sem
<: τ2
def
≡ ∀v . (v ∈ nτ1o =⇒ v ∈ nτ2o). (4)
It is easy to show by induction on τ that the matching rela-
tion is equivalent to the belongs-to relation v ∈ nτo. There-
fore, the definitions (3) and (4) are also equivalent.
Since τ1
sem
<: τ2 is equivalent to τ1 <: τ2 and the equiv-
alence relation ⇐⇒ is transitive, it suffices to prove the
following theorem to show (2).
Theorem 1 (Correctness of Declarative Subtyping).
∀τ1, τ2. (τ1 ≤ τ2 ⇐⇒ τ1 <: τ2)
The full proof of Theorem 1 is Coq-mechanized [3], so we
only discuss some key aspects and leave details to the proof.
First, subtyping a value type coincides with matching:
∀v, τ . (v ≤ τ ⇐⇒ v ≪ τ ). (5)
Having that, we can prove τ1 ≤ τ2 =⇒ τ1 <: τ2, i.e.
the soundness direction of Theorem 1 (below, we embed the
definition (3) of matching-based semantic subtyping):
∀τ1, τ2. (τ1 ≤ τ2 =⇒ ∀v . [v ≪ τ1 =⇒ v ≪ τ2]). (6)
Knowing τ1 ≤ τ2 and v ≪ τ1, we need to show that v ≪ τ2.
First, by applying (5) tov ≪ τ1, we getv ≤ τ1. Then,v ≤ τ2
follows from v ≤ τ1 and τ1 ≤ τ2 by transitivity. Finally, by
applying (5) again, we get v ≪ τ2. 
The other direction of Theorem 1 is more challenging:
∀τ1, τ2. (τ1 <: τ2 =⇒ τ1 ≤ τ2). (7)
The key observation here is that (7) can be shown for τ1 in
normal form, i.e. τ1 ≡ v1 ∪ v2 ∪ . . . ∪ vn (formally, this fact
is denoted by predicate InNF(τ1) defined in Fig. 8, App. A):
∀τ1, τ2 | InNF(τ1). (τ1 <: τ2 =⇒ τ1 ≤ τ2). (8)
In this case, in the definition (3) of τ1 <: τ2, the only value
typesv that match τ1 and τ2 arevi of τ1. By (5), we know that
matching implies subtyping, so we conclude that allvi ≤ τ2.
From the latter, it is easy to show that (v1∪v2∪. . .∪vn) ≤ τ2
because, according to the SD-UnionL rule, subtyping of the
left-hand side union amounts to subtyping its components.
To show (7), we need several more facts in addition to (8).
• Function NF produces a type in normal form:
∀τ . InNF(NF(τ )). (9)
• Normalized type is equivalent to the source type:
∀τ . NF(τ ) ≤ τ ∧ τ ≤ NF(τ ). (10)
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• Normalization preserves the subtyping relation:
∀τ1, τ2. (τ1 <: τ2 =⇒ NF(τ1) <: τ2). (11)
To prove (7), we need to show τ1 ≤ τ2 given τ1 <: τ2. For
this, we first apply (11) to τ1 <: τ2, which gives NF(τ1) <:
τ2. Then we can apply (8) to the latter because of (9) to get
NF(τ1) ≤ τ2. Finally, (10) and transitivity gives τ1 ≤ τ2. 
4.2 Reductive Subtyping
Since we have already shown that declarative subtyping is
equivalent to semantic subtyping, it suffices to show that
reductive subtyping is equivalent to declarative subtyping:
Theorem 2 (Correctness of Reductive Subtyping).
∀τ1, τ2. (τ1 ≤R τ2 ⇐⇒ τ1 ≤ τ2)
The proof is split into two parts: soundness and complete-
ness. For soundness (completeness), we show that for each
SR- rule (SD- rule) it is possible to build a corresponding
declarative (reductive) derivation using SD-rules (SR-rules).
The soundness direction ismostly straightforward, asmost
SR-rules have an immediate SD-counterpart (or require one
extra application of transitivity). In the case of SR-NF, the
induction hypothesis of the proof, NF(τ1) ≤ τ2, and the
fact that τ1 ≤ NF(τ1) according to (10), allow to conclude
τ1 ≤ τ2.
The challenging part of the proof is to show complete-
ness, as this requires proving that the reductive definition is
reflexive, transitive, and distributive (App. C).
Theorem 3 (Decidability of Reductive Subtyping).
∀τ1, τ2. (τ1 ≤R τ2 ∨ ¬[τ1 ≤R τ2])
To prove the theorem, it suffices to show that reductive
subtyping is decidable when τ1 is in normal form. This is
done by induction on a derivation of InNF(τ1). We refer the
reader to App. C for more details.
5 Semantic Subtyping and
Multiple Dynamic Dispatch
We set out to define semantic subtyping that can be useful
in the context of dynamic languages, however, the semantic
definition we presented appears to have an undesired impli-
cation for dynamic dispatch. In this section, using multiple
dispatch as a running example, we discuss the implication
and suggest a solution.
Consider the following methods3 of the addition function
defined in the Julia syntax (we assume that function flt con-
verts its argument to a float):
+(x::Int, y::Int) = prim_add_int(x, y)
+(x::Flt, y::Flt) = prim_add_flt(x, y)
+(x::Int∪Flt, y::Int∪Flt) = prim_add_flt(flt(x), ..)
3In the context of MD, different implementations of the same function are
usually called methods, and the set of all methods a generic function.
and the function call 3 + 5. With multiple dynamic dispatch,
the call is resolved at run-time, based on the types of all
arguments. But how exactly does method resolution work?
One approach to implementingmultiple dispatch, adopted
by some languages such as Julia [4], is to use subtyping on
tuple types [15]. Namely, method signatures and function
calls are interpreted as tuple types, and then subtyping is
used to determine applicable methods as well as pick one
of them. In the example above, the three methods are inter-
preted as the following types (from top to bottom):
mII ≡ Int × Int
mFF ≡ Flt × Flt
mUU ≡ (Int∪Flt) × (Int∪Flt)
and the call as having type cII ≡ Int × Int. To resolve the
call, the language run-time ought to perform two steps.
1. Find the applicable methods (or raise an error if there
are none). For this, subtyping is checked between the
type of the call cII and the method signatures. Since
cII <: mII and cII <: mUU but cII 6<: mFF, only two
methods are applicable — mII for integers and mUU for
mixed-type numbers.
2. Pick the most specific of the applicable methods (or
raise an error if there is an ambiguity). For this, sub-
typing is checked pairwise between all the applicable
methods. In this example, naturally, we would like mII
to be called for 3 + 5. And indeed, since mII <: mUU
and mUU 6<: mII, the integer addition is picked as the
most specific.
As another example, consider the call 3.14 + 5, which type
is Flt × Int. There is only one applicable method mUU that
is a supertype of the call type, so it should be picked.
What happens if the programmer defines several imple-
mentations with the same argument types? In the case of
a static language, an error can be reported. In the case of
a dynamic language, however, the second implementation
simply replaces the earlier one in the same way as reassign-
ment to a variable replaces its previous value.
For instance, consider a program that contains the three
previous implementations of (+) and also:
+(x::Real, y::Real) = ... # mRR
print(3.14 + 5)
According to the semantic subtyping relation, type Real is
equivalent to Int∪Flt in MiniJl. Therefore, the implemen-
tation of mRR will replace mUU defined earlier, and the mixed-
type call 3.14 + 5 will be dispatched to mRR.
But there is a problem: the semantics of the program above
will change if the programmer adds a new subtype of Real
into the nominal hierarchy, e.g. Int8 <: Real. In this case,
type Real stops being equivalent to Int∪Flt and becomes
equivalent to Int∪Flt∪Int8. Thus, when the program is re-
run, type mUU will be a strict subtype of mRR, so the imple-
mentation of mRR will not replace mUU. Therefore, this time,
the call 3.14 + 5will be dispatched to mUU, not mRR as before.
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We can gain stability by removing subtyping rules that
equate abstract nominal types with the union of their sub-
types (i.e. SD-RealUnion and SD-NumUnion in the declar-
ative definition4 from Fig. 4). Then, to fix the discrepancy
between the new definition and semantic subtyping, the lat-
ter should be modified. To account for potential extension
of the nominal hierarchy, abstract nominal type aname can
be interpreted as containing an extra element Eaname — “a fu-
ture subtype of aname”. In the case of MiniJl, the new in-
terpretation is as follows:
nRealo = {Int, Flt, EReal}
nNumo = {Int, Flt,Cmplx, EReal, ENum}.
It can be shown that the modified declarative definition of
subtyping is equivalent to semantic subtyping based upon
the new interpretation.5
6 Related Work
Semantic subtyping has been studied primarily in the con-
text of statically typed languages with structural typing. For
example, Hosoya and Pierce [12] defined a semantic type
system for XML that incorporates unions, products, and re-
cursive types, with a subtyping algorithm based on tree au-
tomata [13]. Frisch et al. [11] presented decidable seman-
tic subtyping for a language with functions, products, and
boolean combinators (union, intersection, negation); the de-
cision procedure for τ1 <: τ2 is based on checking the empti-
ness of τ1\τ2. Dardha et al. [10] adopted semantic subtyping
to objects with structural types, and Ancona and Corradi [2]
proposed decidable semantic subtyping for mutable records.
Unlike these works, we are interested in applying semantic
reasoning to a dynamic language with nominal types.
Thoughmultiple dispatch is more often found in dynamic
languages, there has been research on safe integration of dy-
namic dispatch into statically typed languages [1, 6, 7, 9, 18].
There, subtyping is used for both static type checking and
dynamic method resolution. In the realm of dynamic lan-
guages, Bezanson [4] employed subtyping for multiple dy-
namic dispatch in the Julia language. Julia has a rich lan-
guage of type annotations (including, but not limited to, nom-
inal types, tuples, and unions) and a complex subtyping rela-
tion [20]. However, it is not clear whether the subtyping re-
lation is decidable or even transitive, and transitivity of sub-
typing is important for correct implementation of method
resolution. In this paper, while we work with only a subset
of Julia types, subtyping is transitive and decidable.
Recently, a framework for building transitive, distributive,
and decidable subtyping of union and intersection typeswas
proposed by Muehlboeck and Tate [17]. Our language of
types does not have intersection types but features pair types
that distribute over unions in a similar fashion.
4To get equivalent reductive subtyping, we need to change the SR-NF rule
by replacing normalization function NF with NFat (Fig. 11, App. A).
5The proof can be found in FullAtomicJl folder of [3].
Finally, Chung et al. [8] proved that Julia’s algorithm for
subtyping tuples, unions, and primitive types (without a nom-
inal hierarchy) is equivalent to a semantic subtyping model
similar to ours. Combined with our results, this shows that
a normalization-based subtyping algorithm for tuples and
unions can be implemented efficiently.
7 Conclusion and Future Work
Wehave presented a decidable relation for subtyping of nom-
inal types, tuples, and unions. Our system has the advan-
tages of semantic subtyping, such as simple set-theoretic
reasoning, yet it can be used in the context of dynamically
typed languages. We interpret types in terms of type tags,
as is typical for dynamic languages, and provide a decidable
syntactic subtyping relation equivalent to the subset rela-
tion of the interpretations (aka tag-based semantic subtyp-
ing).
We found that the initially proposed subtyping relation,
if used for dynamic dispatch, would make the semantics of
dynamically typed programs unstable due to an interaction
of abstract nominal types and unions. A slightly different
semantic interpretation of nominal types appeared to fix the
issue, and we would like to further explore this alternative.
In future work, we plan to extend tag-based semantic sub-
typing to top and bottom types, and also invariant type con-
structors such as parametric references Ref[τ ]:
τ ∈ Type ::= . . . | Ref[τ ]
v ∈ ValType ::= . . . | Ref[τ ]
As usual for invariant constructors, we would like types
such as Ref[Int] and Ref[Int ∪ Int] to be equivalent. How-
ever, a naive interpretation of invariant types below is not
well defined because to find all τ ′ s.t. nτ ′o = nτo, we need
to already know all the interpretations:
nRef[τ ]o = {Ref[τ ′] | v ∈ nτo ⇐⇒ v ∈ nτ ′o}.
Our plan is to introduce an indexed interpretation
nRef[τ ]ok+1 = {Ref[τ
′] | v ∈ nτok ⇐⇒ v ∈ nτ
′ok }
and define semantic subtyping as:
τ1
sem
<: τ2
def
≡ ∀k . (nτ1ok ⊆ nτ2ok ).
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InNF(v)
NF-ValType
InNF(τ1) InNF(τ2)
InNF(τ1 ∪ τ2)
NF-Union
Figure 8. Normal form of types in MiniJl
NF : Type → Type
NF(cname) = cname
NF(Real) = Int ∪ Flt
NF(Num) = Int ∪ Flt ∪ Cmplx
NF(τ1 × τ2) = un_prs(NF(τ1), NF(τ2))
NF(τ1 ∪ τ2) = NF(τ1) ∪ NF(τ2)
un_prs : Type × Type → Type
un_prs(τ11 ∪ τ12, τ2) = un_prs(τ11, τ2) ∪ un_prs(τ12, τ2)
un_prs(τ1, τ21 ∪ τ22) = un_prs(τ1, τ21) ∪ un_prs(τ1, τ22)
un_prs(τ1, τ2) = τ1 × τ2
Figure 9. Computing normal form of MiniJl types
Atom-CName
Atom(cname)
Atom-AName
Atom(aname)
Atom(τ )
InNFat(τ )
NFAt-Atom
InNFat(τ1) InNFat(τ2)
InNFat(τ1 ∪ τ2)
AtNF-Union
Figure 10. Atomic normal form of types in MiniJl
NFat : Type → Type
NFat(cname) = cname
NFat(aname) = aname
NFat(τ1 × τ2) = un_prs(NFat(τ1), NFat(τ2))
NFat(τ1 ∪ τ2) = NFat(τ1) ∪ NFat(τ2)
Figure 11. Computing atomic normal form of MiniJl types
A Normal Forms
Fig. 8 defines the predicate InNF(τ ), which states that type τ
is in normal form. Fig. 9 contains the full definition of NF(τ )
function, which computes the normal form of a type.
Fig. 10 and Fig. 11 present “atomic normal form”, which
can be used to define reductive subtyping that disables deriva-
tions such as Real ≤ Int ∪ Flt.
B Non-unique Derivations
There are two derivations of
Str × (Int ∪ Flt) ≤R Str × Real.
The shortest derivation:
BaseRefl
Str ≤R Str
IntReal
Int ≤R Real
FltReal
Flt ≤R Real
Int ∪ Flt ≤R Real
UnionL
Str × (Int ∪ Flt) ≤R Str × Real
Pair
The normalization-based derivation:
Str ≤R Str Int ≤R Real
Str × Int ≤R Str × Real
Str ≤R .. Flt ≤R ..
Str × Flt ≤R Str × Real
(Str × Int) ∪ (Str × Flt) ≤R Str × Real
UnionL
Str × (Int ∪ Flt) ≤R Str × Real
NF
C Overview of Coq Proofs
In this section we give a brief overview of the Coq-mecha-
nization [3] of the paper. When referring to a file fname, we
mean the file Mechanization/fname in [3].
C.1 Definitions
Most of the relevant definitions are in MiniJl/BaseDefs.v.
In the table below, we show the correspondence between
paper definitions (left column) and Coq definitions (middle
column), possibly with syntactic sugar (right column).
Types
τ ty
v value_type v
Relations
v ≪ τ match_ty v t |- v <$ t
τ1 <: τ2 sem_sub t1 t2 ||- [t1] <= [t2]
τ1 ≤ τ2 sub_d t1 t2 |- t1 << t2
τ1 ≤R τ2 sub_r t1 t2 |- t1 << t2
Auxiliary definitions
InNF(τ ) in_nf t InNF(t)
NF(τ ) mk_nf t MkNF(t)
un_prs(τ1, τ2) unite_pairs t1 t2
C.2 Basic Properties of Normalization Function
File MiniJl/BaseProps.v contains several simple properties
that are needed for proving the major theorems discussed
in the paper, in particular, the following properties of the
normalization function NF:
Statement Ref in text Name in Coq
InNF(NF(τ )) (9) mk_nf__in_nf
InNF(τ ) =⇒ (NF(τ ) ≡ τ ) mk_nf_nf__equal
NF(NF(τ )) ≡ NF(τ ) mk_nf__idempotent
C.3 Basic Properties of Matching Relation
The following properties are proven in MiniJl/PropsMatch.v.
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• Matching relation is reflexive, match_valty__rflxv (by
induction on v):
∀v . v ≪ v .
• The only value type that a value type matches is the
value type itself, valty_match_valty__equal (by induc-
tion on v1 ≪ v2):
∀v1,v2. (v1 ≪ v2 =⇒ v1 ≡ v2).
• The matching relation is decidable, match_ty__dcdbl
(by induction on v , then by induction on τ ):
∀v, τ . (v ≪ τ ∨ ¬[v ≪ τ ]).
C.4 Correctness of Declarative Subtyping
First, we discuss some auxiliary statements that are needed
for proving Theorem 1 (located in MiniJl/DeclSubProp.v).
One direction of (5),
∀v, τ . (v ≪ τ =⇒ v ≤ τ ), (12)
is proven in match_ty__sub_d_sound by induction on v ≪ τ .
The other direction,
∀v, τ . (v ≤ τ =⇒ v ≪ τ ),
is proven in match_valty__sub_d_complete by induction on
v ≤ τ . The transitivity case, SD-Trans, requires a helper
statement, match_valty__transitive_on_sub_d:
∀τ1, τ2,v . (τ1 ≤ τ2 ∧ v ≪ τ1 =⇒ v ≪ τ2), (13)
which is proven by induction on τ1 ≤ τ2.
The equivalence of a type and its normal form (10) is
shown by induction onτ in lemmas mk_nf__sub_d1 (NF(τ ) ≤
τ ) and mk_nf__sub_d2 (τ ≤ NF(τ )).
Semantic completeness of declarative subtyping for a nor-
malized type (8),
∀τ1, τ2 | InNF(τ1). (τ1 <: τ2 =⇒ τ1 ≤ τ2),
is shown in nf_sem_sub__sub_d by induction on InNF(τ1).
When τ1 ≡ v , we use (12). By definition of v <: τ2, we
know that v ≪ τ2 follows from v ≪ v .
When τ1 ≡ τa ∪ τb , we use induction hypothesis τa ≤ τ2
and τb ≤ τ2, SD-UnionL rule, and the fact that
∀v, τ1, τ2. (v ≪ τi =⇒ v ≪ τ1 ∪ τ2).
Finally, soundness and completeness parts of Theorem 1
(sub_d__semantic_sound and sub_d__semantic_complete) are
proven in MiniJl/Props.v. Note that soundness (6) is the
same as transitivity of the matching relation (13). The com-
pleteness part (7) is proven as explained at the end of Sec. 4.1.
C.5 Correctness of Reductive Subtyping
As discussed in Sec. 4.2, the soundness part of Theorem 2
(lemma sub_r__sound in MiniJl/Props.v),
∀τ1, τ2. (τ1 ≤R τ2 =⇒ τ1 ≤ τ2),
is proven by induction on τ1 ≤R τ2. The only interesting
case is the rule SR-NF where we have the induction hypoth-
esis NF(τ1) ≤ τ2 and need to show τ1 ≤ τ2. Since τ1 ≤
NF(τ1), we can use transitivity (rule SD-Trans).
The completeness part of Theorem2 (lemma sub_r__complete
in MiniJl/Props.v),
∀τ1, τ2. (τ1 ≤ τ2 =⇒ τ1 ≤R τ2),
is ultimately proven by induction on τ1 ≤ τ2. However, the
proof requires showing that reductive subtyping satisfies
the following properties (defined in MiniJl/RedSubProps.v):
• Reflexivity, sub_r__reflexive (by induction on τ ):
∀τ . τ ≤R τ .
• Transitivity, sub_r__transitive:
∀τ1, τ2, τ3. (τ1 ≤R τ2 ∧ τ2 ≤R τ3 =⇒ τ1 ≤R τ3).
• Distributivity of pairs over unions:
(τ11 ∪ τ12) × τ2 ≤R (τ11 × τ2) ∪ (τ12 × τ2)
and
τ1 × (τ21 ∪ τ22) ≤R (τ1 × τ21) ∪ (τ1 × τ22).
The transitivity proof is done by induction on τ1 ≤R τ2.
In some cases it relies on the fact that subtyping a type is
the same as subtyping its normal form,
∀τ . (τ1 ≤R τ2 ⇐⇒ NF(τ1) ≤R τ2). (14)
The right-to-left part follows from SR-NF, and the left-to-
right is shown by induction onτ1 ≤R τ2 (sub_r__mk_nf_sub_r1).
In the SR-Pair case of the transitivity proof, we also need to
perform induction on τ2 ≤R τ3. The last case, SR-NF, uses
the two auxiliary facts:
∀τ1, τ2. (τ1 ≤R τ2 =⇒ NF(τ1) ≤R NF(τ2)),
proven in sub_r__mk_nf_sub_r by induction on τ1 ≤R τ2
(uses the idempotence of NF), and ∀τ1, τ2, τ3.
InNF(τ1)∧InNF(τ2)∧(τ1 ≤R τ2)∧(τ2 ≤R τ3) =⇒ τ1 ≤R τ3,
proven in sub_r_nf__transitive by induction on τ1 ≤R τ2.
The distributivity proofs use the fact that
∀τ1, τ2. (NF(τ1) ≤R NF(τ2) =⇒ τ1 ≤R τ2),
proven in mk_nf_sub_r__sub_r, and that normal forms of both
types in SD-Distr* rules are in the subtyping relation:
NF((τ11 ∪ τ12) × τ2) ≤R NF((τ11 × τ2) ∪ (τ12 × τ2))
(mk_nf__distr11) and
NF(τ1 × (τ21 ∪ τ22)) ≤R NF((τ1 × τ21) ∪ (τ1 × τ22))
(mk_nf__distr21).
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C.6 Decidability of Reductive Subtyping
The proof of Theorem 3,
∀τ1, τ2. (τ1 ≤R τ2 ∨ ¬[τ1 ≤R τ2]),
is given by sub_r__decidable in MiniJl/Props.v. It relies on
the fact (discussed below) that reductive subtyping is decid-
able for τ1 s.t. InNF(τ1).
• Namely, if NF(τ1) ≤R τ2, then τ1 ≤R τ2 by SR-NF.
• Otherwise, if ¬[NF(τ1) ≤R τ2], which in Coq means
NF(τ1) ≤R τ2 =⇒ False, we can show ¬[τ1 ≤R τ2]
by assuming that τ1 ≤R τ2, applying (14) to it, and
thus getting contradiction.
Decidability of subtyping of a normalized type,
∀τ1, τ2 | InNF(τ1). (τ1 ≤R τ2 ∨ ¬[τ1 ≤R τ2]),
(lemma nf_sub_r__decidable in MiniJl/RedSubProps.v) is pro-
ven by induction on InNF(τ1) and uses the decidability of
the matching relation, which coincides with reductive sub-
typing on a value type.
