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a b s t r a c t
This paper is mainly concerned with the existence, multiplicity and uniqueness of positive
solutions for the 2nth-order boundary value problem
(−1)nu(2n) = f (t, u, u′, . . . , (−1)[ i2 ]u(i), . . . , (−1)n−1u(2n−1)),
u(2i)(0) = u(2i+1)(1) = 0(i = 0, 1, . . . , n− 1),
where n ≥ 2 and f ∈ C([0, 1]×R2n+ ,R+)(R+ := [0,∞)). We first use themethod of order
reduction to transform the above problem into an equivalent initial value problem for a
first-order integro-differential equation and then use the fixed point index theory to prove
the existence, multiplicity, and uniqueness of positive solutions for the resulting problem,
based on a priori estimates achieved by developing spectral properties of associated
parameterized linear integral operators. Finally, as a byproduct, our main results are
applied for establishing the existence, multiplicity and uniqueness of symmetric positive
solutions for the Lidstone problem involving all derivatives.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper,wemainly study the existence,multiplicity and uniqueness of positive solutions of the 2nth-order boundary
value problem
(−1)nu(2n) = f

t, u, u′, . . . , (−1)[ i2 ]u(i), . . . , (−1)n−1u(2n−1)

,
u(2i)(0) = u(2i+1)(1) = 0 (i = 0, 1, . . . , n− 1)
(1.1)
where n ≥ 2 and f ∈ C([0, 1] × R2n+ ,R+)(R+ := [0,∞)). Here, by a positive solution of (1.1), we mean a function
u ∈ C2n([0, 1],R) that solves (1.1) and satisfies u(t) > 0 for all t ∈ (0, 1].
In recent years, many authors have studied the so-called Lidstone problem with the nonlinearity f depending only on
derivatives of even orders (n ≥ 2)
(−1)nu(2n) = f t, u,−u′′, . . . , (−1)n−1u(2n−2) ,
u(2i)(0) = u(2i)(1) = 0, i = 0, 1, 2, . . . , n− 1. (1.2)
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See [1–20] and references cited therein. In [21], the author studied the existence and uniqueness of the boundary value
problem which is more general than (1.2):(−1)
nu(2n) = f t, u,−u′′, . . . , (−1)n−1u(2n−2) ,
α0u(2i)(0)− β0u(2i+1)(0) = 0 (i = 0, 1, 2, . . . , n− 1),
α1u(2i)(1)+ β1u(2i+1)(1) = 0 (i = 0, 1, 2, . . . , n− 1),
(1.3)
where αj, βj(j = 0, 1) are nonnegative constants with α0α1 + α0β1 + α1β0 > 0. The main results presented in [21]
are formulated in terms of spectral radii of some associated linear integral operators and thus they can be viewed as
generalizations of sharp results for the case of secondorder due to Liu and Li (i.e.with the casen = 1 in (1.3); see [22,23]). This
means that, due to the symmetry generated by derivatives of even orders, problems (1.2) and (1.3) have much in common
with the Dirichlet problem and, more generally, with the Sturm–Liouville problem for second-order ordinary differential
equations. It stands to reason that one wishes to knowwhat can be said about the existence, multiplicity and uniqueness of
positive solutions for the generic Lidstone problem that involves all derivatives and thereby lacks the symmetry as enjoyed
in problems (1.2) and (1.3)
(−1)nu(2n) = f

t, u, u′, . . . , (−1)[ i2 ]u(i), . . . , (−1)n−1u(2n−1)

,
u(2i)(0) = u(2i)(1) = 0, i = 0, 1, . . . , n− 1.
(1.4)
An open problem raised by Eloe is part of the above problem (Eloe merely formulated the case of f depending on all
derivatives of odd orders; see [11]). To the best of our knowledge, only a few papers are devoted to the above problem; see
[12,24,25]. In this study, as a byproduct, our main results will be applied to study the existence, multiplicity and uniqueness
of symmetric positive solutions for a variant of the above problem, which involves all derivatives and takes the form
(−1)nu(2n) = f

u, u′, . . . , (−1)[ i2 ]u(i), . . . , (−1)n−1u(2n−1)

,
u(2i)(−1) = u(2i)(1) = 0, i = 0, 1, . . . , n− 1.
(1.5)
Our basic strategy in tackling (1.5) is first to discuss the existence of positive solutions for (1.1), then to apply the results
obtained therein to (1.5). The main difficulty in treating (1.1) comes from the presence of all derivatives, those of odd orders
in particular, in the nonlinearity f . To overcome this difficulty, we employ the method of order reduction to transform (1.1)
to an initial value problem for a first-order integro-differential equation. Based on a priori estimates achieved by developing
spectral properties of associated parameterized linear integral operators, we use the fixed point index theory to prove the
existence, multiplicity and uniqueness of positive solutions for an initial value problem of the resulting first-order integro-
differential equation, thereby establishing corresponding results of positive solutions for (1.1). It is worthwhile to remark
that our main results extend the corresponding ones in [22,23,26].
This paper is organized as follows. In Section 2, we use the method of order reduction to transform (1.1) to an initial
value problem for a first-order integro-differential equation. Also, in this section, we develop some spectral properties
of parameterized linear integral operators, properties that are required in deriving a priori estimates in the next section.
Our main results, all concerned with (1.1), are stated and proved in Section 3. Some examples illustrating our main results
are given in Section 4. As a byproduct of our main results, Section 5, finally, is devoted to the existence, multiplicity and
uniqueness of positive symmetric solutions for (1.5).
2. Order reduction and transformation of (1.1)
We assume the following hypothesis throughout this paper.
(H1) f ∈ C([0, 1] × R2n+ ,R+)(R+ := [0,∞)).
Let E := C([0, 1],R) and
P := {u ∈ E : u(t) ≥ 0,∀t ∈ [0, 1]}, ‖u‖ := max{|u(t)| : t ∈ [0, 1]},
then (E, ‖ · ‖) is a real Banach space with P as a cone on it. Let
g1(t, s) := min{1− t, 1− s}, 0 ≤ t, s ≤ 1
and
gi(t, s) :=
∫ 1
0
gi−1(t, τ )g1(τ , s)dτ
for i = 2, 3, . . . ,
hi(t, s) :=
∫ t
0
gi(τ , s)dτ ,
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and
ki(t, s) =
∫ 1
t
gi(τ , s)dτ
for i = 1, 2, . . . .
Substituting v(t) := (−1)n−1u(2n−1)(t) into (1.1), we have
(−1)i−1u(2i−1)(t) =
∫ 1
0
gn−i(t, s)v(s)ds
and
(−1)i−1u(2i−2)(t) =
∫ t
0
(−1)i−1u(2i−1)(s)ds =
∫ 1
0
hn−i(t, s)v(s)ds
for i = 1, 2, . . . , n− 1. Thus (1.1) is equivalent to the initial value problem for the integro-differential equation−v′(t) = f

t,
∫ 1
0
hn−1(t, s)v(s)ds,
∫ 1
0
gn−1(t, s)v(s)ds, . . . ,
∫ t
0
v(s)ds, v(t)

,
v(1) = 0,
(2.1)
which can be written in the form
v(t) =
∫ 1
t
f

s,
∫ 1
0
hn−1(s, τ )v(τ )dτ ,
∫ 1
0
gn−1(s, τ )v(τ )dτ , . . . ,
∫ s
0
v(τ)dτ , v(s)

ds. (2.2)
Define the operator A by
(Av)(t) :=
∫ 1
t
f

s,
∫ 1
0
hn−1(s, τ )v(τ )dτ ,
∫ 1
0
gn−1(s, τ )v(τ )dτ , . . . ,
∫ s
0
v(τ)dτ , v(s)

ds.
Now (H1) implies that A : P → P is a completely continuous operator. For any a = (a1, . . . , a2n) ∈ R2n+ , we define
Ka(t, s) :=
n−
i=1
a2i−1gn−i+1(t, s)+
n−1
i=1
a2ikn−i(t, s)+ a2nχD(t, s),
and
K ∗a (t, s) := Ka(s, t) =
n−
i=1
a2i−1gn−i+1(s, t)+
n−1
i=1
a2ikn−i(s, t)+ a2nχD∗(t, s),
where
D := {(t, s) ∈ [0, 1] × [0, 1] : t ≤ s}, D∗ := {(t, s) ∈ [0, 1] × [0, 1] : s ≤ t}
and χ is the characteristic function. Given every a ∈ R2n+ , define two parameterized linear operators Ba and B∗a by
(Bav)(t) :=
∫ 1
0
Ka(t, s)v(s)ds, v ∈ P,
and
(B∗aw)(s) :=
∫ 1
0
Ka(t, s)w(t)dt =
∫ 1
0
K ∗a (s, t)w(t)dt, w ∈ P.
Clearly, Ba : P → P and B∗a : P → P are two completely continuous linear operators. If the spectral radius of Ba, denoted by
r(Ba), is positive, as is the casewith
∑2n−1
i=1 ai > 0, then the Krein–Rutman theorem [27,28] asserts that there are ϕa ∈ P \{0}
and ψa ∈ P \ {0} such that
r(Ba)ϕa = Baϕa, r(Ba)ψa = B∗aψa,
which can be written as
r(Ba)ϕa(t) =
∫ 1
0
Ka(t, s)ϕa(s)ds, r(Ba)ψa(s) =
∫ 1
0
Ka(t, s)ψa(t)dt. (2.3)
Note that we may normalize ϕa and ψa so that
‖ϕa‖ = 1,
∫ 1
0
ψa(t)dt = 1. (2.4)
Remark 1. In general, it is difficult to compute and estimate the spectral radius of the linear operator Ba, parameterized by
a ∈ R2n+ . The following are three simple cases that can be explicitly addressed.
Case 1. ai = 0 (i = 1, . . . , 2n− 1), a2n ≥ 0. In this case, r(Ba) = 0, and Ba and B∗a have no eigenfunctions.
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Case 2. a2i = 0 (i = 1, . . . , n) and∑ni=1 a2i−1 > 0. In this case, Ba = B∗a , r(Ba) =∑ni=1 a2i−1( 2π )2n−2i+2, ϕa(t) = cos π t2 , and
ϕ∗a (t) = π2 cos π t2 .
Case 3. a1 = 1, a2i−1 = 0 (i = 2, . . . , n), a2i = 2 (i = 1, . . . , n). In this case, Ba ≠ B∗a , r(Ba) = 1, ϕa(t) = e−t(1 − t), and
ϕ∗a (t) = et−1(1+ t).
Lemma 1 (See [29]). Let E be a real Banach space and P a cone on E. Suppose that  ⊂ E is a bounded open set and that
T :  ∩ P → P is a completely continuous operator. If there exists v0 ∈ P \ {0} such that
v − Tv ≠ λv0 for all v ∈ ∂ ∩ P, λ ≥ 0,
then i(T , ∩ P, P) = 0, where i indicates the fixed point index on P.
Lemma 2 (See [29]). Let E be a real Banach space and P a cone on E. Suppose that  ⊂ E is a bounded open set with 0 ∈  and
that T :  ∩ P → P is a completely continuous operator. If
v − λTv ≠ 0 for all v ∈ ∂ ∩ P, λ ∈ [0, 1],
then i (T , ∩ P, P) = 1.
Lemma 3. Let l1(t, s) := min{t, s} and supposew ∈ P \ {0}. Then there exist two positive numbers bw ≥ aw such that
aww0(t) ≤
∫ 1
0
lm(t, s)w(s)ds ≤ bww0(t), ∀t ∈ [0, 1], (2.5)
where m is a given positive integer, lm is recursively defined by
lm(t, s) :=
∫ 1
0
l1(t, τ )lm−1(τ , s)dτ (2.6)
for i = 2, 3, . . . , and
w0(t) :=
∫ 1
0
l1(t, s)ds = t − t
2
2
. (2.7)
Proof. It suffices to prove (2.5) for the casem = 1. Indeed, letting bw := ‖w‖, we have∫ 1
0
l1(t, s)w(s)ds ≤ bww0(t), t ∈ [0, 1]. (2.8)
On the other hand, w ∈ P \ {0} implies  10 l1(t, s)w(s)ds > 0 for all t ∈ (0, 1] and limt→0+  10 l1(t,s)w(s)dsw0(t) =  10 w(s)ds > 0.
Consequently, there is a positive constant aw such that
 1
0 l1(t, s)w(s) ≥ aww0(t) for all t ∈ [0, 1], which completes the
proof. 
Lemma 4. If ϕ ∈ C[0, 1] and ψ ∈ C[0, 1] are both decreasing on [0, 1], then∫ 1
0
ϕ(t)ψ(t)dt ≥
∫ 1
0
ϕ(t)dt
∫ 1
0
ψ(t)dt.
Proof. The monotonicity of ϕ and ψ implies (ϕ(t)− ϕ(s))(ψ(t)−ψ(s)) ≥ 0 for all t, s ∈ [0, 1]. Integrating the preceding
inequality over [0, 1] × [0, 1] then gives the desired inequality. The proof is completed. 
3. Main results
For the sake of notational brevity, we denote x := (x1, . . . , x2n) ∈ R2n+ and the inner product in R2n+ by ·. Also, we denote
g(x, a) := x · a− a2nx2n =
2n−1−
i=1
aixi, h(x) :=
2n−
i=1
xi
for all x, a ∈ R2n+ .
We now list our hypotheses on f .
(H2) There are a ∈ R2n+ and c > 0 such that r(Ba) > 1 and f (t, x) ≥ a · x− c for all x ∈ R2n+ and t ∈ [0, 1].
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(H2)′ There is a ∈ R2n+ with
∑2n−1
i=1 ai > 0 such that lim infg(x,a)→∞
f (t,x)
g(x,a) = ∞ uniformly in x2n ∈ R+ and t ∈ [0, 1].
(H3) For everym > 0, there exists a function8m ∈ C(R+,R+) such that
f (t, x1, . . . , x2n−1, y) ≤ 8m(y)
for all (x1, . . . , x2n−1) ∈ [0,m] × · · · × [0,m]  
2n−1
, y ≥ 0 and t ∈ [0, 1], and ∞0 ξdξ8m(ξ)+δ = ∞ for all δ > 0.
(H4) There are b ∈ R2n+ and r > 0 such that r(Bb) < 1 and f (t, x) ≤ b · x for all x ∈ [0, r] × · · · × [0, r]  
2n
and t ∈ [0, 1].
(H4)′ lim suph(x)→0+
f (t,x)
h(x) = 0 uniformly in t ∈ [0, 1].
(H5) There are c ∈ R2n+ and r > 0 such that r(Bc) > 1 and f (t, x) ≥ c · x for all x ∈ [0, r] × · · · × [0, r]  
2n
and t ∈ [0, 1].
(H5)′ There are c ∈ R2n+ and r > 0 such that lim infg(x,c)→0+ f (t,x)g(x,c) = ∞ uniformly in x2n ∈ [0, r] and t ∈ [0, 1].
(H6) There are d ∈ R2n+ and c > 0 such that r(Bd) < 1 and f (t, x) ≤ d · x+ c for all x ∈ R2n+ and t ∈ [0, 1].
(H6)′ lim suph(x)→∞
f (t,x)
h(x) = 0 uniformly in t ∈ [0, 1].
(H7) f is increasing in x and there is a constant ω > 0 such that∫ 1
0
f (s, ω, . . . , ω  
2n
)ds < ω.
(H8) f (t, λx) > λf (t, x) for any λ ∈ (0, 1), x ∈ (0,∞)× · · · × (0,∞)  
2n
, t ∈ [0, 1].
Remark 2. Notice that f is said to be increasing in x if f (t, x) ≤ f (t, y) holds for every pair x, y ∈ R2n with x ≤ y, where
the partial ordering≤ in R2n is understood componentwise.
Remark 3. It is easy to see that (Hi)′ implies (Hi) (i = 2, 4, 5, 6). An advantage of (Hi)′ over (Hi) is that (Hi)′ is much easier
to verify than its counterpart (Hi).
Letρ := {v ∈ E : ‖v‖ < ρ} for ρ > 0.
Theorem 1. If (H1)–(H4) hold, then (1.1) has at least one positive solution.
Proof. (H1) implies that A : P → P is a completely continuous operator. By (H2), we have
(Av)(t) ≥
∫ 1
0
Ka(t, s)v(s)ds− c
∫ 1
0
Ka(t, s)ds
for all v ∈ P and t ∈ [0, 1]. Let
M1 := {v ∈ P : v = Av + λϕa for some λ ≥ 0}
where ϕa is determined by (2.3) and (2.4). We shall prove thatM1 is bounded. Indeed, if v ∈ M1, then, by definition, we
obtain
v(t) ≥
∫ 1
0
Ka(t, s)v(s)ds− c
∫ 1
0
Ka(t, s)ds
for all v ∈ P and t ∈ [0, 1]. Multiply both sides with ψa(t) and integrate over [0, 1] and use (2.3) and (2.4) to obtain∫ 1
0
v(t)ψa(t)dt ≥ r(Ba)
∫ 1
0
v(t)ψa(t)dt − cr(Ba),
so that
 1
0 v(t)ψa(t)dt ≤ cr(Ba)r(Ba)−1 for all v ∈ M1. Now if m0 := min{ψa(t) : t ∈ [0, 1]} > 0, as is the case with a2n > 0,
then the preceding inequality implies
 1
0 v(t)dt ≤ cr(Ba)m0(r(Ba)−1) for all v ∈ M1. Ifm0 := min{ψa(t) : t ∈ [0, 1]} = 0, as is the
case with a2n = 0, it is easy to see that ψa(1) = 0 and ψa is decreasing on [0, 1]. Note that v is also decreasing on [0, 1] if
v ∈ M1. Now Lemma 4 implies∫ 1
0
v(t)dt ≤
∫ 1
0
v(t)ψa(t)dt ≤ cr(Ba)r(Ba)− 1
Z. Yang / Computers and Mathematics with Applications 61 (2011) 822–831 827
for all v ∈ M1. Letting
m :=

cr(Ba)
m0(r(Ba)− 1) , a2n > 0,
cr(Ba)
r(Ba)− 1 , a2n = 0,
we have∫ 1
0
v(t)dt ≤ m, ∀v ∈ M1. (3.1)
Note that gi(t, s) ≤ 1 and ki(t, s) ≤ 1. By (H3), there is a function8m ∈ C(R+,R+) such that
f

t,
∫ 1
0
hn−1(t, s)v(s)ds,
∫ 1
0
gn−1(t, s)v(s)ds, . . . ,
∫ t
0
v(s)ds, v(t)

≤ 8m(v(t))
for all v ∈ M1. Let
5 := {µ ≥ 0 : there exists some v ∈ P such that v = Av + µϕa} .
(3.1) implies that µ0 := sup5 <∞. Notice that if v ∈ M1, then v ∈ C1[0, 1] ∩ P , v(1) = 0, and
−v′(t) ≤ 8m(v(t))+ µ0‖ϕ′a‖,
so that∫ v(0)
0
ξdξ
8m(ξ)+ µ0‖ϕ′a‖
≤
∫ 1
0
v(s)ds
for all v ∈ M1. By (H3) and (3.1), there is a constant M > 0 such that ‖v‖ = v(0) ≤ M for all v ∈ M1, which proves the
boundedness ofM1. Taking R > sup{‖v‖ : v ∈ M1}, we have
v ≠ Av + λϕa, ∀v ∈ ∂R ∩ P, λ ≥ 0
and by Lemma 1
i(A,R ∩ P, P) = 0. (3.2)
Let
M2 :=

v ∈ r ∩ P : v = λAv for some λ ∈ [0, 1]

.
We shall prove thatM2 = {0}. Indeed, if v ∈ M2, then (H4) implies
v(t) ≤
∫ 1
0
Kb(t, s)v(s)ds, t ∈ [0, 1].
Multiply both sides with ψb(t) and integrate over [0, 1] and use (2.3) and (2.4) (with replacement of a by b) to obtain∫ 1
0
v(t)ψb(t)dt ≤ r(Bb)
∫ 1
0
v(t)ψb(t)dt,
so that
 1
0 v(t)ψb(t)dt = 0, whence v = 0, as required. As a result of this, we obtain
v ≠ λAv, ∀v ∈ ∂r ∩ P, λ ∈ [0, 1].
Now Lemma 2 yields
(A,r ∩ P, P) = 1. (3.3)
Notice that we may assume R > r . Combining (3.2) and (3.3) gives
i (A,

R \r
 ∩ P, P) = 0− 1 = −1.
Hence A has at least one fixed point on (R \r) ∩ P and thus (1.1) has at least one positive solution, which completes the
proof. 
Theorem 2. If (H1), (H5) and (H6) hold, then (1.1) has at least one positive solution.
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Proof. Let
M3 := {v ∈ P : v = λAv for some λ ∈ [0, 1]} .
We shall prove thatM3 is bounded. Indeed, if v ∈ M3, then, by definition, v = λAv for some λ ∈ [0, 1]. Hence we have
v(t) ≤
∫ 1
t
f

s,
∫ 1
0
hn−1(s, τ )v(τ )dτ ,
∫ 1
0
gn−1(s, τ )v(τ )dτ , . . . ,
∫ s
0
v(τ)dτ , v(s)

ds
for all v ∈ P , t ∈ [0, 1]. By (H6), we have
v(t) ≤
∫ 1
0
Kd(t, s)v(s)ds+ c
∫ 1
0
Kd(t, s)ds, ∀v ∈ M3, t ∈ [0, 1],
which can be written in the form
(I − Bd)v ≤ v0, ∀v ∈ M3, (3.4)
v0 ∈ P \ {0} being defined by v0(t) =
 1
0 Kd(t, s)ds. The condition r(Bd) < 1 guarantees the invertibility of I − Bd and its
inverse equals
(I − Bd)−1 = I + Bd + B2d + · · · ,
so that (I − Bd)−1(P) ⊂ P . Applying this to (3.4) gives
v ≤ (I − Bd)−1v0, ∀v ∈ M3.
This means thatM3 is bounded, as required. Taking any R > sup{‖v‖ : v ∈ M3}, we have
v ≠ λAv, ∀v ∈ ∂R ∩ P, λ ∈ [0, 1].
Now Lemma 2 yields
i (A,R ∩ P, P) = 1. (3.5)
On the other hand, (H5) implies
(Av)(t) ≥
∫ 1
0
Kc(t, s)v(s)ds
for all v ∈ r ∩ P , t ∈ [0, 1]. Let
M4 :=

v ∈ r ∩ P : v = Av + λϕc for some λ ≥ 0

where ϕc is determined by (2.3) and (2.4) (with replacement of a by c). We shall prove thatM4 ⊂ {0}. Indeed, if v ∈ M4,
then, by definition, we have
v(t) ≥
∫ 1
0
Kc(t, s)v(s)ds
for all v ∈ r∩P , t ∈ [0, 1].Multiply both sideswithψc(t) and integrate over [0, 1] anduse (2.3) and (2.4) (with replacement
of a by c) to obtain∫ 1
0
v(t)ψc(t)dt ≥ r(Bc)
∫ 1
0
v(t)ψc(t)dt,
so that
 1
0 v(t)ψc(t)dt = 0 for all v ∈ M4, whence v = 0 andM4 ⊂ {0}, as required. This implies
v ≠ Av + λϕc, ∀v ∈ ∂r ∩ P, λ ∈ [0, 1].
Now Lemma 1 yields
i (A,r ∩ P, P) = 0. (3.6)
Notice that we may assume R > r . Combining (3.5) and (3.6) gives
i

A,

R \r
 ∩ P, P = 1− 0 = 1.
Hence A has at least one fixed point on (R \r) ∩ P and thus (1.1) has at least one positive solution, which completes the
proof. 
Theorem 3. If (H1)–(H3), (H5) and (H7) are satisfied. Then (1.1) has at least two positive solutions.
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Proof. By (H2), (H3), and (H5), we know that (3.2) and (3.6) hold (see the proofs of Theorems 1 and 2). Note that we may
choose R > ω > r in (3.2) and (3.6). By (H7), we have for all v ∈ ∂ω ∩ P
‖Av‖ = (Av)(0)
=
∫ 1
0
f

s,
∫ 1
0
hn−1(s, τ )v(τ )dτ ,
∫ 1
0
gn−1(s, τ )v(τ )dτ , . . . ,
∫ s
0
v(τ)dτ , v(s)

ds
≤
∫ 1
0
f (s, ω, . . . , ω)ds
< ω = ‖v‖.
This implies
v ≠ λAv, ∀v ∈ ∂ω ∩ P, λ ∈ [0, 1].
Now Lemma 2 yields
i (A,ω ∩ P, P) = 1.
Combining this with (3.2) and (3.6), we arrive at
i

A,

R \ω
 ∩ P, P = 0− 1 = −1,
i

A,

ω \r
 ∩ P, P = 1− 0 = 1.
Hence A has at least two fixed points, with one on (R \ω)∩ P and the other on (ω \r)∩ P . Thus (1.1) has at least two
positive solutions, which completes the proof. 
Theorem 4. If (H1), (H5), (H6) and (H8) are satisfied, then (1.1) has exactly one positive solution.
Proof. By Theorem 2, (1.1) has at least one positive solution. It remains to prove the uniqueness of positive solutions.
Suppose that u1 ∈ C2n[0, 1] and u2 ∈ C2n[0, 1] are two positive solutions of (1.1). Then it is easy to see (−1)[ i2 ]u(i)j (t) > 0
for i = 0, 1, . . . , 2n− 1, t ∈ (0, 1) and j = 1, 2. Moreover, uj(j = 1, 2) solves the integral equation
uj(t) =
∫ 1
0
ln(t, s)f

s, uj(s), u′j(s), . . . , (−1)[
i
2 ]u(i)j (s), . . . , (−1)n−1u(2n−1)j (s)

ds,
where ln is defined by (2.6) (with replacement ofm by n). By Lemma 3, there are constants aj > 0 and bj > 0 such that
ajw0(t) ≤ uj(t) ≤ bjw0(t) (j = 1, 2),
wherew0(t) is given by (2.7). Thus we have
u2(t) ≥ a2w0(t) ≥ a2b1 u1(t).
Let µ0 := sup{µ > 0 : u2(t) ≥ µu1(t),∀t ∈ [0, 1]}. It is easy to see that 0 < µ0 < ∞. We claim µ0 ≥ 1. Suppose, to the
contrary, 0 < µ0 < 1, and let
w(t) := f

t, µ0u1(t), µ0u′1(t), . . . , µ0(−1)[
i
2 ]u(i)(t), . . . , µ0(−1)n−1u(2n−1)1 (t)

−µ0f

t, u1(t), u′1(t), . . . , (−1)[
i
2 ]u(i)1 (t), . . . , (−1)n−1u(2n−1)1 (t)

.
By (H8), we havew(t) > 0 for all t ∈ (0, 1). Lemma 3 then implies that there exists an ε > 0 such that∫ 1
0
ln(t, s)w(s)ds ≥ εw0(t)
and thus
u2(t) ≥
∫ 1
0
ln(t, s)f

s, µ0u1(s), µ0u′1(s), . . . , µ0(−1)[
i
2 ]u(i)1 (s), . . . , µ0(−1)n−1u(2n−1)1 (s)

ds
=
∫ 1
0
ln(t, s)w(s)ds+ µ0u1(t)
≥ εw0(t)+ µ0u1(t)
≥

µ0 + εb1

u1(t),
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contradicting the definition ofµ0. As a result, we haveµ0 ≥ 1 and thus u2 ≥ u1. Similarly, u1 ≥ u2. Therefore u1 = u2. This
says that (1.1) has exactly one positive solution, which completes the proof. 
Remark 4. By Remark 3, some conditions in Theorems 1–4 can be simplified by strengthening them. For example, the
following results are obtained from Theorems 1 and 2 by strengthening (Hi) to (Hi)′ (i = 2, 4, 5, 6).
Corollary 1. If (H1), (H2)′, (H3) and (H4)′ hold, then (1.1) has at least one positive solution.
Corollary 2. If (H1), (H5)′ and (H6)′ hold, then (1.1) has at least one positive solution.
4. Examples
In this section we offer some examples to illustrate our main results.
Example 1. Let f (t, x) := (∑2n−1i=1 aixi)p+ a2nxq2n, where ai ≥ 0 (i = 1, . . . , 2n), p > 1, 1 < q ≤ 2, with∑2n−1i=1 ai > 0. Now
(H1), (H2)′, (H3), and (H4)′ are satisfied. By virtue of Corollary 1, (1.1) has at least one positive solution.
Example 2. Let f (t, x) := ∑2ni=1 aixpii +∑2ni=1 bixqii , where ai ≥ 0, bi ≥ 0 (i = 1, . . . , 2n),∑2n−1i=1 ai > 0,∑2n−1i=1 bi > 0,
pi > 1(i = 1, . . . , 2n− 1), 1 < p2n ≤ 2, 0 < qi < 1 (i = 1, . . . , 2n), with∑2ni=1(ai + bi) < 1. Now (H1), (H2)′, (H3), (H6)′
and (H7) are satisfied. By virtue of Theorem 3, (1.1) has at least two positive solutions (see Remarks 3 and 4).
Example 3. Let f (t, x) := (∑2ni=1 aixi)p, where ai ≥ 0 (i = 1, . . . , 2n), 0 < p < 1, with∑2n−1i=1 ai > 0. Now (H1), (H5)′,
(H6)′ and (H8) are satisfied. By virtue of Theorem 4, (1.1) has exactly one positive solution (see Remarks 3 and 4).
5. Symmetric positive solutions of the Lidstone problem involving all derivatives
In this section we apply our main results to the Lidstone problem (1.5), establishing the existence, multiplicity and
uniqueness of symmetric positive solutions for (1.5), where, by a symmetric positive solution of (1.5) is meant a function
u ∈ C2n[0, 1] that satisfies u(t) > 0 and u(−t) = u(t) for all t ∈ (−1, 1), and solves (1.5). An extra condition replacing (H1)
is needed in this section.
(H9). f ∈ C(∏2ni=1 Ki,R+) satisfies f (x1,−x2, . . . , x2n−1,−x2n) = f (x) for all x ∈∏2ni=1 Ki, where K2i−1 := R+ and K2i := R
for any positive integer i.
Applying Theorems 1–4 yields the following results on (1.5).
Theorem 5. If (H2)–(H4) and (H9) hold, then (1.5) has at least one symmetric positive solution.
Proof. By Theorem 1, the boundary value problem
(−1)nu(2n) = f

u, u′, . . . , (−1)[ i2 ]u(i), . . . , (−1)n−1u(2n−1)

,
u(2i)(0) = u(2i)(1) = 0, i = 0, 1, . . . , n− 1,
has at least one positive solutionw. Let
u(t) :=

w(1− t), 0 ≤ t ≤ 1,
w(1+ t), −1 ≤ t ≤ 0.
Then u ∈ C2n([0, 1],R+) is a symmetric positive solution of (1.5). This completes the proof. 
The following results can be proved analogously:
Theorem 6. If (H5), (H6) and (H9) are satisfied, then (1.5) has at least one symmetric positive solution.
Theorem 7. If (H2), (H3), (H5), (H7) and (H9) are satisfied, then (1.5) has at least two symmetric positive solutions.
Theorem 8. If (H5), (H6), (H8) and (H9) are satisfied, then (1.5) has exactly one symmetric positive solution.
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