T he Center for Astrophysical Thermonuclear Flashes at the University of Chicago-a collaboration between scientists primarily at Chicago and Argonne National Laboratory-studies the longstanding problem of thermonuclear flashes on the surfaces of compact stars (such as neutron stars and white dwarfs) and in the interior of white dwarfs (such as Type Ia supernovae). Our central computational challenge is the breadth of physical phenomena involved. These range from accretion flow onto the surfaces of these compact stars to shear-flow and Rayleigh-Taylor instabilities on the stellar surfaces, nuclear burning ignition under conditions leading to convection, stellar envelope expansion, and the possible creation of a common-envelope binary star system. Many of the physical phenomena we encounter have counterparts in the terrestrial realm (in more extreme versions): convection and turbulence at huge Reynolds and Rayleigh numbers, convective penetration of stable matter, state equations for highdensity matter, nuclear processing, radiation hydrodynamics, and interface dynamics (including mixing instabilities and burning front propagation). Perhaps the most spectacular phenomenon with no obvious terrestrial counterpart is the interaction of two binary stars when one of them expands during a nova outburst and swallows its companion (see Figure 1) .
The complexity of the physics we must deal with is a common theme at all five ASCI/ Alliance Center, and the remarkable physical conditions we encounter distinguishes our center. The energy densities, and many of the physical phenomena, are similar to those dealt with in the US Department of Energy Stockpile Stewardship program. The fully ionized plasmas that ignite under astrophysical conditions are at very high temperatures and densities. The physical problems revolve around nuclear ignition, deflagration or detonation, turbulent mixing, and interface dynamics for complex multicomponent fluids. Our center's task is to develop a code (Flash code) that can describe the physics of these astrophysical phenomena and that uses modern software technology to efficiently use available massively parallel computers.
Although the ultimate test of our results is to compare them with astronomical observations
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The Center for Astrophysical Thermonuclear Flashes is constructing a new generation of codes designed to study runaway thermonuclear burning on the surface or in the interior of evolved compact stars.
of the consequences of nuclear flashes on or within compact stars, direct numerical simulations of astrophysical conditions are out of the question, and the direct experimentation familiar to terrestrial physical sciences is simply impossible. Furthermore, the available astrophysical diagnostic tools are extremely limited. Due to these constraints on experimentation and measurement, code validation is key to the astrophysical thermonuclear flash problem.
Because direct numerical simulations are not feasible, researchers have long recognized that astrophysical simulations must ultimately rely on modeling astronomically unresolved small-scale phenomena. Thus, our validation strategy relies on comparing computational results of Flash subsystems (which contain only partial descriptions of the full physics) with model problems for which laboratory verification is possible. These tests range from comparison with various desktop fluid-dynamics experiments to comparison with experiments conducted at national laser facilities (such as Lawrence Livermore National Laboratory and the University of Rochester) and at the pulsed-power facilities at Los Alamos National Laboratory (Pegasus/Atlas) and Sandia National Laboratories (Saturn).
Hydrodynamics: Flash code
Our center has completed the first version of Flash, Flash-1, which addresses the astrophysics problems outlined in the sidebar "Astrophysics background." Visit www.flash.uchicago.edu/ flashcode, for details regarding Flash.
For the problem at hand, the code includes these physics:
• 3, 4 even though in some circumstances far simpler state equations, such as a gamma law, suffice and are available.
• Arbitrary nuclear-reaction network. For problems not involving nuclear burning, but only hydrodynamic mixing, the reaction network module can be turned off.
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• External gravity.
We incorporated these physical effects in Flash-1. This led to a set of equations that govern the motion of compressible matter undergoing nuclear burning in the presence of gravitational stratification, including a continuity equation, a set of advection-diffusion equations that govern the spatial and temporal evolution of each of the nuclear species involved in the reactions, a momentum-conservation equation, and an energyconservation equation that includes energy input by nuclear burning. We specify a state equation, whose form depends on the particular problem we are treating. In the stellar case, we allow for effects such as electron degeneracy and radiation pressure. At this stage, we assume that the gravitational field is specified (as opposed to computed self-consistently) and that thermal transport is entirely by diffusive processes.
Flash-1
Flash-1 represents a major advance toward a fully flexible code for solving general astrophysical 
First astrophysical results
It is a reflection on the difficulty of nuclear flash calculations that only recently have researchers progressed beyond Bruce Fryxell and Stanford Woosley's calculation of X-ray bursts. 7 The three panels in Figure 2 show what we can now do with Flash-1 and our results from a 2D cylindrical-coordinates X-ray burst calculation. This particular calculation was performed on the ASCI Nirvana cluster (SGI Origin 2000) at Los Alamos National Laboratory. 
Astrophysics background
Runaway thermonuclear burning is relevant to a diverse array of phenomena in astrophysics. Our center focuses on three distinct runaway thermonuclear burning cases: X-ray bursts, novae, and Type Ia supernovae.
X-ray bursts are due to combined hydrogen-helium or pure helium flashes in a shell at the bottom of a thin layer (approximately less than 100 meters) of hydrogen-rich or pure helium material that has accreted onto a neutron star's surface. [1] [2] [3] This phenomenon is somewhat simpler than the other phenomena we consider, in that the nuclear energy released per gram of accreted matter is a factor of 20 to 100 less than the gravitational binding energy of the same gram of matter. Consequently, expansion of the envelope does not quench the flash. Rather, the helium and heavier elements in the accreted envelope are incinerated to iron-peak nuclei. Novae are due to hydrogen flashes in the shell at the bottom of a thin (approximately less than 10 8 cm) layer of hydrogenrich material that has accreted onto a white dwarf's surface. 4, 5 In contrast to the X-ray bursts, the nuclear energy released per gram of accreted matter is a factor of approximately 100 more than the gravitational binding energy of the same gram of matter. As a result, the flash leads to an enormous expansion of the white dwarf's envelope; the envelope engulfs the companion star, forming a common envelope binary. At the same time, the work done against gravity in the expansion of the envelope cools the hydrogen-burning shell and quenches the flash. Steady hydrogen burning then ensues. Type Ia supernovae are thought to be due to carbon flashes that ignite in the core of a white dwarf whose mass has grown by accretion. [6] [7] [8] [9] Neither laminar deflagration nor detonation alone can account for both the abundances of intermediatemass nuclei and the large expansion velocity of the ejecta that are produced in a Type Ia supernova. Consequently, some Type Ia supernova models invoke a transition from a deflagration wave to a detonation wave. One possibility is that the initial deflagration wave becomes a detonation wave as it travels outward in the star. [8] [9] [10] Another possibility is that the initial deflagration wave fails when it reaches the outer part of the star, leading to the white dwarf's recollapse and nearly complete mixing of the nuclear fuel, followed by detonation. [11] [12] [13] [14] [15] [16] [17] In either case, much of the white dwarf is incinerated to iron-peak nuclei, and the white dwarf is blown apart. These phenomena are not only fascinating but also important, because they shed light on other fundamental questions in astrophysics. X-ray bursts tell us about the masses and radii of neutron stars. Classical novae contribute to the abundance of intermediate-mass elements in the galaxy and show how the masses of white dwarfs change with time in close binary systems. Type Ia supernovae contribute to the abundance of intermediate mass and heavy elements in the galaxy. Type Ia supernovae are also important for their crucial role as "standard candles" in determining the Hubble constant and Ω m − Ω Λ . 18, 19 Although they seem to be diverse phenomena, X-ray bursts, classical novae, and Type Ia supernovae all involve a close binary star system in which matter from a companion star accretes onto the surface of a compact star (neutron star or white dwarf). All have the ignition of a nuclear fuel under degenerate conditions, followed by the runaway thermonuclear burning through a convective or turbulent flame front (or deflagration wave) or through a shock front (or detonation wave) in common.
Relevant spatial and temporal scales
The three astrophysics problems share a number of common elements that govern their physics and that determine how we simulate these phenomena. As a starting point for discussing the physics, we should consider the typical scale lengths, times, and velocities for nuclear burning under astrophysical circumstances; these make plain the extreme range of spatial and temporal scales this problem spans.
A quick glance at of such scale are not just impossible to contemplate right now, but it is also dubious whether we will ever achieve them. As long as the stellar interior of a Type Ia supernova, for example, is highly turbulent, adaptive mesh refinement, which researchers might have thought a possible solution, will not help because we will likely carry out refinement almost everywhere within the computational domain, down to at least the Gibson scale (approximately 1 to 10 2 cm).
The underlying physics
We can break down the overall physics problem for thermo- 16, 20 which might have an effect on the front's speed.)
In contrast, simulating deflagration waves is much trickier: Unlike detonation, we must always resolve the front's structure to determine a laminar deflagration wave's speed. Unlike novae (for which we can compare the burning front's width with the accreted envelope width 5, 21 ), the laminar deflagration front's width for Type Ia supernovae can be more than 10 orders of magnitude smaller than the star's radius. 22, 23 In principle, we can determine the front's speed in this case from high-resolution 1D simulations 22, 23 and can then treat the result as a parameter in the 3D simulations. Second, we need to establish whether a transition from deflagration to detonation (DDT) occurs. For X-ray bursts, observational evidence points to extremely rapid incineration of the accreted material, and it is a good assumption that burning in this case proceeds through a detonation front. For novae, we know burning is relatively slow (compared to the other two cases we study) and no DDT occurs. For Type Ia supernovae, researchers have long recognized that the transition from a point runaway cannot occur as a prompt detonation. Prompt detonation cannot explain the observed abundances of intermediate mass elements. 12 By considering the observed light curve, we can eliminate a slow deflagration. Therefore, the explosion must involve either a DDT transition or a transition from normal deflagration to turbulent (fast) deflagration. [8] [9] [10] 15, 17 At a more detailed level, we thus need to understand how chaotic flows in the star affect the propagation of deflagration fronts. Convective instabilities in the burning region and Rayleigh-Taylor and Kelvin-Helmholtz instabilities along the burning front can affect the propagation speed by stretching the flame front and then by introducing small-scale turbulent mixing and energy transport, which might dominate molecular (or microscopic) diffusion processes. 10, 15, 17 There is no hope (as already mentioned) that we can resolve the deflagration front on a grid that also simulates the behavior on the scale of the entire star, whether or not we are considering nova or supernova evolution. One reasonable approach is to do a high-resolution simulation of a small section of the burning front, to obtain its speed and use the result as a parameter in the full model, combined with a front-tracking method. 24 The common element of these problems is that we cannot directly compute them with a numerical simulation in the astrophysical context; we will always require models. Therefore, these models must be susceptible to testing; one of the principal aims of our validation effort is to compare such model calculations with direct numerical simulations for laboratoryscale combustion and reaction experiments.
The computational domain is a 2-km region along a neutron star's surface, extending 1 km radially outward. The initial model is a hydrostatic neutron star atmosphere, with a density of 2 × 10 9 g cm −3 at the base, falling off to approximately 10 6 g cm −3 over 100 meters. Above this, the density falls off quickly to 10 −5 g cm
. The atmosphere and material above it are pure helium. We start the burst by raising the temperature in the domain's lower left corner to 2.5 × 10 8 K, at which temperature thermonuclear burning of helium commences, creating a detonation. In the vertical direction, the detonation wave propagates down the density gradient, breaking through the surface of the neutron star atmosphere. Above the atmosphere, the shock detaches from the burning front and races ahead. The detonation front moves along the star's surface at approximately 10 9 cm s −1 . In the images in Figure 2 , a green line marks a helium abundance of 0.9; below this line, burning has begun to deplete the helium. The dark blue line marks 10 g cm −3 , indicating how much the explosion has distorted the neutron star atmosphere. The third panel of Figure 2 , showing the superposition of the computational grid on the density field, illustrates this problem's challenging nature. Only with adaptive meshes that can we hope to capture even part of the large dynamic range of spatial scales in this problem.
Code verification and validation
Simulation validation results in the context of the ASCI program revolve around three distinct issues.
• Have we incorporated the correct physics? • Does the code contain bugs or outright errors? • Are the computed solutions suitably close to the desired solutions of the mathematical model?
The last question involves both convergence (are the solutions to the discretized equations appropriate approximations to the adopted model equations' solutions?) and a posterior error estimation (are the solutions accurate, or are the computational errors suitably bounded?).
Although it is not trivial to assert with any certainty that a given, highly complex, hydrodynamic code is free from bugs and outright errors, we devised procedures to guard against such difficulties. We constructed a suite of test problems, including the Sod shock-tube problem, 8 the Sedov explosion problem, 8 the Woodward-Colella twoblast-wave problem, 9 an advection problem in which we create a planar density pulse in a uniform pressure region, a double Mach reflection problem, and a wind tunnel flow with a step.
Once we have addressed the problem of outright blunders, we must deal with the remaining two issues, which we only do by comparing simulation results with experimental data. Here we must keep in mind that, even with agreement between measurement and computation, the question remains as to whether the simulation details are trustworthy. Our strategy for choosing validation problems involves four criteria:
• The problem must test significant portions of the full nuclear-flash problem.
• The problem must entail simpler physical problems than the full nuclear-flash problem.
• Tabletop or other laboratory experiments must be available to directly verify code results.
• The problem must be an interesting, forefront physics problem.
Such model problems have several attributes that make them valuable aside from their intrinsic scientific interest. They let us begin the code testing and validation process even in the early versions of Flash. They let us test our methodology for producing modular codes based on reusable components. Finally, they let us explore solution methods or algorithms in simpler situations than the astrophysical case, for which we can more readily understand the physics and for which the diagnostic tools are more powerful (see Figure 3 ).
Future developments of Flash
Although Flash-1 represents a significant advance in astrophysical hydrodynamics-oriented codes, we want to develop it further. We want to treat additional physical processes and explore (and possibly use) alternate computational algorithms and computational-infrastructure elements that we might need to solve our astrophysics problems. The following descriptions provide a roadmap for our ongoing and future developments and provide insight into what we consider the key bottlenecks in our future computing efforts.
Additional physics
A number of physical effects not yet accounted for in Flash-1 can play important roles in all three of our target astrophysics problems. Future versions of the Flash will take these effects into account.
• Magnetohydrodynamics (MHD). Compact evolved stars, such as the ones with which we are concerned, can have dynamically significant magnetic fields, especially at their surface. We need to investigate such magneticfield effects for both nova and X-ray-burst calculations. Development of an appropriate 3D MHD solver is well underway. Visit www.flash.uchicago.edu for early results.
• Radiative hydrodynamics. In all three of our astrophysics problems, radiative transfer effects become important in at least some phases of the flash evolution. As a result, Flash's treatment of radiative energy transport, which is currently restricted to the simple diffusion approximation, will need to include at minimum flux-limited diffusion.
• Self-gravity. Depending on the problem, we might need to calculate the gravitational field as part of the problem's solution (for example, in the case of supernova evolution). This requires adding a Poisson solver, which we currently plan to implement using our newly developed multigrid solver for Flash-1.
• Rotation. Rotation strongly affects fluid motions whose characteristic time scale is comparable to, or longer than, the rotation period. Such effects might be important in our Flash calculations but have received relatively little attention in the literature.
Algorithms
It is widely understood, although often forgotten in the telling, that algorithmic improvements can have impacts on computing effectiveness that are at least as profound as the changes resulting from improvements in computing hardware. We have identified three algorithmic issues that are particular to our Flash problem and on which we are focusing: simplified hydro solvers, unstructured grids, and discontinuous Galerkin techniques
In certain astrophysical regimes, fluid motions are very subsonic. Gravitational stratification might also be weak; an example is convection near or at the center of an evolved star. In such cases, filtering out sound waves (the anelastic approximation) and, if permissible, ignoring gravitational stratification (leading to the Boussinesq approximation) save considerable computational effort. We are pursuing two complementary avenues to address these simplifications. First, we plan to implement a spectral element hydro solver 10 (now used at ANL) in the Paramesh framework of the current Flash. Second, our computational physicists are developing a semiimplicit hydro module for compressible hydrodynamics.
In astrophysical applications, we rarely encounter problems with geometrically complex boundaries. This together with the relative simplicity and effectiveness of coding on structured meshes, explains the general lack of interest in unstructured meshes among astrophysicists. However, we might more easily or accurately solve certain fluid-dynamics problems for a given effort level using unstructured meshes. One family of examples is the class of converging-flow problems (implosions). To better understand the computational issues, we are exam- ining the use of unstructured meshes, based both on the SUMMA3d and RPI architectures.
In some instances (such as when we use unstructured grids), dealing with a very compact stencil for the spatial differential operators is preferable. We are conducting a comparative study of one such family of techniques using compact stencils-namely, discontinuous Galerkin methods-using the Rayleigh-Taylor validation problem as our problem test bed. This study also compares results obtained with discontinuous Galerkin methods on structured meshes with results obtained with Flash-1.
Large-scale computing research
Our ANL colleagues, in collaboration with colleagues at Chicago and at the DP national laboratories, are pursuing a number of computer science research issues that will improve our ability to carry out large-scale computations:
• Performance diagnostics for large-scale parallelized codes is a challenging task that the ANL Jumpshot development effort 11 hopes to simplify. We have used this tool to take a detailed look at Flash-1's performance on Blue Pacific. We plan to use a fully portable implementation on all the available massively parallel computing platforms.
• A major limitation of currently available software for parallel I/O is the absence of uniformly implemented standards on available massively parallel platforms. Although our planned long-term solution relies on the HDF5 standard, in the short term, we are using MPI-IO, developed at ANL. Therefore, we are relying strongly on the current effort to produce a fully portable MPI-IO version.
• A major bottleneck of present large-scale computing efforts is the limited effectiveness of end-to-end data transmission (such as from the computing sites to our local desktops) for very large data sets. ANL scientists helping our center resolve this issue, principally through the data grid initiative. We hope to extend the substantial performance improvements (with transmission speeds of 40 Mbytes) now demonstrated for data movement between ANL and Lawrence Berkeley National Laboratory over ESnet to data movement between the labs and our center.
• In an ideal Flash working environment, the astrophysicist sitting at the desktop machine would be able to run code without worrying about exactly where the code is actually running or where the resulting data is stored. M ost importantly, Flash simulations must give the correct answer. This is difficult because astrophysicists are fundamentally constrained to watch distant events without any ability to control them or to diagnose them by in situ measurement. So, our confidence in our computational results hinges crucially on the ability to validate calculations using appropriate proxy measurement or code validation using appropriate laboratory models. 
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