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Noncommutative geometry governs the physics of quantum Hall (QH) effects. We introduce the
Weyl ordering of the second quantized density operator to explore the dynamics of electrons in
the lowest Landau level. We analyze QH systems made of N-component electrons at the integer
filling factor ν = k ≤ N . The basic algebra is the SU(N)-extended W∞. A specific feature is that
noncommutative geometry leads to a spontaneous development of SU(N) quantum coherence by
generating the exchange Coulomb interaction. The effective Hamiltonian is the Grassmannian GN,k
sigma model, and the dynamical field is the Grassmannian GN,k field, describing k(N − k) complex
Goldstone modes and one kind of topological solitons (Grassmannian solitons).
I. INTRODUCTION
Noncommutative geometry[1] has found growing atten-
tion in field theory and superstring theory[2, 3, 4]. How-
ever, its physical evidence is still very rare. The quan-
tum Hall (QH) effect provides a rare evidence[5], where
all physics results from the noncommutative geometry in
the plain,
[X,Y ] = −iℓ2B. (1.1)
Here, (X,Y ) describes the position of the planar electron
confined to the lowest Landau level (LLL), and ℓB is the
magnetic length proving the scale. As has been discussed
extensively[6, 7, 8], the QH system is characterized by the
W∞ algebra.
A new aspect of QH systems[5, 9] is quantum coherence
due to the spin degree of freedom, which is also a con-
sequence of the noncommutativity (1.1). Electron spins
are polarized spontaneously rather than compulsively by
the Zeeman effect: Hence, the system is called QH fer-
romagnet. The basic algebraic structure is the SU(2)-
extended W∞[10]. Topological solitons (CP
1 solitons)
arise as coherent excitations[11], which have been ob-
served experimentally[12, 13, 14]. Much more interesting
phenomena occur in bilayer QH systems. For instance,
an anomalous tunneling current has been observed[15]
between the two layers at the zero bias voltage. It
may well be a manifestation of the Josephson-like phe-
nomena predicted a decade ago[16]. They occur due to
quantum coherence developed spontaneously across the
layers[10, 17]. QH effects present experimental tests of
various ideas inherent to noncommutative geometry.
In this paper we investigate the algebraic structure of
the N -component QH system subject to the noncommu-
tativity (1.1). We then analyze the spontaneous symme-
try breaking at the filling factor ν = k, k = 1, 2, . . . , N ,
and show that the Goldstone modes and topological soli-
tons are described by the GrassmannianGN,k field. Here,
the GN,k field is the one that takes values on the Grass-
mannian GN,k manifold. Note that the GN,1 manifold is
equal to the CPN−1 manifold. Such a multicomponent
QH system is feasible experimentally by constructing N ′-
layer QH systems, where N = 2N ′ with the spin degree
of freedom and N = N ′ without it. See Refs.[18] for
a specific application to bilayer QH ferromagnets where
N = 4. As far as we are aware of, this is the first estab-
lished system where the Grassmannian GN,k field plays
a key role in physics.
In Sections II and III we review the noncommutative
planar system and the LLL projection, respectively. We
make a novel proposition of the Weyl ordering of the sec-
ond quantized density operator. In Section IV we derive
the SU(N)-extended W∞ as the algebraic structure of
multicomponent electrons in the noncommutative planar
system. In Section V, employing an algebraic method, we
represent the Coulomb potential so that the exchange in-
teraction effect is made manifest. The exchange Coulomb
interaction is the key to quantum coherence. In Section
VI, we make a derivative expansion and derive the SU(N)
nonlinear sigma model as an effective Hamiltonian. It
yields the Grassmannian GN,k sigma model for the QH
system at ν = k. In Section VII we show that the dy-
namic field is the GN,k field describing k(N−k) complex
Goldstone modes. In Section VIII we construct Grass-
mannian GN,k solitons as topological objects. In Section
IX, by reexamining the LLL projection, we discuss what
quasiparticles we expect to observe in QH systems. In
Section X we make a brief application of our results to
realistic QH systems by including the Zeeman and tun-
neling interactions. Note that all Goldstone modes are
made massive due to these interactions. Section XI is
devoted to discussions.
II. NONCOMMUTATIVE PLANAR SYSTEMS
The position of an electron confined to the lowest Lan-
dau level is specified by the guiding center X = (X,Y )
subject to the noncommutativity (1.1). There exists a
procedure (the Weyl prescription[19, 20]) to construct a
noncommutative theory with the coordinateX = (X,Y )
from a commutative theory with the coordinate x =
2(x, y). From a function f(x) in the commutative space,
we construct
Ôf =
1
(2π)2
∫
d2qd2x e−iq(x−X)f(x). (2.1)
Taking the plane wave f(x) = eipx in (2.1), we find
Ôf = e
ipX . (2.2)
We call it the Weyl-ordered plane wave. It approaches
the plane wave eipx in the commutative limit (ℓB → 0).
It is convenient to construct a Fock representation of
the algebra (1.1) by way of the operators,
b =
1√
2ℓB
(X − iY ), b† = 1√
2ℓB
(X + iY ), (2.3)
obeying [b, b†] = 1. The Fock space is made of the states
|n〉 = 1√
n!
(b†)n|0〉, n = 0, 1, 2, · · · . (2.4)
They are the quantum mechanical states inherent to the
noncommutativity (1.1). We call them the Landau sites
in QH systems.
Two of the Landau sites are related as
|m〉 =
√
n!
m!
L(m,n)|n〉, (2.5)
with L(m,n) = (b†)mbn. They generate the algebra,
[L(m,n), L(k, l)] =
∞∑
t=1
Ctmn;klL(m+k−t, n+l−t), (2.6)
where the structure constant is
Ctmn;kl =
1
t!
(
n!k!
(n− t)!(k − t)! −
m!l!
(m− t)!(l − t)!
)
.
(2.7)
This is the W∞ algebra[6, 7] characterizing the noncom-
mutative planar system.
The noncommutative coordinate X = (X,Y ) acts on
the Landau site as
X |n〉 = ℓB√
2
[√
n|n− 1〉+√n+ 1|n+ 1〉] ,
Y |n〉 = iℓB√
2
[√
n|n− 1〉 − √n+ 1|n+ 1〉] . (2.8)
We may represent the algebra (1.1) by the differential
operators,
X(x) =
1
2
x− iℓ2B
∂
∂y
, Y (x) =
1
2
y + iℓ2B
∂
∂x
. (2.9)
Then, Ôf acts on the Fock space via (2.8), and it is rep-
resented by a differential operator,
〈x|Ôf |n〉 = Ôf (x)〈x|n〉, (2.10)
acting on the wave function. In this representation the
wave function reads
Sn(x) = 〈x|n〉 =
√
1
2n+1πℓ2Bn!
(
z
ℓB
)n
e−x
2/4ℓ2
B ,
(2.11)
with z = x + iy. It is seen from this wave function that
each Landau site |n〉 occupies area 2πℓ2B.
The Weyl-ordered plane wave eipX generates the pro-
jective translation group,
eipXeiqX = ei(p+q)X exp
[
i
2
ℓ2Bp∧q
]
, (2.12)
with p∧q = pxqy − pyqx, as follows from the noncommu-
tativity (1.1). We present two important relations,
Tr
[
eipX
] ≡ ∞∑
n=0
〈n|eipX |n〉 = 2π
ℓ2B
δ(p), (2.13)
and ∫
d2p 〈m|e−ipX |n〉〈i|eipX |j〉 = 2π
ℓ2B
δniδmj . (2.14)
They are proved in Appendix A.
We derive the inversion relation of the Weyl ordering
(2.1). We evaluate∫
d2pTr
[
Ôf e
ip(x−X)
]
=
1
(2π)2
∫
d2pd2qd2yTr
[
eiqXe−ipX
]
e−qy+ipxf(y).
(2.15)
Using (2.12) and (2.13), we obtain
f(x) =
ℓ2B
2π
∫
d2p eipxTr
[
Ôfe
−ipX
]
. (2.16)
This is the inversion relation of the Weyl ordering. An
interesting relation follows trivially,
Tr
[
Ôf
]
=
1
2πℓ2B
∫
d2x f(x). (2.17)
We may regard this as a generalization of (2.13), which
is reproduced by setting f(x) = eipx and Ôf = e
ipX .
In this paper we deal with the second-quantized den-
sity operator. It is necessary to define the Weyl order-
ing of such an operator. As a standard procedure we
proceed from classical mechanics (CM) to quantum me-
chanics (QM) and then to field theory (FT)[21]. The
classical density is
ρCMr (x) = δ(x− r), (2.18)
where x denotes the particle coordinate, x = x(t): On
the other hand, r is the variable parametrizing the plane,
3which remains to be commutative after the first quanti-
zation as well as the second quantization. Passing to
quantum mechanics we replace the c-number coordinate
x by the corresponding operatorX. Every quantity f(x)
is to be replaced by the Weyl-ordered one Ôf according
to (2.1). Setting f(x) = ρCMr (x) = δ(x− r), we find
ρQMr ≡ Ôf =
1
(2π)2
∫
d2qd2x e−iq(x−X)δ(x− r)
=
1
(2π)2
∫
d2q e−iq(r−X). (2.19)
Here, no requirement has yet been made on the commu-
tativity of the operator X = (X,Y ).
In passing to field theory, denoting by |n〉 the quan-
tum mechanical one-body state, we introduce the second-
quantized fermion operator c(n) with {c(n), c†(m)} =
δnm. We define
|Ψ〉 =
∑
n
|n〉c(n), (2.20)
so that the field operator is Ψ(x) = 〈x|Ψ〉. The field
theoretical density operator is
ρFT(r) ≡ 〈Ψ|ρQMr |Ψ〉 =
1
(2π)2
∫
d2q e−iqr〈Ψ|eiqX |Ψ〉
=
1
(2π)2
∫
d2qd2xd2y e−iqr〈Ψ|x〉〈x|eiqX |y〉〈y|Ψ〉.
(2.21)
This is the standard procedure for second quantization,
where the first-quantized operator is sandwiched between
Ψ†(x) and Ψ(x).
In order to show that the formula (2.21) is the general
one, we first apply it to the commutative theory with
[X,Y ] = 0. It is represented by X|x〉 = x|x〉 with
〈x|y〉 = δ(x− y). Using this in (2.21) we find ρFT(r) =
ρ(r) with
ρ(r) = Ψ†(r)Ψ(r). (2.22)
It is the well-known result in the commutative theory.
We proceed to discuss the noncommutative theory
with [X,Y ] = −iℓ2B. It is represented by the Fock space
made of (2.4). Substituting the expansion (2.20) into
(2.21), we obtain ρFT(r) = ρˆ(r) with
ρˆ(r) =
1
(2π)2
∫
d2q e−iqr
[∑
mn
〈m|eiqX |n〉ρ(m,n)
]
,
(2.23)
where ρ(m,n) ≡ c†(m)c(n). It approaches the ordinary
density ρ(r) in the commutative limit (ℓB → 0). The
Fourier transformation is
ρˆ(q) =
1
2π
∑
mn
〈m|e−iqX |n〉ρ(m,n). (2.24)
We propose ρˆ(r) as the Weyl-ordered density operator.
We interpret that the matrix element 〈ρˆ(r)〉 is the classi-
cal density measured at the point r in the commutative
space. The commutative space is the one from which the
noncommutative space is constructed by deforming the
commutation relation: It is used for the representation
(2.9) of the noncommutativity (1.1).
III. LOWEST LANDAU LEVEL PROJECTION
We proceed to discuss QH systems. Electrons make
cyclotron motions under perpendicular magnetic field B
and their energies are quantized into Landau levels. The
number density of magnetic flux quanta is ρΦ ≡ B/ΦD,
with ΦD = 2π~/e the flux unit, which is equal to the
number density of Landau sites. One electron occupies
area 2πℓ2B with ℓB =
√
~/eB the magnetic length. The
filling factor is ν = ρ0/ρΦ with ρ0 the electron number
density. At ν = k (integer), one Landau site accommo-
dates k electrons with different isospins due to the Pauli
exclusion principle.
We first review the one-body property of electrons in
strong magnetic field. The electron coordinate x = (x, y)
is decomposed as x = X +R, where X = (X,Y ) is the
guiding center and R = (−Py, Px)/eB is the relative co-
ordinate. From them we construct two sets of harmonic-
oscillator operators,
a ≡ ℓB√
2~
(Px + iPy), a
† ≡ ℓB√
2~
(Px − iPy), (3.1a)
b ≡ 1√
2ℓB
(X − iY ), b† ≡ 1√
2ℓB
(X + iY ), (3.1b)
obeying
[a, a†] = [b, b†] = 1, [a, b] = [a†, b] = 0. (3.2)
The kinetic Hamiltonian is
HK = (a
†a+
1
2
)~ωc (3.3)
with ~ωc the cyclotron energy. When the cyclotron gap
is large enough, thermal excitations across Landau levels
are practically impossible. Hence, it is a good approxi-
mation to neglect all those excitations by requiring the
confinement of electrons to the LLL. The guiding center
is the noncommutative coordinate.
We make the LLL projection in a systematic way[5].
We decompose the coordinate x into the relative coordi-
nate R and the guiding center X. The relative coordi-
nateR is frozen when the electron is confined to the LLL.
We denote the LLL projection of the c-number function
f(x) as 〈f〉 . In particular, we have[5]
〈f〉 = e−ℓ2Bp2/4eipX (3.4)
for the plane wave f(x) = eipx. The suppression factor
e−ℓ
2
B
p2/4 arises due to the LLL projection of the relative
coordinate. In general, we have
〈f〉 = 1
(2π)2
∫
d2qd2x e−ℓ
2
B
q2/4e−iq(x−X)f(x). (3.5)
4Consequently, the LLL projection is equivalent to the
Weyl ordering (2.1) but for the suppression factor.
In the field theoretical framework the kinetic Hamilto-
nian (3.3) reads
HK =
1
2M
∫
d2xψ†(x)(Px− iPy)(Px+ iPy)ψ(x), (3.6)
apart from the cyclotron energy ~ωc/2 per electron,
where Pk = −i~∂k+eAk. We assume the electron field ψ
to possess N isospin components ψσ. We introduce the
field operator describing electrons confined to the LLL.
It is determined so as to satisfy the LLL condition
(Px + iPy)ψσ(x)|S〉 = 0, (3.7)
implying that the kinetic Hamiltonian (3.6) is quenched.
Solving this equation we find the projected field to be
ψ¯σ(x) =
∞∑
n=0
cσ(n)〈x|n〉, (3.8)
where 〈x|n〉 is the one-body wave function (2.11) and
cσ(n) is the annihilation operator of the electron with
isospin σ at the Landau site n,
{cσ(n), c†τ (m)} = δnmδστ ,
{cσ(n), cτ (m)} = {c†σ(n), c†τ (m)} = 0. (3.9)
The Hilbert space HLLL is made of the Fock spaces Hn
of electrons in all Landau sites, HLLL = ⊗nHn.
The LLL projection of the density operator ρ(x) =
ψ
†(x)ψ(x) is given by[6, 7]
ρ¯(x) = ψ¯
†
(x)ψ¯(x). (3.10)
Substituting the expansion (3.8) into it we find
ρ¯(x) =
∑
mn
〈m|x〉〈x|n〉ρ(m,n), (3.11)
where
ρ(m,n) ≡
∑
σ
c†σ(m)cσ(n). (3.12)
The Fourier transformation of ρ¯(x) is
ρ¯(q) =
∞∑
mn
ρ(m,n)
∫
d2x
2π
e−iqx〈m|x〉〈x|n〉. (3.13)
Since e−ipx is just a c-number, this is moved into the
matrix element. We replace x with the position operator
acting on the state |x〉, and separate it into the guiding
centerX and the relative coordinate R. The relative co-
ordinate being frozen, the plane wave e−iqx is projected
as in (3.4),∫
d2x e−iqx〈m|x〉〈x|n〉 = e−ℓ2Bq2/4〈m|e−iqX |n〉, (3.14)
where we have used
∫
d2x |x〉〈x| = 1. Hence, we find
ρ¯(q) =
1
2π
e−ℓ
2
B
q2/4
∞∑
mn
〈m|e−iqX |n〉ρ(m,n). (3.15)
It is equivalent to the Weyl-ordered density operator ρˆ(q)
given by (2.24) but for the suppression factor. This is
what we have expected from (2.1) and (3.5).
Let us reexamine the LLL projection of the density op-
erator in a spirit of the basic formula (3.4). We start with
the Fourier transformation of the unprojected density,
ρ(q) =
∫
d2x
2π
e−iqxψ†σ(x)ψσ(x) (3.16a)
=
∫
d2x
2π
∫
d2y ψ†σ(x)〈x|e−iqx|y〉ψσ(y). (3.16b)
Here, we project the plane wave according to (3.4),
〈ρ(q)〉 = e−ℓ2Bq2/4
∫
d2xd2y
2π
〈x|e−iqX |y〉ψ†σ(x)ψσ(y),
(3.17)
as is done by substituting the completeness condition in
the Hilbert space HLLL,
∑∞
m=0 |m〉〈m| = 1. Then, it is
easy to see that the formula (3.17) is reduced to (3.15).
A comment is in order. When we take the LLL pro-
jection of the plane wave naively in (3.16a), we would
obtain
〈ρ(q)〉 = e−ℓ2Bq2/4
∫
d2x
2π
e−iqXρ(x). (3.18)
This is the formula given in Ref.[5]. It should be under-
stood as a symbolic notation of (3.17).
IV. NONCOMMUTATIVE ALGEBRA
The kinetic Hamiltonian (3.6) possesses the global
symmetry U(N)=U(1)⊗SU(N), whose generators are
ρ(x) = ψ†(x)ψ(x), SA(x) =
1
2
ψ†(x)λAψ(x), (4.1)
where λA are the generating matrices,
[λA, λB] = 2ifABCλC ,
{λA, λB} = 2dABCλC + 4
N
δAB, (4.2)
with fABC and dABC the structure constants of SU(N).
We investigate how the symmetry is modified for those
electrons in the noncommutative plane. In the mo-
mentum space the Weyl-ordered generators are given by
(2.24), or
ρˆ(q) =
1
2π
∞∑
mn
〈m|e−iqX |n〉ρ(m,n), (4.3)
SˆA(q) =
1
2π
∞∑
mn
〈m|e−iqX |n〉SA(m,n), (4.4)
5with
ρ(m,n) ≡
∑
σ
c†σ(m)cσ(n), (4.5)
SA(m,n) ≡ 1
2
∑
στ
c†σ(m)λ
A
στ cτ (n). (4.6)
Taking the Fourier transformation we have
ρˆ(x) =
∫
d2q
2π
eiqxρˆ(q), (4.7)
SˆA(x) =
∫
d2q
2π
eiqxSˆA(q). (4.8)
The inversions of (4.3) and (4.4) are
ρ(m,n) = ℓ2B
∫
d2q 〈n|eiqX |m〉ρˆ(q), (4.9)
SA(m,n) = ℓ2B
∫
d2q 〈n|eiqX |m〉SˆA(q), (4.10)
as is verified with the use of (2.14).
The operators ρ(m,n) generate the algebra
[ρ(m,n), ρ(j, k)] = δjnρ(m, k)− δmkρ(j, n), (4.11)
as follows from the anticommutation relation (3.9) of
cσ(m). This is closely related to the W∞ algebra (2.6).
It is easy to show that the element
L(m,n) =
∫
d2x ψ¯
†
(x)L(m,n)ψ¯(x) (4.12)
generates the algebra isomorphic to (2.6). On the other
hand, they span the same linear space as ρ(m,n) span:
L(0, 0) = ∑m ρ(m,m), L(0, 1) = ∑m√m+ 1ρ(m,m +
1), L(1, 1) = ∑mmρ(m,m), and so on. Hence L(m,n)
and ρ(m,n) give the same Fock representation of W∞.
The set of ρ(m,n) and SA(m,n) generate an extended
algebra.
[ρ(m,n), ρ(j, k)] = δjnρ(m, k)− δmkρ(j, n),
[ρ(m,n), SA(j, k)] = δjnS
A(m, k)− δmkSA(j, n),
[SA(m,n), SB(j, k)]
=
i
2
fABC
[
δjnS
C(m, k) + δmkS
C(j, n)
]
+
1
2
dABC
[
δjnS
C(m, k)− δmkSC(j, n)
]
+
1
2N
δAB [δjnρ(m, k)− δmkρ(j, n)] , (4.13)
as follows from the anticommutation relations (3.9) of
cσ(m). We reformulate it in terms of the electron density
ρˆ(p) and the isospin density SˆA(p),
[ρˆ(p), ρˆ(q)] =
i
π
ρˆ(p+ q) sin
[
1
2
ℓ2Bp∧q
]
,
[SˆA(p), ρˆ(q)] =
i
π
SˆA(p+ q) sin
[
1
2
ℓ2Bp∧q
]
,
[SˆA(p), SˆB(q)] =
i
2π
fABCSˆC(p+ q) cos
[
1
2
ℓ2Bp∧q
]
+
i
2π
dABC SˆC(p+ q) sin
[
1
2
ℓ2Bp∧q
]
+
i
2πN
δAB ρˆ(p+ q) sin
[
1
2
ℓ2Bp∧q
]
. (4.14)
These are easily derived with the use of (4.3), (4.4), (4.13)
and (2.12). We call (4.13) or equivalently (4.14) the
W∞(N) algebra since it is the SU(N) extension of W∞.
In the coordinate space the commutation relations read
[ρˆ(x), ρˆ(y)] =
∫
d2z [[δx(z), δy(z)]] ρˆ(z),
[SˆA(x), ρˆ(y)] =
∫
d2z [[δx(z), δy(z)]] Sˆ
A(z),
[SˆA(x), SˆB(y)] =
i
2
fABC
∫
d2z {{δx(z), δy(z)}} SˆC(z)
+
1
2
dABC
∫
d2z [[δx(z), δy(z)]] Sˆ
C(z)
+
1
2N
δAB
∫
d2z [[δx(z), δy(z)]] ρˆ(z), (4.15)
where [[δx(z), δy(z)]] is the Moyal bracket,
[[δx(z), δy(z)]]
= δx(z)⋆δy(z)− δy(z)⋆δx(z)
=
2i
(2π)4
∫
d2pd2q eip(x−z)+iq(y−z) sin
[
1
2
ℓ2Bp∧q
]
,
(4.16)
and {{δx(z), δy(z)}} is the Moyal antibracket,
{{δx(z), δy(z)}}
= δx(z)⋆δy(z) + δy(z)⋆δx(z)
=
2
(2π)4
∫
d2pd2q eip(x−z)+iq(y−z) cos
[
1
2
ℓ2Bp∧q
]
.
(4.17)
Here, δx(z) = δ(x− z), and ⋆ denotes the star-product
with respect to z. We have adopted the convention
f(z)⋆g(z) = exp
(
− i
2
ℓ2B ▽x ∧▽y
)
f(x)g(y)|x=y=z
(4.18)
in accord with the noncommutativity (1.1).
The algebra W∞(N) regresses to the algebra U(N) in
the commutative limit (ℓB → 0), where
[[δx(z), δy(z)]]→ 0,
{{δx(z), δy(z)}} → 2δ(x− z)δ(y − z). (4.19)
6In this limit the densities ρˆ(x) and SˆA(x) are reduced
to the physical densities ρ(x) and SA(x) in the original
commutative geometry.
It is instructive to evaluate the commutation relations
of the projected densities (3.10). From (4.14) we obtain
[ρ¯(x), ρ¯(y)] =
∫
d2z K−(x, y; z)ρ¯(z), (4.20)
and so on, where the kernel K−(x, y; z) contains the
integration∫
d2pd2q eip(x−z)+iq(y−z)+(iℓ
2
B
/2)p∧q+(ℓ2
B
/2)pq. (4.21)
It is divergent due to the factor e(ℓ
2
B
/2)pq. Similar diver-
gences appear also in [S¯A(x), ρ¯(y)] and [S¯A(x), S¯B(y)].
The projected densities ρ¯(x) and S¯A(x) are not good
operators with respect to the W∞(N) algebra.
V. COULOMB INTERACTIONS
Electrons interact with each other via the Coulomb
potential,
HC =
1
2
∫
d2xd2y ρ(x)V (x− y)ρ(y), (5.1)
where V (x − y) = e2/4πε|x − y|. (We later include
the Zeeman and tunneling interactions to discuss realistic
systems.) In the previous sections we have projected the
states to the LLL. However, even if we start with a state
in the LLL, the potential term kicks it out up to higher
Landau levels and results in an increase of the kinetic
energy. To suppress such excitations we make the LLL
projection[8, 22] of the potential term additionally.
The projected Coulomb Hamiltonian is given by re-
placing the density ρ(x) with the projected density ρ¯(x),
HˆC =
1
2
∫
d2xd2y ρ¯(x)V (x− y)ρ¯(y). (5.2)
We substitute the expansion (3.8) of the electron field
into the projected density and reduce (5.2) into
HˆC =
∑
mnij
∑
στ
Vmnijc
†
σ(m)c
†
τ (i)cτ (j)cσ(n), (5.3)
where
Vmnij =
1
2
∫
d2xd2yV (x− y)〈m|x〉〈x|n〉〈i|y〉〈y|j〉.
(5.4)
By using (3.14) this is rewritten as
Vmnij =
1
4π
∫
d2k e−ℓ
2
B
k2/2V (k)〈m|eiXk|n〉〈i|e−iXk|j〉.
(5.5)
We may rewrite (5.3) as
HˆC =
∑
mnij
Vmnijρ(m,n)ρ(i, j) (5.6)
with (4.5).
In terms of the Weyl-ordered density, (5.2) yields
HˆC =
1
2
∫
d2xd2y VD(x− y)ρˆ(x)ρˆ(y). (5.7)
It is derived from the expression in the momentum space,
HˆC = π
∫
d2k VD(k)ρˆ(−k)ρˆ(k). (5.8)
Here, we have separated out the suppression factors from
the density operator ρ¯(k) in (3.15) and have attached it
to V (k) to construct VD(k). The potential is given by
VD(k) = e
−ℓ2
B
k2/2V (k) (5.9)
with V (k) = e2/4πε|k|. Its Fourier transformation is
VD(x) =
e2
√
2π
8πεℓB
I0(x
2/4ℓ2B)e
−x2/4ℓ2
B , (5.10)
where I0(x) is the modified Bessel function. It
approaches the ordinary Coulomb potential at large
distance,
VD(x)→ V (x) = e
2
4πε|x| as |x| → ∞, (5.11)
but at short distance it does not diverge in contrast to
the ordinary Coulomb potential,
VD(x)→ e
2
√
2π
8πεℓB
as |x| → 0. (5.12)
This is physically reasonable because a real electron can-
not be localized to a point within the LLL. The regular-
ity (5.12) of the potential is attributed to the exponential
suppression factor in (5.9), whose origin is the suppres-
sion factor in the LLL projection (3.4).
We consider a local SU(N) isospin rotation of electrons.
Without the LLL projection, since the isospin generator
commutes with the density operator, it does not affect
the Coulomb energy (5.1) but increases a kinetic energy.
However, since the kinetic energy is very large in high
magnetic field, it is energetically favorable for electrons
to stay within the LLL. Namely, the confinement of elec-
trons to the LLL occurs dynamically. This dynamical
effect is taken into account automatically by making the
LLL projection.
With the LLL condition (3.7), the kinetic Hamiltonian
(3.6) is quenched, HK|S〉 = 0 for |S〉 ∈ HLLL. Thus, a
local SU(N) isospin rotation takes place without requir-
ing kinetic energy within the LLL. However, it turns out
to increase the Coulomb energy (5.7) because an isospin
7rotation modulates the electron density according to the
algebra (4.14). It has been argued[10, 17, 23] that this
results in the increase of the exchange Coulomb energy
and leads to a new physics associated with quantum co-
herence. However, the Hamiltonian has not yet been ob-
tained in a closed form, and it would be impossible in
the previous methods. In one method[10, 17], the effec-
tive Hamiltonian is extracted by evaluating the Coulomb
energy of a sufficiently smooth spin texture. In another
method[23], it is constructed by taking a continuum limit
of the Landau-site Hamiltonian. In these methods it is
difficult to calculate higher order corrections systemati-
cally. In this section we propose an algebraic analysis to
overcome this problem.
The key observation is that the projected Coulomb
Hamiltonian (5.2) can be represented in an entirely dif-
ferent form. Making use of the relation
N2−1∑
A
λAστλ
A
αβ = 2
(
δσβδτα − 1
N
δστ δαβ
)
, (5.13)
we rewrite (5.3) as
HˆC = −2
∑
mnij
Vmnij [S
A(m, j)SA(i, n)
+
1
2N
ρ(m, j)ρ(i, n)]. (5.14)
We substitute (4.9), (4.10) and (5.5) into it, and use the
relation∑
n
〈n|e−iXkeiXpeiXkeiXq |n〉
=
2π
ℓ2B
δ(p+ q) exp
(
iℓ2Bp ∧ k
)
, (5.15)
which follows from (2.12) and (2.13). We obtain
HˆC = −
∫
d2p J(p)
[
Sˆ(−p)Sˆ(p) + 1
2N
ρˆ(−p)ρˆ(p)
]
,
(5.16)
with
J(p) = ℓ2B
∫
d2k e−ℓ
2
B
k2/2V (k) exp
(−iℓ2Bp ∧ k)
=
e2
√
2πℓB
4ε
I0(ℓ
2
Bp
2/4)e−ℓ
2
B
p2/4. (5.17)
We express the Hamiltonian in the coordinate space.
HˆC = −
∫
d2xd2y VX(x−y)
[
Sˆ(x)Sˆ(y) +
1
2N
ρˆ(x)ρˆ(y)
]
,
(5.18)
where
VX(x) =
e2ℓB
8π
√
2πε
∫
d2p eipxe−ℓ
2
B
p2/4I0(ℓ
2
Bp
2/4)
= V (x)e−x
2/2ℓ2
B . (5.19)
It exhibits the short-range property characteristic to the
exchange Coulomb interaction.
It is worthwhile to mention that we are unable to write
the Hamiltonian (5.18) in terms of the projected densities
ρ¯(x) and S¯A(x). If we dare to do so, we would obtain
HˆC = −
∫
d2xd2y V¯X(x−y)
[
S¯(x)S¯(y) +
1
2N
ρ¯(x)ρ¯(y)
]
,
(5.20)
with
V¯X(x) =
e2ℓB
8π
√
2πε
∫
d2p eipxeℓ
2
B
p2/4I0(ℓ
2
Bp
2/4). (5.21)
However, this is divergent partially due to the factor
eℓ
2
B
p2/4. Thus, it is necessary to use the Weyl-ordered
density operators rather than the projected ones to de-
scribe physics in the LLL.
VI. EFFECTIVE HAMILTONIAN
We have derived two expressions (5.7) and (5.18) for
the same Hamiltonian. They are equivalent but the phys-
ical picture is very different. The potential VD(x) in (5.7)
is long-ranged, while VX(x) in (5.18) is short-ranged.
In this paper we analyze physics in long-distance scale.
The long-distance limit corresponds to the limit ℓB → 0.
We may replace the densities with the corresponding ones
in the commutative limit, ρˆ(x) → ρ(x) and Sˆ(x) →
S(x), with ρ(x) and S(x) being the commutative fields.
The Hamiltonian (5.7) yields, HˆC → HeffD , where
HeffD =
1
2
∫
d2xd2y VD(x− y)ρ(x)ρ(y), (6.1)
with ρ(x) being the commutative field. It represents
the direct Coulomb interaction. On the other hand, the
Hamiltonian (5.18) yield, HˆC → HeffX . We make the
derivative expansion for a smooth configuration. The
first nontrivial term is
HeffX =
2Js
ρ20
∫
d2x
[
∂kS(x)∂kS(x) +
1
2N
∂kρ(x)∂kρ(x)
]
,
(6.2)
where ρ0 is the electron density and Js is the stiffness
parameter defined by
Js =
ν2
16
√
2π
e2
4πεℓB
. (6.3)
We have used the relation ν = 2πℓ2Bρ0 for the filling fac-
tor. It describes the exchange Coulomb interaction[23].
The stiffness (6.3) agrees with the previous result[10, 17].
The two Hamiltonians (5.7) and (5.18) are equivalent
when all terms are included. It is intriguing, however,
that they have yielded different effective Hamiltonians in
the commutative limit. They describe entirely different
physical effects and they are complementary. Taking the
8direct and exchange interactions we construct the full
effective theory[10, 17, 23],
Heff = HeffD +H
eff
X (6.4)
with (6.1) and (6.2).
In the rest of this section we explain why we take the
sum (6.4) as the effective Hamiltonian. In previous sec-
tions we have worked in the Fock representation (2.4)
of the noncommutativity (1.1). As far as we make an
exact analysis the results are independent of the choice
of representation. However, to derive an effective the-
ory, it is necessary to make a judicious choice to reveal
the essence of the approximation. For the present pur-
pose it is convenient to adopt the von Neumann lattice
representation[23] of the noncommutativity (1.1), where
the Landau-site index n runs over a lattice with the lat-
tice point being the center of the cyclotron motion.
We introduce an eigenstate of the annihilation operator
b given by (2.3).
b|β〉 = β|β〉. (6.5)
It is a coherent state by definition,
|β〉 ≡ eβb†−β∗b|0〉 = e−|β|2/2eβb† |0〉, (6.6)
where |0〉 is the Fock vacuum obeying b|0〉 = 0. The wave
function Sβ(x) = 〈x|β〉 is calculated as
Sβ(x) =
1√
2πℓ2B
exp
(
−|z −
√
2ℓBβ|2
4ℓ2B
+
i(yβℜ − xβℑ)√
2ℓB
)
,
(6.7)
where β = βℜ − iβℑ. It describes an electron localized
around the point z =
√
2ℓBβ.
The coherent state has the minimum uncertainty sub-
ject to the Heisenberg uncertainty associated with the
noncommutativity (1.1). The state |β〉 corresponds to
the classical state describing a cyclotron motion around
the point
xβ =
√
2ℓBβℜ, yβ =
√
2ℓBβℑ, (6.8)
as follows from (2.3) and (6.5). Since each electron occu-
pies an area 2πℓ2B, it is reasonable to choose a lattice with
the unit cell area 2πℓ2B. Then, there is one to one corre-
spondence between the magnetic flux quantum and the
lattice site. Such a lattice is nothing but a von Neumann
lattice[24, 25, 26, 27]. The states on a von Neumann lat-
tice form a minimum complete set[25, 26] in the lowest
Landau level. Thus, we may expand the electron field in
terms of coherent states 〈x|βn〉 as in (3.8), where n runs
over all lattice points.
The merit of this representation is that the wave func-
tion 〈x|βn〉 is nonvanishing only in a tiny region around
the lattice point xβ in the limit ℓB → 0. The projected
density (3.11) is well approximated by
ρ¯(x) ≃
∑
n
〈βn|x〉〈x|βn〉ρ(βn, βn). (6.9)
Consequently, the Weyl-ordered densities (4.3) and (4.4)
are well approximated by
ρˆ(q) ≃ 1
2π
∑
n
〈βn|e−iqX |βn〉ρ(βn, βn), (6.10)
SˆA(q) ≃ 1
2π
∑
n
〈βn|e−iqX |βn〉SA(βn, βn). (6.11)
The main contribution to ρˆ(x) and SˆA(x) come from the
electrons in one Landau site |β〉 containing the position
x. With this approximation ρˆ and SˆA satisfy the U(N)
algebra rather than the W∞(N) algebra. Hence, they
correspond to the densities in the commutative limit.
We now examine the Coulomb energy (5.3), or
HˆC =
∑
mnij
∑
στ
Vmnijc
†
σ(βm)c
†
τ (βi)cτ (βj)cσ(βn), (6.12)
where the indices m,n, i, j run over the lattice points. In
a semiclassical approximation the matrix element mat-
ters. It vanishes unless βm = βn and βi = βj , or βm = βj
and βi = βn. These two terms represent the direct and
exchange Coulomb interactions, respectively, which are
the dominant ones in (6.12). We may summarize them
as[23],
HˆD =
∑
mi
Vmmiiρ(βm, βm)ρ(βi, βi), (6.13)
and
HˆX = −2
∑
mi
Vmiim[S
A(βm, βm)S
A(βi, βi)
+
1
2N
ρ(βm, βm)ρ(βi, βi)], (6.14)
which have no parts in common by construction. They
are the special parts of the two equivalent and exact
Hamiltonians (5.6) and (5.14). Furthermore, it is clear
from our arguments that they are reduced to (6.13) and
(6.14) in the commutative limit (ℓB → 0). Hence, we
take (6.4) as the effective Hamiltonian in the commuta-
tive limit.
VII. GOLDSTONE MODES
It is convenient to study quantum coherence based on
the Hamiltonian (5.16). It is minimized by the uniform
configuration of the isospin as well as the density,
ρˆ(p) = 2πρ0δ(p), Sˆ(p) = 2πS0δ(p). (7.1)
Consequently, all isospins are spontaneously polarized
into one isospin direction. In the zero-momentum sec-
tor the W∞(N) algebra (4.14) is reduced to the U(N)
algebra,
[ρˆ0, ρˆ0] = 0, [Sˆ
A
0 , ρˆ0] = 0, [Sˆ
A
0 , Sˆ
B
0 ] =
i
2π
fABCSˆC0 ,
(7.2a)
9where ρˆ0 = ρˆ(p = 0) and Sˆ
A
0 = Sˆ
A(p = 0).
The ground state is characterized by the algebra U(N)
rather than W∞(N). At ν = 1, there are N degenerate
isospin states any one of which may be spontaneously
filled up to make a ground state. At ν = k, k of the
N degenerate states are occupied and (N − k) of them
are empty. Hence, the unbroken global symmetry is
SU(k)⊗SU(N-k)⊗U(1), implying a spontaneous breaking
of the global SU(N) symmetry,
SU(N)→ SU(k) ⊗ SU(N-k)⊗U(1). (7.3)
The target space is the coset space,
GN,k = SU(N)/[SU(k)⊗ SU(N-k) ⊗U(1)], (7.4)
which is known as the Grassmannian GN,k manifold. Its
real dimension is N2 − k2 − (N − k)2 = 2k(N − k). We
expect k(N − k) complex Goldstone modes to appear as
a result of this spontaneous symmetry breaking. Note
that GN,k = GN,N−k as a manifold. Hence, the physics
at ν = k and ν = N−k is identical. It is enough to study
the case for ν ≤ N/2.
We analyze the Goldstone modes based on the ef-
fective Hamiltonian (6.4). Because the QH system is
incompressible[5, 9], we may set ρ(x) = ρ0 as far as per-
turbational fluctuations are concerned. When we define
the normalized isospin field SA(x) by
SA(x) = ρ(x)SA(x), (7.5)
the Hamiltonian (6.4) yields
Heff = 2Js
∑
A
∫
d2x[∂kS
A(x)]2, (7.6)
up to the leading order in the derivative expansion. This
is the SU(N) nonlinear sigma model.
We first study the filling factor ν = 1. It is convenient
to use the composite boson (CB) theory of quantum Hall
ferromagnets[28] to identify the dynamic degree of free-
dom. The CB field φσ(x) is defined by making a singular
phase transformation[29] to the electron field ψσ(x),
φσ(x) = e−ieΘ(x)ψσ(x), (7.7)
where the phase field Θ(x) attaches one flux quantum to
each electron via the relation,
εij∂i∂jΘ(x) = ΦDρ(x). (7.8)
We then introduce the normalized CB field nσ(x) by
φσ(x) = φ(x)nσ(x), (7.9)
where the N -component field nσ(x) obeys the con-
straint
∑
σ n
σ†(x)nσ(x) = 1: Such a field is the CPN−1
field[30]. On the other hand, φ∗(x)φ(x) = ρ(x) for the
U(1) field φ(x).
Formula (7.9) is interpreted as a charge-isospin sepa-
ration. Indeed, by substituting (7.7) together with (7.9)
into the kinetic Hamiltonian (3.6), the electromagnetic
field Ak(x) is found to be coupled only with the U(1)
field φ(x). Thus, the charge is carried by φ(x), while the
isospin is carried by nσ(x).
In terms of the CPN−1 field n(x), the isospin SA(x)
field reads
S
A(x) =
1
2
n†(x)λAn(x), (7.10)
with which the Hamiltonian (7.6) is equivalent to
Heff = 2Js
∫
d2x(∂jn
†+ iKjn
†)·(∂jn − iKjn), (7.11)
where Kµ(x) = −in†(x)∂µn(x). The field Kµ is not a
dynamic field because of the absence of the kinetic term.
The N -component field n(x) has N−1 independent com-
plex components: They are the Goldstone modes.
There are N degenerate states any one of which can
be chosen as the ground state. For definiteness, let us
choose
ng(x) = (1, 0, . . . , 0) (7.12)
as a ground state. The CPN−1 field is parametrized as
n(x) = (1, η1, . . . , ηN−1) (7.13)
up to the lowest order of perturbation, where ηi are the
N − 1 Goldstone modes.
We next study the case ν = k. To describe k electrons
in one Landau site we introduce k normalized CB fields
nσi (x). They should be orthogonal one to another,
n
†
i (x) · nj(x) = δij , (7.14)
because they are not ordinary bosons but hard-core
bosons. (Two hard-core bosons never occupy a single
quantum state just like electrons subject to the Pauli ex-
clusion principle.) We then construct an N × k matrix
field
Z(x) = (n1,n2, · · · ,nN ), (7.15)
using a set of k fields subject to this normalization con-
dition, or
Z†Z = 1. (7.16)
Though we have introduced k fields ni(x), we cannot dis-
tinguish them quantum mechanically since they describe
k identical electrons in the same Landau site. Namely,
two fields Z(x) and Z ′(x) are indistinguishable physi-
cally when they are related by a local U(N) transforma-
tion U(x),
Z ′(x) = Z(x)U(x). (7.17)
By identifying these two fields Z(x) and Z ′(x), the N ×
k matrix field Z(x) takes values on the Grassmannian
manifold GN,k defined by (7.4). The field Z(x) is no
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longer a set of k independent CPN−1 fields. It is a new
object, called the Grassmannian field, carrying k(N − k)
complex degrees of freedom.
At ν = k the isospin field S(x) is represented in terms
of the Grassmannian GN,k field Z(x) as
S
A(x) = Tr
[
Z†(x)
λA
2
Z(x)
]
=
1
2
∑
i
n
†
i (x)λ
Ani(x).
(7.18)
It is a simple sum of isospins of k electrons in one Landau
site. With this identification we are able to rewrite the
SU(N) sigma-model Hamiltonian (7.6) as
Heff = 2Js Tr
[
(∂jZ − iZKj)†)(∂jZ − iZKj)
]
, (7.19)
where
Kµ(x) = −iZ†(x)∂µZ(x). (7.20)
This Hamiltonian is known as the Grassmannian sigma-
model Hamiltonian[31]. It has the local U(N) gauge sym-
metry,
Z(x)→ Z(x)U(x),
Kµ(x)→ U(x)†Kµ(x)U(x)− iU(x)†∂µU(x). (7.21)
The gauge field Kµ is not a dynamic field because of the
absence of the kinetic term.
The GN,k field has k(N−k) independent complex com-
ponents: They are the Goldstone modes ηij parametrized
as
Z =

1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
η1,1 η2,1 · · · ηk,1
...
...
...
...
η1,N−k η2,N−k · · · ηk,N−k

U(x), (7.22)
up to the lowest order of perturbation. The correspond-
ing ground state Zg is given by setting ηij = 0 in (7.22).
We make a gauge choice such that U(x) = 1 in (7.22).
Substituting the parametrization (7.22) of the Grassman-
nian field into the Hamiltonian (7.19), we expand it up
to the second order,
Heff = 2Js
k(N−k)∑
s=1
∂kη
†
s(x)∂kηs(x)
=
Js
2
k(N−k)∑
s=1
{
(∂kσs)
2 + (∂kϑs)
2
}
, (7.23)
where ηs(x) stands for ηij(x) and
ηs(x) =
1
2
(
σs(x) + iϑs(x)
)
(7.24)
with
[σs(x), ϑt(y)] = 2iρ
−1
Φ δstδ(x− y). (7.25)
Here, ρΦ =
1
kρ0 = 1/(2πℓ
2
B) is the magnetic flux density,
that is, the density of Landau sites. This Hamiltonian
realizes the SU(N) symmetry nonlinearly.
VIII. GRASSMANNIAN GN,k SOLITONS
The existence of topological solitons, which we call
GN,k solitons, is guaranteed by the homotopy theorem
π2(GN,k) = π1(U(1)) = Z, (8.1)
which follows from (7.4), where we have used π2(G/H) =
π1(H) (when G is simply connected) and πn(G ⊗G′) =
πn(G)⊕ πn(G′). The topological charge is defined[31] as
a gauge invariant by
Q =
i
2π
∫
d2x ǫjkTr
[
(∂jZ − iZKj)†(∂kZ − iZKk)
]
.
(8.2)
It is a topological invariant since it is the charge of the
topological current, Q =
∫
d2xJ0sol(x), with
Jµsol(x) =
i
2π
ǫµνλTr
[
(∂νZ)
†(∂λZ)
]
. (8.3)
Based on (7.15) we rewrite it as
Jµsol(x) =
i
2π
k∑
i=1
ǫµνλ(∂νni)
† · (∂λni). (8.4)
It is the sum of the topological charges associated with
the k CPN−1 fields ni. Hence, the GN,k soliton consists
of k CPN−1 solitons,
nσi (x) =
1√∑N
τ=1 ω
τ
i (z)|
ωσi (z), (8.5)
where ωσi (z) are arbitrary analytic functions.
Grassmannian solitons are constructed as classical con-
figurations, as dictated by the homotopy theorem (8.1).
They are BPS states of the Grassmannian sigma model
(7.19). Indeed, the following inequality holds[31] between
the exchange energy (7.19) and the topological charge
(8.2),
Heff ≧ 4πJsQ, (8.6)
where the equality is achieved by the GN,k soliton.
The simplest soliton would be a set of one CP 3 soliton
in one component and the ground state in all others. An
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example reads
Z1 =
1√
|z|2 + κ2

z 0 · · · 0
0
√
|z|2 + κ2 · · · 0
...
...
. . .
...
0 0 · · ·
√
|z|2 + κ2
κ 0 · · · 0
...
...
...
...
0 0 · · · 0

,
(8.7)
for which the topological charge (8.2) is Q = 1. We argue
in the next section that the simplest GN,k soliton (8.7)
is ruled out since it is not confined to the LLL. As we
shall see, the simplest allowed one is a set of k CPN−1
solitons with Q = k when k ≤ 12N . We give an instance
of a G5,2 soliton,
Z2 =
1√
|z|2 + κ2

z 0
0 z
κ 0
0 κ
0 0
 ,
for which Q = 2.
IX. CHARGE-ISOSPIN RELATION
We have found topological solitons in the effective
Hamiltonian (7.6). However, it determines only the
isospin part of the excitation in the charge-isospin sep-
aration formula (7.9). It is necessary to analyze how
the isospin modulation affects the charge part. This can
be done by requiring the LLL condition (3.7) on soliton
states with a combined charge-isospin modulation. Re-
call that the effective Hamiltonian is an ordinary local
field theory, in which we have made the charge-isospin
separation. Hence, it is necessary to examine whether
these solitons are confined to the LLL.
The LLL condition becomes particularly simple in the
dressed-CB picture[5] in the symmetric gauge with the
angular-momentum state for the Landau site. We define
the dressed-CB field ϕσ(x) by[28, 32]
ϕσ(x) = e−A(x)φσ(x) = e−A(x)
√
ρ(x)nσ(x), (9.1)
where φσ(x) is the CB field (7.7) with the U(1) phase
factor removed; the auxiliary field A(x) is determined
by
∇2A(x) = 2π (ρ(x)− ρ0) , (9.2)
as follows from the condition (7.8) on the phase field. It
is straightforward to rewrite the LLL condition (3.7) as
∂
∂z∗
ϕσ(x)|S〉 = 0. (9.3)
We take a coherent state of ϕσ(x), for which (9.3) implies
ϕσ(x)|S〉 = ωσ(z)|S〉, (9.4)
where ωσ(z) is an analytic function. The coherent state
|S〉 must be an eigenstate of the density operator ρ(x)
and a coherent state of the CP 3 field n(x) since they
commute with each other. Hence we have
e−A
cl(x)
√
ρcl(x)ncl(σ)(x) = ωσ(z), (9.5)
where Acl(x), ρcl(x) and ncl(σ)(x) are classical fields.
The holomorphicity of ωσ(z) is a consequence of the re-
quirement that the excitation is confined to the LLL.
This is the LLL condition for soliton states.
We study the GN,k soliton at ν = k. When the CB
field acts on the state at ν = k, it picks up contributions
from k electrons at each point,
n(x)|Φ〉 = ncl(x)|Φ〉 =
k∑
i=1
ncli (x)|Φ〉, (9.6)
together with ncli (x) · nclj (x) = δij and
ρ(x)|Φ〉 = ρcl(x)|Φ〉 =
k∑
i=1
ρcli (x)|Φ〉. (9.7)
We may solve (9.5) as
ncl(σ)(x) =
√
k√∑N
τ=1 |ωτ (x)|2
ωσ(z). (9.8)
From (8.5), (9.6) and (9.8) we find ωσ(z) =
∑k
i=1 ω
σ
i (z)
and
∑
σ |ωσ1 (z)|2 =
∑
σ |ωσ2 (z)|2 = · · · =
∑
σ |ωσk (z)|2.
Thus, the LLL condition (9.5) holds for each component,
e−A
cl(x)
√
ρcl(x)n
cl(σ)
i (x) = ω
σ
i (z), (9.9)
where ρcl(x) represents the total density (9.7). Substitut-
ing (8.5) into (9.9) and using (9.2) we derive the soliton
equation
1
4π
∇2 ln ρcl(x)− ρcl(x) + ρ0 = j0sol(x), (9.10)
where
j0sol(x) =
1
4π
∇2 ln
N∑
σ=1
|ωσ1 (z)|2. (9.11)
It is easy to see that the topological charge density (8.4)
is given by J0sol(x) = kj
0
sol(x).
The soliton equation (9.10) is solved iteratively. The
density modulation is given by
δρcl(x) = ρcl(x)− ρ0 = −J0sol(x) + · · · . (9.12)
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The iteration corresponds to the derivative expansion.
The leading term is precisely the topological charge den-
sity. The electric charge density modulation is
δQe = −eδρcl(x).
An isospin rotation turns out to induce the density mod-
ulation of the electric charge according to this formula.
The total change of the charge due to a soliton excitation
is given by
∫
d2x δQe = ke.
We have found that k CPN−1 fields (8.5) have the
same normalization. Namely, among many soliton con-
figurations in the GN,k sigma model, only a special type
of configurations are allowed by requiring the LLL con-
dition. The GN,k soliton has a general expression,
Z1 =
1√∑
σ |ωσ1 (z)|2

ω11(z) ω
1
2(z) · · · ω1k(z)
ω21(z) ω
2
2(z) · · · ω2k(z)
...
...
. . .
...
ωk1 (z) ω
k
2 (z) · · · ωkk(z)
ωk+11 (z) ω
k+1
2 (z) · · · ωk+1k (z)
...
...
...
...
ωN1 (z) ω
N
2 (z) · · · ωNk (z)

.
(9.13)
This rules out the soliton (8.7) with Q = 1.
The origin of this peculiarity may be attributed to the
charge-isospin separation formula (7.9), by way of which
the normalized CB field n(x) is introduced. It is essen-
tial that the total electron density ρ(x) is common to
all the N components. Otherwise, the symmetry SU(N)
is explicitly broken by hand. As a consequence, even if
we try to excite a soliton only in one of the components,
the density modulation associated with it affects equally
electrons in other components to satisfy the LLL condi-
tion. It is impossible to have a soliton excitation only in
one of the components.
X. APPLICATIONS
We have studied the dynamics of N -component elec-
trons projected to the LLL. We have shown that the long-
distance physics is described by the Grassmannian sigma
model. Physically it is realized by multilayer QH sys-
tems. Various experiments have already been carried out
not only on monolayer QH systems with spin (N = 2)
but also on bilayer QH systems with spin (N = 4).
In the monolayer QH system with spin the effective
Hamiltonian consists of the exchange term, the direct
term and the Zeeman term. It is well approximated by
Heff = 2Js
∑
A=x,y,z
∫
d2x[∂kS
A(x)]2 + ρ0∆Z
∫
d2x Sz(x)
+
1
2
∫
d2xd2y VD(x− y)ρ(x)ρ(y), (10.1)
where SA(x) is the spin SU(2) field, and ∆Z is the en-
ergy gap between the one-particle up-spin and down-spin
states due to the Zeeman effect. The direct Coulomb
term is necessary since the soliton modulates the den-
sity ρ(x) according to the soliton equation (9.10). The
system possesses one Goldstone mode, which is made
massive by the Zeeman term. The topological soliton
is the G2,1 (CP
1) soliton, represented by the Grassman-
nian field (9.13) or
Z =
1√
|z|2 + κ2
(
z
κ
)
, (10.2)
where κ represents the size of the soliton. The exchange
energy is independent of it. As κ increases, the direct
Coulomb energy is decreased while the Zeeman energy
increases. Thus, it is determined to optimize these two
energies[11].
Let us discuss bilayer QH systems[5, 23] somewhat in
detail. They are very interesting because they exhibit
various novel quantum coherent phenomena due to the
rich isospin degree of freedom. An electron in bilayer
QH systems is labeled by the spin SU(2) and the pseu-
dospin SU(2) representing the layer degree of freedom.
A group that accommodates the spin SU(2) and pseu-
dospin SU(2) is SU(4), which is a good symmetry of the
system when the two layers are placed close enough. It
reminds us of the grand unified theory (GUT), where
the standard-model gauge group SU(3)⊗SU(2)⊗U(1) is
incorporated into a larger group. However, there exists
a big difference: In QH systems it is a global symmetry
which is in problem, while in GUT it is a local (gauge)
symmetry. Thus, Goldstone bosons appear in QH sys-
tems, while some gauge bosons get massive by eating
Goldstone bosons in GUT.
In bilayer QH systems we introduce 4-component
spinors, and analyze spontaneous symmetry breaking,
Goldstone bosons and topological solitons. According to
our general arguments, at the integer filling factor ν = k,
complex k(4− k) Goldstone bosons appear accompanied
with a spontaneous breakdown of the global SU(4) sym-
metry. In actual systems the SU(4) symmetry is broken
explicitly but only softly by sufficiently weak Zeeman or
tunneling interactions. All Goldstone modes are made
massive by these interactions. Topological solitons are
Grassmannian G4,k solitons. The topological mapping
is determined by the U(1) group, as follows from (8.1).
It reminds us of the U(1) monopole in the context of
the GUT, which appears when the GUT gauge group is
broken to a subgroup including U(1) group.
The integer filling factor is up to 4 in the LLL. The
nontrivial Grassmannian manifold is realized only at ν =
1, 2 and 3. We explain what we expect at these filling
factors. At ν = 1, the breakdown pattern of the SU(4)
symmetry is
SU(4)→ U(1)⊗ SU(3). (10.3)
There arise three complex pseudo-Goldstone modes. The
fifteen generators of SU(4) accommodate “six” different
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SU(2) generators. Some internal different SU(2) symme-
tries also break down when the SU(4) symmetry breaks
down. These three Goldstone modes appear due to the
symmetry breaking of “three” internal SU(2)’s. Topolog-
ical excitations are G4,1(CP
3) solitons. The mode asso-
ciated with the pseudospin SU(2) breaking induces the
Josephson-like tunneling current[16], whose signals have
been detected experimentally[15].
At ν = 2, the breakdown pattern of the SU(4) symme-
try is
SU(4)→ U(1)⊗ SU(2)⊗ SU(2). (10.4)
There arise four complex Goldstone modes. The topo-
logical excitations are G4,2 solitons. In actual samples
the degeneracy is resolved by the Zeeman and tunnel-
ing interactions. According to their relative strength
we have two phases, where either the spin or the pseu-
dospin is polarized. In the spin-polarized phase, one
G4,2 soliton flips twice as much spins as one CP
3 soliton
does, whose specific features have already been observed
experimentally[33]: See Ref.[18] for more details.
We have mentioned the property GN,k = GN,N−k of
the Grassmannian manifold. We can explain it based on
a concrete example in bilayer QH systems. At ν = 3,
there are three electrons in one Landau site. We may
equivalently rephrase that there is one hole in one Landau
site. Hence, we may regard the system as a hole system
at the hole filling factor νh = 1. Most discussions in the
ν = 1 electron system go through to the νh = 1 hole
system with the replacement of electrons by holes. The
symmetry breaking pattern is the same as at ν = 1 and
there arise three complex Goldstone modes. Solitons are
G4,1 (CP
3) solitons as in the ν = 1 case.
We proceed to discuss briefly the N -layer QH system,
where tunneling interactions operate between two adja-
cent layers. It is described by the tunneling term con-
sisting of an N ×N matrix,
HT = −1
2
∆SAS

0 1 0 · · · 0 0
1 0 1 · · · 0 0
0 1 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 1
0 0 0 · · · 1 0
 . (10.5)
Let us first freeze the spin degree of freedom. By diag-
onalizing this matrix the degeneracies of the N energy
levels are found to be resolved. The energy of the jth
level is
Ej = ∆SAS cos
πj
N + 1
, j = 1, 2, . . . , N, (10.6)
as is shown in Appendix B. The lowest energy level is
unique, which gives the ground state at ν = 1. At ν = k
the lowest k levels are occupied. A Goldstone mode is a
perturbational excitation from one of the k occupied lev-
els to one of the N − k empty levels. Thus, the number
of Goldstone modes is k(N − k), which is the dimen-
sion of the Grassmannian manifold GN,k. All Goldstone
modes are made massive due to the tunneling interac-
tions. When the spin degree of freedom is included to-
gether with the Zeeman interaction, each of these N lev-
els is split into two levels by the Zeeman energy. All
Goldstone modes are massive. At ν = k the lowest k
levels are occupied: There arise k phases depending on
the relative strength between the Zeeman and tunneling
energies.
XI. DISCUSSIONS
We have developed an algebraic method to explore the
dynamics of electrons in the noncommutative plane. For
this purpose we have introduced the Weyl ordering of
the second quantized density operator. By making the
LLL projection we have constructed the Hamiltonian for
these electrons interacting via the Coulomb potential. It
is given by (5.16) in the momentum space and by (5.18)
in the coordinate space. The density operators make the
W∞(N) algebra (4.14). Then we have made a derivative
expansion of the Coulomb potential and derived the ef-
fective Hamiltonian appropriate for a description of long-
distance physics of electrons confined to the LLL. It is the
SU(N) nonlinear sigma model (7.6).
The SU(N) nonlinear sigma model has arisen solely
from the SU(N)-invariant Coulomb interaction (5.1) de-
pending only on the total density ρ(x). Namely, a mod-
ulation of the isospin S(x) turns out to increase the
Coulomb energy by affecting the density ρ(x). The ori-
gin of the effective Hamiltonian is the noncommutativity
(1.1), implying the density and the isospin no longer com-
mute as in (4.14) when electrons are confined to the LLL.
The effective Hamiltonian (7.6) is the leading order term
of the underlying noncommutative theory.
The effective Hamiltonian turns out to be the Grass-
mannian GN,k sigma model at the filling factor ν = k,
based upon which we have explored quantum coher-
ence in the N -component QH systems. We have ana-
lyzed the Goldstone modes and topological solitons. As
is well known, the existence of massless modes in low-
dimensional spaces induces an infrared catastrophe and
unstabilize the system. In QH systems there is no such a
catastrophe because all Goldstone modes are made mas-
sive due to the Zeeman and tunneling interactions.
It is important to investigate how these perturbational
and nonperturbational objects are represented in the
original noncommutative field theory. We would like to
pursue these problems in a forthcoming paper.
It is also interesting to investigate fractional QH sys-
tems. They are mapped to integer QH systems by
way of the composite-fermion picture[34]. Topologi-
cal excitations in fractional QH systems are anyons,
which have fractional electric charges and obey frac-
tional statistics[35]. Such anyons have already been ob-
served experimentally in the monolayer ν = 1/3 QH
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system[36, 37]. The fractional statistics stems from the
statistical transmutations specific to the low dimensional
system, and represent a deep connection between the
space-time and particle statistics. The noncommutativ-
ity is also a space-time property. Then, topological ex-
citations in fractional QH systems are intriguing objects
inherent to these two exotic space-time properties: They
are noncommutative anyons. The study of the noncom-
mutative anyons may reveal novel structures of the low
dimensional noncommutative space-time. The noncom-
mutative gauge theory has been extensively studied in
the context of D-branes with B field in the string theory.
Various concepts cultivated in D-brane analysis would be
applied to noncommutative anyons and be tested exper-
imentally in QH systems.
APPENDIX A: WEYL-ORDERED PLANE WAVE
We prove the basic formulas (2.13) and (2.14) for the
Weyl-ordered plane wave. It is convenient to diagonalize
the coorindate X , X |x〉 = x|x〉. The noncommutativity
(1.1) is represented by setting
Y = iℓ2B
∂
∂X
. (A1)
The merit of this representation is that the simple or-
thonormality condition holds within the LLL,
〈x′|x〉 = δ(x− x′). (A2)
Since Y is a shifting operator it is easy to show
eipX |x〉 = exp[− i
2
ℓ2Bpxpy] exp [ipxx] |x− ℓ2Bpy〉. (A3)
Hence,
〈x′|eipX |x〉 = exp[ipxx− i
2
ℓ2Bpxpy]δ(x − x′ − ℓ2Bpy)
(A4a)
= exp[ipxx
′ +
i
2
ℓ2Bpxpy]δ(x− x′ − ℓ2Bpy).
(A4b)
We set x′ = x and integrate over it,∫
dx 〈x|eipX |x〉 = 2π
ℓ2B
δ(p). (A5)
Substituting
∑
n |n〉〈n| = 1, we obtain∑
n
〈n|eipX |n〉 = 2π
ℓ2B
δ(p), (A6)
which is (2.13).
We next study
I ≡
∫
d2p 〈m|e−ipX |n〉〈i|eipX |j〉. (A7)
Substituting
∫
dx |x〉〈x| = 1, we find
I ≡
∫
dxmdxndxidxj
∫
d2p 〈m|xm〉〈xn|n〉〈i|xi〉〈xj |j〉
× 〈xm|e−ipX |xn〉〈xi|eipX |xj〉. (A8)
We use (A4a) and (A4b),
I ≡
∫
dxmdxndxidxj
∫
dpxdpy 〈m|xm〉〈xn|n〉〈i|xi〉〈xj |j〉
× exp [ipx(xj − xm)] δ(xm − xn + ℓ2Bpy)δ(xi − xj − ℓ2Bpy)
=
2π
ℓ2B
∫
dxmdxn〈m|xm〉〈xm|j〉〈i|xn〉〈xn|n〉
=
2π
ℓ2B
δniδmj , (A9)
which is (2.14).
For the sake of completeness let us prove (2.13) based
on the representation (2.9). Here, both X and Y are
shifting operators,
eipX |x, y〉 = eipx/2|x− ℓ2Bpy, y + ℓ2Bpx〉. (A10)
Thus,
〈x′, y′|eipX |x, y〉 = eipx/2〈x′, y′|x− ℓ2Bpy, y + ℓ2Bpx〉LLL.
(A11)
Here, it is necessary to evaluate the scalar product within
the LLL. Using the wave function (2.11) we find
〈x|y〉LLL =
∞∑
n=0
〈x|n〉〈n|y〉
=
1
2πℓ2B
exp
(
i
x∧y
2ℓ2B
)
exp
(
−|x− y|
2
4ℓ2B
)
.
(A12)
From these we derive (A5) or (2.13). We can prove (2.14)
also in this representation though slightly complicated.
APPENDIX B: TUNNELING MATRIX
We diagonalize the tunneling matrix (10.5), by solving
the secular equation
det(HT − λI) = 0.
Here HT is given by (10.5) and I is the N × N identity
matrix. This equation leads to DN (x) = 0, where
DN(x) = det

x 1 0 · · · 0 0
1 x 1 · · · 0 0
0 1 x · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · x 1
0 0 0 · · · 1 x
 , (B1)
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with x = 2λ/∆SAS. Expanding it with respect to the
first column we obtain the recurrence relation,
DN (x) = xDN−1(x)−DN−2(x). (B2)
Evidently, D1(x) = x and D2(x) = x
2 − 1, and we can
define D0(x) = 1 from this relation.
It is crucial to recall that the Chebyshev polynomial
SN (x) satisfies the same recurrence relation (see 22.7.6
in Ref.[38]). We use 22.5.13 and 22.5.48 in this reference
to find that
SN (x) = UN
(
x
2
)
= (N + 1)F
(
−N,N + 2; 3
2
;
2− x
4
)
,
(B3)
where F (a, b; c; z) is the hypergeometric function. Since
a = −N , the hypergeometric function becomes trun-
cated. We can easily check that S0(x) = 1 and S1(x) = x.
Therefore, we may identify
DN(x) = UN
(
x
2
)
= UN
(
λ
∆SAS
)
. (B4)
According to 22.16.5 in the same reference we get the
following set of roots,
λj(N) = ∆SAS cos
πj
N + 1
, j = 1, 2, . . . , N. (B5)
We note that λj = −λN−j+1. For N = 2K the roots
with j = 1, . . . ,K are positive. The ones with j = K +
1, . . . , 2K are of the same magnitude but negative. We
have no zero root. For N = 2K+1 there is one zero root
corresponding to j = K + 1, the ones with j = 1, . . . ,K
are positive, while those with j = K + 2, . . . , 2K are
negative with the same magnitude. The lowest root is
λN = −∆SAScos π
N + 1
, (B6)
and the next root is
λN−1 = −∆SAScos 2π
N + 1
. (B7)
There is no degeneracy among N energy levels.
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