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Recently, penalized regression methods have attracted much attention in the statistical
literature. In this article, we argue that such methods can be improved for the purposes of
prediction by utilizing model averaging ideas. We propose a new algorithm that combines
penalized regression with model averaging for improved prediction. We also discuss the
issue of model selection versus model averaging and propose a diagnostic based on the
notion of generalized degrees of freedom. The proposed methods are studied using both
simulated and real data.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Model combining or model averaging has become a popular technique in statistical applications. Its popularity lies in the
ability to reduce themodel uncertainty implicit in the variable selection process.Model averaging can serve as away tomake
good predictions on future outcomes. In the last decade, model combiningmethods have been developed for prediction and
classification. Recent summaries of work in the area include the monographs by Burnham and Anderson [1] and Claeskens
and Hjort [2].
An alternative approach to improving predictions uses penalized regression models. One method is ridge regression [3,
22]. Ridge regression shrinks the ordinary least squares estimates of the regression coefficients by imposing a penalty on
the coefficients. The ridge coefficients minimize a penalized residual sum of squares,
βˆridge = argmin
 n∑
i=1
(
yi − β0 −
p∑
j=1
xijβj
)2
+ λ
p∑
j=1
β2j
 .
Here for i = 1, . . . , n, (yi, xi1, . . . , xip) denotes the response and the p covariates for the ith individual, and λ ≥ 0 is a
complexity parameter that controls the amount of shrinkage. The larger the value of λ, the greater the amount of shrinkage
because the estimated coefficients are shrunk toward zero.
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While ridge regression employs an L2 penalty, an alternative penalty term is based on an L1 norm. This leads to least
squares shrinkage and selection operator (LASSO) regression [4]. The LASSO estimate is defined by
βˆ lasso = argmin
 n∑
i=1
(
yi − β0 −
p∑
j=1
xijβj
)2
+ λ
p∑
j=1
|βj|
 .
Because of the nature of the lasso penalty constraint, making λ sufficiently small will cause some of the coefficients to be
estimated as exactly zero.
Recently, there has been much work in terms of defining and extending lasso-type penalties in statistical modelling
procedures. Fan and Li [5] have proposed a smoothed clipped absolute deviation penalty that has better theoretical
properties than the LASSO. Efron et al. [6] have developed a least angle regression procedure that can modified to provide
the LASSO solutions.
Much of the work described in the last paragraph has focused on variable selection. However, it is important to recall
that the initial goal of penalized regression models was to provide better prediction for new or future observations. In this
work, we seek to combine aspects of penalized regressionmodellingwithmodel combining so as to develop good prediction
models. We will focus on binary regression models in this paper, but the ideas can be applied to virtually any regression
modelling procedure. While work in this area has been done by Yang [7], he did not attempt to incorporate penalized
regression models in his framework. Recently, Yuan and Ghosh [8] proposed a model averaging scheme similar to this one
without the penalized regression aspect.
An alternative approach is to select a ‘‘best’’model froma candidate set ofmodels according to amodel selection criterion.
Conditional on selecting the model, one then makes predictions on new observations. The question of when this is a better
strategy than model averaging is an important one and is a secondary issue that we address in the article. The structure
of this paper is as follows. In Section 2, we focus on the problem of combining results across binary outcomes based on
fitting logistic regression models. Motivated by a heuristic ‘‘risk’’ comparison between model averaging, subset selection
and penalized regression, we propose a new model averaging methodology in Section 3. An oracle risk bound property of
the method is given there. In Section 4, we address the issue of model selection versus model averaging and propose a
criterion based on the generalized degrees of freedom [9]. The performance of the methods in finite samples is assessed
using simulation studies in Section 5. We apply the proposed method in Section 6 to data from a prostate cancer biomarker
study. We conclude with some brief discussion in Section 7.
2. Background and motivation
2.1. Data and problem setup
The data are (Yi, Xi), i = 1, . . . , n, iid observations from (Y , X), where Y is the binary response and X is a p-dimensional
covariate vector. We consider logistic regression models of the following form:
logit P(Yi = 1) = f (Xi, β) = Xiβ,
where f (·) is the true regression function. For estimating f , there will be 2p models (including the trivial intercept-only
model) to be considered as candidates. The kth model is given by
logit P(Yi = 1) = fk(Xki, βk) = Xkiβk, i = 1, . . . , n,
where Xk is a subset of X . The goal of model selection is to find a ‘‘best’’ fk(Xki, βk) that fits the data; by contrast, that of model
averaging is to combine multiple plausible good models based on a weighted average.
2.2. Model averaging, subset selection and penalized regression: A simple example
Let us compare the estimators of the regression function f ≡ Xβ in the logistic model from subset selection, ridge
regression and model averaging. In order to make the comparison simple, we assume that there are three candidate
predictors X1, X2, X3, all measured on the same scale. Suppose hypothetically that the subset selection method based on
Akaike’s information criterion (AIC; [10]) selects X1 and X2 as the ‘‘best’’ model. The corresponding estimator of regression
function f is
fˆ select = b(1)1 X1 + b(1)2 X2 + 0 ∗ X3,
where b(1)1 , b
(1)
2 are the estimates of the regression coefficients in the logistic model with X1 and X2 as covariates. The
prediction risk mainly comes from the estimation error of the model selected by the subset selection method.
The estimator of f from ridge regression is
fˆ ridge ≡ λb1X1 + λb2X2 + λb3X3,
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where λ is the shrinkage parameter, and (b1, b2, b3) are the estimates of the regression coefficients in the logistic model
with X1, X2 and X3 as covariates. The prediction risk mainly comes from the estimation error of the shrinkage parameter.
We now consider model averaging. There are eight possible models. Suppose that we perform a preliminary screening
based on AIC for each possible model. The advantages of screening were discussed in [11]. Suppose that screening reduces
consideration to the following three models:
Model 1: b(1)1 X1 + b(1)2 X2 + 0 ∗ X3
Model 2: b(2)1 X1 + 0 ∗ X2 + b(2)3 X3
Model 3: 0 ∗ X1 + b(3)2 X2 + b(3)3 X3,
where the superscript on the estimated regression coefficients indexes themodel being fit. The estimation error from subset
selection in this step contributes to within-model risk.
Let w1, w2, w3 denote the weights assigned to the above three models based on a model averaging scheme. Then the
model averaging estimator is the sum of the three following models:
Model 1:w1b
(1)
1 X1 + w1b(1)2 X2 + 0 ∗ X3
Model 2:w2b
(2)
1 X1 + 0 ∗ X2 + w2b(2)3 X3
Model 3: 0 ∗ X1 + w3b(3)2 X2 + w3b(3)3 X3.
From the above formulas, we observe that the weights assigned to each candidatemodel work very similarly to the function
of the shrinkage parameter in the ridge estimator, which contributes to between-model risk. Thus we basically can view the
prediction risk of the model averaging algorithm as being decomposed into the within-model risk from subset selection on
each candidate model and the between-model risk from the shrinkage weights among all candidate models. When there
is large uncertainty associated with the selection procedure, shrinkage regression is a good alternative to subset selection
[12,13]. We could also apply shrinkage regression within each candidate model to potentially make improvements on the
within-model risk. This motivates the proposed algorithm which we describe next.
3. Proposed model averaging algorithm
As we argued in the previous section, we would like to apply shrinkage regression to each candidate model in order
to reduce the within-model risk and then perform model averaging. Here, we propose an algorithm, named adaptive
regression by mixing with screening and shrinkage (ARMS-shrink). The following is the ARMS-shrink algorithm for the
logistic regression:
1. Split the data into two parts Z (1) = (Yi, Xi), 1 ≤ i ≤ n/2, and Z (2) = (Yi, Xi), n/2+ 1 ≤ i ≤ n.
2. Compute the AIC value for each model k based on Z (1) and keep the top m models with the smallest AIC values. Let Γs
denote the set of these models.
3. Estimate βk by βˆk using ridge regression based on Z (1) for each candidate model k. Let fˆ Rk (x) ≡ fˆ Rk (x; βˆRk ) be the ridge
regression estimator of fk.
4. On the basis of the second half of the data Z (2), assess the accuracies of the models using the fitted models from the
previous step. For each model k ∈ Γs, compute a model accuracy measurement Bk. We discuss choices of Bk in the next
section.
5. Compute the weight for model k on the basis of Bk in step 4:
Wk = Bk∑
j∈Γs
Bj
.
Note that
∑
k∈Γs Wk = 1.
6. Randomly permute the order of the data N − 1 times and repeat the above five steps. Let Wk,r denote the weight of
model k at the rth permutation. We then obtain an average weight Wˆk = N−1∑Nr=1Wk,r for each model k over the N
permutations. Here, we choose N to be 100.
7. Let fˆ Rn (x) =
∑
k∈Γs Wˆk fˆk(x) be the final ARMS estimator of the regression function of the true logistic model.
For the ARMS-shrink algorithm, the screening occurs in step 2 and the shrinkage in step 3. Suppose we estimated the
regression coefficients in step 3without the penalty. Then this would yield the adaptive regression bymixingwith screening
(ARMS) algorithm [8].
We will also explore a variant of this algorithm, in which we replace the AIC algorithmwith an adaptive model selection
criterion proposed by Shen et al. [14]. The modification occurs in step 2 of the algorithm:
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2∗. Let fˆ (Z
(1))
k (Xki; βˆk) be the maximum likelihood estimate of the regression function f in the logistic model Mk based on
the first half of the data, Z (1). We compute the adaptive model selection criterion [14]
−
i=n/2∑
i=1
log[{fˆ (Z(1))k (Xki; βˆk)}Yi{1− fˆ (Z
(1))
k (Xki; βˆk)}1−Yi ] + λ|Mk|,
indexed by the adaptive penalty parameter λ, where λ is chosen from 0 to 10 in 0.1 increments. |Mk| is the size of model
Mk. The optimal modelMλ for each λ is found using the backward stepwise searching proposed by Shen et al. [14]. Then
the 100 selected optimal models under different penalty parameters are considered as the model set for combining. Let
Γs denote the set of these candidate models.
We term the algorithm with this modification adaptive regression by mixing with adaptive screening and shrinkage
(ARMAS-shrink). The advantage of the penalty proposed by Shen et al. [14] is that it can potentially accommodate settings
in which it is not computationally feasible to calculate all 2p models.
We have used ridge regression in step 3. Of course, other shrinkage methods could be considered here, such as Lasso
[4]. However, we observed similar performance among different shrinkage methods in simulation studies (not shown).
Therefore we stick to using ridge regression in the algorithm for ease of exposition. The value of the shrinkage parameter in
ridge regression is chosen by cross-validation [15].
3.1. Risk bound of the ARMS/ARMAS-shrink procedure
Regarding the ARMS method of combining procedures, Yang [7] gave a risk bound for the original version, and an
improvement was made in [11]. Those papers dealt with linear regression. We show here that the combined estimator
for logistic regression models provides adaptivity as defined by Barron et al. [16] among all possible candidate models and
is upper bounded by the minimum L2 risk of all candidate models plus a small penalty.
Suppose we have K available candidate models for combining. Let f (xi) = Pr(Yi|xi); let fˆ Rj (xi) be the ridge estimator of
f (xi) for model j for individual i. Define Pf (yi) = f (xi)yi(1− f (xi))1−yi and Pfˆ Rj (yi) = fˆ
R
j (xi)
yi(1− fˆ Rj (xi))1−yi . Like [7], for the
theoretical result, we study a combination estimator slightly different from the one that we defined in the algorithm. Let λj
be a set of positive numbers satisfying
∑K
j=1 λj = 1. They are the prior weights of the candidate models. One natural choice
is uniform prior weights, i.e., λj = 1/K . LetW Rj,i be the weights for model j based on the first i observations. For i = n/2+ 1,
letW Rj,i = λj and for n/2+ 1 ≤ i ≤ n, let
W Rj,i =
λj
i−1∏
s=n/2+1
{
(fˆ Rj (xs))
ys(1− fˆ Rj (xs))1−ys
}
∑
l
{
λl
i−1∏
s=n/2+1
{
(fˆ Rl (xs))ys(1− fˆ Rl (xs))1−ys
}} =
λj
i−1∏
s=n/2+1
Pfˆ Rj (ys)
∑
l
{
λl
i−1∏
s=n/2+1
Pfˆ Rl (ys)
} .
Let f˜ Ri (xs) =
∑
jW
R
j,i fˆ
R
j (xs), where j indexes the model, be a combined estimator based on the first i observations. The
modified combining estimator from the ARMS/ARMAS-shrink algorithm is
fˆ ∗Rn (x) =
1
n/2
n∑
i=n/2+1
f˜ Ri (x).
Using arguments as in [7], it can be shown that fˆ ∗Rn is equivalent to fˆ Rn as defined in our algorithm. We will work on
the modified combining estimator in the following risk bound results. Let D(p ‖ q) ≡ ∫ p(x) log{p(x)/q(x)}dµ(x) and
D2H(p, q) ≡
∫ {√p(x) − √q(x)}2dµ(x) denote the Kullback–Leibler (K–L) divergence and the squared Hellinger distance
between two densities p and q, respectively, with respect to some dominating measure µ. For an estimator of fˆ of f , let
‖f − fˆ ‖2 = ∫ (f (x)− fˆ (x))2dµ(x). The theorem on the risk bound requires the following conditions.
Condition 1: We assume that for each model j, the estimators of the probabilities are uniformly bounded away from 0 and
1, i.e., there exist constants 0 ≤ ARj ≤ 1/2 such that ARj ≤ fˆ Rj (xs) ≤ 1− ARj for all xs.
Condition 2: Let Γ denote the set of all candidate models in themodel space before screening. There exists a constant τ ≥ 0
such that with probability 1, we have
sup
j∈Γ
‖f − fˆ Rj ‖ ≤
√
τ R.
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Theorem 1. Let Γs denote the set of the models screened by AIC or adaptive screening and let Ks denote the size of Γs. Let λj be
λj = 1/Ks. Assuming that Conditions 1 and 2 hold, for any j ∈ Γ , the L2 risk of fˆ ∗Rn from the ARMS/ARMAS-shrink algorithm
satisfies
E‖f − fˆ ∗Rn ‖2 ≤ τ R(1− P(j ∈ Γs))+ 2
{
log(Ks)+ 2
(ARj )2
E‖f − fˆ Rj ‖2
}
P(j ∈ Γs)
≤ τ R(1+ B0)+ 2
{
log(K0)+ 2
(ARj )2
E‖f − fˆ Rj ‖2
}
B0,
where we assume that P(j ∈ Γs) is upper bounded by a constant B0 and Ks is upper bounded by a constant K0.
Proof. We have
n∑
i=n/2+1
ED(Pf ‖ Pf˜i) =
n∑
i=n/2+1
E
∫
Pf (ys) log
Pf (ys)
Pf˜i(ys)
v(dy)
= E
∫
Pf (ys) log
n∏
i=n/2+1
Pf (ys)
n∏
i=n/2+1
Pf˜i(ys)
v(dy)
= E
∫
Pf (ys) log
n∏
i=n/2+1
Pf (ys)
∑
j
λj
n∏
i=n/2+1
{(fˆj(xs))ys(1− fˆj(xs))1−ys}
v(dy)
≤ E
∫
Pf (ys) log
n∏
i=n/2+1
Pf (ys)
λj
n∏
i=n/2+1
{(fˆj(xs))ys(1− fˆj(xs))1−ys}
v(dy)
≤ log(1/λj)+
n∑
i=n/2+1
E
∫
Pf (ys) log
Pf (ys)
Pfˆj(ys)
v(dy)
for each j ∈ Γs. So we have
n∑
i=n/2+1
ED(Pf ‖ Pf˜i) =
n∑
i=n/2+1
E
∫
Pf (ys) log
Pf (ys)
Pf˜i(ys)
v(dy)
≤ inf
j∈Γs
{
log(1/λj)+
n∑
i=n/2+1
E
∫
Pf (ys) log
Pf (ys)
Pfˆj(ys)
v(dy)
}
.
Since ∫
Pf (ys) log
Pf (ys)
Pfˆj(ys)
v(dy) = f (xs) log f (xs)
fˆj(xs)
+ (1− f (xs)) log (1− f (xs))
(1− fˆj(xs))
≤ (f − fˆj)
2
fˆj
+ (f − fˆj)
2
1− fˆj
≤ 2
A2j
(f − fˆj)2
where we assume that Aj ≤ fˆj ≤ 1− Aj for all x, we therefore have
n∑
i=n/2+1
ED(Pf ‖ Pf˜i) ≤ infj∈Γs
{
log(1/λj)+ 2A2j
n∑
i=n/2+1
E(f − fˆj)2
}
.
Since the K–L divergence is always lower bounded by the squared Hellinger distance, we have
D(Pf ‖ Pf˜i) ≥ D2H(Pf , Pf˜i) = [
√
f −
√
f˜i]2 + [
√
(1− f )−
√
(1− f˜i)]2
≥ 1
4
((f − f˜i)2 + (f − f˜i)2) = 12 (f − f˜i)
2.
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By taking expectations on both sides of the above inequality, for any j ∈ Γs with λj = 1/Ks, we have
n∑
i=n/2+1
‖f − f˜i‖2 ≤ 2
n∑
i=n/2+1
ED(Pf ‖ Pf˜i)
≤ 2 inf
j∈Γs
{
log(1/λj)+ 2A2j
n∑
i=n/2+1
E(f − fˆj)2
}
= 2 inf
j∈Γs
{
log(1/λj)+ 2A2j
n∑
i=n/2+1
‖f − fˆj‖2
}
≤ 2
{
log(Ks)+ 2A2j
n∑
i=n/2+1
‖f − fˆj‖2
}
.
Then by the definition of fˆ ∗n , for any j ∈ Γs, we have
‖f − fˆ ∗n ‖2 =
1
n/2
n∑
i=n/2+1
‖f − f˜i‖2
≤ 2
n/2
{
log(Ks)+ 2A2j
n∑
i=n/2+1
‖f − fˆj‖2
}
≤ 2
{
log(Ks)
n/2
+ 2
A2j
1
n/2
n∑
i=n/2+1
‖f − fˆj‖2
}
= 2
{
log(Ks)
n/2
+ 2
A2j
‖f − fˆj‖2
}
.
Since fˆ ∗n is a convex combination of the original estimators, under Condition 2, we have ‖f − fˆ ∗n ‖2 ≤ τ when j is not in
Γs. Therefore it follows that
‖f − fˆ ∗n ‖2 ≤ τ(1− P(j ∈ Γs))+ 2
{
log(Ks)
n/2
+ 2
A2j
‖f − fˆj‖2P(j ∈ Γs)
}
.
The conclusion then follows. 
From Theorem 1, since K0, B0, AR and τ R are finite constants, the L2 risk of the estimator fˆ ∗Rn has the same or a smaller
rate of convergence as compared with the best selected model among all candidate ridge regression models fˆ Rj . In addition,
for the proposed estimator, we do not require that the set of candidate models contains the true model. The risk bound for
ARMS/ARMAS-shrink holds regardless of whether or not the true model exists in the model space.
4. Selection versus averaging and generalized degrees of freedom
We have so far only considered model averaging strategies in order to make predictions. An alternative approach would
be to select a best model according to some criterion and to make predictions based on it. In this section we focus on when
one strategy is preferable to the other. This was not considered by Yuan and Ghosh [8].
Intuitively, if there is little instability/uncertainty associated with model selection, it will be relatively easy to find
the ‘‘best’’ model, and predictions from the selected model will work well. On the other hand, if there is much
instability/uncertainty associated with the model selection process, the ‘‘cost’’ of finding the best model becomes higher. It
then is more advantageous to average predictions across multiple models (i.e., model averaging). Following this argument,
we need a measure of model instability to decide whether to average or select.
We focus on perturbation instability to measure the instability of the logistic regression procedures for the binary
outcome data. The idea behind it is very simple: if a statistical model selection procedure is stable, a minor perturbation
of the data should not change the outcome drastically. Breiman [23] used perturbations to compare instability of regression
procedures and aggregated different perturbed estimators to obtain a final estimator that had better performance. Yuan and
Yang [11] considered the following instability measure for linear regression models:
PIE = dI(δ)
dδ
= E lim
δ→0
[∑
i
(µˆi(Y + δei)− µˆi(Y ))2
]1/2
δ
,
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where µˆi denotes the fitted value, and ei is the ith column of the n× n identity matrix.
We consider a different perturbation instability criterion, similar in spirit to PIE, based on the L1 norm:
PIE1 = E lim
δ→0
n∑
i=1
|µˆi(Y + δei)− µˆi(Y )|
δ
.
It turns out that this perturbation instabilitymeasure has a link to the generalized degrees of freedom (GDF; [9,14]),which
has been used to measure the cost of a modelling procedure. Consider normally distributed data (Y , X)with n observations.
From [9], the GDF in linear regression for a modelM is defined as
GDF =
n∑
i=1
hMi (µ),
where
hMi (µ) =
dEµ[µˆi(Y )]
dµi
= lim
δ→0 E
{
µˆi(Y + δei)− µˆi(Y )
δ
}
.
Here, hMi (µ) represents the expected sensitivities of the fitted value µˆi with respect to the observed responses Y . We have
the follows:
PIE1 = E lim
δ→0
n∑
i=1
|µˆi(Y + δei)− µˆi(Y )|
δ
=
n∑
i=1
lim
δ→0 E
{ |µˆi(Y + δei)− µˆi(Y )|
δ
}
,
where µˆi(Y ) = [X(XTX)−1XTY ]i and µˆi(Y + δei) = [X(XTX)−1XT (Y + δei)]i.
Note that
µˆi(Y + δei)− µˆi(Y )
δ
= [X(X
TX)−1XT (δei)]i
δ
= [H(δei)]i
δ
= hii > 0,
where H is the hat matrix and hii is the ith diagonal element of H . This yields the following:
PIE1 =
n∑
i=1
lim
δ→0 E
{ |µˆi(Y + δei)− µˆi(Y )|
δ
}
=
n∑
i=1
lim
δ→0 E
{
µˆi(Y + δei)− µˆi(Y )
δ
}
=
n∑
i=1
hMi (µ) = GDF .
Wehave thus shown that the PIE1 andGDF are equal in linear regressionmodels. Our proposal is to useGDF formeasurement
of the instability of logistic regression. LetMAIC denote the model selected by the AIC criterion and pAIC denote the number
of parameters in the AIC selected modelMAIC . We propose the GDF Instability (GDFI) measure as following:
GDFI = GDF(MAIC )
pAIC
.
We normalize the GDF by dividing the number of parameters in the model because the value of GDF is strongly related to
the number of parameters in the model.
The estimator of GDFI is
ĜDFI = ĜDF(MAIC )
pAIC
,
where ĜDF(MAIC ) is the estimate of GDF through data perturbation. The details on calculating ĜDF(MAIC ) in logistic
regression can be found in the Appendix.
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Table 1
Simulation results for Case 1.
Method L2 risk L1 risk AUC
ARMAS-shrink 0.077 0.175 0.79
(0.004) (0.007) (0.01)
ARMS-shrink 0.085 0.191 0.77
(0.004) (0.007) (0.01)
ARMAS 0.081 0.184 0.78
(0.004) (0.007) (0.01)
ARMS 0.089 0.199 0.76
(0.005) (0.008) (0.01)
Ridge 0.099 0.225 0.72
(0.005) (0.008) (0.01)
Lasso 0.101 0.228 0.72
(0.005) (0.008) (0.01)
AIC model 0.109 0.242 0.70
(0.005) (0.009) (0.01)
Full model 0.112 0.249 0.69
(0.006) (0.009) (0.01)
Note: Number in parentheses is standard error over 200 simulations. The GDFI instability measure= 3.95.
5. Simulation studies
We performed extensive simulation studies in order to assess the finite-sample properties of the proposed algorithm.
All simulation scenarios are based on a sample size of 100. The procedures were evaluated based on several criteria: L2 risk,
L1 risk and area under the curve (AUC) based on 200 simulations. The AUC is the probability that the classification score
for a subject with Y = 1 is greater than that for a subject with Y = 0. Larger values of the AUC indicate better predictive
performance. Better prediction also means smaller L1 and L2 risks. In simulation studies, since we know the true model, we
generate an independent dataset of the same sample size to compute the L2 risk, L1 risk and AUC values. The terms ARMAS
and ARMAS-shrink refer to our proposed combining algorithm using GDF weights.
We generate a panel of 16 biomarkers X ≡ (X1, . . . , X16) from a multivariate normal distribution with zero mean,
unit variance, and correlation 0.3. Then the binary responses are generated from the pre-specified underlying true model.
The value of the shrinkage parameter in ridge regression is chosen by 10-fold cross-validation [15]. We will consider four
different cases to assess the prediction performance of our proposed ARMS-shrink method.
Case 1: We use the following true model relating biomarkers with disease status:
logit P(D = 1) = 0.1X1 + 0.2X2 + 0.3X3 + 0.4X4 + 1.1X5 + 1.2X6 + 1.3X7 + 1.4X8 + X7X8.
Note that we consider models with only main effects in the algorithm so that the true model is not in the space of
candidate models. The results are shown in Table 1. This model includes eight predictors with four small and four large
coefficients. The four predictors with small coefficients are difficult to identify by a model selection method. The results in
Table 1 show that all ARMS combining methods are superior in terms of prediction risks and AUC values over other model
selection methods, including AIC, Ridge, Lasso and the full model. Our proposed ARMS/ARMAS-shrink methods reduce the
prediction risks and increase the AUC values relative to the ARMS/ARMAS methods of [8]. Therefore we gain in predictive
accuracy by incorporating shrinkage into the ARMAS algorithm in this case.
Case 2: We use the following true model relating biomarkers with disease status:
logit P(D = 1) = 1.1X1 + 1.2X2 + 1.3X3 + 1.4X4 + 1.1X5 + 1.2X6 + 1.3X7 + 1.4X8 + X7X8.
In this case, the true model does not have any small coefficients. However, it still includes 8 of the possible 16 candidate
predictors. It is still not easy for the model selection procedure to identify the correct predictors. The results in Table 2 show
a pattern similar to that for Case 1 but with a smaller difference between the ARMS and other methods. Again our proposed
ARMS/ARMAS-shrink methods reduce the prediction risk and increase the AUC values relative to the original ARMS/ARMAS
methods. Compared with Case 1, it is relatively easy for model selection methods to identify the correct predictors.
Case 3: We use the following true model relating biomarkers with disease status:
logit P(D = 1) = 1.1X1 + 1.2X2 + 1.3X3 + 1.4X4 + 1.1X5 + 1.2X6 + 1.3X7 + 1.4X8 + 1.1X9
+ 1.2X10 + 1.3X11 + 1.4X12 + 1.1X13 + 1.2X14 + 1.3X15 + 1.4X16.
This true model is a full model including all 16 candidate predictors. So we expect that the full model approach should
perform the best. The results in Table 3 show that the full model has the smallest prediction risk and highest AUC. The AIC
selected model performs slightly better than both ARMS/ARMAS and ARMS/ARMAS-shrink methods in this case, but the
difference is very small.
Case 4: We simulate data based on the following model relating biomarkers with disease status:
logit P(D = 1) = 1.1X1 + 1.2X2.
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Table 2
Simulation results for Case 2.
Method L2 risk L1 risk AUC
ARMAS-shrink 0.095 0.225 0.80
(0.004) (0.009) (0.01)
ARMS-shrink 0.0103 0.247 0.77
(0.005) (0.009) (0.01)
ARMAS 0.0101 0.236 0.78
(0.004) (0.010) (0.01)
ARMS 0.109 0.259 0.76
(0.005) (0.011) (0.01)
Ridge 0.119 0.283 0.73
(0.006) (0.011) (0.01)
Lasso 0.117 0.279 0.74
(0.006) (0.011) (0.01)
AIC model 0.125 0.297 0.72
(0.006) (0.012) (0.01)
Full model 0.129 0.306 0.72
(0.006) (0.012) (0.01)
Note: Number in parentheses is standard error over 200 simulations. The GDFI instability measure= 3.14.
Table 3
Simulation results for Case 3.
Method L2 risk L1 risk AUC
ARMAS-shrink 0.082 0.152 0.83
(0.005) (0.008) (0.01)
ARMS-shrink 0.082 0.151 0.83
(0.005) (0.008) (0.01)
ARMAS 0.084 0.155 0.82
(0.005) (0.008) (0.01)
ARMS 0.084 0.154 0.82
(0.005) (0.008) (0.01)
Ridge 0.078 0.143 0.84
(0.005) (0.008) (0.01)
Lasso 0.077 0.140 0.85
(0.005) (0.008) (0.01)
AIC model 0.079 0.145 0.84
(0.005) (0.008) (0.01)
Full model 0.068 0.125 0.87
(0.004) (0.006) (0.01)
Note: Number in parentheses is standard error over 200 simulations. The GDFI instability measure= 1.51.
This true model includes only two predictors with relatively large coefficients. The instability in this case is small due to the
simplicity of the true model. Most model selection procedures should be able to identify the correct predictors. The results
in Table 4 show that all ARMS methods perform similarly to other model selection methods including AIC, Ridge and Lasso.
Since the true model in this case is a very small model, the full model shows very poor prediction performance in this case
because of noise added by extraneous predictors. In fact, all combiningmethods in this case perform closelywith each other.
We now explore the nature of the relationship between the prediction performance of our ARMS-shrinkmethod and the
GDFI instability measure. We computed the GDFI of the AIC selection procedure for the above four simulation cases. The
GDFI values for Case 1, 2, 3 and 4 were 3.95, 3.14, 1.46 and 1.59. An informal rule of thumb based on the above results and
some additional simulations is using model selection for GDFI values bigger than 2 andmodel averaging for values less than
2. However, this is based on very limited experience, and we think that this issue needs to be investigated further.
6. Applications to the prostate cancer data
In this section, we apply the proposed methods to a prostate cancer immunohistochemical dataset. Each patient in this
dataset has multiple cores represented on a tissuemicroarray. Each core is a portion of the patient’s tumor and has a protein
staining intensitymeasurement for each biomarker. The biomarkers thatwe used in this example represent candidate genes
that were found using microarray experiments: ECAD, MIB1, P27, TPD52, BM28, MTA1, AMACR, and XIAP. The biomarkers
weremeasured as protein staining intensities by theChromavisionMedical system. Each corewas diagnosedby apathologist
as being cancerous or noncancerous. Thus the binary clinical outcome of interest is the diagnostic status being cancerous or
not. For simplicity, we ignore the correlation issue of multiple cores per subject and did the analysis on the core level. We
excluded observations with missing values on either response or predictors. This results in n = 200 observations. We apply
our proposed ARMS/ARMAS-shrink methods on these data and compared them with several methods: the ARMS/ARMAS
methods of Yuan and Ghosh [8], the full model (all biomarkers), the optimal model using AIC, and the best univariate model,
which turns out to be based on AMACR.
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Table 4
Simulation results for Case 4.
Method L2 risk L1 risk AUC
ARMAS-shrink 0.051 0.092 0.82
(0.004) (0.006) (0.01)
ARMS-shrink 0.053 0.095 0.81
(0.004) (0.006) (0.01)
ARMAS 0.052 0.093 0.82
(0.004) (0.006) (0.01)
ARMS 0.054 0.096 0.81
(0.004) (0.006) (0.01)
Ridge 0.058 0.101 0.80
(0.004) (0.007) (0.01)
Lasso 0.058 0.101 0.80
(0.004) (0.007) (0.01)
AIC model 0.059 0.103 0.80
(0.004) (0.006) (0.01)
Full model 0.075 0.142 0.72
(0.006) (0.009) (0.01)
Note: Number in parentheses is standard error over 200 simulations. The GDFI instability measure= 1.65.
Table 5
Results for prostate cancer data (n = 100) over 1000 permutations.
Method L2 risk L1 risk AUC
ARMAS-shrink 0.071 0.142 0.85
(0.002) (0.004) (0.01)
ARMS-shrink 0.074 0.151 0.84
(0.002) (0.004) (0.01)
ARMAS 0.074 0.148 0.84
(0.002) (0.004) (0.01)
ARMS 0.078 0.159 0.82
(0.002) (0.005) (0.01)
Ridge 0.084 0.170 0.78
(0.003) (0.005) (0.01)
Lasso 0.085 0.172 0.78
(0.003) (0.005) (0.01)
AIC model 0.089 0.179 0.76
(0.003) (0.006) (0.01)
Full model 0.095 0.193 0.73
(0.003) (0.007) (0.01)
Univariate 0.106 0.214 0.70
(AMACR) (0.004) (0.008) (0.01)
Note: Number in parentheses is standard error over 1000 permutations. The GDFI instability measure= 2.77.
The performance comparison is done as follows. First, we split the data into two parts. The first part (n1 = 134
observations) is used for estimation, while the second part (n − n1 = 66 observations) serves as the validation set
for assessment. Second, we randomly permute the n1 observations, split half into Z1 and half into Z2 and apply the
ARMS/ARMAS-shrink algorithm from Section 3 to compute the average weights from the training set and the corresponding
L2 loss, L1 loss and AUC on the test set. Third, we randomly permute the order of 200 observations 1000 times and repeat
steps 1 and 2 to obtain the average L2 loss, L1 loss and AUC over the 1000 permutations. The results are given in Table 5. They
show that the best univariatemodel has higher prediction risk and lower AUC values than those based on the othermethods.
All ARMSmethods perform better than AIC, Ridge, Lasso and full models. Therefore we gain in predictive accuracy using the
proposed methodology. Among all ARMS methods, the ARMAS-shrink procedure performs the best. The GDFI measure in
this data example is 2.77, which is larger than our proposed cut-off value 2.0. Hence the results are consistent with the
informal rule of thumb for our GDFI measure proposed in Section 5.
7. Discussion
In this paper, we proposed a shrinkage version of ARMS/ARMAS, ARMS/ARMAS-shrink, by applying the shrinkage
regression into the ARMS algorithm in the context of logistic regression. We then did simulation studies for comparing
our proposedmethodwith that of Yuan and Ghosh [8] and other model selectionmethods including AIC, Ridge and Lasso. In
practice, our ARMAS-shrink method is applicable to the high-dimensional datasets because the adaptive penalty criterion
can accommodate large numbers of covariates.
The results showed that the ARMS/ARMAS-shrink method improves on the original ARMS method when there is large
instability for the model selection procedure. The procedure also has lower prediction risk and higher AUC values than
the AIC selected, Ridge and Lasso regression methods when there is large instability associated with the model selection
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procedure. The results of applying the proposed method on the prostate cancer data example showed a pattern similar to
what we saw in the simulation studies.
Note that our inferential target in this paper is the predicted probability of outcome, or equivalently, the regression
function. A separate issue that was not addressed in this paper is performing inference after the model selection or model
averaging process. For model selection, Danilov and Magnus [17], Leeb and Potscher [18,19] have looked at issues of under-
reporting in relation to model selection procedures in linear models. Regarding model averaging-based estimators, Hjort
and Claeskens [20] have recently proposed inferential procedures for such estimators.
We also proposed a new instability measure, GDFI, based on the concept of generalized degrees of freedom for logistic
regression.We suggested a rule of thumb for the use of GDFI in logistic regression. This allows us to be able to decidewhether
to consider model combining or a model selection method given a specific data set in practice. However, this rule should be
investigated further using simulated and real datasets.
Recently, Claeskens et al. [21] considered the problem of model selection in the logistic regressionmodel framework in a
setup similar to ours. They proposed the use of a focused information criterion for model selection. The criterion is derived
based on the limiting risk for the asymptotic distribution of the model parameters based on specific local perturbations
around the true model. The asymptotic framework considered by Claeskens et al. [21] is very different from ours. They are
able to derive asymptotic results for the model parameters. By contrast, our theoretical result allows for the true model to
not be in the space ofmodels being fitted to the data; the quantity being considered here is the estimated risk, and the bound
in Theorem 1 is a nonasymptotic one.
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Appendix. Definition and calculation of GDF and GDFI
Consider a normal response vector Y = (y1, . . . , yn)′,
Y ∼ N(µ, σ 2I)
where µ = (µ1, . . . , µn)′ is a mean vector. Define a modelling procedure M as a mapping from Rn to Rn that produces
a set of fitted values µˆ = (µˆ1, . . . , µˆn)′ from Y . That is, M : Y → µˆ. The GDF for a modelling procedure M is given by
D(M) =∑ni=1 hMi (µ), where
hMi (µ) =
dEµ[µˆi(Y )]
dµi
= lim
δ→0 Eµ
[
µˆi(Y + δei)− µˆi(Y )
δ
]
= 1
σ 2
E[µˆi(Y )(yi − µi)] = 1
σ 2
cov(µˆi(Y ), yi − µi),
where ei is the ith column of the n by n identity matrix. Note that the third equality follows from Stein’s identity. The GDF
is defined to be the sum of the average sensitivities of the fitted value µˆi(Y ) to a small change in yi. Thus it measures the
flexibility of themodelling procedureM . IfM is highly flexible, then the fitted values tend to be close to the observed values.
Thus the sensitivity of the fitted values to the observed values would be high, and the GDF would be large.
Shen et al. [14] showed that the GDF for a general exponential family is D(M) =∑ni=1 hMi (µ)with hMi (µ) = Eφ(µˆi)(Yi−
µi), where the density of the exponential family is defined as
p(yi|µi) = exp(φ(µi)yi + α(µi)+m(yi))
withmeanµi = EYi and variance var(Yi) = 1/φ′(µi). They proposed an estimator of GDF using the idea of data perturbation.
For a logistic model, Yi is distributed according to the binomial distribution B(1, p(Xi)), µi = E(Yi) = p(Xi) and
φ(µi) = log(p(Xi)/(1− p(Xi))). Define Y˜i as an independent binary random variable distributed according to B(1, p˜i) with
a pre-specified p˜i (0 < p˜i < 1) or estimated p˜i = pˆ(Xi). Then define Y ∗i as (1− τ)Yi + τ Y˜i, i = 1, . . . , n, where 0 ≤ τ ≤ 1.
We can see that the conditional distribution of Y ∗i given Yi has the same support range. In logistic regression, the same
estimation method based on the iterative reweighted least squares method is directly applicable to Y ∗ = (Y ∗1 , . . . , Y ∗n )′
even if each Y ∗i may no longer be binary. This can be thought of as embedding a specific model into a more general class of
models defined by the exponential family distribution. In Theorem 1 of [14], they showed that an estimator of the GDF of
modelM is given by
ĜDF(M) = 1
τ 2
n∑
i=1
cov∗(φ(µˆi(Y ∗)), Y ∗i ),
where cov∗ is the conditional covariance given Y . In general, ˆGDF(M) may be computed via a Monte Carlo numerical
approximation. The algorithm for computing ĜDF(M) is the following:
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1. First, we sample η(j)i independently from the distribution of Y
∗
i as described earlier for i = 1, . . . , n and j = 1, . . . , T .
2. Second, we compute {µˆ(η(j)i ) : j = 1, . . . , T } and compute bˆi = 1T−1
∑T
j=1(φ(µˆ(η
(j)
i )) − φ¯i)(η(j)i − η¯i) for each i, where
η¯i = 1T
∑T
j=1 η
(j)
i and φ¯i = 1T
∑T
j=1 φ(µˆ(η
(j)
i )) are the Monte Carlo means.
3. Then ĜDF(M) is approximated by 1
τ2
∑n
i=1 bˆi.Here T is chosen to be sufficiently large to ensure approximation precision.
It is recommended that T be at least n and τ be 0.5 for small and moderate sample sizes.
We have showed how to calculate ĜDF(M) in the above, which is the estimate of GDF of the model M . Since GDFI is
defined by GDF(MAIC )pAIC , the estimator of GDFI is
ĜDFI = ĜDF(MAIC )
pAIC
.
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