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Abstract
We give a correspondence between two notions of complexity for real functions: poly-time computability
according to Ko and a notion that arises naturally when one considers the application of Mehlhorn’s class
of the basic feasible functionals to computable analysis. We show that both notions deﬁne the same set of
polynomial-time computable real functions.
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1. Introduction
Below we will give two notions of polynomial-time computability for functions on real num-
bers. They arise from very different backgrounds, one directly examines the running time of a
machine model for type-2 computability, while the other algebraically deﬁnes a set of higher-type
functionals which appears to be suitable as a speciﬁcation of those functionals that are feasible.
Since there is still no universal agreement on the concept of Type-2 feasibility, it is important to
understand the relation between the two notions.
The main result of this paper shows that, applied to suitable formulations of real number com-
putability, the two approaches coincide. The result is interesting as it gives additional robustness
to both complexity notions and shows that, in the context of real numbers, the choice of one or the
other is immaterial, giving us more reason to believe that the concepts of feasible real functions
we use today are the proper ones.
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2. Prerequisites
2.1. Sharp CF-representations
A computable real number  can be deﬁned as a function A : N → Q that generates a rapidly
converging Cauchy sequence with limit , i.e.
Deﬁnition 1. A Cauchy function representation (CF-representation) of a real number  is a
function A : N → Q, such that
∀n(|A(n) − | < 2−n).
When restricted to low complexity classes such as poly-time functions this deﬁnition does not
give a nice notion of complexity, because the class of the poly-time functions cannot compute the
function 2n, and therefore lacks the strength to generate improving approximations to an irrational
real number.
Instead, one can use the following deﬁnition, which is equivalent to passing the argument n in
unary notation 1 :
Deﬁnition 2. A sharp CF-representation of a real number  is a function A : N → Q, such that
∀n(|A(n) − | < 2−|n|).
Modulo the difference in the representation of rational or dyadic numbers, the class of com-
putable real numbers that have a poly-time sharp CF-representation directly coincides with the
poly-time numbers in the sense of Ko as given by [4]. The natural extension of the approach to
real functions leads to the following deﬁnition:
Deﬁnition 3. A sharp CF-representation of a real function  is a functional F : (N → Q) →
N → Q, such that whenever A is a sharp CF-representation of a number  ∈ dom, F(A) is a
sharp CF-representation of ().
To deﬁne poly-time computability for sharp CF-representations of real functions one now needs
a higher-type complexity notion.
2.2. Basic feasible functionals
The basic feasible functionals (BFFs) are a class of functionals introduced by Mehlhorn [6] to
study the feasibility of reducibility problems. The class is also studied by Cook, Kapron, Urquhart
[1,3] and others and is shown to be quite robust and equivalent to a rather appealing formulation
of Type-2 feasibility via Oracle Turing Machines (OTMs).
Deﬁnition 4. The class of the BFFs of ﬁnite type is the class of all closed terms composed from:
• inﬁnitely many variables for every ﬁnite type;
• a constant for every polynomial-time computable function;
1 As usual in complexity theory, |n| denotes the bit-length of n, i.e. |n| = log2(n + 1). This implies
∣∣2n − 1∣∣ = n
and |2n + 1| = |n| + 1.
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• the combinator constant ,, for every combination of ﬁnite types ,  and , deﬁned as
,,xyz = xz(yz), where x :  →  → , y :  → , z : ;
• the projector constant , for every pair of ﬁnite types , , deﬁned as ,xy = x, where
x :  and y : ;
• constant Rbn for bounded recursion on notation:
Rbnxyz0 = x,
Rbnxyzv = min(y(Rbnxyzv/2	)v, zv),
where x, v : N, y : N → N → N, z : N → N.
Another way to read this deﬁnition is as the class of all functionals obtained using typed -
calculus from the poly-time functions and bounded recursion on notation. In this paper we will
only work with BFFs of Type 2 or lower, but this more general deﬁnition makes it easier to prove
a majorizability property which we will use later.
One of the basic properties of the BFF is the fact that all functions of Type 1 in BFF are
polynomial-time computable. Another important one, also shown by the original paper [6], is its
Ritchie–Cobham property for Type 2.
Deﬁnition 5. A class X of Type-2 functionals has the Ritchie–Cobham property, if for anyF ∈ X
there exists an OTM M and G ∈ X, such that M computes F and for all inputs x, f , the running
time of M is bounded by |G(x, f )|.
Theorem 6 (Mehlhorn [6]). The class of the BFFs of Type 2 has the Ritchie–Cobham property.
In [3], Kapron and Cook give an OTM characterization of the BFFs as the machines that
compute in time which is a second-order polynomial (SOP) in the length of their inputs.
Deﬁnition 7. A SOP P(x, f ) is deﬁned inductively by the following rules:
• every constant is a SOP,
• every variable in x is a SOP,
• if P is a SOP, then f (P ) is a SOP for any f ∈ f ,
• if P and Q are SOP, so are P · Q and P + Q.
Crucial element of the characterization is the deﬁnition of length of a Type-1 argument. The
simple deﬁnition |f | (x) = |f (x)| is not sufﬁcient, but the deﬁnition
|f | (x) = max|i|<x f (i)
makes the characterization possible. The latter encompasses the most of the function argument
that the BFF can make use of.
Theorem 8 (Kapron and Cook [3]). A Type-2 functional F is basic feasible if and only if there
exists an OTM M which computes F and a SOP P, such that for all inputs x, f , M runs in time
which is bounded by P(|x|, |f |).
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2.3. Majorizability
The proof of the main lemma in the next section makes heavy use of a proof-theoretic tool that
is closely linked with complexity, the notion of majorizability.
Deﬁnition 9 (Howard [2]). We deﬁne x∗ maj x for a ﬁnite type  by induction on the type:
x∗ maj0 x := x∗x,
x∗ maj→ x := ∀y∗, y
(
y∗ maj y → x∗(y∗) maj x(y)
)
.
We will say that a class of functionals C is hereditarily majorized by another class C∗ if for
every functional F ∈ C there exists F ∗ ∈ C∗ such that F ∗ majF . We will also use the term
“hereditarily self-majorized” for the classes that are majorized by themselves.
Next, we will give a short proof that the class of the BFFs is hereditarily self-majorized,
following the proof in [2] of the self-majorizability of the levels of Gödel’s primitive recursive
hierarchy.
Theorem 10. For every functional F ∈ BFF there exists F ∗ ∈ BFF, such that F ∗ majF .
Proof. All variables, as well as the constants ,, and , are majorized by themselves, and
for every poly-time function f there exists a polynomial p with coefﬁcients among the natural
numbers, such that f (x)2p(|x|) = f ∗(x). The right-hand side of this inequality is a poly-time
function for which ∀x∀yx
(
f ∗(x)f ∗(y)f (y)
)
, i.e. f ∗ maj1 f .
Deﬁne
R∗bn(x, y, z, v) := max(z(v), x).
If v∗v, x∗x, y∗ maj0→0→0 y and z∗ maj1 z
R∗bn(x
∗, y∗, z∗, v∗) = max(z∗(v∗), x∗) max(z(v), x)Rbn(x, y, z, v),
which proves R∗bn maj0→(0→0→0)→1→0→0 Rbn.
Now the theorem follows from the fact that t∗ maj→ t ∧ s∗ maj s implies t∗s∗ maj ts. 
2.4. Poly-time computability in the sense of Ko
To be poly-time computable in the sense of Ko [4], a real function  must have a realization
in the form of an OTM computing a function F : (N → D) → N → D (where D stands for the
dyadic numbers), which converts representations of numbers  to representations of (), and
runs in time polynomial in the given precision for all arguments in the domain of .
To allow that “time polynomial in the given precision” relates to polynomial-time
computability, all precision arguments in Ko’s model are given in unary notation. We will
use the equivalent formulation where the precision is taken to be the length of the precision
argument.
An important feature of Ko’s model for computable analysis is the additional requirement in
place for the precision of the representations of real numbers, stating that a representation A of 
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must satisfy
∀n(prec(A(n)) = |n| ∧ |A(n) − |2−|n|),
where prec(d) is deﬁned as the number of digits after the decimal point of d.
Since any dyadic number m.2−e is naturally represented as the pair 〈m, e〉 of integer ‘mantissa’
and ‘exponent’, and the function prec can be directly deﬁned as prec(m ·2−e) = e, we will ﬁx the
representation of dyadic numbers as the pair 〈m, e〉.Moreover, since the functions representing real
numbers explicitly specify the exponent, we will use this equivalent deﬁnition of Ko-computable
real numbers:
Deﬁnition 11. A functionA : N → Z is a Ko-representation of  ∈ R, if ∀n.(|A(n)−2|n||1).
And we will use the induced deﬁnition for functions:
Deﬁnition 12. A functional F is a Ko-representation of a real function  : R → R, if for every
 ∈ dom and every Ko-representation A of , F(A) is a Ko-representation of ().
Now that we have a deﬁnition of Ko-representations, we can give a formal deﬁnition of
polynomial-time computability of real functions according to Ko.
Deﬁnition 13. A real function f : [a, b] → R is poly-time computable in the sense of Ko, if
it has a Ko-representation F, an OTM M implementing F, and a polynomial p, such that for all
Ko-representations A of real numbers in [a, b] and precisions n, the running time of M on inputs
A, n is bounded by p(|n|).
The deﬁnition of poly-time computability on thewhole real line requires an additional argument
to the time bounding polynomial, to allow the machine to read arguments of unbounded size.
Deﬁnition 14. A real function f : R → R is poly-time computable in the sense of Ko, if it has
a Ko-representation F, an OTM M implementing F, and a polynomial p, such that for all natural
numbers m, Ko-representations A of real numbers in [−m,m] and precisions n, the running time
of M on inputs A, n is bounded by p(|n| , |m|).
The deﬁnitions of poly-time computability given by Weihrauch in [7] using the signed digit
representation are equivalent with the two deﬁnitions above.
Since dyadic numbers of precision n are represented by numbers of size n plus the number of
digits of the integer part of the number, for every closed interval [a, b] with rational endpoints
the growth of the representations is polynomially bounded, i.e. there exists a polynomial qba (n) =
n + |max(−a, b)|, such that |A(n)| qba (|n|) for all n and for any representation of any real
number in [a, b]. Note also that 2qba (n) is poly-time in all three parameters (n, a and b).
3. Result
The following two lemmas prove that BFF can replace the OTM running in polynomial time in
the deﬁnitions of poly-time computability according to Ko. We will start with functions deﬁned
on a compact interval, which is the more difﬁcult case:
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Lemma 15. Let a, b ∈ Q, a < b, and  : [a, b] → R. The function  is poly-time computable
in the sense of Ko with a Ko-representation F, if and only if there exists a Ko-representation
G : (N → Z) → N → Z of  in BFF.
Proof (→). Let B : (N → Z) → N → Z be deﬁned as
B(A, n) :=
{
A(2|n| − 1) ifP(A, n) = 0,⌈
2|n|C(A, n,M(A, n))
⌉
otherwise,
where
P(A, n) :=
⎧⎨
⎩
0 if∀p |n| (2pa − 1A(2p − 1) 2pb	 + 1
∧ ∀m < p(|A(2m − 1) − 2m−pA(2p − 1)|1 + 2m−p)),
1 otherwise,
M(A, n) := 	q |n| [P(A, 2q − 1) = 1],
C(A, n,m) := max
(
{a} ∪
m−1⋃
i=0
{2−i (A(2i − 1) − 1)}
)
,
where B is a BFF (because the quantiﬁers, minimization, maximum and exponentiations are
bounded by |n| and n is a parameter to all functions used in the deﬁnition of B).
Suppose ∀n(P (A, n) = 0). Then
∀n∀m > n (|2−nA(2n − 1) − 2−mA(2m − 1)|2−n + 2−m < 2 · 2−n) ,
i.e. the sequence n.2−nA(2n − 1) is a Cauchy sequence converging to some number . Also
∀n,m (|2−nA(2n − 1) − |2−n + 2−m), therefore (since in this case B(A, n) = A(2|n| − 1)
for all n) ∀n (|B(A, n) − 2|n||1), i.e. n.B(A, n) is a Ko-representation of . Additionally,
since
∀n
(
a − 2−|n|2−|n|B(A, n)b + 2−|n|
)
,
we have ab.
If this is not the case, i.e. ∃n(P (A, n)= 1), let m0 be the smallest number such that
P(A,m0)= 1 and c0 = C(A,m0, |m0|). For all nm0, M(A, n) = |m0|, C(A, n,M(A, n)) =
C(A,m0, |m0|), and thus B(A, n) =
⌈
2|n|c0
⌉ ∈ [2|n|c0 − 1, 2|n|c0 + 1]. We also know that
either c0 = a or c0 = 2−|n0|(A(2|n0| − 1) − 1) for some n0 < m0. In the former case, for all
n < m0, since P(A, n) = 0, we know that B(A, n) = A(2|n| − 1)
⌈
2|n|a
⌉− 12|n|a = 2|n|c0
and (since c0 is deﬁned as a maximum) 2|n|c0B(A, n) − 1, therefore |B(A, n) − 2|n|c0|1.
In the latter case m0 > 0 and since P(A,m0 − 1) = 0, for any n < m0, 2|n|c0 − B(A, n) =
2|n|−|n0|(A(2|n0| − 1)− 1)−A(2|n| − 1)1+ 2|n|−|n0| − 2|n|−|n0| = 1, i.e. 2|n|c0B(A, n)+ 1.
On the other hand, since c0 is deﬁned as a maximum, 2|n|c0B(A, n) − 1.
In either case and for arbitrary n we have |B(A, n) − 2|n|c0|1, therefore B(A) is a Ko-
representation of the real number c0. Since ∀n < m0(A(n) − 1
⌊
2|n|b
⌋
2|n|b, and a < b the
deﬁnition of c0 ensures ac0b.
We have proved thatB(A) is a Ko-representation of a number within [a, b] for anyA : N → N.
If, in particular, A is in itself a Ko-representation of a real number  ∈ [a, b], then P(A, n) = 0 is
implied by ∀mn (|A(m) − 2|m||1), which is true for all n. Therefore B(A, n) = A(2|n| −1)
and thus ∀n|B(A, n) − 2−|n||1, i.e. B(A) is a Ko-representation of the same real number .
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Let M be an OTM which implements F in polynomial time. For any A : N → Z, B(A) is
a Ko-representation of a real number within [a, b], therefore the OTM M taking B(A) as input
runs in time polynomial to the precision n. We can now use Theorem 8: combining this machine
with an OTM implementation of B which will be queried only polynomially many times, we get
a machine which runs in time polynomial to the precision n and the size of the argument A, i.e. a
BFF G := F ◦ B. Since for any Ko-representation A of  ∈ [a, b], B(A) is also one of its Ko-
representations, F(B(A)) is a Ko-representation of (), and therefore G is a Ko-representation
of the function . 
Proof. By Theorem 6 any BFF can be realized by an OTM running in time bounded by |H(A, n)|
for some BFF H. Let H be this bound for G. The BFF are also a hereditarily self-majorized class,
which by Theorem 10 means that there exists a BFFH ∗ such thatH ∗ majH . From our discussion
of the properties of the dyadic numbers we know that there is a common bound qba for the growth
of any Ko-representation of any real number in a closed interval [a, b]. Let A∗ := n.2qba (|n|).
Since A∗ is monotone and everywhere greater than A, A∗ majA. Note also that A∗ is a poly-time
function.
From the properties of the majorization relation we know that H ∗(A∗)majH(A), and in par-
ticular that H ∗(A∗,m)H(A,m) for all Ko-representations of numbers in the interval and for
all precision requests m, thus |H ∗(A∗,m)| is also an upper bound for the running time of the
OTM realizing F. But since A∗ is a ﬁxed poly-time function, m.H ∗(A∗,m) is a BFF of Type
1, i.e. a poly-time function. Its growth is therefore bounded by some polynomial q(|m|), which
proves that F := G can be realized by an OTM running in time polynomial in the precision for
any Ko-representation of any number in [a, b]. 
Lemma 16. Let  : R → R. The function  is computable in polynomial time in the sense of
Ko with a Ko-representation F, if and only if there exists a Ko-representation G : (N → Z) →
N → Z of  in BFF.
Proof (→). We can use the argument from the previous proof, using a simpler deﬁnition of the
functional B, since we no longer need to contain the argument within [a, b]:
B(A, n) :=
{
A(2|n| − 1) ifP(A, n) = 0,
2|n|C(A, n,M(A, n)) otherwise,
where
P(A, n) :=
⎧⎨
⎩
0 if∀p |n| ∀m < p
(|A(2m − 1) − 2m−pA(2p − 1)|1 + 2m−p),
1 otherwise,
M(A, n) := 	q |n| [P(A, 2q − 1) = 1],
C(A, n,m) := m−1max
i=0 2
−i (A(2i − 1) − 1).
The differences are that the functional P no longer needs to check if the argument falls within a
certain interval. As a result P(A, 0) is 0 for any A, which ensures that M(A, n) > 0 for any A
and n, and that C(A, n,M(A, n)) is well deﬁned, although the set whose maximum we take no
longer contains the lower bound of the interval. Additionally, since the value of C is deﬁned only
from the values of A at points with the same or lower precision, 2|n|C(A, n,M(A, n)) is always
an integer.
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Using the same argument as above we can show that for any Ko-representation A of  ∈ R,
B(A) is a Ko-representation of some number, thus the OTM M with B(A) as argument will run in
time bounded by p(|n|, |max(A(0),−A(0))+ 1|), where |A(0)|+ 1 is the bound on the absolute
value of .
Again a combination of M and a machine realizing B will query B only polynomially many
times, and the running time of B is bounded by a SOP of |n| and |A|. Thus, the running time of
the combined machine is bounded by a SOP of |n| and |A|. By Theorem 8 the combined machine
is a BFF. 
Proof (←). The only observation we need to make in addition to the previous lemma is to see
that A∗ remains poly-time if the values of a and b in its deﬁnition are given as parameters.
Let H(A, n) be a basic feasible bound for the running time of an OTM realizing F, H ∗ be its
majorizer, and A∗ := m, n.2qm−m(n). For every Ko-representation A of a number within [−m,m],
we have that the poly-time function n.A∗(m, n) majorizes A, and thus the running time of the
machine for precision n is bounded by H ∗(p.A∗(m, p), n).
Since m, n.H ∗(p.A∗(m, p), n) is basic feasible of Type 1, it is a poly-time function, and
thus there exists a polynomial of the bound |m| and the precision |n| which bounds the running
time of the machine that realizes F. 
Let us make sure that we can convert rational to dyadic approximations and vice versa:
Lemma 17. There exists a pair of poly-time functions DtoQ : Z → N → Q and QtoD : Q →
N → Z, such that
DtoQ(m, e) = m · 2−|e|,∣∣∣QtoD(q, e) − 2|e|q∣∣∣  12 .
Proof. Let
DtoQ(m, e) := m · 2−|e|,
QtoD(q, e) :=
⌊
2|e|q + 12
⌋
.
The two conversions are poly-time as a composition of poly-time functions. 
We are now ready to prove the main theorem in this paper.
Theorem 18. Let D be either R or [a, b] for some a, b ∈ Q, a < b. A real function  : D → R,
is poly-time computable in the sense of Ko if and only if it has a sharp CF-representation among
the BFF.
Proof (→). Let F : (N → Z) → N → Z be the BFF obtained by Lemma 15 or 16. Let
G : (N → Q) → N → Q be the following functional:
G(A) := n.DtoQ(F (m.QtoD(A(2m + 1),m), 2n + 1), 2n + 1),
where DtoQ and QtoD are two conversion functions deﬁned above.
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Since every function(al) in this deﬁnition is basic feasible, and the class of the BFFs is closed
under composition and functional substitution, G is a BFF.
Now let us prove that it is a sharp CF-representation of: letA be a sharp CF-representation of a
number  ∈ D. We have that for any m, |A(2m+1)−| < 2−|m|−1 and therefore |QtoD(A(2m+
1),m) − 2|m|| < 1, which means that B := m.QtoD(A(2m + 1),m) is a Ko-representation
of .
From the deﬁnition of F we have that F(B) is a Ko-representation of (). Since |DtoQ(F (B,
2n + 1), 2n + 1) − |2−|n|−1 < 2−|n|, the ﬁnal application of DtoQ converts it to the sharp
CF-representation G(A). 
Proof (←). Let G : (N → Q) → N → Q be a sharp CF-representation of a real function
 : [a, b] → R. Let F : (N → Z) → N → Z be deﬁned as
F(B) := n.QtoD(G(m.DtoQ(B(2m + 1), 2m + 1), 2n + 1), n).
LetBbe aKo-representation of a real number ∈ D. Reasoning as above,A := m.DtoQ(B(2m+
1), 2m + 1) deﬁnes a sharp CF-representation of  ∈ D, we can also see that G(A) is a sharp
CF-representation of () and therefore n.QtoD(G(A, 2m+ 1),m) is a Ko-representation of it.
F is a BFF that maps Ko-representations of the input to Ko-representation of the result. By
Lemma 15 or 16 there exists an OTM implementing F and running in time polynomial to the
precision. 
Intuitively, the forward direction of the proof works because, using the Cook/Kapron charac-
terization, a BFF has sufﬁcient time to: read its input and convert it to a dyadic number with
precision n (given by the length of the real argument), process the input via a black-box copy of
the Ko-representation (given by the precision argument), and enough time to translate the output
to a rational number (given again by the precision argument). The inverse argument relies on the
fact that the BFF sharp CF-representation of the function never generates big numbers in itself,
and since the arguments it is given have a polynomially bounded growth, all computations stay
polynomially bounded in all three steps of the conversion.
The result was originally observed as part of [5], which discusses complexity and intensionality
in an interval framework for analysis.
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