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This paper presents a new model and branch-and-bound algorithm for the asymmetric m- 
travelling salesmen problem. The algorithm uses a Lagrangean relaxation, a subgradient algo- 
rithm to solve the Lagrangean dual, a greedy algorithm for obtaining minimal m-trees, penalties 
to strengthen the lower bounds on candidate problems, and a new concept known as staged op- 
timization. Computational experience for problems having up to 100 cities is presented. 
1. Overview 
This paper extends the highly successful algorithm of Held and Karp [ 12, 13] for 
the travelling salesman problem, to the asymmetric m-travelling salesmen problem. 
The algorithm involves the use of a Lagrangean dual within a branch-and-bound 
structure. A subgradient procedure is used to solve the dual and it is shown that a 
greedy algorithm may be used to evaluate points of the dual function. 
We now formally state the asymmetric m-travelling salesmen problem. We define 
a directed tour beginning at city n as a sequence of distinct cities {n, il, i2, ...,i l} 
where l_> 1. Given n cities (1, ..., n) and m salesmen, all based at city n, we wish to 
find a set of m directed tours such that each city other than n is a member of exactly 
one directed tour. Let cij denote the distance from city i to city j and let Cni, + 
Ci, i2 ÷""  ÷ Ci,-lit ÷¢itn denote the distance for the directed tour {n, il, ..., i I }. The ob- 
jective is to select m directed tours (one for each salesman) such that the total 
distance for all tours is a minimum. A related problem has also been discussed in 
the literature in which the objective is to select at most m directed tours with total 
minimum distance (see [2]). Clearly, for m = 1, both models are the classical asym- 
metric travelling salesman problem. 
This model was first formulated in integer programming terms by Miller, Tucker, 
and Zemlin [18]. Svetska and Huckfeldt [19] developed a specialized branch-and- 
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bound algorithm for this problem which uses a linear programming relaxation. 
Also, Gavish and Srikanth [7] developed a branch-and-bound algorithm which uses 
a different relaxation. The Gavish-Srikanth model does not permit the use of a 
greedy algorithm to solve subproblems; whereas, our model does. Bellmore and 
Hong [5] proved that this model was equivalent to an asymmetric travelling sales- 
man problem on n + m - 1 cities. The question of whether this problem should be 
attacked irectly as in [7, 19] and the present work or whether it should be converted 
to its one salesman equivalent and solved using [3] and [13] is an open question. 
2. The model 
In this section, we present a new model for the asymmetric m-travelling salesmen 
problem. The model is developed using the notion of an m-tree, which is a generali- 
zation of the Held-Karp 1-tree. The m-tree is defined such that it has the matroidal 
property so that the integer programming relaxation is solvable via a greedy algo- 
rithm. The original generalization proposed by Held and Karp [12] is not matroidal. 
Let the decision variable be 
I 1, if some salesman travels from city i to city j ;  Xij= O, otherwise. 
Assuming that each salesman is based at city n, we call any directed tour on cities 
1, . . . ,  n -  1 a d irected subtour .  Then the asymmetric m-travelling salesmen problem 
may be stated mathematically as follows: 
/7 n 
min ~ ~ Ci jXi j  , (1) 
i= l j= l  
I 1" f°r j=  l ' ' ' ' ' n -  1' (2) 
s.t. _-lxkJ= m, fo r j=n ,  
" (1, for i= l , . . . ,n -1 ,  
xik = (3) 
=1 ~m, for i=n ,  k 
x U=0or  1 (alli, j), 
xii = 0 (all i), (4) 
no directed subtours. (5) 
For the classical travelling salesman problem (i.e., m= 1), a pair of expository 
papers by Held and Karp [12, 13] showed that (4) and (5) could be replaced by a con- 
straint hat required the graphical structure associated with any feasible vector x to 
be a 1-tree. A 1-tree is a graphical concept and does not involve direction. If 
cij> cji, then the arc (i, j )  is never selected to link nodes i and j .  A 1-tree on a graph 
having n nodes (cities) is a spanning tree on n -  1 nodes and two distinct edges con- 
necting node n to two other nodes. Letting Y= {(Xll, ... ,Xln, ... ,Xnl, ... ,Xnn): Xii=O, 
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xij = 0 or 1 and the edges ij having xij = 1 form a 1-tree}, the asymmetric travelling 
salesman problem may be stated as (1), (2), (3), xe  Y, and m = 1. 
We now generalize the notion of a 1-tree to an m-tree. 
An m-tree on a graph having n nodes is an acyclic graph having n -  m-  1 edges 
on n -  1 nodes and 2m edges connecting node n to other nodes. 
Note that for an m-tree (i, j )  and (j, i) are parallel edges both of which link nodes 
i and j .  For i, j<  n, only one of these edges may appear in an m-tree. If i = n o r j  = n, 
then both edges may appear in an m-tree. Also, every m-tree has n + m-  1 edges 
and an m-tree need not be connected. A set of 2-trees is illustrated in Fig. 1. 
Letting X= {(X I I  , . . .  ,X ln  , . . .  ,Xn l  , . . .  ,Xnn) :  X i i~-O,  X(j=0 or 1, and the edges ij with 
xo= 1 form an m-tree}, the m-travelling salesmen problem may be stated as 
follows: 
min ~] cOx(i, (6) 
i , j  
I1, for j=  1 , . . . ,n -  1, 
s.t. ~ Xkj= (7) 
k m, for j=n ,  
k Xik = lm,l" forf°r ii== n,l' ..., n - 1, (8) 
xeX.  (9) 
A specialization of (6)-(9) for the symmetric ase need have only n constraints in 
place of (7) and (8) (see Ali [1]). 
Fig.  1. Examples  o f  2-trees on 5 nodes  (n = 5, m = 2). 
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3. The algorithm 
In this section we present a branch-and-bound algorithm for the asymmetric m- 
travelling salesmen problem. The algorithm uses a Lagrangean relaxation, a subgra- 
dient algorithm to solve the Lagrangean dual, a greedy algorithm for evaluation of 
a point of the dual function, penalties to strengthen the lower bounds obtained by 
the greedy algorithm, and a new concept known as staged optimization. Each of 
these techniques are explained in the subsections to follow. 
3.1. Lagrangean relaxation 
The Lagrangean dual of (6)-(9) selected for this algorithm is as follows: 
max O(u, o) 
U, 0 
'C '  ) O(u, o) = min cijxij d- E Ui 2 Xij -- 1 
x~X i=l =1 
where 
+ un xni- m + Z x~i- 1 
=1 j= l  i 1 
+On(i~=l xin-m)l" 
After rearranging terms 
O(u' °)=min I ~i, j cijxijl 
where 
a 
n- I  
a = ~ (u k + ok) - m (u,~ + o,,) and co = cij + ui + vj. 
k=l 
(10) 
(11) 
The Lagrangean dual has been used by both Held and Karp [12, 13] and Bazaraa 
and Goode [3] in their highly successful work on the travelling salesman problem. 
Our relaxation is a natural extension of their model. Lagrangean relaxation for 
general integer programs has been extensively studied by Geoffrion [10]. 
Consider the following results which relate the Lagrangean dual and the primal. 
Theorem 1 (Bazaraa and Shetty [4]). Let x* solve (6)-(9) and let (u* o*) solve 
(10), (11). Then 
O(u* o*)<_ X cux3. 
i,j 
Theorem 2 (Bazaraa and Shetty [4]). O(u, o) is concave. 
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Theorem 3 (Geoffrion [8]). Let (a, 0) be any vectors, let £eX solve O(t~, 0) and let 
(~  £ij-1, 
ri = .£~/-- m, 
for  i= 1 , . . . ,n -  1 
for  i=n 
Xij - m,  
for  j=  1 , . . . ,n -  1 
for j=n.  
The vector (r, s) is a subgradient of  O(u, o) at the point (a, 0). 
The above three results are well-known and are easily proved. Given the optimal 
vectors associated with both the primal and dual, the non-negative quantity 
2 i,,i CijX~j -- O(U*, O * ) 
(12) r i,j cijxi  
is called the duality gap. 
For this work, the subgradient algorithm ([14, 16]) is used to solve the dual (10) 
and (11). Our implementation of this general method is presented below. 
ALG-I: Subgradient optimization method for dual 
O. Parameter Selection and Initialization 
a. [Select Step Size Parameters] Select t~, H, 21,..., A~. 
b. [Set Initial Solution] u,--0, v,--0, u*,-0, v*~0, r**--0, s*~-0. 
c. [Set Lower Bound] L ~- -~ .  
d. [Obtain over Estimate] Set ¢9 such that ~ >_ maXu, v O(u, o). 
e. [Initialize Counters] i~  1, h,-- 0. 
1. Solve Subproblem 
a. [Evaluate Dual at (u,o)] Let x* solve minxex{~,i,j¢uxij} and set O~- 
b. [Determine Subgradient] 
xi~- l, for i= l, .... ,n - l ,  
Set ri = _. 
xi)-  m, for i = n, 
x i) -  l, for j=  l , . . . ,n -1 ,  
Sj~ _ ,  
xi ) -m,  for j=n .  
c. [Test for Optimality] If r=s= 0, stop with (u, v) an optimum forthe dual and 
x* an optimum for the primal. 
d. [Improved Solution.*] If O> L, then L ~O,  u*~u,  v**--v, r**--r, s *~s ,  and 
go to 2. 
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e. [Test Step Size Counter] h ~ h + 1. If h =/-t, go to 3. 
2. Move to New Point 
(u,o)~-(u,o)+ and go to 1. 
3. Change Step Size or Terminate 
If i= t~, terminate with (u* o*) as an optimum for the dual; otherwise, h,--O, 
i*--i+ 1, (u, o),--(u*, o*) + {2 i [0 -  O(u*, o*)]/ll(r*,s*)ll}(r*,s*), and go to 1. 
An excellent discussion of convergence r sults for the subgradient algorithm are 
given in Helgason [15]. 
3.2. Matroidal structure of m-trees 
To implement ALG-1 efficiently, one needs a fast procedure for solving 
minI~eijxOl'x~X (13) 
In this sectionwe show that X has a matroidal structure and (13) may be solved by 
a greedy algorithm. 
We now present results from matroid theory which will be used in the develop- 
ment of an efficient algorithm for (13). Recall that a matroid, M= [Z, ~], is a finite 
set Z and a set g/of  subsets of Z such that the following axioms hold: 
M1. Oe~.  
M2. If J e~ and ~c_ ~; then ~g/ .  
M3. if o//,'~'eqs with I  l=lvl+l, 
vU{x}e . 
then there exists an x e ~-~"  such that 
Let 2 z denote the power set of Z. Then the elements of ~C2 z are called in- 
dependent subsets of 2 z and 2z -~ are called dependent subsets. A maximal in- 
dependent subset is called a base. 
We now show that a greedy algorithm can be used to find a minimum weight base. 
Let ,8C ~ denote the set of bases for some matroid. Let w: Z~R be a weight func- 
tion and extend this to w:2Z-~R as follows: 
w(C)= ~ w(e), CCZ. 
e~C 
The minimal weight base problem may be described as follows: 
Find "Jef l  such that 
w(.¢) = min w(~ ). (14) 
An "optimal base f may be obtained by employing the following algorithm. 
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ALG-2: Greedy algorithm for a minimal weight base 
0. ~o<--0, i,---I, ~,---Z. 
1. Find xi such that w(xi) =min{w(x): xe  ~, {x} U .¢i-l e ~}. If no such xi exists, 
stop, dj._ 1 is an optimum. 
2..¢),-- J i- l U {xi }, ~ q/- {xi }, i ' -  i + 1 and go to 1. 
Edmonds [6] proved that ALG-2 produces an optimum for (14). 
To apply Edmonds result o problem (13) we must show that X (the set of m-trees) 
is the set of bases for some matroid. If this can be shown, then (13) can be solved 
by the efficient greedy algorithm (ALG-2). 
Let A= {(i,j): 1 <_i<_n- 1, i<_j<n- 1, i:/:j}, .4= {(i,n),(n,i): 1 <i<_n- 1}, and 
let A =At3A.  Then we will call a set JCA  independent if the edges of # do not 
form a cycle. We will call a set fCA  independent if I,¢1 <2m. Furthermore, ,¢CA 
will be called independent if IXf3AI _ n + m - 1 and Xf3.4 and Xf3A are indepen- 
dent. Let ~u be the set of all independent subsets of A. Clearly, a maximal indel~n- 
dent subset of A is an m-tree. Hence, we need only show that [A, ~,] is a matroid 
to prove that ALG-2 solves (13). 
Before proving that [A, ~,] is a matroid we give the following preliminary result. 
Lemma 4 (Glover and Klingman [11]). Let G be a graph and let I2 be the set of  all 
spanning trees of  G. Let El ~ $1 and E2 C $2 where Sl, $2 ~ I2 and IEII = ml, 
[E21 = m2, ml > m2. Then there exists an arc e ~ E1 - E2 such that E2 U {e} c_ $3 e f2. 
Lemma 4 will be used in the proof of the following result. 
Theorem 5. [A, ~] & a matroid. 
Proof. Axioms M1 and M2 hold trivially. Therefore, we must show that M3 holds. 
Let U l and U2~u with IUil=ui, [UiN.41=ti, [UiN,4]=si, i=1,2 and Ul=U2+l.  
Let e ~ U1 - U2. 
Case 1: sl>s2. I f  Sl>S2, then there exists an arc ee [(UIN,4)-U2] for which 
U2U{e} e~.  
Case2: Sl<_S 2. IfsI~S2, then tl_>t2+l. Now (ULNA) and (U21")A) have no 
cycles. By Lemma 4, there exists an e~ (UI tqA)- (UEN/ i )  such that (UENA)U {e} 
has no cycles. Therefore, U2U {e} C U3 e ~'. 
This completes the proof of Theorem 5. 
Therefore, the minimal m-tree problem, 
minli~,jff'ijxijl'x~X 
is solvable via ALG-2. 
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3.3. Separation 
In [2] it is shown that the number of feasible solutions for an n city asymmetric 
m-travelling salesmen problem having m salesmen is 
The proof of this result is constructive and shows precisely how one may generate 
an enumeration tree for this problem. 
The tree is generated in two phases with phase I corresponding to (n~1) in (15) 
and phase 2 corresponding to (n- 2)!/(m- I)!. Assume that the tree is constructed 
from top down and let the single top node correspond to level 0. All nodes at level 
I in the enumeration tree will have I arcs fixed and the tree has n - l levels since fix- 
ing n -  I arcs via the prescribed procedure uniquely determines an m-tree. The first 
phase corresponds to the levels I through m while the second phase corresponds to 
levels m + I through n - I. The two phases of the enumeration tree construction are 
now given. 
Phase 1. At level 0, construct n -m new nodes by fixing arcs (n, 1), (n,2), ..., 
(n, n -  m). For the node with fixed arc (n, j ) ,  construct n -  m + 1 - j  new nodes by 
fixing arcs (n, j+  1), ..., (n, n -m + 1). For any node at level l (< m) having arcs 
(n, Jl), ..., (n, jr) fixed where Jk+l>Jk,  construct n-m + l - j1 new nodes by fixing 
(n, j l+ 1), . . . , (n ,n -m- l ) .  
Phase 2. At level 1_ n, for any partial solution having I arcs fixed, there are n - 1 - 1 
nodes which have no fixed arc into them. Choose one of these nodes, say q. Then 
n -  1+ m-  2 new nodes are constructed by fixing the appropriate arcs whose 'to' 
node is q. In developing the enumeration tree, the node (city) selected to create the 
new nodes is the one whose component in the subgradient differs from 0 the most. 
A partial enumeration tree for six cities and two salesmen is illustrated in Fig. 2. 
3.4. Problem selection 
Following the notational conventions of Geoffrion and Marsten [9], we represent 
the enumeration tree by a set of candidate problems which are maintained in the 
candidate list. Let CPi denote a candidate problem with fixed arcs (il, Jl),---, (it, Jl)- 
Define Yi corresponding to  CP i as  Yi = { (Xl 1, . . . ,  Xnn): Xilj I . . . . .  Xitjt = 1 }. Then CP i 
is the problem. 
min ~ cijxij, 
I,J 
~, xij=I 1" 
k m,  
for j=  l , . . . ,n -1 ,  
for j=n ,  
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/ (6,3)\  6,4) 
© 
Fig. 2. Partial enumeration tree for n = 6, m = 2. 
X /k= 
k I 1, for i = 1, ..., n -  1, m, for i= n, 
xeXN Yi. 
We make use of two relaxations of CP i in the branch-and-bound algorithm. The 
relaxation CPi ~ is the Lagrangean dual, 
max 6)(u,o) where 6)(u,o)= min ] 2 C.ijXijl --t~, 
xeXn Y~ ~. i,j -.) 
while CP 2 is simply 
~9(t7,0)= min I~ax~i l -a .  
xeXnY i  t;j 
CPi 1 is used only at the initial node in the enumeration tree, and CP 2 is used at all 
other nodes were (a, fi) is the optimal solution of COil. 
Let o(CP 2) denote the optimal objective value of CP 2. Then a lower bound for 
all nodes constructed from CPi is o(Cp2). Let CPi+ 1 be any descendent of CPi with 
l + 1 fixed arcs and let the arcs selected by the greedy algorithm for CP 2 and Cp2+ l
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be given by (il,jl)'"(it, jt)(~+1,~+1)"'(~n+m,}'n+m) and (il,jl)".fil, jl)(~+l,~+1)'" 
(f,,+,,,, f,,+m). Since the greedy algorithm was used to obtain the solution to CP: 
and CP:+ i, then 
~Td>_~T~_dk_, for k=l+2, . . . ,n+m.  (16) 
Thus, summing (16) we obtain 
C';kfk > ~ '~i-k-dk-," (17) 
k=/+2 k=l+2 
Adding ]~=1 to both sides of (17), we obtain 
v( Cp2+ 1) > vf cPi 2) + e~+ ,~+ , - c-T,.+.:.,+. . (18) 
Then the right-hand-side of (18) provides a lower bound for CPi+1. The candidate 
problem selected at each iteration is the one with smallest lower bound. 
3.5. The algorithm 
Using the ideas of the previous ections, we now summarize the new branch-and- 
bound algorithm for the asymmetric m-travelling salesmen problem. The algorithm 
incorporates a new idea which we call staged optimization. Following the conven- 
tions of [9], let CL denote the candidate list and INC denote the objective value of 
the incumbent. Let 2* denote an estimate of the value of the optimal solution. This 
estimate is based on the observed uality gap and, of course, may be either larger 
or smaller than the optimal value. The branch-and-bound algorithm is executed with 
2* playing the usual role of the incumbent, INC. This may substantially aid the 
fathoming routine with the risk of fathoming an optimum. If a feasible solution is 
found such that INC_ Z*, then the fathoming strategy using 2* was justified and 
the algorithm guarantees optimality. If the complete tree is fathomed without ob- 
taining a feasible solution, then the fathoming strategy was not justified and the op- 
timum has objective value greater than 2*. For this case Z* is increased and the pro- 
cedure is repeated. A similar idea has been reported by Marsten and Morin [17]. 
The algorithm incorporating staged optimization follows: 
ALG-3: Branch-and-bound method for the asymmetric m-travelling salesmen pro- 
blem 
O. Initialization 
Choose the duality gap estimates, 01, 02, 03,... for staged optimization, set t ~-oo. 
1. Solve Dual 
Use ALG-1 to solve the dual. Let (u* o*) denote the optimal dual variables and 
let x* solve minx~x { F.i,j cijxu}. Set the lower bound L ~O(u*  o*) and let 
(r*,s*) denote the subgradient of O(u* o*). 
2. Test for  Duality Gap 
If r*--s*=O, stop there is no duality gap and x* solves the primal; otherwise, 
set Z**--L(1 + Or). 
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3. Construct First Level in Enumeration Tree 
Construct he first n - m nodes in the enumeration tree and place them in the can- 
didate list. 
4. Solve New Candidate Problem 
Let YeCL  and let X r solve minxexNY{~i, jcijxij }. Let 6)y= ~i, jCijXiy, and 
(rv, sr) denote the subgradient. 
5. Fathom Test 
If ~9y>2" go to 7. 
6. Feasibility Test 
If rr= sr = O, x*,---x y, INC ~ Or,  2*o-- Or ,  fathom candidate problems with 
lower bounds greater than ~gv; otherwise go to 9. 
7. Termination Test 
If the candidate list is not empty, then go to 4. 
8. New Stage Required? 
If INC:~2*, then set to--t+ 1, L,---Z*, and go to 3; otherwise, stop with x* as 
the optimum. 
9. Separate 
Separate Y, update the candidate list, and go to 4. 
Note that ALG-3 can be easily convened into a method to find approximate solu- 
tions. The interval of uncertainty at any point in the procedure is [INC, L ]. An addi- 
tional test in Step 6 is required to make this conversion. 
4. Computational experience 
The branch-and-bound procedure, ALG-3, has been coded in standard 
FORTRAN for an in-core implementation. The code was initially tested on random- 
ly generated asymmetric problems on a CDC 6600. The random number generator 
employed for the generation of problems is the one available on the CDC FTN com- 
piler. The range used for generating the distances was [100, 3400]. The same range 
was used by Bazaraa nd Goode in their computational work on the travelling sales- 
man problem [3]. Since the code is designed for an in-core implementation, one of 
the major problems encountered in the computational testing was core storage. The 
size of the candidate list grows rapidly for the larger problems, n > 50, and the 
storage requirement soon exceeds the available 200K octal words, even with most 
of the data packed. 
The computational efficiency of the code is sensitive to the selection of para- 
meters. Bazaraa nd Goode observed that there is a trade-off in the amount of com- 
putational effort expended in the maximization of the dual and the branch-and- 
bound procedure. The more time spent in ALG-1, the better the lower bound ob- 
tained. We employed ~i = 2-i in the code and 0 and/~r were selected based on the 
size of the problem. The subgradient procedure increases the lower bound L rapidly 
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in the initial iterations, and minimal increases are obtained for (~ > 10. However, for 
larger problems, we found it beneficial to use a larger value for d,  even though the 
relative increase in the lower bound is minimal. If they are chosen too large, then 
the candidate list grows rapidly, while if they are too small, the number of candidate 
problems olved increases. 
Our initial computational experience centered on evaluating the behavior of the 
code to parameter selection and to the type of problem being solved. Table 1 sum- 
marizes computational results for asymmetric problems for n = 30, 40, 50, and 60 
with 1 <_m<_n/lO. The parameter settings for the first seven sets used were/-7=5, 
t~= 10 and 01 = 0.01, 02 = 0.02, and 03 = 0.03. We found that the duality gaps for 
problems with n = 50 and 60 were smaller than 0.005 and further, the number of 
subproblems generated with lower bounds within one percent of the solution for the 
Lagrangean dual was large. Problem sets 9-12 were solved with the duality gap esti- 
mates set to O 1 =0.005,  02=0.01 , 03=0.015. 
The general conclusion which may be drawn from the results of problem sets 
1-12 is that the duality gap seems to decrease as m increases. Further, the problems 
with larger values of m are easier to solve than those with smaller values of m. How- 
ever, as the problem size increases, the number of candidate problems within small 
Table 1. 
Summary of computational results for the asymmetric m-travelling salesman problem. Each problem set 
contains 10 problems and all timings are in CPU seconds on a CDC 6600. 
Problem n m Solution time Number of Duality Solution Average solution 
set for ALG-1 subproblems gap time time 
1 30 1 1.9- 5.4 0-2871 0.0-0.019 1.9- 40.2 10.7 
2 30 2 1.9- 3.3 0- 306 0.0-0.009 1.9- 5.5 3.8 
3 30 3 1.9- 3.3 0- 425 0.0-0.013 1.9- 6.5 3.5 
4 40 1 2.7- 9.7 0-2022 0.0-0.008 2.7- 36.5 17.9 
5 40 2 5.0- 7.5 0-1955 0.0-0.012 4.9- 33.2 12.8 
6 40 3 2.7- 6.0 0- 541 0.0-0.005 2.7- 13.9 6.9 
7 40 4 " 2.7- 5.2 0- 875 0.0-0.003 2.7- 16.6 6.5 
8 50 1 3.8-16.6 0-6134 0.0-0.007 3.8-199.4 52.6 
9 b 50 2 3.8-11.1 0-1489 0.0-0.005 3.8- 39.9 16.4 
10 50 3 3.8- 9.5 0- 895 0.0-0.003 3.8- 28.2 10.6 
11 50 4 3.8- 9.1 0-1244 0.0-0.003 3.8- 34.4 14.6 
12 50 5 3.8- 8.8 0- 906 0.0-0.004 3.8- 27.7 12.6 
13 a'b 60 1 5.1-21.7 0-6403 0.0-0.009 5.1-223.5 95.8 
14 a 60 2 5.2-20.0 0-2651 0.0-0.009 5.1- 90.9 36.8 
15 a'b 60 3 5.1-16.9 0- 296 0.0-0.009 5.1- 23.4 11.7 
16 a 60 4 5.1-14.8 0-2130 0.0-0.009 5.1- 67.9 20.8 
17 a 60 5 5.1-15.5 0- 384 0.0-0.009 5.1- 25.4 14.3 
18 a 60 6 5.1-15.0 0-2096 0.0-0.008 5.1- 67.8 19.8 
a Results are for suboptimal solutions. (Interval of uncertainty = duality gap) 
b Some problems in the set were not solved due to storage and time limits (for set 9, 1; for set 13, 2; 
for set 15, 1). 
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percentages of the lower bound obtained from the Lagrangean dual increases. To 
circumvent the consequential storage problem, we have devised an approximation 
technique which simply consists of terminating the branch-and-bound procedure as 
soon as a solution is obtained. The solution so obtained is provable to be within a 
small percentage of the optimal solution. Since the staged optimization technique 
makes use of estimates of the duality gap of a problem, it is possible to obtain a 
suboptimal solution within a known percentage of the true solution by terminating 
the branch-and-bound procedure as soon as an m-tour is obtained. This approx- 
imate solution technique was tested on problems for n = 60. The results are sum- 
marized in problem sets 13-18 of Table 1. To obtain a tighter lower bound, (~ = 12 
was used with 01=0.005, 02=0.01 , and 03=0.02. 
Table 2 reports computational results for the solution of 25 100-city problems for 
which solutions were obtained. There were 25 other problems which terminated due 
Table 2. 
Approximate solutions for the asymmetric m-travelling salesmen problem on 100 cities. All timings are 
in CPU seconds on a CDC 6600 and the interval of  uncertainty = duality gap. 
Problem Problem m Lagrangean dual Branch and Bound Duality Total 
no. seed O(0, 0) O(u * o*) Time Solution Nodes gap time 
1 368 2 12255 15478 56.0 15512 5660 0.0021 471.0 
2 368 5 13784 17122.7 50.0 17208 411 0.0049 83.0 
3 368 7 15128 18554 44.0 18620 255 0.0035 64.0 
4 49 1 12245 15901.9 90.0 15965 519 0.0039 125.0 
5 49 5 13733 17437.9 50.0 17563 16 0.0070 51.0 
6 1763 1 12244 15720.9 74.0 15791 381 0.0044 109.0 
7 478 3 12583 15687 12.9 15687 0 0.000(3 13.0 
8 478 6 14053 17337 41.5 17356 102 0.0010 50.0 
9 391 3 12678 16498 13.0 16498 0 0.0000 13.0 
10 5513 5 13029 16811.9 48.6 16827 720 0.0008 104.0 
l l  3801 3 12580 15853.9 54.0 15625 76 0.004 60.0 
12 3801 5 13384 16781.5 51.0 16869 1729 0.0052 175.0 
13 3801 8 15432 18989 13.0 18989 0 0.0000 13.0 
14 3801 10 17131 20656.2 42.9 20809 2144 0.0070 201.0 
15 1501 1 12058 15568.5 76.7 15628 1938 0.003 243.0 
16 1501 3 12523 16237.1 51.0 16276 441 0.002 84.0 
17 1501 8 15393 19393 13.0 19319 0 0.0 13.0 
18 4203 1 12134 15149.7 66.0 15184 4397 0.002 379.0 
19 4203 3 12459 15491 52.0 15607 5537 0.007 478.0 
20 4203 5 13182 16230.5 50.3 16248 207 0.001 68.0 
21 4203 8 14591 17659.6 51.5 17716 454 0.003 87.0 
22 5513 5 13029 16811.9 48.6 16827 720 0.0008 104.0 
23 1212 3 12561 16181 13.0 16181 0 0.0 13.0 
24 1212 5 13206 16995 13.0 16995 0 0.0 13.0 
25 1212 8 14956 19031.9 43.1 19172 68 0.007 49.0 
Parameters: 1--1=5, (~= 15, 01=0.005, 02=0.01, 03=0.02. 
a Ol :0.01 
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to storage limitations before locating an m-tour. For the use of the approximate 
technique, a better selection procedure, which makes use of the subgradient, can be 
devised so that an m-tour can be located before the number of candidate problems 
becomes unmanageable (see [1]). 
To gain insight into the solution of symmetric m-travelling salesmen problems, 
we attempted to solve 50 100-city problems by randomly generating such problems. 
The range on the costs used was the same as for asymmetric problems. For such pro- 
blems, the code was slightly modified so that the subgradient employed had n rather 
than 2n components. However, the enumeration tree was not modified for these 
problems, nor were other specializations made. Hence, the same solution may be 
enumerated twice in the branch-and-bound tree. Computational results for 15 pro- 
blems which were successfully solved are given in Table 3. The remaining 35 were 
terminated due to storage limits. The problems which were solved had negligible 
duality gaps, and thus, solutions were obtained before the candidate list grew. The 
computational results indicate that the duality gap for large problems is exceedingly 
small. Thus, even though minimal increases are obtained in the course of final itera- 
tions of the subgradient procedure for maximizing the dual, it is beneficial to 
employ larger values for t~. 
Table 4 gives results on Euclidean problems obtained by the use of intercity dis- 
tances which were provided by the Civil Aeronautics Board for 59 cities. Because 
the code has not been designed for the solution of such problems specifically, the 
computational experience on these problems is not extensive. Rather, the focus here 
Table 3. 
Approximate solutions for the symmetric m-travelling salesmen problem on 100 cities. All timings are 
in CPU seconds on a CDC 6600 and the interval o f  uncertainty = duality gap. 
Problem Problem m Lagrangean dual Branch and Bound Duality Total 
no. seed O(0, 0) O(u *, 0") Time Solution Nodes gap time 
1 98 1 14069 16771 84.2 16771 1 0.0000 84.5 
2 837 9 17443 21972 66.5 21972 l 0.0000 66.8 
3 5078 2 14486 16452.9 86.7 16453 3 0.0000 87.5 
4 5078 4 15364 17499 73.7 17499 1 0.0000 73.9 
5 1212 2 14058 16795.9 83.8 16796 1 0:0000 84.1 
6 1212 7 15191 17955.9 113.0 17956 1 O.0000 113.7 
7 5513 7 16623 20375.9 66.8 20376 1 0.0000 67.9 
8 3068 6 15664 18491 73.7 18491 1 0.0000 74.0 
9 1045 5 15138 17824.7 87.2 17853 51 0.0015 97.1 
10 6190 5 15058 18293.8 66.2 18294 7 0.0000 67.2 
11 492 8 15868 19156.3 77.0 19190 26 0.0017 80.3 
12 394 6 15210 19217.8 83.7 19218 1 0.0000 84.0 
13 606 5 14317 17204.8 73.2 17205 10 0.0000 74.8 
14 367 6 15469 18674.8 60.0 18675 10 0.0000 61.9 
15 692 1 14569 17463.9 89.3 17464 1 0.13000 89.7 
Parameters: FI=5, ~= 15, 01=0.005, 02=0.01 , 03=0.015. 
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Table 4. 
Solut ion of  Eucl idean m-travel l ing salesmen problems. All timings are in CPU seconds on a CDC 6600. 
Network n m Lagrangean dual Branch and Bound Duality Total  Figure 
O(0, 0) O(u * o *) Time Opt imum Nodes gap time 
I 30 1 7651 8841 10.6 8441 12 0.0000 11.0 - 
1 30 2 7650 8699 10.5 8699 21 0.0000 11.1 - 
I 30 3 7951 9182 10.1 9182 8 0.0000 10.4 - 
II 30 1 7580 7999 8.3 7999 8 0.0000 8.6 - 
II 30 2 8004 8744 6. l 8744 7 0.0000 6.4 - 
II 30 3 8712 9723 6.6 9723 8 0.0000 6.9 - 
I I Ia 30 1 8077 9724.5 12.8 9806 22136 0.0083 281.7 - 
I I Ia 30 2 7768 9895.5 9.72 9977 25682 0.0082 301.4 - 
I I Ia 30 3 7772 10170 7.8 10225 7179 0.0050 89.8 - 
IV 30 4 8450 11133 8.6 11185 31142 0.0040 343.7 3(a) 
IV 30 5 8903 11729.5 7.5 11762 16705 0.0020 187.0 3(b) 
IV 30 6 9443 12367 6.6 12386 4419 0.0010 54.5 3(c) 
V 59 l 10862 12376 45.3 12423 7761 0.0030 494.8 4(a) 
V 59 7 11570 14334.9 48.3 14369 24348 0.0023 1314.5 4(b) 
Parameters:  FI=5, t~=20, 01=0.005,  02=0.01,  33=0.015. 
a Ol = 0.01 
was to obtain insight into the nature of solutions to such problems. Five networks 
were chosen arbitrarily and three problems were defined for each network. The first 
four networks have 30 nodes each. Networks III and IV differ only in the choice 
of the base node. The most interesting inference that may be drawn from the solu- 
tions is the relationship between the duality gaps for the problems and the solutions. 
The larger the duality gap, the harder the problem. Furthermore, note the manner 
in which solutions to problems on the same network are related. From the solutions 
to the problems illustrated in Figs. 3 and 4, it would seem that realistic m-travelling 
salesmen problems would have to be further constrained to ensure that each 
salesman visit at least some minimum number of cities. Failing this constraint, solu- 
tions of the kind illustrated, where some salesmen travel to only one other city, may 
be expected. For the problems on networks III, IV, and V, even though the initial 
estimates of the upper bounds used were quite close to the true duality gap, the 
number of subproblems examined before verification of optimality is large. 
Based on our computational experience using the algorithm developed in this ex- 
position, we have arrived at the following conclusions: 
(i) The duality gap for problems with up to 100 cities is quite small (less than 
1O7o). 
(ii) Exact solutions for problems with up to 50 cities can be obtained routinely 
with the implementation of the algorithm reported. 
(iii) A in-core/out-of-core algorithm using this technique could be used to solve 
problems having 100 cities. 
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.~b) 
Co) 
Fig. 3. Illustration of solutions to problems on a 30 city network. 
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(a) 
l 
Fig. 4. Illustration of solutions to problems on a 59 city network. 
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