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- Anne xes 
INTRODUCTION. 
Intro 1 . 
Introduction au contrôle de qualité 
' 
Dans de nombreux domaines et notamment dans les 
analyses médicales, la _mécanisation se fait de plus en plus 
envahissante. Vu la rapidité gagnée grâce aux machines, on 
possède une grande quantité de résultats à traiter en temps 
réel. 
C'est là que l'informatique intervient. Les diverses 
méthodes d'analyse des résultats se doivent de posséder trois 
qualités essentielles qui sont: - fiabilité 
- praticabilité 
- efficacité. 
La fiabilité s'apprécie entre autres par la précision 
( qu'il faut définir,exprimer et qu'il faudra mesurer ) , 
l'exactitude ( qui va servir à la vérifi~ation des résultats ) 
et par des critères fonctionnels tels que sensibilité, 
sélectivité et spécificité. 
La praticabilité est essentielle: on n'est pas en 
effet confronté à des problèmes théoriques mais bien ici à des 
problèmes pratiques qu'il faut résoudre le plus vite et le 
mieux possible. 
L' eff icacité est importante car il faut éliminer la 
plus g rande part d'aléatoire pour posséder à l'arrivée des 
résultats plausibles et dignes de confiance. 
Deux types d'erreurs peuvent se glisser dans les 
processus d'analyse : 
- erre ur systématique elle dépendra du choix de 
la méthode, des étalons et calibrations utilisés et des défec -
tions des appareils. 
- erreur aléatoire elle existe toujJurs mais il 
faut s'en méfier à cause de sa propriété d 'additivité qui pe ut 
conduire à la catastrophe ! 
Intro 2. 
Dans l'ensemble, ce que l'on appelle contrôle de processus 
fera intervenir la méthode utilisée qui de ce fait sera elle-
même testée pour ce qui est de ses composantes ( par exemple 
en faisant varier la concentration, la température, .•. ) . On 
pourra ainsi vérifier l'hypothèse de linéarité i nhérente à 
chaque méthode quant à certains facteurs. C'est dire que le 
contrôle devra se faire à partir de plusieurs analyses 
effectuées différemment et avant de tester les r ésultats, c'est 
d'abord la méthode qui l'est ! 
Il en est tout autrement du contrôle de qualité 
à proprement parler. En effet, on ne tient plus compte que des 
résultats obtenus en considérant que le processus s'est dérou -
lé de façon tout à fait normale sous des conditio ns optimales. 
C'est à dire que l'on ne s 'intéresse plus au 
contenu intrinsèque de la méthode utilisée pour faire les 
analyses mais seulement aux résultats qu ' elle a fournis . Si 
bien que l'on ne teste plus la méthode elle - même mais bien le 
bon fonctionnement de la machine ( dont le réglage est très 
fin et peu fiable). 
On va procéder par un e étude chronologique des 
résultats passés ( avec leurs caractéristiques statistiques 
telles que moyenne et écart - type) pour décider si oui ou non 
le résultat courant possède des garanties de vé r idicité. 
Pour ce faire,on va· effectuer régulièrement des analyses sur 
des sérums, solutions titrées à l'avance, dont on connaît à 
l'avance le résulta t que.l 'on devrait obtenir en cas de bon 
fonctionnement de la machine ( phénomène de bonne reproducti-
bilité ) . Ces solutions de sérums vont être incorporées au 
hasard parmi les analyses de patients et on pourra ainsi 
détecter plus ou moins rapidement selon la méthode utilisée 
les déviations " graves" de la machine . 
Intro. 3. 
Le contrôle de qualité permet ainsi de dé tecter près 
de 95 % des e rreurs ( les 5 % restants représentent les erreurs 
moins graves ) . Pour essayer de trouver les erreurs restantes , 
il faudrait alors tester d'autres résultats en faisant inter-
venir ceux des patients soit par double analyse ( assez coûteux ) 
so i t pa r étude de la fonctio n de répar t i t ion de la population 
entra în ant un certain contrôle de qualité sur ces résultats. 
Etant donné le peu de normalité que montrent ces populations, 
ce procédé est très comple xe ! 
Un moyen plus simple serait de comparer la moyenne 
journalière avec celles obtenues précédemment car on a 
remarqué que l'ensemble des moyennes journalières était plus ou 
moins no r mal . Ce procédé est plus fiable mais il implique 
une manipulation constante des données de patients e ntraînant 
un grand nombre d'opérations rendant nécessaire un matériel 
de test très important et très rapide . 
Il en ressort donc que l ' élément essentiel est fourni 
par le contrôle de qualité basé sur des sérums . 
Il ex i ste des séru ms de deux types : 
pool de sérum : préparé à partir d'excédents journa-
liers recueillis et congelés . 
- sérum commercial: naturel ou synthétique, d'origine 
humaine ou animale, titré ou non . 
On utilisera 1 nous 1 du sérum commercial titré à l ' avance ! 
CHAPITRE I 
METHODES FONDAMENTA LES DE CONTROLE DE QUALITE 
- Méthode de Shewart 
- Méthodes u t ilisant des sommes 
cumulées 
V- écran de Ewan & Kemp 
V- écran de Goldsmith & 
Whitfield 
- Intervalle de décision 




L' évolution industrielle appar ue au vingti è me siècle 
a entra în é une obligation de contrôle ~t r ès rapide des résu ltat s 
obtenus dans divers domaines ( processus de fabrication , 
analyses , ..• );ses applications principales résident dans le 
contrôle in dustr i e l de la qualit é où l es résultats provenant 
des essais et insp ect ions de la production sont reçus 
constamment et où une décisi on rapide est nécessair e lorsque 
le processus e nvisagé annonce un dérèg lem e nt. 
Les principes du contrôle de qu a lité ont tout de suite été 
basés sur des d iagrammes . Ils on t été intro duits en Grande 
Bretagne par Dudd ing et aux Etats Unis par Shewa rt vers la fin 
des anné es mille neuf c ent vingt . Il es t à remarquer que les 
méthodes actuelles r eposent aussi essent i ellement sur des 
diag rammes ( seule ment, on utilisera des CUSUM, d iagrammes de 
sommes cumulées.) 
Le système de Shewart et Dudd ing repose sur une 
population de moy en ne Met d 'écart-t ype S connus . Ceci suppose 
bien entendu que l ' on dispose au départ d'un e certain e quan-
tité de données ( cin quante à cent obse rvation s peuv e nt suff ir e) 
pour pouvoir se donner une idée assez proche de la réalité 
des paramètres es timé s . Da ns certains caa, on pourra se f i xe r 
à l'avance le niveau moyen M comme quantité de référence à 
laquelle on voudrait aboutir comme moyenne des résultats à obt e-
nir. On peut donc tester les données par rapport à c ette 
moyenne f ictiv e e t une fois le niv eau attei nt repre ndre la 
moyenne des derniers résultats comme ligne de conduite . 
C'est d onc la moyenne qui va servir de lign e central e 
du diag r amme en vue de contrôler la moyenne du processus. Les 
limites pour une action corrective s ont fi xées à M ! 3 . 09 S . 
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On reporte sur le diagramme les résultats au fur et à mesure 
de leur disponibilité. Aussi longtemps que les points se situent 
à l'intérieur des limites, on admet que le système se déroule 
normalement, tandis que l'apparition d'un point en-dehors des 
limites entraîne une action corrective car il est l'indice d'une 
défaillance. Là s'arrête la têche du processus de contrôle de 
qualité: situer et corriger la cause de l'erreur n'étant pas 
de son ressort. 
Pourquoi placer les limites d'intervention à M + 3.09 S? 
On les place de cette manière pour que, si la moyenne du 
processus se maintient effectivement au niveau M, la probabi-
lité qu'un résultat tombe en-dehors des limites soit de 0.002 
c'est-à-dire qu'une action corrective soit déclenchée à tort 
une fois sur cinq cents en moyenne ( si l'on suppose que la 
distribution des résultats est normale ). 
Rem. On peut aussi utiliser cette méthode pour détecter 
des changements de valeur de l'écart-type d'une 
population ( cf Statistical Methods in Research 
and Production ). 
Le principal avantage qu'offrait la méthode de Shewart était 
sans nul doute sa très grande simplicité d'application, la 
clarté de visualisation que procurait le diagramme ainsi que 
la rapidité à détecter les grandes déviations par rapport à la 
moyenne. Par contre, il est impossible par ce procédé de 
détecter rapidement des variations de la moyenne courante infé-
rieure à trois écarts-types ( une déviation constante de un 
~cart-type n'étant détectée en moyenne qu'après un report de 
55 résultats sur le diagramme). 
On peut tout de même amélior e r la méthode e n ajoutant d'autres 
lign e s de confiance à M + I.96 S, en incluant la r è gl e que 
2 résultats consécutifs en-dehors de ces nouv e ll e s limite s 
dénot e nt dun c hangement dans la valeur moyenne d u proc e s s us . 
Il existe encore d'autres améliorations telles que : 
a) ajouter les limites M ~ S, trois points consécutifs 
en-dehors du couloir suffisant pour entraîner une 
intervention corrective. 
4. 
b) ajouter la ~ègle supplémentaire suivant laquelle onze 
points consécutifs du même côté ta la moyenne montrent 
un abaissement ou une élévation de celle-ci. 
c) ajouter des règles du type: "si les m derniers résul-
tats sont du même côté de la moyenne, intervenir si 
l'un de ces résultats se trouve en - dehors de M + bS 
où b est un paramètre dépendant de m." 
Tous ces procédés groupés assurent que le risque d'intervention 
injustifiée est toujours d'u n peu plus de un sur cinq cents 
mais un changement peu important par rapport à la moyenne 
sera détecté beaucoup plus rapidement. Il va de soi par contre 
que si la principale qualité de la méthode initiale de 
Shewart était la -simplicité et la visualisation, il n'en est 
plus de même! 
Un problème rencontré par ces méthodes est qu'elles n'utili-
sent pas toutes les données qu'elles ont à leur disposition mais 
seulement les dernières données courantes et la région dans 
laquelle elles se situent. C'est dire qu'il semble qu'il y 
ait une certaine perte d'efficacité en ne considérant que la 
région où la donnée individuelle se sit ue au lieu de retenir 
principalement sa valeur numérique effective • 
C'est:ce qui va être résolu par les méthodes utilisant les som-
mes cumulées. 
Pour un exemple numérique, se reporter à l'annexe I, 
page~1 et 2 où l'on pourra remarquer la lenteur mani-
feste du procédé initial de Shewart, l'amélioration 
apportée par les nouvelles règles et malgré cela sa 
relative lenteur par rapport aux méthodes utilisant 
les sommes cumulées. 
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I. 2. Procédés utilisant des diagrammes de sommes cumulées. 
I.2.1. Description_des_diagrammes 
Précédemment, les diagrammes éta ient établis en portant 
en abscisse les numéros de variables et en ordonnée leurs 
valeurs numériques. Au lieu de prendre cette représentation, 
on choisit de me ttr e en ordonnée des sommes cumulées, c'est-à-
Jt. 
dire des sommes du type : S = :Ë_( x. - k ) où k sera 
r (,.-1 l 
une valeur choisie au dép art par exemple égale à l'obj e ctif 
à atteindre. Souvent, il sera égal à la moy enne ~ ce qui 
permettra de se faire une idée de l'écart à la moyenne que le 
processus impliquera au fil du temps. 
Pour la clarté du diagramme, il est important de bien choisir 
les uni tés. Si on considère la distance · horizontale entre 
deux points comme étant une unité, il est recommandé que la mê-
me distance surl'échelle verticale représente e n fait+ 2 S ( 
où S est l'écart-type à court terme de la série ). 
Avec ce système d'échelles, l'accroissement moyen aura une 
pente de 45° pour une différe nce de 2S par rapport à la 
moyenne k et une variable aléatoire aura une très bonne 
représentation • On peut ainsi fair e varier l'échelle 
verticale s'il es t très important de dé tecter une déviation 
connue, par exem ple~. 
Il faut donc choisir l es éche lles t.q. 
~ < longueur d 'un e uni t é sur é chel l e horiz. z 2 6 longue ur d ' une unité sur échel l e vert. 
Tout nombre entier satisfaisant à cette conditio n 
est acceptable. 
Ce genre de diagramme est très intéressant en ce sens qu ' une 
petite déviation de la moyen ne va faire croî tre la courbe 
très rapi dement ; la pente de celle-ci nous don ne ra l e sens 
de variation tandis qu'une seule observation farfelue ne 
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moaifiera pas fortement la pen t e de la courbe mai s sera pris 
comme point évident de discontinuit é . 
Avec ce diagramme, on dispo se en plus d'une repré s entation 
du proces sus s'étendant a u dernier point, aux 2 dernier s 
points, etc ••• , aussi loin que nous le voulons. On possède 
ainsi une idée de la dérive du processus pa r le c a lcul de 
la pente de la droite joignant le nè au (n-I)è point, le 
è è 
n au (n-2) , ••• et ainsi de suite. 
Exemple numérique : voir annexe I page s 3 et 4 
Si l'on examine de plus près le di ag r amme cumulatif, on 
remarque que si le c heminement est plu s ou moins horizontal, 
le processus garde e nviron la même mo yenne ou en tout cas, 
est en état de contrôle statistique autour de k. Si le 
tracé s'élève, c'est que la mo yenne du proce ss us a augmenté 
et inversément. 
Il suffit do nc mainte nant de se fixer une limite d'accrois-
sement (positif ou négatif) pour pouvoir effectuer un contrôle 
de qualit é sur les résultats considérés. La règle . à adopter 
est alors d'intervenir si le point courant du diagramme 
s'élève (s'abaisse) de plus d'une hauteur donnée h au dessus 
du point le plus bas (haut) enregistré sur le diagramme 
cumulatif depuis la dernière fois qu'a été prise une telle 
d écision. 
Cette manière de procéder a été proposée par Pag e, améliorée 
par Ewan et Kemp. Un autre proc é d é tout à fait équivalent 
a été introduit par Barnard : il s'agit d'un écran en forme 
de V. Ces diff é rentes méthodes vont être développées et 
analysées dans le s page s qui suivent. 
I . 2 . 2 . Méth ode_du_masque_en_ V_ou_ V- écr an 
De s criptio n 
La méth ode du mas que en V ou V- écran est éq ui val ente 
à celle d'un schéma s imple a ve c deux limite s horizo ntal e s 
simultanées . L 'avantage s e situe dans le fait qu'il est 
possible de déterminer les limi tes à part ir des r ésu ltats 
que l'on veut obtenir. 
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On définit ce que l'on appelle PRL (§) ( "average run length") 
c'est le nombre de données à tester avant intervention correc-
tive quand le processus s'éloigne de § de la moyenne. 
Il est alors possible, après avoir choisi un ARL(O) et un 
ARL(2S), de construire un V-écran satisfaisant nos exigences. 
On utilise un diagramme de sommes cumulées où les ordonnées 
""" sont du type S = ~ (x. -!'-) 
m ~ "' l. 
où/"' est la valeur cible (pas nécessairement 
la moyenne), c'est-à-dire que la courbe des points sera plus 
ou moins horizontale quand le processus variera autour de/-. 
Exemples de V-écrans : voir annexe I pages 5 et 6 
Le V-écran est un angle symétrique par rapport à l'horizontale 
et dont le sommet se trouve à une distance d du dernier point 
reporté et qui, en cas de stabilité du .processus, englobe 
tous les points du diagramme. L'ouverture du V-écran est 
représentée par 2 e . 
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On s e propose de construire un V-écran et de dégager du 
schéma les conditions d'inacceptabilitÉ des données 
inhérant au choix de d et e. 
Expltcation de la mÉthode 
- ~. ~ . - . - - . - . -
DC = BD sin ~ 
CBA = 71/t - e CBD = f> 
AD = BD cos ( e + ~ ) 
= BD cos e cos P BD sin rjJ sin e 
= BC cos e DC sin e 
Rem. e( 90 0 car sinon, aucun contrôle 
possible,~ cos e =1= o 
AD BC DC tg e 
cos e = -
Or un point sera en-dehors de l'écran 
AD ~ AE or AE = d sine 
d'où AD ~ d sin e 
ou encore AD > d tg e cos e 
on aura donc BC - DC tg e ~ d tg e 
{ 
DC = r w 




Il y aura donc dépassement vers le bas quand 
"" 
plus 
3 r f . q. -· z.. w tg e ~ d tg 9 
i~.M·I\. 
ou encore ~ (x. - F - w tge ) ? d tg e 
l,. 11\-1\.. l. 
Similairement, il y aura dé passement vers le haut si 
/l'I 
3 r t . q. ~ ( x . - r + w tge) ç -d tg e 
i;,. /'f\- "- l. 
L'usage du V- écran est donc équivalent au calcul d'une 
double somme et d'intervenir s'il existe un r qui vérifie 
l 'une des deux inéquations. 
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Longueurs moyennes de séries 
- . - . - . - . - . - . - . 
Voyons maintenant comment calculer les longueurs moyennes 
de séries (AR L) correspondant au processus. 
Posons : w tg e = valeur de référenc e= k 
d tg e = intervalle de décision = h 
y . = 
l 
Considérons les sommes 
S. = 2 (y. - k ) 
J i:t. l 
Considérons maintenant 
0 < S . <. h pour 0 J 
0 > SE >-h pour 0 
s et s t.q. m n 
-' j ~ m (a) 
~ ~ 
-' n (b) 
Si les sommes cumulées des deux schémas se trouvent 
entre les bornes, alors S ets vont les représenter si 
m n 
m + t = n + u = r 
Que se passe-t-il si Sm+ 1 
Alors S 1 = S + Y 1 - k ~ h m + m m + 
ou encore 
si bien que s 
n+1 
h + k - S 
m 
=s +y 1 +k:)s n n+ n S +h+2k m 
{ 
st -u- 1 + h + 2(m+2)k ••••••••• (t > u) 
~ h + 2(n + 2)k •••••••••••••••• (t = u) 
h + 2(n + 2)k - S 1 ••••••• (t < u) u-t-
c I est- à-dire que sn+ 1 ) 0 p a r (a) et (b) 
De m ê m e , o n p e ut m o nt r e r q u e s i s 1 ~ - h , a 1 o r s s· 1 ( 0 ~ n+ ~ m.+ 
Par ce fait, on en arrive à la conclusion que si un point 
se trouve dans les limites choisies, il n'est pas possible 
que le point suivant fasse franchir en même temps les deux 
branches du V- écran. Ceci entraine l'indépendance des 
deux processus (sortie par le haut et sortie par le bas) 
au point de vue longueur moyenne des séries . 
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Donc, pour calculer un certain ARL du V-écran,soit (L ) , 
il suffit de le calculer pour le premier processus,soit (L 1 ), 





Pour calculer L1 et L2 , on peut utiliser les résultats de 
Ewan et Kemp (1960) qui les ont calculés pour une grande 
variété de schémas. Ces résultats ont été utilisés pour 
calculer les ARL de V-écrans de dimensions données. 
Les ARL ainsi calculées ont été reportées sur nomogrammes. 
Remarque : On peut avoir un V-écran non symétrique par 
rapport à l'horizontale si par exemple, on veut 
détecter plus vite une augmentation qu'une 
diminution de la moyenne. 
On peut alors montrer que l'équation (c) reste 
tout à fait correcte si 
w si n ( S 1 + 02 ) > d sin ( 01 - e 2) e1 > e1J 
Avec un degré raisonnable d'approximation, on peut aussi 
admettre que l'équation (c) reste valable pour un grand nombre 
de valeurs de e1 et e2 qui ne satisfont pas cet te dernière 
équation. 
V-écran pour variables normales 
- . - . - . - . - . - . - . - . 
S'il est possible de calculer les ARL quand on connaît les 
paramètres d et e , il est également possible d'effectuer le 
passage inverse en utilisant ces mêmes nomogrammes d'Ewan et 
Kemp. La table ci-après montre des valeurs obtenues par 
ce principe. 
On obtient ainsi les dimensions d'un certain nombre de 
V-écrans en partant des résultats que l'on voudrait obtenir 
au point de vue longueurs moyennes de séries. 
AR L {1:;f) 
100 
3 2 . 27 0 . 91 
4 3 . 26 0. 76 
5 4 . 40 0.65 
6 5 . 57 0 . 58 
7 6 . 64 0 . 52 
8 7.7 6 0. 48 
9 8 . 84 0. 44 
le premier nombre= d / w 




2 . 20 
1 • 0 3 
3 . 24 
0 . 85 
4 . 30 
0 . 74 
5 . 36 
0 . 66 




8 . 43 
0. 51 
I. 2 . 3 . Mét hode du V- écr a n mod ifié 
De s cription 
1 1 
500 
2 . 11 
1 • 1 3 
3 . 1 9 
0 . 92 
4. 26 
0. 80 
5 . 23 
0.7 2 
6 . 28 
0 . 65 
7 . 27 
0. 60 
8 . 19 
0. 57 
Etant donn é la len t eur a vec laquell e ré agit le V- éc ra n 
quand se manifeste un bru s que c hangem e nt da n s le processus, 
on peu t mo difier le V-écr a n et l e remp lacer p a r une pa r a bole 
ou V- écr a n modi f i é . Le sc héma s e pr és e nt e a lor s com me su i t : 
1 2 
m.. 
Les ARL sont alors calculés par simulation. On génère des 
nombres pseudo-aléatoires, on transforme la série en série 
normale par la méthode Box-Muller. En y appliquant les 
déformations nécessaires, on calcule alors les différents ARL. 
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Etant donné le faible intérêt que nous portons quant à la 
recherche rapide de brusques et brefs changements dans la 
valeur moyenne d 'un processus en ce qui concerne le contrôle 
de qualité, on renverra le lecteur pour une ét ude plus 
approfondie à : "Technometrics, Vol. 15 , N° 4, nov . 73 
A Modified V- Mask Control Scheme . 
James M. Luc as " 
Première comparaison des trois méthodes déjà analysées. 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Méthodes 0 S/2 s 2S 3S 4S 5S é-
Shewart 320 137 39 .5 5.89 1 • 9 2 1 • 1 7 1 • 0 2. 
V- écran modifié 320 54.2 10.6 3 . 37 1 • 7 3 1 • 29 1.08 
V-écran 319 42 . 3 9.23 3.50 2 . 09 1 • 5 9 1 • 21 • 
On voit donc que la méthode de Shewart met beaucoup de temps à 
réagir pour un écart de Sou moins par rapport à la moyenne mais 
est assez rapide pour un écart supérieur à 3S. 
Le V-écran modifié quant à lui, est un peu plus rapide que le 
V-écran à partir d'un écart supérieur à 2 ou 3 écarts-type s 
mais plus lent pour un plus petit écart . 
Les qualités du V-écran semblent maintenant suffisantes pour que 
l'on puisse envisager son application au cas qui nous intéres se . 
I.2.4. ~~~E~-~~~~~~~-~~-~~!~E~~~~!!~~-~~~-par amètr es_d_et_e __ 
Le choix des paramètres d et 9 est primordial pour la 
bonne marche du contrôle par V-écran. En effet, plus grandes 
sont l 'impor tance du décalage d et l'ouverture e du V, plus 
rares seront les interruptions du proce ss us. 
Une façon de choisir un V-écr an convenant à un processus est 
de superposer a u diagramme plusieurs V- écrans et d'ajuster l a 
forme de l' écran de façon à ce que les changement s observés 
s oient détect és dans un délai rai sonnab le (sans tenir compte 




Procéder de telle sorte demande évidemment beaucoup de manipu-
lations et n'est donc pas à conseiller. 
De nouveau, le plus simple est de partir des longueurs moyen-
nes de séries (ARL) quand le processus est autour de f" (L 0 ) 
et quand il s'en éloigne de bf- (L 1 ). On exigera généralement 
de L0 qu'il atteigne la centaine ou plus tandis qu'on acceptera 
un L1 entre 3 et 10. 
Ces longueurs moyennes de séries ont été estimées par 
Goldsmith et Withfield pour un certain nombre de V-écrans en 
utilisant les méthodes de Monte-Carlo pour des populations norma_es 
Ils ont ensuite porté les résultats sur des courbes . 
On trouvera à l'annexe 1 pages 7 et 8 les diagrammes 
résultant des simulations et fournissant un choix 
considérable de V-écrans selon la distance d. 
A partir de L0 et L1 , il suffit donc de choisir la courbe donnant 
les résultats les plus proches : on possède alors d et tg e . On peu 
construire le V-écran. 
Remarque : Les effets d'une corrélation de série , (assez ~réquente ) 
diminuent l'efficacité du dispositif qui lui,a été 
développé pour une variable tout à fait normale. 
On en reparlera dans les aspects statistiques au 
chapitre II. 
I.2.5. Dispo si tif_basé_sur_l'intervalle_de_décision 
Page ·, Ewan, Kemp. 
De~cription 
Ce dispositif va jouer sur la variation de la somme cumul ée 
depuis son dernier extrêmum. Il ne nécessite auc un écr an ou même 
de diagramme. La façon de proc é der e st d'intervenir lorsque le 
point courant du diagramme dépasse de plus d'une grandeur h le 
point ant é rieur le plus bas ou le point antérieur le plus haut. 
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La quantité h est dit e "intervalle de décision". 
Dans le cas où l'on ne veut détecter qu'une augmentation, on 
fixe la valeur centrale k un peu au dessus de la moyenne, 
c'est-à-dire à mi-chemin entre la moyenne et le niveau qui 
apparait comme juste insatisfaisant. On ne représenter a donc 
la somme cumulée que pour les ~valeurs situées au dessus de k . 
Exemple numérique an n e x e 1 p a g es 9 , 1 o . 
Il suffit pour effectuer un contrôle de qualité avec cette 
méthode de considérer une somme cumulée, la quant ité h et 
les deux niveaux les plus bas et le s plus hauts. Il reste 
alors à comparer les différences entre le dernier point courant 
et les deux niveaux extrêmes avec l'intervalle de décision h. 
Longueurs moyennes de séries 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Elles ont été calculées par Ewan et Kemp dans le cas où les 
résultats sont distribués normalement. Elles peuvent être tirées 
des abaques A et B de la façon suivante. 
On possède au départ un objectif à atteindre sous forme d'ARL 
à ne pas dépasser. A partir de cette valeur, on détermine les 
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Supposons que l'on veuille ne pas dépasser un certain ARL ( Df'- ) . 
On reporte cette valeur à gauche sur l'abaque A. A droite, 
on porte 1::,/"- La droite joignant les deux points détermine 
.!.0-
1 a valeur de h à l'intersection avec la courbe. 
On reporte ensuite sur l'abaque B les valeurs Df< eth on 
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Remarque : Si les points envisagés comme résultats sont en fait 
des moyennes d'échantillons de taille net d'écart-type 






En raison de la similitude dans leur made d'élaboration, 
an peut montrer que le V-écran et le dispositif basé sur l'inter-
valle de décision sont exactement équivalents il suffit de con -
sidé rer la relation: h:20-dtge 
Cette propriété est très importante car elle va nous permettre 
d'utiliser la même méthode quand il s 'agira d'effectuer un 
contrôle de façon numérique. C'e st seulement la valeur des 
paramètres qui va changer sel on la méthode utilisée. 
I.2.6. Choix_d'un_procédé_de_contrôle. 
Les procédures utilisant les intervalles de décision 
exigeant un minimum de diagrammes seront de ce fai t souvent 
r 
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utilisées. Par contre le V-écran visualise beaucoup mieux l' évolu-
tian du processus indépendamment de l'émission de signaux 
d'intervention. Quoi qu'il en soit, ces deux méthodes restent 
toujours supérieures à celle de Shewart et cela principalement 
grèce à l'utilisation des sommes cumulées. 
C'est dire que dans notre cas, il faudra choisir un ou plusieurs 
procédés à analyser. Le choix va donc porter sur d'autres critères 
relatifs à des caractéristiques de population. 
Ces critères de choix seront expliqués dans les chapitres II et III. 
Il nous permettront de retenir une solution acceptable tant au 
point de vue statistique que sur le plan pratique. 
CHAPITRE II 
POI NT DE VUE ST ATISTI QU E j 
- Normalité ou non -normalité? 
_corrélation sé rielle 
_ Taille des échantillons 
_Critères de choix, fiabilité 
1 9 
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II 1. Introduction 
Il s ' agit en premier lieu de voir si les données dont 
on dispose possèdent une distribution normale. 
Si c'est le cas , on peut alors appliquer sans restriction 
les méthodes expliquées dans le chapitre précédent . 
Sinon, il s'agit de voir quelles influences apporte une non 
normalité de la population. 
De même, les méthodes sont construites pour des données 
indépendantes . Que se passera- t - il s i le coefficient de 
corrélation à l'intérieur d ' une série de données est différent 
de zéro? 
Il va de soi que ces deux caractéristiquesn'empêchent 
nullement d'appliquer les différentes méthodes mais elles 
risquent d'avoir un effet néfaste sur leslongueurs moyennes 
de série (ARL) obtenues en pratique par rapport à celles 
voulues théoriqueme nt. Les perform ances des méthodes sont 
dès lors fortement diminuées et ne corr espon dent certes plus 
à ce que l 'on désirait au départ . 
Les méthode s propos ées faisant intervenir la moyenne 
et l 'éc art - type du processus, il s'agira donc de les évaluer 
le plus justement possible . Le nombre de données à envisager 
avant de faire un premier contrôle de qualité est do nc très 
important dans l'erreur que l'on fera dans l ' estimation de ces 
paramètres (puisque dans le calcul des intervalles de confiance 
pour la moyenne et l ' écart - type le nombre de don née s constituant 
l'échantillon intervient au dénominateur ; ainsi plus on aura 
de données, plus l'intervalle sera petit ! ) . 
Il f audra aussi rechercher des critères de choix d ' une 
solution au point de vue théorique . On pourra ainsi dégrossir 
le problème de la fiabilité des méthodes et de la subjectivité 
qu ' elles peuvent entra i ner . On pourra dès lors faire un premier 
pas vers la compréhension du problème de l ' introduction de 
l ' interactif dans le contrôle de qualité . 
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II.2. Normalité de la population 
Si la distribution est autre que normale, la valeur des 
longueurs moyennes de séries peut considérablement varier. 
Pour des distributions non normales symétriques, l' ARL ( o ) 
n'est que légèrement affecté. Par contre, lorsque le processus 
se maintient dans l'intervalle f-- ! cr, l'effet peut être plus 
important et ainsi modifier les ARL calculés. Si la distribution 
présente plus de résultats en dehors des limites/ ~3~que la 
distribution normale, les longueurs moyennes de séries se trouvent 
réduites (c'e st ainsi :. que ARL(0) pourrait se trouver réduit à moins d 
tiers de sa valeur dans le cas normal ) . Par contre une plus forte 
proportion de résultats se situant à l'intérieur des limites 
f- ±3~ va faire augmenter les longueurs moyennes de séries. 
Dans des cas extrêmes, ARL(0) peut ainsi se trouver accru d'environ 
quatre fois. 
Si la distribution est dissymétrique, les longueurs moyennes 
de séries seront peu modifiées pour les grands écarts (de l'ordre 
de 2-30- ), mais à d'autres niveaux les différences peuvent être 
importantes. 
Si la dissymétrie est positive, c'est-à-dire plus de données 
supérieures à la valeur de référence que d'inférieures, on devra 
g énéralement s ' atte ndre à ce que le procédé soit plus efficace 
pour déceler les dépassements par excès que les d é passements par 
défaut. Mais si le processus reste au voisinage de la valeur 
objectif, les effets seront incertains. 
Si la distrib ution est binomiale ou de Poisson, Ewan et 
Kemp ont donné des ensembles de tables où l 'on peut trouver 
l'intervalle de décision h pour les niveau x acceptables et 
inacceptables du paramètre de Poisson correspondant à des AR L 
égales à 500 au niveau acceptable et à 7 au niveau inacceptable 
( idem 500, 3) . 
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Mais cette technique ne s'applique plus au contrôle de qualité 
proprement dit ; elle s'applique plutôt au contrôle des 
pourcentages faibles (Poisson ) ou des nombres de survenances 
( binomiale ) . 
II.3. Corrélation sérielle 
En théorie, on se permet toujours de considérer les données 
que l'on a à notre disposition comme étant entièrement indépendantes. 
En pratique, il en est souvent tout autrement et généralement les 
observations recueillies seront sériellement corré lé es. 
On ne peut donc plus se fier à l'hypothèse d'indépen dance faite 
au départ. 
Il reste à voir, et c'est important, si cette corrélation 
va influencer le comportement des longueurs moyennes de séries. 
Soient des variables pseudo-aléatoires x. suivant une loi 
l 
de distribution N(kcr , o-t) 
X.= ka-+ y. 
l l 
avec y. = a y. 1 
l l-
2 .1. 
+ (1 - a ) 2 E.. 
l 
i = 1, 2, 
où éi et yO sont des variables pseudo-aléatoires N(o, o-2) 
On 
a = 0 
et a < 1 
dès lors (yr ) s 2 a COV 
' 
Yr = a <J'"" 
- s 
donc ( ) s s = 0' 1 ' 2, ... ' corr Yr 
' 
Yr-s = a 
On obtient donc un co ef ficient de corrélation nul. 
On est donc dans le ca s où les données sont indépendantes 
et l'on retrouvera de ce fait les solutions antérieures. 
r 
a = 1 
Le coefficient de corrélation est égal à un. 
ne sont donc pas indépendantes. 
k cr' + Yo \fi On a : X. = l 
n (kcr + y 0 ) s = n 
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Les données 
On obtient alors un AR L infini pourtous les écarts considérés 
puisque toutes les données sont identiques. 
a = - 1 
Le co effi cient de corrélation est égal à~ 1 . 
X 2i - 1 = k <; - y 0 
s = ( 2n - 1 ) k a- - y0 2n - 1 s 2n = 2 n kcr 
On aura donc un ARL infini quand la déviation recherchée par· 
rapport à la moyenne sera inférieure ou égale à tg e 
Pour les grandes déviat·ions, l' AR L se calcule -à partir des 
tables de distribution normale. 
La figure ci-dessous nous donne les ARL (k~) pour des 
k = O, 0.5, 1, 2, 3 • 
d = 2 et tg8 = 0.5. 
Le V-écran a été construit avec 
- ~· __,.-•~· 




- 0 . 1 S 
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S("IA L COR RELATION COEFFIC I ENT ~ 
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On voit que pour les grandes déviations par rapport à l a moyenne, 
c'est-à-dire avec k = 2 ou 3 , la corrélation sérielle a peu 
d'influence sur les longueurs moyennes de séries sauf au 
voisinage de corr ( ) = 1. 
Par contre, pour les petites valeurs de k, une corrélation positive 
augmente la rapidité de détection des écarts (et ainsi fait 
parfois diminuer les ARL d'un facteur 2) tandis qu 'une corrélation 
négative va augmenter considérablement les ARL et ainsi retarder très 
fortement les détections d'erreurs. 
Il est important de détecter une corrélation positive 
pour bien se fixer les paramètres d et 8 afin d'éviter de 
déclencher trop souvent une interruption alors que la donnée 
devrait être considérée comme correcte. 
De même pour une corrélation négative, cela mènerait à accepter 
des données incorrectes ou de les détecter avec un retard 
inacceptable. 
II.4. Taille des échantillons. 
Comme il est nécessaire pour tester les données de posséder 
une bonne estimation de la moyenne et de l'écart-type, la taille de 
l'échantillon se doit de n'être pas trop exiguë pour diminuer au 
maximum l'erreur due à l'estimation. On se propose donc de 
calculer le nombre n de données à envisager de telle sorte que 
l'erreur relative ne dépasse pas 10 % dans l'estimation de 
l'écart-type au niveau d'incertitude de 5 %. 
On ne tiendra pas compte de l'estimation de la moyenne car 
celle-ci donne déjà de très bons résultats à partir de cinquante 
données. 
Intervalle_ de _confiance _pour_l' estimation _de <r_ pour _une 
variable normale. 
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Si on prend un nombr e de données assez grand, plus de 
deux cents , l 'in tervalle de confiance peut s'écrire 
p r ,::: - ____._ ____ - ~ 
[ 
Q (1 -ol.." ) s 
l{2r;' 
s - Qg ( ol' ) :::]= 
~ 
Soit d.. /2 = r:/.. 1 = d.." 
1 -d...'-d..." 
Pr [- Q9 ( 1 - d. /2) cr - ~ 
:/ i/2n 
(,__ Q (1 -d.. /2) J 
""" g 
= 1-c:it./2 - ~ 
2 
Soit c{ = 0 . 05 niveau d'incertitude 
Pr [ :1-~ ~ Qg ( 1 -cl. /2)] = 1 - 0.05 = 0 . 975 2 
or on a Q (0 . 975) = 1 • 96 g 
d'où cr- - ::: / 1 • 96 ~ 
s 
-~ 
comme on a choisi n ? 200 
on a donc : 0-- s 
s 
~ 1 . 96 
V2 X 200' 
= 1 • 96 
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= 0 . 098 
L'erreur relative est de 9 . 8 %. On voulait une erre ur plus 
petite que 10 %, l'hypothèse est donc vérifiée et l'on choisira 
pour nos é valuati ons futures des échantil lon s de taille plus 
grande ou égale à 200. 
II.5 . Critères de choix . 
Avant de se préoccuper du problème pratique à résoudre, 
il faudrait peut -ê tre se demander si les trois méthodes proposées 
ne donnent pas les même s résultats et s urtout ne pourrait-on pas 
essayer d'évaluer leurs performances sur base de certains critères? 
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Le critère auquel il aurait fallu se rattacher en premier 
lieu est sa ns conteste la fiabilité des méthodes. 
Le problème est que c'est pratiquement impossible à mettre en 
oeuvre étant donné la subjectivité du problème à résoudre. 
En effet, une donnée détectée fausse par une méthode peut 
être tout de même acceptée par l'utilisateur et inversément . 
On pourrait alors marquer certaines données comme t ou t à fait 
incorrectes et tester si les méthodes les détectent . 
Mais il suffira de choisir un intervalle de décision assez 
petit pour que chaque méthode fasse ressortir ces données a in si 
que d ' autres qui devraiant être acceptées. On ne peut donc 
parler de fiabilité ! 
Qua nd on traitera des donn ées pratiques, qui ne possèdent 
pas t ou t à fait une distribution normale, i l se ra peut-être 
alors possible de classifier les méthodes quant à leur 
fiabilité (d ' après les remarques que l'on tirera sur des essais 
pratiques ) . 
Pour essayer de trouver un autre critère, on va tester les 
méthodes sur des populations théoriques normales . 
Voir annexe II , pages 1 à J la manière dont la population 
normale a été obtenue et les données dont on disposera 
de ce fait. 
On a ppliq ue dès lors les trois méthodes sur la population 
théoriq ue en calculant les paramètres tels que ARL (2 cr ) = 3 . 
Une première remarque est que les ARL (D) respectifs s6~t 
de 250 , 150 et 380 . 
Comm e on a forcé un écart de 2 a- pa r rapport à la moyenne , 
on va pouvoir évaluer un ARL (2 0- ) en calculant la longuaur 
moyenne des séries avant détection d 'erreur . 
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Voici les résultats obtenu s : 
:"1 é t ho d e I : l o n g u e u r s d e s s é r i e s = 4 , 4 , 2 , 5 , 3 , 4 , 2 , 1 , 7 , 
3, 4, 1, 3, 3 
longueur moyenne = 3.29 
écart - t y pe des longueurs = 1 . 59 
Méthode 2 longueurs des séries= 4 , 4, 2, 5, 3 , 4, 3, 7, 3, 4, 
2, 3, 3 . 
longueur moyenne = 3 . 62 
écart - type des longueurs = 1 . 3 3 
Méthode 3 : longueurs des séries = 3 , 3, 3 , 2, 4, 3, 4, 2 , 1, 
5, 2, 3, 3 , 2, 3, 3 
longueur moyenne= 2 . 88 
écart -t ype des longueurs= 0 . 96 
On voit tout de suite que la moyenne obtenue par la deuxième 
méthode est beaucoup plus élevée que celles obtenues par les deux 
autres . Cela entraîne une lenteur évidente à la prise de décision. 
Par contre, les deux autres moye~nes sont relativement 
proches de l'objectif qui était de 3 au départ (de 4 à 10 % 
d'erreur relative ! ) . On peut maintenant les différencier si 
l'on considère l'écart-type obtenu en prenant les longueurs des 
séries comme données. Celui de la tro i s ième mét hode est . en effet 
de 40 % plus petit que celui de la première méthode 
valeurs s 'échelonn~nt de 1 à 5 au lieu de 1 à 7 ) . 
(les 
C'e st dire que la troisième méthode semble moins s ensible 
au x grandes déviations brusques mais brèves . 
Comme c ' est un des buts recherch é s dans le cas qu i nous intéresse, 
on peut donc faire ici une première classifica t i o n de s mét ho des 
( surtout si on tient compte du fait que les AR L(O) obtenu s font res~ 
sortir la même échelle de s valeurs ) : la troisi è me méthode se mble 
la meilleure, elle s erait suivie de l a premi è re pui s d e la s e cond e . 
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Il faut aussi remarquer que la s implicit é de la troisième 
mét hode renforce encore cette conclusion ! 
En effet, cette mét hode ne fait varier qu 'un paramètre 
( h ) alors que les deux autres font varier parallèlement d et 0. 
Une étude sur plus de données confirmerait ou non cette 
conclusio n. 
Quant à nous, on va se baser sur des données réelles 
pour essayer de mieux classifier les méthodes et d ' en retirer 
les différences essentielles . On pourra toujours tenir com pte 
de la remarque ci - dessus pour confirmer ou me t tre en réserve 
nos futurs résultats. 
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CHAPITRE III 
ADAPTATION DES METHODES 
TE STS SUR DES POPULATIONS REELLES 
Calcul par variation d'une double 
somme 
Différentes méthodes+ exempl e 
commun aux trois méth odes 
Première conclusion 
Résultats de tests effectués sur des 
populations réelles de résultats 
d ' analyses médicales 
Concl usions 
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III.1 . Application pratique 
Adaptation des méthodes pour l'implémentation 
III.1. 1 . Calcul _par _variation _d'une _double _ s om me. 
On a vu au chapitre 1 que l'on a essentiellement trois 
méthodes à notre disposition pour effectuer un contrôle de 
qualité convenable : 
1 . V- écran de Ewan et Kemp 
2 . V- écran de Gold s mith et Whitfield 
3. intervalle de décision 
Ces trois méthodes diffèrent dans la manière d'estimer les 
paramètres d et e du V- écran ou l ' intervalle de décision . 




J r tq .:;E_ 
i=n-r 
(xi - ?- - w tg e ) d tg e 
c ' est - à - dire une sortie pa r le bas ou encore 
une tendance croissante du processus par rapport 
à la valeur ce ntrale de référence . 
n 
__3 r t .L. q i=n - r ( xi - p-- + w tg e ) ( - d tg e 
c ' est-à- dire sortie par le haut impliquée par 
un abaissement de la moyenne courante du processus 
par rapport à la valeur de référence . 
On peut aisément tester ces deux conditio~s en considérant deux 
accumulateurs X et Y dont la mise à jour s'effectue com me 3uit : 
soit x! = X . 
- tt w tg e l l 
x '.' = X. 
-r + w tg e l l 
xo = Yo = 0 
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On a 1 x i = max ( 0 ' X. 1 + X ~ ) l - l 
Y. = min ( 0 ' Y. 1 + X'.' ) l l 
-
l 
La sortie du V- écran se produit quand : 
xi> d tg e ou Y. ( - d tg e l 
Pour ce qui e st de la troi~ième méthode, on peut se servir des 
a cc umulateurs mais en posant w tg e = 0 
d tg e = intervalle de déc i sion = h . 
III.1.2. Utilisation_prat ique_de_l a_méth ode_1_de_Ewan_et_ Kemp 
On connaît la valeu r cible f- et l' écart -t ype cr . 
On choisit le pas w. 
On choisit la déviation que l'on veut détecter le pl us 
rapidement possible (souvent Af-" 2<:r) . 
On a le choix al ors de fi~e r une des variables pa r mi 
ARL(O), AR L (Af-), d et e 
Le plus naturel est de choisi r une valeur pas tro p grand e 
pour ARL ( Af- ) et de chercher les autres . 
On peut ainsi c alcu ler 
Kemp sera égal à tg 0 
l 
2 qui d'après Ewan et 
On cherche dans le tableau du paragraphe I . 2 . 2 . une valeur du 
rapport ½ ~f: égale à cell e qu'o n a choisie ( d'après le choix 
o-
de Af- ) et cela dans la ligne corresponda nt à l' AR L (Âr ) que l 'on 
s 'e st f ix é comme objectif . 
On tr ouve ainsi · l ' AR L (0) correspondant à la colonne où se situe 
le rapport ½ .6.f-<- trouv é . 
De même, on a alors à notre disposition le r apport d 
w 
Comme on a choisi le pa s au dép art , on peut do nc calcu le r d . 
Rema rque on a la relation tg e = ½ ~ : c'e st - à - dir e que 
w 
le 6 que l'on t rouve est foncti o:1 de ôf- ! ? 
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Exemple 
soient tt<• 100 CT= 1 5 w = 1.0 ~f-= 20-ARL ( t,.f'- ) = 3 
On obtien t tg e l !:f!:... 1 • 5 = 2 = 
w 
½ bf<- = 1 valeur du rapport approchant le plus est 
0-
1 . 03 correspondant à un ARL (0) = 250. 
On a aussi d = 2.20 
w 
ou encore d = 22.0 
On a donc : ~ wd tg e = 15 
l tg e = 33 
Une analyse plus complète du tableau fait apparaitre certaines 
restri c tions quant à l'utilisation de cette méthode . 
En effet, supposons que l'on veuille un ARL (t~) égal à 6 . 
On aurait donc½ ~: 1 mais dans la ligne correspondant à 
0--
AR L ( t Q- ) = 6, la valeur la plus proche est seulement 0.72. 
On détecte donc en fait A~ = 0 . 72 x 20- au lieu de 2 <r • 
Ce n ' est pas ce que l 'o n vo ulait au départ 
On n'a également pas beaucou p de choix si l ' on désire étudier 
plusieurs possibilités quant aux variables d, e et ARL (•). 
En fait, il semble que ce tableau ne s'utilise pas de cette 
manière mais bien en se fixant au départ les ARL (0) et 
A R L ( ~ f- ) q u e l ' o n v eut p o u v o i r d é t e-c t e r • 
On pourrait ainsi déterminer le Af-, la distance d et 
l'o'Jverture e. 
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!!!~2~~--Utilisation_pratique_ de _la_mét hode _2_de_Col dsmith 
& Wh itfield 
On a à notre disposition un e ns em ble de cour-
bes (pages Ann. I.7 & 8) résultant de simulation. 
On peut déjà remarquer que e ne dé pend plus du~r choisi. 
Il s uffir a au départ de se choisir le i:lf que l'on veut 
détecter et l'ARL (~f ) désiré. 
Le choi x de la courb e nous fo u rnira alors 
d et 8. On pourra aussi trouv e r aisément l'ARL(O). 
exemple 
si '3/'= 2 cr- ARL (2a--) = 5 on a le choix 
e ntr e les courbes IX, XIII, XVI. 
IX d = 2 tg e = • 7 ARL ( O) 
XIII d = 5 tg e = C ... 45 ARL(O) 
XVI d = 8 tg e = .35 ARL(O) 
Quelle courbe choi si r ? 
» 1 500 
>> 2 000 
~ 1 500 
Tou tes trois prop os e n t des ARL(O) amplement suffi-
sa nt s ; on ne peut donc tenir compte de ce critère ! 
Considérons par con tr e les ARL(a- ) il vient 
respectivement BO , 28 et 19. Il est do nc probab l e que 
la courbe XVI soit la meilleure. 
En fait, il semble intéressant d ' avoir d grand 
et e petit ; si on examine de plus près l'e xpression 
qui détermine la sortie du V- écran , c'est - à - d ire 
34. 
w tge étant en quelque sorte un écart . r e ctific ateu r, les 
résultat s se ront plus réguliers si l'on choisit une petit 
e t d grand. En ef f et , on aura d tge qui ne variera pas 
beaucoup tandis que w tge diminuera avec e On r ev i en t 
ici au critère, envisagé au paragraphe II.5, qui était 
la variance d u nombr e de générations avant s i g nal correc-
tif. Cette variance sera d'autant plus minimale que l' ex -
pression sera régulière ou encore que d sera grand et e 
petit. 
Application pratique 
Comme les abscisses des diagrammes sont 
graduées en terme de 2~, il est né cessaire de modifier 
les val e urs proposées de d et tge dans les tableaux. 
Exemple 
d , l = d l X (J" ree u 
tge, 1 = tge 1 /ri. ree u où cL =2~ 
so i 1= nt f-= 100 CJ= 15 Af-= 2<:ï w = 10 
ARL(20-) = 3 
c ho isit la courbe III on 
on lit da ns le tableau :) d = 1 
on 
t_t 9 e = 0.7 
on trouve un ARL(O) = 150 
au ra donc\ d = 15 
lt g e = 2 .1 
on a finalement : ~ w tg e = 21 
L d tg e = 31 • 5 
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III.1 .4_Utilisation_pratique_de_la_méthode_3_basée_sur 
l'intervalle de décision. 
Pour cette méthode, on n'utilise plus de 
V- écran. On n'aura plus qu'une seule variable h à évaluer 
pour effectuer le contrôle de qualité. 





La sortie vers le haut se produira quand Y. ( - h l -._ 
La sortie vers le bas se produira quand Xi~ h 
Ici encore, le h lu sur les abaques A et B 
du paragraphe I.2.5 doit être modifié en raison de la gra-
duatio n en 2 a-. 
En fait, le h que l'on lit est égal à h/20-- . 
Exemple 
d'où= hréel = hlu x 2cr 
Soient toujours\ f = 100 U= 15 
) ARL(2<r) = 3 
~ -
20-- - 1, on reporte cette valeur à droite sur l'aba-
que A 
ARL (~f ) =3 on reporte 3 à gauche sur l'abaque A 
on trouve ainsi hlu = 2.2 
On porte de nouveau ~f'- = 1 à gauche sur l'abaque B 
2~ 
36. 
La droite joignant les deux- points coupe la 
verticale donnant les ARL(O) au point 380 . 
on obtient donc un h = 2.2 x 2 x 15 = 66 
Rem cette valeur est sensiblement plus grande que dans 
les deux premiers cas (33 et 31.5) . Ceci est 
dû au f 2it que w = O. 
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Conclusion théorique. 
Par l'exemple que l'on a traité avec les 




il semble que la troisième méthode soit de loin préférable 
aux deux autres. 
Il faut remarquer que c'est déjà la conclusion qui avait 
été tirée après l'analyse statistique du chapitre II. 
Il nous reste maintenant à tester ces mé-
thodes sur des populations de résultats réels d'analyses 
médicales pour voir si la même tendance se généralise. 
Si c'est le cas, on pourra en tirer des cane usions assez 
strictes et fiables. Sinon, il faudra émettre des réser-
ves quant à l'utilisation d'une méthode plutôt qu'une au-
tre. 
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III.2 Essais des méthodes sur données ·réelles 
On trouvera à l'annexe III p. 1 à 4 le programme ayant 
permis de faire ces quelques essais préliminaires 
III.2.1 ._Lipides_totaux_normaux. (voir annexe III. p. 5 et 6) 
Pas de sortie pour la méthode 1 : trop peu sensible . 
Méthode 2 : sortie unique après 27 coups= normal , mais 
laisse passer une augmentation dans la moyenne courante 
du processus entre la cinquième et la huitième donnée 
(590, 590, 610, 590). 
Méthode 3 : peut-être trop sensible mais détecte, elle, 
l'augmentation décrite ci-dessus après 10 coups ; elle 
réagit en plus à une baisse qui se manifeste après la 
donnée · 18 (570, 580, 590, 570, 580, 570, 570) - sor -
tie après 22 coups. Elle trouve auss i la sottie après 
27 coup s comme la méthode 2 l'avait fait. 
La suite est beaucoup plus aléatoire et moins fiable . 
Puisqu'on estim~ la méthode trois trop sensible, essa yons-
la en choisissant un ARL(2 ~ ) = 4 . 
La tendance à la hausse aux enviro ns de la septième 
d onn ée est passée inaperçue 
détectée auparavant au 27è 
! Par contre, la baisse 
coup l'est ici au 23è . 
è Celle détectée un peu à la légèr e au 39 l 'est ici 
è 
au 35 e t se justifie beaucoup mieux ( succession de 580 
plus un 570 ) 
III.2 . 2_ Lipid e s_totau x_pathologiques. (voir anne xe III 
p. 6 e t 7 ) 
Les deu x p remi è res mét hodes d onnent des ré su ltat s pr e s que 
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pareils, la deu x ième étant un peu plus rapide. 
Mais de nouveau, la troisième méthode est be aucoup trop 
sensible. Les erreurs détectées par les deux premières 
le sont aussi par la troisième mais il y a d'autres 
sorties peu intéressantes. 
Si l'on choisit un ARL (2<:r) = 4, on a moins de sorties 
mais les principales ne sont pas oubliées et sont même 
détectées plus rapidement. 
Rem Il y a un choi x à faire semble-t-il entre la rapi-
dité de détection des erreurs et la confiance que 
l'on peut avoir en cas de sortie. 
III.2.3 Bilirubine totale normale. (Voir annexe III. 
p. 8 et 3 ) 
Ici, la méthode I est de loin trop peu sensible en détec-
tant deux erreurs seulement. 
La méthode 2 donne des résultats tout à fait farfelus en 
signalant beaucoup trop de bonnes données comme étant 
incorrectes. 
De nouveau, la méthode 3 semble un peu trop sensible. 
Mais dans ce cas, si l'on choisit un ARL(2o- ) = 4 , cette 
m~me mét hode donne des résultats accept3bles et 
certainement beaucoup plus fiables. 
III.2.4_Bilirubine_total e _pathologiqu e . ( Vo ir an ne xe III 
10 e t11 ) 
On a ce t te f ois de s r és ultats semblable s à ce ux obt enu s 
pour la bilirubine total e nor mal e (ex c e pt é l e fait 
qu e la s e con de mé t hode r é a git mi e ux e n dét e ctant se u-
lement 4 e rreur s ) . Mais ici e ncor e , c' e st l a mét hode 3 
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avec ARL ( 2~ ) = 4 qui donne les meilleur@ résultats. 
III.2.5_Analyse_plus_approfondie 
Pourquoi avoir choisi ces deux t ypes de sé-
rums 7 Ils se différencient principalement par le fait que 
l'un ( lipi des totaux) présente des coefficients de varia-
tion très faibles ( 1. 69 et 1.90 %) tandis que l'au tre 
(b ilirubin e totale) en possède de très élevés (20 .2 3 et 
15.62 %) . 
Au point de vue résulta ts des méthodes, pour la biliru-
bine, c'est la méthode trois qui l'emporte de loin ( avec 
ARL ( 2a-) = 4) tandis que pour les lipides, ce serait plu-
tôt la seconde du à la rigueur la troisième à condition 
d'augmenter l'ARL(2a) choisi. 
Voyons si l e crit ère du coe ff icient de va-
riation peut se révéler efficient. D'autres essais sur 
chlorure normal et pathologique ( co e ff. de variation tr ès 
faibles) mettent en évidence 1~ deuxième méthode tandis 
que ceux effe ctués sur acide urique normal, lithium normal 
et pathologique ( co eff . très élevés) font r ess ortir la 
troisième méthode (avec pourtant ARL(2~) = 3). 
On peut donc considérer le coefficient de variation 
de la population à étudier com me cr itèr e de c hoi x des 
dif fé r e nt es méthodes 
coeff. élevé 
coeff. faible 
mé thod e 3 
méthode 2 
La méthode 1 quant à el le semble beaucoup 
trop lente à réagir et comme ARL ( 2o-) = 3 est la plus pe -
tite valeur à notr e dispos ition e t que l ' on a peu 
de possibilités de var i at ions des paramètr es (cfr para -
graphe III . 1 . 2 . ) , elle paraît bien faible à c ôté de s de ux 
autres méthodes ! 
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III.3 Conclusions 
Après avoir éliminé définitivement la pre-
mière méthode, on peut ainsi résumer les principales con-
clusions quant à l'utilisation de la deuxième ou de la 
troisième méthode. 
Favorable à la seconde. 
- en cas de population présentant un coefficient 
de variation assez bas, détecte les erreurs 
importantes sans en détecter d'autres plus futi -
les. 
Favorables à la troisième. 
-beaucoup plus simple pour essayer plusieurs solu-
tions du fait que l'on n'a qu'un facteur à faire 
varier (h). 
~variance des résultats sur population théorique 
plus faible. 
-meilleure ARL(O), beaucoup plus grande •. 
-propose toujours une solution quand le coefficient 
de variation est élevé . 
-solution acceptable quand le · coefficient de varia-
tion est assez bas. (Par acceptable, on entend 
qu'une erreur ne soit pas oubliée par le contrôle 
de qualité même s'il en détecte qui ne sont pas 
tout à fait incorrectes.) 
Ces conclusions vont être très importantes dans l'applica-
tion de l'interactif au contrôle de qualité, décrite dans 
le chapitre su i vant . 
CHAPITRE IV 
Utilisation en interactif. 
-principe. 
-organisation des fichiers. 
-création des fichiers. 
-initialisati on des fichiers. 
-détermination des paramètres. 
-ajout d'une donnée . 
-recherche de l'intervalle de décision 
optimal. 
-Langage de programmation uti l isé. 
-e xpli cations et fonctionnement des 






IV.1 Utilisation en interactif 
Pour que le contrôle de qualité remplisse son 
rôle premier de détection rapide des déviations des résul-
tats, il ne fait aucun doute que chaque donnée doive être 
traitée immédiatement après son apparition. L'arrivée d'une 
donnée déclenchera donc une phase de stockage de cette don -
née dans un fichier suivie d'un contrôle de qualité sur 
cette donnée par rapport à celles qui l'ont précédée. 
Le but que l'on s'est fixé au départ est que 
l'utilisateur effectue son contrôle de qualité sans nulle-
ment se préoccuper de recherche de paramètres, variances, 
moyennes ou autres variables. Il ne doit donc exister 
un dialogue entre lui et la machine qu'en termes intelligi-
bles pour les deux parties (et surtout pour l'utilisateur). 
On exclut donc la possibilité que l 'utilisateur effectue 
le moindre calcul ; ce sera à la machine de lui proposer 
des solutions compréhensibles qu'il lui sera libre d'accepter 
ou de refuser. 
IV .1 .1. _Principe 
Pour les données passées, l'utilisateur peut les 
qualifier correctes ou incorrectes selon les observations 
qu'il a pu relever en pratique. Donc, si l'on dispose d 'un 
certain nombre de données en plus du fait que l ' on sait 
si elles sont correctes ou non, on peut préparer le contrô-
le de qualité de la prochiine donnée en faisant une recher-
che initiale. 
Cette recherche consiste à simuler un contrôle de 
quàlité sur les anciennes données e t de conser ve r l e s para-
mètres qui ont donné le meilleur résultat. Ce résultat e st 
obtenu en faisant varier les paramètres néc e ssa~res au con -
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trôle de qualité et il est tel que toutes les erreurs que 
l'utilisateur a détectées en pratique le soient aussi par 
le programme. 
Une fois ce résultat trouvé, il s'agit de stocker en mé-
moire les paramètres correspondants pou r ne pas devoir les 
recalculer à chaque introduction de nouvelle don né e . 
C'est ici que le dialogue interactif va trouver 
son plein développement car il est peu probable que sur un 
grand nombre de données, le programme détecte exactement tou-
tes cell es voulues incorrectes : il peut en effet en oublier, 
en détecter d 'autres à tort, en détecte r des vraies mais 
un coup ou plusieurs en avance ou en retard, par rapport 
à l'estimation de l'utilisateur. 
Il doit donc proposer des solutions à l'utilisateur qui est 
libre à son tour de les accepter ou de les refuser . S'il ~n 
accepte une, il y a copie e n début de fichier des paramètres 
ayant fourni cette solution ; sinon, il y a recherche d 'une 
autre solution tant que cela est possible et peut être uti-
le. Si l'utilisateur refuse toute solution, il s'agit pour 
lui de contrôler la vraisemblance de ses affirmations quant 
à la j uste sse ou non des données passées. 
S'il peut en corriger, il le fait. Sinon, il faut qu'il 
prenne un ri·sque en choisissant des paramètres tels qu'il 
n'oublie pas des données incorrectes mais qu'il en détecte 
d 'autre s à tort. En fait, le fait de refuser toute so lu tio n 
implique le forçage des paramètres à des valeurs telles que 
la longueur moyenne des séries quand la moyenne courante 
s'écarte de 2~ de la moyenne est égale à 3 (c'est-à-dire 
ARL ( 2~ ) = 3 ) . 
En effet, les conclusions du chapitre III nous indiquent 
que toutes les données fausses seront détectées mais qu'il 
y e n aura d'autres qui le seront à tort . 
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La probabilité d!e rr e ur est d onc plus grande mais ça ne repré-
sente pas une erreur grav e car il est moins grave de détecter 
une e rr eu r en trop que d'en oublier une et de ce fait de con-
: sidérer comme correcte une donné e qui ne l' es t point . 
IV.I.2._Application_prati que 
Comme on a déduit ( chap. II et III ) que la 
méthode 3 donnait les meilleurs résultats et que de toute 
manière ceux produits par la deuxième y étaient inclus, 
on va unique ment travaill e r avec la troisième. 
Rappelons que cette méthode e st basée sur l'in-
tervalle de décision h tel · que l'on détecte une e rreur si 
~ {xi -r)~h 
ou puisque w = 0 
On n 'a donc que l e paramètre h à faire varier 
de sa plus petite valeu r à sa plus grande pou r trouver tout es 
les s olution s possibles à notr e problème. 
Le h à considérer est égal à : hlu x 2 x O-o ù le 
h1 uest égal à une val eur trouvée sur les abaques A e t 8 du cha-
pitre I. On peut ainsi y trouver u n hlu pouvant varier de 2 à 
5 . On va donc commencer la simulation avec un hlu = 2 et l'in-
cr éme nt er de 0.1 à chaque itération jusq u' à ce qu 'il attei -
gne 5 au ma x imum si cela s'avère encore uti le . 
IV . I.3 _• rganisat ion_ des _fichiers 
On dispose d ' un fichier par typ e de données . 
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Ces fichiers so nt organisés de la manière suivante 
1) paramètres 
2) données. 
Les paramètres occupent une zone fixe en début de fichier. 
Ils se répartissent en dix nombres réels (en floating 
point) de 4 bytes chacun. Cette zone occupe donc 40 bytes . 
On dé crira plus tard chaque réel en particulier mais sachons 
déjà qu'il y aura là tout ce qui sera nécessaire pour effec-
tuer n'importe quel contrôle de qualité sur les données qu i 
~suivent. 
Chaque donnée sera composée d'un réel qui la représente 
plus un caractère (1 byte) disant si elle est correcte ou 
non. Ce sera donc un groupe de 5 bytes par donnée. 
Rem. En fait, comme il y a alignement des nombres en 
floating point sur les mots et que les mots prennent deux 
bytes, il y aura chaque fois une pe rte d'un byte en tre cha-
que groupe composé d'une donnée et d'un caractère. 
IV.I.4 Création des fichiers 
Avant de travailler s~r des données et de les 
stocker dans un fichier, il faut évidemment créer le fichier. 
On le fait au moyen du programme creat qui crée un fichier 
au nom qu'on lu i ind ique, f ichier accessible en lecture 
et écriture par tout utilisateur. 
IV.1 .5 Initialisation des fichiers. 
Comme un bon contrôle de qualité requiert un 
minimum de deux cents données pour être statistiquement vala-
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ble, il faut avant toute chose procéder à une initialisation 
du fichier dans laquelle il est nécessaire de stocker les 
deux cents données initiales ainsi que les paramètres qu'il 
est déjà possible de calculer ( somme des données , somme 
des carrés, nombre de bytes écrits sur le fichier, format 
d'impression des données ) . 
Chaque donnée se doit évidemment d'être accompagnée de son 
caractère de justesse : 1 ou O selon que la donnée est 
considérée comme correcte ou incorrecte. 
Cette initialisation sera faite par la programme init. 
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IV.1.6 Détermination des paramètres . 
-----------------------------------
Une fois l'initialisation effectuée, il faut 
préparer le contrôle de qualité de la prochaine donnée grâ-
ce aux renseignements que l'on possède sur les deux cents 
premières données. Il s'agi t donc de compléter la liste de 
paramètres de début de fichier dont certains éléments ont 
-:.déjà été calculés par init. Cette initialisation de para-
mètres va se faire par le programme .9.E.· 
La liste de paramètres se compose comme suit 
1 ) réel= 1 si on a plus de 210 données dans le fichier 
D sinon 
Ce nombre est nécessaire car on veut se li miter aux 
200 dernières données~ pour avoir une situation aussi 
proche que possible de la réalité ac tue lle (en cas de 
changement dans la moyenne des processus). Quand on 
en aura plus dans le fichier, on devra les retrouver 
à partir de la fin du fichier tandis que si l'on en 
a moins, on pourra les lire directeme nt après le qua-
rantième byte et cela jusqu'à la fin du fichier. 
2) somme des données qui nous intéressent 
3) somme des carrés des données qui nous intéressent. 
On a besàin de ces deux sommes car pour effectuer le 
contrôle de qualité, on a besoin ~•une estimation de 
la moyenne et de l'écart-type. 
4) nombre de bytes occupés par les données qui nous 
intéressent. Il a semblé préférable de mémoriser le 
nombre de bytes plutôt que le nombr e d e d o nnées car 
les recherches dans l e s fichi e rs s'effectu3nt e n no m-
bre de bytes. Si bi e n que l'on possèd e déj3 sans cal-
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cul un moyen de se positionner è l'èndroit désiré. 
5) format d'impression des données. On dispose de 
deux types de données : entiers et réels. Pour la 
beauté de l'impression des résultats, on voudrait 
éviter des zéros non significatifs pour les entiers 
ainsi que pour les réels (les données dont on dispose 
se limitent è deux chiffres significatifs après la 
virgule). 
On aura donc une impression : 
pour les entiers 
pour les réels 
-------------- %fO 
-------------- %f2 
6) écart= w tge. Le programme ayant été pré vu pour 
utiliser n'importe quelle méthode de contrôle de qua-
lité, on est obligé de mémoriser w tge qui intervient 
dans les deux premières méthodes. Comme on utilise 
la troisième, il suffit de mettre ce paramètre è zéro 
dans init pour rester cohérent. 
7) premier accumulateur 
8) deuxième accumulateur. 
Pour préparer le contrôle de la prochaine do nnée è en-
trer dans le fichier, il est nécessaire de conserver 
l'état des deu x accumulate urs puisque ce sont eu x qui 
déterminent les conditions de sortie. 
9) intervalle de décision : c' es t le but prem i er du 
programme~- Une fois qu 'il est dé terminé après 
l'initialisation et un premier passage de~, c' est 
lui qui servira au contrôle de qualité des données fu-
tures tant que cela satisfera l'utilisateur . Une fois 
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que les solutions du contrôle de qualité ne coïncideront 
plus avec les exigences de l'utilisateur, il faudra fai-
re repasser le programme .9_E. pour déterminer un nouvel 
intervalle de décision. 
10) moyenne. C'est celle qui a servi à déterminer le 
h ci-dessus et qui servira au contrôle des prochaines 
don né es. On ne peut pas se permettre de recalculer 
la moyenne à chaque ajo ut de donnée car le fait d'ajou-
ter une donnée va modifier les sommes 2) e~ 3) ainsi 
que le nombre de bytes 4). La moyenne changerait donc 
ainsi que l'écart-type et on effect uerai t un contrôle 
avec des paramètres ne correspondant plus à ceux es-
timés pour les données antérieures. 
Rem. 1 : Les 6 premiers paramètres seront initialisés par 
le programme init tandis que les 4 derniers le seront 
par .9.E.· 
Rem. 2 On remarque que certains paramètres ne néces-
sitaient pas l' emploi d'un nombre en floating point mais 
q u ' u n s e u 1 c a r ac t è r e au ra i t s u f f i ( p a r am è t r e s 1,5 ) ou u n 
entier (paramètre 4). 
On a choisi de les mettre tous en floating point du fait 
que la perte de place n'étiit pas importante et surtout 
pour pouvoir travailler à l'aide d'une matrice et ainsi 
accéder à tous les paramètres à l'aide d'une seule opé-
ration de lecture / écriture. 
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IV . 1.1 Ajout_ d ' une_ donnée . 
Après une lecture des paramètres de début 
de fichier, on a tout ce qui est nécessaire pour effectuer 
le contrôle de qualité de la donnée à ajouter au fichier. 
Une fois qu'elle aura été étiquetée correcte ( 1) ou in-
correcte (0) et acceptée par l'utilisateur, e l le est re-
copiée avec son caractère en fin de fichier. 
Il faut aussi ajuster les paramètres sommes, nombre de 
bytes et accumulateurs. 
Enfin, si le nombre de do nnées devient plus grand que 210, 
il sera nécessaire de le dim inuer. Pour cela un traitement 
est obligatoire car un contrôle de qualité ne peut pas 
démarrer dans n'importe quelles conditions il faut que 
les accumulateurs soient initialisés à zéro. Or, on ne 
les remet · à zéro qu'après une donnée fausse. Si bien que 
il faudra détecter la première donnée fausse et se 
positionner juste après pour obtenir la première donnée 
qui nous intéressera dans le futur (dans le cas où il 
faudra rechercher un nouvel intervalle de décision). 
IV.1 .B_R echerc he_de_l'intervalle_de_décision_optimal. 
Tout d'abord, il est nécessaire de lire 
les cinq premiers paramètres. On peut ainsi calculer la 
moyenne et l'écart-type, et de plus on connait le nombre 
et la position des don nées qui nous intéress e nt. 
Avec l'interva lle de décision minimum, on peut effectuer 
le prem i er contrôle de qualité sur toutes les données 
que l'on a lues. Cela fournit une solution qu' il faut 
mai n tenant tester : cette solution se présente sous la 
forme d 'un vecteur binaire dont le nombre de composantes 
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est égal ~au nombre de données considérées. I s'agit donc 
de comparer chaque caractère associé à une donnée et lu 
dans le fichier avec la composante correspondante du vec-
teur résultat. 
Si tous les caractères coïncident parfaitement, on a 
obtenu une solution exacte. 
Sinon, deux cas peuvent se produire : une donnée incor-
recte n'est pas détectée par le programme ou une donnée 
correcte est détectée à tort par le programme. On consi-
dérera le premier cas comme étant une erreur grave par 
rapport au second car il est plus grave d'oublier une 
erreur que d'en détecter une en trop (car toute détection 
dénote tout de même d'un certain écart par rapp ort à la 
moye nn e). 
Il y à un cas intermédiaire dans lequel toutes les erreurs 
so nt détectées mais imparfaitement. C'est-à-dire que l'on 
suppose au départ que ce que l'utilisateur a stocké dans 
le fichier est la limite qu 'il ne faut pas dépasser ; et, 
da ns ce cas, ~i une erreur est détectée un coup trop tôt, 
on ne peut que l ' accepter ou du moins proposer la solu-
tio n à l'utilisateur comme solution ~cceptable . Il a quant 
à lui l a liberté totale de l'accepter ou de l a refuser. 
S'il la refuse, elle est définitiveme n t perdue. 
Si la solution n'est ni exacte ni acceptable, elle est 
stockée selon le principe du minimum d ' erreurs : c'est dire 
qu ' à la fin de la simulation sera proposée la solution 
qui contiendra le moins d'erreurs (si possible sans er-
reurs graves, sinon avec ! ) . 
On atteindra la fin de la sim ulation si l'intervalle de 
décision servant au contrôle est si grand qu'o n ne détecte 
plus aucune erreur ou qu'il dépasse un certain maximum. 
Il va sans dire que le fait d'accepter une solution fait 
lui aussi finir la simulation après avoir recopié en dé -
but de fichier tous les param è tres correspondant à la 
so lution retenue. 
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On a alors le choix de laisser les données telles quelles 
dans le fichier ou de modifier leur caractère de justesse 
d'après la solution acceptée. Il faudrait pour cela voir 
si cela va influencer fortement le contrôle de qualité 
suivant . Dans le cas où l'on veut recalculer l'intervalle 
de décision à cause d'une valeur qui est manifestement 
incorrecte mais cependant pas détectée par le programme, 
si auparavant on a recopié la solution acceptée (qui 
n'était pas exactement celle demandée au départ par l'uti-
lisateur), il est pratiquement certain que le programme 
va proposer le même h et de ce fait la même solution que 
celle que l'on refuse maintenant. On sera ainsi dans une 
impasse et il faudra modifier assez bien de caractères 
pour avoir une chance de retrouver une solution acceptable. 
De plus, si chaque fois que l'on recalcule le h et que 
l'on trouve une solution approchée que l'on accepte, 
on la recopie dans le fichier , on risque de s'éloigner 
fortement du but initial que l'on s 'était fixé et que l'on 
ne connaitra même plus après la première acceptation. 
Le mieux est donc de conserver ce que l'on désire au dé -
part pour qu'à chaque essai, on tende le plus possible 
vers cette solution idéale. 
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IV.2 Langag e de programmation utilisé 
Les programmes étant de st inés à fonctionner 
sur PDP 11/45 ou 11/70 sous l'op eratin g system UNIX, il a 
donc fallu les rédiger dans un langage accepté par cet OS . 
Il en étaient deux qui pouvaient convenir : le langage C 
et le fortran. 
J'ai choisi au départ le C pour plusieurs raisons 
1) permet une programmation structurée aisée (s ans 
goto ) . 
2) Utilisation de pointeurs , de caractères et facili -
tés procurées par l ' emploi des structures pour con -
denser la description de grands ensembles de données. 
_ 3) Compilateur performant . Une bonne partie de l ' OS 
lui - même est écrit en C. 
4) Routines d'entrées/sorties relativ eme nt aisées 
d ' utilisation . 
Les entrées/sorties se faisant en ASCII , caractère par 
caractère, quand on entre une donnée au terminal, il faut 
lui appliquer un traitement pour la transformer en flot-
tant ou en réel ( routines atof et atoi) . 
Pour imprimer les donnée s s ur la sortie standard, on dis -
pose de la routine printf qu i permet d ' imprimer tout ce 
que l'on désire selon le format choisi . 
Etant donné que les d onnées n'ont pas toutes le même nom-
bre de chiffres, il est impossibl e de les stocke r telles 
quelles dans un fichier s i l ' on veut les retrouver pai la 
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suite. Il sera donc nécessaire de les traduire (ASCII 
to float) non plus avant toute opération arithmétique in-
cluant l'emploi de cette don né e mais avant même le stoc -
kage de la donnée en mémoire ; grèce à cette opération, 
toutes les don nées en mémoire auront la même longueur de 
4 bytes et il sera aisé de les retrouver toutes. 
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IV.3 Explications et fonctionnement des programmes. 
IV.3.1 CREAT voir annexe IV.1 
Création d'un fichier dont on donne le nom. 
Ce nom peut avoir de I à 9 caractères. 
Le fichier est créé avec le mode 0777 c'est-à-dire acces-
sible en lecture/écriture par tout utilisateur. 
IV.3.2 INIT Voir annexe IV.2 à 4 
Initialisation d'un fithier avant d'y ef-
fectuer tout contrôle de qualité. 
Introduire le nom du fichier ; si le nom est incorrect, 
donc inconnu de la machine, il y a impression d'un mes-
sage d'erreur suivi de la fin forcée du programme. Si le 
nom est correct, il est possible d'introduire au maximum 
200 groupes (donnée, caractère). 
Une fois toutes les données dans une zone tampon, on peut 
les écrire sur le fichier à partir du quarantième byte. 
Il y a entretemps calcul de la somme et de la somme des 
carrés des données puis rangement dans les deuxième et 
troisième paramètres. Le premier paramètre est mis à 
zéro et le quatrième est fixé au nombre de bytes qu'occu-
pent les données (nombre de données x 6). 
Si les données sont entières, mettre le cinquième ·paramè-
tre à zéro, sinon à un. 
Recopier les paramètres ainsi trouvés en début de fichier. 
Rem : Si on a plus de deux cents données, on ne tiBlt 
compte que des deux cents dernières ; si on en a moins, 
on fait avec ce qué l'on a ! 
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IV.3.3. AJOUT . voir an ne xe IV.5 à 10 
Ajouter une donnée a u fi chier e n calculant 
so n caractère de justesse selon les paramètres de début de 
fichier trouvés par le programme .Qi_. 
Introduire le nom d u fichier (cfr ci-dessus ) . 
Lecture des paramètres. 
(a) Introduire la donnée à ajouter. 
Aj ustement des paramètres 2 à 4 . 
Contrôle de la qualité de la d onné e . 
Acceptation ou non par l 'u tilisateur du résultat fourni. 
Copie de la donnée et de so n caractèr e en fin de fichier. 
Ensuite, il est nécessaire de tester l e nombr e de d onnées 
puisque l'on ve ut toujours s e limit e r à plus ou moins 
200 données (si l'on en prend plus, il deviendra impossi-
ble de visualiser ~lairement l es solutions proposées). 
Si le nombre de d onnées dépasse 210, il faudra le restr e in-
d re, supprimer les premières données selon le principe 
expliqué précéd e mment qui v e ut que les accumulateurs 
doivent être nuls au départ d'un contrôle de qualité. 
Une fois cette recherche faite, il faut modifier les 
paramètres affectés par cette opération. 
Si l'on possède une autre donnée à ajo ut er au fichi er , 
on recommence en (a), s inon on peut recopi er les para-
mètres en déb ut de fichier. 
IV .3. 4 . QC vo ir annexe IV·. 11 à 2 2 
Détermination de l'intervalle de décision 
approprié aux 200 dernières données d u fichier. 
Introduction du nom du fichier. 
Lect ur e des 5 premiers paramè tr es. 
Lectur e des 200 dernières donnée s environ . 
Calcul du nombre de d onné e s, de la mo yenne, de l ' é cart-t ype . 





Incrémenter le hlu 
Calcul du h . 
Dét e rmination de la solution pour les d onnées dont 
on dispose . 
Test() 
Test () 
Test de la solution trouvé e par qualcon () 
Rem . On trouvera un organ i gramme décr i vant en détail le 
test effectué pour évaluer la validité de la solution . 
On peut obte nir : 
solution exacte on peut stopper ! 
solution ac~Bptable proposée si acceptée stop 
sinon qualcon() 
solution finale : avec erreurs graves ou non 
si acceptée stop 
sinon révision des données . 
Chaque fois qu'une solution est acceptée par l'utilisateur, 
il y a exécution de savepar() et copypar () . 
sauvetage et de la copie des paramètres . 
l s'agit du 
Si la solution n ' est ni " exact" ni " prop osed " , il y a 
sauvetage selon le principe du minimu m d'erreurs, ce qui 
·peut e ntrainer l ' exécution de savepar() . 
La fin de la simulat ion est atteinte quand le vecteur 
r ésultat de qualcon() est composé un iquement de 1 ( il est 
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donc devenu inutile d'incrémenter encore h ) ou quand le 
hlu devient plus grand que 5. 
Cette fin provoque l'impression de la meilleure solution 
obtenue selon le principe du minimum d'erreurs tout au 
long de la simulation. 
Si cette solution est acceptée, il y a recopie des para-
mètres (copypar() ) . 
Si cette dernière solution n'est pas acc eptée , le h est 
forcé è 2.2 * 2 * ~, valeur correspondant è un ARL (2a ) = 3 
pour une variable normale. Cet or d r e de grandeur nou s 
garantit en effet une détection rapide de futures erreurs. 
Il sera alors possibl e après l'introduction de quelques 
nouvelles données de recalculer un nouv ea u h dont l es 
chances de découverte ne peuvent que croitre 
CONCLUSION 
Conc . 1 . 
Ccrn clusion. 
Il ressort de cette étude que l 'utili sation 
des somnes cumulées permet un contrôle de qualité fiable 
et relativement aisé . 
La comparaiso n effectuée entre les différen -
tes méthodes de contrôle utilisant des diagrammes de sommes 
cumulées ou simplement des sommes cumulées fait apparaitre 
que nul n'est besoin de quelque diagramme que ce soit. 
Si le principe du contrôle par V-écran 
peut sembler intéressant po ur visualiser au mieux l es 
déviations de la moyenne courante, il sembl e par contre 
que l'utilisation est assez malaisée et si l'on veut 
travailler sur le diagramme, cela néc essite des manipu-
lations extérieu r es à toute rationnalité (V - écran sur 
transparent superposé au diagramme où l'on porte succes-
sivement toutes les don né es) . 
Que ll a que soit la manière dont sont estimés 
les paramètres du V- éc ran, cela dema nde tout de même un 
minimum de calculs et su rtout ~n choix au dépar t (o n 
devra ainsi estimer ARL(2 ~ ), w, qu e lques fois ARL(O)~·· · ). 
On a vu que l 'on disposait de deux méthodes d ' estimation 
des paramètres d e t e du V- éc r an ( Ewan & Kemp , Gol dsmith 
& Withfield). La première s ' est révélé e trop restric-
tive quant aux possibilités de variation des paramètres 
et aussi d ' exact itu de des résultats obte nus . 
La deuxième réclame un c hoix de courbe faisant varier 
l es deux paramètres d et e en sens inverse . Il est 
donc impossible de classifier ces courbes selon un ordre 
bien strict au point de vue des résultats obtenus. 
C'est dire que si l'on veut utiliser cette méthode pour 
trouver les paramètres optimau x , il faudra essayer un 
Conc. 2 
grand nombre de courbe s ava nt de découvrir celle qui nous 
intéresse. C'est un peu laborieux surtout qu 'il sera né-
cessaire . e n plus d ' estime r w ! 
Etant donné c e tt e diffi~ulté en plus du fait 
que le but initial de cette étude était de proposer un con-
trôle de qualité ne réclamant aucun calcul de quelque dif-
ficulté que ce soit et devant fonctionner en interactif, 
il s'est vite révélé que la troisième mét h ode basé e sur 
l'int e rvalle de déci s ion présentait les meill e urs atouts 
e n vue d'une implémentati on en machine. 
Le f 2it que l'on n'a plus qu'un paramètre à 
faire varier implique en effet qu'il est possible, e n 
partant de la plus pet ite valeur jusqu'à la plus grande, 
de classifier tous les résultats obt e nus sur base d u 
nombre décroissant d'erreurs détectées. Il est ainsi 
aisément possible d'isoler la meilleure solut i on et le 
nombre de simulations à ef fectuer pour y arriver se trou-
ve fortement réduit. 
C'est d onc cett e méthode qui a été dév e -
loppée e t impl é me ntée mais tout a été prévu de t e ll e sor-
te que si l'on veut i mplémenter une des deux autres, les 
changements ne soient pas trop importants. 
Les essais e ff e ctués jusqu ' à présent mon -
trent toutefois que la troisième méthode sat isfai t ample-
me nt les des iderata des utilisateurs. 
Ces essais p rouv en t a uss i que de grands 
moyens de traitement ne s on t pas nécessair e s à l'implé-
mentation d'u n contrôle de qualité efficac e ( i ci un 
PD P- 11 / 45 ) . 
Conc.3 
On aurait pu pousser pl~s loin l'étude théo-
rique des différentes méthodes et cela surtou t au point de 
vue statistique. Là n'était pas notre but. 
Il fallait avant tout un contrôle de qualité qui "marche" 
en interactif en laissant toute possibilité à l'utilisa-
teur qui lui ne pouvait effectuer aucun calcul de quelque 
nature que ce soit. 
C'est ce qui a été réal isé gr~ce à l'aide du 
laboratoire d'analyses médicales d u Docteur M. Noe l qui a 
mis à notre disposit i on son ordinateur et qui nous a per -
mis de consulter à loisir les données qui nous étaient né-
cessaires. Nous l'en remercions vivement ainsi que toutes 
les personnes qui on t contribué de quelque manière que ce 
soit à la réalisation de ce mémoire. 
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ANN .I.I 
Méthode de Shewart - Exemple numérique. 
Soit une population normale de moyenne M = 0 et 
d'écart-type S = 2 dans laquelle on prélève des échantillons 
de quatre pièces une par une en remettant la pièce après 
chaque mesure. On considère les moyennes x. des échantillons. 
l 
les dix premiers échantillons suivent une loi normale 
N (O,I). A partir du onzième, on introduit un dérègle-
ment tel que les échantillons suivent désormais une loi 
normale N( 1.5, 1). 
-
-ND X. ND X. 
l l 
x1 1 • 6 x11 0.4 
x2 0.4 x12 2. 1 
x3 -1 • 1 x13 -0. 2 
x4 -0.7 x14 2.4 
x5 1 • 6 x15 1 . 9 
x6 0. 1 x16 1 • 1 
x? -1 • 4 x1 7 - 0. 1 
xB 0.8 x18 2.4 
x9 -0.2 x19 2.9 
x10 -1 . 4 x2 0 1 . 4 
µ_ t- 3. os 0--
- ,L - - - - ------- - - - - - - - - - - --- - - - - - - -
µ_ t- (l-
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ANN . 1.2 . 
On voit sur le diagramme que les dix derniers résul-
tats pourtant incorrects sont considérés comme acceptables 
car figurant à l 'in térieur des limites M ~ 3 .O 9S . C'est pour 
le moins, inacceptable. 
Si on ajoute la règle ( a) ( limites à~ ~ S avec 3 points 
consécutifs en dehors des limites définissant une erreur), 
on remarque dès lors que les éch2ntillons 14 à 16 consé-
cutifs se trouvent tous les trois au - dessus de la limite, 
si bien qu'il y a intervention après le seizième échantil-
lon . 
Les deux autres règles n'apportent rien de plus. 
On n'aura donc plus laissé passer que cinq écha ntillons 
incorrects contre un minimum de d i x dans le premier cas 
Faut-il se satisfaire de ce résultat? Le diagramme nous 
montre qu'il aurait peut - être fallu se rendre compte de la 
déviation de la moyenne après le quinzième résultat sinon 
le quatorzième. Cette méthode n'est donc plus à conseiller 
vu les moyens dont on dispose à l'heure actuelle. En effet, 
une méthode utilisant les sommes cumulées fera déclencher 
une action corrective après le quatorzième échantillon, ce 
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ANN . 1 . 4 . 
La premièr e figure montre une variabilité très impor-
tante des résultats mais il est impossible, en ne considé-
rant que ce schéma de déceler la tendance générale à la 
hausse ou à la baisse 1 Si par contr e , on construit la 
deuxième figure avec la somme des écarts à la moyenne, 
celle-ci étant de 125 . 68 min.,on remarque instantaténement 
les variabilités con stantes durant certaines périodes. 
a) résultats 1 à 14 : d iagramme cumulé a une pe te crois -
sante, la mo yenne des résultats est de 142 . 
b ) résultats 15 à 70 : diagramme cumulé a une pente dé -
croissante, la moyenne n'est plus que de 108 . 
c) résultats 71 à 105 : pente très croissante résultant 
d 'u ne moyenne très élevée 154 . 
d) résultats 106 à 124 : pente décroissante , la mo~nne est 
retombée à 113 . 
Cet exem pl e montre très bien l' avantage que l'on peut reti -
rer en utilisant un diagramme de sommes cumulé es pour effec-
tuer un contrôle de qualité d'uniformité par rapport à la 
moyenne . 
-------------------
ANN . 1 . 5 . 
Exemples de V- écrans . 
a) Cas où l e processus est e n é t at d ' équi li b r e sta ti stique 
autour de sa moyenne . 
m. 
On voit que tous les points sont à l'intéri eu r des deux branche s 
de l'écran, d'où l 'on peut en tir er que le processus suit un-
dével oppem ent stationnaire autour de sa moy enne . 
b) Cas où le processus voit sa moy enne augmentgr par rapport 
à sa valeur initial e de référence. 
m 
Un point se trouve e n desso u s de l a bran c he inférieur e de 
l'écran, d ' où l ' on peut déduire que le processus a augmenté 
sa moyenne de manière inacc eptable . Une action corrective est 
d onc de ri gueur . 
ANN . 1.6 
c) Cas où la moyenne du processus es t inférieur e à la valeur 
initiale de départ . 
/l'l. 
Mêmes conclusions que dans le deuxième cas, mais la sortie se 
fait ici par le haut , c'est-à~dire décro i ssance de la moyenne 
































COURBE d tg 8 
I 1 0 . 5 
II 1 0.6 
III 1 0 . 7 
IV 1 0.8 



























d tg 8 
2 0 . 40 
2 0.50 
2 0.5 5 
2 0. 60 
2 0 . 70 


























































ANN . 1 . 8 
COURBE d tg8 
X 5 0.30 
XI 5 0.35 
XII 5 0 . 40 
XIII 5 0.45 






d tg 8 
8 0 . 25 
8 0 . 30 
8 0.35 
ANN . 1 . 9 










0 10 Lo ;,a 'le So 6C 
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0 IO 1', (o 6o 
Diagramme de sommes_cumulées représenté en tant_que ~~-






0 o~-L...1---'--:,.1...o ___ ____..to~--J...--1.__..3o ____ ,..._,_ __ ---4-____ .....___ 
= ~o 6o 
Les 30 premiers résultats suivent une loi norma l e ( 0, 1) 
Les 30 résultats sui v ants suivent une loi nor male (1 , 1) 
La va l e ur centrale de référence k est choisie égale à 0,5 
ANN . 1 . 1 0 
Sur le diagramme de sommes cumulées rep~ésenté en tant 
que nécessaire, on essaie de détecter le plus rapide ment 
possible les accroissements dans la moyenne du processus. 
On choisit pour cela la valeur centrale de référenc e k 
à mi -c hemin entre M0 ( =0) et le niveau qui apparait comme 
juste insatisfai s ant. On ne report e alors sur le d iagram-
me de sommes cumulées que les valeurs qui dépassent k . 
Si la somme cumulée revient à O, on e n déduira que le 
processus tend de nouveau ve rs sa moyen ne (ou plus bas 
puisque cela ne nous intéresse pas) mais si elle atteint 
ou dépasse l'intervalle de décision h ( ici = 6) , on pourra 
tirer la conclusion que la moyenne courante du proc e ssus a 
augmenté de façon inacceptabl e . 
-------------------
ANNEXE II 
-constructio ~ d'une population 
théorique normale 
Méthode de Box et Muller 
-Données à trait er 
-Application des 3 méthodes sur 
ces données, paramètres respectifs 
AN N. II.1 
Construction d'une population théori que normal e . 
Méth ode de Box et Muller 
On trouvera la démonst~ation de cette méthode 
dan s le cours de Simulation de Mr Fichefet, chap . III, 2,5 . 
Si l'on veut déterminer de ux valeurs artificielles 




il suff it de 
dé terminer deux nombres aléatoires u1 et u2 suivant une 
dist ribution unifo rme sur [ • ;j et d 'écrir e 
m + ( - 2 CT 2 ln u 1 )½ 
Dans notre cas, on se propose de construire une population 
suivant une loi normale N (0,1) 
On a don c 
d'où x1 = ( 
x2 = ( -
-2 ln 
2 ln 
cr = 1 







On peut se limi~er à un échantillon de taill e 50 ; on 
pourra déjà se faire une très bonn e est i mation des 
longueurs moy en nes de s é ries que l'on obti end ra 
Pour calculer les ARL (2~ ) , il suffira de forc er un é cart 
de 2 par rapport à la moyen ne (ajou t e r 2 à tou s les ré -
su l tats) pour simuler une augmentation de la mo yenne cou -
rante d u processus de deux écarts - types . 
ANN . II.2 
Population_obtenue_par _ la _méthode _de _Box _et _Muller . 
- 0 . 71 D. 1 4 - 0 . 40 0 . 49 - 0.92 - 0 .5 9 0 . 33 - 0.28 
- 0 . 34 1 . 7 6 - 0 . 65 - 0 . 79 0 . 22 - 1 . 1 4 D. 1 3 0.39 
- 0 . 90 0 . 49 - 0 . 23 - 1 . 1 9 - 0 . 53 • . 49 - 0 . 1 D 0 . 52 
2 . 52 - 0 . 82 - 1 . 6 4 - 0.3 1 - 1 . 8 9 -0 . 48 - D. 1 5 1 . 2 2 
• . 86 -0. 81 D. 1 2 - 0 . 64 0 . 84 -1 . D 1 - 0 . 1 D 1 . 55 
• . 06 -0. 24 - 0 . 25 0 . 53 -0. 33 D.70 - 0 . 52 - 0 . 94 
- 0 . 98 - 2 . 09 
Do nnées modifiées . 
-----------------
1 • 2 9 2 . 1 4 1 . 6 D 2 . 49 1 • 08 1 • 41 2 . 33 1 . 72 
1 . 6 6 3 . 76 1 • 3 5 1 . 21 2 . 22 0. 86 2 . 1 3 2 . 39 
1 • 1 D 2 . 49 1 . 7 7 0 . 81 1 . 4 7 2.49 1 . 90 2 . 52 
4 . 52 1 • 1 8 0 . 36 1 . 6 9 D . 11 1 • 52 1 • 8 5 3 . 22 
2 . 86 1 . 1 9 2 . 1 2 1 . 3 6 2 . 84 • . 99 1 . 90 3 . 55 
2 .0 6 1 • 7 6 1 • 7 5 2 . 53 1 . 6 7 2 . 7 0 1 . 48 1 . 06 
1 • 02 - 0 . 09 
On peut donc maintenant effectuer un contrôle de 
qualité sur c es d onnées . On considérera toujours la 
moyenne du processus égale à zéro et son écart - typ e 
égal à un. On va voir combien de coups sont nécessai -
res en moyenne pour chaq ue méthode pour détecter l ' aug -
mentation de la moyenne de de u x écarts - types . ela 
nous fournira une bonne est imation de ARL (2 ~ ) que 
l'on pourra comparer avec celle théorique qui permet 
de se fixer les paramètres de décision (d , 8 ou h) 
Application_de_la_méthode_ 1 
f- = 0 U= 1 w = 1 '1/'- = 20- = 2 
tg e = 1 t:lj-'- 1 2 = 
w 
d 2.20 -- d = 2 .20 
= w 
on a donc d tg 0 = 2 . 20 
w tg e = 1 
f- = 0 
ANN .II. 3 
ARL (b.~) = 3 
ARL (0) = 250 
Sorties après 4,,4,2,5,3, 4,2 , 1,7,3 ,4,1,3,3 coups 
Ï' = 0 <T= 1 w :c 1 
choix de la courbe XIV 
d = 8 x 1 = 8 
tg$= 0.25 X 2 = 0.50 
on a donc d tg e = 4 
w tg e = o. 5 
)'- = 0 
ARL (~f-) = 3 
ARL(0) =150 
Sorties après 4,4,2,5,3 , 4,3,7,3,4 , 2 , 3,3 coups 
Application _ de _ la _méthode _ 3_ 
f- = 0 <r= 1 w = 0 Df = 2 v = 2 AR~ c~r) = 3 
ARL (0) = 380 
ANN . 2 . 4 . 
hlu = 2 . 2 
h = 2 . 2 x 2 x 1 = 4.4 
On a donc: 
Sorties après 
d tg e = h = 4. 4 






- Contrôle de qualité sur HP 25 
Organigramme 
Programme 
- Populations de résultats et paramètres 
. lipides totaux norm aux 
.lipides totaux pathologiques 
.bilirubi ne totale normale 
.b ilirubine totale pathologique 
L 
ANN.III.1 
Programme de contrôle de qualité 
Les essais préliminaires pour essayer d'évaluer 
l'utilité des différentes méthodes de contrôle de qualité 
ont été effectuées sur une simple machine à calculer program-
mable par clavier (Hewlett-Packard 25). 
Il m'a semblé intéressant de publier la manière dont 
le contrôle a été programmé car ce sera la même méthode qui 
sera utilisée dans la future implémentation en machine ( en 
roccurrence PDP - II/70). 
Le problème dans ce cas-ci est la faible taille de 
la mémoire (seulement 8 registres) impliquant l'introduction 
des d on nées une à un e . Une étude sur un grand nom bre de ré -
sultats représente donc un travail long et fasLidieux. C'est 
pourquoi il a semblé indispensable de traiter le problème 
par ordinateur où l ' o n pourra évidemment stocker to u tes les 
données qui nous seront utiles et nécessaires sa ns les recal -
culer à chaque f ois. 
Progra mm e de HP 25 
8 registres : RD accumulateur 2 




x. - µ.- wtge 
1. . f 
xi-r,+wtge 
accumulateur 1 
R5 écart w tg e 
R6 hou d tg e (intervalle de décision) 
R7 nombres de données générées avant détec-
tion d'erreur . 
x. = donnée à analyser . 
1. 
On a une pile opérationnelle à 4 positions X,Y,Z,T superpo-
sées dont la position X est toujours affichée. La machine 
utilise la notation polonaise invers é e. 
AN N. III.2 
Initialisation 
On calcule la moyenne et on la met dans R1. On calcul e l'é -
cart - type, on choisit la méthode de déte r mination d e s para -
mètres d et 0, on calcule w tge qu'on met dans R5 et d tg e 
qu'on met dans R6. 
Exécution 
On introduit la donnée _; on exécute le programme . Si 
l ' écran affiche O.OCT, la donnée est considérée comme co rrect e, 
on peut rentrer la suivante et ainsi de suite. 
Si l'écran affiche un certain nombre différent de O, il s 'agi t 
du nombr e de données générées avant dé tection d'erreur ( R7). 
Cette dern ièr e d onnée est donc refusée et considérée comme 
incorrecte. Si le nombre affiché est positif, il dénote d'une 
diminution dans la moyenne courante du proc essus et inversé-
me nt,un affichage négati f indique un accroissement du processus. 
En cas de détection d ' erreur, les accum ulat eurs sont remis à 
zéro ainsi que le compteur de do nn ées ! 
On trouvera page ANN.III.3 l'organigramme et page ANN.III.4 le 
programme lui - mê~e . 
~~ ------------------------------
1 NIT. 
R7 = R7i-1 
X· 1 
a ::: Xj - ;<- - Wtg 0 
b = Xi - f--t-WtgO 
0 
AC 1 = a 
0 
Ac 2 = b 
0 
ANN . III.3. 
ORGA NIGRA MM E 
n ACl=-+a 
- R 7 
Ac2 ::: +b 
n 
R 7 
Acl = Ac2 =- R7 =0 










1 0 . 
1 1 • 
1 2 • 
1 3 • 
1 4 . 
1 5 . 
1 6 • 
1 7 . 
1 8 • 
1 9 . 
1 














g X ( Ü 
R i 
20 . + 
21 . ST0 4 
22 . RCL 6 
23 . f X }. Y 
24 . CTO 28 
25 . RCL 7 
2 6 . C HS 
27 . CTO 40 
2 8 . f S TK 
29 . RCL 3 





























ANN . III. 4 
-----------------
ANN . III.5 
Poeulations de résultats réels . Labo rat oire du docteur 
Noel , 
Lieides totaux normau x 
560 570 56 0 580 
590 590 580 570 
570 580 590 580 
580 590 590 580 
590 570 580 590 
590 580 580 580 
610 590 590 580 
590 570 580 580 
580 58 0 570 590 
6 00 570 580 580 
590 570 590 590 
580 590 570 570 
590 570 590 
120 observations 
/A- = 585 . 33 
0- = 9 . 87 
Méthode 1 
d tg e = 
w = 1 0 w tg e = 
r = 
aucune sort i e 
Méthode 2 
w = 10 courbe XIV 
sorti e après 27 
580 580 580 
570 590 600 
57 0 600 6 00 
580 590 600 
580 600 590 
590 580 580 
580 600 59 0 
590 570 6 0 0 
580 590 58 0 
580 590 60 0 
580 600 590 
570 590 6 00 
590 600 580 
ARL ( 2 (J) = 
21 . 91 
9 . 87 
585 .3 3 
d = 8 X 9 . 87 
tg e = 0 . 25 X 
d tg e = 38 . 97 
w tg e = 4 . 9 
r= 585 . 33 
données ( 56 0 ) ! 
juillet-août 19 7 8 
580 580 580 
600 580 600 
580 590 590 











= 78 . 96 
2 X 9 . 87/10 = 0 . 49 
ANN .III. 6 
Méthode 3 
hlu = 2.2 h = 2 . 2 x 2 x 9.87 = 43 . 43 
w tg e = o 
r= 585 .33 
sorties ap r ès - 10 , 12 ,5, 12 , 11,6 ,-15,- 8, - 6, -11,- 7 ,- 16 
données . 














hlu = 3.1 h = 3 . 1 x 2 x 9.-S7 = 61 . 19 
w tg e = o 
r = 585 . 33 
sorties après 23,12,15,13,-13,-9,-13,-20 do nn ées . 
Lipi des totaux pathologiques 
600 600 580 590 600 61 0 580 600 590 
610 590 590 580 590 590 620 6 00 600 
6 00 580 570 59 0 600 600 580 590 610 
590 580 590 570 600 600 600 600 
590 570 570 580 580 590 610 6 00 
600 590 580 570 600 600 590 610 
590 590 590 580 60 0 600 600 590 
600 600 600 580 590 590 610 600 
590 590 590 590 600 60 0 590 590 
580 590 590 590 600 600 600 600 
580 580 580 6 00 600 580 590 590 
60 0 580 590 600 580 580 590 580 
590 570 580 590 600 61 0 600 600 
120 observations 
f- = 593 . 33 ARL ( 20-) = 3 
a-- = 11 . 2521 
Méthode 1 
d tg e 





= 24 . 98 
= 11 . 2521 
= 593 . 33 
- 3,41,14 données . 
d tg e = 50.63 
w tg e = 5 . 6 
j'- = 593 . 33 
sortie s après - 3,37 , 16 données 
Méthode 3 
h = 49 . 50 
w tg e = o 
r= 593.33 
ANN . III.7 
sorties après -3,-7,-6,14,B,4,B, 6 ,3,-20,-19,- 12 don né es 
Méthode 3 avec AR L (20--) = 4 
h = 69 . 7 6 30 
sorties après - 3,-10,18,9,6,-23,-20 dcnnées 
ANN . III.8 
Bilirubine totale 
. 41 . 56 . 5 5 . 48 
.57 . 78 . 48 . 50 
.46 . 49 . 51 .36 
.68 . 62 . 46 . 41 
.8 1 . 5 7 . 40 . 4 5 
.57 .5 2 . 41 . 40 
.39 . 37 . 44 . 48 
. 41 . 56 . 58 . 45 
. 47 . 63 . 6 1 . 48 
.5 9 .50 . 51 . 42 
. 42 .39 . 47 .46 
. 42 . 49 . 49 . 43 
.70 .57 .57 . 44 
121 observations 
t- = . 44479 
cr = . 09 
Méthode 1 
w = 1 
normale 
. 32 . 43 . 41 
. 46 . 42 . 38 
. 37 .39 . 38 
. 43 . 27 . 36 
. 39 . 35 . 32 
. 24 . 30 . 24 
. 3 3 . 37 . 45 
. 34 . 49 . 37 
. 48 .45 . 40 
. 57 . 33 . 47 
. 45 . 42 . 43 
. 38 .38 . 49 
. 27 . 44 . 40 
ARL ( a:r-) 
d tg e = 0 . 20 
w tgs = o. • 9 
Î = 0.445 
sorties après -5,-10 données 
Méthode 2 
courbe XIV d tg 8 = 0 . 0366 
w tg e = 0.0478 
= 0 . 445 
. 38 . 51 
. 44 . 42 
. 41 . 37 
. 40 .3 4 
. 41 .39 
. 43 .40 
. 44 . 46 
. 41 . 29 
. 49 . 32 
. 44 . 41 
. 47 . 48 
. 41 .38 
. 47 . 42 
= 3 
sorties après - 2, - 2 ,- 1 ,- 1, - 4, - 3, ..... d onnées 





ANN . III.9 . 
Méthode 3 h = 0 . 4212 
sorties après - 5, - 9 ,- 3, - 5, - 12, - 5,19,11 , B, 7,24 
8 don nées 
Méthode 3 avec AR L (2cr) = 4 
sorties après - 5 ,- 1I ,- 7 ,- 13,24 , 11 , 12,13 , 19 données . 
ANN.III.10 
Bilirubine totale pathologique 
6.90 7 . 32 6.67 7.27 5.35 4 .58 6.81 5 . 99 
8 .32 6.21 6.66 7.32 5 . 38 4.49 5.88 5.79 
6.5 5.85 8 .7 5 7.68 6.59 5.53 6.21 5.94 
5.7 5 . 68 6 . 72 5. 1 8 6.04 5. 51 7.34 5.68 
1 0.04 7.67 6 . 87 6.34 5 . 1 9 8.2 6.77 5 . 89 
6 . 36 7.08 6.69 6.27 5.31 7.6 8.27 6. 1 9 
5.73 6.8 7.04 6.49 
5.95 6. 1 6 6.81 6.47 
6. 1 7 5 . 69 6 . 64 6.69 
7.2 6. 51 6.50 4.24 
7.67 6.48 6.24 3.83 
8.81 5.96 7.05 5.37 
8.27 6.06 8.03 8.46 
7.66 6.39 6.94 8 .14. 
7.61 7. 1 2 7.55 6 . 56 
6.39 7.03 6. 41 5.24 
121 observations 
r= 6.5715 
0- = 1 . 02 6 4 
Méth ode 1 
W=1 




















ARL ( 2<r) = 3 
dtge =2.28 
w tge = 1 .0264 
f-= 6 .5715 
Sorties après -5,5 4,19 don né es 
Méthode 2 
courbe XIV d tg e = 4.2140 
w tg e = 0.5132 
r= 6 .571 5 
Sorties après - 14,47, 27,21,-9 données 
5.86 
6.92 
6 . 09 
Méthode 3 
h = 4 . 52 
sorties après -5,- B,- 27 ,- 10 , 9 , 10 , 9 , 4 ,-6 , - 8, 
17 données 
Méthode 3 av e c AR L(2Ci") = 4 
h = 6 . 3643 
sorties après - 12 ,-3 2,14,11 , 11 ,-B, 27 données 
ANN .III.11 
ANNEXE IV 
-INIT : organigramme et programme. 
-AJOUT : organigrammes et programme. 
- QC : organigrammes et programme. 
-E xemple sur données du laboratoire. 
P.NN IV.1 
Création du fichie r CREA T 
i t r:-- r r:-i -~ t i? s t i .1 ,-. ~-· r- ci:-; 1 .. .::=: 11 , m r.:- ,~ 1 .1 j 
r.re e un fjçhi@r ~u nom QUP ~'on 
ci o n ri•~ < .1. () i'.' i:< r i:< c t e r "' <; 111 .::>. >~ :i. 1111..1 111 i J • 
K. / 
ITI -:3 :i. r1 ( ) -;_ 
r.hat' tfi l r 
i rit o,:-,t,;d ~ r, , 
P r j_ r, t.. f ( • f i l I'.=? r, o rr, r~ ···· 
ri ::a r E' a ri ( 0 r f i J. , l () ) ; 
fil[ri-11::: ' \ .0 1 9 
. ' . J r 
d~taf ~ c rea t(fil,0777); 
r. los P. ( ôat.=:: f ) r 
} 
Initialisation d u fic h i e r 
1 NIT 
ouverture du fichier 
for i=D,1,199 
qc[iJ.dat=donnee 
transf. en float 
ss = + qc[i J.dat 
s c =- + q c C i J .dat x qc i .dat 
q C [i]. i n d =- C a ra C t 
ecriture donnees 
n 
PAR 4 = 0 
PAR[D] = O 
PAR [l ]= ss 
PAR [Z]= SC 
P AR [3] = (i + 1) x 6 
ecriture parametres 
ANN . I V. 2 
PAR [4}= 1 
c.:::,t :i.1··1:i.t ., C 
lï1 a :i. n ( ) { 
ch3r >:<fil/; 
float ::--,.::; ~·,[:I. OJ ;, 
c h .:3r· don[4J ~ 
:i.1--1-!:.. :i., .... i, ri i• ciat .::,f ;, 
::;t r-uct { 
f l o,,,t ..-.iat; 
ANN .I V.3 
i 1--1 :i. t (-:-; ·:::. {. u ï": :-:--· r o '..'.'; r .;::, m !Yi,,:-:· c-:i ;_.1 1 
initialise un f ich ier 
il s 'a~it d'~ rentrer un nombre 
correcte ,0 sinon ). 
1 ' 1 ..1 t :i. 1 :i. ~::- a t. (-:-:• u r ;:.i ,::,:• ·-.-· ra ,,:-:• n c o ï' ~,:• ..-.i :i. r ,,;) 
si les d • n n ees 2PPara:i.ssa n t dans 
c e fichi er sont ent :i.e res ou non. 
/* o u verture du f:i. c h:i.er ::-:-:: ....... 
Pr:i.ntf ( " filename : " ) ; 
ri= read(O,f:i.1,10); 
f :i. J.Ln··--1::1 :::, 1 \0 1 î-
data f = • Pen(f:i.1,2) ; 
:L f(da taf == -1) { Pr:i.ntf(" wron~ f:Llename ") ; 
((·'>; :i. t ( ) ; 
., 
.r 
I * lect ure des donn e e s et de s 
•.I,· l 
-·ï·- / . 
·r· () r ( :i. :::: 0 !} i 
:---:- r :i. r·1t·f ( " 
:i. f : r ;-:-:, :::• [ O J 1 ,,,, _, ~,:! 
,..1 .... l -}- :1. ;} 
.r ,. 
Printf(" d • nnee numero %d= ",J); 
GcL:i.J.dat ~ atof(data); 
~;;. ·:::. :::: + C·~ c· [ :i. J -:- !'.'.) .;;;: t. (! 
se =+ ac[:i.J.dat * ~c[iJ.dat; 
;::, r· :i. ;--:tf ( " 
ac(iJ . car - don[0J; 
.i " 
ANN . IV . 4 
- - - ---- --- ----- - ---
1* ecriture aes donnees 
e t de leurs ca r acteres a Partir 
;{</ 
seek(da ·taf,40,0); 
n = write(dataf,Gc,J * 6); 
/ :f ca 1 c-1 . .11 
:.·.-.•~::r[()J ···· OY 
: :,aï' L 1 J ···· s;·::;; 
F·ar[2J ···· '.::- C!' 
:::,arL3::J •··· . .i * ,::i ;; 
Print f ( "intese r 7 s or n ?"); 
sw itch(rep[ O::J) { 
d (·:)fa 1 • .11 t ! 
.. ·,.1, 
I -'/\ 
Par[4J -·- o; 
b r ï,:) a 1~. ; 
Pi:lr-[4] .... l v 





ecriture des parametres 










Or ganigrammes . 
Il s'agit d 'ajo uter une donnée au fichier, d ' en ef -
fectuer le contrôle de qualité et ensu it e de préparer le 
travail de qc en ne gardant au maxi~ um que les 210 dern ières 




ouverture du fichier 
1 
lecture des paramètres 
1 
lecture de la nouvelle donnée 
1 
ajustement des paramètres 
contrôle de la donnée suivi 
de l'acception ou non de la 
part de l'utilisateur 
1 
écriture de la donnée ainsi que 
son caractère sur le fichi er 
test sur nombre de données) 210 
si oui. : traitement spécial _ 
écr iture des paramètres en début 
de fichier 





Si la donnée est reconnue correcte ( incorr e ct e ) par le 
programme, l'utilisateur a le d roit de refuser le verdict 
et de forcer par la même occasion le caractère qui lui sem -
ble le meilleur . En cas de refus d ' u ne solution, il est con -
seillé d ' exécuter QC pour ajuster les paramètres de telle 
sorte que le résultat sur la de rnière donnée sati sfasse mieux 
l ' utilisateur . 
ANN . IV . 7 
Tes t Si on a plus de 21 0 donné es retenue s , voici le 
traitemen t effectué pour réduire ce no~br e . 
Ce test assurera que l ' on commencera toujours un 
contrôle de qualité après une donné e incorr ecte , 
c ' est - à - dire que les accumula t eurs seront nuls . 
TEST 
n 
PAR[D] = l 
donnees 
i<nbb/6 et [ i =O ou q C [i - 1]. in d :fo , 0 , ] 
PAR [1]=-qc[i].dat 
PAR [2] = - qc[i]. dat x qc [i]. dat 
PAR[3]= - 6 
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cat a ... ;out ... c 
I* aJ • u t aJouter une donnee a un fichier 
aPres en avoir fait le con t role de 
oualite , PreParer le travail d'une 
f:: >: c-: c 1..1 t :i. o n f 1..1 tu r •::: d (·,: c-i c •:·in ni:-":! con c.; f::' r ··-
<./ d n t Gu I i:l 1..1 n: ,ë: >; :i. tr: 1..1 1ï1 l i:.,• <.:; 2 :1. 0 .-J e r r·, :i. e r c:::• s 
d u n r-1 (-:~ (-:-: !,; • 
d o 1 • .1 b 1 1::-: a t o f ( ) v 
IÏI a :i. 1""1 ( ) { 
... ~, / 
'I"• ... 
str1..1ct { float dat; 
cha r :i.nd; } Gc[210J ; 
f 1 oat. :,, .. . ;;,, l"' [ :1. 0 J ;; 
char' lf:i.1~ 
float .:;i,, b;, 
I* 01..1vert1..1re du fichier *I 
Printf(" filename : 
n = read(O,fil,10); 
fil[n·-:l.J ==== 1 \0 '; 
dataf = • Pen(f:i.1,2); 
:i.f( dataf == -:l. ) { 





Prin tf("wron s fil en ame 
0) :< :i. t ( ) v 
,l·){< 1 (-:~c t. 1 ..1 r·,:.,:, i':.10: 1 ,:i .-::ion 1--1r: c-:i 
:-0-r:i.ntf( " 
ï' 0: a ,j ( 0 1• ,j o 1-1 :, l O ) Y 
ac[OJ.dat = atof(d • n); 
Il ._ :. 
,. ~· 
/t a .. .i1..1 •:;; ti:-,:11,ent d(-,:1,; :::,i:: ra1ï1(~:t ri:-:,•·::; t/ 
Par[1J =+ Gc[OJ.dat; 
Par[2J =+ uc[OJ.dat * Gc[OJ.dat; 
:::., .;;~ r• [ 3 J :::: + {::, ~I 
n 1·.) t .) :::; :::,• a 'j'• [ 3 ::t Y 
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I* controle de 0 1..1 alite 
~ - Gc[OJ.d a t - Par[ 9 J - Pa r [5J; 
b - oc[ OJ. d a t Pa r[9J + Par[5J; 
if ( Par[6J >= 0 ) Par[6:J '''' +d? 
i f 
(•:-ils,.i::~ Par[6:J ,,,, a; 
Par [6J ~ Par[8J ) { Par[6:J = Par[7J = o; 
c:~c[OJ.:i. nd '"' 1 0'; 
(' 




if ::-0 <ê! r [ ? J ...- ''" 0 F•ar[/J :::: b; 
else Par[/J =+ b; 
if ( Pa r[ 7J < -par[8J { Par[6J = Par[7J - o; 
G C [ 0 ] 1 i f"I ,j :a: 1 () ·' ; 
., 
,1· 
C-l c [ 0 J • :i. , .. , i.'.l .... 1 :1. 1 ; 
Printf(" 1 - bon , 0 - incorrect %c\n",Gc[OJ,ind); 
I* acceptation de la sol ution *I 
P r :i. n t f ( " ,j o \:i o 1..1 a cc c-:~ F• t t h ,::.:, ·;;; ci l 1 • .1 t :i. o 1·1 
r- (-~ .::~ ci ( 0 ~, r i:-:-:· :.:·, ~-' :? ) ~~ 
if r (·,! r, [ 0 J :::: :::: n ,. { if(Gc[OJ . ind == ' 1 1 ) Gc[OJ.ind = 1 0 1 ; 
else Gc[OJ.inJ = ' :I.'; 
Printf("now,sou must execute Gc,o\n" ) ; 
' \. 
., 
:i. f ( î' f-1 F• [ 0 J 1 :::: I ': :! I ) { Printf(" wrons resPons!\n"); 
'..'.l Cl t Cl l" E• !,; F• (: 
/ >}: (-,:cr :i. tu rs-i ,::1c-:• 
<:;1;:.•c-:-:•k ( di:, t .,~f· ~· 0 !'?) ;, 
write ( dat af , Gc , 6); 
} 
·-}..- .l 11•,,· 
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I* test sur nombre de donnees *I 
if ( Par[3 J > 1254 ) { :·:, a r C O J :a: 1 Y 
seek(dataf,-nbb,1 ) ; 
r-1 :::: r1:-:•i:id ( 1.:i,3taf, c~c :, nbi:.:i) ;; 










l* t(~)S t d(·:1 fi ri 
::.:• ar[3] __ .... 1:S? 
Par[1J =- ac[iJ.dat; 
Par[2J =- ac[i] . dat * ac[iJ.dat; 
:i.++ ; 
Pri ri tf(" is the r e ari• ther data ? s or ri?";.; 
:i.f"(ï'(·:) F· COJ ::::::a -' \:i ' ) i.:.ioto ].,::~ctv 
I* ecriture de s Parametres *I 
·:::\ ,:::• r:, 1--:. ( c.i .:3 t a ,r:~ !•' () !' () ) Y 
write(dataf,Par,40); 
c 1 01:;r:-:-1 ( c;.;:itaf) ; 
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Programme QC Organigrammes . 
QC 
<...::::::-., __ _:::::> 
l 
ouverture du fichier 
1 lecture des paramètres 
lecture 1 des données 
1 
calcul de la moyenne 
calcul de l' écart - type 




Le sous - programme QUALCON() de contrôle de qualité est ba -
sé sur le même organigramme que celui déjà proposé pour 
la HP25 . L'initialisat~o n équivaut~ do nner au hlu la plus 
petite valeur considérée a ins i qu ' à son incrément incr . 
intervalle de décision 1 u = 1 . 9 
incr = 0 
Les accumulateurs sont mis à zéro ainsi que l ' écart w. tg (eca) . -
On initialise aussi les nombres minima d ' erreurs et d'erreurs 
graves (merr e t merrg) au nombre de données (nbdata) . 
On positionne enfin un indicateur solpos sur ' 0' : on le 
mettra à ' 1 ' quand on aura trouvé une solution sans erreur 
g rave ( ce la nous p e r me t t r a q u e de r e te ni r que l .e s s o 1 u t i on s 
sans e rr eurs graves une fois que l ' on en aura trouv é un~. 
Chaque fois que le programme appellera QUALCON(), le hlu sera 
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incrémenté de 0 . 1 . Le h es t alor s calculé en mu ltip l iant 
hlu par deux écarts - types . 
On fait pass e r le programme de contrôle sur toutes les don-
nées que l'on a lues. On possèd e de c e fait les résultats 
da ns un vecteur binaire c ompar. Ce vecteur est destiné à 
être comparé avec le but recherché. C'est ce qu i sera fait 
dans TEST() appelé à la fin de QUA LCON () 
QUA LCON 
-----
ANN .I V. 1 3 
' 
incr - incr + 1 
-
C Pt = 0 
' 
1 
h = 2 x e et x [intdeci + i ncr] 1 





CONTROLE DE QUALITE (voir H P2s) 
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k = nberr = nberrg = o 
SOiine = '0' 
k < nbdata · 
n 
0 















solpos = ·1· 
i n ts o 1 = C om par 
SAVEPAR 
merr = nberr 
QUALCON 
n 
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propose la solution 
n 
QUA LCDN 
intsol = Compar 
SAVEPAR 
merrg =nberrg 




h = 4. 4 x ec t 
CDPYPAR 
cat Gc ❖ c 
dout) li:? ~~G rt ( ) Y 
doub 1 c::: atof ( ) ; 
'.5truct { 
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I* ac.c es·l un Prosramme de determination 
er1 interactif des Parametres de 
\\/ 
c o n t r ci l e d ~,i c-11 . .1.ëi l :i. t (-,i d ., i,l F-" r- c:2 <.:; l ,-,:• ·::; 
der-nieres donnees contenues dans le 
f :i. chi,::;., r· • 
. float ddt~ 
char ind; } ac[210J; 
f1ciat ss,sc,mciY,eCt,incr,eca,intdeci , h,acl , ac2; 
char comPar[210J,intsol[210J~ 
:i. n t. lîl i:.:• Y-- î' ::.:.( I' lî: f.-) Y' î' ; 
int nt-,t,; 
:Î. rit. CPt v 
::. nt r·1 i::, d -=-~ t ;.,i ;, 
-f"'J.uat :-:-,ar[lOJ; 
('" ]. D .;:: 'Î.".. l,~.I ~ 
:i_ n t. ;·::i .::.~ t .. a ·f' ;~ 
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.. ....-:.-:-:: 1ï1a :i. r·1 cor-1 t. :i. ;;.:.;, r·,t l,. 01..1·..,.·c· rt1 . .1 r,,:-:• du fi ch :i. ,:-:-; r :, 
l a lect u r e des Parametres et des 
r::l u , .. 1 ,.. 1 i:-:-i ,:-:-:· 1::- , l ,. :i. r-1 :i. t :i. a 1 :i. '::• a t :i. ci r·1 r::i (-,:· ·::; 





ch .::,: r *f:i.J; 
i n t , .. , r l.'.1 , :i. :, ,..i 1• r-1 ; 
i nt , .. ,r-:-a r· ::: 
d r:•,: c-i u a l c:- o r-, 
P ri n tf(" f :i.lename " ) ; 
n = read(O,fi l, 10) ; 
f:i.l[n····:J.J :::: ·'\0 1 ;; 
dataf = • Pen(f:i.1,2); 
if(dataf == -1 ) { Pr:i.ntf("filename net correct !\n"); 
(,~ >( :i. t ( ) ; 
n Par = read(dataf,Par,20); 
n b b :::: P d r [ 3 ::1 ; 
if (F,ar[OJ (·, ', , , { seek(dataf,40,0); r ead (dataf,ac,nbb); 
} 
else { s eek(dataf,-nbb,2); 
., 
.; 
n = read(dataf,Gc,nbb) ; 
nbdata = Par[3J / 6; 
Pr :i.ntf("nbda ta = t%d\n " , nbdata); 
I * c a lcul de m• senne et ecart-t~Pe 
mos - Par[1J / nbdata; 
ec t - s urt( Par[2J / nbdata 
F' l' :Î. !"1 t f ( " 
F--r:i. ntf· ( " 
mosen ne = %f\n" ,mos ); 
ecart-tsPe = %f\n",ect); 
Pa ï' [ <y ] :::: lîiO'::l Y 
' ., lï1 C) ~=~ } ~• 
I* :i.niti a l:i.sa ·t :i. on *I 
:i. n c· r :::: i:-:-~ c .:] :::: () ~~ 
ac 1 :::: .;;,,c:-2 ,,,, 0 ;; 
:i. I"; t d i:-:-i c :i. :::: :1 . • (;--' i\ 
G! 1 • .1 .;:~ 1 C C) l"'I ( ) ~! 
./· 
ANN . IV . 18 
/ >:< c~ u a .1. C (J 1-1 (-;;• ·f f (::' C t 1 ..1 (:·! 1 (-:-:· C Cl l"'I t r O ]. (·:: (Î (~:· 
·,I, .'' 
.-;'. / 
uual i te su r toutes les donnees lues. 
il Place les resultats trouves dans 
un vecteur binaire "comPar" et 
aPPelle ensuite "test()" Pour 
0, va l 1 ..1 (·:.• r l i:l s o 11 . .1 t :i. on t r· o 1..1 v 1:.-:• ,:0 • 




:i. r·1 t :i. t~ 
:i.ncr :==+ 0. :1.; 
c~::.-,t •··· 0 r. 
h = 2 * ect * ( intdeci + incr ); 
{" 
"\, 
2 - QC[iJ.dat - mos i: ~·ca; 
b - Gc[iJ.da t - mo~ + eca; 
:i. f ( a C :1. > :::: 0 ) f~C:L ::::+.a V 
els(::• ac:1. .... a; 





<:": l ·::;i:0 
acl ,::: ac::.~ •-· 0 il 
COlîiPi:lr[:i.] ···· 'O'; 
{ 
i f ( a C '.:2 > ::= 0 ) 





if(2ic? < .. -h) { 
., 
.;· 
ac :1. :::: ~=~c~~~ .... () V 
comr:,a T' [iJ .... ' O'; 
(·::1!::- (·:: { CCllTIPar[:i.J .. _ -' :l. ' (: 
cp ··,++ Y 
' \. 
., 
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I* test compare la solution trouvee 
Par Gual c on avec les renseisnements 
accomPa~nant les donnees sur le 
fich:i. i:ë1r ., 
;{</ 
selon le de~re d ' exact i tude de la 
solution ,il la retient ,la Pr • Pose 
ou la stocke dans "intsol". 
il la r etient si elle est exacte , 
11 la P ropose si nberr = 0 • 
sinon 1i l la stocke selon le PrinciPe 
d u minimum d ' erreurs • 
c'est a l ' utilisateur d ' accepter ou 
de refuser une solution 1 
int k,nberrYnberrLl; 
char r1°:-1PL2J ~ 
char ·solinct 
k = nberr = nberrs - o; 
solinc === 'O'v 
t,J h i 1 12 ,: I<. < n bd a ta ) 
·{ 
if ( ac[kJ. ind != c • mPar[k J ) 
{ 
sol:i.nc === 'l'i) 
, .. , b E·! r r' + + ; 
:i.f(comr:,ar[k::I , 0, ) 
,. 
··~ 
:i.f (k I= (nbdata - 1) 
-{ , .. , b (·:·! r r ·-· ···· i> k + + i> } 








== 0 ; 




i f ( nbr:.~ I' r ::::::: 0) 
Pri n tf("%.Of %c%c 
Printf( " %.2f %c%c 
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/:f i:-:,• './d .J. 1 ..1,:::t :i. 01"1 ···'··· Ut·:.' .1. a ·::; o l u t :i. D , .. 1 >:< / 
Pr:i.ntf("exact solution wi t h %f \ n",incr); 
Pr intf(" the h fo und = %f \ n",h); 
CC)F··':/Pi:l Y' ( ) (\ 
{ Pr:i.ntf("proPosed solution : \ n"); 
Printf("*******************\n \ n"); 
for(k=O;k<nbdata;k+t) 
{ if C k % 8 == 0 
i f( Par [4 J == 0 ) 
} 
r i.":i r r~ ::---· : 
Pr in tf( " do ~o u accePt th e solution? s or n \ 
- in "); 
r· (•:-~ a <:.1 ( 0 , r i:-:rr:.- Y 2 ) Y 
st,•J :i. tch ( r(~JF' [ 0 J ) { 
c-i 1 • .1 a l c Cl n ( ) ? 
b rc-:-:ak; 
Printf("solution found with incr=%f\n" 
r:,r:i.1YLf( " thc0 h fo, .. 11--,d :::: %f·\n" 1·h)~ >L-vtc r} j 
d c-,if a1 . .1 l t ! 
} 
Pr:i.ntf("will sou rePeat 7 s or n ?" ) ; 
,,iD to rd r(·,:F-- ;, 
} 
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:i. f ( n i·:,1 (·':! r r· :·.=-~ 1 :::: 1,. 
··, 
.J 
C·: J. ·::;(i' 
··, .. 
• J 
fo r(k=O;k<nbdata;k+t ) 
intsol[kJ = c • mP2r[kJ; 
·{ ·:~; i::) 1 :::.• c:i ·:;; l ,.. ? 
} 
{ for(~_=o;k<nbdata;ktt) 
:i. nt :;; Cl 1 L k J '"' c o 1ï1 :::, d Y' L k J ; 
·::; d 'v' (•:-~ F·· .::~ r ( ) ; 
1T1 i:,-i r r ,,,, 1--, b (·,: r r ;; 
., 
_,-
tr;,:~;t <::ÎE• f:i.n 
i f ( c t, -,.. n bd i:l ta :1 :!, :i. 1--, c r < 3 ) 
.l .. , • C•l l •. l <:l . ,:::· Cl 1--1 ~ .-' ? 
f:.• l ·::; (ë: 
r· 
.\. 





printf("O=ser:i.cius error,l=small error::%c\n " ,so 1Pcis ); 
Prir,tf("the better h = %f\n",par[8J); 
Printf(" scil ution =\n"); 
Printf("****************\n") ; 
for( k=O;k <nbd a ta; ktt ) 
{ if( k % 8 == 0 Pr intf(" \ n" ); 
:i. f C F' a r· L 4 J '"' ,,,, o 
" , ,:i c t:: 1,. ::i • d .::i t , ,::~ci:: k J • :i. n d ~ :i. nt s ci J. [ k] ) ; 
} 
Pri ntf("d • sou acceP t it ?"); 
r:--r:i.ntf ( " !~ or- n '!' 11 ) ;; 
r· c.i r (-:-:i ~-.-, :_:_:  ! 
ï"C·J<:~ci ( () ~ 'f'"(0F-' 'I ::::) !~ 
·::, 1,,1 :i. t c h ( r i:,-i r:, [ 0 ] ) --: 
I '-•I ,• + 
.... t 
c .;:::·::;<:-:· ... r1,. 
·.::-· 
c~ o ~-:, ~:~ :::, a r ( ) ~ 
P ï' :i. 1--, t ·f ( " a 1 1 r :i. '.,.'; h t. " ) ; 
i-:.1 r· (i• a k ;:; 
h = 2,2 * 2 * ect; 
C D F·· '::> F1 .: :;: r· ( ) !} 
Pr1ntf("the h corresponds 
1J r (-,:• a k v 
:::, r :i. r, t f ( il !,-.) :i. 1 1 '::'. Cl 1..1 r- (-,:· F' ,,,:, .;:;: t? ':c'. ,:::, r- r ·1? Il ) ;; 
~.:.~ o t. o r· c:I r· (•:-:· F·· :? ;:; 
t-:i r·\·:-:· .::~ !<. ;; 
savePar () { 
} 
COPYPar () { 
} 
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I* sauvetase des Parametres *I 
Par[5J - eca; 
Par[6J - ac1; 
Par[7J - ac2; 
Par[BJ - h; 
I* recopie des Parametres en 
debut de fichier 
seek(dataf,O,O); 
wr ite(dataf,Par,40); 
C r (·:·~ .:::: t . v D 
·f" :i. ]. 1ë-:• r-: d :;; -:-::- ···· 
i nit.,u 
f il î:.-:•n,2-1ï11:2 
Es sa i s 
;::, a Y---::ilî1 
i s there a data? s or n?y 
donnee numero 1= 560 
c aractere numero 1= 1 
is t here a da t a? Y o r n?s 
donnee nu mero 2 = 59 0 
ca r ac te r e numero 2=1 
i s the re a d a ta ? s or n?s 
donnee numero 3= 5 7 0 
c aractere n umer o 3 =1 
is there a data? s or n?s 
do nn ee numer o 4= 5 80 
ca r ac t e r e nu mero 4= 1 
i s t her e a da t a? Y o r n?s 
d on n ee n urn ero 5= 590 
c aractere n u me ro 5 = 1 
is the re a da ta? s o r n? Y 
don nee numero 6= 59 0 
ca r actere n u mero 6 =1 
i s there a d a ta ? Y or n? y 
donnee n um ero 7 = 6 10 
carac ter e n u me ro 7= 1 
is the re a d a t a? s or n? s 
donn e e nurnero 8= 590 
c arac t e re nu mero 8=1 
is ther e a data? Y or n?s 
donne e n u mer o 9 = 58 0 
c arac ter e n u mero 9=0 
i s ther e a data? s or n ?Y 
donn e e numero 10= 600 
c arac tere nume ro 10= 1 
i s there a data? s or n? y 
do n nee n um e r o 11 = 5 90 
caractere n umero 11=1 
i s there a da ta? s or n?s 
d 01--, 1--, ':'.·: (·? nu,11(2 ro :I. '.? ::: 1.'5UO 
caractere n umer o :1.2 =1 
is the r e a data? Y o r n?s 
d o n n ,:? i:-":: n 1..1 lï1 ,:,-: ï' o l :·:~ :::: '.'.'i 9 0 
c a ract1::-:• r-(-:-i numi:,-: ro :1. J::: :i. 
:i. 1::- t h 1"2 r· (·? ,::, .-.-.-; a t i:l ? ',,; o ï' n ? ·,::! 
donnee numero :1.4= 570 
caractere numero :1.4=1 
is ther-e a data? s or n?s 
donnee numero 15= 590 
C -cl r- i:: C t_. f.:• ï ' t:' n 1 ..1 ffl (-:-:• ï' Cl :l, '.'.'j :::: :1. 
is there a data? s or n?s 
ci c:i n r: i~~ i:-~.. 1 .. , 1.J 111 (-:-~ r C) l r.S :::: !=.=j i:~ () 
car-actere numer • 16=1 
is there a dals 7 s or n?s 
donnee numera :1.7~ 590 
c:· ,:~ r .::~ c t (-:-~ r f.-:• n u tï, i:-:-? r· o l ·7 :::: l 
1s there a data 7 s •~ n? s 
d • nnee numero 18= 570 
c .,:i r i=l c t. E• r· (:• , .. : u r;, ,,:-:• r o 1 :3 :::: 1 
:i. ·::; -1: .. i··1 ;:-:-:· r (-::· .;::: f.".i -= ~ t .. ::f. ? ·::=~ c_; r· r:? ·:;:i 
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carac tere numero 19= 1 
do nn ee numer o 20= 590 
c a ra c:- t f:.• ·,:- (-:-: nu 1ï1 t·' r o 2 0 ,,,, :i. 
is there a da ta? s or n?s 
donnee numero 2 1= 570 
caractere numero 21=1 
is there a data? s or n?~ 
donne e numero 22= 580 
c a ractere numero 22=1 
is there a data? Y or n?~ 
donnee numero 23= 570 
caractere numero 23=1 
is there a data? s or n?s 
donne e numero 24= 5 70 
caractere numero 24=1 
is there a data? Y or n?Y 
d o r-, n ti •'::.' 1 .., 1 ..1 1ï1 r:.~ r o ~2 ~.'i "" '.'.'i •? 0 
caractere numero 25=1 
is there a data ? s or n ?y 
donnee numer o 26= 570 
caractere numero 26=1 
is there a data? Y or n?y 
dcnnee numer o 27= 560 
caractere numero 2 7= 1 
is there a data ? Y or n 7 s 
dor-,nE.'(•::• n1.Jmf? ï'Ci ::!Oc:: ~'it30 
caracte re numero 28=0 
is ther0 a data? Y or n?s 
donnee numero 29 = 58 0 
caractere numero 2 9= f 
is there a data? s or n 7 
donnee numero 30= 580 
caractere numero 30=1 
is there a data? s or n? 
inteser? s or n ?~ 
* 
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,.! i:.~ f i:l :i. ·: ;; -/:.. e ·:::- t. 
i,; cil i. r·: c ·''' :l. 
.._i(-) fai·,;; Gualc cJn 
~j f;: r· a :i. ·:; t.0:•·,:;t 
'::• 0 ]. ]. , .. 1 C :::: l 
,j E1 "!'  ~:?- i ·::~ C·~ I..J -:3 :J. C D f"'I 
j E·) f a i ~; t (•:•) 'ê, t. 
sol :i.nc '''' :t. 
0 ==== s '"' r :i. ou s i:-.::, T' r o r ~ :t. '''' s ma 1 l (•:•' r r o r : ! 0 . , _ _ '' ue.. • . 
+ •··1, ... , • ... , ..... , + -1- , ..... 1·- •,.. ""' .â. ,i 7 .,,, ,:;····.• -1 .1 " ~ oe.,, ~ r ., 1 \- 1.. _ ., i., , ._ 1 , , + , ,~ ,J / .1 • •• 
·:::-D ]. ut :i. Dl .. 1 :::: 
**************** 
~560 l 1 
~i:LC'.. 9 J. 
~<ï _ _'.) . 1- ~) 
~5-:;sc.) l :1. 
11 6()0 
~'i?O 1 :t. 
!.:)?() l 1 
11 
':380 1 :I. 
~5~:~o l :!. 
~:5 ~:) () 1 l 
~=.=j <y () :1. l 
11 
~5"/() l l 
590 11 570 ll 560 10 580 01 580 11 
1,.J :i. 1 1 '.:i o r.J r 1:, .. :::, ,::2 ,:l t '!' '::i ë:i r: r; °!' r.; -~-~ ,-,....,. 
the h corresponds : ARL=3% verif.o 
:::i90 :l.:l. 
'.570 1 l 
~=jf~O l :1. 
:5tl 0 :t. l 
acc.'F 
fi l(·Z•rt<:l[Itr?.:' '"' F-·aram -~ Lu, •O ~ rx,.-J,: P....~,;_ 
Par[OJ ::" 0.000000 f"' ~~ 
, ... .. , . [. 1 ··1 .... :l ···, " ; ') () () () ,1 (\ " \- · "f . A fl- L { Lcr). :::: 3 , .. ,:,:) r .. - .... . / ·'Y .<, 1.. + V ' 1u V ~} 
<S 10 _:lO __ '.'590 :l :L 
:.=.=_;,;>() :î. :t. ::=.;HO :1. :1. 
'.57 0 l:!. ~5/0 ll 
1
-.-.l c, \,10 u .;;;c c:· ~z· F--t "J-: 
lia,\""'? 
<{de.~ 
Par[2J - :l.0142200.000000 
Par[3J - 180.000000 
Par[4 J - 0.000000 
---- - ----- -
"I 
/ n 
Par[5J - 0,000000 
Par[6J - -1.333313 
Par[?J - -3 . 999939 
Par[8J - 44.7057:1.1 
Par[9J - 581.3333:1.3 
Au tr es exemp l es : 
.-\ Î 1 , •• ,·• 
... · :.. i:· . . : ·. •. 
,:· :: 1 .. -:·.· •! ("::·=·::: ... 
··..- I j·· ! .L T . 1.) 
:·· I !... l:::t--!(:; ,· ..,: 1::: 
J: ~'.) f" l··t ::::,-.: 1::: 
DONNEE NUMERO 2= ~Y O 
CARA CTERE NUM ER O 2~~ 
I S f HERE A DATA·? Y 0~ N?Y 
DONN EE NUMERO 3 = 570 
C t, F: ti C T !::: F: E f\i U :"'i E i::: 1:) 3 :::: :!. 
IS THERE A DA 'f A? Y OR N?Y 
DONN EE NUMERO 4= 580 
CARACTERE NUMERO 4=1 
IS THERE A DATA ? Y OR N?Y 
DONNEE NUMERO 5= 590 
CARAC TER E NUMERO 5=1 
IS T~ ERE A DA TA ? Y OR N?Y 
DONNEE NUMERO 6= 59ü 
CARACTE RE NUMERO 6=1 
IS THERE A DAT A ? Y OR N? Y 
DONNEE NUMERO 7= 610 
CARACTERE NUMERO 7~1 
IS THERE A DATA 7 Y OR N?Y 
DONNEE NUMERO 8= 590 
CARACTE RE NUMERO 8=1 
IS THERE A DATA? Y OR N?Y 
DONNEE NUMERO 9= 580 
CARACTERE NUMERO 9=1 
IS THERE A DATA? Y OR N?Y 
DONNEE NUMERO 10= 600 
CARACTERE NUMERO 10=0 
IS THERE A DATA? Y OR N?Y 
DU r~ N [ F NU MF r:: 0 1 :I. :::: ~.'i ,:_:.:, 0 
CARACTERE NUMERO 11=1 
l ~:: THE F< E:: t, ü t, T n ? Y Cl i: :: N? Y 
DONNE::[ NUMERO 12= 580 
Ct,F:t,C T EF~E N Uf''iE=: r:;C) 12::: :L 
IS THERE A DATA ·r Y OR N?Y 
DONNEE NUMERO 13 ~ 590 
CARAC TERE NUMERO 13= 1 
IS THERE A DATA? Y OR N7 Y 
DONNEE NUMERO 14= 5 70 
CARACTE RE NUMER U :1.4=:I. 
1S THER E A DATA? Y OR N?Y 
DONNE[ NUMERO 15= 590 
IS TH ERE A DATA·? Y OR N7 : 
DDi'!N EE:: (.!UMEF:D :L ô ==· ;:idu 
CARACTE~E NUMER~ 16=1 
DONNEE NUMERO 17= 59 0 
DON~!EE:: NUMERU 12~ j7~ 
ANN . I V. 27 
~ ' ~ ' .••·· 1 ••• ,! : 
. ·.' ·i. ~ .J \. ···. 
o:~ =AS n~J~nN JJNNOG 
.: .. _ \,' i\'. ;·::i C) /.. i!, l:) J I;) iJ l::: :::1 :::1 :::1 H .L S I 
0 F: :·:·-~ :::: H ~:·:~ Ci ~::i :::i ;_..._:111-; :J :::: ?·-} f' .. 1 D 0: 
.. : . ._!_. ;-._! ;,.1 C'i )., /. 1.:) .J.. I,:;l u: l .• :. :::1 :":;! :::i l··i .t ::::; I 
06S ~!~ OdJWUN JJNNOŒ 
.J..,i, 11 ~:10 ). · ,i, 1::.! J 1;-JU 1-) J~:131--1 .L ::; I 
0=9S O~JWnN J~JlJV~VJ 
08S =9S OHJWnN JJNNOŒ 
AiN HO~ l VlV0 V JHJHl SI 
08S =SS O~JWnN JJNN•a 
~lN ~• f l VlV0 V JHJH..!.. SI 
t=tS O~JWnN Jd31JVHVJ 
Gl~ =~S OHJWnN JJNNOQ 
A~N HO A;. VlVQ V JH3Hl SI 
t=[S OHJWnN JHJ.l.JVHVJ 
ors =ZS OHJWnN JJNNOQ 
ÀlN HO Al VlV0 V JHJHl SI 
t=(S OHJWnN JHJlJVUVJ 
08S =3S O~JWnN JJNNOQ 
AlN ~O Al VlVQ V JHJHl SI 
T=TS •~JWnN .J~JlJVHVJ 
06~ =TS OJJ~nN JJNNOQ 
AlN JO Al VlVQ V JHJHl SI 
O=OS O~JWnN JHJlJVHVJ 
OlS =OS O~JWnN JJNN00 
/ . -:i,N :::1 D /.. i. 1;:J ..i. 1.:)U: 1;;! J:::I JH ..1.. ::; I 
T=6b O~JWnN Jd3..!..JVHVJ 
06S =6t O~JWnN JJNNOŒ 
AlN ~o Al v..1..va V J~JHl SI 
T=8~ O~JWnN 3dJlJVdVJ 
08S =Pt OHJWnN JJNNO• 
AlN HO A f VlVG V JJJYl SJ 
î=ft O~JWnN JJJlJVJVJ 
06S =r~ 0~3WnN JJNNOQ 
JlN JO Al VlV0 V JJJHl SI 
T=9t O~JWnN JJJ..l..JVHVJ 
08Ç =9~ OdJWnN JJNNO• 
AlN ~• À l v1va V J~JHl SI 
~=Sb OHJWnN J~JlJV~VJ 
OSS =tt OJJWnN J?NN00 
AfN JO À l UlVQ ~ JdJHl SI 
BZ:. /\ I. NNo' 
0 ,-::'. ~:·:·1 :::: () -;·:• Ci :::1 :J !.-.._! i'"i ? -..! :::1 :::! i\! i"-.: U c: 
) .. /. ! · ..! ~:I :J /.. .L 1.::.1 .L ') ü t) :::1 ;~:l :J ! .. ! ..1.. ~:~ I 
08S =6? OJJWnN JJNNOQ 
A;.N HO À j v..1..va V J~JHl SI 
OlS =8? 0~3WnN JJNN00 
r . :, 1·-J :::10 A /. 1.) 11) 0: 1) J:::!JH .!.. ST 
06r =rf O~JWnN JJNNO• 
AlN ~O Al VlV0 V JJJHl SI 
T=92 O~JWnN J~JlJV~VJ 
OSÇ =9f OHJWnN 33NNOŒ 
A.,i.N HO Al VJ.V0 V JHJHl SI 
î=Sf O~JWnN JHJ..i..JV~VJ 
ors =Çf OJJWnN JJNNOQ 
AlN HO Al v..1..va V J~JHl SI 
T=tf OJJWnN JJJlJV~VJ 
OBS =tf OJJWnN JJNNO• 
AlN JO Al V.LV• V JdJHl SI 
T=2t O~JWnN J~JlJV~VJ 
06~ =2[ O~JWnN JJNN•a 
AJ.N ~•Al VlVQ V 3HJHl SI 
î=3f OJJWnN J~31JVJVJ 
08~ =:r DJJWnN JJNN•a 
AlN JO Al VlVQ V J~JHl SI 
T=îf O~JWnN JH31JV~VJ 
08S =î? O~JWnN 33NN•a 
AlN ~O Al VlVQ V 3~JH1 SI 
T=02 OH3WnN JJJlJV~VJ 
06S =02 O~JWnN JJNNO• 
} .. .,i, 1-~ d C) }.. .,i, l) .L 1) iJ ~_;! J :::1 :?.l H .J.. f:; I 
î=6: O~JWnN J~JlJV~VJ 
06S =6? O~JWnN JJNN•a 
AlN dG Al VlV0 V J~JHJ. SI 
T=8l O~JWnN JdJlJVJVJ 
08~ =82 OHJWnN 33NNOQ 
AlN ~O Al VlVQ V J~JHl SI 
O=ll O~JWnN J~JlJVdVJ 
09S =l~ O~JWnN JJNNOQ 
AlN ~O À l VlVQ V JdJHl SI 
l ::::9?: Dd~:lf--~î"1N J:::13.1.J~):::ll:)'.:) 
ors =93 OdJWnN JJNN•a 
A /.i'-l :::10 / ,i, l;;J .l. ~) G 1:-' :::i:::131--1 ..l. ;; l 
!=SC O~JWnN JJJlJVJVJ 
06~ =S~ OdJWnN JJNNO• 
\lN JO À l 0JV0 V J~JH..i.. SI 
O!S ~t? OJJWnN JJNNOCT 
i .. .,;. j·-1 :::: ( ) ,t .,i, !.) .i 1) !J lçi -::: :-::, J H .J. ~:) I 
T :::: '/ :< U :::1 J \.-._! n N :::: "-::! J ..i.. J U '.::11) J 
(,/_(::; :::fZ:'., Di·i"]l_.-._1nu ::::::::: lj"-.i(:ii} 
.A,::_. \\i ;·::! ;"'! ).. ..i.. t::J __ ! !.:·! ;'}: l,) J ;J J H J. :::. ·;· 
·::, ::: ;::•: :::-:: Ci:::! J I_ .. J f"!(.l :::: ·--1 :::, .). '.:) ':i :·•-! 1) :::= 
08S ~~l nJJ~nN J~NN00 




































































































































































































































































































































































































































> z z H c:::
:: 
".· r1 ....!Ut..! ·r -:• U 
()"\\ <Ï~ 1.. do-~ ~ .fh_. 
~~~ DA. ~~ 
~ Q '~ w.,,,.).:_ d..i . 
J_ :::: }:{:...if---! :: 
":" !· ·il::: :-_,. __ ;;___ , __ _. r .!: :_:.ir.! ? :' Dl? !\1 ' ; \ 
1 = BON , 0 = INCG?RECT 
DO YUU ACCEPT THE SO LUf IUN 7 Y OR N ~y 
.!: ;;; TH [ r;: E (ï i) 0 TH E F: D :",Tt, ? f ;::• l? ;) ï· Y 
fHE DATAIS ~ 57 J 
1 = BO N , 0 = INCORRECT ·1 .1. 
DO YOU ACCEPT THE SO LUTION~ Y OR N ?Y 
I'.:; THEF~E 1'.~i\!OTHEi? .liPïT(i ? Y Di? N •i:•y-
THE DATAIS : 590 
1 = BON , 0 = INCORRECT 1 
DO YOU ACCEPT THE S• Lu ·r1 • N? Y OR N ?Y 
IS THERE ANOTHER DA fA ? 
THE DATA 1S : 580 
1 = BON , 0 = INCORRECT 1 
D U Y Cl U t, C C E: i::• T T H E ·::; U 1... U T I Cl t' ·.1 ? Y Cl F~ i'--! ';:- Y 
IS THE RE ANOTHER DA f A ·~ Y OR N ?Y 
THE DATAIS : 590 
1 = BON , 0 = INCORRECT :!. 
DO YDU ACCEPT TH E SOLUTION 
IS THERE ANOTHER DATA 7 Y OR N ?Y 
THE DATAI S : 600 
1 = BON , 0 = INCORRECT 1 
DO YOU ACC EPT THE SOLUTION? Y OR N ?Y 
IS THERE ANOTHER DATA ? Y OR N ?Y 
THE DATA IS : 5~0 
1 :::: BCJN . :, 0 :::: I NCDF~h:ECT 0 
DO YO U ACCEPT THE s01...u ·r1 • N? Y OR N ?y 
IS THERE ANOTHER DATA ? Y OR N ? Y 
THE DATAIS : 600 
1 = BON , 0 = I NCORRECT 1 
DO YOU ACCEPT THE S01...UTION? Y OR N ?Y 
IS THERE ANOTHER DATA ? Y OR N -;:-y 
THE DATAIS : 580 
1 = BON , 0 = INCO RRECT 1 
DO YOU ACCEPT THE S01...UT I ON? Y OR N ?Y 
IS THERE ANOTHER DATA ? Y OR N ?Y 
THE DATAIS : 600 
1 = BON , 0 = INCOR RECT : 1 
D CJ Y Cl U ti CC E: i::• T TH L: ::; U !... UT I O ;\I ? Y U i:;: N ? Y 
IS THERE ANOTHER DA ·1·A 7 Y OR N ?Y 
THE DA .fA IS : 570 
1 = BON , 0 = INCOR RECT 1 
D Cl Y OU (i CC Er· T TH E i:; Cl L. UT J D ( ! ? Y Cl F;: N ? Y 
l '.:; THE 1::.: E r, NOTH!::: r;: D (1 T () ? Y Ur;: N 'i' Y 
THE DATAIS : 590 
1 = BON , 0 = INCORRECT 1 
DO YOU ACCE PT THE S01...UTIUN 7 Y DR N ?Y 
I ~î THE i:;: E t , ~-.. 1 Cl THE I? ü n Tt, ? Y Cl F;: i\/ _.,,. Y 
TH[ DATAIS : 590 
:!. = BON , 0 = INCORREC f 0 
DO YOU ACCEPT ·rHE SOLLJfICN 1;:• \ / • 1 
IS fHERE ANOTH~R DATA ? Y UR N ? y 
THE DATAIS ~ 600 
1 = BON , 0 = I NCORRECT 1 
IS THER E ANOTHER DGrA ·~ 
1·HE DAfA iS : 590 
ANN . I V. 30 
J 
? '( 
fHE DAl'A IS ~ 600 ANN .I V. 3 1 
ï:. 
1 = BON , 0 = INCGRREc·r 
00 YOU AÇCEPf TH E SULLJTILl N 
!S THERE ANOfHER DATA ? 
THE DAT A I S ; ~so 
1 = SON , 0 = INCORRECr 
, ·1 
.,,. -.. ui:;: :·i •i'Y 
u::;: :··  . !
., 
.L 
LIU YOU i:'.1CCE:: :::• T TH!:: SU!...l.: TI ON ? Y Dl·;: i"-i · j> '•( 
.[ \:; THE 1:;: [ (1 :--! DT HE:: 1:;: ü (1 T (1 ? '( 0 ::;: ,\ I ? y 
THE DATAIS : 600 
1 = BON , 0 = INCORRECT ·I .1. 
DO YO LJ ACCEPT THE SOLLJ 'fI ON? Y OR N ?Y 
IS THERE ANOTHE R üATA ? Y OR N ?Y 
THE DATAIS : 600 
1 = BON , 0 = INCORRECT 1 
DO YOU ACCEPT THE SOLUTION 7 Y OR N ?Y 
IS THERE ANO THER DATA ? Y OR N 7 Y 
THE DATAIS : 600 
1 = BON , 0 = I NCORRE::CT : 0 
DO YOU ACCEPT THE SOLUTION? Y OR N 7 Y 
I S THERE ANOTHER DA TA ? Y OR N ?Y 
THE DATAIS : 590 
1 = BON , 0 = INCORREC T 1 
DO YOU ACCEPT THE SOLUTION? Y OR N ?Y 
IS THERE ANOTHER DA TA ? Y OR N ?Y 
THE DATAIS : 580 
1 = BON , 0 = I NCORRECT 
DO YOU ACCEPT THE SOLUTI ON 
•I 
.1. 
I S TH [ F~ E t"1 N Cl THE F~ :U t 1 T ( 1 ? Y U i:;: N ? Y 
lH E DAT AI S : 590 
1 = BON , 0 = INCORRECT 1 
DO YO U ACCEPT THE SOLUTION? Y OR N ?Y 
1S THERE ANOTHER DATA ? Y OR N ?Y 
THE DA TAIS : 600 
1 = BON , 0 = INCORRECT 1 
DCl YOU ACCEPT THE SOLLJ 'fION? Y OR N ?Y 
IS THERE ANOTHER DATA ? Y OR N ?N 
DC: ., Cl 
FI L..EN()ME 
N B r:1 ( 1 T () ''" ,11, 8 '.'.'i 
~ ,.___c.o.J..~ JJvf ~ a.uec 81. ~ 
eu... .t.:a...... <1U 6o . 
MOYENNE= 583.764709 
~CART-TYPE = 10 . 172013 
O=SERIOUS ERROR,l~ SMALL ERR• R::o 
THE BETTER H = 42. 7224 54 
~;u1...u.T I ClN :::: 
**************** 
~5i:SO l l 
!.S:J() l :I. 
'.:5,:)0 1 :!. 
'..'.'i?O :î.1 
'..'5?0 :!. :L 
'.':_;[:() 1 :l. 
~_;:?O :!. l 
~_:_:_i ,:? () l :1. 
.::',()0 () l 
~:570 1 l 
~::.i'?O l l 
~:.)~]() :1. :1. 
~=:j ~:~ () l l 
~~-:_; ·7 () () :1. 
'.5UO :!. :I. 
~.:5 1:? () l :!. 
i:.'_;-;:-·o :1. 1 
~:5 r.? () l :I. 
'.:.'iô O 00 
'::.ï?O 11 
~:5i:')() :1.:1. 
:_=_:_; ~? 0 l l 
~.:_:_;,:/0 :!. l 
ôOO ll 
!5:J ,) l l 
~:5'?() .1. l 
~=_:j:J() :l. l 
~:_:_; r::~ 0 :1. :1. 
'._:_:_;uo :1.1 
~=.=_;uo :1. 1 
~.=.:.i ,:-/ (.1 :!. :!. 
~:5 0:/ () :l. l 
~:5 \_} () :!. :!. 
~:_:j C/ () J :t. 
!.=.:_; / () l :1. 
'..:.:;r:o :1. :1. 
(> Z::) (> l 0 
'..'.:i')O l :l. 
~_:_=_; '.ï' () :t. :1. 
~::_; d () ,:} l 
~:_:_i/'O l:?. 
~:_:_; ~::: 0 J l 
~=.=_; ) ' (,:. l :!. 
~:_:i ~3 0 :1. :!. 
~_:_:; :::; () l l 
(;10 1:1. 
:.'.'; /0 :t.O 
~=.:ï D () :!. :t 
~:_:_i H () () :!. 
~=_:j H () :1. ,:) 
600 1.1 
590 11 590 01 600 11 590 11 600 vv 580 11 600 1! (;0 0 1J 
.:::, (:, (.) () () ~:~_; '/ 0 :l. l ~_:_=j H () l :!. :.:.=_; ,:? () .l. :!. i'.::= () () 1 1 ü :J \ .. Ci U (1 C C L i::i T 1: "ï ·? '{ 
ANN . IV . 32 
(l)l1JU},· / Uc 
°" ~ ~ <t·•V,• •e_,41 
clo--..lÜ/J . 
1 .1. , ... 1... 1 \;- ·II i 1... ~ F·' 1~ F'. f:~·, f•) 
THE DATAIS : 580 
1 ,,,, BON i, o ,,,, 1 i,icoi:;:i:;:i:::c ·r 
ü Cl Y OU t, CC E F' T THE:: '.3 Cl 1 ... U r I O ,,, 
IS TH ERE ANOTHER DATA 
THE DAT AIS : 600 
1 = BON , 0 = INCORRECT 
1 




DO YDU t,CCEF'T THE:. ::>CJl... l.JT I 0/\i ? Y UJ:;; N ? '( 
IS THERE ANOTHER DAT A ? Y OR N ?Y 
THE DATAIS : 590 
1 = BON , 0 = INC ORRECT 0 
DO YO LJ ACCEPT THE SOLUTION? Y OR N ?Y 
IS THERE ANOTHER DATA ? Y OR N ?Y 
THE DATAIS : 600 
1 = BON , 0 = INCORRECT ·I .,. 
DO YOU ACCEPT THE SOLUTION ? y 
IS THERE ANOTHER DATA ? Y OR N ?Y 
THE DATAIS : 580 
1 = BON , 0 = INCORRECT 1 
DO YO U ACCEPT THE SOLUTION? Y OR N ?Y 
IS THERE ANOTHER DATA ? Y OR N ?Y 
THE:. DA TA I S : 5 8 0 
1 = BON , 0 = INCO RRECT 1 
D Cl Y O LJ 1~ C C E F' T T H E ~; Cl I... LJ T I Cl N ? Y Cl F~ N ? Y 
IS THERE ANOTHER DATA ? Y OR N 7 Y 
THE DATAIS : 600 
1 = BON , 0 = I NC CJ RRECT 1 
D O Y Cl U ( 1 CC E P T T H E \:; Cl 1._ LJ T I D N ? Y U F~ N '!" Y 
IS THERE ANCJTHER DATA ? Y OR N ?Y 
THE DATAIS : 580 
1 = BON , 0 = IN CORRECT 1 
DO Y DU ( 1 CC E F' T THE \:; Cl 1... UT I UN ? Y Cl F;: i\l ,;:- Y 
IS TH ERE ANOTHER DATA ? Y OR N ?Y 
THE DATAIS : 590 
1 = BON , 0 = INCURRECT 1 
DO YOLJ ACCEPT THE SOLUTI ON? Y OR N ?Y 
IS THERE ANOTHER DATA ? Y OR N ?Y 
THE DATAIS : 600 
1 = BUN , 0 = INCORRECT 0 
DO YOU ACCEPT THE SCll...UTION? Y DR N ?Y 
1S THERE ANUTHER DATA ? Y OR N ?Y 
THE DATAIS : 590 
1 = BUN , 0 = INCORRECT 1 
DO YOU ACCEPT THE s01...u ·r1 • N? Y UR N ?Y 
IS THERE ANOTHER DAT A Y OR N ?Y 
THE DATAIS : 580 
1 = BON , 0 = INCORREC T 
DO YO U ACCEP T THE S01...U TIUN 
IS THERE ANOTHER DATA ? Y 
:;.:; 0: NUT i::UU(.!ü 
•/ 
.l. 
-;:, Y DF~ 1··.J ?Y 
UF~ 1\1 ';: 600 
1 1 ' 4'~ ! ;; ~~ 
~ ,::: m.! 
::-~ (:, .  JOU r., Cl 
:~ 
FILE NAME : PARAM 
THE DATAI S : 600 
1 = BON , 0 = INCORRECT 1 
DO YD U (:,CCEF:•T THE '.30i ... UT l UN r ~/ • 1 
IS THERE ANOTHER DATA -~ Y OR 
THE DATAIS : 590 
1 = BON , 0 = INCORRECT 1 
DO YOU ACCEPT THE SOLUTI ON? Y OR N -~·( 
1S THERE ANOTHER DATA ? Y OR N ?y 
THE DATAIS : 590 
1 = BON , 0 = INCORRECT 1 
DO YO U ACCEPT THE SOLUT I ON? Y OR N ?Y 
IS THERE ANOTHER DATA ? Y OR N ?Y 
THE DATAIS : 590 
1 = BON , 0 = INCORRECT 1 
DO YOU ACCEPT THE SOLUTION? Y OR N ?Y 
I S THE F~ 1::: t , ND THE F;: Dt, Tt, ? Y OF;: N ? Y 
THE DATAIS : 600 
1 = BON , 0 = INCORRECT 0 
DO YOU ACC EPT THE SOLUTION? Y DR N ?Y 
IS THERE ANOTHER DATA ? Y OR N ?Y 
THE DATAIS : 590 
1 = BON ~ 0 = INCORRE CT 1 
DO YOU ACCEPT THE SOLUTION? Y OR N ?Y 
IS THERE ANOTHl:::R DATA 7 Y OR N ?Y 
THE DATAIS : 580 
1 = BDN , 0 = INCORRECT 1 
DO YOU ACCEPT TH E SOLUTION? Y OR N ?Y 
IS THERE ANOTHER DATA ? Y OR N ?N 
ANN . I V. 33 
ANN .I V. 34 
) ' .... ' r ~ a..e.e ~~ OJ.J<( /ol./-~ . QC.O 
FILENAME : PARAM 
NBD A'fA = 110 4 
MO YENNE= 584.903870 
ECARl--T YPE = 10 . 093878 
AoÂ- -~ 
O= SERI OUS ERROR,l~S MA LL ERROR ::o - ~ 
-1·· 1 ~ ,-· ï .'• I"' "!" 'l" I"" 1· ·, L ' 1 ,., "1 r· • _ ... .. , ... , '- a • • • .. . ~ ~~ 
·, 1::. r.:i ::. :: . .-i.. r·t ::-..: .-: , ,.·:. + -... • -;,-' --=❖ 1.:!. b ; ~· 1 













600 1 0 
580 11 
'.5?0 1 :1. 
600 0 0 




1::· ··.7 {") t"i f', 
, ,.Il \I \I \ .-
~.'i80 11 
~~9C• 11 
~i90 0 1 
'.':.i!;,'() 11 
~i80 1 :I. 
60 0 10 
570 1:1. 580 :1. 0 
590 11 580 :1.1 
580 1:1. 590 1:1. 
560 00 580 1:1. 
570 1:1. 580 11 
590 :1.:1. 580 11 
590 :1.1 580 11 
590 11 580 :1.:1. 
600 11 590 01 
600 1:1. 590 11 
580 :1.1 590 11 
580 11 600 :1.:1. 
590 11 590 :1.1 
D Cl y O U ,~·1 C CE p T I T '!' y '-~ 
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