Abstract. Let C be a family of cliques of a graph G =( V, E). Suppose that each clique C of C is associated with an integer r(C), where r(C) ≥ 0. A vertex vr -dominates a clique C of G if d(v, x) ≤ r(C) for all x ∈ C, where d(v, x) is the standard graph distance. A subset D ⊆ V is a clique r-dominating set of G if for every clique C ∈Cthere is a vertex u ∈ D which r-dominates C.Aclique r-packing set is a subset P ⊆C such that there are no two distinct cliques C ′ ,C ′′ ∈ Pr -dominated by a common vertex of G. The clique r-domination problem is to find a clique r-dominating set with minimum size and the clique r-packing problem is to find a clique r-packing set with maximum size. The formulated problems include many domination and clique-transversal-related problems as special cases. In this paper an efficient algorithm is proposed for solving these problems on dually chordal graphs which are a natural generalization of strongly chordal graphs. The efficient algorithm is mainly based on the tree structure and special vertex elimination orderings of dually chordal graphs. In some important particular cases where the algorithm works in linear time the obtained results generalize and improve known results on strongly chordal graphs.
1. Introduction. Strongly chordal graphs introduced in [13, 9] and [19] are a well-known subclass of chordal graphs [10] for which several problems remaining NP complete for chordal graphs are efficiently solvable. Among them are the problems of r-domination [7] , clique transversal [8] , and k-neighborhood covering [17] which are s o l v e di nl i n e a rt i m ei fastrong elimination ordering of a strongly chordal graph is given together with the input graph. The best algorithms for finding strong elimination orderings are not linear time.
A very natural generalization of strong elimination orderings is given by maximum neighborhood orderings [2] . These orderings lead to dually chordal graphs [5, 12, 24 ]-a generalization of strongly chordal graphs. For a dually chordal graph a maximum neighborhood ordering can be computed in linear time.
For dually chordal graphs in [4] a linear time solution of the r-domination problem is given using only a maximum neighborhood ordering.
In this paper we present a unified method to solve different types of clique rdomination and clique r-packing problems on dually chordal graphs. In some particular cases the obtained results generalize and improve results of [7, 8] and [17] on strongly chordal graphs.
2. Problem formulations. Let G =( V, E) be a finite connected simple (i.e., without loops and multiple edges) and undirected graph. A clique is a subset of pairwise adjacent vertices of V .Amaximal clique is a clique that is not a proper subset of any other clique. The distance d(u, v) between vertices u, v ∈ V is the length (i.e., number of edges) of a shortest path connecting u and v.T h edisk centered at vertex v with radius k is the set of all vertices having distance at most k to v:
For a clique C and vertex v ∈ V we denote by δ(v, C) = max{d(v, u):u∈C} the deviation of v from C. Evidently, δ(v, C) is the smallest integer k ≥ 0 such that C ⊆ N k [v] . Let C be a family of cliques of a graph G. Suppose that each clique C of C is associated with an integer r(C), where r(C) ≥ 0a n dr ( C )>0 for cliques with size |C| > 1. A vertex vr -dominates a clique C of G if δ(v, C) ≤ r(C), i.e., C ⊆ N r(C) [v] . (For cliques of size |C| > 1a n dr ( C) = 0 there is no vertex v which r-dominates C.) A subset D ⊆ V is a clique r-dominating set of G if for every clique C ∈C there is a vertex u ∈ D which r-dominates C.Aclique r-packing set isasubsetP ⊆Csuch that there are no two distinct cliques C ′ ,C ′′ ∈ Pr -dominated by a common vertex of G. The clique r-domination problem is to find a clique r-dominating set with minimum size γ C,r (G), and the clique r-packing problem is to find a clique r-packing set with maximum size π C,r (G). Then γ C,r (G)a n dπ C,r (G) are called the clique r-domination and clique r-packing numbers of G.
The formulated problems include many domination and clique-transversal-related problems as special cases. First, if C is the family of maximal cliques of G and r(C)= 1 for all C ∈Cthen we obtain the clique-transversal and the clique-independence problems [8] . If C is a family of edges of G and r(C)=k(where k is an integer) for all C ∈Cthen we obtain the k-neighborhood covering and k-neighborhood independence problems considered in [17] . Finally, if C consists only of single vertices of G then we obtain the r-domination and r-packing problems [22, 19, 7, 12, 11, 4] whose particular instances are the domination, k-domination, packing,a n dk-packing problems [14, 9] . ..,v n ) of V is a perfect elimination ordering iff for all i ∈{1,...,n} the vertex v i is simplicial in G i . The graph G is chordal iff G has a perfect elimination ordering [15] .
The ordering (v 1 ,...,v n )i sastrong elimination ordering iff for all i ∈{1,...,n}
w h e nv j ,v k ∈ N i [v i ]a n dj<k . The graph G is strongly chordal iff G has a strong elimination ordering [13] .
A vertex u ∈ N [v]i samaximum neighbor of v iff for all w ∈ N [v] the inclusion N [w] ⊆ N [u] holds (note that u = v is not excluded). The ordering (v 1 ,...,v n )i sa maximum neighborhood ordering if for all i ∈{1,...,n} there is a maximum neighbor
The graph G is dually chordal [5] iff G has a maximum neighborhood ordering. The graph G is doubly chordal [20] iff G is chordal and dually chordal.
There is a close connection between chordal and dually chordal graphs which can be expressed in terms of hypergraphs (for hypergraph notions we follow [3] ). Let N (G)={ N [ v ]:v∈V }be the (closed) neighborhood hypergraph of G,a n d let C(G)={ C:Cis a maximal clique of G} be the clique hypergraph of G.B y
v∈V,ka nonnegative integer} we denote the disk hypergraph of G. Now let E be a hypergraph with underlying vertex set V , i.e., E is a set of subsets of V .T h edual hypergraph E * has E as its vertex set and {e ∈E:v∈e }( v∈V) as its edges. The underlying graph (or two-section graph)Γ ( E) of the hypergraph E has vertex set V and two distinct vertices are adjacent iff they are contained in a common edge of E.T h eline graph L(E)=( E ,E)o fEis the intersection graph of E, i.e., ee ′ ∈ E iff e ∩ e ′ = ∅.Apartial hypergraph of hypergraph E has V as the underlying vertex set and some edges of E.
A hypergraph E is a hypertree (called arboreal hypergraph in [3] ) iff there is a tree T with vertex set V of E such that every edge e ∈Einduces a subtree in T . Equivalently, E is a hypertree iff the line graph L(E) is chordal and E has the Helly property, i.e., any pairwise intersecting subfamily of edges of E has a common vertex; see [3] . A hypergraph E is a dual hypertree (α-acyclic hypergraph) iff there is a tree T with vertex set E such that for all vertices v ∈ VT v ={ e∈E:v∈e }induces a subtree of T , i.e., E * is a hypertree. Theorem 3.1 (see [12] , [5] ). Let G =( V, E) be a graph. Then the following conditions are equivalent:
It is well known [6] that G is chordal iff C(G) is a dual hypertree, i.e., G is the underlying graph of some dual hypertree. Therefore the equivalence of parts (i) and (iv) of Theorem 3.1 justifies the name "dually chordal graphs" for graphs with maximum neighborhood ordering.
Since hypertrees are the dual hypergraphs of α-acyclic hypergraphs by Theorem 3.1 we immediately get that dually chordal graphs can be recognized in time proportional to the size of the corresponding hypergraph. This is a consequence of the linear time algorithm for testing α-acyclicity of hypergraphs [25] . It is easy to see that the hypergraph N (G) used in Theorem 3.1 has size proportional to the number of edges of the corresponding graphs. Therefore it can be tested in linear time O(|E|) whether a graph G =(V, E) is dually chordal.
Below we present a special algorithm for determining a maximum neighborhood ordering of dually chordal graphs. Its complexity is O(|E|); for more details and a correctness proof we refer to [4] . Algorithm 3.2. MNO (Find a maximum neighborhood ordering of G) Input:
A dually chordal graph G =(V, E) with |V | = n>1. Output: A maximum neighborhood ordering of G.
(0) initially all v ∈ V are unnumbered and unmarked; (1) choose an arbitrary vertex v ∈ V , number v with n, i.e., v n = v, and let mn(v n ):=v; repeat (2) among all unmarked vertices select a numbered vertex u such that N [u] contains a maximum number of numbered vertices; (3) number all unnumbered vertices x from N [u] consecutively with maximal possible numbers between 1 and n − 1 which are still free; for all of them let mn(x):=u; (4) mark u; until all vertices are numbered
The meaning of mn(x) is a maximum neighbor of x. Note that the algorithm also yields a maximum neighbor for each vertex, and all vertices of N [v n ] occur consecutively in the ordering on the left of v n and have v n as their maximum neighbor. Furthermore, since G is assumed to be connected, for all v i with i ≤ n−1, mn(v i ) = v i holds.
Maximum neighborhood orderings of graphs produced by the MNO algorithm immediately lead to optimal algorithms for computing the distance matrix for all graphs having such orderings. Let (v 1 ,...,v n ) be a maximum neighborhood ordering of a graph G produced by the MNO algorithm. Subsequently we only use such maximum neighborhood orderings. This assumption is of crucial importance for the correctness of the main algorithm. The maximum neighbor mn(v i ) of the vertex v i in G({v i ,v i+1 ,...,v n }) has an important metric property: for every vertex v j ,j > i, which is nonadjacent to v i there exists a shortest path of G({v i ,v i+1 ,...,v n }) between v i and v j which passes through mn(v i ).
To see this assume by way of contradiction that all shortest paths between v i and v j contain vertices not in G i . Among these paths choose a path P whose leftmost vertex u with respect to the maximum neighborhood ordering (v 1 ,...,v n )h a s rightmost position. Let v, w be the neighbors of u in P . Since P is a shortest path the distance of v, w is 2. Now the maximum neighbor mn(u) which according to the MNO algorithm is distinct from u is also adjacent to v and w and on the right of u. Thus replacing u by mn(u)i nP we obtain a shortest path P ′ between v i and v j whose leftmost vertex is on the right of u-a contradiction.
In particular, we obtain that every graph G({v i+1 ,v i+2 ,...,v n }) is a distancepreserving subgraph of G({v i ,v i+1 ,...,v n }). Thus it follows that G({v i ,v i+1 ,...,v n }) is a distance-preserving subgraph of G for all i ∈{1,...,n}.
Let G =( V, E) be a dually chordal graph, and let
..,n} denote the distance matrix of G.B yD i +1 (G) we denote the submatrix of D(G) which contains the distances between the vertices v i+1 ,...,v n . The next submatrix D i (G) is obtained from D i+1 (G) by adding the ith row and ith column according to the following rule:
Evidently, this procedure correctly finds the whole matrix D(G) in optimal time O(n 2 ). Moreover, the maximum neighborhood ordering of G for every two query vertices u and v allows us to find in time O(c · d(u, v)) a shortest path between u and v (c is the necessary time to verify the adjacency of two vertices). Let num(v)=iif v = v i in the maximum neighborhood ordering of G.
Procedure 3.3 (sh-path(u, v)). if u and v are adjacent then return (u, v) else if num(u) < num(v) then return (u,sh-path(mn(u),v)) else return (sh-path(u, mn(v)),v)) According to [4] the shortest path between two vertices u and v of a dually chordal graph G computed by procedure sh-path(u, v) is called a maximum neighbor path. Such a path P (u, v) has an important property: it splits into two subpaths P ′ =( u 0 ,u 1 ,...,u p )a n dP ′′ =( v 0 ,v 1 ,...,v q ), where u 0 = u and v 0 = v such that each u i is the maximum neighbor of u i−1 and each v i is the maximum neighbor of v i−1 and vertices u p ,v q are adjacent.
We conclude this section with the following property of cliques of dually chordal graphs.
Lemma 3.4. Let G be a dually chordal graph and C be a clique of G. If the vertex vr -dominates C then there exists a vertex v
Proof.I fd ( v, u) <δ( v, C) for some vertex u ∈ C, then u is the required vertex. Thus assume that all vertices of C are equidistant from v. Applying the Helly property to the family of pairwise intersecting disks consisting of N δ(v,C)−1 [v] and closed neighborhoods of vertices of C, we obtain a vertex v * adjacent to all vertices of C and satisfying the required equality
4. Hypergraph approach to clique r-domination and clique r-packing. Using this notation, the clique r-domination and clique r-packing problems on G may be formulated as the transversal and matching problems on the hypergraph D C,r (G). Recall that a transversal of a hypergraph E is a subset of vertices which meets all edges of E.Amatching of E is a subset of pairwise disjoint edges of E.F o r a hypergraph E, the transversal problem is to find a transversal with minimum size τ (E), and the matching problem is to find a matching with maximum size ν(E). From the definitions we obtain the following lemma.
Lemma 4.1. D is a clique r-dominating set of a graph G iff D is a transversal of D C,r (G). P is a clique r-packing set of a graph G iff P is a matching of D C,r (G). Thus τ (D C,r (G)) = γ C,r (G) and ν(D C,r (G)) = π C,r (G) hold for every graph G and every function r : C→N∪{0} defined on every family C of cliques.
The parameters γ C,r (G)a n dπ C ,r (G) are always related by a min-max duality inequality γ C,r (G) ≥ π C,r (G). The next result shows that for dually chordal graphs the converse inequality holds.
Lemma 4.2. For every family of cliques C of a dually chordal graph G and every function r : C→N∪{0} the hypergraph D C,r (G) is a hypertree. In particular, the equality γ C,r (G)=π C,r (G) holds.
Proof. By definition each edge of the hypergraph D C,r (G) is the intersection of some disks of G. By Theorem 3.1 the disk hypergraph D(G)o fGis a hypertree. This means that there exists a tree T such that each edge of D(G) is a subtree of T .
Since the intersection of subtrees is a subtree too, all edges of D C,r (G) are subtrees of T . Therefore the hypergraph D C,r (G) is a hypertree. It is well known [3] that the equality τ (E)=ν(E) holds for every hypertree. By Lemma 4.1 we obtain the required equality.
Note that Lemma 4.2 is true not only for families of cliques but also for arbitrary families of vertex sets of a dually chordal graph assuming only that the given r-values do not lead to empty hyperedges. (For hypergraphs with empty edges there is no transversal.)
It is known that in a hypertree E the transversal and matching problems can be solved in time proportional to the size of E [25] . The hypergraph
..,C p }. This can be done by applying the distance matrix of G. As we already mentioned this matrix can be computed in optimal time O(|V | 2 ). In the worst case the hypergraph D C,r (G) has size O(|V ||C|). Thus the whole time to solve the clique r-domination and clique r-packing problems is
Below we present an algorithm of the same complexity for solving these problems, which avoids the construction of the hypergraph D C,r (G). For two particular cases when C consists only of maximal cliques or only of vertices of G its complexity becomes linear. The algorithm simultaneously finds a clique r-dominating set D and a clique r-packing set P such that |D| = |P |. This provides an algorithmic proof of duality results between these two problems on dually chordal graphs.
We refer also to [1] , where similar duality results were used to provide efficient algorithms for three covering and packing problems on families of subtrees of a tree.
5. The algorithm. Let G =(V, E) be a dually chordal graph, C be an arbitrary family of cliques of G,a n d( v 1 ,...,v n ) be the ordering of V generated by the MNO algorithm. By r(C 1 ),...,r(C p ) we denote the dominating radii of the corresponding cliques of C. The algorithm processes the vertices in the order from v 1 to v n .I n iteration i the algorithm decides whether the vertex v i has to be put into the clique rdominating set D.I fv i is included in D then a certain clique C which is r-dominated by v i is included in the clique r-packing set P . Initially, both sets D and P are empty. After processing, vertex v i is deleted from the graph and information concerning whether or not v i was included in D is given to its maximum neighbor mn(v i ) and/or to its other neighbors and cliques from N i (v i ).
For technical reasons we extend the initial family of cliques C by including in C as one-vertex cliques all vertices v ∈ V such that {v} / ∈C . For each of them initially r({v})=∞ . Let C(v) be a set of all cliques of C that contain the vertex v. At the next step we redefine the r-dominating radii of one-vertex cliques by putting r({v})=m i n { r ( C):C∈C ( v ) } . As in [7, 4] we associate to each clique C ∈Cthe dominating radius r(C) and the nonnegative integer a(C). Initially a(C)=∞for all C ∈C . a ( C ) keeps decreasing during the execution of the algorithm, while the dominating radii decrease only for one-vertex cliques. At each step r({v}) becomes the current radius within which the clique {v} and all other yet undominated cliques from C(v)m u s tb er -dominated in the remaining graph. Unlike the dominating radii of cliques the value a(C) indicates an upper bound for the distances of vertices v ∈ D from the current clique r-dominating set D to the clique C; i.e., there is a v ∈ D such that d(v, C) ≤ a(C). The value of r({v i }) decreases in the case where v i is the maximum neighbor of a vertex v j , j<i , such that there is a clique C ∈C(v j ) that is not properly r-dominated by a vertex of D within distance r(C) in iteration j.T h e n necessarily r(C)=r( { v j } ); for a proof see Lemma 5.5 . In this case, r({v i })i ss e tt o be r({v j })−1. Similarly, in a previous iteration, r({v j }) is set to be r({v k })−1,k < j. Continuing this argument, we find that there is a smallest (i.e., leftmost) vertex v i * and a clique C * ∈C(v i * ) that forces ...,k,j,i to decrease their r(·) values, although r({v i * }) never changes. We use fn({v i })( clique furthest neighbor of {v i }) to denote this initial clique C * from which r({v i }) decreases. In step i the algorithm processes vertex v i according to the following rules. When r({v i })=0thenv i must be in D because no other vertex r-dominates {v i }. Moreover, we include fn({v i })i nP and set a({v i }) = 0. Otherwise, if r({v i }) > 0 then we distinguish between two cases. Either we find a clique C ∈C ( v i )w h i c hi sn o ty e t r -dominated (lines (8) and (9)) or we establish that all cliques of C(v i ) are properly r-dominated by vertices of D in iteration i. In the second case we do nothing. So suppose that the first case holds. Then either C coincides with {v i } or C contains v i as the smallest vertex in the MNO ordering and r(C)=r ( { v i } ). In both cases we update r({mn(v i )})b y
A te a c hs t e pw eh a v et ou p d a t ea (
The algorithm solves the transversal and matching problems on the hypergraph D C,r (G) without constructing this hypergraph and works in linear time when C consists only of maximal cliques or only of vertices of G.
Algorithm 5.1. (CRDP) (Find a minimum clique r-dominating set and a maximum clique r-packing set of a dually chordal graph G) Input:
A dually chordal graph G =(V, E) with a maximum neighborhood ordering (v 1 ,...,v n ) obtained by the MNO algorithm and a family C = {C 1 ,...,C p } of cliques in G with radii r(C 1 ),...,r(C p ) ≥ 0 and r(C i ) > 0 for |C i | > 1 Output: A minimum clique r-dominating set D and a maximum clique r-packing set P of G (1) D := ∅; P := ∅; (2) for all v ∈ V such that {v} / ∈C do begin C := C∪{{v}}; r({v}):=∞end; (3) for all C ∈C do begin a(C):=∞;fn(C):=C end; (4) for all v ∈ V do begin choose a clique C from C(v) with minimal radius r(·); r({v}):=r(C); fn({v}):=C end; (5)
Subsequently for one-vertex cliques the brackets { and } are omitted. Theorem 5.2. Algorithm CRDP is correct. Proof. In order to prove that the set D constructed by the algorithm is clique r-dominating we use the following reformulation of the clique r-domination problem in terms of r(C)a n da ( C):
(Note that the cases (a),(b),(c) do not exclude each other-this case distinction is useful subsequently for technical purposes.)
The proof of the theorem is based on some auxiliary results. In all of them let C 1 = C and C i+1 = C i \C(v i ), where C(v i ) are all cliques of C which contain the vertex
and a(C): =a ( C )otherwise, and r(C): =r ( C )for all cliques C ∈C i+1 .
Proof.I fr ( v i ) = 0 then the one-vertex clique {v i } is not r-dominated by any other vertex of G i . So, necessarily v i belongs to every clique r-dominating set of
. Then in both graphs G i and G i+1 the clique C has the same values for r(C)a n da ( C ). Since C is r-dominated by D this is possible only if δ(u, C)+a(u)≤r(C) for some u of G i or δ(v i ,C) ≤ r(C). Consider the second case. By Lemma 3.4 there exists a vertex v * with d(v i ,v * )=δ(v i ,C)−1 which dominates C. Let w be a neighbor of v i which belongs to a shortest path between v i and v * i . Since C ⊆ N i [v i ] such a vertex w always exists. Then in G i+1 a(w)=1a n dδ ( w, C)+a(w) ≤ r(C). This means that C is r-dominated by D ′ . Next suppose that δ(u, C)+a(u) ≤ r(C). Necessarily u ∈ N i (v i ) or u = v i . In the first case we obtain a similar inequality δ(u, C)+a(u) ≤ r(C)i n
Proof.
Since the values of a(·) do not increase from left to right along the ordering
Conversely, suppose that D is a clique r-dominating set of C i+1 in G i+1 . Pick an arbitrary clique C of C i . By the conditions of the lemma every clique of C(v i ) is already r-dominated: let C ∈C ( v i ). Recall that the conditions of (8) and (9) are not fulfilled. Condition (8) is not fulfilled iff a( (9) is not fulfilled iff
(r({v}) = 0 means that v ∈ D, r(v) = 0 does not hold; thus r(C ′ ) > 1 since r(v i ) ≤ 1 by the suppositions of the lemma and thus because of r({v}) = 0 also C ′ is dominated or (r(C ′ )=1andC ′ ⊆N [v] ) in which case C ′ is also dominated). Thus it is enough to consider only the case when C ∈C i +1 .I fa ( C )≤r ( C )i n G i +1 then the same inequality holds in G i too, except the case when
This is so because G i+1 is a distance preserving subgraph of G i . Therefore it is sufficient to consider only the case when δ(u, C)+a(u)≤r(C) holds in G i+1 for some vertex u ∈ N i (v i ) (i.e., for some one-vertex clique {u}⊆N i ( v i )). If min{a(u),a(v i )+1} = a(u) then we are done. Otherwise, since δ(v i ,C) ≤ δ(u, C) + 1 we obtain that
Hence, D is a clique r-dominating set of 
Next suppose that there exists a vertex v ∈ N (v i ) such that either a(v)+1≤r(v i ) or r(v)=0.In the first case we immediately get
Otherwise, if r(v) = 0 then by the choice of C + we obtain that r(C + )=1.But then r(v i ) = 0, which is impossible. In all cases we get a contradiction with the choice of the clique C + . Thus r(C
} be a clique rdominating set of C i in G i and let C be an arbitrary clique of C i+1 . First suppose that C = {mn(v i )}. Since C is r-dominated by D in G i in order to establish the same property in G i+1 it is enough to assume that δ(v i ,C)+a(v i ) ≤ r(C)i nG i ; otherwise we immediately get this. If C ⊆ N i (v i ) then as in Lemma 5.4 we choose a vertex w ∈ N i (v i ) such that δ(w, C)=δ(v i ,C)−1. In this case we have
If C ⊆ N i (v i ) then as a(C) ≤ a(v i )+1 and δ(v i ,C)=1i nG i +1 we obtain that a(C) ≤ r(C).
Next consider the one-vertex clique {mn(v i )} of G i+1 . We can suppose that
otherwise, we can apply the preceding arguments. In G i the clique C + is r-dominated by D. By the choice of C + this means that in
In both cases the vertex mn(v i ) is one step closer to u than the vertices of C + . This allows us to conclude that in G i+1 either
Therefore D is a clique r-dominating set of C i+1 in G i+1 .
2. "⇐=": Conversely, let D ⊆{v i+1 ,...,v n } be a clique r-dominating set of C i+1 in G i+1 . The arguments for proving that D is a clique r-dominating set of C i in G i are the same as in Lemma 5.4 except when C is a clique of C(v i ). For all such cliques we have r(C) ≥ r(v i ). Then every such clique is r-dominated by the same vertex as the clique {mn(v i )} is r-dominated in G i+1 , except the case when a(mn
Thus, D is a clique r-dominating set of C i in G i .
Lemma 5.6. The set D ⊆ V obtained by the algorithm is a clique r-dominating set of C in G.
Proof. The proof follows from the preceding three lemmas by induction on the number of vertices and by the fact that the clique r-dominating set of a larger family of cliques remains clique r-dominating for every subfamily too.
Lemma 5.7. |P | = |D|.
Proof. By the algorithm we know that |D|≥|P|.I f| P |<| D |then there are two vertices u, v ∈ D and a clique C ∈ P such that fn(u)=C=fn(v). Let w be the vertex of C with the minimal index num(w). By the algorithm, fn(u)andfn(v) reach vertices u and v along maximum neighbor paths connecting w, u and w, v, respectively. Let w + be the vertex belonging to both paths that is furthest from w. Denote by u ′ and v ′ the next neighbors of w + in these paths. Necessarily u ′ = v ′ since both are the maximum neighbors mn(w + ). Thus the unique maximum neighbor path from w + reaches the unique vertex u = v, which is a contradiction to the assumption that there are two vertices u, v ∈ D with the property fn(u)=C=fn(v).
Lemma 5.8. Let R =( u 0 ,u 1 ,...,u k ) be a path between vertices u 0 and u k such that u i = mn(u i−1 ),i =1 ,...,k. If u is a vertex with num(u) > num(u k−1 ) then either the maximum neighbor path between u 0 and u contains R or u is adjacent to all vertices u j ,...,u k for some j<k .
Proof. By the conditions of the lemma we get that the procedure sh-path will include in the maximum neighbor path between u 0 and u all vertices of R until a neighbor u j of u is achieved. If j = k then the whole path R belongs to the constructed path. Otherwise, if j<kthen because num(u j ) < ··· < num(u k ) < num(u)a n d u i +1 = mn(u i ) for each i ≤ k − 1, we obtain that u must be adjacent to all vertices u j ,u j+1 ,...,u k .
Lemma 5.9. P is a clique r-packing set of C in G.
Proof. First of all, note that P is a subset of the initial family of cliques C; see line (4) of the algorithm.
Assume that P is not a clique r-packing set; i.e., there are two cliques C ′ ,C ′′ ∈ P which are r-dominated by a common vertex of G. In particular we obtain that d(w ′ ,w ′′ ) ≤ r(C ′ )+r(C ′′ ) for arbitrary vertices w ′ ∈ C ′ and w ′′ ∈ C ′′ . According to the algorithm there are vertices x, y ∈ D such that C ′ = fn(x)a n dC ′′ = fn(y). Let u ∈ C ′ and v ∈ C ′′ be vertices with minimal indices num(u)a n dnum(v)i nt h e cliques C ′ and C ′′ , respectively. By the algorithm fn(u)=C ′ and fn(v)=C ′′ . Let R ′ and R ′′ be maximum neighbor paths between u, x and v, y. Both of these paths are increasing. By the algorithm we obtain that R ′ and R ′′ are disjoint; otherwise a common vertex of R ′ and R ′′ is a "bottleneck" for the transmission of cliques C ′ = fn(x)a n dC ′′ = fn(y) (see also Lemma 5.7). Moreover, the lengths of these paths are r(C ′ )a n dr ( C ′′ ), respectively. Let R be the maximum neighbor path between vertices u and v. A sw ek n o w already R splits into two increasing maximum neighbor paths R u =( u,...,u + )a n d R v =( v,...,v + ) and an edge u + v + . Comparing the paths R ′ ,R u and R ′′ ,R v we conclude that they must be comparable with respect to ⊆.
In particular, at least one of the incidences u + ∈ R ′ or v + ∈ R ′′ is satisfied. (8) and (9) of the algorithm we cannot insert the clique C ′′ in P .T h u su * =uor v * = v holds. Since num(u * ) < num(v * ) we get that either u * coincides with u or x or v * is adjacent to the maximum neighbor mn(u * )o fu * . In the last case we obtain a contradiction with our choice of an edge u * v * except the case when mn(u * )=xand v * = y. In this case we conclude that y is adjacent to x.I fr ( C ′′ )=0andC ′′ = {y} then in step num(u * )w eh a v er ( y )=0f o ry∈N( u * ). By the algorithm we cannot transmit C ′ = fn(u * )t ox .S or ( C ′′ ) > 0. Let y + be the neighbor of y in P ′′ .I f num(y + ) < num(u * )t h e ni ns t e pnum(y + ) we obtain r(y) = 0. Therefore in step num(u * ) we already have a neighbor of u * which violates the condition in line (8) of the algorithm. Hence num(y + ) > num(u * ); i.e., the vertex x = mn(u * ) is adjacent to y + .T h e nr ( x ) = 0 in step num(y + ) and again we can apply the condition in line (8) in order to obtain a contradiction with C ′′ = fn(v)=··· = fn(y). Therefore we obtain that if num(u * ) < num(v * ) then u * coincides with x or u. Consider the first case, i.e., u * = x.T h e n v * = y . Before step num(x)w eh a v e r ( x ) = 0; after this step we obtain a(v * )=1 . T h e ni ns t e pnum(v * ) the condition in line (8) of the algorithm is violated except the case when v * = v and r(C ′′ ) ≤ 1. By the choice of cliques C ′ and C
we can apply Lemma 5.8 to path R ′ and every vertex v ′ ∈ C ′′ . If r(C ′′ ) = 0 then necessarily C ′′ = {v} and by this lemma we get that v is adjacent to some vertex z = x of R ′ . T h e ni ns t e pnum(z)w eh a v ean e i g h b o rvof z with r(v) = 0 and we can apply the condition in line (8) in order to obtain a contradiction with C ′ = fn(u)=··· = fn(z)=··· = fn(x). So suppose that r(C ′′ )=1 . I fx is adjacent to all vertices of C ′′ then in step num(x) we obtain a(C ′′ )=1 . T h e ni n step num(v)w eh a v ea ( C ′′ )=r ( C ′′ ) and we cannot include C ′′ in P . So there is a vertex v ′ ∈ C ′′ nonadjacent with x. By Lemma 5.8 the whole path R ′ belongs to the maximum neighbor path between u and v ′ .T h e nd ( u, v ′ ) ≥ d(u, x)+2 >r(C ′ )+r(C ′′ ) in contradiction with the choice of the cliques C ′ and C ′′ . Finally consider the case when u * = u.T h e nv * =vand u * = x; otherwise, the conditions of the preceding cases are fulfilled. In particular we obtain that r(C ′ ) > 0.
Since num(u * ) < num(v * ) the vertex v * must be adjacent to the vertex mn(u * ). By the choice of vertices u * and v * and our conditions we get v * = y and the vertices u * = u and x are adjacent. Thus r(C ′ )=1. Letzbe the neighbor of v * in the subpath of R ′′ connecting the vertices v and v * .I fnum(u * ) < num(z), then from v * = mn(z) it follows that v * = mn(u * ). Then we get a contradiction with the disjointness of the paths R ′ and R ′′ . So suppose that num(u * ) > num(z). If y is adjacent to all vertices of the clique C ′ then in step num(u)w eh a v er ( y )=0andC
. This leads to a contradiction with the fact that C ′ = fn(x) is included in P . So suppose that y is nonadjacent to some vertex u ′ ∈ C ′ . Because of
we can apply Lemma 5.8 to the vertex u ′ and the path R ′′ . Then we obtain that
in contradiction with the choice of the cliques C ′ and C ′′ . Case 2. u + ∈ R ′ and v + / ∈ R ′′ (the case when u + / ∈ R ′ and v + ∈ R ′′ is similar). Since the paths R ′′ and R v are comparable, the inclusion R ′′ ⊆ R v holds; i.e., the vertex y belongs to the path R v . Let z be the neighbor of v + in R v .T h e n v + = mn(z)a n dzbelongs to the subpath of R v between v + and y. Let d(u + ,x)=l
then the vertex mn(u + ) ∈ R ′ must be adjacent to both v + and z. Then since u + and z are adjacent to both vertices mn(u + )a n dv + =mn(z) by the MNO algorithm we conclude that v + = mn(u + ). By the CRDP algorithm in step num(v + )w eh a v ea ( v + )=l ′′ and r(v
Comparing with the conditions in lines (8) and (9) we get that
which leads to a contradiction. Now assume that num(u + ) > num(z). If num(u + ) < num(v + )t h e ni ns t e p num(u
and again we can apply the condition in line (8) in order to obtain a contradiction with
Assume the contrary and let u ′ be a vertex of C ′ nonadjacent with v + . Since
by applying Lemma 5.8 to the path R v and the vertex u ′ we get
which is a contradiction. So
. In both cases we get a contradiction with
. We obtain the same contradiction as in the preceding case. This concludes the proof of the lemma.
From Lemmas 5.3-5.9 and the duality between the clique r-domination and clique r-packing problems we immediately obtain that the sets D ⊆ V and P ⊆Ccomputed by the algorithm CRDP are minimum clique r-dominating and maximum clique rpacking sets.
6. Time bounds for special cases. In this section we consider the time bounds for some important special input cases of the CRDP algorithm. The obtained results are collected in the following.
Theorem 6.1. Let C = {C 1 ,...,C p } be a family of cliques of a dually chordal graph G =( V, E) and r : C→N∪{0} be the radius function on C. Then the clique r-domination and clique r-packing problem for C c a nb es o l v e di nt i m e (5)- (8), (10)- (13), and (15) is O(|E|). In order to implement lines (9) and (14) we compute in advance in O( 
which in the worst case can be estimated as
Now we consider the complexity of the algorithm CRDP in some important particular cases. First suppose that C consists only of all one-vertex cliques. Then we obtain the r-domination and r-packing problems. Since
and line (9) is omitted the total time complexity for these problems is O(|E|).
Next let C be a family of maximal cliques of G. Then the time complexity of all lines is the same as in the general case except lines (9) and (14) . Line (14) takes only O(|E|) time because the condition C ⊆ N i (v i ) is fulfilled only for the additional one-vertex cliques and not for any maximal clique of G. Line (9) (9) is O(k i + l i + Ci∈C(vi) |C i |). Since each clique is considered only once in step min{num(v):v∈C }we conclude that the overall time amount of line (9) and of the whole algorithm is O(|E| + |C| i=1 |C i |). Assume that a dually chordal graph G =( V, E) is also chordal; i.e., G is a doubly chordal graph. It is known that for chordal graphs
. So for doubly chordal graphs the algorithm requires only O(|E|) time. Since strongly chordal graphs are doubly chordal [5] this result improves and generalizes the algorithm for the clique transversal and clique independence problem presented in [8] .
Finally consider the case when C is a subset of edges of a dually chordal graph G =(V, E). Since |C| i=1 |C i |≤2|E|the time complexity of the algorithm is O(|V ||E|). Next assume that C = E and r(e) ≡ k for every edge e ∈ E, where k is a positive integer. As we already mentioned these problems are known as the k-neighborhood covering and k-neighborhood independence problems [17] . In [17] a linear time algorithm for solving these problems in strongly chordal graphs is presented under the assumption that a strong elimination ordering of such graphs is given. Unfortunately the fastest known algorithms for deriving such orderings have time complexity O(|V | 2 ) [23] or O(|E| log |V |) [21] . Our algorithm can be modified in order to solve the k-neighborhood covering and k-neighborhood independence problems on strongly chordal graphs. In fact the approach presented below solves these problems on a more general subclass of dually chordal graphs, namely on doubly chordal graphs containing no induced sun S 3 (see Figure 1) . This is mainly due to the next result.
Denote by γ E,k and π E,k the k-neighborhood covering and the k-neighborhood independence numbers of G.
Lemma 6.2. Let G =(V, E) be a doubly chordal graph containing no induced sun
where C is the family of all maximal cliques of G and r(C) ≡ k for all C ∈C.
Proof. By Lemma 4.2 we have
Moreover for arbitrary graphs π E,k (G) ≤ π C,k (G) holds. In order to show this we extend each edge of the k-neighborhood independent set to a maximal clique of G.
The obtained family of cliques represents a clique k-packing set of C. S oi ti se n o u g h to show the converse inequality. Let P be a maximal clique k-packing set of G.B y [18, Proposition 3] every maximal clique of a chordal graph G without induced sun S 3 has an edge which is not contained in any other maximal clique of G. Include in the set I all such representative edges of cliques from P . We claim that I is a k-neighborhood independent set of G. Let e ′ = u ′ v ′ and e ′′ = u ′′ v ′′ be edges which represent cliques C ′ ,C ′′ ∈ P . Assume that there exists a vertex w such that δ(w, e ′ ) ≤ k and δ(w, e ′′ ) ≤ k. We will show that δ(w, C ′ ) ≤ k and δ(w, C ′′ ) ≤ k. Assume the contrary and let δ(w, C ′ ) >k . This means that d(w, v) >kfor some vertex v ∈ C ′ . Then necessarily d(w, v ′ )=d ( w, u ′ )=k . By Lemma 3.4 there is a common neighbor w * of vertices v ′ and u ′ which is at distance k − 1 from w. Since the edge e ′ is contained in the unique clique C ′ we have w * ∈ C ′ and thus the vertices w * and v must be adjacent. This contradicts the assumption that d(w, v) >k. Thus in order to solve the k-neighborhood covering and k-neighborhood independence problems on a doubly chordal graph G without induced sun S 3 we can apply the algorithm CRDP for the family of all maximal cliques C of G when r(C) ≡ k for all C ∈C. As we already mentioned for doubly chordal graphs this problem can be solved in time O(|E|). Let D and P be the output of the algorithm. Evidently D is a minimum k-neighborhood covering set too while the set I defined in the proof of Lemma 6.2 is a maximum k-neighborhood independent set. Hence it remains only to efficiently compute such a set I in O(|E|) time under the assumption that the set P is given.
In order to do this we use the perfect elimination ordering of a chordal graph G and obtain in O(|E|) time all representative edges for the family of maximal cliques; see the procedure presented below. In each clique of the set P we select such an edge and obtain the required set I.
Let G =(V, E) be a chordal graph and v 1 ,...,v n be a perfect elimination ordering of G. As before num(v) is the index of a vertex v in this ordering.
Procedure 6.3 (representative edges). The family of selected edges E * consists only of representative edges. In order to prove (a) let C be an arbitrary maximal clique. By [18, Proposition 3] , C has a representative edge v i v j ,i < j. If this or any other edge of C is not selected by the procedure then in step i we must have A i = ∅. This means in particular that in some step t<ithe vertex v j must be deleted from A i . By the procedure in this step some edge v t v l must be included into E * where v l ∈ N t (v t ). Since the edge v i v j is representative for the clique C and v t is adjacent to both v i and v j , certainly v t is a vertex of C. Moreover, since v t is simplicial in G({v t ,v t+1 ,...,v n }) the vertex v l is adjacent to v i and v j . Using the same argument for the edge v i v j , we conclude that v l ∈ C and thus the edge v t v l ∈ E * is contained in C. Next suppose that in E * there is an edge v i v j , i<jwhich belongs to two maximal cliques C ′ and C ′′ . Let v t be the vertex with minimal index in C ′ ∪ C ′′ . Let, for example, v t ∈ C ′ . Since both cliques C ′ and C ′′ are completely contained in G({v t ,...,v n })a n dv t is a simplicial vertex of this graph, we obtain that v t / ∈ C ′′ . Then v t is not adjacent to some vertex v l ∈ C ′′ . By the procedure the edge v i v j is included in E * in step i. Therefore, before this step we have v j ∈ A i . In particular, v j remains in A i after step t<i. This is possible only if A t = ∅. Since initially both vertices v i and v j belong to A t they must be deleted from this set in some steps k Rearrange the vertices of V in increasing order with respect to the parameter c(v i ), i ∈{ 1 ,...,n}. This can be done using bucket sort in O(|E|) time, obtaining the ordering τ =( v j 1 ,...,v jn ). Note that the nonempty elements of the family L k = {v i : c(v i )=k},k∈{1,...,n}, represent a clique partition of the chordal graph G along σ.
Using the ordering τ and the standard technique of how to get an ordered adjacency list from a nonordered adjacency list of G (see, e.g., [16] ⊆ L j k , k ∈{1,...,i}, called segments subsequently. Then, having this structure for every A i , the operation A j := A j \ N i (v i ) can be performed in the following way: due to claim (a) each maximal clique contains a representative edge, and hence we have to delete only the leftmost segment (corresponding to c(v i )) from the current list A j .
Since for fixed j this can be done in constant time the whole procedure takes linear time.
Unfortunately the equality in Lemma 6.2 does not hold for all dually chordal graphs. Figure 2 provides an example of a doubly chordal graph G with γ C,1 (G)=4 and γ E,1 (G)=3.
7.
Conclusions. In this paper we presented a unified approach to solve different types of clique r-domination and clique r-packing problems on dually chordal graphs. For three particular cases of these problems, namely for r-domination and rpacking, clique transversal and clique independence, and k-neighborhood covering and k-neighborhood independence we obtain linear time algorithms. The corresponding results generalize and improve results of [7, 8, 17] for the same problems on strongly chordal graphs.
Concerning the clique transversal and clique independence problems, the complexity of our algorithm is proportional to the sum of the sizes of all maximal cliques of a dually chordal graph. Unlike chordal graphs where the number of maximal cliques does not exceed the number of vertices, dually chordal graphs may have an exponential number of maximal cliques. The reason for this is that an arbitrary graph G can be transformed into a dually chordal graph by adding a new vertex adjacent to all vertices of G. Moreover, it is not known whether the clique transversal problem is in NP.
