The contributions and point of view of Kantorovich dominate the modern treatment of Newton's method. For background see Berger [2] , Henrici [19] , Kantorovich-Akilov [23] , and Ostrowski [38] . This treatment has great beauty derived from its simplicity, its generality, and its weakness of its hypotheses. The assumptions in a Banach space context are first and second derivative bounds on a domain of a map.
What we do is to start afresh with analytic maps and derive estimates at one point.
In the execution of an iterative algorithm, one finds oneself at some point in the domain space and is able to compute derivatives at that point. Prom that informtion, it is important to make a judgment for the next step, or perhaps even terminate the algorithm. These considerations motivated our paper, [52] , referred to subsequently as [point estimates] or just [P. E.] . Since the results of [P.E.] are used frequently below, we review a bit of that theory.
One aspect of a theoretical study of problems where only approximate solutions are possible, is the omnipresence of a small parameter e > 0, which measures the distance to a solution. However, for a well-conditioned solution of f(ç) = 0, / a complex polynomial, one can dispense with such arbitrariness using the notion of an approximate zero.
One variable, Newton's method for solving f(ç) = 0, with starting point Zo E C, is the sequence z k = z k 
-i -f(z k -\)/f(z k -\)
defined inductively. The point zo will be called an approximate zero if kfc -^fc-i| < (è) 2 "" 1 " 1 !^! -^o|, fc = i,2,3,....
Thus if fc = 5, for example, the coefficient is already (^) 15 . In machine computations one sees this phenomenon with doubling of precision at each step. However, it would be satisfying to have a test that one could make with information at ZQ to insure this estimate for all fc. That motivates the introduction of our invariant a(z,f) and Theorems A and B as follows.
Let ß(z, f) be the length of the "Newton vector"
/«« 1/(fc - 
Here f k (z) is the fcth derivative. Then the invariant a(z,f) is defined as the product ß(z,f)i(z,f) or ß(z)-)(z).

THEOREM A (SPECIAL CASE). There is a constant o?o equal to approximately .130707 such that ifa(z,f) < OLQ, then z is an approximate zero of f.
The general case of Theorem A has the same statement, but / and the definition of approximate zero are generalized as follows. Now /: E -• F is an analytic map from one Banach space to another (e.g., E = C n = F).
Newton's method starting from ZQ E E is given by
Zk = Zk-i ~ Df(z k -1 )~1f(z k -1 )
and ZQ is an approximate zero of / if \\z k -z k -i\\ < (\) where D k f(z) is the fcth derivative of / as a fc-linear functional (see Dieudonné [10] or Lang [30] for the calculus). In case Df(z)~1 is not defined, we make a, ß, and 7 infinite. Now Theorem A makes sense for analytic /: E -> F and is true; this is proved in [P.E.].
M. Kim [27] independently has a proof of Theorem A with one variable and a° = À* * wr°te i n [P-E-] that theorems similar to ours could probably be deduced with the Kantorovich theory as a starting point. Subsequently, H. Royden [42] showed that that indeed was the case with a slight improvement of OLQ in Theorem A. Moreover, recently J. Curry [7] has extended the onedimensional version of Theorem A to higher order generalizations of Newton's method.
One might object to the feature of Theorem A that requires knowledge of all derivatives for the 7 factor of a. In fact only the first derivative is necessary, together with some crude information on /. It is natural to ask, for a given /: How many steps will the random algorithm take on the average? For this to make sense let fi be the set of all possible sequences Z = (z\,Z2,z%,...), \z k \ < 3. Give the disk of radius 3 normalized Lebesgue measure and endow fi with the infinite product measure as a probability measure, as in .
Define Of course one hopes for a better bound eventually. This theorem is proved in §2.
Here Pd(l) is the set of all complex polynomials f(z) = Y^o a % z% with ad -1 and \di\ < 1. We have imposed uniform probability measure on Pd(l) (i-e., normalized Lebesgue measure) using the fact that P^(l) is a bounded set in C d . The set of / E Pd(l) with Oj = oo has measure 0. These / are the ones where zero finding is an ill-posed problem in some reasonable sense.
For the next result, let ZQ E C, / a complex polynomial, and consider
where f(ç) = 0 and
Thus (*) is another form of a superconvergent property independent of a small parameter. Let fi/ be the set of \ZQ\ < 1 satisfying (*), and let Af be its area.
THEOREM (AVERAGE AREA OF APPROXIMATE ZEROS).
average Af > c > 0
where c is independent of d.
This result is equally valid if / is averaged over the set {f\f(z) = J2%=o a % z% '•> |oi| < 1, i = 0,1,..., d}. The proof is given in §3.
Points ZQ satisfying (*) are called approximate zeros of the second kind. Generally if/: E-> F is an analytic map, Then z is an approximate zero of the second kind.
Next, consider an analytic map /: E -• F from one Banach space to another. We will study an algorithm based on Newton's method for approximating solutions of f(ç) = 0. Complexity aspects of this algorithm will be proved.
We suppose / given as above and ZQ E E. It is important for our purposes to understand the lifted path o -O(ZQ, f) C E, defined as follows. If the derivative Df(zo): E -> F is an isomorphism, let /"* be the local inverse of / defined from a neighborhood of J(ZQ) to E and taking f(zo) to ZQ. For nonnegative io sufficiently close to one, Z" 1 maps {tf(zo)\ to < t < 1} into E.
It may happen that /"* extends to a map of the ray {tf(zo)\ 0 < t < 1} -• E, remaining an inverse to / and such that the derivative along this ray is always an isomorphism. In this case we say that o -O(ZQ, f) is defined and is the set /^{*/(«b)|0<*<l}.
If / is a complex polynomial of one variable, the curve o is discussed and plays a major role in Smale [50, 51] and Shub-Smale [43, 44] .
Moreover, a(zo,f) is defined generically for systems /: C n -> C n given by polynomials.
Our algorithm for solving f(ç) = 0 is contained in the following theorem. is the same applied iteratively / times. The constants c and / are about 4. We give the proof in §4.
THEOREM (THE SPEED OF A GLOBAL NEWTON METHOD
The algorithm in the above theorem is a version of the Global Newton in Smale [47] , Hirsch-Smale [20] , Keller [26] , Garcia-Gould [15] , Abadie-Guerrero [1] . Related results can be found in Kung [28] , and the book of Dejon-Henrici [29] (especially the article by Dejon-Nickel in the last volume). Surely the theorem has roots in the one-dimensional case of Shub-Smale [43, 44] and Smale [50, 51].
The ideas of this proof extend to deal with other situations, for example, homotopy problems as in Keller [25] and Chow-Mallet-Paret-Yorke [4] . Moreover, if a problem of zero finding is ill-posed, the corresponding residual problem |/(;z)| < e could be well-posed and the complexity theory of the above theorem applies (again similar to Smale [50, 51] and Shub-Smale [43, 44] ). Both Newton's method and piecewise linear algorithms can be thought of as path following algorithms. This is a theme in Eaves-Scarf [11] , Smale [47] , and Hirsch-Smale [20] . One can interpret Dantzig's [8] self-dual variant of the FIGURE 1 simplex method as a path following method (Smale [48] ) in this way. Thus a relation between the simplex method of linear programming and Newton's method, is no surprise. In fact, the relationship turns out to be very simple and natural in the framework of the linear complementary problem or LCP.
The LCP starts with data (M, q) where M is an N X TV matrix and q E H N .
Define the functions x^ = (x =b \x\)/2 for a real variable x (more formally one could write x+(
For background, see Cottle-Dantzig [6] , Smale [48, 49] , and the cited references.
We are especially concerned here with how the LCP can be considered as containing the linear programming problem, or LPP, as a special case. The LPP with data (A, b, c), A an m x n matrix, 6 E R m , e E R n is:
It will be assumed that M has this special form.
The LPP has a solution if and only if the corresponding LCP does, and in that case the solutions correspond in a natural way.
We propose here an analytic approximation to 3>M, which at the same time desingularizes the LPP and makes analytic methods-Newton's method, in particular-available for its solutions.
In this way, Dantzig's [8] self-dual algorithm, a version of his simplex method, can be approximated by Newton's method.
We start with an approximation of the functions of one variable, x^. Let (p% : R -+ R be defined by
The graph of <p+ for a > 0 is a hyperbola (see Figure 1 ).
As a -> 0, ip^ approaches x^ uniformly, and as x -> dboo the approximation only improves.
Next A diffeomorphism is a differentiable map with a differentiable inverse. It is analytic if, in a neighborhood of each point, it can be defined by a convergent power series. Say that the LPP with Data(A, b, c) is "extremely ill-posed" if q E OUM (9UM = UM -UM)-Here is some justification for our terminology. The LPP has a solution if and only if q E UM (see Cottle [5] ). Thus if q E dU, a small perturbation of the data means that the problem has no solution. The above theorem implies that all LPP which are not extremely ill-posed can be desingularized at once, by taking any a > 0.
Newton's method for $ a -q follows the curves OE" 1 (qq) whereis the segment from an initial value q to q. Dantzig's method follows the curve ^~1(gç) for a = 0. Thus as a -• 0, Newton's method, with an appropriate step size, tends to the Dantzig Algorithm.
It is convenient to introduce a map Ò a : R N -+ R^ by Ò a (x) = $ a (a;) -$ a (0). Then as a goes to zero, $ a approaches the LPP. Moreover, as is shown in §5, Theorem A can be applied to solve é a (x) = q for all a such that a > c\\q\\. Then the original LPP problem can be obtained by reducing a to zero.
Related in one way or another to the previous result is the work of Mangasarian [31] , Wierzbicki [53] [54] , Gao [13, 14] , and Wright [56] .
I would like to express my thanks to a number of mathematicians for their help in this paper. In particular, a conversation with Dick Cottle on the LCP was useful. Lenore Blum's MSRI talk on a condition number for linear programming via the LCP helped put the LCP back in my mind. Her comments and those of Jim Curry and Feng Gao have been generally useful to me.
Especially important through all of this has been the work of, and conversations with, Jim Renegar and Mike Shub. That contribution from Mike Shub, to me, has persisted over many years indeed. 
Then it is sufficient to check the formula of the lemma at p
Use Lemma 1 to write out the inequality of Lemma 2 as
In these terms the estimates of the theorem is iß 0~1 ilj k < Vi i k = 1,2, For k = 1, this is trivial. We proceed to prove the theorem by induction on fc. Thus it is sufficient to show ipoip k < Vi^fc-i, fc = 2,3,..., x > 0.
Write out this last estimate and multiply both sides by To finish the proof of the theorem it is sufficient to show that for d < m < 2d,
Use the previous equation to simplify, obtaining as sufficient
for 1 < mi < 2d-1. Apply Lemma 2; this proves Theorem 1. We now prove Theorem B of the Introduction, or 
Now we use the above estimate to prove Theorem 2 as follows
7(*, /) < sup »w fc! < sup fc K>-'n|ffi|)
^^(IWDBupdiD/w-Mlll/ll^dMl))
1^-1
).
<Pd fc>l
The sup is over the (fc -1) roots of a number which is independent of fc and not less than 1. Thus the sup is achieved at fc = 2. This yields Theorem 2.
Remark. There is a kind of "L 2 version" of Theorem 1, which I have not been able to resolve. We next prove a proposition which shows that our criterion for approximate zeros of the second kind (Theorem C) also works for approximate zeros (of the first kind). 
•<-(i('-#).5)-
So a(z, f) = ß{z)i{z) < c lC2 \\z -ç||Tf(f) < a 0 .
Q.E.D.
For each polynomial /, define We use several lemmas on our way to proving Proposition 3. However, first observe the well-known fact that li f E Pd(l) and f(ç) = 0, then |^| < 2. This eventually is the reason for our choice of the 3 in the theorem we are proving in this section.
PROOF. It follows from Proposition 2 that
B f >c £ PROOF. Eo^" 1 < ^Eo^" 1 < dY%r*. The following is just an application of the inequality on arithmetic and geometric means. 
The theorem may be restated: G d (<j) < cd h jo. But using Propositions 1 and 3 Of course K and L are positive constants, independent of d. Some estimates of these constants can be given from the proof. 
Lemma 2 follows from the definition of LQ and the fact that \\zi -^o||^/(^o) = a(z 0 ) < a 0 .
Next we will prove the theorem. It is sufficient to prove that a(zi, f -W{+i) < ao for i = 0,1,..., n -1, and for this we proceed inductively. First observe
It is sufficient to show that (a) and (b) are true for a suitable fixed /, where The last equation is clear and defines a choice of constants c and I of the theorem. Q.E.D.
5. We prove here the theorem on the regularization of the LPP. Then we add some discussion related to Newton method algorithms for this problem.
Toward the proof of the theorem we have REMARK. This already shows the continuity of the solution of our perturbed LPP in (A, b, c) . The proof just goes by expanding out and comparing terms. Note that the right-hand side is always positive unless x = y. Thus the same is true for the left-hand side. 
1=1
Now apply Lemma 2 to finish the proof of Lemma 3. The proof of Lemma 6 goes by using a topological degree argument and Lemma 5. Let V -Vs(q) be the closed ball of radius ô about q in R^, with 6 chosen so that Vs(q) C UM-Then from standard linear programming theory, the
-• V is well defined, proper, and of degree 1. Therefore, since $ a uniformly approximates $M, we obtain the conclusion of Lemma 6.
To finish the proof of the theorem, it is sufficient to show that the map and so U{ satisfies an estimate of the form \u{\ < K\ + K2\xi/a\. This bound implies our a*(q) = oo, the surjectivity of $ a : R N -• UM and hence the theorem.
Next we show how the theorems on approximate zeros can be used to initiate algorithms for solving our approximation of the LPP. 
<
We have used Lemmas 7, 8, and 9. Thus a = ß^ < 8||g||/a < a 0 , proving the proposition.
6. In Smale [51] , one dozen problems in the algorithms of analysis were explicitly listed. Since that paper was written, solutions or progress for half of them have resulted. In this section we report on these results.
Problem 1 deals with extending work of Smale [50], Shub-Smale [43, 44] , and on zero finding of polynomials. This work proves probability bounds for algorithms related to Newton's method, and eventually, that the number of iterations is proportional to the degree of the polynomial. This work used the theory of Schlicht functions (related to the Bieberbach Conjecture) and did not extend to finding zeros of polynomial systems /: C n -• C n where n > 1. Problem 1 asked for such results. Renegar [40] has now found polynomial bounds, statistically, for each n. This important work thus gives some answer to our problem. However, deep questions, including those on the conceptual level, remain. ). Renegar's results are one of the inspirations for this paper, and I hope that the theorems here will make some contribution to the problem of complexity for polynomial systems. Problem 6 deals with the question of understanding systematically the set of polynomials of one variable, where Newton's method can cycle on open sets. Cayley showed that for quadratic polynomials, this could not happen generically. Janet Head [18] of Cornell has given a good analysis of the situation of cubics and has shown that cycling in that case is a rather rare occurrence. Her work does not include / of degree higher than 3.
Problem 7 raises the problem as to how often (simple) Newton's method converges for polynomials of one variable. Let Af be the normalized area of the set of points of D2 which converges to a zero of / under Newton's method. Let Ad = min Af. [46] have given a good study, and one could say that the problem is essentially solved.
Problem 9, on the average area of the set of approximate zeros being bounded below, is answered completely by the theorem proved in §3 of the present paper (incidentally, answering Problem 7B as well).
Problem 10 conjectured that there exists no purely iterative generally convergent algorithms for polynomial zero solving over C. Curt McMullen [33] Here Pd is the space of all polynomial of degree < d and S is the Riemann sphere. That T is rational over C means that T can be formed from the complex rational operations (+, -, x,-=-) in the coefficients of / and z. is such an algorithm as proved by Cayley. 
