We calculate the dimensions of the space of Vassiliev invariants coming from the Homfly polynomial of links, and of the space of Vassiliev invariants coming from the Kauffman polynomial of links. We show that the intersection of these spaces is spanned by the Vassiliev invariants coming from the Jones polynomial and from a polynomial called Υ. We also show that linearly independent Vassiliev invariants of knots of degree ≥ 8 coming from the Homfly or Kauffman polynomial are algebraically independent.
Introduction
Soon after the discovery of the Jones polynomial V ( [Jon] ), two 2-parameter generalizations of it were introduced: the Homfly polynomial H ( [HOM] ) and the Kauffman polynomial F ( [Kau] ) of oriented links. It was shown by H. Lamaugarny that, in a sense made precise in [Lam] , all common specializations of the polynomials H and F can be expressed in terms of V , the number of components of a link, and the linking number. A less known link invariant Υ was studied in [CoG] , [Kn1] , [Sul] and [Lie] . The link polynomial Υ cannot be obtained from the polynomials H or F of links by a substitution of parameters. Nevertheless, it is natural to regard Υ as a specialization of H and also of F . This can be made precise in the following way, which will turn out to generalize the meaning of a specialization of H or F from [Lam] : Let V n,ℓ be the vector space of Q-valued Vassiliev invariants of degree n of links with ℓ components. After a suitable substitution of parameters, the polynomial H (resp. F ) can be written as a power series in an indeterminate h, such that the coefficients of h n are polynomial-valued Vassiliev invariants p n (resp. q n ) of degree n.
Let H n,ℓ (resp. F n,ℓ ) be the vector space generated by the coefficients of p n (resp. q n ) regarded as a subspace of V n,ℓ . It is natural in the framework of Vassiliev invariants to consider the elements of n,ℓ (H n,ℓ ∩ F n,ℓ ) as the common specializations of H and F . We show that for each pair (n, ℓ) the vector space H n,ℓ ∩ F n,ℓ is generated by two Vassiliev invariants of links with ℓ components, namely,
• the coefficient r ℓ n of h n in V (e h/2 ),
• and the coefficient y ℓ n of h n in Υ(e h/2 ).
In other words, the polynomials V and Υ generate all common specializations of H and F .
Theorem 1 For all n ≥ 0, ℓ ≥ 1 we have H n,ℓ ∩ F n,ℓ = span{r The proof of the theorem will not be given on the level of link invariants, but on the level of weight systems. A weight system of degree n is a linear form on a spaceĀ n,ℓ generated by certain graphs with ℓ distinguished oriented circles and 2n trivalent vertices called trivalent diagrams. There exists a surjective map W from V n,ℓ to the spaceĀ * n,ℓ = Hom(Ā n,ℓ , Q) of weight systems. The restriction of W to H n,ℓ + F n,ℓ is injective. So we may study the spaces H ′ n,ℓ = W (H n,ℓ ) and F ′ n,ℓ = W (F n,ℓ ) ⊆Ā * n,ℓ instead of H n,ℓ and F n,ℓ . It will be easy to derive upper bounds for dim H ′ n,ℓ , dim F ′ n,ℓ and dim(H ′ n,ℓ + F ′ n,ℓ ). Our main work will be to evaluate the weight systems in H ′ n,ℓ and F ′ n,ℓ on many trivalent diagrams. In this way we obtain lower bounds for dim H ′ n,ℓ , dim F ′ n,ℓ and dim(H ′ n,ℓ +F ′ n,ℓ ). Fortunately these lower bounds always coincide with the upper bounds. The resulting dimension formulas are of independent interest and will imply our result about H n,ℓ ∩ F n,ℓ . Theoretically, our results could also be proven more directly by evaluating the Vassiliev invariants in H n,ℓ and F n,ℓ on links but the use of weight systems has several advantages. For example, in the case ℓ = 1, the Hopf algebra structure ofĀ = ∞ n=0Ā n,1 will help us to show that, in degree n ≥ 8, linearly independent Vassiliev invariants of knots coming from the Homfly or from the Kauffman polynomial are algebraically independent. Moreover we can make use of a module structure on the space of primitive elements P ofĀ over Vogel's algebra Λ ( [Vog] ) to simplify our computations. We will also analyze the case n < 8 using a basis ofĀ n,1 which is known for n ≤ 12 ( [Kn2] ).
The plan of the paper is the following. In Section 1 we recall the definition of the link polynomials H, F , V , Υ, and we give the exact definition of H n,ℓ and F n,ℓ . We also show that the coefficients of h n in Υ(e h/2 ) and in V (e h/2 ) are in H n,ℓ ∩ F n,ℓ . In Section 2 we first recall the definition ofĀ n,ℓ and the connection between the Vassiliev invariants in H n,ℓ + F n,ℓ and their weight systems in H ′ n,ℓ + F ′ n,ℓ . Then we state our formulas for the dimensions of H ′ n,ℓ , F ′ n,ℓ and H ′ n,ℓ ∩ F ′ n,ℓ . These formulas imply Theorem 1. In the case ℓ = 1, we restrict the weight systems to the space of primitive elements P n ⊂ P of degree n: We give dimension formulas for the spaces of restrictions
. These formulas imply the algebraic independence mentioned above. The rest of the paper is devoted to the proof of the dimension formulas of Section 2. In Section 3 we recall the direct combinatorial description of the weight systems in H ′ n,ℓ and F ′ n,ℓ and derive upper bounds for dim H ′ n,ℓ and dim F ′ n,ℓ . For the proof of lower bounds we state formulas for values of weight systems in H ′ n,ℓ and F ′ n,ℓ on certain trivalent diagrams in Section 4. We prove these formulas by making calculations in the Brauer algebra Br k . In Section 5 we finally prove the dimension formulas stated in Section 2. Here we use the Λ-module structure of P. 
The link diagrams in Relation (1) are the same outside of a small disk and differ inside this disk as shown in Figure 1 . The symbol O k denotes the trivial link with
Here L =,or is the link diagram L = (see Figure 1 ) equipped with an arbitrary orientation of its connected components and w(L) denotes the writhe of a link diagram (see [Kau] ). The Jones polynomial V can be expressed in terms of the Homfly polynomial as
It is easy to see that for every link L we have
where |L| denotes the number of components of L. Define
The link invariants H,F ,V , and Υ are not Vassiliev invariants, but they can be developped into formal power-series whose coefficients are Vassiliev invariants. Using Equation (5) it is easy to see that we can express H and F after the following substitutions of parameters as
where c and h are commuting variables. It is well-known that the link invariants p ℓ i,n and q ℓ i,n are in V n,ℓ . Define
Define the invariants y ℓ n , r ℓ n of links with ℓ components by
We have the following proposition.
Proposition 1 For all n ≥ 0, ℓ ≥ 1 we have
Sketch of Proof:
(1) The following formulas for Υ can directly be derived from its definition:
This implies Part (1) of the lemma.
(2) Let < L > (A) be the Kauffman bracket and w(L) be the writhe of a framed link L as defined in [Kau] . Define the link invariant
Then one can show that
This implies Part (2) of the lemma. 2
In other words, the polynomials V and Υ are common specializations of H and F . This is the first step for the proof of Theorem 1.
Dimensions of spaces of weight systems
We recall the following from [BN1] . A trivalent diagram is an unoriented graph with ℓ ≥ 1 disjointly embedded oriented circles such that every connected component of this graph contains at least one oriented circle, every vertex has valency three, and the vertices that do not lie on an oriented circle have a cyclic orientation. We consider trivalent diagrams up to homeomorphisms of graphs that respect the additional data. The degree of a trivalent diagram is defined as half of the number of its vertices. An example of a diagram on two circles of degree 8 is shown in Figure 2 . Orientation of circles and vertices are assumed to be counterclockwise in our pictures. Crossings in the pictures do not correspond to vertices of a trivalent diagram. (STU)-relation:
Figure 3: (STU), (IHX), (AS) and (FI)-relation
The diagrams in a relation are assumed to coincide everywhere except for the parts we have shown. LetĀ n,ℓ be the quotient of A n,ℓ by the relation (FI), also shown in Figure 3 . A weight system is a linear form onĀ n,ℓ . A chord diagram is a trivalent diagram where every trivalent vertex lies on an oriented circle. It is easy to see that A n,ℓ is spanned by chord diagrams. If D is a chord diagram of degree n on ℓ oriented circles, then one can construct a singular link L D with ℓ components such that the preimages of double points of L D correspond to the points of D connected by a chord. The singular link L D described above is not uniquely determined by
Weight systems are multiplied by using the algebra structure dual to the coalgebra structure of ∞ n=0Ā n,ℓ (see [BN1] ). The following proposition is well-known (see Proposition 2.9 of [BNG] and Theorem 7.2 of [KaT] , Theorem 10 of [LM3] or [LM1] , [LM2] ).
Proposition 2 For all ℓ ≥ 1 there exists an isomorphism of algebras
such that for all n ≥ 0 we have
This proposition reduces the study of H n,ℓ and F n,ℓ to that of H ′ n,ℓ and F ′ n,ℓ .
The remaining values are given in the following table
The proof of Proposition 3 will be given in Section 5. Using Proposition 3 it is easy to prove Theorem 1.
Proof of Theorem 1: Part (3) of Proposition 3 together with Proposition 2 implies
. The formula for dim (H n,ℓ ∩ F n,ℓ ) from Theorem 1 is now implied by Part (1) of Proposition 3. The theorem follows because r ℓ n , y ℓ n ∈ H n,ℓ ∩ F n,ℓ by Corollary 1. 2 For diagrams on one oriented circle we will also prove a version of Proposition 3. For simplicity of notation we will drop the index ℓ when ℓ = 1. If ℓ = 1, the coalgebra structure ofĀ = ∞ n=0Ā n can be extended to a Hopf algebra structure (see [BN1] ). The primitive elements P ofĀ are spanned by diagrams D such that D \ S 1 is connected, where S 1 denotes the oriented circle of D.
Proposition 4 For the restrictions of the weight systems to primitive elements we have
The proof of the proposition will be given in Section 5. Notice that for n = 6, 7 we have the exceptions dim(H
Proposition 4 and Proposition 2 imply the following corollary.
Corollary 2 Linearly independent Vassiliev invariants of knots in
, then polynomials in the invariants v i also cannot distinguish the knots K 1 and K 2 . Corollary 2 gives us a reason why it is possible to distinguish many knots by comparing their Homfly and Kauffman polynomials. 
Proposition 5 For all
The direct description of W (p ℓ i,n ) and W (q ℓ i,n ) from the proposition above will simplify the computation of dimensions.
(2) For all n, ℓ ≥ 1 we have
if ℓ ≥ 2 and n ≤ ℓ, n + ℓ − 1 if ℓ ≥ 2 and n ≥ ℓ. (2) is constant because so 2 is an abelian Lie algebra (see [BN1] ). This implies W so (D)(2) = 0 and hence dim F We extend this definition by setting L 0 = C 0 = T 0 = S 1 and C 1 = L 1 . An important ingredient for the proof of Proposition 3 and 4 is the following lemma.
if k is odd, and
where R k is a polynomial with R k (0) = 0. If k = 2, then R 2 = 2, and if k = 3, then
where P k and Q k are polynomials in c such that for k ≥ 2 we have P k (0) = 0, Q k (0) = 2 k−1 , and Q k (2) = (−2) k .
In the proof of the lemma we will determine the polynomials P k , Q k , and R k explicitely, which will be helpful to us for calculations in low degrees. For the main parts of the proofs of Proposition 3 and 4 it will be sufficient to know the properties of these polynomials stated in the lemma. We do not need to know the value of W gl (C k ). In the proof of Lemma 2 we use the Brauer algebra ( [Bra] ) on k strands Br k . As a Q[c]-module Br k has a basis in one-to-one correspondence with involutions without fixed-points of the set {1, . . . , k} × {0, 1}. We represent a basis element corresponding to an involution f graphically by connecting the points (i, j) and f (i, j) by a curve in R × [0, 1]. Examples for the graphical representation of basis elements of Br 3 are the diagrams u − , x + , x − , d = u + , e, f , g, h in Figures 8 and 9 . Figure 10 . The elements u + , u − , x + , x − arise among others when the replacement rules belonging to W so (see Figure 5 ) are applied to the part H (see Figure 8 ) of a trivalent diagram. Similarly, the elements d and h arise when we apply the replacement rules belonging to W gl (see Figure 4) to the part H of a trivalent diagram. We have ι(ω k ) = ω k (see Figure 6 ) because the diagram ω k contains no chords. The proof of the following lemma is now straightforward.
Lemma 3 The following two formulas hold:
We prove Lemma 2 by making calculations in the Brauer algebra.
Proof of Lemma 2: (1) With the elements u ± , x ± ∈ Br 3 shown in Figure 8 we define u = u + − u − and x = x + − x − . It is easy to verify that (u + x)u = (c − 2)u and
In view of the expression for x 3 it is clear that x k can be expressed as a linear combination of x and x 2 :
It can be shown by induction that the sequence of pairs (d k , e k ) k≥1 is given by (d 1 , e 1 ) = (0, 1) and (d k+1 , e k+1 ) = (d k + e k , 2d k ). We deduce
By Equations (12) and (13) one has
It is easy to see that tr x 2 /(c − 1) = −tr(x) = tr(u) = −tr(ux) = tr ux 2 = c 2 − c.
Applying the trace to Equation (16) yields by Lemma 3 and Equations (14) and (17):
Define the sequence (a k ) k≥2 inductively by a 2 = 2 and
2 and by definition of a k , induction and Equation (15) also
This implies W so (ω k ) = c(c − 1)(c − 2)R k (c) with
The properties of R k stated in the lemma are satisfied because by a simple computation we have R k (2) = a k > 0 for k = 3 and
We only give a sketch of the proof of the formula for W gl (ω k ). Let d, e, f, g, h be the elements of Br 3 shown in Figure 9 . Then one can prove by induction on k that
Using Lemma 3 this formula allows to conclude by distinguishing whether k is even or odd.
(2) Let a, b, 1 be the elements of Br 2 shown in Figure 11 . Then we have ab = ba = a, a 2 = ca, b 2 = 1, tr(a) = tr(b) = c, tr(1) = c 2 , and by convention (a − b) 0 = 1. This implies for k ≥ 1 that
Now one checks the properties of Q k using the last expression for W so (T k ). The remaining formulas follow by similar computations. For example, one can show for k ≥ 2 that
The property P k (0) = 0 from the lemma is obvious from the formula above. 2
Proof of Propositions 3 and 4
P. Vogel defined an algebra Λ which acts on diagrams (see [Vog] ). The diagrams t, x 3 , x 5 shown in Figure 12 represent elements of Λ (we assume that the univalent vertices of t, x 3 , x 5 are labeled by {1, 2, 3} as in [Vog] ). The space of primitive elements P ofĀ becomes a Λ-module by inserting an element of Λ into a freely chosen trivalent vertex of a diagram of a primitive element. Multiplication by t increases the degree by 1 and multiplication by x i (i = 3, 5) increases the degree by i. An example is shown in Figure 13 . If D and D ′ are classes of trivalent diagrams with a distinguished oriented circle modulo (STU)-relations (see Figure 3) , then their connected sum D#D ′ along these circles is well defined. We state in the following lemma how the weight systems W gl and W so behave under the operations described above: Part (1) of the lemma is easy to prove; for Part (2), see Theorem 6.4 and Theorem 6.7 of [Vog] .
Lemma 4 (1) Let D and D ′ be chord diagrams with distinguished oriented circle. Then we have
(2) For a primitive element p ∈ P we have:
If q is a polynomial, then we denote the degree of its lowest degree term by ord(q). Now we start to derive lower bounds for dimensions of spaces of weight systems.
Proof of Part (1) of Proposition 4: By Lemma 2 we have ord(W gl (ω k )) = 1 for even k. By Lemma 4 we have
Since this lower bound coincides with the upper bound from Lemma 1 we have dim H 
are mapped by W gl to the values
with polynomials f i satisfying f i (0) = −2. So in this case we have found 
2 We will use our upper bounds for dim H ′ n,ℓ and dim F ′ n,ℓ together with the following lower bound for dim(H ′ n,ℓ ∩ F ′ n,ℓ ) to get an upper bound for dim(H ′ n,ℓ + F ′ n,ℓ ). In the case ℓ = 1 we will argue in the same way for the restriction of weight systems to primitive elements.
Lemma 5 For all ℓ ≥ 1 and n ≥ 4 we have
Proof: Let ℓ ≥ 1 and n ≥ 4. Then we have dim H ′ n,ℓ ≥ 2 by Part (1) of Proposition 3. Proposition 1 and Proposition 5 imply that the weight system W (r ℓ n ) ∈ H ′ n,ℓ ∩ F ′ n,ℓ is equal to W gl (.)(2) |Ā n,ℓ and the weight system W (y 
Then by Proposition 5 we have
dim
We will use Formulas (20) and (21) to derive lower bounds for dim(H
Proof of Parts (2) and (3) of Proposition 4: Let Σ 8 = span{t 6 ω 2 , t 4 ω 4 , t 3 ω 5 , t 2 ω 6 , tω 7 , ω 8 , tx 3 ω 4 , ψ 1 , ψ 2 }, where ψ 1 and ψ 2 are the diagrams shown in Figure 14 .
Figure 14: Further diagrams of primitive elements
In view of the proof of Lemma 1 we can define a polynomial-valued weight system by W so (.) = W so (.)/(c(c − 1)). We used a computer to determine the following values (withc = c − 2):
Now a calculation using these values, Lemma 2, and Lemma 4 shows dim (W gl , W so )(Σ 8 ) = 9.
Define for n > 8:
We used Lemma 2 and Lemma 4 to compute the degree 1 coefficients of the value of W gl and W so on elements of Σ n stated in Table 1 . By Lemma 2 we have R k (2) = 0 if k = 3. Then by Table ( 1) and induction we see that dim(W gl , W so )(Σ n ) = [n/2] + n − 3 for n ≥ 8. By Lemma 1 and Lemma 5 this implies
Thus equality must hold in Equation (22). This implies Part (2) and Part (3) of the proposition for n ≥ 8. Let ψ 3 be the element of degree 6 shown in Figure 14 . A computation of W so (ψ 3 ) and of a matrix rank yields dim W so (span{t 5 ω 2 , t 3 ω 4 , t 2 ω 5 , tω 6 , tψ 3 , ω 7 }) = 6 which coincides with the upper bound for dim F
The remaining values for dim F ′ n|P n follow by simple computations. It follows from [Kn2] that the elements t 5 ω 2 , t 2 x 3 ω 2 , x 5 ω 2 , t 3 ω 4 , x 3 ω 4 , tψ 3 , tω 6 , ψ 4 (see Figure 14 ) form a basis of P 7 . A computation shows that
This implies H
follow because we have dim F ′ n|P n = dim P n for n ≤ 6. This completes the proof. 2 Proof of Parts (2) and (3) of Proposition 3: Assume ℓ ≥ 2. If n ≥ 8, then we have n + [n/2] − 3 elements a i ∈ P n such that the values
1 ∐ℓ−1 are linearly independent (see Proposition 4). The same is true for n = 4, 5, 6, 7 if we allow that the elements a i are inĀ n instead of P n . For example, in the case n = 7, the computation of a matrix rank shows that
The remaining cases n = 4, 5, 6 are simpler. Now let n ≥ 4. Consider the following lists of elements:
(1) If n ≤ ℓ, then we take the n elements D 
Let M n,ℓ be the list of elements D i = a i ∐ S 1 ∐ℓ−1 together with the elements from Equation (18) (resp. (19)) and Equation (23) (resp. (24)). We have card (M n,ℓ ) = 3n − 3 if n < ℓ, n + ℓ − 3 + [(n + ℓ − 1)/2] if n ≥ ℓ.
The values of W gl and W so on elements of M n,ℓ have the properties stated in Table 2 . be a linear combination with λ(e) ∈ Q. We want to show that f = 0 implies that all scalars λ(e) are 0. For our arguments we will use the entries of Table 2 
Comparing with Equation (25) shows that equality must hold in Equation (26). This completes the proof of Parts (2) and (3) of the proposition for all n ≥ 4. In degrees n = 1, 2, 3 we used the diagrams shown in Table ( 3) (possibly together with some additional circles S 1 ) to determine dim F ′ n,ℓ . The number of linearly independent values coincides in these cases with the upper bound for dim F ′ n,ℓ or with dimĀ n,ℓ . A calculation using the diagrams of degree 3 from the table above together with L 3 shows that for ℓ ≥ 4 we have dim(H 3,ℓ + F 3,ℓ ) = 6 and therefore dim(H 3,ℓ ∩ F 3,ℓ ) = 3 + 5 − 6 = 2. n = 1 L 1 n = 2 ω 2 , C 2 , L 2 n = 3 ω 3 , r r r¨, ω 2 #L 1 , T 3 , C 3 Table 3 : Diagrams used in low degrees
In the cases n = 1, 2, and in the case n = 3 and ℓ < 4, we have dim(H ′ n,ℓ ∩ F ′ n,ℓ ) = dim H ′ n,ℓ ≤ 2. This completes the proof. 2
