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Abstract 
Most “quasi-Newton” methods in common use for function minimisation use a quadratic model to approximate 
the underlying objective function at the current estimate of the minimum. In this paper we describe new 
minimisation algorithms derived by replacing the quadratic model with a polynomial type model involving a free 
parameter which is determined implicitly by means of information about the objective function. We show how this 
information may be efficiently utilised in an optimisation method of quasi-Newton type. Numerical tests were carried 
out to demonstrate the performance of the new algorithms in comparison to the standard BFGS method. 
Keywords: Unconstrained optimisation; Quasi-Newton methods 
1. Introduction 
The problem of finding an unconstrained local minimiser x* E R” of a twice continuously 
differentiable function f(x), with x E IR”, may be dealt with using quasi-Newton methods. The 
philosophy underlying these methods is to build a convex quadratic model for the function f at 
the current estimate of the minimum xj 
F(x)=f(xj) +gjT(X-Xj) +~(X-Xj)TBj(X--Xj), (1) 
where gj = g( xi> is the gradient of f, Bj is a positive definite matrix which is an estimate of 
G(xj) (the Hessian of f). Different quasi-Newton methods are distinguished principally by the 
manner in which they construct the approximations to the Hessian B (or its inverse H). Such 
methods include the DFP formula (Davidon [4], Fletcher and Powell [8]), the BFGS formula 
(Broyden [3], Fletcher [7], Goldfarb [ll], Shanno [17]) and the so-called “self-scaling variable 
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metric” methods (SSVM) [13,14]. To locate the next estimate xj+r, we determine p to minimise 
the quadratic model (l), which gives 
pi = -B,:‘gj; (2) 
then 
(x(fr) =) xj+l +t,PjT jEo7 ‘7***, (3) 
where t, is a positive scalar (obtained by the line search routine) chosen with the aim of 
approximately minimising f along the search direction (2). If xj+r does not satisfy the stopping 
criteria, then Bj is modified according to some updating rule (see, for example, [6]) 
Bj+l = u(Sj, Yj, Bj)> (4) 
where 
(tlPj=) sj=“j+l -xj? Yj=gj+l -gj. 
The updating matrix Bj+l is required to satisfy the “secant” equation [6] 
Bj+rSj=Yj, 
which is regarded as an approximation to the “Newton equation” [9] 
(5) 
(6) 
W) 
G(Xj+l)S=tldt * t=tj (7) 
The advantage of this approach is that since, near its minimum, any nonlinear function is 
approximately quadratic, local convergence behaviour for such a function is likely to be similar 
to that for the quadratic situation. However, such methods may be criticized on the ground that 
information about the objective function, such as the curvature and the function values, does 
not influence the updating process as indicated by (4). 
Spedicato [19] derived a minimisation algorithm based on nonlinear scaling over the 
objective function of the form 
F=F[q(x)], E>O, forx#x*, (8) 
where q is assumed to be a convex quadratic. He showed that a certain property of invariancy 
could hold if yj, in (41, is replaced by 
Sj+l 
‘j ’ (dF/dq)j+, - (dFFdq)j * (9) 
The determination of the derivative dF/dq requires that the function model F is explicitly 
available. In particular, Spedicato considered three models, namely, 
(a) F = r-q(x), for some constant Y > 0, 
(b) F= -exp(-q), 
(c) F = qr/2r, for some constant r > 0. 
Davidon [S] has proposed a new class of algorithms based upon replacing the quadratic 
model with a conic function model. Ford and Saadallah [9] used the rational model involving a 
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free parameter. Saadallah [15] described a new algorithm based on the polynomial function 
model (which we will describe in the next section) involving a free parameter. This parameter is 
determined implicitly by means of the information contained in the current approximate 
Hessian. 
In the following, we construct new algorithms based upon replacing the quadratic model with 
a polynomial function model where the free parameter is determined implicitly by employing 
estimates of the curvature of the objective function at the points xj and x~+~. We shall, from 
now on, omit the use of the subscript j and replace the subscript j + 1 by the subscript 1. 
2. A polynomial function model 
We approximate the underlying objective function f, at the current point, by a polynomial 
model 
F=q(I +eq>, (IO) 
where 0 is a parameter, 
q = q(x) = ieTAe (11) 
is quadratic (called “the associated quadratic”) with positive definite symmetric matrix A, and 
e =x --x*. (12) 
Calculating the gradient and the Hessian of F from (101, we obtain 
VF=mVq, (13) 
V2F = m V2q + 28 Vq VqT, (14) 
where 
m = 1 + 28q, (15) 
so that F, like q, has a stationary point at x”, and since q(x* > = 0, F has a minimum at x* ; 
from (141, V2F =A = V2q. 
From (13) the gradient of F (regarded as a function of t) in a chosen search direction p is 
g(t) =g(x +@> =m(t) Vq(t), (16) 
where 
q(t) =q(x + tp) = +e(t)TAe(t), (17) 
e(t)=x+tp-x*=e,+tp. (18) 
Then, we may write 
g(t) = m(t)(Ae, + HAP) (19) 
and 
m(t) = 1 + 2B(q, + tpTAe, + +t2pTAp). (20) 
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At this point, it is appropriate to introduce some further notation: 
yO=pTg, yl=pTg, and y=2, 
Yo 
F, =F(x,), F, =F(x) and 8 =pTAp, 
2(Fl - Fo) 
P= 
llY0 ’ 
m(to> = m,, +1> = ml, 
2 = 2 + &s, 
m0 
where to = 0, t, > 0, 
l9t,z 
p=-. 
m0 
Multiplying (19) by pT, we have (on substituting t = 0) 
pTAeo = 2. 
Using (201, (25) and (261, we have 
m, = m, + 28t,z, 
or 
ml 
-=1+2/L. 
m0 
(21) 
(22) 
(23) 
(24) 
(25) 
(26) 
(27) 
(28) 
Also, from (lo), (25) and (261, we obtain 
F, -F, = t,z(m, + Otlz), 
or 
4 - Fo 
’ = t,m,(l + Jo) ’ (29) 
Note that we do not have access to values of 4 or Vq, so that all computations must be 
arranged so that they depend only on values of F and g ( = VF). 
3. The new algorithms 
Since 4 is quadratic, from (161, we may model the gradient by 
g(t) = m(t)@ + bt), (30) 
where a and b are constant vectors determined from the two points (to, g(t,>> and (tr, g(tl>). 
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Therefore, 
a = m;lg, b= 
m,‘g, - m,‘g 
t1 
331 
(31) 
In order to derive a suitable approximation to the Newton equation (7), we need to determine 
w=t dg(t) 
‘dt ’ I’f, 
which gives 
(32) 
(33) 
Having obtained the coefficients of g, and g in (33), the value of w may be used in any 
suitable quasi-Newton updating formula (we use the BFGS formula in the numerical experi- 
ments, see Section 5) by replacing y with w in (4), which will thus yield a matrix B, satisfying 
B,s = w, (34) 
which is to be regarded as an alternative approximation (in place of the “secant” equation (6)) 
to the “Newton equation” (7). 
Now, using (20), (25) and (26), we have 
m; 282 + Ot,6 t,m’, 2~ + [W/m,] -= - = 
ml m, + 28t,z ’ ml 1+2/A * 
Now, since t,6 = 22 - 2yo/m,, then 
et;6 2%Y, 
-=2p--, 
m0 4 
and by using (23), (26) and (29), we have 
Thus, 
_ = 4PP - 4P - 4P2 t,m; 
ml p(1+2/-4 - 
Hence, from (20) and (36), Eq. (33) becomes 
w= 1+ 
i 
4/_Lp - 4/L - 4P2 
PC1 + 2cL) 1 
g, - (1 + 2&Y* 
(36) 
(37) 
(We may observe that if F = 0, then w = y.) The key point in making this algorithm practicable 
is, therefore, the determination of p. We obtain p by employing the curvature estimate of the 
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objective function F(t) =f(x + tp) in the direction p. We use interpolating quadratic polyno- 
mials between t = 0 and t = t,, based on selection from the four items of data F,, F,, y. and yi 
already available in the direction x1 - X. Using F,, F, and y. yields 
curvature at x 2: ‘O(’ - 2, . 
t1 
Using F,, F, and y1 yields 
curvature at xi = 
Yo(2Y -P> 
t1 
Each of these estimates gives rise to a different algorithm. 
(38) 
(39) 
3.1. Algorithm NQl 
This algorithm based on using w, defined in (37), is used to estimate G(x,)s where we find 
Al. by matching the curvature obtained from the model (30) and the approximated curvature at 
the current point given by (38). The curvature of f in the direction p is pT dg(t)/dt, and, at x 
(t = O), it has the value (from (30) and (31)) 
yo( vo/ml - 1 + 2Wo/m2,) 
t1 
(40) 
On equating the two expressions for the curvature given by (38) and (40), we have 
p=YMO+2etlYO+1, 
ml mi 
Then, by using (28) and (35), we obtain 
8/_~~+12/~~+(4+2p-2p~)~+p(l+y-~p)=O. (41) 
We choose p to be the smallest absolute root of (41) because this will cause w to resemble y 
more closely. 
3.2. Algorithm NQ2 
In this algorithm we find p (in (37)) by equating the curvature of f (in the direction p) at xi 
(t = t 1) which has the value (from (30)) 
~~(7 - ml/m0 + %m’,/mi) 
t1 
> (42) 
and the approximated curvature given by (39). This yields 
m; ml 
y-p=t,ym,--. 
m0 
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Using (28) and (361, we have 
4YMJ - 4Y/-l- 4YlJ2 
Y-P= 
P(1 + 2pL) 
-1+2/J. 
This leads to the quadratic expression 
4(~+p)~~f(~+p)(4-2p)~++p(l+~-p)=O. (43) 
If we have a real root, we select p to be the smallest absolute root of (431, otherwise we put 
p = 0 (i.e., w = > y resulting in a “standard” quasi-Newton method for that iteration. 
We have noted that, if F is actually quadratic, then p = 1 + y [16]. Hence, for algorithms 
NQl and NQ2, in the region of the minimum (where F is approximately quadratic) p = 1 + y 
and in this case I_L = 0, w = y as desired (see (37)). 
An alternative approach 
Since the function model we have adopted is based upon the existence of an underlying 
strictly convex quadratic function 4, an attractive proposal is to consider the construction of an 
algorithm which directly attacks the problem of minimising q (which, as we have seen, is 
equivalent to minimising F). From any point X, the step d defined by 
(V2q)d = - vq (44) 
would yield the exact minimum x + d of q in just one iteration. Using (13) and (14), Eq. (44) 
becomes 
(V2F- ( ;)ST)d= -g. 
Replacing V2F by its approximation B, we therefore obtain 
Bd= -[l- [g]c]g, whereu=dTg. 
It then follows, from (2), that 
(45) 
(46) 
i.e., that p and d are collinear as we expected, since the contour lines of F coincide with the 
contour lines of q. Pre-multiplying (46) by gT and solving for (T, we find that 
2ey, -’ 
u= 1+- 
[ 1 m20 Yo* (47) 
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Table 1 
Starting points BFGS NQl NQ2 NQl-SCP NQZ-SCP 
Rosenbrock function (n = 2) 
(-1.2, 1) 42 (32) 
(- 12, 10) 124 (100) 
(6.39, - 0.221) 74 (62) 
(- 3.635, 5.621) 71 (57) 
Sum 311 (251) 
Rosenbrock cubic function (n = 2) 
(- 1.2, 1) 48 (40) 
(- 12, 10) 573 (434) 
(6.39, - 0.221) 248 (190) 
(- 3.635, 5.621) 128 (102) 
Sum 997 (766) 
Powell badly-scaled function (n = 2) 
(0, 1) 203 (161) 
C-1,5) 201(159) 
(0.01,5) 172 (134) 
Sum 576 (454) 
39 (30) 37 (29)* 39 (30) 44 (3.5) 
123 (100) 123 (102) 114 (96)* 119 (94) 
67 (56)* 74 (61) 72 (64) 71 (62) 
62 (50) 62 (50) 60 (53)* 64 (53) 
291 (236) 296 (242) 285 (243) 298 (244) 
45 (37) 43 (35) 46 (40) 39 (36)* 
560 (436) 546 (440) 528 (412) 521 (418)* 
245 (186)* 247 (200) 245 (192) 251 (209) 
111 (92)* 112 (89) 111 (92>* 117 (96) 
961 (751) 948 (764) 930 (736) 928 (759) 
192 (160) 200 (166) 187 (149) 186 (160)* 
189 (156) 194 (166) 181(158)* 194 (169) 
166 (135) 171044) 163 (138)* 172 (144) 
547 (451) 565 (476) 531(445) 552 (473) 
Brown badly-scaled function (n = 2) 
(1, 1) 61 (27) 48 (25) 
(10, -0.5) 73 (35) 49 (26) 
C-10,1) 48 (23) 53 (28) 
Sum 182 (85) 150 (79) 
Box “difficult” exponential function [2] (n = 3) 
(0, -30, 1) 34 (31) 32 (28) 
t-4,0, 2) 31 (28) 29 (26)* 
(-2.66, -3.4,8) 73 (58) 70 (55) 
53 (27) 50 (32) 42 (25>* 
63 (32) 56 (33) 47 (28)* 
60 (32) 47 (32)* 52 (26) 
176 (91) 153 (97) 141 (79) 
34 (29) 34 (27) 
29 (26>* 29 (26)* 
73 (58) 69 (54) 
32 (24)* 
29 (26)* 
68 (56)* 
Sum 138 (117) 
Helical valley function (n = 3) 
(- 1.2, 1, 1.2) 29 (24) 
C--5,1,5) 41 (34) 
(20, 20,20) 39 (33) 
Sum 109 (91) 
131009) 136 (113) 132 (107) 
27 (22) 28 (23) 25 (20)* 
36 (28)* 36 (31) 39 (32) 
39 (33) 37 (31) 35 (32) 
102 (83) 101 (85) 99 (84) 
129 (106) 
26 (22) 
44 (35) 
27 (23)* 
97 (80) 
Weibull function (n = 3) 
(5, 0.15, 2.5) 36 (30) 37 (30) 39 (34) 37 (30) 34 (29)* 
(200, 0.1,40) 85 (64) 72 (51) 70 (53) 72 (54) 68 (51)* 
Sum 121 (94) 109 (81) 109 (87) 109 (84) 102 (80) 
Wood function (n = 4) 
C-3,0,3,1) 65 (56) 65 (54) 60 (53)* 63 (54) 70 (59) 
(- 1.2, 1, 1.2,. 1) 50 (38) 47 (36) 47 (38) 43 (35)* 45 (35) 
C-30, -10, -30, 89 (80) 81 (71) 75 (68)* 91 (83) 101 (89) 
- 10) 
Sum 204 (174) 193 (161) 182 (159) 197 (172) 216 (183) 
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Table 1 (continued) 
Starting points BFGS NQl NQ2 NQl-SCP NQZSCP 
Powell singular function (n = 4) 
(3, -1, 0, 1) 33 (30) 31 (28) 31 (28) 30 (27)* 32 (29) 
(-3, -1, -3, -1) 36 (34) 34 (32)* 37 (35) 34 (32)* 36 (34) 
(- 1.2, 1, - 1.2, 1) 27 (24) 26 (23) 25 (22)* 25 (22)* 25 (22)* 
Sum 96 (88) 91 (83) 93 (85) 89 (81) 93 (85) 
EXP4 function [ 11 (n = 4) 
(-LO, 2, -2) 58 (51) 56 (50) 48 (44)* 50 (45) 49 (44) 
(1, 0, -5, 3) 148 (122) 145 (117) 141 (118)* 145 (117) 152 (126) 
(- 3.562, - 3.816, 233 (172) 215 (164) 220 (175) 210 (167) 208 (173)* 
51.44, -54.06) 
Sum 439 (345) 416 (331) 409 (337) 405 (329) 409 (343) 
EXP6 function [l] (it = 6) 
(-1, -9, -5,1, -4,3) 63 (58) 60 (56)* 60 (57) 62 (58) 61 (59) 
(1, -8, -5, 1, 1, 1) 129 (115) 132 (122) 96 (88)* 127 (117) 97 (90) 
(0, -5, -3,3, -5,3) 89 (84) 79 (75) 68 (65)* 79 (77) 70 (67) 
Sum 281 (257) 271 (253) 224 (210) 268 (252) 228 (216) 
Extended Rosenbrock function (starting point is (- 1.2, 1, - 1.2, 1,. . .>) 
II = 10 44 (37) 42 (35)* 42 (37) 42 (37) 47 (38) 
n = 16 43 (37) 43 (37) 45 (36) 41 (35)* 48 (36) 
n = 22 46 (38) 49 (40) 46 (38) 45 (37)* 47 (37) 
Sum 133 (112) 134 (112) 133 (111) 128 (109) 142 (111) 
Extended Powell’s function (starting point is (- 3, - 1, 0, 1, - 3, - 1, 0, 1,. . . )) 
n = 36 67 (66) 53 (52)* 61 (60) 64 (63) 57 (55) 
Power function [19] (starting point is (1, 1, 1, 1, 1,. . .)> 
n = 10 140 (139) 137 (136) 136 (135) 135 (134) 134 (133)* 
n = 20 281 (280) 279 (278) 276 (275) 275 (274) 273 (272)* 
Sum 421 (419) 416 (414) 412 (410) 410 (408) 407 (406) 
Grand sum 4075 (3319) 3865 (3196) 3845 (3230) 3800 (3210) 3799 (3220) 
Number of best 0 9 9 14 15 
performances 
Using (471, Eq. (46) becomes 
287, -l 
d= 1+- 
[ 1 4 P, 
from which d may be determined, via (21, provided that the factor 20/m; can be suitably 
estimated. This, however, is not accomplished as easily as might first be expected, since the 
direction d must be computed before x1, and thus 20/m& can be determined. We solve this 
difficulty by using information from the previous iteration. Temporarily, let underlined quanti- 
ties denote quantities related to the previous iteration. We denote the factor 20/m; by cr. 
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Then (from (28)) 
29 28 28 
(y=2=2= 
m0 El !?$l + 2J ’ 
that is, 
(Y 
cy= - 
(1 + 2e)’ * 
(49) 
Hence, (Y and thus d can be determined if e and Al. have been retained. We have tested two 
versions of this approach, algorithm NQl-SCP and algorithm NQ2-SCP. After a line search has 
been carried out in the direction d, p can be calculated from (41) for algorithm NQl-SCP or 
from (43) for algorithm NQ2-SCP. With this more up-to-date information, it is possible to 
revise the estimate of (Y for passing on to the next iteration (from (26) and (29)): 
28 4/Ju(l+ lu) -= 
m20 PllYO 
In outline, the structure of an algorithm to implement this approach is as follows. 
(1) At the end of an iteration, compute 
4cL(I + p) 
cY= 
PWo(l + -w2 ’ 
to pass on to the next iteration. 
(2) At the beginning of the next iteration, determined p (via (2)), and calculate y. =pTg. 
(3) If 1 + ay, > 0, scale p to give d = (1 + ay,)-‘p, otherwise take d =p. 
(4) Carry out th e 1 ine search and determine t,, xi, g, and ,u in the usual fashion; return to 
step (1). 
5. Numerical tests and results 
In order to evaluate the proposed algorithms, numerical tests were carried out on several 
unconstrained optimisation problems. They are listed in Table 1 by their commonly accepted 
names; (a full description of the functions used may be found in [12]). Each function was 
minimised from a variety of starting points, giving 40 test-cases in all. For the purposes of 
comparison, the problems were first solved by the BFGS method, this is achieved by means of 
the formula 
BssTB T 
B,=B-- +yY 
sTBs sTy ’ 
If B is positive definite, then so is B,, provided that 
STY > 0. 
(50) 
(51) 
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This condition guarantees that the vector p, in (2), is a descent direction (see [7]) on every 
iteration. We employ a cubic interpolation line search technique whenever the initial step in 
the specified “quasi-Newton” search direction was unacceptable and requiring, for a point x1 
to be acceptable, as the new estimate of the minimum, that the conditions 
f(Xl) <f(x) + 10-4sTg, (52a) 
sTg , > sTg (52b) 
be satisfied [183. The new algorithms were implemented in identical fashion, except that we 
employ the vector w (Eq. (37)) in place of y in the BFGS updating formula equation (50). 
Therefore, we require that the stability condition 
sTW>O (53) 
be satisfied to produce a positive definite matrix B, if B is positive definite. For the new 
algorithms, if condition (53) is not satisfied, then we take p = 0 (in (37)) and turn to use w = y. 
In Table 1, each entry under the algorithm name consists of two numbers: the first gives the 
number of function and gradient evaluations required by the method for convergence, while the 
second number (in brackets) denotes the number of iterations required. For each test case, the 
method which yielded the best performance (determined by number of function/gradient 
evaluations, with ties resolved on the basis of iterations) is indicated with an asterisk. We scaled 
H, ( = I, the initial approximation to the inverse Hessian) by sTy/yTy for large problems (when 
II 2 10) is recommended in [18]. 
6. Summary and conclusions 
Most quasi-Newton methods in common use for function minimisation use a quadratic 
model to approximate the underlying objective function. In this paper, we replaced the 
quadratic model with a polynomial function model involving a free parameter which is 
determined implicitly by means of information about the objective function. The motivation for 
this model is to investigate the effect of the particular model on the quasi-Newton methods. 
The polynomial function model can certainly represent polynomial objective functions better 
than quadratic functions. 
We described new minimisation algorithms based upon the polynomial type model. It has 
been shown that these algorithms may be expected to degenerate to the standard quasi-Newton 
method as the minimum is approached. For the algorithms NQl-SCP and NQ2-SCP, we show 
that the search vectors generated while minimising F are proportional to the corresponding 
search vectors for the associated quadratic. The numerical experiments reported in Table 1 
indicate that the performance of the new algorithms exhibit a modest, but distinct, advantage 
over the BFGS method. Overall, the performance of the new algorithms is very similar and it is 
difficult to choose between them. However, based on the overall results, we would tend to 
favour NQ2-SCP slightly. 
Finally, we conclude, on the basis of the test problems used, that the proposed model 
behaves as efficiently as the currently used model and may be more satisfactory for the 
polynomial type problems. 
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