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Abstract 
A sparse stiff chemistry solver based on dynamic adaptive hybrid integration (AHI-S) is 
developed and demonstrated for efficient combustion simulations. In a previous study, a dynamic 
adaptive method for hybrid integration (AHI) was developed to speed up the time integration of 
chemically reacting flows with detailed chemistry. The AHI method solves the fast 
subcomponent of chemistry implicitly and the slow subcomponent of chemistry and transport 
explicitly, and it was shown that AHI is more accurate and efficient than the operator-splitting 
schemes when there are significant radical sources from the transport term. In the present study, 
the AHI method is first improved to minimize the number of nontrivial entries in the Jacobian. 
Sparse matrix techniques are further integrated into AHI to achieve high computational 
efficiency. The performance of the new AHI-S solver is investigated in constant-pressure auto-
ignition systems using different mechanisms that consist of 9 to 2878 species. It is shown that the 
computational cost of the AHI-S solver is overall linearly proportional to the mechanism size and 
is comparable to that of evaluating reaction rates using CHEMKIN-II subroutines. The AHI-S 
solver achieves speed-up factors ranging from approximately 10, for the 9-species hydrogen 
mechanism, to approximately 3000, for the 2878-species biodiesel mechanism, compared with 
the fully implicit VODE solver with Jacobian evaluated through numerical perturbations and 
factorized with dense matrix operations. It is further found that for mechanisms with less than 
approximately 100 species, the time saving of AHI-S is primarily attributed to the reduced size 
of the implicit core of the governing equations, while for mechanisms with more than 100 
species, the computational cost of VODE is dominated by the dense LU factorization, such that 
the time saving of AHI-S is mostly attributed to the sparse LU factorization. The AHI-S solver is 
then applied to unsteady perfectly stirred reactors involving extinction and re-ignition. Speed-up 
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factors from 50 to 30,000 are achieved compared with the Strang splitting scheme with the 
chemistry substeps implicitly integrated with VODE, while speed-up factors of 10~100 are 
achieved compared with the Strang splitting scheme implemented with the sparse stiff LSODES 
solver. In the end, the performance of AHI-S is investigated in one-dimensional (1-D) unsteady 
freely propagating laminar premixed flames for a methane/air mixture, for which the time step 
size in AHI-S is limited by the fastest transport process. A speed-up factor of approximately 200 
is achieved compared with the Strang splitting scheme for fixed time step sizes between 10ି଼s 
and 10ି଺s. 
Keywords: sparse ODE solver, dynamic adaptive hybrid integration, stiff chemistry, detailed 
mechanisms, chemically reacting flow 
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1. Introduction 
Detailed chemical kinetics is important for accurate prediction of combustion processes such 
as ignition, extinction and flame propagation, while it may involve a large number of species and 
reactions [1]. Recent progress in mechanism reduction, e.g. using directed relation graph (DRG) 
based methods [2-7], makes it possible to obtain accurate yet still comprehensive skeletal 
mechanisms with less than a few hundreds of species for practical engine fuels. However 
chemical stiffness may remain in skeletal and even reduced mechanisms due to the highly 
reactive radicals and their short timescales, such that the high-cost implicit solvers for ordinary 
differential equations (ODE), e.g. VODE [8] and DASAC [9], are typically required for time 
integration of combustion systems using reasonably large time steps.  
To alleviate this problem, dynamic stiffness removal [10] was developed to eliminate short 
chemical timescales for compressible flow simulations using direct numerical simulations (DNS), 
such that the low-cost explicit solvers can be employed with time step sizes up to approximately 
20 ns. Implicit solvers are typically required for combustion simulations involving even larger 
time steps. For multidimensional flows, the operator-splitting schemes are widely used to 
separate chemistry integration from that of transport processes to avoid the high computational 
cost for solving fully coupled implicit equations [11-15]. Splitting schemes however can incur 
significant errors in certain cases. For example, it was found in Ref. [16] that, when significant 
radical sources are present in the transport term, ܱሺ1ሻ splitting errors may occur in ignition 
processes unless small time steps comparable to those required for explicit solvers are taken. A 
dynamic adaptive hybrid integration (AHI) method [16] was then developed for effective error 
control in such cases. Significant speedup was achieved as well using AHI compared with the 
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splitting schemes for small and moderately large mechanisms, say with less than about 100 
species, by solving only the fast sub-component of chemistry implicitly.  
Nevertheless, for large mechanisms, Jacobian evaluation and factorization can dominate the 
computational cost in implicit solvers, such that analytical Jacobian evaluation [17], sparse 
matrix techniques [18-20], and adaptive preconditioning methods [21, 22] can significantly 
speed up stiff chemistry solvers. As reported in Refs. [18, 20], the computational cost for 
chemistry integration can be reduced to approximately a linear function of the number of species, 
ܰ, using sparse matrix techniques, while it can scale as ܱሺܰଶሻ to ܱሺܰଷሻ using dense matrix 
operations. The sparse matrix techniques are also applicable to AHI to further reduce the 
computational cost, particularly when large mechanisms are involved.  
In the present study, a sparse AHI solver (AHI-S) is developed to further reduce the size of 
the fast chemistry subcomponent, such that sparser Jacobian can be obtained for improved 
efficiency. The performance of the AHI-S solver is first investigated in auto-ignition using 
mechanisms with 9, for hydrogen, to 2878 species, for a biodiesel surrogate. AHI-S is compared 
with other solvers for numerical efficiency in a variety of combustion systems including auto-
ignition, unsteady perfectly stirred reactors (PSRs) and 1-D freely propagating premixed flames. 
It will be shown that AHI-S can achieve similar per-step computational cost to that of fully 
explicit solvers. 
The paper is organized as follows. In Section 2, the AHI method is reviewed and the AHI-S 
method is formulated, results from the AHI-S method for various combustion systems are 
presented and compared with other solvers in Section 3, and conclusions are drawn in Section 4.   
 
2. Methodology 
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2.1. Review of the AHI method 
The spatially discretized governing equations for typical reacting flows can be expressed as 
the following ODEs: 
 ݀઴݀ݐ ൌ ࡿሺ઴ሻ ൅ࡹሺ઴ሻ (1) 
where ઴ is the vector of dependent variables of dimension ݊஍, including, e.g. temperature and 
species concentrations, and S and M represent the chemistry and transport terms, respectively. 
Note that in a multi-grid system, ઴ consists of variables at all grid points. In the AHI method 
[16], fast species and reactions are first identified on-the-fly based on reaction timescales defined 
in a recent analytic formulation of computational singular perturbation (CSP) [23]: 
 ߬௜ ≡ ฬ߲Ω௜߲ࢉ ∙ ࣇ௜ฬ
ିଵ
, 
߲Ω௜
߲ࢉ ൌ ൤
߲Ω௜
߲ܿଵ ,
߲Ω௜
߲ܿଶ , … ,
߲Ω௜
߲ܿே൨ , ࣇ௜ ൌ ൣߥଵ,௜, ߥଶ,௜, … , ߥே,௜൧
்
 
(2) 
where ߬௜ is the timescale of the ith reaction, Ω௜ is the reaction rate, ܰ is the number of species, ܿ௞ 
is the mole concentration of the kth species, and ݒ௞,௜ is the stoichiometric coefficient of the kth 
species in the ith reaction. The ith reaction is considered to be fast if  
 ߬௜ ൏ ߬௖/ߚ (3) 
where ߬௖ is a threshold timescale that is typically comparable to the integration time step Δݐ, and 
ߚ is a safety factor. The kth species is considered to be fast if the following criterion is satisfied 
for any fast reaction i,  
 ฬ߲Ω௜߲ܿ௞ฬ ൐ ߚ߬௖ି
ଵ. (4) 
Note that the safety factor is typically mechanism-dependent and different safety factors can be 
optionally used for the identification of fast species and reactions. 
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The governing equations (Eq. 1) can then be rewritten as: 
 
݀઴
݀ݐ ൌ ࡿ௙ሺ઴ሻ ൅ ܏௦ሺ઴ሻ, ઴ ൌ ൤
઴௙
઴௦൨  
 ࡿ௙ ൌ෍ࣇ௜Ω௜
௠
௜ୀଵ
 (5) 
 ܏௦ ൌ ෍ ࣇ௜Ω௜
௡ೝ
௜ୀ௠ାଵ
൅ࡹ  
where ઴௙ and ઴௦ are the fast and slow variables of dimension ݊௙ and ݊஍ െ ݊௙ , respectively, 	݊௥ 
is the total number of reactions, and m is the number of fast reactions. It is assumed that 
sufficiently small integration time steps are taken, such that the transport term and the energy 
equation are not stiff. In AHI, the ODE system in Eq. (5) is temporally discretized using a first-
order scheme: 
 ቈ઴௙
௡ାଵ െ ࢶ௙௡
઴௦௡ାଵ െ ઴௦௡቉
1
߂ݐ ൌ ܁௙ሺ઴௙
௡ାଵ,઴௦௡ሻ ൅ ࢍ௦ሺ઴௙௡,઴௦௡ሻ (6) 
where the superscript n indicates the nth time step. The fast variables ઴௙௡ାଵ are solved implicitly 
using the first ݊௙ equations of Eq. (6). The slow variables can then be solved explicitly from the 
remaining equations.  
  
2.2. A sparse AHI solver (AHI-S)  
2.2.1. Sparse Jacobian for the fast chemistry subcomponent 
The chemical Jacobian is typically sparse for most practical fuels involving large 
mechanisms. The sparse pattern of the chemical Jacobian is first demonstrated using constant-
pressure auto-ignition governed by  
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 ݀ݕ௞
݀ݐ ൌ
߱௞ ௞ܹ
ߩ , ݇ ൌ 1,2, … ,ܰ (7) 
 ݀ܶ
݀ݐ ൌ െ
1
ߩܿ௣෍݄௞߱௞ ௞ܹ
ே
௞ୀଵ
 (8) 
 
ߩ ൌ ݌/ሺܴ௨ܶ෍ ݕ௞௞ܹ
ே
௞ୀଵ
ሻ (9) 
where the subscript k indicates the kth species,  ݕ is mass fraction, ߱ is species molar production 
rate, ܹ  is molecular weight, ݄  is specific enthalpy, cp is the mixture-averaged specific heat 
capacity, ߩ is density, p is pressure, T is temperature, and ܴ௨ is the universal gas constant.   
The Jacobian for Eqs. (7-8) is typically dense if the dependent variable vector ઴ consists of 
only species mass fractions, yk, and temperature, T, because all the variables are coupled through 
Eq. (9). As a solution provided in Ref. [19], sparse chemical Jacobian can be obtained by 
including density as a dependent variable and replacing Eq. (9) with the following differential 
equation: 
 ݀ߩ
݀ݐ ൌ
1
ܿ௣ܶ෍݄௞߱௞ ௞ܹ
ே
௞ୀଵ
െ ൭෍ ݕ௞
௞ܹ
ே
௞ୀଵ
൱
ିଵ
෍߱௞
ே
௞ୀଵ
. (10) 
Similarly, since species can be coupled through third bodies in pressure-dependent reactions, 
including the total third body concentration as a dependent variable can further reduce the 
number of nontrivial entries in the Jacobian [19]. More specifically, the equation of state,  
 ܥ ൌ ݌/ܴ௨ܶ (11) 
where C is the total mole concentration, can be replaced with the following differential equation 
 ݀ܥ
݀ݐ ൌ
ܥ
ߩܿ݌ܶ෍݄ܹ݇߱݇݇
ே
݇ൌ1
. (12) 
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The ODE system including Eqs. (7-8, 10, 12) can then be solved for the set of dependent 
variables ઴ ൌ ሾݕ௞, ܶ, ߩ, ܥሿ୘. For simplicity, density and total mole concentration are treated as 
slow variables in the present study by taking sufficiently small integration time steps. Note that 
either Eqs. (9, 11) or Eqs. (10, 12) can be used for updating slow variables ߩ and C. Since only 
the fast chemistry subcomponent is implicitly solved, AHI only needs to evaluate and factorize 
the Jacobian for the fast chemistry subcomponent, which is typically still sparse when Eqs. (10, 
12) are solved together with Eqs. (7-8). As such, high computational efficiency can be achieved 
by combining sparse Jacobian techniques with AHI.  
 
2.2.2. Minimizing the size of the fast chemistry subcomponent 
To achieve an optimal efficiency of AHI-S, the number of nontrivial entries in the Jacobian 
for the fast chemistry subcomponent in Eqs. (7-8, 10, 12) is further minimized in AHI-S based 
on the observation that, the rate of each elementary reaction is typically sensitive to 
concentrations of only one or two fast species, resulting in few large entries in the Jacobian, 
while the weak dependency of the reactions on slow species concentrations results in relatively 
small entries with insignificant contribution to the chemical stiffness. When multiple reactions 
are involved, a species can be fast for one reaction but slow for the others, based on the 
definition in Eq. (4). Compared with the original AHI method, in which the Jacobian of the fast 
chemistry subcomponent is dense and may consist of both large and small entries, AHI-S 
systematically eliminates the unimportant entries from the Jacobian to achieve a higher 
computational efficiency.  
Procedurally, the fast reactions are first identified with Eq. (3) in AHI-S to separate the fast 
and slow source terms. The fast species are then identified with Eq. (4) to separate the fast 
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variables ઴௙ and slow variables ઴ୱ to obtain Eq. (5). Note that this procedure is same as that in 
AHI. A set of reaction-specific fast species, ઴௙〈௜〉 as a subset of all the fast variables ઴௙ is then 
identified for the ith fast reaction based on their contribution to the reaction timescale. That is, 
the kth species is included in ઴௙〈௜〉 if and only if Eq. (4) is satisfied for the ith fast reaction. The 
remaining species are then defined as reaction-specific slow species, ઴௦〈௜〉. Equation (5) is then 
temporally discretized as 
 ቈ઴௙
௡ାଵ െ ࢶ௙௡
઴௦௡ାଵ െ ઴௦௡቉
1
߂ݐ ൌ ܁௙ ൅ ࢍ௦ 
 ࡿ௙ ൌ෍ࣇ௜Ω௜
௠
௜ୀଵ
ሺ઴௙〈௜〉,௡ାଵ,઴௦〈௜〉,௡ሻ (13) 
 ܏௦ ൌ ෍ ࣇ௜Ω௜
௡ೝ
௜ୀ௠ାଵ
ሺ઴௙௡,઴௦௡ሻ ൅ࡹሺ઴௙௡,઴௦௡ሻ 
where the superscript n indicates the nth time step, the superscript 〈݅〉  indicates the ith fast 
reaction, ઴௙〈௜〉, ઴௦〈௜〉 are reaction-specific fast and slow variables of dimension ݊௙〈௜〉 and ݊஍ െ ݊௙〈௜〉, 
respectively. Based on Eq. (13), a fast species is not treated implicitly for every fast reaction. 
Instead, only the contribution from reaction specific fast species are included in the Jacobian 
evaluation for a specific fast reaction, such that the Jacobian of fast chemistry using Eq. (13) can 
be significantly sparser than that of Eq. (6) used in the original AHI formulation. 
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Figure 1. Patterns of the nontrivial entries (black pixels) in the Jacobian of fast chemistry for 
Eqs. (7-8) evaluated a) with Eq. (10) but without Eqs. (12-13), b) with Eqs. (10, 12) but without 
Eq. (13), and c) with Eqs. (10, 12-13). The Jacobian is calculated at ݐ ൌ 2߬௜௚௡, where ߬௜௚௡ is the 
ignition delay, for methane/air auto-ignition at constant pressure of 50 atm, equivalence ratio of 
0.5 and initial temperature of 1200 K. The integration time step size is Δݐ ൌ 10ି଻	s.  The x and y 
axes represent the indices of the 86 fast species.  
 
To demonstrate the effectiveness of the above strategy to obtain sparse Jacobian, Fig. 1 
shows the patterns of nontrivial entries in the Jacobian of fast chemistry with three different 
formulations in Eqs. (7-8, 10), Eqs. (7-8, 10, 12) and Eqs. (7-8, 10, 12-13), respectively, for 
constant-pressure methane/air auto-ignition simulated with USC-Mech II [24]. It is seen that 
adding density and the third body concentration as new dependent variables results in a 
significantly sparser Jacobian and using Eq. (13) can further reduce the number of nontrivial 
entries compared with the original AHI formulation in Eq. (6). Sparse linear algebra subroutines, 
such as that implemented in the Harwell MA48 libraries [25], can be exploited to take advantage 
of the sparse Jacobian for improved computational efficiency. In the present study, mechanism-
specific sparse linear algebra subroutines are systematically generated using an in-house code to 
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maximize the efficiency for solving the implicit core for the fast chemistry subcomponent, and 
the mechanism-specific sparse solver can be readily implemented for different reacting flows, 
such as unsteady PSRs and 1-D premixed flames as demonstrated in the following.  
 
3. Results and Discussion 
The newly developed AHI-S solver is tested with eight different mechanisms listed in Table 
1 in different combustion systems including constant-pressure auto-ignition, unsteady PSRs and 
1-D premixed flames. The number of species ranges from 9 for hydrogen to 2878 for a biodiesel 
surrogate. Flame conditions involved, including pressure (p), initial/inlet temperature ( ଴ܶ) in 
auto-ignition/unsteady PSRs, equivalence ratio (߶) and safety factors (ߚ), are also shown in 
Table 1. Based on all the mechanisms we studied, ߚ ൌ 0.4~0.5 is recommended for mechanisms 
with fewer than about 100 species, while for larger mechanisms, ߚ ൌ 0.1~0.2 is found to be 
safe. A fixed time step size of 10ି଻ s is adopted for all the calculations unless otherwise 
specified. The simulation time for auto-ignition is five times the ignition delay (߬௜௚௡), while the 
simulation time for unsteady PSRs is twice the fluctuation period of residence time, which will 
be further explained in Section 3.2. All the numerical codes are implemented in FORTRAN and 
compiled with the Intel FORTRAN Compiler and tested on Intel CPUs. 
 
Table 1: Mechanisms and parameters tested in auto-ignition and unsteady PSRs 
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Mechanisms Number of species p(atm) ࢀ૙(K) ࣘ ࢼ 
Hydrogen [26] 9 1 1200 1.0 0.5 
Ethylene (skeletal) [27] 32 1 1200 1.0 0.5 
Methane [24] 111 50 1200 0.5 0.5 
iso-Octane (skeletal) [28] 233 10 1200 0.5 0.2 
n-Heptane [29] 540 10 1200 0.5 0.2 
iso-Octane [30] 874 10 1200 0.5 0.2 
n-Tetradecane [31] 1661 10 1200 0.5 0.1 
Methyl Decanoate [32] 2878 1 1200 0.45 0.2 
 
3.1. Performance of AHI-S in auto-ignition 
Due to the similar formulations, the AHI-S solver shares similar accuracy with the original 
AHI, while the computational efficiency is significantly improved for large mechanisms by 
taking advantage of the sparse chemical Jacobian. Figure 2 shows the numerical solutions of 
constant-pressure auto-ignition for ethylene/air (Fig. 2a) and iso-octane/air (Fig. 2b) mixtures, 
calculated with AHI-S in comparison with the fully implicit VODE solver. The relative and 
absolute error tolerances for VODE are set to be 10ିଽ and 10ିଵଶ, respectively, which will also 
be used in the following simulations using VODE. Close agreement is observed between the 
solutions obtained with AHI-S and the fully implicit VODE, and this is expected because the 
utilization of sparse matrix techniques does not compromise the order of accuracy.  
Figures 3a and 3b further show the relative errors in ignition delay (߬௜௚௡) for different values 
of integration step size (Δݐ) and safety factor (ߚ), for auto-ignition of methane/air calculated 
using USC-Mech II, where the relative error is defined as 
 ߝ ൌ ห߬݅݃݊ െ ߬݅݃݊
0 ห
߬݅݃݊0
, (14) 
where ߬௜௚௡଴  is the exact solution. In the fully implicit method, ߚ ൌ 0, because all the species are 
treated implicitly, and the relative error is shown in Fig. 3a to be linearly proportional to the time 
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step size. The relative error in AHI-S nevertheless depends on both time step size and ߚ, while 
for a fixed ߚ value, the relative error shows approximately linear dependency on time step size, 
indicating the first-order accuracy. Figure 3b further shows that the relative error in AHI-S non-
monotonically depends on the number of fast species, which is in turn determined by time step 
size and ߚ. It merits further study to construct high-order AHI solvers, and the following study 
will be focused on the computational efficiency of the first-order AHI-S.  
 
Figure 2. Species and temperature profiles in constant-pressure auto-ignition for a) a 32-species 
skeletal mechanism for ethylene and b) a 233-species skeletal mechanism for iso-octane, 
calculated with the fully implicit VODE solver (solid lines) and the AHI-S solver (symbols), 
respectively.  
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Figure 3. Dependence of relative error in ignition delay time on a) integration step size for 
different safety factors and b) number of fast species for different integration step sizes, 
calculated using USC-Mech II at ݌ ൌ 50 atm, ߶ ൌ 0.5, ଴ܶ ൌ 1200 K.  
 
Figure 4a first shows the numbers of fast species (݊௙) and nontrivial entries (݊௡௭) in the 
Jacobian of fast chemistry subcomponent in AHI-S as function of mechanism size, averaged over 
the entire simulation of auto-ignition. Overall linear trends, specifically ݊௙ ൎ 0.8ܰ and ݊௡௭ ൎ
3ܰ, can be clearly observed for the mechanisms with more than 100 species. Figure 4b further 
shows that the fraction of the nontrivial entries in the Jacobian, ݊௡௭/݊௙ଶ, is inversely proportional 
to the mechanism size, and this trend can be explained by the statistical linear correlation 
between the number of reactions and number of species observed over a variety of reaction 
mechanisms and the fact that an elementary reaction involves only a few species on average [1]. 
Since the computational cost of LU factorization is ܱሺܰଷሻ for dense matrices and can be reduced 
to ܱሺ݊௡௭ሻ for sparse matrices, speedup factors of ܱሺܰଶሻ can be achieved for large mechanisms 
by using sparse solvers.  
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Figure 4. Dependence of a) the numbers of fast species and nonzero entries in the Jacobian in 
AHI-S, and b) the fraction of nontrivial entries in the Jacobian, on the total number of species, ܰ, 
for the mechanisms listed in Table 1.     
 
Figure 5. Average per-step computational cost for auto-ignition for the major operations in AHI 
and AHI-S as function of mechanism size. 
 
Figure 5 shows the computational cost of the major operations in the original AHI and the 
newly developed AHI-S solver. It is seen that the computational cost of LU factorization is 
reduced from ܱሺܰଷሻ , using dense matrix operations, to ܱሺܰሻ  by exploiting sparse matrix 
techniques. It is further seen that the computational cost of analytic Jacobian evaluation 
dominates that of sparse LU factorization and Newton’s iteration in AHI-S, while in the original 
AHI method, dense LU factorization is dominant for larger mechanisms, say when ܰ ൐ 100.  
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Figure 6. Average per-step computational cost with different ODE solvers as function of 
mechanism size. A fixed integration time step of 10ି଻	s is adopted in AHI and AHI-S, and 
adaptive time stepping is used in VODE and LSODES.  
 
Figure 6 shows the computational cost of different ODE solvers compared with that of 
evaluating the reaction rates using the CKWYP subroutine in CHEMKIN-II [33] and an 
optimized in-house rate evaluation subroutine [1], respectively. Among the compared are the 
fully implicit VODE solvers with numerical and analytic Jacobians, respectively, a fully implicit 
sparse solver LSODES [34] with analytic Jacobian, the original AHI and the present AHI-S 
solver. Note that Perini et al. [17] has shown that for 0-D auto-ignition the performance of 
LSODES is similar to the commercial software CHEMKIN-PRO [35] which appears to use the 
DASPK solver [36] with a preconditioned Krylov iterative method. The Jacobian reuse feature in 
VODE and LSODES is switched off for the auto-ignition simulations such that Jacobian 
evaluation and LU factorization are performed at each integration step. The Jacobian reuse 
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feature is unchanged in calculations for unsteady PSRs and 1-D premixed flames when VODE or 
LSODES is used in the following.  
The cost of evaluating the reaction rates approximately indicates the lower limit for the per-
step cost of ODE solvers because at least one set of rate evaluations is needed at each time step. 
Note that while the per-step computational cost of an explicit solver can be comparable to that of 
one or a few rate evaluations, the implicit solvers can be significantly more expensive due to the 
additional operations such as Jacobian evaluation and factorization. It is seen in Fig. 6 that the in-
house subroutine for optimized rate evaluation is faster than the CHEMKIN-II subroutine by 
factors of 2~5, and thus similar speedup can be achieved for explicit solvers using the optimized 
rate subroutine.  
In contrast, the fully implicit VODE solver involves time-consuming Jacobian evaluation and 
LU factorization, and thus the per-step computational cost can be higher than that of explicit 
solvers by orders of magnitude. Jacobian evaluation through numerical perturbations is typically 
most time-consuming for small to moderate sized mechanisms, say with less than 100 species, 
and thus using analytic Jacobian evaluation, which scales as ܱሺܰሻ, can significantly reduce the 
computational cost for such mechanisms. For larger mechanisms, the LU factorization becomes 
more time-consuming, and thus the speedup factor achieved through analytic Jacobian evaluation 
decreases with mechanism size and mostly vanishes at about 3000 species. For such large 
mechanisms, the computational cost for dense LU factorization, which scales as ܱሺܰଷሻ , 
dominates that of both numerical and analytic Jacobian evaluation. In such cases, using sparse 
matrix techniques can significantly speedup LU factorization and thus the overall integration.  
Compared with the full implicit VODE solver using analytic Jacobian, AHI with dense LU 
factorization can further reduce the computational cost by more than a factor of 2 for 
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mechanisms of different sizes, due to the reduced size of the implicit core. It is seen that AHI-S 
features similar efficiency to that of AHI for small mechanisms, say ܰ ൏ 100, and can also 
significantly speedup the integration for large mechanisms, say ܰ ൐ 100. The computational 
cost of AHI-S is overall linearly proportional to mechanism size, and is only a few, say about 3, 
times that for evaluating the reaction rates using the CHEMKIN II subroutine. While the 
LSODES solver also features linear computational cost with respect to mechanism size, AHI-S is 
shown to be faster than LSODES by approximately a factor of three for all the mechanisms as 
shown in Fig. 6. Therefore, the per-step computational cost of AHI-S is comparable to that of the 
most efficient fully explicit schemes over the entire range of mechanism size, while much larger 
integration time steps can be adopted using AHI-S.  
 
Figure 7. Speed-up factors of AHI-S as function of mechanism size, compared with the original 
AHI and the fully implicit VODE solver with numerical and analytic Jacobian, respectively. A 
fixed integration time step of 10ି଻	s is used for AHI and AHI-S, and the built-in adaptive time 
stepping algorithm in VODE is used as is. 
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Figure 7 further shows the speed-up factors of AHI-S compared with the original AHI and 
the VODE solver with numerical and analytic Jacobian. It is seen that compared with VODE 
using numerical Jacobian, AHI-S achieves a speed-up factor of 2800 for the 2878-species 
biodiesel mechanism, being even larger than the previously reported speed-up factor of 370 
using an adaptive preconditioning method [21]. Compared with the original AHI and VODE 
with analytic Jacobian, speed-up factors achieved by AHI-S scale as ܱሺܰଶሻ  for large 
mechanisms, reaching about 450 and 2000, respectively, for the biodiesel mechanism.  
 
3.2. Effect of flame conditions on size of the fast chemistry core 
In AHI-S, the computational efficiency depends on the size of the fast chemistry 
subcomponent, which can be affected by both the local flame condition and the integration time 
step size. Figure 8 shows that the average per-step computational cost increases with integration 
time step size, pressure, and initial temperature for methane/air auto-ignition, calculated using 
USC-Mech II. This indicates the sensitivity of the numbers of fast species and reactions to these 
parameters, as verified in Fig. 9.  
To further investigate the effect of local flame condition on the size of the fast chemistry, 
Fig. 10 shows the patterns of nontrivial entries in the Jacobian before and after ignition for three 
mechanisms with 32, 111 and 233 species, respectively. There are more fast species, as well as 
nontrivial entries in the Jacobian, in the post-ignition cases than those in the pre-ignition cases 
for all the three mechanisms. Changes in the pattern of the Jacobian are also observed. It is 
therefore clear that the speedup achieved by the AHI schemes is sensitive to global and local 
flame conditions due to the dynamic adaptive nature of the solver. Nevertheless, the Jacobian for 
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large mechanisms are almost always sparse, such that significant time savings can almost always 
be achieved using AHI-S. 
 
Figure 8. Average per-step computational cost as function of a) time step size, b) pressure, and 
c) initial temperature, for auto-ignition of methane/air calculated using USC-Mech II. The 
baseline case is for ݌ ൌ 50 atm,	߶ ൌ 0.5, ଴ܶ ൌ 1200 K, and Δݐ ൌ 10ି଻	s.  
 
Figure 9. Number of fast species as function of temperature in auto-ignition of methane/air for 
different time step sizes, pressures and initial temperatures, calculated using USC-Mech II. The 
baseline case is for ݌ ൌ 50 atm, ߶ ൌ 0.5, ଴ܶ ൌ 1200 K, and Δݐ ൌ 10ି଻	s.  
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Figure 10. Pattern of nontrivial entries (black pixels) in the Jacobian of the fast chemistry 
subcomponent for (a,d) the 32-species skeletal mechanism for ethylene, (b,e) the 111-species 
USC-Mech II with methane as fuel, and (c,f) the 233-species skeletal mechanism for iso-octane. 
The top (a-c) and bottom (d-f) rows are calculated at t = 0.5 and 2 times the ignition delay, 
respectively.  
 
3.3 Performance of AHI-S in unsteady PSRs 
PSR is an important 0-D application that can involve both extinction and ignition due to the 
presence of homogeneous mixing, and is employed in the present study to test the performance 
of AHI-S when extinction and re-ignition are involved. The governing equations of unsteady 
PSRs can be expressed as [37, 38] 
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 ݀ݕ௞
݀ݐ ൌ
߱௞ ௞ܹ
ߩ ൅
ݕ௞଴ െ ݕ௞
߬௥௘௦ , ݇ ൌ 1,2, …ܰ (15) 
 ݀ܶ
݀ݐ ൌ െ
∑ ݄௞߱௞ ௞ܹே௞ୀଵ
ߩܿ௣ ൅
∑ ݕ௞଴ሺ݄௞଴ െ ݄௞ሻே௞ୀଵ
ܿ௣߬௥௘௦  (16) 
where ߬௥௘௦ ൌ ߩܸ/ ሶ݉ ௜௡ is a nominal residence time, V is the volume of the reactor, ሶ݉ ௜௡ is the inlet 
mass flow rate, and the superscript “0” indicates the inlet conditions, which are provided in 
Table 1 for the different mechanisms tested. Pressure is constant and density is solved by the 
ideal gas law. The residence time is forced to oscillate sinusoidally in the logarithmic scale as 
 logଵ଴ ߬௥௘௦ ൌ logଵ଴ ߬଴ ൅ ܣ cosሺ2ߨݐ/߬௣ሻ (17) 
where ߬଴ ൌ 10ିସ	s, ܣ ൌ 2, and ߬௣ is the period of oscillation. ߬௣ ൌ 3 ൈ 10ିଷ s is used for the 
32-species skeletal mechanism for ethylene, USC-Mech II with methane as fuel, and the 2878-
species biodiesel mechanism, while ߬௣ ൌ 10ିଷ  s is used for all the other mechanisms. The 
selection of the oscillation period is to ensure that both ignition and extinction occur in the 
simulations.  
For unsteady PSRs, the solution procedure of the AHI-S method is similar to that in auto-
ignition calculations. The system of differential algebraic equations (DAE) includes Eqs. (9, 11, 
15-16), and the dependent variables are ઴ ൌ ሾݕ௞, ܶ, ߩ, ܥሿ୘. Fast variables are treated implicitly 
and slow variables, including slow species, temperature, density and the total species mole 
concentration, are solved explicitly.  
For comparison, the unsteady PSR system described by Eqs. (15-16) and the ideal gas law 
with dependent variables ઴ ൌ ሾݕ௞, ܶሿ୘  are also solved using the Strang splitting scheme, in 
which the following equations are solved sequentially for each time step from ݐ௡ to ݐ௡ାଵ: 
 ݀઴ሺଵሻ݀ݐ ൌ ࡿ൫઴
ሺଵሻ൯, ઴ሺଵሻሺ0ሻ ൌ ઴௡ on ሾ0, Δݐ/2ሿ (18a) 
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 ݀઴ሺଶሻ݀ݐ ൌ ࡹ൫઴
ሺଶሻ൯, ઴ሺଶሻሺ0ሻ ൌ ઴ሺଵሻሺΔݐ/2 ሻ on ሾ0, Δݐሿ (18b) 
 ݀઴ሺଷሻ݀ݐ ൌ ࡿ൫઴
ሺଷሻ൯, ઴ሺଷሻሺ0ሻ ൌ ઴ሺଶሻሺΔݐሻ on ሾ0 , Δݐ/2ሿ (18c) 
where the chemistry and transport terms, S and M, are given in Eqs. (15-16). Eq. (18a) is a 
reaction substep taking the composition ઴௡  at time ݐ௡  as the initial condition. Eq. (18b) is a 
transport substep with the initial condition taken from the solution of Eqs. (18a). Eq. (18c) is the 
second reaction substep with the initial condition taken from the solution of Eqs. (18b). At the 
end of a splitting step, ઴ሺଷሻሺΔݐ/2ሻ is taken as the composition ઴௡ାଵ at time ݐ௡ାଵ. The reaction 
substeps in Eqs. (18a) and (18c) are solved by stiff ODE solvers such as VODE and LSODES, 
while the transport substep in Eq. (18b) is solved by the explicit second-order Runge-Kutta 
method.  
  
Figure 11. Temperature profiles of unsteady PSRs for a) the 32-species skeletal mechanism for 
ethylene and b) the 233-species skeletal mechanism for iso-octane, calculated using AHI-S 
(symbols), VODE (solid lines) and the Strang splitting scheme (dashed lines). A fixed 
integration time step of 10ି଻	s is used in AHI-S and the Strang splitting scheme, and the built-in 
adaptive time stepping algorithm is used in VODE. The dash dot lines represent the fluctuating 
residence time as function of time.    
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Figure 11 shows the temperature profiles in unsteady PSRs for ethylene/air (Fig. 11a) and 
iso-octane/air (Fig. 11b), calculated with AHI-S, the fully implicit VODE solver, and the Strang 
splitting scheme with chemistry substeps solved by VODE, which is widely adopted in 2- and 3-
dimensional flame simulations. The initial conditions are taken from the steady-state solutions of 
PSR with ߬௥௘௦ ൌ 10ିଶ  s. It is seen that the solutions obtained with AHI-S and the Strang 
splitting scheme agree well with the solutions obtained with the fully implicit solver for the 
tested cases, while further discussion on the accuracy of the different solvers can be found in 
Ref. [16]. The following study will be focused on the comparison of the numerical efficiencies of 
the different solvers in unsteady PSRs.  
Figures 12a and 12b show the computational cost and speed-up factors, respectively, of AHI-
S as function of mechanism size, compared with the original AHI, and the Strang splitting 
scheme. The chemistry substeps in the splitting scheme is solved by VODE using dense matrix 
operations with numerical and analytic Jacobian, respectively or LSODES with analytic 
Jacobian. It is seen that the use of analytic Jacobian can improve the computational efficiency for 
small to moderate sized mechanisms, and AHI can further reduce the computational cost by 
more than a factor of ten. LSODES has similar performance with VODE for small mechanisms 
while it is significantly faster than VODE and the original AHI for large mechanisms. AHI-S 
with sparse matrix techniques results in an overall linear scaling in computational cost versus 
mechanism size for unsteady PSRs, similar to that shown in Fig. 6 for auto-ignition. In contrast, 
an overall scaling of ܱሺܰଷሻ is observed for both AHI and the Strang splitting scheme for large 
mechanisms. The speed-up factor achieved by AHI-S is approximately 50 for the 9-species 
hydrogen mechanism and 3 ൈ 10ସ for the 2878-species biodiesel mechanism, compared with the 
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Strang splitting scheme using VODE with numerical Jacobian, and is 10~100 for mechanisms 
with different number of species, compared with the Strang splitting scheme using LSODES 
with analytic Jacobian. Such time savings are significantly higher than those observed for AHI-S 
versus VODE or LSODES in auto-ignition shown in Fig. 7. As an explanation, in addition to the 
reduced size of the implicit core and the incorporation of sparse matrix techniques, the speedup 
in unsteady PSRs is also attributed to the elimination of the many, say about 10~100, internal 
time steps needed by the Strang splitting to relax the fast modes artificially re-activated by 
adding the integrated transport effect at a discrete point during each splitting step, as discussed in 
Ref. [16].  
   
Figure 12. a) Average per-step computational cost for AHI-S, AHI and Strang splitting schemes, 
and b) speedup factors for AHI-S compared with other solvers, as function of mechanism size for 
unsteady PSRs.     
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The effects of convection and diffusion on the numerical performance of AHI-S are further 
investigated using a 1-D planar unsteady free-propagating premixed flame, for which the 
governing equations are expressed as  
 ߲ߩ
߲ݐ ൅
߲ሺߩݑሻ
߲ݔ ൌ 0 (19) 
 ߲ݕ௞
߲ݐ ൅ ݑ
߲ݕ௞
߲ݔ ൌ
1
ߩ
߲
߲ݔ ൬ߩܦ௞
߲ݕ௞
߲ݔ ൰ ൅
ሶ߱ ௞ ௞ܹ
ߩ , ݇ ൌ 1,2, …ܰ (20) 
 ߲ܶ
߲ݐ ൅ ݑ
߲ܶ
߲ݔ ൌ
1
ߩܿ௣
߲
߲ݔ ൬ߣ
߲ܶ
߲ݔ൰ െ
1
ߩܿ௣෍ ሶ߱ ௞݄௞ ௞ܹ
ே
௞ୀଵ
 (21) 
where radiative heat transfer, Soret and Dufour effects are ignored, ݑ  is velocity, ߣ  is heat 
conductivity, and ܦ௞ is mixture-averaged diffusivity of the kth species.  
The simulation is performed using the mixture-averaged molecular diffusion model and the 
detailed USC-Mech II for methane/air with equivalence ratio of 0.6 at pressure of 5 atm and 
fresh mixture temperature of 300 K. The flame is initialized with the 1-D steady state solution 
obtained from the PREMIX code [39] in CHEMKIN-II. The computational domain is ሾ0, 1	cmሿ 
with the flame front located at ݔ ൌ 0.2  cm at ݐ ൌ 0  and propagating to the ൅ݔ  direction. 
Symmetric boundary condition is used at the hot boundary (ݔ ൌ 0), and wall condition with 
fixed temperature and species concentrations is specified at the cold boundary (ݔ ൌ 1 cm), as 
specified in Ref. [11]. Convection and diffusion terms are discretized using the second-order 
upwind scheme and central difference method, respectively. The convection and diffusion terms 
are treated as slow source terms in AHI-S in addition to the slow chemistry. Equations (9, 11, 19-
21) are solved with dependent variables being ઴ ൌ ሾݕ௞, ܶ, ߩ, ݑ, ܥሿ୘  at all grid points, where 
temperature, density, velocity, and the total species mole concentration are treated as slow 
variables in addition to the slow species. Similar to the procedures used for auto-ignition, in each 
 28 
 
time integration step, the fast variables are first solved implicitly, and the slow variables are then 
solved explicitly. Specifically, density and the total species mole concentration are updated using 
Eq. (9) and Eq. (11). Velocity is updated through the continuity equation. That is, velocity in Eq. 
(19) is implicitly formulated as  
 െߩ௜ାଶ௡ାଵݑ௜ାଶ௡ାଵ ൅ 4ߩ௜ାଵ௡ାଵݑ௜ାଵ௡ାଵ െ 3ߩ௜௡ାଵݑ௜௡ାଵ
2Δݔ ൌ െ
ߩ௜௡ାଵ െ ߩ௜௡
Δݐ  (22) 
where the superscript n indicates the nth time step and subscript i indicates the ith grid point, and 
Δݔ  and Δݐ  are spatial and temporal resolutions, respectively. This procedure has been 
demonstrated in Ref. [11] to accurately solve velocity field in the absence of the momentum 
equation for 1-D low-Mach number flows. Note that for 2- or 3-D flows, the momentum 
equations are still required to solve for the velocity field. In the Strang splitting scheme, similar 
procedure as that shown in Eqs. (18a-c) is used except that the transport substep is solved by a 
second-order Crank-Nicholson method [11].  
 
Figure 13. Profiles of temperature and mass fractions of selected species at t = 0.05 s in a 1-D 
premixed methane/air flame simulated using USC-Mech II. Circles: Δݐ ൌ 2.5 ൈ 10ି଼s. Lines: 
Δݐ ൌ 10ି଻s. Crosses: Δݐ ൌ 4 ൈ 10ି଻s.   
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Figure 13 shows the numerical solutions of the 1-D premixed flame calculated with AHI-S at 
the ݐ	 ൌ 	0.05	s using three different integration step sizes, Δݐ ൌ 2.5 ൈ 10ି଼s, 10ି଻s  and 	4 ൈ
10ି଻s, respectively. It is seen that the solutions with different temporal resolutions are mostly 
identical, and thus temporal convergence has been achieved at such fine temporal resolution. 
Note that the selection of spatial resolution is determined by flame thickness as defined in Ref. 
[13]:  
 ߜ௅ ൌ ௕ܶ െ ௨ܶmaxሺ|׏ܶ|ሻ  (23) 
where ௕ܶ  is the flame temperature and ௨ܶ  is the temperature of the fresh mixture. The flame 
thickness is approximately 386	μm based on the temperature profile in Fig. 13 and Eq. (23), and 
a grid size of 19.5	μm is selected such that there are at least 20 grid points across the flame front.  
Figure 14 shows the numbers of fast species and fast reactions as function of the spatial 
coordinate for Δݐ ൌ 10ି଻s. Since temperature and radical concentrations are both high in the 
post-flame zone, the numbers of fast species and fast reactions tend to be larger on the product 
side compared with the reactant side, and rapid changes can be observed across the flame front. 
This observation is overall consistent with that for auto-ignition as shown in Fig. 9. 
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Figure 14. Fractions of fast species and fast reactions as function of the spatial coordinate for the 
1-D premixed flame at t = 0.05 s, calculated using USC-Mech II and time step size Δt = 1×10-7 s.  
 
Figure 15 shows the total computational cost of AHI-S for the entire simulation for 
ݐ	 ൌ 	ሾ0, 0.05	sሿ, as function of the time step size, compared with that of the Strang splitting 
scheme with chemistry substeps solved by VODE using numerical Jacobian and dense matrix 
operations. Speedup by about two orders of magnitude is achieved using AHI-S compared with 
the Strang splitting scheme, while the speed-up factor is slightly sensitive to the integration step 
size because the size of fast chemistry in AHI-S increases with time step size. It is noted again 
that the reason for the significant time saving is threefold: First, the AHI-S scheme solves a 
smaller implicit core of fast chemistry. Second, the AHI-S scheme eliminates the need to use 
many internal time steps to relax the artificially activated fast chemical modes needed in the 
splitting schemes, similar to the unsteady PSR cases. Third, the use of analytic Jacobian 
combined with sparse matrix techniques can further speed up the simulation for mechanisms of 
arbitrary sizes.  
It is noted that the largest time step size that can be taken in AHI-S in the present study is 
limited by the fastest transport process (e.g., molecular diffusion) for 1-D premixed flames 
because the transport processes are treated explicitly, while larger splitting time steps, say 
10ି଺~10ିହ s, can be used in the Strang splitting scheme with both convection and diffusion 
solved implicitly [11]. However, for a smaller step size, say 10ି଼~10ି଺  s, AHI-S can be 
significantly faster than the Strang splitting scheme.  
The above results therefore demonstrated that AHI-S can achieve high numerical efficiency 
compared with the previous stiff chemistry solvers for both homogeneous systems, such as auto-
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ignition and PSR, and diffusive systems, such as 1-D premixed flames. For 2- and 3-D flames, 
similar performance of AHI-S is expected if the transport processes are treated explicitly and 
computational cost of the evaluation of transport source terms is insignificant compared with that 
of the chemical source term. 
  
Figure 15. Computational cost (left axis) for the entire simulation of the 1-D premixed flame for 
ݐ	 ൌ 	 ሾ0, 0.05	sሿ using AHI-S (closed circles) and the Strang splitting scheme (open circles), and 
the corresponding speedup factors (squares, right axis) using AHI-S compared with the Strang 
splitting scheme, as function of the time step size, calculated using USC-Mech II for 
methane/air.   
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the nontrivial entries in the Jacobian of the fast chemistry subcomponent to obtain sparser 
Jacobian of the fast chemistry and to achieve higher computational efficiency.  
Tests with constant-pressure auto-ignition show that the per-step computational cost of 
AHI-S is linearly proportional to mechanism size and is comparable to that of the fully explicit 
solvers, or a few evaluations of reaction rates using the CHEMKIN-II subroutine, while much 
implicit-like larger time steps can be adopted by AHI-S similar to other stiff ODE solvers. 
Compared with the fully implicit LSODES solver, a speed-up factor of approximately 3 is 
achieved by AHI-S, Compared with the fully implicit VODE solver, speed-up factors ranging 
from approximately 10, for the 9-species hydrogen mechanism, to approximately 3000, for the 
2878-species biodiesel mechanism, are achieved by AHI-S. The time saving is primarily 
attributed to the reduced size of the implicit core for small to moderate sized mechanisms, say 
with less than about 100 species, and to the sparse matrix techniques for larger mechanisms.  
Further tests with unsteady PSRs and an 1-D unsteady freely propagating premixed flame 
show that, when non-chemical source terms are present, AHI-S is significantly more efficient 
than the Strang splitting scheme, which requires many internal steps in the chemistry substep to 
relax the fast chemical modes re-activated by adding the integrated transport effect in the 
beginning of the chemistry substep. For unsteady PSRs, speed-up factors ranging from 50 to 
28,500 are achieved using AHI-S compared with the Strang splitting scheme with chemistry 
substeps solved by the fully implicit VODE solver, and speed-up factors of 10~100 are also 
achieved compared with the Strang splitting scheme using LSODES and analytic Jacobian with 
different mechanisms. Speed-up factors of approximately 200 are achieved using AHI-S for the 
1-D premixed flame of methane/air compared with the Strang splitting scheme using VODE.  
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AHI-S can achieve overall explicit-like performance for both small to large mechanisms in 
different combustion systems, and thus provides a highly efficient approach for time integration 
of reacting flows involving stiff chemistry.  
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