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This paper considers a fairly wide range of issues related to the solvability of the initial boundary
value problem of the Navier—Stokes equations with distributed parameters on the net like
region of the space Rn (n  2). The authors here develop an idea, advanced in their work for
the case of n = 1 (the problems with distributed parameters on the graph), in the direction
of the dimension increase n and in forming the correct Hadamard conditions for the studied
initial boundary value problem. The general scheme of the study is classical: the problem is
solved in the functional space which is selected (the space of feasible solutions) and a special
basis is formed for it, the problem of approximate solutions is settled by the Faedo—Galerkin
method, for which a priori estimates of the energy inequalities type are set and the weak
compactness of the family of these solutions is shown based on these estimates. Using non-
burdensome conditions, the smoothness of the solution to the time variable is demonstrated.
The uniqueness of the weak solution is shown in the particular case n = 2, a feature quite
often encountered in practice. The estimate for the norm of weak solution makes it possible to
establish the continuous dependence of the weak solution from the initial data of the problem.
The results obtained in this way are of interest to applications in the ﬁeld of ﬂuid mechanics and
related sections of continuum mechanics, namely for the analysis of optimum control dynamics
problems of multiphase media. It should be noted that the methods and approaches can be
broadly generalized and are applicable to a wide class of nonlinear problems. Refs 20.
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В работе рассматривается достаточно широкий круг вопросов, относящихся к разреши-
мости начально-краевой задачи типа Навье—Стокса с распределенными параметрами на
сетеподобной области Rn (n  2). Развиваются идеи, представленные в работах авторов
для случая n = 1 (задачи с распределенными параметрами на графе), в направлении
увеличения размерности n и формируются условия корректности по Адамару изучаемой
начально-краевой задачи. Общая схема исследования остается классической: выбирает-
ся функциональное пространство, в котором решается задача (пространство допустимых
решений) и формируется специальный базис для него, строятся приближения решений
задачи по методу Фаэдо—Галеркина, для них устанавливаются априорные оценки типа
энергетических неравенств и на основе этих оценок показывается слабая компактность
построенного семейства решений. С помощью необременительных дополнительных усло-
вий находится гладкость решения по временной переменной. Единственность слабого ре-
шения рассматривается для частного случая n = 2, достаточно часто встречающегося на
практике. Оценка для нормы слабого решения дает возможность установить непрерывную
зависимость слабого решения от исходных данных задачи. Результаты, полученные таким
путем, представляют интерес для приложений в области гидромеханики и смежных раз-
делах механики сплошных сред, а именно, для анализа задач оптимального управления
динамикой многофазных сред. Следует отметить, что используемые методы и подходы
обладают достаточно большой общностью и применимы к широким классам нелинейных
задач. Библиогр. 20 назв.
Ключевые слова: начально-краевая задача, распределенные параметры на сетеподоб-
ной области, существование слабого решения, условия единственности, корректность по
Адамару, слабые решения, оптимальное граничное управление, синтез управления, управ-
ляемость.
Introduction. This paper considers the existence of a weak solution of an n-
dimensional nonlinear diﬀerential system with distributed parameters in a connected
bounded netlike domain, which represents a geometric graph in the one-dimensional
case. We introduce the space of admissible solutions and, using the Faedo—Galerkin
method, establish the existence of a solution from the class of summable on a netlike
domain functions. Taking into account the speciﬁcs of the Faedo—Galerkin method for the
construction of approximate solutions in form of cut-oﬀ functions, we demonstrate that
each such solution actually belongs to the space of functions with summable derivatives
with respect to the time variable; the elements of this space satisfy an analog of the energy
balance equation. The uniqueness of a weak solution is proved for the special case n = 2.
The obtained results can be used to analyze optimal control problems for diﬀerential
distributed parameter systems in netlike domains, which have interesting analogies with
multiphase problems of hydrodynamics. The paper continues the earlier research of [1–3].
Necessary notations, concepts and deﬁnitions. Consider an open bounded
domain  of the Euclidean space  n (n  2) that has a netlike structure [1], i. e.
 = (⋃
k
k)
⋃
(
⋃
l
Sl), where Sl is a surface that separates adjacent domains k, ∂
indicates the boundary of . The locus of conjugation of the adjacent domains k will be
called the node locus and further denoted by ξ; it represents the union of surfaces Sl(ξ)
whose number coincides with the number of conjugated domains, that is, ξ =
⋃
l
Sl(ξ).
For a vector function Y (x, t) = {y1(x, t), y2(x, t), ..., yn(x, t)} (x = {x1, x2, ..., xn})
deﬁned in a domain T =  × (0, T ) (T < ∞), consider the system
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∂Y
∂t − νY +
n∑
i=1
Yi
∂Y
∂xi
= f − gradp, (1)
divY = 0
(
n∑
i=1
∂Y
∂xi
= 0
)
(2)
with the relationships
Y |S−l (ξ) = Y |S+l (ξ), (3)∑
l
∂Y
∂n−l
|S−
l
(ξ) +
∑
l
∂Y
∂n+l
|S+
l
(ξ) = 0, (4)
holding for each node locus ξ (which are known in the literature as the conjugation
conditions, see [3, 4]); here S−l (ξ) and S
+
l (ξ) mean the unilateral surfaces for Sl(ξ) deﬁned
by the direction of the normals n−l and n
+
l to the surfaces S
−
l (ξ) and S
+
l (ξ), respectively.
Supplementing (1)–(4) with the initial conditions
Y (x, 0) = Y0(x), x ∈  (5)
at time t = 0 and the boundary conditions
Y |∂ = 0, (6)
we obtain the initial boundary value problem (1)–(6) to ﬁnd the functions Y (x, t) and
p(x, t) in the closed domain T = ( ∪ ∂)× [0, T ].
In the applied problems of hydrodynamics, the netlike domain  is actually
a hydrosystem that distributes the ﬂows of a ﬂuid (a multiphase medium); the
function Y (x, t) describes the velocity vector of the hydraulic ﬂow in the domain T ;
relationships (1), (2) (the Navier—Stokes system in the evolutionary case [5, 6]) reﬂect the
dynamics of an incompressible ﬂuid with the coeﬃcient of viscosity ν > 0 in the domain⋃
k
k × (0, T ); the balance equalities (3), (4) deﬁne the ﬂuid ﬂow conditions in the node
loci of the hydrosystem .
Let us deﬁne a weak solution of the initial boundary value problem (1)–(6) (a turbulent
solution in the terminology of [1]). To this end, introduce necessary spaces and present
preliminary considerations.
Designate by L2()n the space of measurable functions (classes) μ = {μ1, μ2, ..., μn}
that are square summable over the domain . For μ, ρ ∈ L2()n, the scalar product is
deﬁned by
(μ, ρ) =
n∑
i=1
∫

μi(x)ρi(x)dx, (7)
where ‖μ‖ = (μ, μ)1/2. Assume that D()n forms the space of functions that are inﬁnitely
diﬀerentiable in the domain  and have compact supports in .
Let D()n = {φ : φ ∈ D()n, divφ = 0} and denote by D′()n the conjugate space
for D()n (here and in the sequel, the symbol ′ indicates conjugate spaces). Deﬁne the
space H() as the closure of D()n in the norm L2()n with the scalar product (7),
‖μ‖H() = (μ, μ)1/2 and H() = H()′.
Consider a space H1() consisting of the elements μ ∈ L2()n that have the
generalized derivative ∂μ∂x ∈ L2()n, i. e. ∂μ∂xi ∈ L2(), i = 1, n. The space H1() is
equipped with the norm ‖μ‖H1() = (‖μ‖2L2() + ‖∂μ∂x‖2L2())1/2 and represents a Hilbert
space with the scalar product (μ, ρ)H1() = (μ, ρ) + (
∂μ
∂x ,
∂ρ
∂x ).
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Next, deﬁne a space V 10 () as the closure in the norm H1() for the set of elements
μ ∈ D()n satisfying the conjugation conditions∑
l
∂μ
∂n−l (ξ)
|S−l (ξ) +
∑
l
∂μ
∂n+l
|S+l (ξ) = 0.
In other words, V 10 () is the subspace of functions fromH1() that “satisfy the conjugation
conditions” in all node loci ξ of the domain  and “vanish” on ∂.
Consider the two forms
ρ(u, v) =
n∑
i,j=1
∫

∂uj
∂xi
∂vj
∂xi
dx, (8)
(u, v, ω) =
n∑
i,k=1
∫

uk
∂vi
∂xk
ωidx (9)
in functions u, v, ω such that the integrals in the representations above are convergent.
First, prove several auxiliary results that are similar to the ones in [5, p. 79–81; 6,
p. 71].
Lemma 1. The bilinear (8) and trilinear (9) forms are continuous on V 10 ()×V 10 ()
and L4()n × V 10 ()× L4()n, respectively.
P r o o f. Applying the Cauchy—Bunyakowsky—Schwartz inequality to the functions
∂uj
∂xi
and ∂vj∂xi in the right-hand side of form (8) yields∣∣ ∫

∂uj
∂xi
∂vj
∂xi
dx
∣∣ √∫

(∂uj
∂xi
)2
dx
√∫

(∂vj
∂xi
)2
dx  ‖uj‖V 10 ()‖vj‖V 10 (). (10)
By analogy, using the Cauchy—Bunyakowsky—Schwartz inequality in the right-hand side
of form (9), ﬁrst for the functions ukωi and ∂vi∂xk and then for the functions u
2
k and ω
2
i , we
obtain ∣∣ ∫

uk
∂vi
∂xk
ωidx
∣∣ √∫

(ukωi)2dx
√∫

(∂vj∂xi )
2dx 
 4
√∫

u4kdx
√∫

(∂vj
∂xi
)2
dx 4
√∫

ω4i dx  ‖uk‖L4()‖vj‖V 10 ()‖ωi‖L4(). (11)
And the statement of this lemma follows from inequalities (10) and (11).
Corollary. Inequality (11) implies the continuity of form (9) on (V 10 ()∩L4()n)×
V 10 ()× L4()n.
Lemma 2. For any u, ω ∈ V 10 (), the following equalities are just :
1) (u, u, ω) = −(u, ω, u);
2) (u, ω, ω) = 0;
3) (ω, ω, ω) = 0.
P r o o f. The ﬁrst statement of this lemma follows from representation (9) on
integrating by parts the integrals in all terms over the domain . Recall that the functions
of the class V 10 () vanish on the boundary ∂. And the second and third statements are
a direct consequence of the ﬁrst one.
Lemma 3. Let sequences {um}m1 and {vm}m1 from L2()n weakly converge
in L2()n to elements u and v, respectively. Then the sequence {umvm}m1 has weak
convergence in L2()n to the element uv.
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P r o o f. It is necessary to show that∫
T
umvmζdxdt →
m→∞
∫
T
uvζdxdt
for any function ζ(x) ∈ D()n satisfying the conjugation conditions at all node loci ξ of
the domain  (or for any ζ(x) ∈ V 10 (), due to the density of the set of such functions in
V 10 ()).
First, we take notice of an important fact ensuing from the weak convergence of the
sequences {um}m1 and {vm}m1: the elements um and vm are collectively bounded,
i. e. ‖vm‖L2()n + ‖v‖L2()n  c and ‖um‖L2()n + ‖u‖L2()n  c. At the beginning,
demonstrate that the sequence {vmζ}m1 strongly converges to vζ in the space L2()n.
Let  > 0 be an arbitrarily small number. As ζ(x), it is possible to choose ‖ζ‖L2()n ζ(x);
then the desired result follows from the chain of inequalities:
‖vmζ − vζ‖L2()n  ‖vm − v‖L2()n‖ζ‖L2()n  (‖vm‖L2()n + ‖v‖L2()n)  c.
The statement of Lemma 3 is obvious from the estimates∣∣ ∫

umvmζdx −
∫

uvζdx
∣∣ = ∫

∣∣(umvm − uv)ζ∣∣dx 

∫

(‖um‖L2()n‖vmζ − vζ‖L2()n + ‖v‖L2()n‖umζ − uζ‖L2()n) dx
and the considerations above. The proof of Lemma 3 is ﬁnished.
Introduce the spaces of functions u(x, t) of the variables x, t ∈ T =  × (0, T )
(T < ∞) and consider u as a function of t taking values in the space of functions of
x. Particularly, if V represents a Hilbert space, then denote by L2(0, T ;V ) the space of
functions (classes) u : (0, T )→ V that are measurable, take values from V and
‖u‖L2(0,T ;V ) =
(
T∫
0
‖u(t)‖2V dt
)1/2
< ∞.
Note that the equality L2(T )n = L2(0, T ;L2()n) holds naturally.
Next, introduce the following spaces: W 1,0(T ) as the space of functions u(x, t) ∈
L2(T )n that have the generalized ﬁrst derivative with respect to x belonging to L2(T )n,
with the norm in W 1,0(T ) deﬁned by
‖u‖W 1,0(T ) =
(
‖u‖2L2(T )n + ‖∂u∂x‖2L2(T )n
)1/2
;
W 1(T ) as the space of functions from L2(T )n that have the generalized ﬁrst derivatives
also belonging to L2(T )n, with the norm deﬁned by
‖u‖W 1(T ) =
(
‖u‖2L2(T )n + ‖∂u∂t ‖2L2(T )n + ‖∂u∂x‖2L2(T )n
)1/2
.
Using the properties of the traces of elements from W 1(T ) on each section of T by
the plane t = t0 (t0 ∈ [0, T ]) as elements of L2()n that are continuous in t in the norm
L2()n (see [7, p. 70]), deﬁne Ω0(T ) as the set of functions u(x, t) ∈W 1(T ) belonging
to the class V 10 () for ﬁxed t ∈ [0, T ]. Denote by W 10(T ) the closure of the set Ω0(T )
in the norm W 1(T ).
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Next, let Ω̂0(T ) be the set of all functions u(x, t) ∈W 1,0(T ) that
a) have the ﬁnite norm
‖u‖2,T = max
0tT
‖u(·, t)‖L2()n +
∥∥∂u
∂x
∥∥
L2(T )n ; (12)
b) have the trace deﬁned on the sections of the domain T by the plane t = t0
(t0 ∈ [0, T ]) as a function of the class V 10 (), i. e. for each element u ∈ Ω̂0(T ) and ﬁxed
t ∈ [0, T ], there exists a sequence {un} of functions un(x, t) ∈ V 10 () converging to this
trace in the norm H1();
c) for each t ∈ [0, T ], belong to the space V 10 () and are continuous in t in the norm
H1() on [0, T ], i. e. for any t ∈ [0, T ], ‖u(·, t+Δt)−u(·, t)‖H1() → 0 as Δt→ 0 uniformly
on the interval [0, T ].
Designate by V 1,00 (T ) the closure of the set Ω̂0(T ) in norm (12); clearly, V 1,00 (T ) ⊂
W 1,0(T ).
Remark 1. If Y ∈ V 1,00 (T ), then Y = 0 on ∂, i. e. relationships (3), (4), and (6)
should be treated as the conditions of belonging of Y to the space V 1,00 (T ). Equality (5)
is considered almost everywhere on .
Remark 2. The statements of Lemmas 1–3 remain in force for the functions that are
deﬁned in the domain τ =  × (0, τ) and have traces for any t ∈ (0, τ), where τ takes
any ﬁxed value within the interval [0, T ]. The proofs of these results are exactly the same.
Remark 2 naturally leads to the following deﬁnition of a solution of problem (1)–(6),
where the initial data (i. e. the functions f and Y0) satisfy the conditions
f(x, t) ∈ L2,1(T ), Y0(x) ∈ H(). (13)
Here L2,1(T ) is a space whose elements belong to L1(T ) and have the ﬁnite norm
‖f‖L2,1(T ) =
T∫
0
(∫

f2dx
)1/2
dt, L2(T ) ⊂ L2,1(T ).
Deﬁnition. A weak solution of the initial boundary value problem (1)–(6) is a pair
{Y, p} as follows. The function Y (x, t) ∈ V 1,00 (T ) satisﬁes the integral identity
(Y (x, t), η(x, t)) − ∫
t
Y (x, τ)∂η(x,τ)∂τ dxdτ + ν
t∫
0
ρ(Y, η)dτ +
t∫
0
(Y, Y, η)dτ =
= (Y0(x), η(x, 0)) +
∫
t
f(x, τ)η(x, τ)dxdτ (14)
for any t ∈ [0, T ] and any η(x, t) ∈ W 10(T ), while the function p(x, t) belongs to the
class D′(T )n. Here D′(T )n is the conjugate space for the space D(T )n, the elements
of D(T )n are inﬁnitely diﬀerentiable in T functions with a compact support from T
(see the analogous spaces D()n and D′()n).
Remark 3. Despite the apparent rigor, the above deﬁnition of a solution of
problem (1)–(6) (i. e. a pair {Y, p}) has the explicit ambiguity caused by the variational
statement (14) of this problem “eliminating” the function p(x, t). Notably, there is no
information concerning the function p(x, t) except for relationship (14), and hence it
suﬃces to ﬁnd an appropriate function p(x, t) within the class, i. e. p(x, t) ∈ D′(T )n.
In terms of applications, this is an acceptable condition that guarantees the nonzero ﬂuid
dynamics in the domain T (as a matter of fact, in many applications p(x, t) is an a priori
given function). According to the aforesaid, in the sequel we consider the function Y (x, t)
as a “solution” of problem (1)–(6); the existence of the function p(x, t) and its belonging to
the class D′(T )n directly follow from the existence of Y (x, t) within the class V 1,00 (T ).
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The forthcoming sections are dedicated to the existence of a weak solution of the initial
boundary value problem (1)–(6). Some considerations are similar to the ones presented
in [5, p. 77].
Existence of weak solution of problem (1)–(6). The idea to prove the existence
of at least one weak solution of problem (1)–(6) remains the same as in [4, 8] for similar
distributed parameter problems on a geometrical graph (network), but there is an essential
diﬀerence that forms the main obstacle. In particular, the domain of variation of the spatial
variable in problem (1)–(6) is the bounded domain  of the Euclidean space  n, i. e. the
spatial variable and the function Y (x, t) are both vectors. This feature causes additional
technical diﬃculties, mostly aﬀecting the structure and properties of the spaces that are
selected to describe the weak solutions of problem (1)–(6). The above-mentioned spaces
lose many “good” properties intrinsic to the spaces of the functions of one variable. The
nonlinearity of problem (1)–(6) has no small share in this process (the term
n∑
i=1
Yi
∂Y
∂xi
in (1)
deﬁnes the convection of an incompressible ﬂuid [9, p. 10]).
Prior to proving the existence of a weak solution of the initial boundary value
problem (1)–(6), in the domain  consider the spectral problem
−νU = λU, U |∂ = 0,
by analogy to its counterpart on a graph Γ [2]. This problem is to ﬁnd the set of numbers λ
each associated with at least one nontrivial solution U(x) ∈ V 10 () satisfying the identity
ν((U, η)) = λ(U, η)
for any function η(x) ∈ V 10 (); here ((·, ·)) denotes the scalar product of the form
((U, η)) =
n∑
i=1
( ∂U∂xi ,
∂η
∂xi
)L2()n .
This means that U(x) is a generalized eigenfunction from the class V 10 () and λ is the
corresponding eigenvalue.
Proposition 1. The eigenvalues are real and have ﬁnite multiplicities, and they can
be indexed in the ascending order of their magnitudes taking into account multiplicities,
i. e. {λi}i1; the generalized eigenfunctions are indexed accordingly, {Ui(x)}i1.
Proposition 2. The system of the generalized eigenfunctions {Ui(x)}i1 forms an
orthogonal basis in the space V 10 () and in the space L2()n.
These results are established by the methods presented in [2].
Remark 4. These propositions remain in force for the spectral problem, where the
boundary condition U |∂ = 0 is replaced by the more general one of the form
∂U
∂n + σU |∂ = 0
(each domain l has a speciﬁc constant σ, and ∂U∂n designates the derivative along the
inner normal inside the domain ). In this case, the generalized eigenfunction belongs to
the space V 1() (the deﬁnitions of the spaces V 1() and V 10 () diﬀer in the boundary
conditions, V |∂ = 0 and the above-mentioned general boundary condition, used in the
description of the set Ω) and also satisﬁes the identity
ν((U, η)) +
∑
ζ∈∂
σUη = λ(U, η)
for any function η(x) ∈W 10(Sl,), λ is an eigenvalue.
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Theorem 1. There exists at least one weak solution of the initial boundary value
problem (1)–(6) for arbitrary ﬁnite T > 0.
P r o o f. Use the system of the eigenfunctions {Ui(x)}i1 as a basis to represent the
approximate solution Ym(x, t) as the cut-oﬀ function
Ym(x, t) =
m∑
i=1
gim(t)Ui(x)
(the scalar functions gim(t) are absolutely continuous on [0, T ]) that satisﬁes the system
(∂Ym
∂t
, Ui) + νρ(Ym, Ui) + (Ym, Ym, Ui) = (f, Ui), i = 1,m, t ∈ [0, T ], (15)
Ym(x, 0) = Y0m(x), (16)
where Y0m(x) =
m∑
i=1
g0imUi(x) (g0im = gim(0)); Y0m(x) → Y0(x) in the norm H().
System (15), (16) is a system of diﬀerential equations in the functions gim(t), which
allows to ﬁnd Ym for any t ∈ [0, T ]. Let us demonstrate this by obtaining the a priori
estimates of the norms of Ym in V 1,00 (T ).
Multiplication of (15) by gim(t) and summation over i = 1,m yield
1
2
∂
∂t‖Ym‖2L2()n + νρ(Ym, Ym) = (f, Ym) (17)
(recall that (Ym, Ym, Ym) = 0 by statement 3 of Lemma 2). In expression (17), the left-
hand side is 12
∂
∂t‖Ym‖2L2()n + ν‖(Ym)x‖2L2()n and the right-hand side obeys the estimate
(f, Ym)  ‖f‖L2()n‖Ym‖L2()n . In combination with (17), it follows that
1
2
∂
∂t‖Ym‖2L2()n + ν‖(Ym)x‖2L2()n  ‖f‖L2()n‖Ym‖L2()n .
And integration over t between 0 and t gives the inequality
1
2‖Ym‖2L2()n + ν
t∫
0
‖(Ym)x‖2L2(t)ndτ 
 12‖Ym(·, 0)‖2L2()n + ‖f‖2L2,1(t) maxτ∈[0,t]‖Ym(·, τ)‖L2()n (18)
for arbitrary t ∈ [0, T ].
Introduce the notation z(t) = max
τ∈[0,t]
‖Ym(·, τ)‖L2() and multiply both sides of
inequality (18) by 2 to get
z2(t) + 2ν‖(Ym)x‖2L2(t)  ‖Ym(·, 0)‖L2()nz(t) + 2‖f‖2L2,1(t)z(t),
as long as ‖Ym(·, 0)‖2L2()n  z(t). Then
z2(t)  J(t), ‖(Ym)x‖2L2(t)n  12νJ(t),
with J(t) = ‖Ym(·, 0)‖L2()nz(t) + 2‖f‖2L2,1(t)nz(t). The last two inequalities lead to the
estimate
‖Ym‖2,t = z(t) + ‖(Ym)x‖L2(t)n 
(
1 + 1√
2ν
)
J1/2(t) 

(
1 + 1√
2ν
) (‖Ym(·, 0)‖L2()n + 2‖f‖L2,1(t))1/2 ‖Ym‖1/22,t
or, for any t ∈ [0, T ],
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‖Ym‖2,t 
(
1 + 1√
2ν
)2 (‖Ym(·, 0)‖L2()n + 2‖f‖L2,1(t)) . (19)
Taking into consideration formula (19), the expansion Y0m(x) =
m∑
i=1
g0imUi(x), as the
convergence Y0m(x) → Y0(x) in the norm H(), we have ‖Ym(·, 0)‖L2()n  c‖Y0‖L2()n
(where c > 0 is a constant independent of m) and, using (19), the estimate
‖Ym‖2,t 
(
1 + 1√
2ν
)2 (
c‖Y0‖L2()n + 2‖f‖L2,1(t)
)

 C∗
(‖Y0‖L2()n + 2‖f‖L2,1(t)) , (20)
where C∗ > 0 is a constant independent of m. The resulting estimate (20) pursues two
goals, namely,
1) for any index m, the norms of the approximate solutions Ym(x, t) and their
generalized derivatives ∂Ym(x,t)∂x in the space H() are bounded by a constant C that
is independent of m, i. e.
‖Ym‖L2()n  C,
‖∂Ym(·,t)∂x ‖L2()n  C;
(21)
2) for any index m, the norms of the approximate solutions Ym(x, t) are estimated
by the norms of the initial data Y0(x) and f(x, t) of the initial boundary value problem
(1)–(6).
With this in mind, employ the following well-known result for a sequence {Ym}m1
with the collectively bounded norms (21) of elements [7, p. 31]. In a sequence {Ym}m1,
it is possible to separate a subsequence {Ymk}k1 that weakly converges in norm (12) to
a certain element Y ∈ V 1,00 (T ) (in fact, {Ymk}k1 weakly converges to Y in the norm
L2(T )n together with ∂Ymk∂x ). Show that the element Y (x, t) is a solution of problem
(1)–(6).
Multiply expression (15) by an absolutely continuous on [0, T ] function di(t), perform
summation over i = 1,m and integrate the result over t between 0 and t:
(Ym(x, t),Φm(x, t))−
∫
t
Ym(x, τ)
∂Φm(x,τ)
∂τ dxdτ + ν
t∫
0
ρ(Ym,Φm)dτ+
+
t∫
0
(Ym, Ym,Φm)dτ = (Y0(x),Φm(x, 0)) +
∫
t
f(x, τ)Φm(x, τ)dxdτ, (22)
where Φm(x, t) =
m∑
i=1
di(t)Ui(x).
Denote by Σ the set of all functions Φm(x, t) with arbitrary di(t) possessing the above
properties and with arbitrary natural indexes m. The set Σ is dense in W 10(T ). This
follows from the density of the set {Ui(x)}i1 in V 10 (), the continuity of Φm(x, t) ∈ Σ in
t ∈ [0, T ], the belonging Φm(x, t) ∈ V 10 () for each ﬁxed t ∈ [0, T ], and the deﬁnition of
the space W 10(T ).
In (22), ﬁx the function Φm(x, t) = Φ∗m∗(x, t) ∈ Σ, i. e.
Φ∗m∗(x, t) =
m∗∑
i=1
d∗i (t)Ui(x),
and, starting from index mk  m∗, pass to the limit in the above subsequence {Ymk}k1.
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First of all, note that the integrals
t∫
0
ρ(Ymk ,Φ
∗
m∗)dτ,
t∫
0
(Ymk , Ymk ,Φ
∗
m∗)dτ
contain the terms mentioned in Lemma 3. According to the latter (also, see Remark 2),
these integrals converge to
t∫
0
ρ(Y,Φ∗m∗)dτ,
t∫
0
(Y, Y,Φ∗m∗)dτ,
respectively. Passage to the limit yields formula (22) for the limiting function Y (x, t), and
hence for η(x, t) = Φ∗m∗(x, t) the function Y (x, t) is a weak solution of the initial boundary
value problem (1)–(6) from V 1,00 (T ) due to the density of the set Σ in W 10(T ).
To complete the proof, it remains to argue the existence of a function p(x, t) ∈
D′(T )n. Here the line of reasoning is as follows. The obtained function Y (x, t) as a
weak solution of problem (1)–(6) satisﬁes identity (14) for t = T ; therefore, by choosing
formally ∂Y∂t −νY +
n∑
i=1
Yi
∂Y
∂xi
−f = F , we have (F, η) = 0 for any element η ∈ D(T )n due
to (13) and (14) (recall that D(T )n is dense in W 10(T ), which means the belonging of F
to the space D′(T )n). Moreover, this element has the representation F = −gradp, where
the function p(x, t) is a certain element of the space D′(T )n. The proof of Theorem 1 is
ﬁnished.
Remark 5. The proof of this theorem contains a deeper statement regarding a weak
solution Y (x, t): the function Y (x, t) has the derivative ∂Y (x,t)∂t with respect to the variable
t that belongs to the class L2(0, T ), which follows from the representation of the elements
Ymk(x, t) of the subsequence {Ymk}k1 for the limiting function Y (x, t).
Unique weak solution of problem (1)–(6). The uniqueness of a weak solution
of the initial boundary value problem (1)—(6) is a complicated issue due to the arbitrary
dimension n of the domain . We manage to prove uniqueness in the special case n = 2,
which is widespread in applications (also see [5, p. 83]). Here a prerequisite is to slightly
reduce the class V 1,00 (T ) of weak solutions by deﬁning a contraction V˜ 1,00 (T ) as the
closure of the set Ω˜0(T ) in norm (12). The elements of the set Ω˜0(T ) have the same
properties as those of the set Ω̂0(T ) (see items a)—c)), except item c) as follows:
c∗) for each t ∈ [0, T ], the elements belong to V 10 () and are absolutely continuous
in t in the norm H1() on [0, T ].
In this case, V˜ 1,00 (T ) ⊂ V 1,00 (T ), the functions u(x, t) belong to V˜ 1,00 (T ) and have
the generalized derivative ∂u(x,t)∂t ∈ L2(0, T ;V 10 ()). Theorem 1 remains in force for the
weak solutions of the class V˜ 1,00 (T ), as its proof is the same as above; and the limiting
function Y (x, t) has the derivative with respect to t in the class L2(0, T ;V 10 ()) (see
Remark 5 to Theorem 1).
Prior to presenting the main result, let us prove the following lemma by analogy to
its counterpart in [5, p. 83].
Lemma 4. If n = 2, then there exists a constant c() such that
‖v‖L4()2  c()‖v‖1/2L2()2‖v‖
1/2
V 10 () (23)
for any v ∈ V 10 () ∩ L4()2.
P r o o f. First, show inequality (23) for any v ∈ D()2. Extend the vector function
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v(x) = (v1(x), v2(x)) to the whole space  2, deﬁning it as 0 beyond the domain .
Introduce the notation Div =
{
∂v1(x)
∂xi
, ∂v2(x)∂xi
}
and majorize v2(x) in the equalities
v2(x) = 2
xi∫
−∞
v(Div)dxi (i = 1, 2).
We have
v2(x)  2v1(x2), v2(x)  2v2(x1),
where
v1(x2) =
+∞∫
−∞
|v||D1v|dx1, v2(x1) =
+∞∫
−∞
|v||D2v|dx2,
and the symbol | · | denotes the magnitude of a vector in  2. On this basis, the following
chain of inequalities holds:
‖v‖4L4( 2) =
∫
 
2
v4(x)dx =
∫
 
∫
 
v4(x)dx1dx2  4
∫
 
v1(x2)dx2
∫
 
v2(x1)dx1 =
= 4
∫
 
2
|v||D1v|dx
∫
 
2
|v||D2v|dx  4‖v‖L2( 2)‖D1v‖L2( 2)‖v‖L2( 2)‖D2v‖L2( 2) =
= 4‖v‖2L2( 2)‖D1v‖L2( 2)‖D2v‖L2( 2)  2‖u‖2L2( 2)
(
‖D1v‖2L2( 2) + ‖D2v‖2L2( 2)
)
,
yielding the estimate
‖v‖L4( 2)  4
√
2‖v‖1/2L2( 2)
(
2∑
i=1
‖Div‖2L2( 2)
)1/4
= 4
√
2‖v‖1/2L2()‖vx‖
1/2
L2()
for any v ∈ D()2. And this estimate gives inequality (23) for any v ∈ V 10 () due to the
density of D()2 in V 10 () with a ﬁxed constant c() > 0 that depends on the measure
of the domain  only. The proof of Lemma 4 is ﬁnished.
We will establish that the solution of the initial boundary value problem (1)–(6)
is unique using estimate (23) in the following case, which is not very restricting in
applications. Whenever required, the space V 10 () is replaced by the space V 10 ()∩L4()2
but with the norm of V 10 (). In this case, all statements above remain in force obviously.
Theorem 2. If the domain  is of dimension 2, then the initial boundary value
problem (1)–(6) has a unique weak solution in the space V˜ 1,00 (T ).
P r o o f. Let (Y1, p1) and (Y2, p2) be two solutions of problem (1)–(6) that belong to
the class V˜ 1,00 (T ). In addition, denote ω = Y1 − Y2 and p = p1 − p2. According to the
deﬁnition of a weak solution ω, we have the identity
(ω(x, t), η(x, t)) − ∫
t
ω(x, τ)∂η(x,τ)∂τ dxdτ + ν
t∫
0
ρ(ω, η)dτ +
+
t∫
0
(ω, Y1, η)dτ +
t∫
0
(Y1, ω, η)dτ +
t∫
0
(ω, ω, η)dτ = 0 (24)
for any t ∈ [0, T ] and any η(x, t) ∈ V˜ 1,00 (T ) (on the strength of V˜ 1,00 (T ) ⊂ W 10(T )).
Since ω belongs to the class V˜ 1,00 (T ), identity (24) takes the form∫
t
∂ω(x,τ)
∂τ η(x, τ)dxdτ + ν
t∫
0
ρ(ω, η)dτ +
+
t∫
0
(ω, Y1, η)dτ +
t∫
0
(Y1, ω, η)dτ +
t∫
0
(ω, ω, η)dτ = 0 (25)
for any t ∈ [0, T ] and any η(x, t) ∈ V˜ 1,00 (T ).
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By letting η(x, t) = ω(x, t) ∈ V˜ 1,00 (T ) in (25), we arrive at the relationship
1
2‖ω(·, t)‖2L2() + ν
t∫
0
ρ(ω, ω)dτ +
+
t∫
0
(ω, Y1, ω)dτ +
t∫
0
(Y1, ω, ω)dτ +
t∫
0
(ω, ω, ω)dτ = 0
(note that 12
d
dt‖ω(·, t)‖2L2()2 =
(
∂ω(x,t)
∂t , ω(x, t)
)
. Taking into account representation (8)(
ρ(ω, ω) =
n∑
i,j=1
∫

∂ωj
∂xi
∂ωj
∂xi
dx = ‖ωx(·, t)‖2L2()2
)
and the relationships of Lemma 2
((Y1, ω, ω) = 0 and (ω, ω, ω) = 0), we obtain
1
2‖ω(·, t)‖2L2()2 + ν
t∫
0
‖ωx(·, τ)‖2L2()2dτ = −
t∫
0
(ω, Y1, ω)dτ. (26)
Now, estimate the absolute value of the integral in the right-hand side of formula (26)
using (9) and (11):∣∣∣∣ t∫
0
(ω, Y1, ω)dτ
∣∣∣∣  α1 t∫
0
‖ω(·, τ)‖2L4()2‖Y1(·, τ)‖V 10()dτ
(here α1 > 0 is a ﬁxed constant). The last inequality, in combination with ‖v‖L4() 
4
√
2‖v‖1/2L2()‖vx‖
1/2
L2() (see the proof of Lemma 4), yields the estimate∣∣∣∣ t∫
0
(ω, Y1, ω)dτ
∣∣∣∣  α2 t∫
0
‖ω(·, τ)‖L2()2‖ωx(·, τ)‖L2()2‖Y1(·, τ)‖V 10 ()dτ
(α2 > 0 is a ﬁxed constant). This inequality can be transformed into∣∣∣∣ t∫
0
(ω, Y1, ω)dτ
∣∣∣∣  ν t∫
0
‖ωx(·, τ)‖2L2()dτ + α3
t∫
0
‖Y1(·, τ)‖2V 10 ()‖ω(·, τ)‖
2
L2()2dτ
(α3 = α2/(4ν), α2‖ωx(·, τ)‖L2()2‖Y1(·, τ)‖V 10 ()‖ω(·, τ)‖L2()2  ν‖ωx(·, τ)‖2L2()2 +
α3‖Y1(·, τ)‖2V 10()‖ω(·, τ)‖
2
L2()2). Using (26), it appears that
‖ω(·, t)‖2L2()2  2α3
t∫
0
‖Y1(·, τ)‖2V 10 ()‖ω(·, τ)‖
2
L2()2dτ.
And the desired result ω(x, t) = 0 follows immediately, as ‖ω(·, 0)‖2L2()2 = 0. The proof
of Theorem 2 is ﬁnished.
Continuity in initial data.While proving Theorem 1, we have obtained the a priori
estimates (20)
‖Ym‖2,t  C∗
(‖Y0‖L2()2 + 2‖f‖L2,1(t))
for any t ∈ [0, T ] and all elements of the sequence {Ym}m1, where C∗ is a constant that
depends on the measure of  only. Hence, these estimates hold for all elements of the
subsequence {Ymk}k1 converging to a weak solution Y (x, t). Passage to the limit over
the weakly convergent subsequence {Ymk}k1 as k →∞ yields the estimate (at t = T )
‖Y ‖2,T  C∗
(‖Y0‖L2()2 + 2‖f‖L2,1(T )) . (27)
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Estimate (27) for the norm of a weak solution Y (x, t) from the space V 1,00 (T ) (which is
also valid for a weak solution from the space V˜ 1,00 (T )) brings to the following result.
Theorem 3. A weak solution of the initial boundary value problem (1)–(6) in the
space V 1,00 (T ) (V˜ 1,00 (T )) continuously depends on the initial data f(x, t) and Y0(x).
Conclusion. Note that all results derived here remain in force for n = 1 (e. g. see [10,
11]). In this case, the netlike domain  is a geometrical graph Γ, and relationships (3) and
(4) at each internal node ξ of this graph are transformed into the Kirchoﬀ-type boundary
conditions ∑
γ∈R(ξ)
a(1)γ
∂Y (1,t)γ
∂x =
∑
γ∈r(ξ)
a(0)γ
∂Y (0,t)γ
∂x . (28)
Here Y : ΓT = Γ × (0, T ) → V 10 (ΓT ) (V 10 (ΓT ) is an analog of the space V 10 (T ) for
the graph Γ); Yγ denotes the restriction of the function Y to the edge γ; a(x) means
a ﬁxed measurable bounded on Γ function that satisﬁes condition (28); R(ξ) and r(ξ)
are the sets of edges directed to the node ξ and from the node ξ, respectively. (All
edges of the graph are parameterized by the interval [0, 1].) The described situation
underlies the analysis of optimal control problems on networks [4, 8, 12, 13]. The current
paper further develops the ideas presented in [1, 3] for n = 1 towards increasing the
dimension n, as well as constructs the well-posedness conditions of the initial boundary
value problem (1)–(6) in the sense of Hadamard. The general scheme is classical [5, 6], as it
includes the following steps: forming a special basis for the spaces of admissible solutions;
designing approximate solutions of the problem by the Faedo—Galerkin method; obtaining
a priori estimates for the approximate solutions in terms of energy balance inequalities;
ﬁnally, proving the compactness of the resulting family of solutions using the obtained
estimates. The smoothness of the solution in the spatial variable is established by imposing
additional requirements. The results yielded by this approach are of certain interest for
applications in hydromechanics and allied branches of continuum mechanics, namely, for
the analysis of optimal control problems for multiphase media dynamics. Interestingly,
other researchers [14–18] considered alternative approaches to the analysis of control
problems, yet with the same treatment of the admissible control existence conditions. Also
note that the problem under study may have a stochastic component in the representation
of equation (1), and in this case it is necessary to use the results established in [19, 20].
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