New results on some quadratic programming problems by Yang, Rui
c 2013 Rui Yang
NEW RESULTS ON SOME QUADRATIC PROGRAMMING
PROBLEMS
BY
RUI YANG
DISSERTATION
Submitted in partial fulllment of the requirements
for the degree of Doctor of Philosophy in Industrial Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2013
Urbana, Illinois
Doctoral Committee:
Assistant Professor Jiming Peng, Chair
Associate Professor Ramavarapu S. Sreenivas
Associate Professor Angelia Nedich
Associate Professor Yanfeng Ouyang
ABSTRACT
In this thesis we present new eective algorithms for several special classes of
quadratic programming problems. The problems we study can be classied
into two categories. The rst group contains two optimization problems with
binary constraints. To solve these problems, we rst explore some intrinsic
relation between binary quadratic problem and data clustering. Then we uti-
lize the explored relation to develop eective approximation algorithms. For
example, the rst problem we consider is a special class of binary quadratic
problem where the number of nonzero elements is xed. We use convex
quadratic relaxation as a geometric embedding tool to reformulate the un-
derlying BQP as a clustering problem where the target is to nd a single
cluster of xed size. A simple 2-approximation algorithm for the clustering
problem is proposed. In the second project we study the Binary Matrix Fac-
torization problem(BMF) with additional restriction that the matrix product
should be binary and call it constrained binary matrix factorization(CBMF).
We propose alternating update procedures for CBMF where we actually solve
a binary LP subproblem to update the involved matrix argument. We have
both a deterministic 2-approximation and also a randomized approximation
algorithm. The deterministic algorithm has a complexity exponential in k,
while the randomized algorithm runs in O(kmn) time.
The second part of this thesis is about portfolio selection under some
(hard) realistic setting. We rst considered a new approach for portfolio se-
lection problem with cardinality and thresholds constraints that employs the
new technique (based on lp penalty with 0 < p < 1) for nding sparse solu-
tions. The key idea is to interpret the cardinality constraint as a constraint
on the sparsity of the solution. This allows us to use the recently developed
techniques for sparse solutions in linear and quadratic optimization prob-
lems to nd a solution that satises the cardinality constraint. Numerical
experiments indicate that our proposed Hybrid algorithm is fast, and able to
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provide good approximation solution that has attractive features in nancial
applications. In the last project we developed an online learning algorithm
for quadratic programming problems. Our learning-based algorithm works
by constructing a pricing vector from a training problem of previous pe-
riod and the price vector is used to make decisions sequentially. Under the
distribution-free random permutation model and some mild assumptions, we
propose a 1   O() learning algorithm for this online problem. The results
can be applied to make better decisions when facing online problems with
quadratic objective function.
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CHAPTER 1
INTRODUCTION
Most natural optimization problems, including those arising in important
applications, are NP -hard. This means that we can not expect polynomial
time algorithms to nd optimal solution for these problems. Alternatively,
it's still of interest to study these NP-problems via polynomial time algo-
rithms and see how close to the optimality we can accomplish within poly-
nomial time. These polynomial time algorithms are called approximation
algorithm. Various techniques and algorithms are proposed for this purpose:
combinatorial algorithms, problem-specic algorithm design techniques, and
linear programming based algorithms. For a complete review, we refer to
Vazirani's book [1].
The following formal denition of NP -optimization problem is from [1].
An NP -optimization problem  could be either a minimizatoin or a maxi-
mization problem. Each valid instance I of  comes with a nonempty set of
feasible solutions, each of which is assigned a nonnegative rational number
called its objective function value. There exist polynomial time algorithms for
determining validity, feasibility, and the objective function value. A feasible
solution that achieves the optimal objective function is an optimal solution.
OPT(I) will denote the objective function value of an optimal solution to
instance I.
For example, valid instances of the vertex cover problem consist of an
undirected graph G = (V;E) and a cost function on vertices. A feasible
solution is a set S  V that is a cover for G. Its objective function value is
the sum costs of all vertices in S. A feasible solution of minimum cost is an
optimal solution.
An approximation algorithm, A, for  produces, in polynomial time, a
feasible solution whose objective function value is "close" to the optimal.
For example, a polynomial time approximation algorithm for a maximiza-
tion problem has a performance guarantee or worst case ratio 0 < r  1,
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if it outputs a feasible solution whose value is at least r times the maximal
value for all instances of the problem. A key step in designing a good approx-
imation algorithm for such a maximization problem is to establish a good
upper bound on the maximal objective value. Linear programming (LP) and
semidenite programming (SDP) have been frequently used to provide such
upper bounds for many NP-hard problems.
In this thesis we elaborate on several subclasses of problems in quadratic
programming. The rst two problems are quadratic problem with binary con-
straints. The binary constraints are often employed to model graph problem,
pattern recognition and document clustering. A lot previous works use LP
or SDP relaxation models to attack these problems [2, 3, 4, 5, 6, 7]. Un-
like this relaxation based approach, we rst explore some intrinsic relation
between binary quadratic problem and data clustering. Then we utilize the
explored relation to solve for the clustering problem and round the solution
back to the original problem. We found that this technique often leads to
highly eective approximation algorithms. For example, the rst problem
we consider is a special class of binary quadratic problem where the number
of nonzero elements is xed. This problem has found applications in vari-
ous graph problems, notably densest K-subgraph problem. We use convex
quadratic relaxation as a geometric embedding tool to reformulate the un-
derlying BQP as a clustering problem where the target is to nd a single
cluster of xed size. A simple 2-approximation algorithm for the problem is
proposed. Numerical experiments are encouraging.
The second problem in this thesis is the Binary Matrix Factorization
problem(BMF). In general, binary matrix factorization(BMF) refers to the
problem of nding a matrix product of two binary low rank matrices such
that the dierence between the matrix product and a given binary matrix is
minimized. The BMF problem often arises when dealing with binary data
sets. Possible applications include image compressing, gene pattern discov-
ery and document clustering. We consider the BMF problem with additional
restriction that the matrix product should be binary and call it constrained
binary matrix factorization(CBMF). This constraint is particularly useful
when the matrix product is used for classication. We propose an alter-
nating update procedure for CBMF such that the problem is reduced to a
specic binary LP subproblem which is easy to solve. We have a determinis-
tic 2-approximation algorithm and a randomized algorithm with lower time
2
complexity.
The second part of this thesis is about portfolio selection under some
(hard) realistic setting. Harry Markowitz's seminal work [8] opened the
modern era of portfolio theory by applying simple mathematical ideas to
the problem of formulating optimal investment portfolios. However, apply-
ing the original Markowitz framework to get a satisfactory portfolio allo-
cation in a real-world context is not an easy task. In [9], the author com-
pared several proposed portfolio construction algorithms based on Markowitz
framework and found that none of the surveyed algorithms signicantly or
consistently outperforms the naive equal weight strategy. This is because
the original Markowitz framework often leads to an objective function whose
minimizer is highly unstable. Small changes in input data like return vector
and covariance matrix have dramatic eects on the output of the optimiza-
tion procedure. Therefore, researchers have done some works on stabilizing
and regularizing the optimization problem and one popular way to regularize
the problem is adding cardinality and thresholds constraints[10, 11, 12, 13].
These constraints are important in real-world context as a sparse portfolio
is always favorable for cost and management reason. The third problem we
studied is the portfolio optimization problem with cardinality and thresholds
constraints. This model can also be applied in machine learning problems
such as sparse linear regression and sparse feature selection. Inspired by some
new technique based on lp penalty with 0 < p < 1 to nd sparse solutions,
we interpret the cardinality constraint as a constraint on the sparsity of the
solution. This allows us to use the recently developed techniques [14, 15] for
sparse solutions in linear and quadratic optimization problems to nd a solu-
tion that satises the cardinality constraint. Numerical experiments indicate
that our proposed algorithm is fast, and able to provide good approximation
solution that has attractive features in nancial applications.
Another real world challenge is called online portfolio selection problem.
Financial data nowadays is enormous and available in the form of streaming
data. From optimization perspective this challenge calls for an online algo-
rithm such that reasonable decisions can be made sequentially based only
on partial information. The interest on online quadratic problem is actually
beyond nancial applications. Many applications nowadays are equipped
with massive data sets that can not be handled simultaneously, either be-
cause they're too big to t in memory or they become available in an online
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fashion. For example, sometimes support vector machines suer from the
problem of large memory requirement and computation time when trained
in batch mode on large data sets. Another example is online advertising
problem for search service providers. Our learning-based algorithm works
by constructing a pricing vector from a training problem of previous pe-
riod and the price vector is used to make decisions sequentially. Under the
distribution-free random permutation model and some mild assumptions, we
propose a 1   O() learning algorithm for this online problem. The results
can be applied to make better decisions when facing online problems with
quadratic objective function.
The thesis is organized as follows. In Chapter 2, we introduce the BQP
problem and our main results. Chapter 3 provides some progress we've made
on BMF problem. Results on portfolio selection problem with cardinality and
threshold constraints are documented in Chapter 4. In Chapter 5, we intro-
duce the online quadratic programming problem and describe our proposed
algorithm.
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CHAPTER 2
DENSEST K-SUBGRAPH PROBLEM
2.1 Introduction
2.1.1 The quadratic problem
Optimizing a quadratic function over some hypercube is one of the basic
discrete optimization problems. The problem has several equivalent formu-
lations in the literature. For instance,
min
x
xTQx (2.1)
s:t: x 2 f 1; 1gn
Adding a linear term to the objective function essentially won't change the
problem too much:
min
x
xTQx+ qTx (2.2)
s:t: x 2 f 1; 1gn
is equivalent to
min
x
xT ~Qx (2.3)
s:t: x 2 f 1; 1gn+1; xn+1 = 1
where
~Q :=
 
Q q
2
qT
2
0
!
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Therefore, the above problem leads to a quadratic problem of the form (2.1),
of problem size increased by 1 and one more constraint xn+1 = 1.
Some researchers [16] also notice that (2.1) is equivalent to quadratic (0,1)
programming (2.4).
min
x
xTQx (2.4)
s:t: x 2 f0; 1gn
An important case of quadratic problem is the graph partition prob-
lem. The maximization graph partition problem(MAX-GP) calls for nding
a subset S  V of k nodes such that an objective function w(S) is maxi-
mized. A special case ofMax Cut Problem, Max Cut with size k where
the total edge weights of the edges crossing between S and V=S is maxi-
mized, is a graph partition problem. A similar graph partition problem is
Max Not Cut with size k where the total edge weights of the edges non-
crossing between S and V=S is maximized. Max V ertex Cover with size k
problem, where the goal is to maximize the total edge weights of the edges
covered by S, is also a case contained by graph partition problem. Densest 
k   subgraph(DSP ) problem, whose objective function is the total edge
weights of the subgraph induced by S, is the one we are quite interested in:
as elaborated later, the DSP problem is equivalent to a special quadratic
problem we study. Such connection enables us to integrate results from two
completely dierent class of problems.
2.1.2 Our problem
In this thesis, we consider the following specic binary quadratic program-
ming (BQP) problem:
min
x
xTQx+ qTx (2.5)
s:t: Ax = b (2.6)
nX
i=1
xi = k
x 2 f0; 1gn
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where Q 2 <nn is a symmetric matrix, A 2 <mn and q 2 <n; b 2 <m. The
above model covers many scenarios arising from various applications such
as molecular conformation [17], cellular radio channel assignment[18] and
capital budgeting and nancial analysis [19], the feature selection problem
in ranking [20]. It covers also numerous graph problems such as the sparest
(or densest) k-subgraph problem [21, 22] and Maximization graph partition
problem [23]. Here we take Max V ertex Cover with size k problem as an
example to show how it can be cast as the BQP problem 2.7 ([21]):
Given a graph G = (V;E) and each edge eij 2 E of weight wij, the
Max V ertex Cover with size k problem asks the maximal weight of edges
covered by a set U of k vertices in G. We model this problem into the
following quadratic programming problem:
max
eij2E
X
wij(
3 + xi + xj   xixj
4
) (2.7)
s:t:
nX
i=1
xi = 2k   n
x 2 f 1; 1gn
Note that for each edge eij the objective function is zero if both xi and xj
are equal to -1 and wij otherwise. Further, the rst constraint ensures that
exactly k variables will be of value 1. Thus by choosing the vertex vi 2 V to
be in the cover U if and only if xi = 1, the quadratic program corresponds to
the Max V ertex Cover with size k problem on G. This quadratic problem
follows the form 2.7.
The problem has been proved to be NP-hard [22]. Several researchers
have studied such a problem and numerous algorithms have been proposed.
For more details, we refer to [21, 22, 20, 23, 24] and the references listed in
these papers.
The relaxation model plays an important role in the development of ef-
cient algorithms for BQPs. For example, at every iteration of exact algo-
rithms based on branch and bound (B & B) or branch and cut (B & C)
approaches, one needs to solve a relaxed optimization problem to obtain a
lower bound that can be used further to decide the branching strategy. A
relaxation model that can be solved eectively and provide a tight bound is
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crucial for the success of the B&B or B&C process. Secondly, as showed in
[5, 25], the relaxation model can also help to design ecient approximation
algorithms for classes of discrete optimization problems.
Various relaxation models for BQPs have been proposed in the literature.
For example, Adams and Sherali [2, 3] rst proposed to the well-known lift-
ing and relaxation technique for binary optimization. Lovasz and Schrijver
[4] introduced a lift and project method to approximates the convex hull of
0  1 valued solutions for a system of linear inequalities in higher dimension,
and applied their method to the so-called vertex packing polytope problems.
In [6], Lasserre considered SDP relaxations for nonlinear 0   1 Program-
ming based on the representations of nonnegative polynomials in algebraic
geometry.
In this chapter, we are interested in bounds based on conic optimization
relaxations for BQPs. The idea of using conic optimization, in particular
positive semi-denite programming (SDP) relaxations for discrete optimiza-
tion problems can be dated back to Lovasz ([26], 1979) and Shor ([27], 1987).
In early 1990s, Alizadeh [28] considered the SDP relaxation of various com-
binatorial optimization problems and used interior-point methods to solve
the relaxed problem. A remarkable achievement in the study of SDP relax-
ation for discrete optimization is the work by Goemans and Williamson [5]
where they designed a very ecient approximation algorithm for the max-
cut problem based on its SDP relaxation. Since then, many results on SDP
relaxations for discrete optimization problems have been reported in the lit-
erature. The survey [25] summarized the progress made in this direction and
listed most references available up to that time.
It should be mentioned that most existing SDP relaxations for BQPs in
the literature are built upon the lifting technique, which usually leads to an
SDP in <nn or a higher dimensional space. Though these relaxations have
helped to obtain strong bounds for the original BQP, the scalability of these
approaches depends on the computational capacity of the SDP solvers and
is restricted to moderately sized problems as pointed out in [24].
One main purpose of this work is to reconsider some existing simple con-
vex quadratic programming relaxations for problem (2.7) and explore how
to improve these simple relaxations and use the convex QP to design new
algorithm. In particular, we follow a similar idea as proposed in [29] that
used the minimum eigenvalue of the matrix Q to derive a convex relaxation
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for the original BQP (See also [30, 31]). However, for the special class of
BQPs in this work, by introducing an articial variable, we rst reformulate
such a convex QP as an optimization problem over the second-order conic
constraints (SOCO). Such a slight modication allows us to combine the
classical graph modeling techniques to further improve the relaxation model.
Secondly, we use the convex quadratic programming model as a geometric
embedding tool to recast a special case of the BQPs, the so-called densest
k-subgraph problem, as a clustering problem where the target is to nd a
single cluster of xed size that minimizes the sum of squares of distances
within the cluster. A simple approximation algorithm is proposed for the
new clustering problem and such an algorithm can be viewed as a heuristics
for the original BQP. Numerical results based on the new relaxation model
and the proposed heuristics will be reported.
This chapter is organized as follows. In the next section, we review some
existing relaxation algorithms on solving BQP problem. In section 4 we rst
represent the classical relaxation for problem (2.7) in the form of second-
order conic optimization and discuss how to use graph modeling techniques
to add simple constraints that can enhance the relaxation model. Numerical
experiments based on the new relaxation model will be reported. In section 4,
we rst use the convex quadratic programming as a geometric embedding tool
to recast a special case of BQPs, the densest k-subgraph problem as a very
specic clustering problem. We then propose a algorithm with approximation
ratio of 2 to the clustering problem and report numerical results based on
such an algorithm. Core-set techniques have also been employed to develop
approximation algorithm in section 6.
2.2 Literature Review
2.2.1 Approximation algorithm for optimization problem
Many optimization problems have been proven to be NP -hard. This means
that we can not expect polynomial time algorithms to nd optimal solu-
tions for these problems. Alternatively, it's still of interest to study these
NP-problems via polynomial time algorithms and see how close to the opti-
mality we can accomplish within polynomial time. These polynomial time
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algorithms are called approximation algorithm. Various techniques and algo-
rithms are proposed in this purpose: combinatorial algorithms, for a bunch
of important problems using a wide variety of algorithm design techniques,
and linear programming based algorithms. For a complete review, we refer
to Vazirani's book [1].
An NP -optimization problem  is a fourtuple (I; sol;m; goal) such that
1. I is the set of the instances of  and it is recognizable in polynomial
time.
2. Given an instance x of I, sol(x) denotes the set of feasible solution
of x. These solutions are short, that is, a polynomial p exists such that, for
any y 2 sol(x); jyj  p(jxj). Moreover, it is decidable in polynomial time
whether, for any x and any y such that jyj  p(jxj); y 2 sol(x).
3. Given an instance x and a feasible solution y of x, m(x; y) denotes the
positive integer measure of y. The function m is computable in polynomial
time and is also called the objective function.
4. goal 2 fmax; ming
The class NPO is the set of all NP optimization problems.
For example, valid instances of the vertx cover problem consist of an
undirected graph G = (V;E) and a cost function on vertices. A feasible
solution is a set S  V that is a cover for G. Its objective function value is
the sum costs of all vertices in S. A feasible solution of minimum cost is an
optimal solution.
An approximation algorithm, A, for  produces, in polynomial time, a
feasible solution whose objective function value is "close" to the optimal.
For example, a polynomial time approximation algorithm for a maximiza-
tion problem has a performance guarantee or worst case ratio 0 < r  1,
if it outputs a feasible solution whose value is at least r times the maximal
value for all instances of the problem. A key step in designing a good approx-
imation algorithm for such a maximization problem is to establish a good
upper bound on the maximal objective value. As we will see in detail soon,
linear programming (LP) and semidenite programming (SDP) have been
frequently used to provide such upper bounds for many NP-hard problems.
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2.2.2 Linear relaxation method
A large fraction of the theory of approximation algorithms, is built around
linear programming(LP). Many combinatorial optimization problems can be
cast as integer programs. Once this is done, the linear relaxation of this
program provides a natural way of lower bounding the cost of the optimal
solution. This is typically a key step in designing of an approximation algo-
rithm. However, in the case of NP -problem, we cannot expect the feasible
polyhedron to have integer vertices. Thus, we need to look for a near-optimal
integral solution instead of optimal solution.
Basically there are two techniques for obtaining approximation algorithm
via linear programming. The rst one, which is straightforward to some
extent, is to solve the linear problem and convert the fractional solution
obtained into an integral solution, trying to ensure that during the process
the cost does not increase much. The approximation guarantee is established
by comparing the cost of the integral and fractional solution. This technique
is called LP   rounding or simply rounding.
The second method, which is more sophisticated, is to employ the dual of
the LP-relaxation to develop algorithm. This technique is called the primal 
dual schema.Let us call the LP-relaxation the primal problem. Under this
schema, an integral solution to the primal problem and feasible solution to
the dual problem are constructed iteratively. Notice that any feasible solution
to the dual also provides a lower bound of the optimal solution of the primal
problem. The approximation guarantee is established by comparing the two
solution.
As for the quadratic problem, linear programming has been playing an
important role in the design of approximation algorithm. A substantial com-
putational study based on linear programming(LP) and cutting planes is
given by Barahona et al. [16]. The numerial results imply the eciency of
the LP-based algorithm when the graph is rather sparse. Some authors ap-
proach QP with techniques developed for pseudo-Boolen functions [32]. The
concept of roof dual studied in [32] is a linear relaxation of the problem over
a subset of the triangle inequalities. Pardalos and Rodgers [33] solve QP by
Branch and Bound with a preprocessing phase where they try to x some of
the variables. The main idea is the observation that xi can be xed if the
partial derivative of the objective function with respect to xi does not change
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sign over the convex hull of the feasible points. Surprisedly, the computa-
tional performance of this approach is quite similar to the results reproted
in [16].
Eigenvalue-based approaches have been explored when solving quadratic
problem as well. Mohar and Poljak [34] observed this when tackled the max-
cut problem:
4mc(G)  max
xtx=n
xtLx = nmax(L)
As is shown in [35] the eigenvalue relaxation can be cast as a semidenite
program, which will be introduced in the next subsection.
2.2.3 SDP relaxation method
As we mentioned early, the works by Nesterov and Nemirovski [36], Alizadeh
[28] on computational semidenite programming promoted the application
of semidenite(SDP) relaxation. Some strong theoretical results have been
obtained from SDP relaxation when approximating the NP -problem. Here
we take max-cut problem as an example to illustrate how the SDP relaxation
works.
The max-cut problem can be written as form 2.1 as observed by Mohar
and Poljak [34]. Let G be an undirected graph on vertex set V = f1; 2; : : : ; ng
with edge weights fce : e 2 E(G)g, given by its adjacency matrix A = (aij)
where aij = aji = ce for e 2 E(G); e = (ij), and aij = 0 otherwise.
The max-cut problem is to determine a subset S  V such that the total
weight of the edges cut by the partition is maximized.
mc(G) := max
SV
X
i2S;j =2S
aij
Let's present the partitions (S; V=S) by vectors x 2 f 1; 1gn with xi = 1
only if i 2 S. Denote e as the vector of ones. Using the Laplacian L of G,
dened as
L := diag(Ae)  A
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it can be checked that
1
4
xtsLxs =
X
i2S;j =2S
aij
if xS 2 f 1; 1gn represent the partition (S; V=S). Therefore the max-cut
problem is a special case of quadratic problem (2.1).
The SDP relaxation for max-cut problem is based on the following simple
observation
xtLx = trL(xxt)
Let F = f 1; 1gn denote the feasible set of the max-cut problem. We
consider the set PC := convfxxt : x 2 Fg, the so-called cut polytope. With
this notation the max-cut problem can be written as
max tr(LX) s:t: X 2 PC
Since we can not precisely describe the polyhedron PC, we may instead
approximate it by the following:
X 2 PC ) X  0; diag(X) = e
The set fX  0 : diag(X) = eg is called elliptope. Then we have the
basic SDP relaxation,
'(G) = max tr(LX) s:t: X  0; diag(X) = e
The above problem is a standard SDP problem and can be solved in
polynomial time using the ellipsoid method. Goemans and Williamson [5]
shown the following results in term of the output of the SDP relaxation
problem.
Theorem 2.2.1. [5] If G is a graph on nonnegative edge weights, then
'(G)  1:138mc(G)
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Laurent and Poljak [37] studied the geometry of the set and improved if
the adjacency matrix A has the form A = aat.
Theorem 2.2.2. [37] Let G be a graph with adjacency matrix A = aat and
a  0, then '(G)  1:138mc(G)
Though theoretically SDP relaxation is promising, the computational ef-
forts needed to solve a SDP problem is too much, especially when the size of
problem become large. Some improvements have been done by incorporating
SDP with cutting plane approach [24].
Researchers have employed semidenite relaxations extensively for combi-
natorial problems with binary variables, including values in f 1; 1g or f0; 1g.
For the f 1; 1g model, some strong results include Goemans and Williamson
[5] and Han et al. [23]. The f0; 1g model was used for the quadratic knapsack
problem by Helmberg [38]. It is known by Laurent et al. [39] that the f 1; 1g
or f0; 1g models essentially will lead to equivalent semidenite relaxations.
2.3 A Second-order Conic Optimization Relaxation
This section consists of two parts. In the rst subsection, we introduce a new
relaxation for BQP based on the so-called second-order conic optimization.
In the second subsection, we report some numerical results based on the new
relaxation.
2.3.1 A second-order conic optimization relaxation for BQP
In this subsection, we introduce a new simple relaxation model for problem(2.7).
Throughout this section, we make the following assumption
Assumption 2.3.1. The matrix Q has only zero diagonal elements.
The above assumption holds without loss of generality. This is because
if the matrix Q has nonzero diagonal elements, we can then use the relation
x2i = xi to rewrite the objective function in 2.7 with another matrix with
zero diagonal elements.
Let min(Q) denote the minimal eigenvalue of the matrix Q. Under As-
sumption 2.3.1, one can easily verify that min(Q)  0. Moreover, by the
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choice of min(Q), we have
Q1 = Q  min(Q)I  0:
Now let us consider the following binary convex quadratic programming prob-
lem:
min
x
xTQ1x+ q
Tx+ kmin(Q) (2.8)
s:t:
nX
i=1
xi = k
Ax = b
x 2 f0; 1gn:
It is straightforward to prove the following result.
Theorem 2.3.2. The two binary quadratic programming problems are iden-
tical in sense that they enjoy a common set of optimal solutions and have the
same objective value at the optimal solution.
Based on the above theorem, we can relax the binary constraint in prob-
lem 2.8 to linear constraint x 2 [0; 1]n. The solution of the resulting simple
convex quadratic programming problem will provide a lower bound to prob-
lem 2.8.
To further enhance the relaxation model, we introduce an articial vari-
able  = xTQx and rewrite problem 2.8 as follows:
min
x
 + qTx (2.9)
s:t:
nX
i=1
xi = k
Ax = b
xTQ1x    kmin(Q)
x 2 f0; 1gn;
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and its relaxation
min
x
 + qTx (2.10)
s:t:
nX
i=1
xi = k
Ax = b
xTQ1x    kmin(Q)
x 2 [0; 1]n;
We next discuss how to add extra constraints to model 2.10 to improve the
lower bound. For this purpose, we rst note that under Assumption2.3.1, we
can cast the matrix Q as the weight matrix of a graph G. Suppose that x
is the optimal solution of problem2.7. Then  = (x)TQx will be the total
weight of the minimum weight k-subgraph of G. In other words, the total
weight of the minimum weight k-subgraph of G will provide a valid lower
bound for . We next describe how to use this observation to derive some
simple bounds on .
Let Qi;: denote the i-row column of Q. We dene the matrix Q
(2) as
follows
Q(2) = [q
(2)
ij ] 2 <nn; q(2)ij =
1
2
kX
l=1
[sort(Qi;: +Qj;:)]l; 8 i 6= j: (2.11)
Here sort(v) is a vector generated by rearranging the elements of v in an non-
decreasing order. We also then compute a constant c2 by taking the sum of
the smallest C2k
1 elements in Q(2). One can easily see that the constant c2
provides a valid bound for , i.e.,  > c2.
Similarly we can compute a cubic matrix Q(3) by
Q(3) = [q
(3)
ijl ] 2 <nnn; q(3)ijl =
1
3
kX
m=1
[sort(Qi;: +Qj;: +Ql;:)]m (2.12)
Then we can obtain a lower bound c3 for  by computing the sum of the
smallest C3k elements in Q
(3).
In a similar vein we can construct a four-dimensional matrix Q(4), and
1Here Clk denotes the combinatorial function of selecting l items out of a set of k items.
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compute a lower bound c4 for  if k  4. Since the computation cost of such
a process grows exponentially in term of the dimensionality of the matrix,
in this paper, we use the lower bound from c2; c3 and c4 as they can provide
a valid constraint at a reasonable computation cost. Consequently, we can
add the constraint
  c4: (2.13)
to model 2.10.
2.3.2 Numerical result
In this subsection, we present some numerical results based on our quadratic
programming relaxation model and compare it with the popular SDP relax-
ation based on the (-1,1) representation of problem2.7 by using the transform
y = 2x   e 2 f 1; 1gn or x = 1
2
(y + e). In such a case, we can rewrite the
objective in problem2.7 as 1
4
yTQy + 1
2
yT (Qe+ q) + 1
4
eTQe. We then use the
following SDP relaxation 
1 yT
y Y
!
 0; diag(Y ) = 1; (2.14)
with additional constraints on y derived from the constraints in problem2.7.
All numerical experiments have been carried out on Intel Core 2 Duo
CPU E6850 3.00GHz processor with 2048 MBytes of RAM. The problems are
solved by CVX 1.2 Build 710 solver under Matlab R2008a. Since there is no
general public BQP library available, we generate most problems randomly.
In the tables below, we compare two lower bounds and the computational
time to compute these bounds. In table 2.1, we use random matrices of size
50 and 80, whose elements are uniformly distributed between 0 and 1. We
also mention that in our experiments, we only add the simple constraint
  c2 (as discussed at the end of Section 2.1) to the relaxation model 2.10.
As one can see from Table 2.1, the bound provided by our simple QP
relaxation is always below what obtained from the SDP relaxation. But
the gap between these two bounds are very small, while the CPU time to
compute the QP bound is around half of the CPU time used in the SDP
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relaxation model.
In Table 2.2, we list our experimental results for random problems whose
size are from 100 to 300. As one can see from the table, competitive bounds
have been observed for these test problems, while the CPU time to compute
the QP bound is only about one quarter of the CPU time for the SDP
relaxation model. It should also be mentioned that for problems whose size
is about n = 300 or above, the CVX solver we used failed to solve the SDP
relaxation due to the memory limit, while it solved the QP relaxation model
for much larger scale problems up to n  1000.
Finally, we also report some numerical results for BQP problems where
the matrix Q has (0,1) elements. As one can see from Table 2.3, competitive
bounds can be obtained by solving the simple QP relaxation model 2.10 with
less CPU time.
2.4 A Clustering-based Algorithm
In this section, we consider a special variant of problem (2.7)
max xTQx (2.15)
s:t:
nX
i=1
xi = k x 2 f0; 1gn:
Like in Section 2, we also assume that the matrix Q has zero diagonal el-
ements. In such a case, problem(2.15) reduces to the well-known densest
k-subgraph problem, which has been proved to be NP-hard [22]. Moreover,
unless the matrix Q has specic structure or k is as large as O(n), no ap-
proximation algorithms with a constant approximate rate has been reported
in the literature [21, 22]. In this section, we rst recast problem as an equiv-
alent specic clustering problem and then propose a simple 2-approximation
algorithm for the resulting clustering problem. The section has three parts.
In the rst subsection, we use convex quadratic programming as a geometric
embedding tool to reformulate problem(2.15) as a specic clustering problem.
In the second subsection, we propose a simple approximation algorithm to
the clustering problem and present a local search heuristics to further rene
the solution. In the last subsection, we report some numerical results based
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on the proposed algorithm.
2.4.1 Equivalence between the densest k-subgraph problem
and clustering problem
We start with the following specic clustering problem. Given a data set
V = fvi 2 <d; i = 1;    ; ng, we want to nd a subset V1 of size k such that
the sum of squares of distances within the subset V1 is minimized, i.e., we
want to solve the following optimization problem
min
jV1j=k
X
v2V1
kv  
P
v2V1 v
k
k2: (2.16)
Here jV1j denotes the cardinality of the subset V1.
We next discuss how to transfer problem(2.15) into another equivalent
problem of form(2.16). To start, let us recall that Q is a matrix with zero
diagonals. Therefore, there exists a constant  satisfying Q + I  0. One
obvious choice is  =  min(Q), which requires to compute the minimal
eigenvalue min(Q) rst. In this paper we propose to select a suciently
large constant  such that the matrix Q + I is diagonal dominant and
strictly positive denite. We then perform the Cholesky decomposition on
the matrix Q+ I such that
Q+ I = V TV  0; V = [v1; v2;    ; vn]: (2.17)
It follows immediately that
kvik2 = ; i = 1;    ; n:
In other words, through the above process, we have constructed a data set
whose data points are located on the surface of a sphere with radius
p
 in
space <n:
V = fvi 2 <n : kvik2 = ; i = 1;    ; ng; Qij = vTi vj; 8i 6= j = 1;    ; n:(2.18)
Now we are ready to state the main result in this section.
Theorem 2.4.1. Suppose V is a data set dened by 2.18. Then the two
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problems2.15 and 2.16 are equivalent in the sense that from a global opti-
mal solution of problem(2.15), one can derive a global optimal solution of
problem2.16, and vice verse.
Proof: To prove the theorem, we note that for any given subset V1 of
size k, we can rewrite the objective function in problem2.16 as the following
f(V1) =
X
v2V1
kv  
P
v2V1 v
k
k2
=
X
v2V1
kvk2   1
k
k
X
v2V1
vk2
= (k   1)  1
k
X
vi 6=vj2V1
vTi vj; (2.19)
where the last equality follows from2.17. Now let us dene a binary vector
x by
x 2 f0; 1gn : xi = 1 if and only if vi 2 V1: (2.20)
It follows from the above denition and 2.18 that
f(V1) = (k   1)  1
k
xTQx;
which further concludes the proof of the theorem.
Before closing this subsection, we would like to point out that although
we considered only problem(2.15) in this subsection, the above reformulation
scheme can be changed slightly to handle a more generic case where the
objective function is xTQx + qTx. To see this, we rst introduce a new
matrix Q1 and lift x to higher dimensional space as below
Q1 =
 
0 1
2
qT
1
2
q Q
!
; ~x =
 
1
x
!
: (2.21)
It follows
xTQx+ qTx = ~xTQ1~x:
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Consequently, we can solve the following binary QP
max ~xTQ1~x (2.22)
s:t:
n+1X
i=1
= k + 1
~x1 = 1; ~xi 2 f0; 1g8i = 2;    ; n+ 1:
Recall that in such a case, we can assume without loss of generality that Q1
has only zero diagonal elements. Following a similar vein as in our earlier
discussion, we can assume
Q1 + I = V
T
1 V1; V1 = [v
1
1;    ; v1n+1]
for a suciently large  > 0. Similarly one can show that solving problem2.22
amounts to nd a solution of the following clustering problem
min
jV1j=k+1;v112V1
X
v12V1
kv1  
P
v12V1 v
1
k + 1
k2: (2.23)
2.4.2 A 2-approximation algorithm
In the last subsection, we have introduced a reformulation scheme to trans-
fer problem2.9 into a specic clustering problem. In this subsection, we dis-
cuss how to solve problem2.16. To start, we rst note that mathematically
speaking, problem2.16 can be written as the following bi-level optimization
problem
min
c
min
jV1j=k
X
v2V1
kv   ck2: (2.24)
Like the algorithm in [40], we can solve the above problem in an iterative
manner by subsequently updating c and the subset V1 as follows.
Procedure 1
S1.0 Randomly choose an initial starting point c 2 <n;
S1.1 Sort all the distances kvi   ck for all the data points vi and select the
rst k (or k   1 if c 2 V1) shortest distance points as the subset V1;
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S1.2 Computer the geometric center c1 of V1;
S1.3 If c1 = c, then stop and output V1 as the solution; otherwise set c = c1
and go back to S1.1.
Following a similar idea as in [41], we can use any data point in V as the
initial starting point in the above procedure, which leads to the following
procedure.
Procedure 2
S2.0 For i = 1 : n do
S2.1 Use vi as the initial starting point and run Procedure 1;
S2.2 Set the nal objective value from iterative Procedure 1 as f (vi);
S2.3 Find an index i0 = argmini=1; ;n f (vi) and select the corresponding
subset as the nal output.
We have
Theorem 2.4.2. Suppose that V1 is the global optimal solution of problem2.16
with an objective value f(V1 ) and V1 is the solution output by Procedure 2
with an objective value f(V1). Then it holds
f(V1)  2f(V1 ):
Proof. Let us assume that V1 = fv1;    ; vkg with a geometric center c, and
V1 = fv01;    ; v0kg centered around c. Let
v0 = arg min
i=1; ;k
kvi   ck:
It follows immediately
kX
i=1
kvi   v0k2 =
kX
i=1
kvi   ck2 + kkv0   ck2  2
kX
i=1
kvi   ck2:
Since v0 2 V , it must have been used as an initial starting center in Procedure
2. Recall that V1 is the solution obtained from Procedure 2, it follws directly
f(V1) 
kX
i=1
kvi   v0k2  2f(V1 ):
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We would like to point out that though a 2-approximation can be provided
by Procedure 2, the obtained solution might be still far away from the global
optimal solution of problem2.16. In order to obtain a better approximation to
problem2.16, we suggest to incorporate a local search heuristics in Procedure
1. This is done by changing S1.3 in Procedure 1 as follows.
 Modied S1.3 of Procedure 1
S1.3' If c1 6= c, go back to S1.1; If c1 = c, we search the subset V1 and its
complement V1 = V V1 to nd the data point pairs v 2 V1 and v 2 V1
such that if we replace v by v, then the new objective value after the
replacement is reduced. If such a pair is found, then we update the
subset V1 and its geometric center correspondingly. We go back to
S1.1 after the search is done. In case no such pairs is found, output the
current subset V1 as a solution;
Remark: The local search procedure in S1.3' is rather expensive since we
need to search the space of all possible replacements. To improve the practical
eciency of the algorithm, we suggest to impose an upper bound on the
number of expensive searches. In our implementation, we restrict us to only
20 expensive searches for large scale problems.
We also point out that all the procedures in this subsection can be mod-
ied to deal with the specic clustering problem2.23. With a certain eort,
one can also establish similar theoretical results as in Theorem2.4.2. The
technical details of such a process are left to interested readers.
2.4.3 Numerical results
In this section we report some experimental results based on the proposed
algorithm. To check whether the proposed algorithm can nd the global
solution or a solution close to it, we compare the proposed algorithm with the
BARON solver. Baron a global optimization solver based on the branch-and-
reduce method supported by GAMS [42]. Since the GAMS/BARON solver
is available on the NEOS Server [43], we compute it directly on the NEOS
Server Version 5.0. In our experiments, we adopted GAMS Distribution 23.0
and GAMS/BARON 7.2.5. Note that the running time of BARON solver
based on the powerful Neos server, while our algorithm is run on a desktop
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described in Section 2.2. Therefore, the comparison of CPU time is not
justied in such a case.
We also compare the proposed algorithm with a heuristics for solving
densest k subgraph problem suggested by Asahiro et al in [44]. As observed
in [45], such a heuristics works for general weight function and is more stable
than other heuristics. The heuristics in [44] rst nd a vertex in the graph
with the minimum weighted degree under the given weight function and
remove it from the graph until only k vertices are left. Then it performs a
local search as follows:
Heuristics[44]
1. Use the greedy algorithm to nd a subgraph Gs = (Vs; Es), which is a
k-vertex induced subgraph of G;
2. Compute the degree Dmin of the least heavy vertex vmin in Gs and
remove it from Gs. Now Gs1 = (Vs1; Es1), where Vs1 = Vsnvmin.
3. Compute the number of connections in G between each vertex in V nVs
and Vs1. Let Cmax be the maximum of all such numbers and vmax the
associated vertex.
4. If Cmax > Dmin then add vmax to Vs1. Let Vs = Vs1, and go to 2.
Otherwise, output Gs.
Since the above heuristics is very ecient, we also incorporate it into the
rst stage of the proposed algorithm in this paper to select the initial cluster.
We rst compare all the three algorithms on some random problems where
the symmetric matrix is randomly generated by the so-called Prime modulus
multiplicative linear congruential generators where each element is uniformly
distributed between 0 and 1. The numerical results are listed in Table 2.4.
As one can see from Table2.4, the solution obtained from the proposed
algorithm is very close to the solution provided by BARON. For several test
problems, the solutions derived from the proposed algorithm are even better
that the solutions from BARON (highlighted in the table). It should be
pointed out that BARON failed to solve problems whose size equal 1000 or
above.
We next report our experimental results on graphes with (0,1) weight. For
such a purpose, we rst generate a random matrix by the Prime modulus
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multiplicative linear congruential generators. Then we reset the values of the
elements of random matrix as follows: if the value of an element is larger than
0.65, we reset it to be 1, otherwise 0. The numerical results are summarized
in Table2.5
As illustrated by Table 2.5, the solutions obtained from the proposed
algorithm are very close to the solutions provided by BARON and sometimes
even better.
We also point out that as shown in Tables2.4 and 2.5, the heuristics in
[44] is able to nd very good solutions eectively. This is possibly due to
the usage of random data and the following fact that as shown in [44], the
heuristics can provide an approximate solution with a ratio around 2n=k for
k  n=3 (See also [45]). To illustrate the dierence between the proposed al-
gorithm and the heuristics in [44], we generate another set of testing problems
as follows. We rst generate a random matrix Q1 that might be a general
(or 0-1) weight matrix of size n associated with a graph G1 and compute the
minimum summation of all the rows in Q1 denoted by minsum(Q1). Then
we set k to be the largest integer less than minsum(Q1)  1 and associate it
with a completely connected graph G2 whose edges have weight 1. Now let
us consider the joint graph G = G1 [G2 and consider the problem of nding
the densest k-subgraph in G, which has an obvious solution G2. Since there
is no connections between the two parts (G1 and G2) of G, the heuristics in
[44] will remove the dense subgraph G2 rst and then nd a k-subgraph in
G1. However, the proposed algorithm in this paper will nd the real optimal
solution G2 easily. For numerical comparison, we reuse the test data sets in
Tables 2.4 and 2.5 and associate them with graph G1 in the above construc-
tion. We then compute k based on G1 and construct a complete subgraph
G2. Table 2.6 lists the solutions obtained from the proposed algorithm in
this paper and the heuristics in [44]. As one can see from Table 2.6, for this
specic class of graphes, the solutions from the heuristics are not as good as
the solutions provided by the algorithm presented in this paper.
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Problem Quadratic Relaxation SDP Relaxation
no. k bound Time bound Time
M50 1 20 142.742 2.8437 146.268 3.5877
M50 1 30 376.29 2.7928 380.051 3.7433
M50 1 40 727.89 3.037 731.792 3.8349
M50 2 15 69.9186 2.7262 74.1151 3.5493
M50 2 30 396.188 2.6996 401.978 3.5852
M50 2 45 996.301 2.988 999.413 3.9945
M80 1 20 116.942 3.117 126.025 5.5962
M80 1 40 665.914 2.963 675.859 5.6839
M80 1 60 1670.82 3.0119 1678.6 5.8015
M80 2 20 111.551 3.0574 121.901 5.4771
M80 2 40 645.984 3.2572 656.494 5.5974
M80 2 60 1625.33 3.1622 1633.71 5.7996
M80 3 10 10.1747 3.1224 8.24968 5.3421
M80 3 30 327.111 3.0837 333.843 5.4922
M80 3 50 1076.13 3.3122 1085.57 5.6676
Table 2.1: SOCO model for the BQP problem: small case
Problem Quadratic Relaxation SDP Relaxation
no. k bound Time bound Time
M100 1 20 105.259 3.2383 116.98 7.5186
M100 1 50 1082.4 3.091 1096.35 8.3739
M100 1 70 2294.12 3.2223 2307.94 7.9505
M100 2 30 315.107 3.3196 327.195 7.5318
M100 2 60 1599.31 3.208 1610.83 7.9901
M100 2 90 3933.87 3.2861 3942.58 8.32
M200 1 50 905.835 6.446 941.251 32.1381
M200 1 100 4444.53 6.5898 4482.06 37.8778
M200 1 150 10696 7.4001 10733.9 39.3988
M200 2 60 1422.65 6.6772 1449.6 38.7024
M200 2 90 3556.06 6.6628 3583.27 38.3663
M200 2 180 15962.1 7.4515 15987.1 40.2179
M300 1 50 810.163 20.2258 N/A N/A
M300 1 100 4227.98 22.0701 N/A N/A
M300 1 150 10266.1 22.7524 N/A N/A
M300 2 100 4244.87 17.5629 N/A N/A
M300 2 150 10313.8 17.7235 N/A N/A
M300 2 200 19063.2 18.0601 N/A N/A
Table 2.2: SOCO model for the BQP problem: large case
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Problem Quadratic relaxation SDP Relaxation
no. k bound Time bound Time
MB50 1 15 38.0359 3.0425 46.4833 3.6622
MB50 1 30 347.036 2.8773 354.376 3.6933
MB50 1 45 967.06 2.8803 973.523 3.5978
MB50 2 10 8.23E-08 2.7487 -1.80747 3.5593
MB50 2 20 95.6218 2.7796 103.088 3.57
MB50 2 40 684.449 2.886 691.363 3.6251
MB50 3 10 0.254515 2.7143 0.852562 3.4224
MB50 3 20 101.656 2.9615 109.535 3.4748
MB50 3 40 684.344 2.7871 690.387 3.6215
MB100 1 30 88.1464 3.4327 116.653 7.1674
MB100 1 60 935.986 3.3804 958.452 7.1556
MB100 1 90 2665.96 3.4546 2683.03 7.4072
MB100 2 25 88.1464 3.4327 116.653 7.1674
MB100 2 50 935.986 3.3804 958.452 7.1556
MB100 2 75 2665.96 3.4546 2683.03 7.4072
MB100 3 20 88.1464 3.4327 116.653 7.1674
MB100 3 40 935.986 3.3804 958.452 7.1556
MB100 3 80 2665.96 3.4546 2683.03 7.4072
Table 2.3: SOCO model for the BQP problem: binary case
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Problem BARON Cluster Alg. Heuristic Alg.
no. k Obj. Time Obj. Time Obj. Time
M100 1 25 394.375 0.003 390.32 0.284 390.323 0.215
M100 1 50 1410.403 0.001 1407.716 0.57 1407.716 0.225
M100 2 20 267.483 0.03 265.804 0.258 265.579 0.307
M100 2 40 938.357 0.036 938.357 0.447 938.151 0.277
M300 1 50 1503.247 0.008 1527.727 3.166 1495.985 0.535
M300 1 100 5518.131 0.002 5587.169 7.538 5505.820 0.524
M300 1 150 11883.081 0.038 12053.459 14.997 11879.158 2.379
M500 1 100 5719.759 0.231 5734.972 19.613 5707.361 2.069
M500 1 200 21438.225 0.01 21437.491 53.611 21421.953 1.85
M750 1 100 5783.016 0.077 5846.048 46.314 5846.048 4.501
M750 1 200 21833.556 0.08 21880.064 132.59 21867 4.067
M750 1 300 47713.9 0.109 47761.029 283.58 47714.503 3.870
M1000 1 100 N/A N/A 5918.5 85.057 5914.295 8.237
M1000 1 200 N/A N/A 22119 217.79 22103.611 8.294
M1000 1 300 N/A N/A 48338 419.19 48326.983 8.005
M1000 1 400 N/A N/A 84381 715.42 84352.284 8.571
M1000 1 500 N/A N/A 130046.323 1085.6 130021.577 7.933
Table 2.4: Densest k-subgraph model for BQP problem: general weight
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Problem BARON Cluster Alg. Heuristic Alg.
no. k Obj. Time Obj. Time Obj. Time
MB100 1 25 368 0.001 356 0.266 352 0.061
MB100 1 40 807 0.03 799 0.403 799 0.078
MB100 1 50 1165 0.004 1165 0.543 1165 0.072
MB250 1 50 1325 0.008 1321 1.994 1296 0.416
MB250 1 75 2675 0.002 2648 3.256 2648 0.293
MB250 1 100 4416 0.03 4414 5.578 4383 0.270
MB250 1 125 6542 0.003 6545 7.902 6545 0.278
MB500 1 100 4688 0.004 4732 17.746 4708 0.8522
MB500 1 150 9726 0.004 9790 32.68 9788 0.675
MB500 1 200 16470 0.004 16498 54.068 16431 0.6942
MB500 1 250 24763 0.11 24750 80.401 24744 0.694
MB750 1 100 4865 0.178 4926 45.385 4925 2.488
MB750 1 200 17219 0.006 17263 131.72 17232 2.401
MB750 1 300 36264 0.053 36241 265.45 36233 2.054
MB1000 1 10 90 0.007 91 38.525 86 5.611
MB1000 1 20 295 0.008 307 40.26 296 5.604
MB1000 1 50 1425 0.120 1462 49.388 1457 5.652
MB1000 1 100 4994 0.008 4966 81.873 4938 4.631
MB1000 1 200 17378 0.008 17396 207.56 17377 4.598
MB1000 1 300 36745 0.008 36850 422.45 36786 5.248
MB1000 1 400 62853 0.037 62925 719.3 62824 4.758
MB1000 1 500 95437 0.008 95387 1091.7 95340 4.582
Table 2.5: Densest k-subgraph model for BQP problem: binary case
Problem Cluster Alg. Heuristic Alg.
no. k Obj. Time Obj. Time
M100 1 11 110 0.273 68 0.165
MB100 1 24 552 0.477 326 0.144
M100 2 8 56 0.322 40 0.188
MB250 1 66 4290 6.661 2118 0.280
M300 1 40 1560 4.780 630 0.814
MB500 1 142 20022 81.225 8856 1.301
M500 1 69 4692 22.976 1628 2.4046
MB750 1 224 49952 333.71 21159 3.275
M750 1 118 13806 112.89 4246 9.0429
MB1000 1 307 93942 827.66 38304 6.896
M1000 1 158 24806 278.09 7182 15.419
Table 2.6: Densest k-subgraph model for BQP problem: special case
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CHAPTER 3
BINARY MATRIX FACTORIZATION
3.1 Introduction
Given a binary matrix G 2 f0; 1gmn, the problem of binary matrix factoriza-
tion (BMF) is to nd two binary matrices U 2 f0; 1gmk and W 2 f0; 1gkn
so that the distance between G and the matrix product UW is minimal.
In the existing literature, the distance is measured by the square of the
Frobenius norm, leading to an objective function kG  UWk2F . BMF arises
naturally in applications involving binary data sets, such as association rule
mining for agaricus-lepiota mushroom data sets [46], biclustering structure
identication for gene expression data sets [47, 48], pattern discovery for gene
expression pattern images [7], digits reconstruction for USPS data sets [49],
mining high-dimensional discrete-attribute data [50, 51], market basket data
clustering [52], and document clustering [48].
Binary data sets occupy a special place in data analysis [52], and it is of
great interest to discover underlying clusters and discrete patterns. Numer-
ous techniques such as Principal Component Analysis (PCA) [53] have been
proposed to deal with continuous data. For nonnegative matrices, nonnega-
tive matrix factorization (NMF) [54, 55, 56, 57] is used to discover meaningful
patterns in data sets. However, these methods cannot be directly applied to
analyze binary data sets. The presence of binary features poses a great chal-
lenge in the analysis of binary data sets, and it generally leads to NP-hard
problems.
In 2003, Koyuturk et al. [46] rst proposed an algorithm called PROX-
IMUS to solve BMF via recursive partitioning. Koyuturk et al. [50] further
showed that BMF is NP-hard because it can be formulated as an integer
programming problem with 2m+n feasible solutions, even for rank-1 BMF.
They showed in [51] that there is no theoretical guarantee on the quality of
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the solution produced by PROXIMUS. Lin et al. [58] proposed an algorithm
theoretically equivalent to PROXIMUS but with lower computation cost.
Shen et al. [7] proposed a 2-approximation algorithm for rank-1 BMF by
reformulating it as a 0-1 integer linear problem (ILP). Gillis and Glineur [59]
gave an upper bound for BMF by nding the maximum edge bicliques in the
bipartite graph whose adjacency matrix is G. They also proved that rank-1
BMF is NP-hard.
As discussed above, the matrix product UW is generally not required
to be binary for BMF. We call this unconstrained BMF (UBMF). Since the
matrix G is binary, it is often desirable to have a matrix product that is
also binary. We call the resulting problem constrained BMF (CBMF), where
the matrix product is restricted to the class of binary matrices. CBMF is
well suited for certain classes of applications. For example, given a collection
of text documents, one may be interested in classifying the documents into
groups or clusters based on similarity of content. When CBMF is used for
the classication, it is natural to stipulate that each document in the corpus
be assigned to only one cluster, in which case the resulting matrix product
must be binary.
We note that when the matrix product UW is binary, then there is no
dierence between the squared Frobenius norm and the l1 norm of the ma-
trix G   UW . As shown in recent study [60], use of the l1 norm is very
helpful in the pursuit of sparse solutions to various problems. However, in
the present literature on BMF, the squared Frobenius norm has been used
as the objective function. Since in BMF, we are seeking an solution that
minimizes the number of nonzero elements of the matrix G UW whenever
UW is binary, we thus propose to use the l1 norm as the objective function
in our new BMF model. As we shall see later, while such a change will not
change the objective function value, it will change substantially the solution
process.
While CBMF is appealing both in theory and in practical applications, it
introduces many quadratic constraints into the corresponding optimization
problem, making it extremely hard to solve. The primary target of this work
is to introduce two variants of CBMF that involve only linear constraints to
ensure that the resulting matrix product is binary. In particular, we explore
the relationship between the two variants of CBMF and special classes of
clustering problems and use this relation to develop eective approximation
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algorithms for CBMF. As a byproduct, we also develop an eective approx-
imation algorithm for rank-1 UBMF. A randomized algorithm for CBMF is
proposed, along with an estimate of the quality of the solution obtained. Our
numerical experiments show that the proposed CBMF models can provide
good solutions to classication problems with binary data. Compared with
other existing solvers for UBMF in the literature, the algorithms proposed in
this work can provide solutions of competitive quality in less computational
time.
We note that in [61], Miettinen et al. proposed another way to decom-
pose a binary matrix by solving the so-called discrete basis problem (DBP),
where the standard matrix product UW in UBMF is replaced by the boolean
product U
W . They also considered a special variant of DBP (called binary
k-median problem (BKMP)), and suggested a 10-approximation algorithm
for BKMP. As we shall see later, BKMP can be viewed as a more restric-
tive version of a specic variant of CBMF. Consequently, the less restrictive
CBMF can always lead to a better objective value. The great exibility of
CBMF also allows us to align the sparse rows or columns of the matrix G
with the origin in a suitable space associated with the input data and focus
mainly on the identication of some large and dense submatrices of G, which
is the primary target in UBMF. Moreover, we propose to solve two variants
of CBMF to obtain a better matrix factorization. Such a strategy allows
us to eectively obtain a 2-approximation to rank-1 UBMF (which is still
NP-hard, as shown in [50]), and the proposed algorithm for rank-1 UBMF
is a substantial improvement over several existing algorithms for the same
problem in the literature [50, 7].
This chapter is organized as follows. In Section 3.2, we introduce the
CBMF problem and present two special variants of CBMF. We also discuss
various relationships between UBMF and CBMF. In Section 3.3, we explore
the relationships between the two variants of CBMF and special classes of
clustering problems. A simple way to obtain the so-called l1 center of a
given cluster is also proposed. In Section 3.4, we present two eective ap-
proximation algorithms for CBMF: one deterministic and one randomized.
In Section 3.5, we introduce further variants of CBMF, and these extended
CBMF models form a hierarchical approach to UBMF. A simple iterative
update scheme is proposed to solve the subproblems in UBMF and extended
CBMF. In Section 3.6, we present test results for the proposed algorithms on
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both synthetic and real data sets and compare them with existing algorithms.
A brief note about the notation we use: For any matrix G, ~gi denotes its
i-th column, and Gji (or gi(j)) denotes the j-th element of ~gi. We also use ~g0
to denote the origin in a suitable space.
3.2 Unconstrained and Constrained BMF
Given G 2 f0; 1gmn and integer k  min(m;n), the unconstrained binary
matrix factorization (UBMF) problem of rank k is dened as
min
U;W
kG  UWk2F (3.1)
s:t: U 2 f0; 1gmk; W 2 f0; 1gkn:
Note that in the above model, the matrix product UW is not required to
be binary. As pointed out in the introduction, since the matrix G is binary,
it is often desirable to have a binary matrix product, which leads to the
constrained binary matrix factorization (CBMF) problem
min
U;W
kG  UWk2F (3.2)
s:t: U 2 f0; 1gmk; W 2 f0; 1gkn;
UW 2 f0; 1gmn:
If we replace the squared Frobenius norm in problem 3.2 by the l1 norm,
then we end up with the optimization problem
min
U;W
kG  UWk1 (3.3)
s:t: U 2 f0; 1gmk; W 2 f0; 1gkn;
UW 2 f0; 1gmn:
The quadratic constraints make problem (3.3) very hard to solve. To see
this, let us temporarily x one matrix, say U , then we end up with a BLP
with linear constraints, which is usually hard to solve [62]. One way to reduce
the diculty of problem (3.3) is to replace the hard quadratic constraints by
linear constraints that will ensure that the resulting matrix product remains
binary. For this purpose, we introduce the following two specic variants of
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CBMF:
min
U;W
kG  UWk1 (3.4)
s:t: U 2 f0; 1gmk; W 2 f0; 1gkn;
U~ek  ~em:
min
U;W
kG  UWk1 (3.5)
s:t: U 2 f0; 1gmk; W 2 f0; 1gkn;
W T~ek  ~en:
Here ~ek 2 <k1 and ~em 2 <m1 are vectors of all ones. The constraint
U~ek  ~em (or W T~ek  ~en) ensures that every row of U (or every column of
W ) contains at most one nonzero element, and thus it guarantees that UW
is a binary matrix.
Another interesting observation is that for a binary matrix U , all its
columns are orthogonal to each other if and only if all the constraints U~ek 
~em hold. In other words, the orthogonality of a binary matrix B can be
retained by imposing some linear constraints on the matrix itself. This is
very dierent from the case of generic matrices. For example, so-called non-
negative principal component analysis [63] also imposes the orthogonal re-
quirement on the involved matrix argument, and it leads to a challenging
optimization problem.
Note that the product matrix is guaranteed to be a binary matrix when
k = 1. Therefore, we immediately have the following result.
Proposition 3.2.1. If k = 1, then problems (3.1) and (3.3) are equivalent.
Our next result establishes the relationship between the variants of CBMF
and general CBMF when k = 2.
Proposition 3.2.2. If k = 2, then problem (3.3) is equivalent to either
problem (3.4) or (3.5).
Proof. It suces to prove that if (U;W ) is a feasible pair for problem (3.3),
then it must satisfy either U~ek  ~em or W T~ek  ~en. Suppose to the contrary
that both constraints U~ek  ~em and W T~ek  ~en fail to hold, i.e., the i-th
34
row of U and the j-th column of W satisfy
Ui1 + Ui2 = 2; W1j +W2j = 2:
Then it follows immediately that
[UW ]ij = Ui1W1j + Ui2W2j = 2 > 1;
contradicting to the assumption that (U;W ) is a feasible pair for prob-
lem (3.3). Therefore, we have either U~ek  ~em orW T~ek  ~en. This completes
the proof of the proposition.
Inspired by Propositions 3.2.1 and 3.2.2, one may conjecture that prob-
lems 3.1 and 3.3 are equivalent when k = 2. The following example disproves
such a conjecture. Let
G =
0BBBBBBBBB@
1 1 1 1 0 0
1 1 1 1 0 0
1 1 1 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1
1CCCCCCCCCA
; U =
0BBBBBBBBB@
1 0
1 0
1 1
0 1
0 1
0 1
1CCCCCCCCCA
; W =
 
1 1 1 1 0 0
0 0 0 1 1 1
!
:
Then one can verify that the matrix pair (U;W ) is the unique optimal
solution to problem 3.1, but it is infeasible for problem 3.3.
We note that if k  3, then problem (3.3) is not equivalent to prob-
lem (3.4) or (3.5). This can be seen from the following example. Consider
the matrix pair (U;W ) given by
U =
 
1 0 1
0 0 1
!
; W T =
 
0 1 1
1 1 0
!
:
One can easily see that (U;W ) is a feasible solution to problem (3.3) but not
a feasible solution to problem (3.4) or (3.5).
3.3 Equivalence between CBMF and Clustering
In this section, we explore the relationship between CBMF and classes of spe-
cial clustering problems. We rst consider problem (3.5). Let us temporarily
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x U and consider the resulting subproblem
min f(W ) =
nX
i=1
k~gi   U ~wik1 (3.6)
s:t: ~eTk ~wi  1; i = 1;    ; n;
~wi 2 f0; 1gk; i = 1;    ; n:
It is easy to see that the optimal solution to the above problem can be
obtained as follows:
wi(j) =
8<:1 if ~uj = argminl=0;1; ;kk~gi   ~ulk10 otherwise :
If wi(j) = 1, we say ~gi is assigned to ~uj, otherwise ~gi is assigned to ~u0, the
origin of the space <m. Thus problem (3.6) amounts to assigning each point
~gi to the nearest centroid in the set S = f~u0; ~u1; : : : ; ~ukg. Consequentially,
we can cast CBMF (3.5) as the following specic clustering problem:
min
~u1;:::;~uk
Pn
i=1minl=0;1; ;k k~gi   ~ulk1 (3.7)
s:t: ~uj 2 f0; 1gm; j = 1; : : : ; k:
Though W is not explicitly dened in 3.7, it is trivial to verify the following
result.1
Theorem 3.3.1. Problems (3.5) and 3.7 are equivalent in the sense that
they have the same optimal solution set and objective value.
We remark that problem 3.7 is very close to classical k-means cluster-
ing [40] with two exceptions: One is that one additional center u0 is used in
the assignment process. This additional center allows CBMF to align many
sparse columns of G with u0 and perform the clustering task only for the
relatively dense columns of G. Intuitively, this will help to reduce the ob-
jective function value in BMF. It is also interesting to note that in [61], the
authors consider a more restricted version of problem (3.5) with constraint
W T ek = en (called BKMP). In other words, every column of G must be as-
signed to a cluster in BKMP, which shows a key dierence between BKMP
1Problem (3.4) can also be reformulated as a clustering problem similarly.
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and CBMF.
Another dierence between problem 3.7 and the classical k-means clus-
tering is that we use the l1 distance in 3.7, while the Euclidean distance is
used in k-means. A popular approach for k-means clustering is to update the
assignment matrix and the cluster center iteratively. Note that in classical
k-means clustering, the cluster center is simply the geometric center of all
the data points in that cluster.
We next discuss how to nd a cluster center to minimize the sum of the
l1 distances. For convenience, we call it the l1 center of the cluster. Given a
cluster consisting of binary data points CV = fv1;    ; vpg, we consider the
optimization problem
min
pX
i=1
kvi   vck1; (3.8)
for which we have
Theorem 3.3.2. Suppose that all the data points vi of a cluster CV are
binary. Then the l1 center of the cluster is also binary and can be computed
by rounding the geometric center of the cluster to binary.
Proof. Since the l1 norm of a vector is dened as the sum of all the absolute
values of its elements, it suces to consider the l1 center with respect to
every element of the data points. For example, suppose that
v1(1) = v2(1) =    = vl(1) = 0; vl+1(1) =    = vp(1) = 1; 1  l < p:
Then at the geometric center of the cluster, we have
vc(1) =
p  l
p
:
On the other hand, it is straightforward to verify that
vc(1) =
(
1 if l  p=2
0 otherwise
:
This completes the proof of the theorem.
We mention that the l1 center is identical to a restricted binary variant
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of the geometric cluster center considered in [58].
We conclude this section by presenting a sandwich theorem exploring the
relationship between the optimal solutions for problem 3.5 and BKMP in
[61].
Theorem 3.3.3. For a given matrix G, let f c (k) and f

b (k) denote the values
of the objective function at the optimal solutions to problems 3.5 and BKMP
in [61], respectively. Then
f b (k + 1)  f c (k)  f b (k):
Proof. The proof follows by observing that the optimal solution (k-centers)
to BKMP can be used as the starting centers for problem 3.5, and the optimal
solution (k-centers) of problem 3.5, together with the origin in the input data
space can be used as a starting solution for BKMP with k + 1 centers.
3.4 Two Approximation Algorithms for CBMF
In this section, we present two algorithms for CBMF. In the rst subsection,
we describe a deterministic 2-approximation algorithm for CBMF whose com-
plexity is exponential in terms of k. The algorithm is eective for small k,
but it becomes ineective when k is large. For the latter case, in the sec-
ond subsection we present another approximation algorithm for CBMF with
randomized centers.
3.4.1 A deterministic 2-approximation algorithm
There have been many eective algorithms proposed for k-means cluster-
ing [64]. In particular, Hasegawa et al. [41] introduced a 2-approximation
algorithm for k-means clustering that runs in O(nk+1) time. In what follows
we modify the algorithm in [41] for the CBMF problem. To describe the new
algorithm, we rst cast every column of G as a data point in <m and denote
the resulting data set by VG, whose cardinality is n. Then we formulate
another set SV (k) that consists of all subsets VG with a xed size k. The
cardinality of SV (k) is
 
n
k

. We obtain a clustering algorithm for CBMF (3.5)
in Algorithm 1, which tries every subset in SV (k) as an initial U .
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Algorithm 1: Clustering for CBMF (3.5)
1 for l 1 to  n
k

do
2 Choose the subset sl 2 SV (k) and form initial U by casting every
point in sl as its column vector;
3 for i 1 to n do
4 Assign ~gi to the nearest centroid among ~u0; ~u1; : : : ; ~uk;
5 for j  1 to k do
6 if ~gi is assigned to ~uj then
7 ~wi(j) = 1;
8 else
9 ~wi(j) = 0;
10 end
11 end
12 end
13 Compute the new l1 center for every cluster Cp based on the newly
assigned data points; if there is no change in the l1 center for
every p = 1; : : : ; k then
14 Output U and the corresponding W as the solution;
15 else
16 Update the l1 center for every cluster and go to line 3;
17 end
18 end
19 Return U and W with the minimum objective value over all the runs.
39
We next consider the approximation ratio of Algorithm 1 for CBMF (3.5).
Theorem 3.4.1. Suppose that U = [~u1; : : : ; ~u

k] is the global optimal solution
of problem 3.7 with an objective value fopt, and U = [~u1; : : : ; ~uk] is the solution
output by Algorithm 1 with an objective value f(U). Then
f(U)  2fopt:
Proof. Let Cp = f~gp1 ; : : : ; ~gpdg denote the p-th cluster with the binary cen-
troid ~up at the optimal solution of CBMF for 1  p  k, and C0 the optimal
cluster aligned with ~u0. Then we can rewrite the optimal objective value
of 3.7 as
fopt =
kX
p=1
X
~gi2Cp
k~gi   ~upk1 +
X
~gi2C0
k~gik1:
Let
~gp = arg min
i=1;:::;d
k~gpi   ~upk1: (3.9)
It follows that
dX
i=1
k~gpi   ~gpk1 =
dX
i=1
mX
j=1
jgpi(j)  gp(j)j

dX
i=1
mX
j=1
jgpi(j)  up(j)j+ jup(j)  gp(j)j
=
dX
i=1
k~gpi   ~upk1 + dk~gp   ~upk1
 2
dX
i=1
k~gpi   ~upk1;
where the rst inequality follows from the triangular inequality for l1 distance,
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and the last inequality follows from 3.9. Therefore, we have
f(U) 
kX
p=1
X
~gi2Cp
k~gi   ~gpk1 +
X
~gi2C0
k~gik1
 2
kX
p=1
X
~gi2Cp
k~gi   ~upk1 +
X
~gi2C0
k~gik1
 2(
kX
p=1
X
~gi2Cp
k~gi   ~upk1 +
X
~gi2C0
k~gik1)
= 2fopt;
where the rst inequality is implied by the optimality of U and 3.9. The
second inequality holds due to 3.10. It is straightforward to verify the third
inequality, and the last equality follows from 3.9.
We remark that as one can see from the proof of Theorem 3.4.1, a 2-
approximation solution can also be obtained even when we do not update the
cluster centers. This implies that we can obtain a 2-approximation to prob-
lem (3.7) in O(mnk+1) time. Similarly, we can modify Algorithm 1 slightly
to obtain a 2-approximation for CBMF (3.4) in O(nmk+1) time. This implies
that the proposed algorithm can nd a 2-approximation to CBMF eectively
for small k. Moreover, combining Theorem 3.4.1 and Proposition 3.2.1, we
can derive the following result for UBMF.
Corollary 3.4.2. A 2-approximation to UBMF with k = 1 can be obtained
in O(nm2+mn2) time by applying Algorithm 1 to problems 3.4 and 3.5, clus-
tering both by columns and by rows, respectively, and taking the best result.
It is worth mentioning that in [7], Shen et al. proposed to solve rank-1
UBMF via reformulating it as an integer linear program that involves nm
variables. By solving the corresponding LP relaxation, a 2-approximate so-
lution to rank-1 UBMF was rst reported in [7]. In the next subsection, we
shall discuss how to use a random starting strategy to improve the eciency
of the algorithm and to obtain a good approximation to CBMF for large k.
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3.4.2 A randomized approximation algorithm
In this subsection we present a O(log k) approximation algorithm for CBMF
based on randomized centers. Instead of the exhaustive search procedure
in Algorithm 1, here we modify slightly the random seed selection process
in kmeans++ [65] to obtain the starting centers. Let D(x) denote the l1
distance from a data point x to the closest center we have already chosen.
We use the following procedure to select the starting centers. Once the
Algorithm 2: Random Initialization
1.1 Take the origin of the space of the data set V to be the rst center,
u0;
1.2 Choose the next cluster center ui by selecting ui = v
0 2 V with
probability D(v0)=(
P
v2V D(v));
1.3 Repeat Step 1.2 until all k centers are selected;
starting centers are chosen, we can proceed as steps 3-17 of Algorithm 1. For
convenience, we call the weighting used in the above procedure D1 weighting.
As in [65], we need several technical results to prove Theorem 3.4.7. For
notational convenience, let us denote Copt = fC0; C1;    ; Ckg where every Ci
is the cluster in the optimal solution associated with cluster center ui .
We rst consider the cluster C0 aligned to u0 = u0. We have
Lemma 3.4.3. Let C0 be the cluster in Copt associated with u0 = u0, and let
f(C0) denote the objective function value after the clustering process. Then
f(C0)  fopt(C0):
Proof. The lemma follows from 3.7 and the fact u0 = u

0.
The next result considers the cluster Ci for some i  1 whose center is
selected at random uniformly from the set itself. Though we do not use such
a strategy to select the starting centers, the result is helpful in our later
analysis.
Lemma 3.4.4. Let A be an arbitrary cluster in the nal optimal clusters
Copt, and let C be the clustering with the center selected at random uniformly
from A. Then
E(f(A))  2fopt(A):
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Proof. The proof follows a similar vein as the proof of Lemma 3.1 in [65]
with the exception that the Euclidean distance has been replaced by the l1
distance. Let c(A) be the l1 center of the cluster in the optimal solution. It
follows that
E(f(A)) =
X
a02A
1
jAj
X
a2A
ka  a0k1
 1jAj
X
a02A
 X
a2A
ka  c(A)k1 + jAj  ka0   c(A)k1
!
= 2
X
a2A
ka  c(A)k1:
It should be mentioned that the above lemma holds for the cluster C0 2
Copt, where all the data points are aligned with u0. In such a case, we need
only to change the l1 center c(A) to u0 in the proof of the lemma. We
next extend the above result to the remaining centers chosen with the D1
weighting.
Lemma 3.4.5. Let A be an arbitrary cluster in the nal optimal clusters
Copt, and let C be an arbitrary clustering. If we add a random center to C
from A, chosen with D1 weighting. Then
E(f(A))  4fopt(A):
Proof. Note that for any a0 2 A, the probability that a0 is selected as the
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center is D(a0)=(
P
a2AD(a)). It follows that
E(f(A)) =
X
a02A
D(a0)P
a2AD(a)
X
a2A
min(D(a); ka  a0k1)
 1jAj
X
a02A
P
a2A(D(a) + ka  a0k1)P
a2AD(a)
X
a2A
min(D(a); ka  a0k1)
 1jAj
X
a02A
P
a2AD(a)P
a2AD(a)
X
a2A
ka  a0k1
+
1
jAj
X
a02A
P
a2A ka  a0k1P
a2AD(a)
X
a2A
D(a)
=
2
jAj
X
a02A
X
a2A
ka0   ak1  4fopt(A);
where the rst inequality follows from the triangle inequality for l1 distance,
and the last inequality follows from Lemma 3.4.4.
The following lemma resembles Lemma 3.3 in [65], with a minor dierence
in the constant used in the estimate. For completeness, we include its proof
here.
Lemma 3.4.6. Let C be an arbitrary clustering. Choose T > 0 `uncovered'
clusters from Copt, and let Vu denote the set of points in these clusters, with
Vc = V   Vu. Suppose we add t  T random centers to C, chosen with D1
weighting. Let C 0 denote the resulting clustering. Then
E(f(C 0))  (1 +Ht)(f(Vc) + 4fopt(Vu)) + T   t
T
f(Vu);
where Ht denotes the harmonic sum, 1 +
1
2
+   + 1
t
.
Proof. We prove this by induction, showing that if the result holds for (t  
1; T ) and (t 1; T  1), then it also holds for (t; T ). Thus, it suces to check
the base cases t = 0; T > 0 and t = T = 1.
The case t = 0 follows easily from the fact that 1 +Ht = (T   t)=T = 1.
Suppose T = t = 1. We choose the new center from the one uncovered center
with probability f(Vu)=f(V). It follows from Lemma 3.4.5 that
E(f(C 0))  f(Vc) + 4fopt(Vu):
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Because f(C 0)  f(V), even if we choose a center from a covered cluster, we
thus have
E(f(C 0))  f(Vu)
f(V) (f(Vc) + 4fopt(Vu)) +
f(Vc)f(V)
f(V)  2f(Vc) + 4fopt(Vu):
Since 1 +Ht = 2, the lemma holds for both cases.
We next proceed to the inductive step. We rst consider the case where
the center is chosen from a covered cluster, which happens with probability
f(Vc)=f(V). Since adding the new center will only decrease the objective
value, by applying the inductive hypothesis with the same choice of covered
clusters, but with t decreased by 1, we can conclude that the contribution to
E(f(C 0)) in this case is at most
f(Vc)
f(V)

(f(Vc) + 4fopt(Vu)) (1 +Ht) + T   t+ 1
T
f(Vu)

: (3.10)
Suppose that the rst center is chosen from some uncovered cluster A, which
happens with probability f(A)=f(V)). Let pa be the conditional probability
that we choose a 2 A as the center given the fact that the center is from A,
and fa(A) denotes the objective value when a is used as the center. Adding
A to the covered center (thus decreasing both T and t by 1) and applying
the inductive hypothesis again, we have
E(f(C 0))  f(A)
f(V)
X
a2A
pa((f(Vc) + fa(A) + 4fopt(Vu)  4fopt(A)) (1 +Ht 1)
+
T   t
T   1 (f(Vu)  f(A)))
 f(A)
f(V)

(f(Vc) + 4fopt(Vu)) (1 +Ht 1) + T   t
T   1 (f(Vu)  f(A))

;
where the last inequality follows from Lemma 3.4.5. Recalling the power-
mean inequality, we have
X
A2Vu
f(A)2  1
T
f(Vu)2:
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Summing over all uncovered clusters, we obtain
E(f(C 0))  f(Vu)
f(V) (f(Vc) + 4fopt(Vu)) (1 +Ht 1) (3.11)
+
T   t
(T   1)f(V)

f(Vu)2   f(Vu)
2)
T

=
f(Vu)
f(V) ((f(Vc) + 4fopt(Vu)) (1 +Ht 1)
+
T   t
T
f(Vu)): (3.12)
From (3.10) and (3.11) we derive
E(f(C 0))  (f(Vc) + 4fopt(Vu)) (1 +Ht 1) + T   t
T
f(Vu) + f(Vc)f(Vu)
Tf(V)
 (f(Vc) + 4fopt(Vu)) (1 +Ht 1 + 1
T
) +
T   t
T
f(Vu)
 (f(Vc) + 4fopt(Vu)) (1 +Ht 1 + 1
t
) +
T   t
T
f(Vu): (3.13)
This completes the proof of the lemma.
Now we are ready to state the main result in this subsection.
Theorem 3.4.7. If the starting centers are selected by the random initializa-
tion Algorithm 2, then the expected objective function value E(f) = E(f(U))
satises
E(f(U))  4(log k + 2)fopt:
Proof. Consider the clustering C after all the starting centers have been se-
lected. Let A denote the cluster in Copt from which we choose u1. Applying
Lemma 3.4.6 with t = T = k   1, and with C0 and A the only two possibly
covered clusters, we have
E(f(C))  (f(C0) + f(A) + 4f(Copt)  4fopt(C0)  4fopt(A)) (1 +Hk 1)
 4(2 + log k)f(Copt);
where the last inequality follows from Lemma 3.4.3, Lemma 3.4.5, and the
fact that Hk 1  1 + log k.
It is worth mentioning that compared with Theorem 3.1 in [65], the ap-
proximation ratio in the above theorem is sharper, due to the use of the l1
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norm.
3.5 Extension of CBMF
In the previous sections, we have focused on two specic variants of CBMF,
(3.4) and (3.5). In this section we introduce several new variants of CBMF
and explore their relationships to UBMF. Note that if we use the l1 norm
as the objective function, then the optimization model for UBMF can be
written as
f(U;W ) = kG  UWk1 =
nX
i=1
k~gi  
kX
j=1
wi(j)~ujk1: (3.14)
If we temporarily x one matrix argument, say U , then we obtain the BLP
subproblem
min
~wi
f(~wi) = k~gi  
kX
j=1
wi(j)~ujk1 (3.15)
s:t: ~wi 2 f0; 1gk:
As in our discussion of CBMF in Section 3.4, we can cast ~gi and ~ui as points in
<m. Consequently, problem (3.14) reduces to the problem of assigning each
point ~gi to the nearest linear combination of ~u1; : : : ; ~uk. Let S(~u1; : : : ; ~uk)
denote the set of all possible linear combinations, i.e., S = f~s1;    ; ~s2kg,
with ~sl =
Pk
j=1 l(j)~uj and l(j) 2 f0; 1g. It is easy to see that jSj =
2k. Using the above notation, it is easy to see that the optimal solution to
problem (3.14) can be obtained as follows:
wi(j) =
8<:1 if ~sl = argmin~s2S k~gi   ~sk1 and l(j) = 10 otherwise ; (3.16)
where j = 1;    ; k. Based on this relation, we reformulate UBMF (3.1) as
the following clustering problem:
min
~u1;:::;~uk
Pn
i=1min~c2S(~u1;:::;~uk) k~gi   ~ck1 (3.17)
s:t: ~uj 2 f0; 1gm; 8j = 1; : : : ; k:
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We next establish a sandwich theorem between the optimal objective
values of CBMF and UBMF.
Theorem 3.5.1. For a given matrix G, let f u(k) and f

c (k) denote the values
of the objective function at the optimal solutions to problems (3.1) and (3.5),
respectively, where k is the rank constraint on matrices U and W . Then
f c (2
k   1)  f u(k)  f c (k):
Proof. The relation f u(k)  f c (k) holds because the optimal solution of
rank-k CBMF is also a feasible solution for rank-k UBMF.
Now we proceed to prove the relation f c (2
k   1)  f u(k). Denote U =
fu1; u2;    ; ukg the matrix in the optimal solution to rank-k UBMF, and
S(u1;    ; uk) the set of all possible combinations of the columns of U . It
follows immediately that the matrix W can be obtained from the assignment
process (3.16). Note that for every element sl 2 S(u1;    ; uk); l = 1;    ; 2k,
we can construct another binary vector sl by
sil =
(
1 if sil > 1
sil otherwise
; i = 1;    ; n: (3.18)
Accordingly we obtain another set S that contains all the elements sl. Since
the matrix G is binary, for every column gi of G, we have
kgi   slk1  kgi   slk1:
Note that the set S can be used as a starting matrix in CBMF with rank
2k   1. It follows from (3.7) and (3.17) that f c (2k   1)  f u(k). This
completes the proof of the theorem.
To illustrate, we recall Example (3.6). It is straightforward to verify the
following relation
f c (3) = 0 < f

u(2) = 1 < f

c (2) = 2:
We remark that from Theorem 3.5.1, one can see that there might be a
large gap between UBMF and the two variants of CBMF, in particular when
k is reasonably large. This is not surprising due to the extra constraint in
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CBMF. For example, in problem (3.5) we imposed the constraintW T ek  en.
Note that because W is binary, the relation W T ek  ken always holds. In
other words, we can view UBMF as a special variant of CBMF where the
constraint W T ek  ken is redundant. Based on this observation, we can also
replace the constraint in problem (3.5) by
W T ek  ten; 1 < t < k:
Let us denote the corresponding optimization model by CBMF(t), and the
optimal objective value by f CBMF (t). Then one can easily show that
f CBMF (1)  f CBMF (2)     f CBMF (k) = f UBMF (k):
This shows that UBMF can be approached via a series of CBMF models.
On the other hand, though problem (3.14) can be solved via the assign-
ment (3.16) for a xed U , the procedure has complexity 2k, which is still very
high for large k. In what follows we present a simple iterative procedure for
problem (3.14) that reduces the objective function value step by step. For
this, we rst rewrite the objective in (3.14) as
f(U;W ) = kG UWk1 = kG UW+u:iwi: u:iwi:k1 = k ~G u:iwi:k1 = f1(wi:);
where wi: denotes the i-th row of W , and u:i the i-th column of U . Note that
the matrix ~G is independent of wi:, since the terms involving wi: cancel. Now
let us temporarily x ~G and consider the problem
min
wi:2f0;1gn
f1(wi:): (3.19)
Dene ~wi: = u
T
:i
~G=eTnu:i. From Theorem 3.3.2 we can obtain the optimal
solution (of problem (3.19)) as follows
wij =
(
0 if ~wij <
1
2
1 otherwise
: (3.20)
It should be pointed out that though the above procedure can reduce
the objective value of problem (3.14) and is easy to implement, the solution
provided might not be optimal.
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Algorithm 3: Iterative Algorithm for UBMF (3.14)
1 For i = 1; : : : ; k;
2 Update wi: via (3.20);
3 Repeat above process until no improvement is obtained.
3.6 Numerical Results
In this section we report numerical results for our proposed algorithms for
both CBMF and UBMF on some test data sets, and compare them with other
existing algorithms for UBMF. For eciency considerations, we implemented
only the randomized algorithm for CBMF analyzed in Section 3.4.2. Since the
solution from CBMF is also feasible for UBMF, the output from CBMF can
be used as initial matrices for UBMF. Then we apply Algorithm 3 to obtain
a solution for UBMF. Accordingly, we call such an algorithm hybrid UBMF.
We also compare the solutions of UBMF and CBMF. All numerical tests
were conducted using MATLAB R2012 and performed on a 64-bit Windows
7 system with Intel Core2 Quad 2.66 GHz CPU and 4 GB RAM.
For numerical comparison, we apply PROXIMUS to UBMF [46], which
splits a data set based on the entries of a binary vector and performs recur-
sive partitioning in the direction of such vectors. When the rank is xed, we
apply the rule proposed in [58] to nd the best solution among all possible so-
lutions of the desired rank. We also coded the 2-approximation algorithm [7],
denoted by ILP, for rank-1 UBMF. ILP reformulates UBMF as a 0-1 integer
programming program and nds an approximate solution by using its linear
programming relaxation. We also implemented a penalty function algorithm
given in [48]. We chose the penalty function algorithm over the thresholding
algorithm in [48] because initial testing showed the thresholding algorithm
to be very time-consuming.
Data sets from three dierent categories were tested. Synthetic data
sets are rst used to test the eectiveness and eciency of the proposed
algorithms. We also use gene expression data sets to nd bicluster structures.
In the last part of this section we apply the proposed algorithms in this work
to document clustering and compare results with those from the standard
k-means algorithm and the PROXIMUS algorithm in [46].
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3.6.1 Synthetic Dataset
First, we generated some synthetic data sets to test the eectiveness of the
proposed algorithms. We randomly generate two binary matrices U and V
and round all nonzero entries of the product matrix (G = UV ) to 1. Here
we use the l1 norm to measure the approximation error. Since the proposed
algorithm is randomized, to be fair we repeat the algorithm 20 times and
average the outputs.
Algorithm CBMF Hybrid UBMF PROXIMUS ILP
n m k Time Obj Time Obj Time Obj Time Obj
0.0999 16 0.2675 16 0.6617 42 3.0954 62
100 50 5 0.0918 18 0.1223 13 0.2454 42 1.8560 58
0.0587 24 0.1568 20.5 0.6031 43 1.3335 61
0.7285 27 4.5933 23 1.2405 200 3.7188 300
500 200 10 0.7379 32 5.4058 30 1.1135 74 4.4731 74
0.7592 36 4.6835 36 1.2614 89 4.4259 89
2.5793 100 26.8796 87 12.1947 317 24.1523 499
800 400 10 2.2930 122 29.6951 97 11.1525 317 37.0757 486
2.3735 100 30.1860 92 10.3123 141 22.0120 141
Table 3.1: Numerical Results for Synthetic Data Set
As can be observed in Table 3.1, the hybrid UBMF algorithm always pro-
duced the best recovery matrix among all algorithms tested. Also, the CBMF
algorithm signicantly outperforms the PROXIMUS and ILP algorithms.
3.6.2 Metagene Pattern Discovery
Here we use the proposed algorithms to reduce the dimension of gene expres-
sion data and nd metagene patterns. The goal is to nd a small number of
metagenes such that the gene expression pattern of samples can be approx-
imated as a linear combination of these metagenes. We consider a data set
consisting of gene expression levels of N genes inM samples (where normally
N  M), represented by matrix G of size N M . The rows of G contain
the expression levels of the N genes in the M samples. We seek a rank k
approximation G = UV where U 2 <Nk and V 2 <kM . Each column of
matrix U represents a metagene from N genes, and each column of V stands
for the metagene expression pattern of the corresponding sample. We are
mostly interested in the biclustering case, k = 2.
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The match score is used to evaluate clustering performance. If M1, M2
are biclustering sets, then the match score in attribute dimension (gene di-
mension) of M1 with respect to M2 is given by
S(M1;M2) =
1
jM1j
X
(G1;C1)2M1
max
(G2;C2)2M2
jG1 \G2j
jG1 [G2j ;
where f(G1; C1) 2 M1g is a gene-sample partition in M1. The data sets
we employ are commonly used in the bioinformatics community [66, 67].
Specically, they are ALL/AML, leukemia, and lung cancer data sets. A
brief summary of the data sets is given in Table 3.2. We follow the proce-
dure described in [67] to generate the data. Based on dierent discretization
schemes, we have two dierent data sets and will report their results sepa-
rately. The match scores of the various algorithms are reported in Tables 3.3
Data Set Gene Sample
ALL AML 3051 38
Leukemia No. 1 15060 30
Leukemia No. 2 15060 170
Lung Cancer 9036 82
Table 3.2: Gene Expression Data Set
and 3.4. As we can see from both tables, the hybrid UBMF reports the high-
est match score among all algorithms tested. PROXIMUS is consistently
worse than CBMF. Sometimes the penalty function algorithm is able to pro-
duce similar results as the Hybrid UBMF does, but with signicantly longer
computational time. For all gene expression data sets, ILP fails to report
any reasonable outputs.
Algorithm CBMF Hybrid UBMF PROXIMUS Penalty Function
Data Set Time Score Time Score Time Score Time Score
AML ALL 0.4906 0.7675 0.4272 0.7698 43.4760 0.7525 1.2970 0.8019
Leukemia-1 1.2762 0.8376 1.3501 0.8411 62.2387 0.8338 7.3132 0.8070
Leukemia-2 1.2521 0.8297 1.4421 0.8301 62.2819 0.8165 47.9095 0.8071
Lung Cancer 2.4525 0.8343 2.7295 0.8343 57.5884 0.7877 14.1992 0.7197
Table 3.3: Numerical Results for Gene Expression Data Set 1
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Algorithm CBMF Hybrid UBMF PROXIMUS Penalty Function
Data Set Time Score Time Score Time Score Time Score
AML ALL 0.3709 0.7050 0.3653 0.7258 44.0312 0.6986 1.4123 0.7350
Leukemia-1 1.3717 0.7478 1.5330 0.7550 43.9606 0.7397 11.3092 0.6801
Leukemia-2 10.015 0.7373 12.795 0.7400 150.189 0.7162 36.9800 0.6766
Lung Cancer 2.3814 0.7643 2.4908 0.7643 71.0308 0.7315 17.2165 0.6599
Table 3.4: Numerical Results for Gene Expression Data Set 2
3.6.3 Document Clustering
In this experiment, we apply the proposed algorithms to some text mining
applications. We rst choose the most frequent terms in the documents to
form the term space and project each document into the term space, which
will generate a binary matrix. In this way we represent the documents using
a binary vector space model where each document is a binary vector in the
term space. The terms are grouped into k dierent classes by denition. We
then apply our CBMF algorithm to obtain k clusters. The idea is to use the
resulting clusters to approximate those classes and predict new ones. A well-
known measure of the clustering performance is accuracy. For each cluster,
the accuracy is dened as the similarity between it and its closest class and
sum over all clusters:
accuracy =
X
k
max
m
T (Ck; Lm)=N;
where the fCkg is the set of clusters we obtain and fLmg the set of labels, N
is the total number of documents, and T () is the number of entities belonging
to class m that are assigned to cluster k. All the data sets are from [68], as
summarized below.
 20 newsgroups. The 20 Newsgroups data set is a collection of ap-
proximately 20000 newsgroup documents, partitioned evenly across 20
dierent newsgroups. It was originally collected by Ken Lang. The 20
newsgroups collection has become a popular data set for experiments
in text applications of machine learning techniques, such as text classi-
cation and text clustering. We adopt two subsets of this data set for
our experiment.
 CNAE-9. This is a data set containing 1080 documents of free text
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business descriptions of Brazilian companies categorized into a subset
of nine categories cataloged in a table called National Classication of
Economic Activities (CNAE). The number of attributes is 857. This
data set is highly sparse (99:22% of the matrix is lled with zeros).
 Internet Ads. This data set represents a set of possible advertise-
ments on Internet pages. The features encode the geometry of the
image (if available) as well as phrases occuring in the URL, the URL
and alt text of the image, the anchor text, and words occuring near the
anchor text. The task is to predict whether an image is an advertise-
ment or not.
A brief summary of the data sets is given in Table 3.5 and the results are
Name # documents # attributes # classes
20 newsgroups-1 11269 1000 20
20 newsgroups-2 7505 1000 20
CNAE-9 1080 856 9
Internet Ads 3279 1555 2
Table 3.5: Text Mining Data Set
reported in Table 3.6. Each entry is the clustering accuracy of the column
method on the corresponding row data set and a result of averaging 10 runs.
The ILP and penalty function algorithms failed to report on these data sets.
Again, the hybrid UBMF beats other algorithms in terms of accuracy. Also
it is clear that CBMF and Hybrid UBMF algorithms work well on highly
sparse data sets.
Name CBMF Hybrid UBMF PROXIMUS k-means
20 newsgroups-1 0.3605 0.4257 0.0823 0.3371
20 newsgroups-2 0.3693 0.3947 0.0809 0.2945
CNAE-9 0.2888 0.3010 0.3000 0.3076
Internet Ads 0.2104 0.2252 0.1061 0.1876
Table 3.6: Text Mining Results: Accuracy
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CHAPTER 4
PORTFOLIO SELECTION WITH
CARDINALITY AND THRESHOLDS
CONSTRAINTS
4.1 Introduction
In this chapter, we consider the following mixed binary quadratic program-
ming problem
min xTQx+ cTx (4.1)
s:t: Ax = b
eTy  k;
liyi  xi  uiyi; i = 1; : : : ; n; (4.2)
xi  0; yi 2 f0; 1g; i = 1; : : : ; n;
where Q 2 <nn; A 2 <mn are coecient matrices, c 2 <n; b 2 <m are
vectors and e 2 <n is the all one vector. The above model covers numerous
important classes of applications. For example, machine learning problems
such as sparse linear regression [69] and sparse feature selection [70] can all
be embedded into the above model. Problem 4.1 has also been used for
the denoising problem in image processing and compressed sensing in signal
processing [60] for which a sparse representation is highly desirable.
In addition to the above application examples, problem 4.1 also arises
from important nancial applications such as portfolio selection of investing
(with an initial amount V0) on a given set of assets S = fs1;    ; sNg. Let i
denote the expected return of asset si,  a desirable prot, Q the covariance
matrix and xi the proportion of the total funds invested on asset si. In 1952,
Markowtiz [71, 72] introduced the following elegant mean-variance model
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(MV)
min xTQx (4.3)
eTx = 1;
Tx = ; x  0;
which opened the new era of the modern portfolio theory. It has been ob-
served for long [73] that the solution from the MV model contains many
small-valued elements. However, in real-world practice, a portfolio with a
large number of assets with very small holdings for some assets is clearly
not desirable due to transaction costs and management complexity. To deal
with such an issue, threshold constraints have been introduced to the MV
model by many researchers (see [10] and the references therein), leading to
the following mixed integer programming problem:
min xTQx (4.4)
s:t: Tx = ;
eTx = 1; x  0;
eTy  k;
Lyi  xi  Uyi; yi 2 f0; 1g:
It should be pointed out the coecient matrix in the above model is rather
simple. However, like in [74], if the manager's preference is incorporated
into the model, then the coecient matrix might become more complex. For
example, if the manager believes that investing on asset i is more protable
than on asset j, he can then impose constraint such as xi  xj in the corre-
sponding portfolio selection model.
Due to its practical signicance and broad range of applications it covers,
problem 4.1 has received considerable attention from many experts in the
optimization community. Variants of algorithms such as branch and bound
[75, 76], heuristics [11, 77, 78, 79] and lagrangian relaxation procedure [80]
have been proposed for the model. On the other hand, in spite of the rich lit-
erature on the computational study of problem 4.1, it still remains a compu-
tational challenge for large scale instances from many real-world applications
as pointed out in [10].
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The main purpose of this work is to introduce a new approach for prob-
lem 4.1 based on recently developed continuous optimization techniques. Dif-
ferent from most existing methods (based on discrete optimization) in the
literature, we employ the new technique (based on lp norm with 0 < p < 1) for
nding sparse solutions to quadratic optimization problems to tackle prob-
lem 4.1.
Our approach is inspired by the following observation: the cardinality
constraint in 4.1 (eTy  k) is essentially a constraint on the sparsity of the
solution to problem 4.1. This allows us to use the recently developed tech-
niques [14, 15, 81, 82, 83, 84, 85] for sparse solutions in linear and quadratic
optimization problems to nd a solution that satises the cardinality con-
straint. Moreover, as we shall see in our analysis, the solution provided by
the proposed approach can automatically satisfy the threshold constraint for
carefully chosen parameters in the procedure. As one can see from our ex-
perimental results, these two desirable properties of the new approach will
signicantly reduce the computational diculty of problem 4.1.
The paper is organized as follow. In Section 2, we rst propose to tackle
problem 4.1 via an lp penalty function. Various properties of the penalized
optimization problem such as the stationary point and bounds of nonzero
elements at a stationary point will be investigated. In Section 3, we present
a probability analysis to establish the existence of sparse optimal or approx-
imate solutions to problem 4.1. In Section 4, we describe our new algorithm
and establish its global convergence. Numerical results will be reported in
Section 5.
4.2 A lp Penalty Approach and its Properties
In this section, we consider the penalized variant of problem 4.1 as follows
min f(x) := xTQx+ cTx+ 
nX
i=1
xpi
s:t: Ax = b
0  x  u
(4.5)
where u 2 <n is a given vector.
One can easily nd that we have removed the binary and cardinality
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constraints on y, as well as the threshold constraints on x. In the remaining
part of this section, we shall show that the threshold constraints on x will be
automatically satised at any stationary point of problem (4.5).
Let P := fx : Ax = b; 0  x  ug and ext(P ) be the set of extreme
points of P . For a matrix A, denote its null space by N (A) := fx : Ax = 0g.
Theorem 4.2.1. [The second order bound] Suppose that rank(A) = m, Q is
positive semidenite and p 2 (0; 1). Let
(A; u) = min
x2ext(P )

min
0<xi<ui
xi : i = 1; : : : ; n

:
(1) Suppose N (A) 6 N (Q). Let
(Q;A) = max
Ax=0;kxk=1
xTQx and Li = minf

p(1  p)
2(Q;A)
 1
2 p
; (A; u); uig:
Then for any local minimizer x of problem (4.5),
either xi  Li or xi = 0; i = 1; : : : ; n:
(2) Suppose N (A)  N (Q). Let
~Li = minf(A; u); uig:
Then for any local minimizer x of problem (4.5),
either xi  ~Li or xi = 0; i = 1; : : : ; n:
Proof. Let x be a local minimizer of (4.5). If xi is either 0 or ui, then this
theorem holds.
Suppose there is xi satisfying 0 < x

i < ui. Let kxk0 = k0. Without loss
of generality, we assume
x = (x1;    ; xk; uk+1;    ; uk0 ; 0;    ; 0)T ; 0 < xi < ui; i = 1; : : : ; k:
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Let z = (x1;    ; xk)T and
Q =
0B@ Q11 Q12 Q13Q21 Q22 Q23
Q31 Q32 Q33
1CA ;
where Q11 2 <kk; Q22 2 <(k0 k)(k0 k); Q12 2 <k(k0 k); Q21 2 <(k0 k)k,
Q13 2 <k(n k0); Q31 2 <(n k0)k; Q23 2 <(k0 k)(n k0); Q31 2 <(n k0)(k0 k),
Q33 2 <(n k)(n k). Let c = (c1; : : : ; ck)T 2 <k, ~u = (uk+1; : : : ; uk0)T 2 <k,
A 2 <mk be the submatrix whose columns are the rst k columns of A
and b 2 Rk with bi = bi  
Pk0
j=k+1 aijuj, i = 1; : : : ;m: Dene a function
g : <k ! < by
g(z) = zTQ11z+ ~u
T (Q12+Q
T
21)z+ ~u
TQ22~u+c
T z+kzkpp+
k0X
j=k+1
(cjuj+u
p
j):
We have f(x) = g(x).
Since 0 < zi < ui; i = 1; : : : ; k and g is continuously dierentiable at
z: Let B(z) be a neighborhood of z where 0  zi  ui; i = 1; : : : ; k and
let C(x) = fx j (x1; : : : ; xk) 2 B(z); xi = ui; i = k + 1;    ; k0; xi = 0; i =
k0 + 1;    ; ng. We have
g(z) = f(x)
 minff(x) j Ax = b; x  0; x 2 C(x)g
= minfg(z) j z 2 B(z); Az = bg;
(4.6)
which, together with 0 < zi < ui; i = 1; : : : ; k, implies that z
 is a local
minimizer of the following minimization problem
min zTQ11z + ~u
T (Q12 +Q
T
21)z + c
T z + kzkpp
s:t: Az = b:
(4.7)
Hence, the second order necessary condition for (4.7) at z gives
2vTQ11v+ p(p  1)vTdiag(zi )p 2v = 2vTQ11v+ p(p  1)
kX
i=1
v2i (z

i )
p 2  0
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for all
v 2 V = fv 2 Rk j Av = 0g;
which implies
2vTQ11v  p(1  p)
kX
i=1
v2i (z

i )
p 2  p(1  p)(min(zi ))p 2kvk2 (4.8)
for all v 2 V .
Part (1): Suppose that N (A) 6 N (Q). In this case it is obvious that
(Q;A) > 0 and hence Li > 0. We now consider two cases as follows.
case 1): V 6= f0g. It is obvious that, for all 0 6= v 2 V ,
vTQ11v
kvk2  maxAv=0;v 6=0
vTQ11v
kvk2 = maxAv=0;kvk2=1 v
TQ11v  max
Ax=0;kxk2=1
xTQx = (Q;A):
From (4.8), we nd that
xi = z

i 

p(1  p)
2(Q;A)
 1
2 p
; i = 1; : : : ; k: (4.9)
case 2): V = f0g. It is clear to observe that A has full column rank. Since
rank(A) = m and A is a submatrix of A, one can see that k  m.
Thus, the number of all active constraints at x is m+ n  k, which is
at least n. It then follows that x is an extreme point of the polyhedral
P := fx : Ax = b; 0  x  ug. We thus obtain that
xi  min
x2ext(P )

min
0<xi<ui
xi

= (A; u); 8i = 1; : : : ; k: (4.10)
Combining (4.9) and (4.10), we have
xi  minf

p(1  p)
2(Q;A)
 1
2 p
; (A; u)g i = 1; : : : ; k:
Since for i = k+1; : : : ; k0; x

i = ui, we have x

i  Li immediately. Since xi =
0 i = k0+1; : : : ; n, we have shown that either x

i  Li or xi = 0; i = 1; : : : ; n.
Part (2): Suppose that N (A)  N (Q). Then (4.10) in the proof of part
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(1) still holds. Since by denition
x = (x1;    ; xk; uk+1;    ; uk0 ; 0;    ; 0)T :
It is easy to see that either xi  minf(A; u); uig or xi = 0; i = 1; : : : ; n.
Hence the proof of the theorem is complete.
Without the assumption A has full row rank, the following theorem gives
an lower bound for any minimizer x of (4.5).
Theorem 4.2.2 (The rst order bound). Suppose that Q is positive semidef-
inite and p 2 (0; 1). Then there is  > 0 such that for any minimizer x of
(4.5) and i 2 f1; : : : ; ng,
either xi = 0 or x

i  : (4.11)
Proof. Following the proof of Theorem 4.2.1, we consider problem (4.7).
Let F := fz : Az = bg be the feasible region of problem (4.7). Then
by Clarke's exact penalty principle [86, Proposition 2.4.3], z is also a local
minimizer of the penalized problem
min
z
zTQ11z + ~u
T (Q12 +Q
T
21)z + c
T z + kzkpp + LdF(z);
where L is the Lipschitz constant of the objective function in (4.7). Since
F := fz : Az = bg is a linear system, by Homan's error bound [87], there
exists a constant  (depending only on A) such that
dF(z)  k Az   bk 8z:
Consequently, z is a local minimizer of the following problem:
min
z
zTQ11z + ~u
T (Q12 +Q
T
21)z + c
T z + kzkpp + Lk Az   bk:
The rst order necessary optimality condition at z gives
(2Q11z
)i+[(QT12+Q21)~u]i+ci+p(z

i )
p 1+L( AT)i = 0; i = 1; : : : ; k;
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where  2 Bm. Hence we have
p(zi )
p 1 = j(2Q11z)i + [(QT12 +Q21)~u]i + ci + p(zi )p 1 + L( AT)ij
 2kQkkuk+ kck+ LkAkkk
and thus
zi 

p
2kQkkuk+ kck+ LkAkkk
 1
1 p
=: :
4.3 The rst and second order bounds for the special
case
We consider an important special case of (4.5).
min f(x) := xTQx+ kxkpp
s:t:
nX
i=1
xi = 1; 0  x  U: (4.12)
The objective function includes
kAx  bk2 + kxkpp
as a special case, where A 2 Rmn, b 2 Rm, since for any x satisfying eTx = 1,
we have
kAx  bk22 = xTATAx  2bTAx+ bT b
= xT (ATA  (AT beT + ebTA))x+ bT b;
where e = (1; : : : ; 1)T 2 <n:
Theorem 4.3.1 (The rst order bound). Let H be the k k main principal
submatrix of Q and
L = minf

p
pn1 p + k(QT12 +Q21)~uk+ 4maxi;j jHijj
 1
1 p
; Uig:
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Then for any local minimizer x of problem (4.12),
for any i 2 N ; either xi  L or xi = 0:
Proof. Suppose that x is a local minimizer of (4.12) with kxk0 = k0; without
loss of generality, we assume
x = (x1;    ; xk; Uk+1;    ; Uk0 ; 0;    ; 0)T :
Let z = (x1;    ; xk)T and
Q =
0B@ H Q12 Q13Q21 Q22 Q23
Q31 Q32 Q33
1CA ;
where H 2 <kk; Q22 2 <(k0 k)(k0 k); Q12 2 <k(k0 k); Q21 2 <(k0 k)k,
Q13 2 <k(n k0); Q31 2 <(n k0)k; Q23 2 <(k0 k)(n k0); Q31 2 <(n k0)(k0 k),
Q33 2 <(n k)(n k). Let ~u = (Uk+1; : : : ; Uk0)T 2 <k. Dene a function
g : <k ! < by
g(z) = zTHz + ~uT (Q12 +Q
T
21)z + ~u
TQ22~u+ kzkpp +
k0X
j=k+1
upj :
We have f(x) = g(x). Since jzi j > 0; i = 1; : : : ; k, g is continuously
dierentiable at z: Moreover, in a neighborhood of x,
g(z) = f(x)
 minff(x) j
nX
i=1
xi = 1; xi = Ui; i = k + 1;    ; k0; xi = 0; i  k0 + 1g
= minfg(z) j
kX
i=1
zi = 1 
k0X
i=k+1
Ui; z 2 <kg;
(4.13)
which implies that z is a local minimizer of the following minimization prob-
lem
min zTHz + ~uT (Q12 +Q
T
21)z + kzkpp
s:t:
kX
i=1
zi = 1 
k0X
i=k+1
Ui:
(4.14)
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Hence, the rst order necessary condition for (4.14) at z gives
(2Hz)i + [(QT12 +Q21)~u]i + p(z

i )
p 1    = 0; i = 1; : : : ; k;
where  2 < is a Lagrange multiplier.
Without loss of generality, we suppose that
z1 = max
1ik
zi :
Then from the constraints of (4.14) and z > 0, we have
1
n
 1
k
 z1  1:
Therefore, we obtain
 2max
ij
jHijj k(QT12+Q21)~uk+p    2max
ij
jHijj+k(QT12+Q21)~uk+pn1 p:
We nd that
p(zi )
p 1  4max
ij
jQijj+ k(QT12 +Q21)~uk+ pn1 p; i = 1; : : : ; k
which implies that
zi 

p
4maxij jHijj+ k(QT12 +Q21)~uk+ pn1 p
 1
1 p
; i = 1; : : : ; k:
Since for i = k + 1; : : : ; k0; x

i = Ui, we have x

i  L immediately. Since
xi = 0 i = k0 + 1; : : : ; n, we have shown that either x

i  L or xi = 0; i =
1; : : : ; n.
Theorem 4.3.2 (The second order bound). Let H be the kk main principal
submatrix of Q and
Li = minf

p(1  p)
2kHk
 1
2 p
; Uig:
Then for any local minimizer x of problem (4.12),
for any i 2 N ; either xi  Li or xi = 0:
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Proof. Suppose that x is a local minimizer of (4.12). If xi is either 0 or
Ui, then this theorem holds. Let kxk0 = k0: Without loss of generality, we
assume
x = (x1;    ; xk; Uk+1;    ; Uk0 ; 0;    ; 0)T ; 0 < xi < Ui; i = 1; : : : ; k:
Let z = (x1;    ; xk)T and
Q =
0B@ H Q12 Q13Q21 Q22 Q23
Q31 Q32 Q33
1CA ;
where H 2 <kk; Q22 2 <(k0 k)(k0 k); Q12 2 <k(k0 k); Q21 2 <(k0 k)k,
Q13 2 <k(n k0); Q31 2 <(n k0)k; Q23 2 <(k0 k)(n k0); Q31 2 <(n k0)(k0 k),
Q33 2 <(n k)(n k). Let ~u = (Uk+1; : : : ; Uk0)T 2 <(k0 k), Dene a function
g : <k ! < by
g(z) = zTHz + ~uT (Q12 +Q
T
21)z + ~u
TQ22~u+ kzkpp + 
k0X
j=k+1
Upj :
We have f(x) = g(x). Since jzi j > 0; i = 1; : : : ; k, g is continuously
dierentiable at z: Moreover, in a neighborhood of x,
g(z) = f(x)
 minff(x) j
nX
i=1
xi = 1; xi = Ui; i = k + 1;    ; k0; xi = 0; i  k0 + 1g
= minfg(z) j
kX
i=1
zi = 1 
k0X
i=k+1
Ui; z 2 <kg;
(4.15)
which implies that z is a local minimizer of the following minimization prob-
lem
min zTHz + ~uT (Q12 +Q
T
21)z + kzkpp
s:t:
kX
i=1
zi = 1 
k0X
i=k+1
Ui:
(4.16)
Hence, the second order necessary condition for (4.16) at z gives
2vTHv + p(p  1)vTdiag(zi )p 2v  0;
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for all
v 2 V = fv 2 <k j
kX
i=1
vi = 0g:
Let v with v1 = 1 and vi =  1 and vj = 0 for j 6= i. Then v 2 V and
2kHk+ p(p  1)((z1)p 2 + (zi )p 2)  0;
which implies
2kHk  p(1  p)((z1)p 2 + (zi )p 2)  p(1  p)(zi )p 2:
Therefore, we nd that
zi 

p(1  p)
2kHk
 1
2 p
; i = 1; : : : ; k:
Since for i = k + 1; : : : ; k0; x

i = Ui, we have x

i  Li immediately. Since
xi = 0 i = k0 + 1; : : : ; n, we have shown that either x

i  Li or xi = 0; i =
1; : : : ; n.
4.4 Smoothing Gradient Algorithm
In this section we follow the ideas in [84] and [88] and propose a smoothing
gradient algorithm for (4.5). To attack the hard part of the problem, the lp
penalty, we use a smoothing function to approximate it and get a smooth
version of (4.5). The resulting problem will have nicer properties and is easier
to solve. Ideally the dierence between the original problem and the smooth
one should be very small and can be estimated. We rst introduce the Huber
smoothing function of the lp penalty function:
s(t) =
(
jtj jtj > 
t2
2
+ 
2
jtj  
The function s(t) is strictly convex in ( ; ) and we can similarly de-
ne s(x) = (s(x1); :::; s(xn)) . With s(x) we have a smooth version of
objective function, f(x) = x
TQx+ cTx+ s(x). f(x) is continuously dif-
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ferentiable in Rn and strictly convex on the set fxjjjxjj1  g. The smooth
version of (4.5) is
min f(x) := xTQx+ cTx+ s(x)
s:t: Ax = b
0  x  u
(4.17)
For any x we have
n(

2
)p  f(x)  f(x)  0
and lim
!0
f(x) = f(x) ([84]). This implies that the rst and second order
lower bounds we derive before also hold for f(x). Note the function f is not
Lipschitz continuous but f is.
We rst consider the unconstraint version of (4:17). For the unconstraint
case, the following theorem on the error bound for KKT solutions of (4.17)
to approximate a KKT solution of (4.5) belongs to [84]. Let Xp; be the set
of KKT solutions of (4:17) and Xp be the set of KKT solutions of (4:5).
Theorem 4.4.1 (The error bound for smooth solution). Let fxkg be a
sequence of vectors satisfying the rst order necessary condition of (4.17)
and f(xk) < f(x
0) for an arbitrarily given initial point x0. Then there is a
K > 0, such that for any k  K, there is x 2 Xp such that
 k := fi 2 N jj(xk)ij  kg = fi 2 N jj(xk)ij = 0g =:  
Dene
(xk)i =
(
0 i 2  
(xk)i i 2 N n  
Let B be the submatrix of A whose columns are indicated by N n  . Suppose
min(B
TB) > p(1 p)
2
Lp 2, then
jjxk   xjj  jjG 1jjjjrfk(xk)jj
where G = 2BTB + p(1   p)Lp 2I and min(BTB) denotes the smallest
eigenvalue of the matrix BTB.
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We propose the following smoothing gradient algorithm for unconstraint
(4.5). In what follows, gk = rfk(xk).
Smoothing Gradient Algorithm
S1.1 Choose constants ;  2 (0; 1), and an initial point x0. Set k = 0;
S1.2 Compute the step size k by the Armijo line search, where k = max 
0; 1; :::
and i satises
fk(x
k   igk)  fk(xk)  igTk gk
S1.3 If jjrfk(xk+1)jj  nk, then set k+1 = k; otherwise k+1 = k.
Similarly, a smoothing nonlinear conjugate gradient algorithm has been
designed [88]. In general the conjugate gradient algorithm is superior than
the gradient algorithm as it eliminates the possibility of searching same di-
rections multiple times.
Smoothing Conjugate Gradient Algorithm
S1.1 Choose constants 0 > 0, r  0. Choose  2 (0; 1), ; 1 2 (0; 1),
0 > 0,  > 0 and an initial point x
0. Let d0 =  g0. Set k = 0;
S1.2 Compute the step size k by the Armijo line search, where k =
max 0; 1; ::: and i satises
fk(x
k + mdk)  fk(xk) + mgTk gk
Set xk+1 = xk + kdk.
S1.3 If jjrfk(xk+1)jj  k, then set k+1 = k; otherwise k+1 = 1k.
S1.4 Compute dk+1 by the following formula
dk+1 =  gk+1 + (
gTk+1zk
dTk zk
  2jjzkjj
2gTk+1dk
(dTk zk)
2
)dk +
gTk+1dk
dTk zk
zk
where zk = yk + (0jjgk+1jjr + maxf0;  s
T
k yk
sTk sk
g)sk, yk = gk+1   gk and
sk = xk+1   xk.
S1.5 Set k := k + 1 and go to step 2.
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An approximation of minimizing the constraint problem (4.17) can be
obtained by applying the unconstraint procedure described above to the fol-
lowing problem:
min f(x) := jjAx  bjj2 + (xTQx+ cTx+ s(x)) (4.18)
For sucient small , this will give a good approximated solution of (4.17)
and hence also (4.5). During our numerical experiment we'll use the approx-
imation method to solve (4.5).
To leverage the theoretical results we obtained, we use the second order
bound to purify the numerical solution from the algorithms described above
before outputting it.
Hybird Algorithm
S1.1 Using OLS solution or randomly generate a feasible point as the start
point x0
S1.2 Run SG or SCG algorithm to get optimal solution y.
S1.3 Output a numerical solution x where
xi =
(
yi jyi j > L
0 otherwise
L is dened as in theorem (4.2.1).
4.5 Numerical Experiment
In this section we report numerical results for our proposed algorithms and
real world nancial data has been employed. We evaluate both the optimality
and sparsity of the outputs. To compare, we use the standard mean-variance
model as benchmark and also test the l1 penalty model and the increasing set
method in [10]. All numerical tests were conducted using MATLAB R2012
and performed on a 64-bit Windows 7 system with Intel Core2 Quad 2.66
GHz CPU and 4 GB RAM.
The following ve real world market index data are from [10](EuroStoxx50
(Europe), FTSE 100 (UK), MIBTEL (Italy), S&P 500 and NASDAQ (USA)).
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For each stock we obtained 265 weekly price data, adjusted for dividends,
from Yahoo Finance for the period from March 2003 to March 2008. The
sample returns and covariances are calculated based on data from March
2003 to March 2007. We use data from April 2007 to March 2008 as out
of sample data to evaluate the performance of our portfolio. This setting
is consistent with the numerical test in [10]. The size are 48 stocks for Eu-
roStoxx50, 79 for FTSE 100, 226 for MIBTEL, 476 for S&P 500, and 2196
for NASDAQ. We feed the expected returns and covariance matrices to the
model (4.5) and solve it using the Hybrid algorithm we proposed. During
our exmperiments we set the parameters  = 2, p = 0:5.
Data Set MVO L1 penalty Hybrid SG Hybrid SCG
Name size Obj NNZ Obj NNZ Obj NNZ Obj NNZ
SP 476 -0.0180 474 -0.0095 44 -0.0095 42 -0.0095 40
NASDAQ 2196 -0.1713 2189 -0.0163 41 -1.0002 41 -0.0162 38
EUROSTOXX 48 -0.0182 48 -0.0077 6 -0.0077 6 -0.0077 6
FTSE 79 -0.0344 79 -0.0124 7 -0.0124 7 -0.0124 7
MIBTEL 226 -0.0174 226 -0.0078 56 -0.0078 56 -0.0078 55
Table 4.1: Market Index Data: Sparsity
In the table (4.1), the objective value(Obj) and number of nonzero ele-
ments(NNZ) have been reported. This table is more from optimization per-
spective to evaluate our algorithms. As we can observe, the introduction of l1
penalty greatly regularizes the problem and leads to a sparse solution. The lp
penalty will further encourage the sparsity of solution while keeping the ob-
jective value almost unchanged. We note that the Smoothing Conjugate Gra-
dient Method runs way faster than the Smoothing Gradient Method, often
converges within 10 iterations. Also, the quality of solutions from Smoothing
Conjugate Gradient Method is better than those from Smoothing Gradient
Method.
Data Set MVO L1 penalty Hybrid SG Hybrid SCG
Name Rtn Vol Rtn Vol Rtn Vol Rtn Vol
SP 0.0030 0.0044 -0.0038 0.0014 -0.0039 0.0013 -0.0038 0.0013
NASDAQ 0.0861 0.1201 -0.0063 0.0013 -0.0064 0.0013 -0.0063 0.0013
EUROSTOXX 0.0028 0.0045 0.0044 0.0017 0.0042 0.0016 0.0042 0.0016
FTSE 0.0099 0.0075 0 0.0011 0 0.0011 0 0.0011
MIBTEL -0.0030 0.0021 -0.0071 0.0011 -0.0071 0.0011 -0.0071 0.0011
Table 4.2: Market Index Data: Out of Sample Performance
In the table (4.2), we report the out of sample performance of the port-
folios. The Rtn stands for the average of weekly return from April 2007 to
March 2008 of the corresponding portfolio and Vol stands for the volatility
of weekly return over the same period. We can see that the standard mean
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variance portfolio oers superior return than the regularized portfolio, and
is also the most volatile. The regularized portfolios(both l1 penalty and lp
penalty) achieve a smaller variance, and they make it by only a very lim-
ited number of active positions. The sparsity is favorable in practice from
cost viewpoint. This has been best illustrated by the NASDAQ data, where
the variance of regularized portfolios is only 1% of that of the standard mean
variance portfolio. Another encouraging example is EuroStoxx50 data, where
the regularized portfolios achieve both superior return and lower volatility.
Similar observation has been made in [12]. We believe this is because the
penalty term forces the procedure to choose fewer assets to construct a robust
and stable portfolio based on the training data.
We're also interested in the relationship between the sparsity and p value.
It is known that a p 2 (1; 2) will stabilize the problem while a p 2 (0; 1) will
encourage sparsity. However the issue that how exactly the sparsity evolves
over dierent p values has been less studied [12]. We feed S&P 500 data
to our Smoothing Conjugate Gradient Method to investigate this issue(Fig.
4.1). In the gure (4.1) the X axis stands for the p value and the Y axis
stands for the number of nonzero elements(NNZ). As we can see from the
gure, the trend is that the smaller the p value, the sparser the solution is.
Yet the relationship is not monotone. A possible explanation is that a very
small p value will lead the level set of the problem very "pointy", and the
smoothing procedure can only oer a poor approximation.
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Figure 4.1: NNZ v.s. p value: S&P 500 data(476 assets)
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4.6 Conclusion
We introduce a new approach for problem 4.1 that employs the new technique
(based on lp norm with 0 < p < 1) for nding sparse solutions to quadratic
optimization problems to tackle problem 4.1. Our approach to interpret
the cardinality constraint as a constraint on the sparsity of the solution.
This allows us to use the recently developed techniques [14, 15] for sparse
solutions in linear and quadratic optimization problems to nd a solution
that satises the cardinality constraint. Moreover, the solution provided by
the proposed approach can automatically satisfy the threshold constraint
for carefully chosen parameters in the procedure. Numerical experiments
indicate that our proposed Hybrid algorithm is fast, and able to provide good
approximation solution that has attractive features in nancial applications.
We also have investigated the relationship between the sparsity and p value
and nd that they is not monotone.
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CHAPTER 5
ONLINE QUADRATIC PROGRAMMING
PROBLEM
5.1 Introduction
In this paper we consider the following quadratic programming problem(QP):
min
x
1
2
xTDx  cTx (5.1)
s:t: Ax  b
0  x  u
where x 2 Rn; D = diag fdg with d  0 and thus the objective function
is convex. Problems from numerous applications such as support vector
machines(the dual form) [89], portfolio selection [8], resource allocation [90],
network ows [91], multicommodity network ow problems [92] and integer
quadratic knapsack problem[93, 94, 95] can all be embedded into the above
model (5.1). A host of algorithms have been proposed for problem (5.1). For
example, in [93, 94], the authors considered a special case of problem (5.1)
with a single equality constraint and took take advantage of the property that
the optimal dual solution y of the problem (5.1) will solve an equation g(y) =
b0 where g is a monotone piecewise linear function with 2n breakpoints. Early
attempt [96] sorts the 2n breakpoints rst and get a O(n log n) algorithm.
Later, some O(n) algorithms called pegging algorithm [97, 98, 93, 94] were
proposed by using the median of breakpoint subsets. Similar idea has also
been used for more general constraints [99]. Some methods with worst-case
performance of O(n2) include [95, 91]. In particular, in [100], Caprara et
al. presented an exact algorithm for the quadratic knapsack problem via
exploring its Lagrangian relaxation.
Recently, due to its practical importance, the online version of model (5.1)
attracts much attention from various experts in dierent communities such
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as operations research, computer science and statistics. The keen interest on
online model is inspired by the observation that many applications nowadays
are equipped with massive data sets that can not be handled simultaneously,
either because they're too big to t in memory or they become available in
an online fashion. For example, sometimes Support Vector Machines suer
from the problem of large memory requirement and computation time when
trained in batch mode on large data sets. To overcome this diculty we
need to train SVMs with stream data, which requires an online learning
algorithm [101, 102, 103]. Another example is online resource allocation
problem. For search service providers like Google, Microsoft and Yahoo,
online advertisement services consist of a large part of their revenues. In the
online advertising problem, both client and query are available in an online
fashion. As long as a query arrives, the search providers have to make an
irrevocable decision on how to post their clients' ads. The challenge here is
to design an online algorithm which posts specic ads in response to each
search query arriving online, while the overall output will achieve a high
competitive ratio with respect to the oine optimal revenue [104, 105, 106].
In the current literature, this problem is often modeled as an online packing
linear problem [106] or online matching problem [107], and the primal-dual
framework is often employed to design the online algorithm [107, 105, 106].
It should be mentioned that in a typical online quadratic programming
problem, only part of the problem is known. The new variables are released
one by one, along with the related coecients in the objective function and
constraints. We thus need to make an irrevocable decision as long as the new
information arrives. Formally, consider a series of discrete time states. At
each time k the constraint regarding xk as well as the enlarged matrix D
k
and vector ck in the objective function are unveiled. We thus encounter a
problem at time k as follows:
min
xk
1
2
(xk)TDkxk   cTk xk
s:t: Akxk  b
0  xi  ui i = 1; 2; :::; k
Here xk = (x1; x2; : : : ; xk)
T 2 Rk, Ak = (A1; A2; : : : ; Ak) 2 Rmk and all
coecients associated with new variable xk in the objective function and
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constraints are new data that can't be perceived before time k. Note that at
time k, the previous k 1 decisions x1; x2; : : : ; xk 1 are xed. We can't change
the previous decisions and only need to determine xk, namely the objective
function is an univariate function of xk. The goal of the online algorithm is
to determine fxkg sequentially such that the objective value 12xTDx   cTx
of the whole decision vector is to some extent optimized.
For an online algorithm, there are dierent criteria to evaluate its validity
and eciency. Worst-case analysis investigates the algorithm's performance
under the scenario that goes completely unfavorably with it. For example,
in [108] the authors design an general deterministic primal-dual scheme for
online fractional covering and packing problems and analyze the algorithm
under worst case input. Normally worst-case analysis provides us the maxi-
mal possible resource needed to solve the problem via the proposed algorithm.
On the other hand, assumption on the inputs' distribution is popular to esti-
mate on average how much resource we need to tackle the problem with the
structured algorithm. In this paper we engineer a compromising way to do
the evaluation. We follow the framework as in [104, 105]. Instead of assum-
ing any distribution in inputs, we discuss the expected performance of the
algorithm over random permutations. An advantage of this assumption is its
robustness to data uncertainty and thus can be applied to a broader class of
practical problems. The random permutation model has also been used in
several early works such as [109, 110]. In particular, Goel and Mehta [111]
showed that for online bipartite matching problem a tight 1  1
e
competitive
ratio can be achieved by greedy algorithm under the random permutation
model. The random permutation framework is also used in a recent paper
[106], where the authors study online stochastic packing integer programs.
As pointed out in [112], many practical online applications such as online
advertising can have access to random samples from the future arriving set.
Therefore, throughout this work, we make the following assumptions.
Assumption 1: The content of columns aj, as well as the objective
coecients dj, cj and djj, have been chosen at start. The sequences
(a1; a2; : : : ; an) and (a(1); a(2); : : : ; a(n)) have equal chance to happen
for all permutation .
Assumption 2: We know the number of columns n beforehand.
The rst assumption means that we are considering the expected per-
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formance over all dierent permutations uniformly, and hence the order of
arrivals have nothing to do with the content of the columns. The second
assumption is crucial and in practice is often determined implicitly by the
total time and the arrival speed. If the assumption 2 is dropped, we may not
bound the competitive ratio even for very simple problems. To see this, let
us consider the following example from [105]. Suppose we have 2 bidders and
2 keywords, a and b, each appears m=2 times where m is the total number
of web clicks. The bid from a to these 2 keywords is (1; 0), respectively and
that from b is (2; 1). Each bidder has a budget of 150. If m is 100, the opti-
mal allocation will give all a and 50 b to bidder 1. If m is 200, the optimal
allocation will give 25 b to bidder 1 and 75 b to bidder 2. After the rst 100
keywords, any allocation will generate a much lower revenue in at least one
of the two values of m.
In this paper, we try to develop a learning algorithm for online quadratic
programming problem. The key idea in our approach is that we rst wait a
while to\get a feel of the problem" before committing to any decisions. After
that we make decisions dynamically based on the information collected from
the training period. Similar to prior works on online linear problem, our
algorithm follows a primal-dual framework. As we will see in section 5.3, a
critical observation is that the dual variable that satises the complementary
conditions over the training period should roughly satisfy those of the whole
period as well. This observation forms the basis of our proof and allows us to
extend the existing results of online linear programming to online quadratic
programming problem. Moreover, comparing with previous works [104, 105,
106], our results can be applied to broader classes of problems by relaxing the
constraints of the problem and conditions on the parameters. For example,
our online quadratic programming framework can be applied to problems like
incremental support vector machine and online quadratic knapsack problems
and the proposed algorithm can be easily adapted to solve these problems in
a unied way.
The rest of the paper is organized as follows. In section 5.2, we discuss
several important applications of our online quadratic programming model
and compare existing online algorithms with ours. In section 5.3, we intro-
duce the one time update learning algorithm and analyze its competitive
ratio under random permutation assumption. We concludes the paper with
some remarks in Section 5.4.
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5.2 Applications of online quadratic problem
Quadratic programming covers a wide range of optimization problems such
as support vector machine, resource allocation and portfolio selection prob-
lem. Recently the online version of these problems has received considerable
attention in various disciplines. In what follows we describe a few of these
problems.
5.2.1 Incremental Support Vector Machine
Support vector machines (SVM) provide a powerful mechanism for supervised
learning, where the goal is to create a decision making system to predict the
classes of new instances. Support vector machines have been widely applied
in data classication and regression analysis. A typical support vector ma-
chine constructs a hyperplane or set of hyperplanes in a high dimensional
space, which can be further used to predict the class of new instances.
To be more specic, given a training data set D consisting of n points with
the form D = f(xi; yi)jxi 2 <p; yi 2 f 1; 1gg, we want to nd a hyperplane
to separate the data points in D based on yi's value. A hyperplane can be
expressed as w  x   b = 0. In SVM training, we try to nd the hyperplane
with the the maximal separation margin via solving the following convex
quadratic optimization problem:
min
w;b
1
2
jjwjj22
s:t: yi(w  xi   b)  1; i = 1; : : : ; n
which is a special case of (5.1). The dual problem is dened by
max

 1
2
T
0BBBB@
y21x
T
1 x1 y1y2x
T
1 x2 : : : y1ynx
T
1 xn
y2y1x
T
2 x1 y
2
2x
T
2 x2 : : : y2ynx
T
2 xn
: : : : : : : : : : : :
yny1x
T
nx1 yny2x
T
nx2 : : : y
2
nx
T
nxn
1CCCCA+ eT (5.2)
s:t:   0
nX
i=1
yii = 0
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In typical online SVM training, each time we add one more point so
the problem size increases by 1. Some researchers have also considered the
setting that each time adding a block of data to reduce the number of passing
data [113]. This problem is of practical importance when the amount of
data is too large to keep in memory or the system is real time, and have
been studied extensively in the machine learning community [101]. Recently,
Chang et al. in [102] transformed a standard SVM into its dual (5.2) in
lower dimension via shrinking technique and solve the online problem using
coordinate decent method. In the present work, we consider the scenario
where the data points are from extremely highly dimensional space, and we
propose to train the SVM via starting from a very low-dimensional space
and then augmenting the space gradually. Our approaches can provide an
eective approach for SVM training with high dimensional data.
5.2.2 Online Portfolio Selection
Markowitz's seminal work [8] opened the era of modern portfolio theory.
Given a set of n assets, let  2 <n be the estimated return vector and
Q 2 <nn the estimated covariance matrix among n assets. Markowitz
introduced the following well-known mean-variance model
min
1
2
xTQx  cTx (5.3)
s:t: eTx = 1
x  0
for portfolio selection, where c is a parameter to control the tradeo between
the return and risk in the portfolio. For simplicity of discussion, we restrict
us only to the special case c = 1 in this work.
The term online portfolio selection problem has been used to represent
dierent problem settings in dierent research communities. Researchers
in mathematics nance consider the sequential portfolio selection and look
for the so called universal portfolio strategy, which does not depend upon
underlying statistical assumptions and can achieve asymptotically the same
exponential rate of growth as the optimal portfolio. For example, Cover[114]
described a portfolio-selection algorithm that provably performs almost as
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well as the best constant-rebalanced portfolio. Here constant-rebalanced
portfolio refers to the portfolio that maintains a xed fraction of the to-
tal wealth in each of the underlying assets. In a later work, Helmbold et al.
[115] extended Cover's algorithm with some side information. These methods
use dierent measurement functions and apply gradient method to solve the
subproblem sequentially. Researchers from the statistics community usually
refer online portfolio selection problem to the challenge to deal with uncertain
data stream. For example, Tsagaris [116] considered the problem that given
a xed asset set, how to change the portfolio in response to new data. They
adapted methods from signal processing and statistical learning to conclude
a cheap and robust way to update the problem conguration and its optimal
solution as new data arrives.
In this paper we consider the same problem as in [116]. However, dierent
from the approach in [116], we rst recast problem (5.3) in the form of
problem (5.1). To see this, let us consider the dual problem of (5.3), which
has a very simple structure. Suppose that there are in total T dierent time
states and we have the return of n assets on each state, the covariance matrix
Q is computed in the following way:
Q = RTR; R =
1p
T
0BBBB@
r11   r1 r21   r2 : : : rn1   rn
r12   r1 r22   r2 : : : rn2   rn
: : : : : : : : : : : :
r1T   r1 r2T   r2 : : : rnT   rn
1CCCCA
Dene y = Rx, the vector of portfolio x's excess return over the same period.
The dual problem of (5.3) can then be written as:
max
y;
 1
2
yT Iy+  (5.4)
s:t: RTy    e  0
Note that for this dual problem, the dimensionality of the vectors y and 
will increase as T increases (or new data arrives), while the number of assets
in the primal problem remains invariant. Thus we are facing the problem
of adjusting an existing portfolio based on new information, the same as in
[116]. Our online algorithm will provide a near-optimal solution to such a
problem.
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5.2.3 Online Continuous Quadratic Knapsack Problem
The knapsack problem is a well known model for various resource alloca-
tion problems. A typical 0=1 knapsack problem is that given a knapsack of
capacity B and m items where each item j associated with a value vj and
weight wj, we're trying to nd a subset of items to maximize the total values
while the total weights does not exceed B. This problem and many of its
variants have been shown to be NP-complete [117]. For the oine case, the
general problem admits an FPTAS [117] while the multiple knapsack prob-
lem only has a PTAS and does not hold a FPTAS unless NP = P [118]. The
continuous knapsack problem allows fractional items being counted and the
corresponding weight and value are pro-rated. An interesting variant, named
continuous quadratic knapsack problem[93, 95], takes the following form:
min
x
1
2
xTDx  aTx (5.5)
s:t: bTx = b0
0  x  u
where x is a variable of <n andD = diag(d) with d > 0. Some methods based
on the geometric feature of (5.5) have been reported [93, 94]. Specically,
by exploring the characteristics of the problem, the authors in [93] designed
several linear time algorithms to nd the optimal solution.
As for online knapsack problem, it has been shown that no competitive
online algorithm exists for general case [119] as illustrated by the follow-
ing example. Consider a bin with unit capacity facing two potential se-
quences S1 = f(0; 1); (1; 1)g and S2 = f(1;1); (1; 1)g where the pair stands
for (size; profit). At least one of the above inputs will lead any determin-
istic online algorithm to be innitely inferior to oine algorithm. On the
other hand, in [119] the authors also studied an online algorithm under av-
erage setting where the values and weights of items are drawn from a given
distribution. Assuming that items are not too big and excluding abnormal
items(i.e. the value-weight ratio of item is within [L;U ]), Zhou et al. [120]
developed a (ln(U=L)+2)-competitive online algorithm for general knapsack
problem and some of its variations. In this work, we present online algorithms
for continuous quadratic knapsack problems.
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5.3 One Time Learning Algorithm
Learning algorithms have been successfully applied to many discrete and
continuous online problems [121, 105]. A common strategy widely used for
a wide variety of online problems is that we rst wait a prescribed time t
and collect essential information over this period. After time t, we make
decisions dynamically based on the information we learnt before. Intuitively,
the algorithm try to get a vague estimate of the problem before committing
to any decisions.
In this paper we follow a similar framework as in [104, 105]. A critical
observation here is that the dual variable that satises the complementary
conditions of the training period should approximately satisfy that of the
whole period as well. On the other hand, instead of using Bernstein's in-
equality to estimate the deviation probability, we employ a tighter concen-
tration inequality to obtain better bounds and relax the conditions imposed
on parameters.
Without loss of generality, we rst rewrite model (5.1) as the following
max
x
cTx  1
2
xTDx (5.6)
s:t: Ax  b (5.7)
0  x  u (5.8)
We assume the above problem is strictly feasible. Dene M = max
i;j
jaijj
and U = max
i
ui. We can scale the data in the problem so that MU = 1.
Geometrically, the optimal solution x of (5.6) is the orthogonal projection
of the origin O onto the intersection of the polyhedra P = fxjAx  bg and
the box B = fxj 0  x  ug. As we shall see later, this feature provides
us with some convenience to establish the optimality of the approximated
solution.
For the oine problem (5.6), let y denote the dual vector associated with
the inequality constraint Ax  b, and  and  as the ones corresponding to
the lower and upper bound, respectively. With a prescribed accuracy level 
and k = dne, we consider the following training problem:
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max
x
kX
i=1
(cixi   1
2
diix
2
i ) (5.9)
s:t:
kX
j=1
aijxj  (1 + )bi i = 1; : : : ;m (5.10)
0  xj  uj j = 1; : : : ; k
For any dual vector y, we dene xj(y), the decision variable at time j
where j  k as follows
xj(y) =
8>>>>>><>>>>>>:
0
1
djj
(cj + a
T
j y)  0
1
djj
(cj + a
T
j y) 0 <
1
djj
(cj + a
T
j y) < uj
uj uj  1
djj
(cj + a
T
j y)
(5.11)
This simple update rule only requires a dual price vector and the information
associated with xj, making it suited for the online setting. As we'll show soon,
given optimal dual vector y*, fxj(y*)g will be the primal optimal solution
of problem (5.9) as well. Now we are ready to present the One Time
Learning algorithm for Quadratic Programming.
 Set xj = 0 for j = 1; : : : ; k.
 Solve for the dual of training problem (5.9), get the optimal dual price
vector y.
 For t = k + 1; k + 2; : : : ; n, set xt = xt(y).
This algorithm rst learns the problem through the rst k inputs and then
makes decisions based on the information collected, namely y. An advantage
of this algorithm is that only a standard quadratic problem of size k needs
to be solved. After that, each time we only need to follow a simple rule to
generate the solution and output it as long as it's feasible. In the remaining
of this section we'll show that our algorithm will produce a near optimal
solution as stated in the following theorem.
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Theorem 5.3.1. The output of the algorithm is 1 O() optimal.
In order to prove the above theorem, we need several technical lemmas.
Denote the global optimal solution for the problem (5.6) as fxjg and its dual
price vector y*. We would like to know for each j how good xj(y*) can
approximate xj . The following lemma tells us the duo are actually identical.
Lemma 5.3.2. For problem (5.6), the constructed decision vector by optimal
dual price vector y* is primal optimal. Specically, xj(y
) = xj for j =
1; : : : ; n.
Proof. The KKT condition for the primal optimal solution of problem (5.6)
are
Ax  b (5.12)
 xj  0; 8 j = 1; : : : ; n (5.13)
xj   uj  0; 8 j = 1; : : : ; n (5.14)
cj   djxj + aTj y + j   j = 0; 8 j = 1; : : : ; n (5.15)
j( xj) + j(xj   uj) = 0; 8 j = 1; : : : ; n (5.16)
(Ax  b)Ty  0 (5.17)
y  0; j  0; j  0; 8 j = 1; : : : ; n (5.18)
From (5.15), for any j = 1; : : : ; n we have
xj =
1
djj
(cj + a
T
j y) +
1
djj
(j   j) (5.19)
If xj <
1
djj
(cj + a
T
j y), then j > 0. By (5.13), (5.14), (5.17), (5.18) we have
xj = uj. Similarly, if xj >
1
djj
(cj + a
T
j y) we get xj = 0. Since uj  0, we
consider three dierent cases:
 1
djj
(cj + a
T
j y)  uj, then xj < 1djj (cj + aTj y) and we have xj = uj.
 uj > 1djj (cj +aTj y)  0, if xj < 1djj (cj +aTj y) we have xj = uj. This is a
contradiction. If xj >
1
djj
(cj+a
T
j y), then xj = 0. This is a contradiction
as well. Therefore xj =
1
djj
(cj + a
T
j y).
 0 > 1
djj
(cj + a
T
j y), then xj >
1
djj
(cj + a
T
j y) and we get xj = 0.
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Given the dual optimal price vector y*, the constructed decision vector sat-
ises all the KKT conditions (5.12), (5.13), (5.14), (5.15),(5.17), (5.18) and
thus is primal optimal as well.
However, in practice we can't get the global optimal dual price vector
y* when we need to commit decisions at each state k. As an alternative,
we can employ the optimal dual vector y from the training problem (5.9) to
approximate y*. We want to know whether the output of our algorithm is a
good solution for problem (5.6). Note that the way we construct the decision
vector ensures that our solution will satisfy the box constraints (5.8) auto-
matically. The following lemma estimate the probability that the resulting
decision vector x(y) violates some of the inequality constraints in problem
(5.6).
Lemma 5.3.3. The decision vector x constructed by the algorithm is a feasi-
ble solution to the quadratic problem (5.1). Specically, with probability 1  
we have
nX
t=1
aitxt(y)  bi 8 i = 1; : : : ;m
given min bi  n+
p
mn log(nm

)
2
.
Proof. Given a specic price variable y, we will investigate the probability
that the constructed decision vector violates the inequality constraint (5.7) in
problem (5.6). Suppose the decision vector x(y) has violated the constraint
(i) in (5.7). Since y is the optimal dual price vector for the training problem
(5.9), by complementary condition we have the feasibility:
kX
t=1
aitxt(y)  (1 + )bi
and by assumption
Pn
t=1 aitxt(y)  bi. Using an variant of Bennett's in-
equality [122] and Theorem 4 in [123], we can estimate the probability that
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both events above happen. We denote Xt = aitxt(y) to simplify the notation.
P (
kX
t=1
aitxt(y)  (1 + )bi;
nX
t=1
aitxt(y)  bi)
= P (
kX
t=1
Xt   
nX
t=1
Xt  2bij
nX
t=1
Xt = bi)P (
nX
t=1
Xt = bi)
+P (
kX
t=1
Xt   
nX
t=1
Xt  2bij
nX
t=1
Xt < bi)P (
nX
t=1
Xt < bi)
 P (j
kX
t=1
Xt   
nX
t=1
Xtj  2bij
nX
t=1
Xt = bi)
 2 exp( [( 
2bi
jjXjj1 +
jjXjj22
jjXjj21
) log(1 +
jjXjj12bi
jjXjj22
)  
2bi
jjXjj1 )
 2 exp( [( 
2bi
jjXjj1 + )
jjXjj12bi
jjXjj22
  
2bi
jjXjj1 )
 2 exp( [ 
4b2i
jjXjj22
  1jjXjj1 (1 
jjXjj21
jjXjj22
)2bi])
 2 exp( [
3
n
b2i   (2  
p
n
)bi])
 2
mnm
where the rst inequality is valid since P (
Pk
t=1Xt 
Pn
t=1Xt  2bij
Pn
t=1Xt =
b0)  P (
Pk
t=1Xt   
Pn
t=1Xt  2bij
Pn
t=1Xt > bi), a straightforward result
from Chebyshev's Inequality. The second inequality holds due to Bennett's
inequality [122] and the penultimate one is a simple result of quadratic for-
mula, some basic properties of norm and conditions on bi.
We argue that the number of distinct solutions is bounded by nm. This is
because the optimal solution y of the dual problem is determined in dimen-
sion m. The polytope dened by y is the constraints of the dual problem
projected to the linear inequalities in m dimensions. then there are at most
C(n;m) 1 dierent vertices of the polytope dined by y. Therefore for con-
straint i the chance it will be violated is no greater than 2=m. Sum for all
constraints the probability the output x is infeasible will be bounded by 2.
The desired result can be obtained by letting  arbitrarily small.
1Here C(n;m) is the combinatorial complexity of selecting m items out of a set of size
n.
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Note that Bennett's inequality provides the best Cherno type bound
exp ( h()) for our purpose [122]. Hence we're able to derive much weaker
condition on fbig compared with those in previous works and consider a much
broader class of problems.
Aside from feasibility, we're more interested in the optimality of the de-
rived decision vector. Ideally, we want our solution fxj(y)g to be very close
to the primal optimal solution of problem (5.6) given that y is a good ap-
proximation of y. The following two lemmas verify this fact.
Lemma 5.3.4. The decision vector x constructed by the algorithm is an
almost optimal solution to the quadratic problem (5.6). Precisely, with prob-
ability 1   we have
cTx(y)  1
2
x(y)TDx(y)  (1  2)OPT
given min bi  n+
p
mn log(nm

)
2
. OPT stands for the optimal value of the
problem (5.6).
Proof. From the way we derive x(y) we know that it will satisfy the KKT
condition of the following problem and hence will be its primal optimal so-
lution:
max
x
cTx  1
2
xTDx (5.20)
s:t:
nX
t=1
aitxt  bi; i = 1; : : : ;m
0  xj  uj; j = 1; : : : ; n
where
bi =
8>>>><>>>>:
nX
t=1
aitxt(y) if yi > 0
minf
nX
t=1
aitxt(y); big if yi = 0
Let x be the optimal solution for problem (5.9). If yi > 0, by complementary
condition (5.17) we know the constraint (5.10) in problem (5.9) has to take
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equal sign. Let's say it's the i-th constraint, then
Pk
t=1 aitx

t = (1 + )bi.
Denote Xt = aitxt(y). The structure of constraint (5.10) indicates that
Xt  xt and the inequality holds at most m times. Since maxjaitUtj = 1 we
have
kX
t=1
Xt 
kX
t=1
aitx

t  m  (1  )bi
Again using Bennett's inequality in a similar way as in the proof of Lemma 5.3.3,
we have with probability 1  :
nX
t=1
Xt = bi  (1  2)bi
To see this, again we check the probability that above inequality does not
hold. That is,
P (
kX
t=1
aitxt(y)  (1  )bi;
nX
t=1
aitxt(y)  (1  2)bi)
= P (
kX
t=1
Xt   
nX
t=1
Xt  2bij
nX
t=1
Xt  (1  2)bi) P (
nX
t=1
Xt  (1  2)bi)
 P (j
kX
t=1
Xt   
nX
t=1
Xtj  2bij
nX
t=1
Xt  (1  2)bi)
 
m  nm
Then, for the optimal solution x of problem (5.6), (1   2)x will be a
feasible solution to problem (5.20). The optimal objective value of (5.20) will
be bounded by that of (1  2)x. So
cTx(y)  1
2
x(y)TDx(y)  (1  2)cTx   (1  2)21
2
xTDx
= (1  2)OPT + 2(1  2)1
2
xTDx
 (1  2)OPT
This concludes the proof.
In our algorithm we set the rst k variables to 0. This will inevitably
lead to some loss of objective value. The following lemma estimates the loss
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from this part.
Lemma 5.3.5. The optimal value of problem (5.6) contributed by the rst
k elements of primal optimal solution is limited. Precisely, with probability
1   we have
OPT (S)  OPT
Proof. Let (y; ; ) be the dual optimal solution of the original solution:
min
y;0;0
 1
2
yTy + bTy  
nX
i=1
uii
s:t:
p
diiyi   ci   aTi + i  0 i = 1; : : : ; n
and (y; ; ) be that of the training problem
min
y;0;0
 1
2
yTy + bTy  
kX
i=1
uii
s:t:
p
diiyi   ci   aTi + i  0 i = 1; : : : ; k
Then (y; ; fi gk1) should be a feasible solution for the dual training prob-
lem, which leads to
E[OPT (S)]     1
2
yTy + bTy   E[
kX
i=1
uii] = ( 1
2
yTy + bTy  
nX
i=1
uii)
= E[OPT (N)]
The rst inequality is due to weak duality.
Now we're ready to show the correctness of Theorem 1.
Proof of Theorem 1. From above lemmas we learn that with probabil-
ity 1  3, we have
nX
t=1
aitxt(y)  bi 8i = 1; : : : ;m
1
2
x(y)TDx(y)  cTx(y)  (1  2)OPT
Denote the event that above two relations hold as E . Given Pr(E) = 1  3,
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we have
E[OUTPUT (NnS)jE ]  (1  3)OPT   E[OUTPUT (S)jE ]
 (1  2)OPT   1
1  3E[OUTPUT (S)]
 (1  2)OPT   
1  3OPT
 (1  )OPT
which nishes the proof.
5.4 Conclusion
We have proposed a 1   O() learning algorithm for online quadratic prob-
lem. The model covers numerous important applications such as incremen-
tal support vector machine, online portfolio selection and online continuous
quadratic knapsack problem. Our learning-based algorithm works by con-
structing a pricing vector from a training problem of previous period. The
price vector is used to make decisions sequentially. Our work has extended
the results of online linear programming problem in many aspects. First,
by a more careful analysis, we were able to remove some restrictions on the
constraints. For example, in [104] the authors require ij 2 [0; 1] while in our
analysis, and we did not impose such a condition. The conditions imposed on
the right hand side of the constraints are also weaker than those in previous
work[105, 104, 106]. The online quadratic programming framework in this
work can be easily adapted to various quadratic programming problems.
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