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COUNTING DECOMPOSABLE POLYNOMIALS WITH
INTEGER COEFFICIENTS
MIN SHA
Abstract. A polynomial over a ring is called decomposable if
it is a composition of two nonlinear polynomials. In this paper,
we give sharp lower and upper bounds for the number of decom-
posable polynomials with integer coefficients of fixed degree and
bounded height. Moreover, we determine the main contributions
to decomposable polynomials. These results imply that almost all
integer polynomials are indecomposable.
1. Introduction
Let R be a ring. A (univariate) polynomial f ∈ R[x] is called de-
composable (over R) if it is a composition of two nonlinear polynomials
in R[x]; otherwise, it is called indecomposable. A polynomial decom-
position may have two applications: one is to enable more efficient
evaluation of a polynomial, and the other is to facilitate computing
polynomial roots.
Starting from the foundational work of Ritt [13] in 1922 on poly-
nomial decompositions over the complex numbers C, the polynomial
decompositions have been extensively studied, for instance, structural
properties [4, 5, 14, 17], and algorithmic questions [1, 2, 6, 7, 12].
One can imagine that the decomposable polynomials form a small
minority among all polynomials over a field. Counting decomposable
polynomials over finite fields was first considered by Giesbrecht [11].
He showed that the decomposable polynomials form an exponentially
small fraction of all polynomials. von zur Gathen [9] recently gave
general approximations to the number of decomposable polynomials
with satisfactory (rapidly decreasing) relative error bounds; see [3, 18]
for further improvements. von zur Gathen also established results on
counting decomposable multivariate polynomials over finite fields [8]
and estimating the density of real and complex decomposable polyno-
mials [10].
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In this paper, we want to estimate the number of decomposable poly-
nomials (over the integers Z) with integer coefficients of fixed degree
and bounded height. Here, the height of a complex polynomial is the
maximum of the absolute values of its coefficients.
We remark that by [15, Propositions 2.2 and 2.4] an integer polyno-
mial f ∈ Z[x] is decomposable over Z if and only if it is decomposable
over C. So, without confusion we can just say f is decomposable.
Throughout the paper, let d and H be two positive integers not less
than 2. Now, we denote by Dd(H) the number of decomposable monic
integer polynomials f ∈ Z[x] of degree d and height at most H . Sim-
ilarly, let D∗d(H) be the number of decomposable integer polynomials
(not necessarily, monic) of degree d and height at most H . Our aim is
to bound Dd(H) and D
∗
d(H) with respect to H .
By definition, if a polynomial f is decomposable, then its degree
deg f is a composite integer. So, if d is a prime, we directly have
Dd(H) = 0 and D
∗
d(H) = 0. Hence, it suffices to consider the case
when d is a composite integer. We in fact obtain sharp lower and
upper bounds for Dd(H) and D
∗
d(H) for any composite d ≥ 4. We also
determine the main contributions to Dd(H) and D
∗
d(H).
To state our results we shall introduce some notation. We use the
Landau symbol O and the Vinogradov symbol ≪. Recall that the
assertions U = O(V ) and U ≪ V are both equivalent to the inequality
|U | ≤ cV with some constant c > 0. Besides, U ≍ V means that
U ≪ V ≪ U . In this paper, the constants implied in the symbols
O,≪ only possibly depend on the degree d.
1.1. The monic case. For our purpose, we want to make more de-
tailed studies. For any integers m,n ≥ 2 with mn = d, let Dd(m,n;H)
be the number of monic integer polynomials f ∈ Z[x] of degree d and
height at most H such that f = g ◦ h for some polynomials g, h ∈ Z[x]
with deg g = m and deg h = n. Clearly,
(1.1) Dd(H) ≤
∑
(m,n)
Dd(m,n;H),
where the sum runs over all the pairs (m,n) withm,n ≥ 2 andmn = d.
Theorem 1.1. Let m,n be two factors of d with m,n ≥ 2 and d = mn.
Then, we have
Dd(m,n;H) ≍
{
Hm if m(m− 1) ≥ 2n,
H2 logH if m = n = 2;
3and
Dd(m,n;H)≪
{
Hm logH if m(m− 1) = 2(n− 1),
H
m+1
2
+n−1
m if m(m− 1) ≤ 2(n− 2).
Note that ifm ≥ n ≥ 2, we have eitherm(m−1) ≥ 2n orm = n = 2.
When m < n, we have m+1
2
+ n−1
m
< n. Combining (1.1) with Theorem
1.1, we directly have:
Theorem 1.2. Let ℓ be the smallest prime factor of a composite integer
d ≥ 4. Then,
Dd(H) ≍
{
H2 logH if d = 4,
Hd/ℓ otherwise.
Here, we compare Theorem 1.2 with related results over finite fields
of von zur Gathen [9]. Let d, ℓ be as the above. From the main theorem
in [9], we know that the number of decomposable monic polynomials of
degree d over a finite field Fq is ≍ qℓ+d/ℓ−1. Since ℓ+ d/ℓ−1 ≥ d/ℓ+1,
the growth rate is larger than that in Theorem 1.2 if letting H = q.
Thus, these two settings behave quite differently.
Actually, Theorem 1.1 tells us more information. By Theorem 1.1,
the main contribution to Dd(H) comes from Dd(d/ℓ, ℓ;H). Moreover,
we denote by Id(H) the number of monic integer polynomials f ∈
Z[x] of degree d and height at most H such that f = g ◦ h for some
indecomposable polynomials g, h ∈ Z[x] with deg g = d/ℓ and deg h =
ℓ. In particular, if d = ℓ2, we have Id(H) = Dd(ℓ, ℓ;H) = Dd(H).
Theorem 1.3. Let d ≥ 4 be a composite integer, and let ℓ be the
smallest prime factor of d. Then, we have
Dd(H) = Id(H) +
{
O(H5/2) if d = 6,
O(Hd/ℓ−1) otherwise.
From Theorems 1.2 and 1.3, we know that the main contribution to
Dd(H) essentially comes from Id(H).
1.2. The non-monic case. Similarly, for any integers m,n ≥ 2 with
mn = d, let D∗d(m,n;H) be the number of integer polynomials f ∈
Z[x] of degree d and height at most H such that f = g ◦ h for some
polynomials g, h ∈ Z[x] with deg g = m and deg h = n. Clearly,
(1.2) D∗d(H) ≤
∑
(m,n)
D∗d(m,n;H),
where the sum runs over all the pairs (m,n) withm,n ≥ 2 andmn = d.
We have a similar result for the non-monic case.
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Theorem 1.4. Let m,n be two factors of d with m,n ≥ 2 and d = mn.
If m(m+ 1) ≥ 2(n+ 1), we have
D∗d(m,n;H) ≍ Hm+1;
otherwise, we have
D∗d(m,n;H)≪
{
Hm+1 logH if m(m+ 1) = 2n,
H
m+1
2
+ n
m if m(m+ 1) ≤ 2(n− 1).
Notice that if m ≥ n ≥ 2, we certainly have m(m + 1) ≥ 2(n + 1).
Whenm < n, we have m+1
2
+ n
m
< n+1. Combining (1.2) with Theorem
1.4, we have:
Theorem 1.5. Let ℓ be the smallest prime factor of a composite integer
d ≥ 4. Then,
D∗d(H) ≍ Hd/ℓ+1.
Similarly, Theorem 1.4 also can tell us more information. By The-
orem 1.4, the main contribution to D∗d(H) comes from D
∗
d(d/ℓ, ℓ;H).
Furthermore, we denote by I∗d(H) the number of integer polynomials
f ∈ Z[x] of degree d and height at most H such that f = g ◦h for some
indecomposable polynomials g, h ∈ Z[x] with deg g = d/ℓ and deg h =
ℓ. In particular, if d = ℓ2, we have I∗d(H) = D
∗
d(ℓ, ℓ;H) = D
∗
d(H).
Theorem 1.6. Let d ≥ 4 be a composite integer, and let ℓ be the
smallest prime factor of d. Then, we have
D∗d(H) = I
∗
d(H) +
{
O(H3 logH) if d = 6,
O(Hd/ℓ) otherwise.
According to Theorems 1.5 and 1.6, we know that the main contri-
bution to D∗d(H) essentially comes from I
∗
d(H).
Finally, in view of Theorems 1.3 and 1.6, it is indeed interesting to
obtain explicit asymptotic formulas for Dd(H) and D
∗
d(H) with respect
to H . We leave this as an open question.
2. Preliminaries
For a complex polynomial of degree d
f = adx
d + · · ·+ a1x+ a0 = ad
d∏
i=1
(x− αi) ∈ C[x],
its height is defined by
H(f) = max{|a0|, |a1|, . . . , |ad|},
5and its Mahler measure by
M(f) = |ad|
d∏
i=1
max{1, |αi|}.
For each f ∈ C[x] of degree d, these quantities are related by the
following well-known inequality
H(f)2−d ≤ M(f) ≤ H(f)
√
d+ 1;
for instance, see [16, (3.12)]. So, for fixed d, we have
(2.1) H(f)≪ M(f)≪ H(f).
If f can be factored as the product of two non-constant polynomials
g, h ∈ C[X ] (that is, f = gh), then, by definition of the Mahler mea-
sure, we have
M(f) = M(g)M(h).
So, combined with (2.1) this yields
(2.2) H(g)H(h)≪ H(gh)≪ H(g)H(h).
In some sense, the following lemma asserts that for a polynomial de-
composition f = g◦h, under some conditions the size of the coefficients
of g and h does not exceed the size of those of f .
Lemma 2.1. Let f = g ◦ h ∈ C[x] of degree d. Let m = deg g, and let
a be the leading coefficient of g. Assume that h(0) = 0. Then, we have
|a|H(h)m ≪ H(f);
if furthermore H(h) ≥ 1, we have
H(g)≪ H(f).
Proof. Write
g(x) = a
m∏
i=1
(x− αi).
Then
f(x) = g ◦ h(x) = a
m∏
i=1
(h(x)− αi).
Since h(0) = 0, for each i = 1, . . . , m we have
H(h− αi) = max{H(h), |αi|} ≥ H(h).
This, together with (2.2), implies that
|a|H(h)m ≤ |a|
m∏
i=1
H(h− αi)≪ H(a
m∏
i=1
(h− αi)) = H(f).
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Now, assume furthermore that H(h) ≥ 1. Then, for each i = 1, . . . , m
we have
H(h− αi) = max{H(h), |αi|} ≥ max{1, |αi|}.
So, combining with (2.1) and (2.2), we obtain
H(g)≪ M(g) = |a|
m∏
i=1
max{1, |αi|} ≤ |a|
m∏
i=1
H(h− αi)≪ H(f).

3. Proofs for the monic case
3.1. Proof of Theorem 1.1. First, counting polynomials of the form
(xm+am−1x
m−1+· · ·+a1x+a0)◦xn = xmn+am−1x(m−1)n+· · ·+a1xn+a0,
where |ai| ≤ H for each 0 ≤ i ≤ m− 1, we obtain a lower bound
(3.1) Hm ≪ Dd(m,n;H).
For the upper bound, we need to use a simple fact that if f ∈ Z[x]
is decomposable, then there exist g, h ∈ Z[x] of degree at least 2 with
h(0) = 0 such that f = g ◦ h. Indeed, given f = g ◦ h, if h(0) 6= 0,
we can choose h1 = h− h(0) and g1 = g(x+ h(0)), and then we have
f = g1 ◦ h1 with h1(0) = 0.
Combining the above fact with Lemma 2.1, we know that for a de-
composable monic integer polynomial f of degree d and height at most
H , which satisfies f = g ◦ h with h(0) = 0, deg g = m and deg h = n
for some monic integer polynomials g and h, we have
H(g)≪ H(f) ≤ H and H(h)≪ H(f)1/m ≤ H1/m.
Write
g(x) =
m∏
i=1
(x− αi) with |α1| ≤ |α2| ≤ · · · ≤ |αm|,
then
f(x) = g ◦ h(x) =
m∏
i=1
(h(x)− αi).
There are two cases.
The first case is that |αm| ≤ H(h). Then, the absolute value of
the coefficient of each monomial xj in g, 0 ≤ j ≤ m − 1, is at most
O(H(h)m−j). Let b = H(h). Then, at least one coefficient of H is equal
to ±b. For each 1 ≤ b ≤ H1/m, since h is monic and h(0) = 0, h has
at most 2(2b+ 1)n−2 possibilities. By estimating the possibilities of g
7and h, we deduce that the number of such polynomials f in this case
is at most
(3.2) O
(H1/m∑
b=1
bn−2 · b1+2+···+m
)
= O
(
H
m+1
2
+n−1
m
)
.
The other case is that there exists some integer i ≥ 1 such that
H(h) < |αi| ≤ |αi+1| ≤ · · · ≤ |αm|, and |αi−1| ≤ H(h) if i − 1 ≥ 1.
Then, using (2.2) we have
H(f) = H(
m∏
i=1
(h− αi)) ≍
m∏
i=1
H(h− αi) = H(h)i−1|αiαi+1 · · ·αm|.
So, |αiαi+1 · · ·αm| ≪ H(f)/H(h)i−1, and thus the absolute value of the
coefficient of the monomial xi−1 is at most O(H(f)/H(h)i−1). More-
over, the absolute value of the coefficient of each monomial xj in g,
0 ≤ j ≤ m − 1, is at most O(H(f)/H(h)j). As the above, by esti-
mating the possibilities of g and h, we know that the number of such
polynomials f in this case is at most
O
(H1/m∑
b=1
bn−2 · H
m
b1+2+···+(m−1)
)
= O
(
Hm
H1/m∑
b=1
1
b
m(m−1)
2
+2−n
)
≪


Hm if m(m− 1) ≥ 2n,
Hm logH if m(m− 1) = 2(n− 1),
H
m+1
2
+n−1
m if m(m− 1) ≤ 2(n− 2).
(3.3)
Now, if m(m − 1) ≥ 2n, then (3.2) becomes O(Hm− 1m ). This, to-
gether with (3.1) and (3.3), gives
Hm ≪ Dd(m,n;H)≪ Hm.
Assume that m(m − 1) = 2(n − 1). Then, (3.2) becomes O(Hm).
This, together with (3.3), implies that
Dd(m,n;H)≪ Hm logH.
When m(m− 1) ≤ 2(n− 2), using (3.2) and (3.3) we have
Dd(m,n;H)≪ H m+12 +n−1m .
Finally, assume that m = n = 2 (so, d = 4). This case satisfies
m(m−1) = 2(n−1). So, by (3.3) we get the upper bound O(H2 logH)
for D4(2, 2;H). For the lower bound, we let b1, a0, a1 be three integers
satisfying 1 ≤ b1 ≤ H1/2, 1 ≤ a0 ≤ H and −H/b1 ≤ a1 ≤ −1. If
H ≥ 4, each polynomial
(x2 + a1x+ a0) ◦ (x2 + b1x) = x4 + 2b1x3 + (a1 + b21)x2 + a1b1x+ a0
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is of height at most H . Note that different choices of (b1, a0, a1) yield
different polynomials. By counting these polynomials, we get the lower
bound H2 logH ≪ D4(2, 2;H). So, we obtain
H2 logH ≪ D4(2, 2;H)≪ H2 logH.
3.2. Proof of Theorem 1.3. For d = 6, by Theorem 1.1 we have
D6(2, 3;H)≪ H5/2.
Since I6(H) = D6(3, 2;H), we indeed have
D6(H) = I6(H) +O(H
5/2).
In the following, we can suppose that d 6= 6 and d 6= ℓ2. Since d 6= ℓ2,
we have d 6= 4 and d/ℓ ≥ ℓ + 1 ≥ 3. Then, according to Theorem 1.1,
it suffices to consider three cases regarding the pairs (m,n) of integers
m,n ≥ 2 with d = mn.
The first case is to assume that m(m − 1) ≥ 2n. Given such a pair
(m,n), by Theorem 1.1 we get
Dd(m,n) ≍ Hm.
Since d/ℓ is the largest factor of d other than d, we must have m ≤ d/ℓ.
We claim that if m < d/ℓ, then m ≤ d/ℓ− 2. Indeed, if m = d/ℓ− 1,
then we have that d/ℓ and d/ℓ− 1 are two coprime factors of d, which
implies that d/ℓ − 1 = ℓ (because d/ℓ ≥ ℓ + 1 and d/ℓ is the largest
factor of d other than d); so we have d = ℓ(ℓ+1), m = ℓ, n = ℓ+1, and
thus we obtain ℓ = 2, m = 2, n = 3 (because 2 | d), which contradicts
with the assumptions d 6= 6 and m(m − 1) ≥ 2n. So, if m < d/ℓ, we
have
(3.4) Dd(m,n)≪ Hd/ℓ−2.
The second case is to assume that m(m− 1) = 2(n− 1). Given such
a pair (m,n), by Theorem 1.1 we obtain
Dd(m,n;H)≪ Hm logH.
Clearly, m < d/ℓ in this case. As the above, we in fact have m ≤
d/m− 2, and so
(3.5) Dd(m,n)≪ Hd/ℓ−2 logH.
The third case is to assume that m(m− 1) ≤ 2(n− 2). Given such
a pair (m,n), by Theorem 1.1 we obtain
Dd(m,n;H)≪ H m+12 +n−1m .
9If m = 2, then ℓ = 2, n = d/ℓ ≥ 4 (because d 6= 6), and so we have
m+ 1
2
+
n− 1
m
=
n
2
+ 1 =
d
2ℓ
+ 1 ≤ d/ℓ− 1,
which implies that
(3.6) Dd(m,n;H)≪ Hd/ℓ−1.
Now, assume that m ≥ 3, then since m(m−1) ≤ 2(n−2) and noticing
d/ℓ ≥ 3, we obtain
m+ 1
2
+
n− 1
m
=
m(m− 1) + 2m+ 2(n− 1)
2m
≤ 2n− 3
m
+ 1
≤ 2n/3 ≤ 2d/(3ℓ) ≤ d/ℓ− 1,
which implies that
(3.7) Dd(m,n;H)≪ Hd/ℓ−1.
Hence, using (3.4), (3.5), (3.6) and (3.7), we obtain
(3.8) Dd(H) = Dd(d/ℓ, p;H) +O(H
d/ℓ−1)
Finally, for a polynomial f ∈ Z[x] contributing to Dd(d/ℓ, ℓ;H) with
f = g ◦ h, deg g = d/ℓ and deg h = ℓ, certainly h is indecomposable
(because it is of prime degree). Suppose that g is decomposable. Then,
f also contributes to some Dd(m,n;H) with d/ℓ > m ≥ n or m < n.
However, for each pair (m,n) of this kind, noticing d 6= 6 and according
to (3.4), (3.5), (3.6) and (3.7), we have
Dd(m,n;H)≪ Hd/ℓ−1.
This implies that
(3.9) Dd(d/ℓ, ℓ;H) = Id(H) +O(H
d/ℓ−1).
So, the desired result follows from (3.8) and (3.9).
4. Proofs for the non-monic case
4.1. Proof of Theorem 1.4. The strategy is the same as that in the
proof of Theorem 1.1.
First, counting polynomials of the form
(amx
m+am−1x
m−1 + · · ·+ a1x+ a0) ◦ xn
= amx
mn + am−1x
(m−1)n + · · ·+ a1xn + a0,
where |ai| ≤ H for each 0 ≤ i ≤ m, we get a lower bound
(4.1) Hm+1 ≪ D∗d(m,n;H).
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Using Lemma 2.1, we know that for a decomposable integer polyno-
mial f of degree d and height at most H , which satisfies f = g ◦h with
h(0) = 0, deg g = m and deg h = n for some g, h ∈ Z[x], we have
(4.2) H(g)≪ H(f) ≤ H and |am|H(h)m ≪ H(f) ≤ H,
where am is the leading coefficient of g. Write
g(x) = am
m∏
i=1
(x− αi) with |α1| ≤ |α2| ≤ · · · ≤ |αm|,
then
f(x) = g ◦ h(x) = am
m∏
i=1
(h(x)− αi).
There are also two cases.
The first case is that |αm| ≤ H(h). From (4.2), we have
|am| ≪ H(f)/H(h)m ≤ H/H(h)m.
Then, the absolute value of the coefficient of each monomial xj in g,
0 ≤ j ≤ m, is at most O(|am|H(h)m−j) = O(H/H(h)j).
The other case is that there exists some integer i ≥ 1 such that
H(h) < |αi| ≤ |αi+1| ≤ · · · ≤ |αm|, and |αi−1| ≤ H(h) if i − 1 ≥ 1.
Then, by (2.2) and noticing h(0) = 0, we have
H(f) = H(am
m∏
i=1
(h− αi)) ≍ |am|
m∏
i=1
H(h− αi)
= |am|H(h)i−1|αiαi+1 · · ·αm|.
So, the absolute value of the coefficient of each monomial xj in g,
0 ≤ j ≤ m, is at most O(H(f)/H(h)j).
Hence, we always have that the absolute value of the coefficient of
each monomial xj in g, 0 ≤ j ≤ m, is at most O(H(f)/H(h)j). Let
b = H(h). For each 1 ≤ b ≤ H1/m, since h(0) = 0, h has at most
2(2b + 1)n−1 possibilities. By estimating the possibilities of g and h,
we deduce that the number of such polynomials f is at most
O
(H1/m∑
b=1
bn−1 · H
m+1
b1+2+···+m
)
= O
(
Hm+1
H1/m∑
b=1
1
b
m(m+1)
2
+1−n
)
≪


Hm+1 if m(m+ 1) ≥ 2(n+ 1),
Hm+1 logH if m(m+ 1) = 2n,
H
m+1
2
+ n
m if m(m+ 1) ≤ 2(n− 1).
(4.3)
Therefore, if m(m+ 1) ≥ 2(n+ 1), by (4.1) and (4.3) we obtain
Hm+1 ≪ D∗d(m,n;H)≪ Hm+1.
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4.2. Proof of Theorem 1.6. Using Theorem 1.4 (instead of Theorem
1.1), one can get a proof by applying the same lines as in the proof of
Theorem 1.3. Here, we omit the details.
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