Abstract. The notion of data type speci cation re nement is discussed in a setting of System F and the logic for parametric polymorphism of Plotkin and Abadi. At rst order, one gets a notion of speci cation re nement up to observational equivalence in the logic simply by using Luo's formalism. This paper generalises this notion to abstract data types whose signatures contain higher-order and polymorphic functions. At higher order, the tight connection in the logic between the existence of a simulation relation and observational equivalence ostensibly breaks down. We show that an alternative notion of simulation relation is suitable. This also gives a simulation relation in the logic that composes at higher order, thus giving a syntactic logical counterpart to recent advances on the semantic level.
Introduction
The idea behind formal speci cation re nement is that a program is the endproduct of a step-wise re nement process starting from an abstract high-level speci cation. At each re nement step some design decisions and implementation issues are resolved, and if each re nement step can be proven correct, the resulting program is guaranteed to satisfy the initial speci cation.
There are several frameworks in which to do this and several ideas of what it is for one speci cation to be a re nement of another. A prominent framework is that of algebraic speci cation; see 9] for a survey and comprehensive bibliography. But there has been substantial development in other elds as well, notably in type theory, where also ideas from algebraic speci cation have been expressed. This paper investigates speci cation re nement in a setting consisting of System F and relational parametricity in Reynolds' sense 35, 23] as expressed in Plotkin and Abadi's logic for parametric polymorphism 31] . This setting allows an elegant formalisation of abstract data types as existential types 27] . Moreover, the relational parametricity axiom enables one to derive in the logic that two concrete data types, i.e. inhabitants of existential type, are equal if and only if there exists a simulation relation 16] between their implementation parts. Together with the fact that at rst order, equality at existential type is derivably equivalent to a notion of observational equivalence, this formalises the semantic proof principle of Mitchell 25] . This lifts the type-theoretic formalism of re nement due to Luo 22 ] to a notion in the logic of speci cation re nement up to observational equivalence; a key issue in program development.
In this paper, we discuss the above type-theoretic notion of speci cation re nement in more generality, i.e. we treat data types whose operations may be higher order and polymorphic. At higher order, the formal link between the existence of a simulation relation and observational equivalence breaks down. Our solution in the logic is to use an alternative notion of simulation relation based on a weaker arrow-type relation. This notion composes at higher-order, thus relating the syntactic level to recent and on-going work on the semantic level remedying the fact that logical relations traditionally used to describe re nement do not compose at higher order 17, 18, 21, 20, 32] .
In 12] an account of algebraic speci cation re nement 38, 37] is mapped to the rst-order type-theoretic re nement notion, and the two accounts of re nement are shown to coincide. Important issues in algebraic speci cation re nement, such as the choice of input sorts 36] and the stability of constructors 39, 37, 10] , are automatically resolved in the type-theoretic setting. Other work linking algebraic speci cation and type theory includes 28, 34, 2, 41, 40] . Relevant work using System F and parametricity includes 29, 30] showing that the introduction of non-terminating recursion also breaks down the tight correspondence between the existence of a simulation relation and observational equivalence.
In 12] a proof method from algebraic speci cation for proving observational re nements 5, 4, 6] is imported into the type-theory logic by adding axioms postulating the existence of quotients and sub-objects. Work related to this is 33, 42] . The higher-order generalisation of this is to be found in 13].
Section 2 outlines the type theory. In Sect. 3 re nement is introduced in a rst-order setting, and Sect. 4 generalises to higher-order and polymorphism.
2 System F and the Logic for Parametric Polymorphism
We brie y recall the parametric -calculus System F, and sketch the accompanying logic of 31, 24] for relational parametricity on System F. It is this accompanying logic that bears a relational extension rather than the -calculus. See 1] for a more internalised approach. System F has types and terms as follows:
T ::= X j T ! T j 8X:T t ::= x j x:T:t j tt j X:t j tT where X and x range over type and term variables resp. However, formulae are now built using the usual connectives from equations and relation symbols:
::= (t = A u) j R(t; u) j j 8R A B: j 9R A B: where R ranges over relation symbols. We write R; X; x] to indicate possible and all occurrences of R, X and x in , and may write ; A; t] for the result of substitution, following the appropriate rules concerning capture.
A second-order environment consists of a type environment and a termenvironment ? depending on as usual. For notational convenience we will amalgamate environments into a single environment ?. Judgements for type and term formation are as usual. However, formula formation now involves relation symbols, and we therefore employ relation environments, viz. a nite sequence of relational typings R A B of relation variables, depending on , and obeying standard conventions for environments. The formation rules for atomic formulae consists of the usual one for equations, and now also one for relations:
?`t:A; ?`u:B; ?` ; `R A B ?; `R(t; u) Prop (also written tRu)
The other formation rules for formulae are as one would expect. Relation environments will also be amalgamated into ?. The proof system giving the consequence relation of the logic is natural deduction over formulae now involving relation symbols, and is hence augmented with inference rules for relation symbols, for example we have for a nite set of formulae: We omit subscripts to pack and unpack as much as possible. Operationally, pack packages a data representation and an implementation of operators on that data representation. The resulting package is a polymorphic functional that given a client and its result domain, instantiates the client with the particular elements of the package. And unpack is the application operator for pack. For brevity, in this paper we do not consider parameterised speci cations and so assume X to be the only free type variable in T X].
The notion of speci cation of Def. 1 resembles that of 22]. However, as we are about to see, the important di erence is that here equality of data-type inhabitants is inherently behavioural, and implementation is up to observational equivalence. In analogy to the meta-level notion in 25], we de ne observational equivalence in terms of observable computations in the logic as follows. The rst result is essential to understanding the notion of speci cation in Def. 1. It is a syntactic counterpart to a semantic result in 25, 26] . Theorem 3 ( 12] ). Suppose hh9X:T X]; i; Obsi is an abstract data type specication such that T X] only contains rst-order function pro les. Then, assuming Param, equality at existential type is derivably equivalent to observational equivalence, i.e. the following is derivable in the logic. Consider the data type LI def = (pack list(nat) l): Sig Set , where l:empty gives the empty list, l:add adds a given element to the end of a list only if the element does not occur in the list, l:in is the occurrence function, and l:remove removes the rst occurrence of a given element. Typing allows users of LI to only build lists using l:empty and l:add, and on such lists the e cient l:remove gives the intended result.
De nition 2 (Observational Equivalence
Crucially, any closed observation f: 8X:(T Set X] ! C), C 2 Obs can only refer to lists built using l:empty and l:add. For example, in the observable computation X: x: T Set X] : x:in(x; x:remove(x; g)), where g is a term of the bound type X, the typing rules insist that g can only be of the form x:add( x:add(x:empty) ) and not a free variable. This implies through Theorem 3 that LI is a realisation of Set according to Def. 1.
In the world of algebraic speci cation, there is no formal restriction on the set In of so-called input-sorts. Thus, if one chooses the set of input sorts to be In = fset; bool; natg, then in(x; remove(x; s)) where s is a variable, is an observable computation. This computation might give true, since s ranges over all lists. In algebraic speci cation one has to explicitly restrict input sorts to not include the abstract sort, in this case set, when de ning observational equivalence 36], whereas the type-theoretic formalism deals with this automatically. The idea of speci cation re nement up to observational equivalence can now be expressed straight-forwardly by simply using the notion of re nement in 22]. Relating data types by simulation relations is often called data re nement. There are thus two re nement dimensions; one concerning speci cations, and within each stage of this re nement process, a second dimension concerning observational equivalence, i.e. simulation relations, i.e. data re nement. At rst order, theorems 3 and 4 give the essential property that the existence of simulation relations is transitive, but we can actually give a more constructive result: 
R])b^b(T S])g ) a(T S R])g 4 Higher Order
If T X] has higher-order function pro les, Theorem 4 fails due to Dfnbl not extending to a logical relation. Theorem 5 fails as well, and indeed we cannot even derive that the existence of simulation relations is transitive.
The solution we present here is based on an alternative notion of simulation relation, and is motivated as follows. Consider the higher-order signature 9X:Record (f : (X ! X) ! nat; g : X ! X). One requirement for an R A B to be respected in the standard sense by two implementations a and b, is that 8 : A ! A; 8 : B ! B : (R ! R) ) a:f( ) = nat b:f( ). But since f is de ned within a package, f should be speci c to that package, and f's behaviour on elements outside the package should be irrelevant.
Therefore the proof obligation should not have to consider the behaviour of a:f and b:f on arbitrary operators : A ! A and : B ! B as long as their behaviour satis es the requirement for operators de ned in terms of a:g and b:g and operators of globally accessible types. This view is partly what the type system promotes through existential types: Operationally, the only way two concrete data types (packAa) and (packBb) can be used is in clients of the form X: x: Record(f: (X ! X) ! nat; g: X ! X) : t. Such a client can incite the application of a:f and b:f to a:g and b:g resp., but not to arbitrary :A ! A and : B ! B. Existential types therefore provide an abstraction barrier to which the standard de nition of type relations is in a certain sense oblivious, and we suggest altering the relational proof criteria accordingly. We also want the data type relation of Def. 4 to retain the property of being the equality over types in Obs. This is not derivable, but since Obs contains only inductive types, we get a semantic justi cation for this property. Def. 4 , we obtain variants of Theorem 4 valid also for higher-order function proles (theorems 9 and 15). However, this comes at a price, since we here choose not to alter the parametricity axiom schema. Consequently, we loose proof power when considering the alternative simulation relation in universal type relations, and we can no longer rely directly on parametricity, as in Lemma 4, when deriving observational equivalence from the existence of a simulation relation.
Special Parametricity
Our solutions to this is to validate semantically special instances of alternative parametricity su cient to reinstate the necessary proof power.
The special instances come in two variants, both based on the notion of closed observations. In shifting attention from general observable computations as proclaimed in Def. 2, to a notion of closed observations, we must now specify the collection In of input types in observations. (Compare this to the discussion around Example 2.) A sensible choice is to regard all types in Obs as input types, and henceforth In is assumed to contain this. 
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Finally we retrieve the notions of speci cation re nement. We have established the coincidence of observational equivalence and the existence of a simulation relation at higher order, but in this paper we do not tie the link to equality at existential type. This is of minor importance because we can simply rede ne our notions in terms of ObsEqC (or ObsEq) instead of equality: The realisation predicate of Def. 1 then reads SP (u) = 9X:9x: T SP X] : u ObsEqC (packXx)^ SP X; x]. Note that we now have to show the stability of constructors explicitly.
Final Remarks and Discussion
This paper has addressed speci cation re nement up to observational equivalence with System F using Plotkin and Abadi's logic for parametric polymorphism. At rst order, speci cation re nement up to observational equivalence can be de ned in the logic using Luo's formalism, because equality at existential type coincides (Theorem 3) with observational equivalence ObsEq (Def 2). At higher order, i.e. when the data type signature has higher-order function types, we ostensibly loose the correspondence in the logic between observational equivalence and the existence of a simulation relation. We argued that at higherorder the usual notion of simulation relation is too strict, since it for function types requires that one consider arbitrary arguments, which might be other than those actually accessible in computations.
Thus an alternative simulation relation T R] ? was proposed based on the Dfnbl ? clause and data type relation (Def. 4). Then a correspondence in the logic between observational equivalence and the existence of this alternative simulation relation is re-established in any model in which the axiom schema spParam is valid (Theorem 9). For the parametric PER-model, we also achieve the correspondence (Theorem 15) by extending the logical language with basic predicates Closed? , de ning a second alternative simulation relation T R] ? C , and validating the axiom schema CspParam w.r.t the parametric PER-model. Finally, we achieve a simulation relation in the logic that composes at higher-order (theorems 10 and 16) . This relates to on-going work on the semantic level.
The approach taken in this paper is conservative in that we in the outset do not want to alter either the type theory nor the parametricity axiom schema. This is motivated by the view that it is the relational proof criteria speci cally for abstract data types that need amending, not the type theory itself. The parametricity axiom is left alone in order to relate to established models for relational parametricity. However, there seem to be other interesting approaches worth looking into. One alternative would be to alter the type system so as to isolate separate types for use in abstract data types, and then extend the parametricity axiom schema to deal with these types. A very promising approach to nding a non-syntactic model satisfying spParam seems to be to work along the lines of Jung and Tiuryn 19], and de ne a non-standard Kripke-like model to validate the logic.
