Some medical interventions require knowing the correspondence between an MRI/CT pre-operative image and the actual position of the patient. Examples occur in neurosurgery, radiotherapy, interventional radiology, but also in video surgery (laparoscopy). We present in this article three new techniques for performing thL task without artificial markers. We find the 3D-2D projective transformation (composition of a rigid displacement and a perspective projection) which maps a 3D object onto a 2 0 image of this object.
Introduction
Medical images are commonly used to help establish a correct diagnosis or to plan therapy. But they can also be used to control therapy. A recent overview of this research field can be found in [lS] and [2]. One of the most difficult task is t o register, if possible in real time, a video or X-Ray image of the patient (intraoperative image) with a pre-operative image (MRI or CT). Basically, one must find the 3D-2D projective transformation (composition of a rigid displacement and a perspective projection) which maps a 3D object onto a 2D image of this object, the relative positions of the 3D object and the 2D sensor being unknown.
This problem can be solved with artificial markers visible in both images, but this produces unacceptable constraints (e.g. pre-operative images must be taken on the same day as the intervention, stereotactic frames are very painful and can prevent a free access to the surgeon, etc.. . ([lo, 91) .
This paper is a contribution t o this new and exciting research field. We introduce three different techniques for 3D-2D registration, depending on the particular clinical problem. We first describe (section 2) a framework for finding the geometric transformation between a 3D image of vessels and a 2D radiography of those vessels. This is the 3D-2D curve registration problem. Then, we present in section 3, an approach which makes use of passive stereo t o reconstruct a 3D surface during the intervention. The problem is in this case 3D-3D surface rigid registration. Finally, in section 4, we present a technique which allows us to find the transformation between a 3D surface and an image of the surface, by using the silhouette. This is the 3D-2D surface registration problem.
For the three registration problems addressed in this paper, we have developed a unified framework: 0 First, we find an initial estimate of the geometric transformation. To do that, we use bitangent planes or bitangent lines, which are semidifferential invariants [7] involving only first order derivatives. Hence, our framework does not depend on the initial relative positions of the objects.
0 Then, we find an accurate transformation by defining a distance between the 3D and the 2D object (which is a compromise between the spatial distance and the difference in normal or tangent orientation) and by minimizing it using two-step minimization algorithms which are extensions of the Iterative Closest Point algorithm presented in 13, 171. The use of extended Kalman filters allows us to take into account the critical problem of outliers, computing Mahalanobis distances and performing generalized x2 tests.
Because of the lack of space, the details are just provided for the first problem. Only the results are presented for the two last ones. All the details are given in [SI.
3D-2D projective curve registration
We consider the problem of finding the projective transformation between a 3D (MR or CT) image of vessels (for example in the brain or kidney) and a 2D angiography X-Ray of those vessels ( figure 1 ). An interesting application is in interventional radiography. A common intervention for the radiologist is to introduce a catheter into an artery and to guide it towards a lesion within a vessel. The radiologist injects opaque fluid and takes radiographies throughout the intervention (which can be quite long) in order to see the vessels and the catheter. The opaque liquid can be dangerous for the patient, and the X-radiations are invasive for both the radiologist and the patient. Also, understanding the 3D shape of the vessels from two radiographies is a very hard task.
Knowledge of the projective transformation which maps the 3D vessels onto the 2D ones enables us to determine the position of the catheter (which is visible in the radiography) with respect to the 3D image.
Hence, the radiologist could visualize his catheter in the 3D image during the intervention. This is a significant step toward finding the right path within the vessels. Since this reduces the risk of an incorrect interpretation, the intervention becomes safer. Moreover, by reducing the interpretation time, the quantity of injected liquid and radiations can be lowered.
Some recent work ([13]) enables us to represent the vessels as curves described by points and associated tangents in both the 3D and the 2D images. Hence, from a computer vision point of view, the problem is t o find the best projective transformation which maps a given 3D curve onto a given 2D curve, the two curves being described by points and their associated tangents. Note that we know the camera calibration matrix T corresponding to the 2D image processing. So, the problem is to find the rigid displacement (R, t ) so that, for all points Mi on the 3D curve corresponding to the point mi on the 2D curve, mi = P r o j ( R m i + t ) , where P r o j is the perspective projection corresponding to the calibration matrix T.
Finding an initial estimate of the pro-
A well-known result is that knowledge of three points M I , M2, A43 on the 3D object and of the three ject ive transformat ion corresponding 2D points m1,m2,m3 in the 2D image yields four rigid displacements (R, t) which satisfy mi = PToj(RMi+t) (see for example 1121). Of course, it is not possible to select all 3D and 2D triplets and t o explore all possible combinations in order to find an estimate of the transformation. We have to select from the 3D and 2D curves two subsets of triplets which can match each other. In order to reduce the number of potential matches, we use two projective properties of prooE Let MI and M2 be two points on C. Let TI and TZ be the attached tangents. Let ml and m2 be the projection of MI and M2. If ml and m2 share the same tangent line, these tangent lines are projections of two 3D tangent lines on C which lie in the plane defined by (O,ml,mt). This proves that TI and T2 are coplanar. We use these two properties to find automatically an initial estimate of the projective transformation which maps a given 3D curve C onto a given 2D curve c as follow:
1. Choose a triplet (ml,mz,m3) of points on the 2D curve c such that a) the tangent lines a t point ml and m2 are the same line 1 ; and b) m3 is an intersection point between c and 1. is an intersection point between C and P, compute the projective transformations which maps ( M l , M 2 , M 3 ) on (ml,m2,m3). Stop if a computed projective transformation is a correct initial estimate.
3. If no solution was found, return to point 1.
More details on this algorithm can be found in IS].
We note that the complexity is quasi-linear in the number of points describing the curve.
Extension of the ICP algorithm to 3D-2D curve registration
The combinatorial search described in the previous subsection provides an estimate of the projective transformation. In order to get a more accurate transformation, we propose to then minimize the energy: E(R, t) =
IIProj(RMi+t)-CP(PToj(RMi+t))ll
Mi E C where (R,t) is a rigid displacement and where CP is the function which associates to a point in the 2D image its closest point on the the 2D curve c. 
Working with incomplete data and
In step 1 of the iterative algorithm, we map each point of C to a point on c. But some points on C do not have any homologous point on c (especially if the 3D image is a MR image), and some points on c do not have any correspondent on C. Thus, given a pair ( M , m ) in Matchj, we have to decide whether it is a plausible match. This is very important because, if we accept incorrect matches, the found projective transformation will be biased (and therefore inaccurate), and if we reject correct matches, the algorithm may not converge towards the best solution.
As proposed in 111, we make use of the extended Kalman filter (EKF) to minimize the criterion at step 2 of the extended ICP algorithm. This allows us to associate to the six parameters of (Ri, ti) a covariance matrix Si and to compute a generalized Mahalanobis distance S for each pair of matched points ( M , m ) .
This generalized Mahalanobis distance, under some rithm can be found in [SI.
outliers
assumptions on the noise distributions and some firstorder approximations, is a random variable with a x2 probability distribution. By consulting a table of values of the x2 distribution, it is easy to determine a confidence level E for S corresponding to, for example a 95% probability of having the distance S less than E. In this case, we can consider the match ( M , m ) as likely or plausible when the inequality 6 < 6 is verified and consider any others as unZzkely or unplausible. This distinction between plausible and unplausible matches implies a change in the second step of the iterative algorithm. Given Matchj, instead of computing the rigid displacement (R, t) which minimizes the least squares criterion for all the pairs, we just consider the plausible matches, and this makes the algorithm much more robust to occlusion and outliers.
More details about the meaning of "plausible or not" and about the EKF can be found in [SI.
Extension using the tangent information
The exploitation of tangent information enhances the convergence ability of the 3D-2D ICP algorithm.
In this case, the points on the 2D curves are no longer 2D points. They are 4D points (z,y,tanz,tan-y),
where ( q y ) are the classical spatial coordinates and (tanz, tan-y) are the coordinates of the normalized tangent vector to the curve. Hence, given two points ml and m2 with coordinates (51, y1, tanzl, tan-yl) and (x2,y2,tan~2, tan-yz), we can define the distance where ai is the inverse of the difference between the maximal and minimal value taken by the ilh coordinate of the set of points in c.
The 4D criterion corresponding to this new 4D distance measures both, (a) the spatial distance between points of the projected curve and the 2D curve, and (b) the difference of tangent orientation of those points.
The modifications to the previous extended ICP algorithm to minimize the new 4D criterion are straight-
forward and the experiments demonstrate that the use of tangent information makes the minimization algorithm less sensitive to its initialization (see IS]).
Results
We present an application of this framework to the data shown in figure 1. demonstrates that the search for the initial transformation (subsection 2.1) is crucial. Figure 2 ( bottom) shows the result of the minimization process presented in section 2.2 from this initial estimate. The computation time is 20 seconds on a DEC alpha workstation.
For matched points, the average distance is 6.8 pixels for the initial estimate and 0.83 pixel for the final
registration. An improved quantitative measure would require two radiographies taken with a 90 degrees angle. This would allows us to measure the E error. We plan to conduct such experiments in the near future. Note that when several radiographies are available, the relative acquisition positions being known, it is straightforward to define a criterion as the sum of the criteria defined above for each image and then t o take into account all the radiographies.
3D-3D surface rigid registration
The approach presented in this section, to find the correspondence between a 3D image and the actual position of the patient, is related to 181, 151 and 1151.
We also split the problem into two stages: reconstruction and rigid registration; but the way we perform the surface reconstruction is different. We use a passive stereo system developed by Devernay (141) within the Robotvis group at INFUA. The result is a dense description using points and normals of the patient's surface. The coordinates of these points and normals are expressed in the camera frame. Because the transformation which maps the reconstructed surface to the camera image is known, the problem is t o find the transformation between the MRI/CT image and the reconstructed surface. In order t o find this transformation, we extract from the MRI/CT image the surface of the patient's face. Hence, we also get a description by points and normals, and the rigid registration problem is the following: Given two surfaces described by points and normals, find the rigid displacement that best superposes these two surfaces.
As for the 3D-2D projective registration problem, we first find an estimate of the rigid displacement. To do this, we compute independently on each surface the set of pairs of points sharing the same tangent plane (the bitangent points) (figure 3). Using the distance constraint, we just explore the combinatory of the possible bitangent matches to find the initial estimate. In order to find an accurate transformation, we use an extension of the ICP algorithm, taking account for the normal information and dealing with occlusions and outliers. The details can be found in 161.
The result is the point-to-point correspondences between the MFU head surface and the stereo face surface (this is the result of the registration), and because for each point of the stereo surface we know the grey level from the video image, we can map the video image onto the MFU surface ( figure 4, top) . Finally, we can project the brain onto the video image (figure 4, bottom) using the computed projective transformation. In fact, we now have enough geometric and textural parameters to produce a stereo pair of realistic images from a continuous range of viewpoints and provide the surgeon with the feeling of seeing inside the patient's head and guide him/her during the intervention as explained in IS].
3D-2D projective surface registration
The approach presented in this section to find the projective transformation between a 3D pre-operative image and a 2D intra-operative image is close to the approach introduced by Lavallee in [lo] . We find the position of the 3D object such that its projection corresponds to the occluding contours detected in the 2D image. But Lavallee's approach assumes that it is possible to determine globally the interior and the exterior of the occluding contour. This is often a hard task in practice. The use of the vector normals allows us to avoid this problem. Moreover, we do not make any assumption about the initial position of the 3D object. Ponce also used the occluding contour in 191 t o find the pose of 3D objects, but his scheme requires second order derivatives, which can significantly reduce the robustness of the approach.
In our framework, we use a fundamental property of occluding contour :
If a point M on a 3D surface S is such that its PTOjection m = P T O~( M ) lies on the occluding contour c, then the normal vector N to S at point M is equal to the normal vector n of the plane P defined by (m, 0, t), where t is the tangent vector to the occluding contour at point m.
Thanks to this property, we developed a combinatorial approach to find an initial estimate of the projective transformation and a 6D extension of the ICP algorithm to find an accurate transformation. The details can be found in 161 . Figure 5 presents a 3D CT-scan image of a skull and a 2D X-Ray image of it. Figure 6 shows the result of the 3D-2D registration based on the silhouettes detected in the 2D image.
Conclusion
We have presented a unified framework to perform 3D-2D projective registration. Though we have pre- The goal k to the 3D-2D projective transformation (11 parameters) mapping the 3D surface (left) Onto the 2D image (right), using the 2D contour Of the from the X-&y image exactly corresponds to the contours of the 3D model (except small where the contour extraction is not perfect and which are considered outliers). This demonstrates that we recovered the correct projective transformation. skull in the 2D image.
sented results on real data which demonstrate the validity of our approach, a lot of work still has to be done. First, we would like t o compare from a practical point of view the techniques described in this paper with respect to the techniques presented here with others. For instance, we plan t o develop procedures to validate rigorously the accuracy of the techniques. Then, we wish t o validate our approach on a larger scale. At least for the vessels registration problem, we plan t o conduct a clinical validation in collaboration with GEMS and a hospital.
We believe that it should be possible t o perform real-time tracking of the patient and enable the surgeon t o move either the patient or the 2D sensor. Indeed, for tracking we just need t o correct a projective transformation which is quite close to the right solution. Hence, because the initialization would be good, it should be possible t o use the extensions of the iterative closest point algorithm presented in this paper with just a few points without local minimum problem and get fast convergence for the eleven parameters of the projective transformation.
