Microscopic analysis of breast cell and tissue is a critical step in the definitive diagnosis of breast cancer. However, it's time-consuming and fatigable for histopathologists to find the diagnostic characteristic of cell and tissue in breast histopathological image through multiple magnification scannings. Many computer-aided studies, including traditional machine learning and deep learning approaches, have been conducted to efficiently assist histopathologists in making diagnostic decision. However, precision and complexity of such approaches remain challenging. In this work, we propose and evaluate a new framework, called multiscale context-cascaded ensemble framework (MsC 2 EF), to classify breast histopathological images. The model based on MsC 2 EF exhibits a higher precision than traditional machine learning. Meantime, it is more efficient and hardware-independent compared with deep learning approaches. The MsC 2 EF consists of the input, cascade, and decision layers. The input layer comprises a feature extractor and a spatial pyramid of image to execute feature input from coarse to fine scales. Four ensemble channels are stacked in a parallel manner as the cascade layer to select and transfer contextual feature iteratively and adaptively. For the decision layer, kernel fusion-based method is integrated to perform classification of breast histopathological image by fusing four different feature spaces. Our proposed method has been evaluated on an open dataset. The experimental result shows that MsC 2 EF obtains a good classification performance (Accuracy at patch level: 0.948±0.016; accuracy at patient level: 0.981±0.016), indicating its potential application to the classification of breast histopathologist images.
I. INTRODUCTION
Breast cancer is the most frequently diagnosed cancer with high incidence and mortality among females worldwide, and its early detection and diagnosis are keys to its successful treatment [1] - [2] . Although imaging technologies, including mammograms, magnetic resonance imaging, and ultrasound imaging, are beneficial for the detection and diagnosis of breast cancer, the gold standard for a definitive diagnosis of breast cancer is a biopsy followed by microscopic analysis [3] - [5] . Histopathologists examine and evaluate patterns, The associate editor coordinating the review of this manuscript and approving it for publication was Ziyan Wu .
textures, and morphology of cells and tissues of in breast histopathological images through multiple magnification scannings to make a diagnosis. However, histopathological image analysis is a time-consuming task, and making a correct diagnosis often depends on the experience and knowledge of the pathologists. Meantime, this process is influenced by some factors, such as fatigue and decrease of attention. Therefore, it is highly desirable for computer aided diagnosis (CAD) to efficiently assist histopathologists to make diagnostic decisions [6] .
Several traditional machine learning-based [7] - [9] and deep learning-based [10] - [11] approaches have been proposed for the classification of breast histopathological image.
Traditional machine learning-based methods refer to handcrafted image feature extraction and classifier modeling. Although the hand-crafted image features with clear mathematical definition have been proven beneficial to medical image analysis, the model precision is limited to the classifier, especially when dealing with a relatively large dataset. On the contrary, deep learning can handle a large dataset by autoencoding and modeling [12] . However, deep learning, as a black box, lacks interpretability and is very dependent on hardware and large data, which is not always available in clinical practice [13] . In addition, deep learning with high complexity is hampered by large network structures and parameter settings.
Regardless of learning-based and deep learning-based methods, a large scale and annotated dataset is important. However, most works [14] - [15] on the classification of breast histopathological image are carried out on small datasets, which lack validation on a large and available dataset. Recently, a dataset (BreaKHis) composed of 7909 breast cancer histopathological images collected from 82 patients was introduced for this task [9] . The representative images under different magnification factors are shown in FIGURE 1. In general, benign tumors have a well-definite border, integrated membrane, and rate karyokinesis, and are similar to surrounding tissues. Malignant tumors show the opposite of these traits. In this study, we propose and evaluate a new classification framework, i.e., multiscale context-cascaded ensemble framework (MsC 2 EF), to classify breast histopathological images from BreaKHis. The major contributions of this study are summarized as follows:
• We first propose a novel MsC 2 EF structure, which uses support vector machine (SVM) as the base classifier, for application to the classification of breast histopathological image. This structure can also be used for other tasks and base classifiers.
• The cascade layer consists of four ensemble channels that enhance the diversity of a base learner. Furthermore, we develop an adaptive post-pruning algorithm for each layer to supplement relevant features and prune redundant features iteratively. During this process, different layers aim to select and transfer contextual feature from coarse scale to fine scale of the image.
• To handle a large-scale and unevenly distributed dataset, kernel fusion-based method is integrated as the decision layer to perform final classification for breast histopathological image.
• MsC 2 EF does not need to adjust parameters as complex as deep learning, and has good stability. (For deep learning, adjusting parameter often directly and substantially affects the results, resulting in low repeatability).
The remaining part of this paper is organized as follows. In Section II, we briefly review the previous studies related to our work. In Section III, dataset and the new proposed MsC 2 EF method are described in detail. Experimental setting and result are illustrated in Section IV. Finally, discussion and conclusion are presented in Sections V and VI, respectively.
II. RELATED WORD
In this section, we present an overview of the previous studies about the BreaKHis dataset, followed by a brief introduction to ensemble learning.
A. BREAKHIS CLASSIFICATION
A series of methods based on traditional machine learning tried to classify BreaKHis into benign and malignant tumors. Spanhol et al. [9] widely assessed six feature extractors, as well as four classifiers over different magnification levels (40×, 100×, 200×, and 400×). Dimitropoulos and Vishwakarma [16] classified BreaKHis through the encoding of histological images as Vector of Locally Aggregated Descriptors representations on the Grassmann manifold. The limitations of these works are summarized in 3-fold as follows: (i) no reducing dimension of feature before the classifier causes overfitting, thereby decreasing the generalization performance of classifier; (ii) all analyses were performed independently on a single scale, which lacks multiscale information; and (iii) the predictive precision is limited to a single classifier.
Different from traditional machine learning-based method, deep learning performs classification through auto encoding and modeling rather than by hand-crafted feature and specified classifier. Bayramoglu et al. [17] developed a convolutional neural network (CNN) consisting of three convolutional layers, three pooling layers, and a fully connected layer to classify BreaKHis based on single magnification. Spanhol et al. [18] proposed a method based on image patches to train the AlexNet for BreaKHis classification. Nahid et al. [19] assessed CNN, Long-Short-Term-Memory, and their combination for BreaKHis classification by using SVM and Softmax layer as the decision-making function. Although more decent results have been reported using deep learning than traditional machine learning approaches, deep learning has 2-fold deficiencies as follows. (i) Deep learning with high accuracy is related to complex structure design and fine tuning of many parameters. (ii) It has high complexity in both of computation and structure, and needs hardware support.
B. ENSEMBLE LEARNING
Ensemble learning is a powerful learning paradigm that constructs and combines a set of classifiers for a task [20] . Ensemble learning achieves better generalization performance than a single classifier, which can be divided into two categories according to generation method of base classifier, as follows: (i) serialization method of the base classifier, which has strong dependence and must be generated serially; and (ii) parallel method of the base classifier, which has no strong dependence and can be generated simultaneously [21] , [22] .
For an excellent ensemble, combining some accurate classifiers with the relatively weak ones is superior to those with pure accuracy, because complementarity is very crucial to ensemble learning. An ensemble algorithm with good generation performance requires accuracy and diversity for individual classifier, which has been theoretically derived from error-ambiguity decomposition [23] . The ensemble manner is roughly divided into three categories [22] , as follows: (i) averaging methods, such as simple averaging and weighting averaging; (ii) voting methods, including majority voting, plurality voting, and weighted voting; and (iii) learning methods, such as stacking. The strategies of diversity enhancement include data sample manipulation, input feature manipulation, learning parameter manipulation, and output representation manipulation. Data sample manipulation works by selecting different data samples to train individual classifier [24] - [25] . Input feature manipulation generates different feature subspaces to train individual classifiers, such as RF [26] . Learning parameter manipulation combines the base classifier with different parameter settings to achieve diversity [27] - [28] . Output representation manipulation works by disturbing the output representation of training samples [29] - [30] . Deep neural networks with powerful ability can be considered a serialized ensemble system of neural networks by using stacking and learning parameter manipulation strategies. Considering that deep neural networks are limited to large data and computational complexity, deep model based on forests, called gcForest, has been proposed; it demonstrated competitive performance with DNNs across a broad range of tasks [31] . gcForest is made up of a multilayered structure with adaptive model complexity; it introduces fine-grained scanning and cascading strategies. However, gcForest attempts to use the output probability of RF as the encoding of input feature. The manner of encoding, similar to deep neural networks, tries to generate undefined but beneficial-to-classification features that are uncertain and sensitive to data, thereby blocking further medical foundation study.
III. METHOD
In this section, we first introduce the dataset used in our study, including the definition of input data and desired output. Subsequently, we provide a detailed description of the proposed method for classification of breast histopathological image.
A. DATA
The dataset used for evaluating the proposed method is from BreaKHis, a public dataset [9] . BreaKHis dataset contains microscopic biopsy images of benign and malignant breast tumors from different samples. The samples are generated from breast tissue biopsy slides stained with hematoxylin and eosin (H&E). The preparation procedure of all samples is the clinical standard paraffin processes including fixation, dehydration, clearing, infiltration, embedding, and trimming. The experienced pathologists identify the tumoral regions by visual analysis under a microscope and then make a diagnosis for each biopsy slide. For each sample, pathologists identify a few representative diagnostic-relevant regions of interest (ROI) under different magnification factors (40×, 100×, 200×, and 400×) and remove the undesired areas, such as text annotation or black border. Finally, the images are cropped to the size of 700×460 and are stored in a threechannel red-green-blue (RGB) TrueColor (24-bit color depth, 8 bits per color channel) color space. In total, 7909 images extracted from 82 patients are enrolled in our study. TABLE 1 summarizes the statistics of the dataset, and FIGURE 1 shows representative images under different magnification factors. Color inconsistency is a major obstacle for histopathological image analysis. The inconsistency can be caused by various reasons, such as the use of different chemicals for staining, variations in color concentration, or differences in the scanner from different vendors. Therefore, stain normalization method [32] is first used to produce the standardized version of each histopathological image. In particular, we use a three-channel (RGB) histogram specification method to transform all images to the new ones with the histogram of each color channel approximately matching the histogram of target image selected from the Mitosis-Atypia database [33] by the aspects of pathology. An example of stain normalization is shown in FIGURE 2.
B. MULTISCALE CONTEXT-CASCADED ENSEMBLE FRAMEWORK
In this part, the proposed MsC 2 EF is introduced in detail. First, we describe the overall architecture, and then each key module of our model is explained one-by-one.
1) ARCHITECTURE OF MsC 2 EF
As shown in FIGURE 3, the proposed MsC 2 EF uses a SVM as the base classifier, which consists of the input, cascade, and decision layers. The input layer is made up of a texture feature extraction operator based on the spatial pyramid of image to execute feature input from coarse to fine scales instead of the different magnification levels of image. Specifically, we build a Gaussian pyramid and feature extraction operator as input of the cascade layer for each scale. The spatial pyramidbased extraction method from coarse to fine resolution aims to imitate the procedure by which pathologists diagnose the biopsy. Four ensemble multi-kernel SVMs are stacked as the cascade layer to select and transfer the contextual features iteratively and adaptively. Furthermore, we use four different kernels (Linear, Polynomial, Gaussian, and Sigmoid) to search four distinctive subspace representations that tailor for each kernel in a parallel manner and to enhance the diversity of multikernel ensemble but do not increase the model complexity. Followed by the decision layer, kernel fusion-based SVMs are integrated to perform classification for breast histopathological image. The multi-kernel fusion [34] is used to fuse the different feature subspaces. It provides not only excellent comprehension for combining the complementary relationship between the feature subspaces but also a good way to handle the heterogeneous information, unnormalization, and the uneven distribution in the high-dimensional data.
2) INPUT LAYER
As the left panel of FIGURE 3 shows, the input layer consists of a spatial pyramid of the image and texture feature extraction operator. The histopathological image obtains various subjects, such as cell nucleus and membrane, with different sizes and shapes. Any analysis procedure based on a single scale may miss information on other scales. Thus, pathologists commonly scan the ROI under multiple magnification levels to strengthen their diagnostic results. However, this process is time-consuming and laborious to repeat the scanning for a huge histopathological image. Therefore, we first use spatial pyramid that imitates the multiple scales of the visual system for each image under a single magnification level to make the diagnosis efficient. Concretely, as the left panel of FIGURE 3 shows, we use the Gaussian spatial pyramid in our work. After the luminance registration, the images are first filtered by the Gaussian mask, and then they are sampled down to build the upper layers of the spatial pyramid. The image original size is 700×460. After repeating 3-fold filtering and downsampling, the image size is narrowed down to 350×230, 175×115, and 88×58. Subsequently, texture features were extracted to quantify the micro-environment for each layer of the spatial pyramid by using different feature extraction operators, including GLCM (80-D) [35] , PFTAS (162-D) [36] , LBP (36-D) [37] , and LPQ (256-D) [38] . Spanhol et al. proved that different features have different classification powers for BreaKHis [9] . Therefore, we also separately compared four feature operators to identify the most appropriate texture feature for MsC 2 EF. The information integration of multiple scales not only provides richer geometric textural characteristics but also makes the model more robust. Texture features based on the small scale reflect more skeletal information of the image. Furthermore, features from low resolution contain less noise, but they are too sparse to make good classification. By contrast, texture features based on the large scale provide many details but are susceptible to noise and obscuration, and they contain large redundancy information. These texture features from coarse to fine resolution can be connected effectively by the following cascade layer, which can efficiently complement each other.
3) CASCADED LAYER
As illustrated in FIGURE 3, four ensemble multikernel SVMs are stacked as cascade layer to select and transfer contextual features iteratively and adaptively. We first describe the feature selection mechanism of each layer. Then, we present the contextual feature transmission between different layers. The mechanism flowchart of the cascaded layer is plotted in FIGURE 4.
(a) Feature selection mechanism of single layer: The single layer consists of four ensemble multi-kernel SVMs (Linear, Polynomial, Gaussian, and Sigmoid) to search four distinctive subspace representations in a parallel manner by using the proposed adaptive feature selection method. In general, the feature selection method is divided into three categories, namely, filter, embedded, and wrapper method, according to their selection mechanism [39] . Filter methods rank and select features based on statistics or informatics, which is characterized by efficiency and desired statistical property. Embedded methods incorporate feature selection as part of the training, which is robust to overfitting and noise point. Wrapper methods search optimal feature subspace by the greedy algorithm or stochastic strategy. On the one hand, wrapper methods generally obtain the optimal subset compared with others due to using accuracy of classifier as criterion function. On the other hand, the feature subspace selected by a wrapper is specific to the given classifier, including their classification mechanism or parameter [39]- [40] . Their characteristics motivate us to conclude that wrapper can boost the accuracy and diversity of the ensemble method. However, the drawbacks of the wrapper include time-consuming training and non-adaptive parameter selection. Motivated by the efficiency of the filter and strong local search ability of the greedy algorithm [41] , we develop a hybrid adaptive wrapper method to handle feature selection of a single layer and multiscale context.
As shown in FIGURE 4, we first used a wrapper-based filter strategy, called WF, to rank and predefine candidate search feature subspace by using individual predictive power of feature as criterion function. Specifically, let L m k denotes the features of the m-th kernel of the k-th layer after ranking L m k , and JF denotes the accuracy of SVM with feature set F. The candidate search feature subspace P m k is predefined by constructing the nested collection of the classifier with a stepwise involvement of the first l m k = l m k : 1 ≤ l m k ≤ D k features of the new layer L m k based on the front-layer feature subset F m k−1 to identify the subset with the largest JP m k , where D k denotes the dimension of the original feature set of the k-th layer. The front-layer feature subset selected by WF can act as ''root'' features to guide the selection of the candidate feature subset of the latter layer, which retains the correction of features and the globality of optimality. Moreover, this strategy can be optimal in terms of a specified classifier based on a certain independent or orthogonality assumption [42] and can considerably reduce the number of features. As a result, the robustness against overfitting can be enhanced.
However, only WF approach cannot distinguish topranking features due to the individual predictive power of features. Meanwhile, redundant feature subset may be selected not only at single scale but also at multiscale. Therefore, we further develop an adaptive post-pruning (AP) strategy to eliminate redundant features from each candidate feature subset through iterative greedy searching. Let P m 0 and F m 0 denote the empty set. The first candidate feature subset P m 1 is fed into the SVM with the m-th kernel, and the accuracy obtained is set as MaxJ. We reverse the feature set of the front layer (b) Contextual feature transmission between different layers: The notion of contextual information for solving highlevel vision task has been introduced and successfully applied to various tasks of medical image analysis [43] . The basic idea of contextual information is to adopt both the original image and the discriminative probability map from the output of the classifier trained by the original images to recursively update the classifier and refine the output probability map. The algorithm iterates the abovementioned procedure until convergence. In this way, high-level contextual information learned by the training classifier and low-level image apparent features are combined to enhance the performance of the learning system iteratively. Inspired by contextual information and stacking ensemble learning strategy [31] , we perform contextual feature transmission between different layers in a stacking ensemble to identify the optimized combination of the textures under different scales. As shown in FIGURE 4, the texture features from the coarsest scale first perform feature selection at the initial cascaded layer to achieve the optimal texture combination of the coarsest scale. The optimal texture combination for the current layer, as contextual features, cascades with the texture features from the next scale to form the input of the next cascade layer for searching the next optimal texture combination by using WF and adaptive post-pruning algorithm. The abovementioned procedure matched with the design of spatial pyramid is iterated multiple times. Specifically, the model consists of four cascade layers, which constantly search the high-level contextual combination of the texture features from previous scales and receive the texture features at the next scale as the new input to define the superior contextual space. Furthermore, SVMs with four different kernels (Linear, Polynomial, Gaussian, and Sigmoid) search the tailored optimal subspaces in a parallel manner by wrapper-based search strategy, which provides the advantages of various kernels and enhances the diversity of subspace. However, it does not increase the model's complexity.
4) DECISION LAYER
The four optimal subspaces tailored for SVM with four different kernels are identified by the cascade layers. Considering that the dataset size is large and the different subspaces with uneven distribution result in heterogeneous information, single kernel is unequal to efficient classification. Multi-kernel learning (MKL) [34] , [44] method based on SVM, as a feature fusion strategy, makes use of complementary information from different subspace representations. This strategy merges all the effective representations, which not only improves the predictive performance but also makes the model robust.
(a) MKL-SVM: Given N training samples, each of them obtains four different feature subspaces tailored for four kernels by using cascade layer. Let F m i denote the feature subspace vector learned by the m-th kernel of the i-th sample, and its corresponding label y i ∈ {1, −1}. The MKL-SVM aims to solve the following equation:
where w m , f m and η m denote the weight vector, the kernel function, and the combined weight coefficient of the m-th feature subspace, respectively. P denotes the number of kernels. Similar to conventional SVM, the dual representations of MKL-SVM can be rewritten as follows:
where
is the (m-th) kernel function between any two training samples for the (m-th) feature subspace. In addition, the binary decision function of MKL-SVM for a new test sample is described:
(b) Centralized alignment-based MKL (CABMKL)-SVM: CABMKL-SVM is shown in FIGURE 5 . Considering that the combined weight coefficient is sensitive to the distribution of different feature subspaces, CABMKL-SVM algorithm [45] is introduced to reduce the influence of specificity of subspaces to optimal process. Kernel alignment is defined by the similarity of two different kernels as follows:
where K 1 and K 2 are the kernel matrixes and
The kernel alignment can be considered the angle of kernel matrixes. The ideal kernel matrix is defined as yy T for classification task, and the alignment between a kernel matrix and the ideal one is as follows:
The structure of decision layer of MsC2EF. The feature space from different channels first is used to compute kernel matrix and then take centralization using function (8) . Followed by kernel fusion, SVM with the fused kernel is trained.
Inspired by kernel alignment, CABMKL uses the centered kernel and kernel alignment to make a good match between different feature subspaces, as follows:
where K c is the centered version of K , and finally the optimization problem becomes as:
1 N 2 1 T K 1 11 T (8) and 1 is the vector of ones with proper dimension, and finally the optimization problem becomes as:
where K η defines the fused kernel matrix of training data under the combination coefficient vector η = (η 1 , η 2 , ..., η p ) T :
We can obtain the analytical solution for the coefficient vector supported by [45] :
After the optimal combined weight coefficient is searched, the fused kernel function replaces the original one of a standard SVM to build the final decision model. As the (8); Calculate µ m using function (11); Calculate M using function (12); Calculate η using function (13); Calculate K η using function (10); Solve the SVM with the kernel K η ; 5. end Output: Probability of classification standard, we provide the MsC 2 EF algorithm pseudocode in Algorithm 1.
IV. EXPERIMENT SETUP, RESULT, AND ANALYSES
In this section, we focus on the presentation and analysis of results. We first introduce the evaluation and tools of implementation. The results of the proposed MsC 2 EF are presented in sequence.
A. EVALUATION
To train and evaluate the proposed MsC 2 EF, BreaKHis is divided into training, validation, and test sets with the ratio of 4:1:1, and the ratio of patient with benign and malignant tumors in each set is the same. Five-fold cross-validation is performed and the average and standard deviation of the results are reported. The model outline is determined on the training set, and fine tuning is based on the validation set. The test set is used to assess the overall performance of the proposed method. Considering imbalance and distribution variation between classes, the accuracy (ACC) and the area under curve (AUC) of the receiver operating characteristic (ROC) are utilized to assess the model's performance.
B. IMPLEMENTATION
The proposed method is complemented using MATLAB (2016b, Mathworks, Natick, USA). The statistical analyses are carried out on R software (3.0.2, R Core Team, 2013). All experiments are performed under Windows on a machine with CPU Intel Xeon Processor E5-2640V3 @ 2.60 GHz, GPU NVIDIA Pascal Titan X, and 128 GB of RAM.
C. RESULTS
In this section, we present a series of experiments to validate the proposed MsC 2 EF by using different parameter settings and extensive comparison with other methods. We first evaluate the performance of the proposed method at the image and patient levels to explore the influence of magnification factor and texture feature descriptor. After defining the optimal magnification factor and texture feature descriptor, we further analyze the influence of contextual feature, the depth of layers, and the number of channels to prove the contribution of the strategies used in MsC 2 EF. Finally, we compare MsC 2 EF with other methods applied to the BreaKHis dataset.
1) PERFORMANCE OF MsC 2 EF AT THE IMAGE LEVEL
The ACC is calculated to assess the classification performance of the proposed method for the image level. The results are shown in TABLE 2. The results show that 40× obtain a dramatic performance for GLCM (0.871±0.055), LBP (0.921±0.055), and PFTAS (0.948±0.016) at the image level. It indicates that 40× is the best magnification factor, which can be explained by the sampling procedure. The process starts with scanning the histopathologic image and first defines the ROI under the 40× magnification factor. The 100× ROI is delineated based on 40× ROI, and some parts that are not discriminative under the 100× magnification factor are discarded but may be typical for other magnification factors. The same procedure is repeated for other magnification factors based on its last one. It means that 40× magnification factor contains the richest information, because it does not discard any part of the image. Moreover, 400× magnification factor may focus on the local subcellular structures, such as the elaborate nuclear morphologies, and lack of the global microenvironment information, resulting in performance degradation. The 100× and 200× magnification factors try to abandon some global information and make an appropriate combinative pattern of the global microenvironment information and local subcellular structures. However, they fail to improve performance, thereby indicating that the discarded global information cannot be remedied by the subtle variations of nucleus morphologies. The ROC curves of the patient level for 40× PFTAS, 40× LBP, 40× GLCM, and 400× LPQ are plotted in FIGURE 6. The 40× magnification factor with PFTAS achieves the highest accuracy (0.947±0.017). Unlike the other feature operators, the PFTAS is the parameter-free version of TAS that was proposed specially for cell phenotype image classification rather than natural images [36] . The principle of PFTAS is to accumulate the pixels to the histogram bins according to the number of white neighbors in multiple-threshold binarized images. The PFTAS was also proven to be optimal when matched with other classifiers, as indicated by two previous studies [9] , [46] .
2) PERFORMANCE OF MSC 2 EF AT THE PATIENT LEVEL
The performance of MsC 2 EF at the patient level for each combination between the magnification factor and feature extraction factor is shown in TABLE 3. Given that the pathologists often take multiple images to assist in making diagnosis decision, in this way, we can further improve the accuracy at the patient level with naive ensemble method by using the information of different images that reflects different biopsy regions. According to [9] , if the patient P has N p images and N rec images are correctly classified, the patient score is defined as:
and the patient-wise accuracy is:
Accuracy p = Score p Total number of patient (15) As shown in TABLE 2 and 3, the performance of MsC 2 EF has further improvement for the most situations at the patient level by using naive ensemble strategy. The reasons are summarized as follows. (i) The number of patients is small, but the number of images from the same patient is large; (ii) The MsC 2 EF has achieved a state-of-the-art performance at the image level. As for some declining situations, such as 40× GLCM, they suffer from the unbalanced number of patients' image. For example, there is only one image from the 80th patient, and this image happens to be incorrectly classified, which has a minimal impact on the image level because it has a large base number but is opposite for the patient level due to a small base number. To keep pace with other works, we still use this ensemble strategy for the patient level. A more reasonable ensemble strategy should be considered, but it is beyond the scope of our topic. Relatively, imagelevel classification is more challenging than the patient-level classification based on this dataset.
3) SELECTION FOR THE NUMBER OF CASCADED LAYERS
In this subsection, we compare the performance of the proposed method when different depths (from 0 to 6) of the cascaded layer are used in MsC 2 EF. And ''0'' means that the features extracted from the original image scale (700×460) are directly sent to the SVM without the cascaded layer for feature selection and context mechanism. As shown in FIGURE 7, a significant improvement can be observed between 0 and 1 for validation dataset, indicating that feature selection is crucial to constructing classifier (average improvement: approximately 0.32% for GLCM, 7.47% for LBP, 2.13% for LPQ, and 4.19% for PFTAS). Feeding the original feature set without dimension reduction to classifier may cause serious overfitting, because it contains much FIGURE 7. The validation performance of all feature descriptors under 40× magnification factor (A: PFTAS, B: LBP, C: GLCM, D: LPQ). The ordinate denotes the accuracy and its standard deviation. Generally, as the number of cascaded layer increases, the performance of the proposed method at validation set gradually converges after the forth layer. redundant information. As shown in FIGURE 7, a significant increasing trend from 1 to 4 (average improvement: approximately 3.91% for GLCM, 3.35% for LBP, 5.05% for LPQ, and 5.39% for PFTAS) is revealed, thereby indicating that fine local structures can supplement coast global information by integrating multiscale morphological characteristics and using the context mechanism in cascaded layer that maximizes the complementary relationship of different-scaled feature subspaces.
In general, as the number of cascaded layer increases, the performance of the proposed method at validation set gradually converges after the fourth layer. Although this condition may improve the accuracy for certain channel at validation set, it is not advised to deep cascaded layer for the original image with a small size. Given that the size of the image after multiple downsampling sharply decreased, the textural features from the image are too sparse to provide useful information, which is lean to cause overfitting. As TABLE 4 lists, adding the 5th and 6th layers results in performance degradation for the most situations. This phenomenon indicates that multiscale strategy benefits to image analysis but requires an appropriate scale setting to prevent overfitting and to reduce the model's complexity. 
4) ROLE OF CASCADED LAYER
The cascaded layer becomes the core of MsC 2 EF by integrating a wrapper-based filter, adaptive post-pruning, and contextual transmission strategies. As shown in TABLE 4, these strategies can boost the performance of MsC 2 EF in a wrapper way when compared with the structure without them. Furthermore, they are an adaptive greedy algorithm because the dimension of the selected feature is unnecessary but for other wrapper methods, such as sequential search algorithm [40] . Therefore, our search strategy is more efficient than other wrapper methods when the classifier performance is considered as criterion function.
To further explore the role of contextual transmission and the relationship between the two layers in MsC 2 EF, we tail after the distribution of selected features layer-bylayer. The FIGURE 8 shows that the features from the 1st cascaded layer provides the ''root'' feature for the following layers, which focus more on coast global microenvironment information with a relatively low validation accuracy. The distribution of features from the latter layers gradually account for the major part of the ultima feature subspace, indicating that fine local subcellular structure information from high resolution can supplement global information in a contextual feature transmission way to further improve the accuracy. Meanwhile, we observe that some global feature is replaced by the local feature because both of them may obtain certain similar information that causes feature redundancy. Therefore, it's necessary to refine the global optimal in a cascaded layer-by-layer way rather than directly combining these features searched independently from each layer. Moreover, the latter fails to eliminate redundancy among features from the different layers and makes the feature subspace sparse. The classification visualization (using PCA and t-SNE) is plotted in FIGURE 9 , the first column denotes the original feature space and shows obvious sample fusion. Furthermor The, we observe that the feature subspace is discriminant after the cascaded layers and potential linear hyperplane can classify the samples correctly. 
5) INFLUENCE OF THE NUMBER OF CHANNELS
We explore the influence of the number of channels in MsC 2 EF to prove the power brought by ensemble multiple kernel-optimized subspaces. As shown in TABLE 5, when the amount of kernel-based search channel increases, the performance experiences a significant growth as more complementary distribution patterns learned by different kernel-based mappings fed into the final decision ( * denotes that there is significant difference level between any two VOLUME 7, 2019 groups p < 0.05 with pairwise comparison; * 1 denotes that there is significant difference level between the marked group and 1-st group. * * denotes that there is no significant difference level between any two groups). Furthermore, the specificity of the decision layer can be improved by increasing the number of channels. Notably, the four kernel-based channels are performed in a parallel manner before the decision layer, which is time saving and improves the internal diversity and heterogeneity of the classifier by introducing multiple-kerneltailored feature mapping to express high-dimensional data to make the model generalize and robust. Furthermore, the solution of the kernel fusion has low model complexity with computation efficiency. Actually, if we define the features extracted from all the scales of image pyramid as the original feature space, the design of MsC 2 EF can be considered as a new kind of MKL with split-and-merge strategy. The split process aims to find an optimized subspace tailored for each specified kernel, and the multi-kernel merge stage is used to bridge the complementary distribution architectures of the regenerated Hilbert spaces reflected by the different kernels to make a good decision hyperplane.
6) COMPARISON WITH OTHER METHODS
We compare the performance of MsC 2 EF with other recent methods on the image and patient levels, including traditional machine learning and deep learning approaches. As shown in TABLE 6, the best image-level classification accuracy is obtained by MsC 2 EF with 40× PFTAS and 40× LBP, and both, respectively, obtain approximately 7.0% and 4.3% improvement than the best results obtained by traditional machine learning methods. Meanwhile, they also achieve good classification accuracy at the patient level (surpass of 2.9% and 1.8%, respectively). A potential conclusion can be speculated that 40× and PFTAS are the best magnification factor and feature descriptor for traditional machine learning methods.
We also can observe that MsC 2 EF surpass several classical CNN-based models. But it is not better than the state-ofthe-air performance obtained by [50] - [52] . Actually, like other CNN-based methods used in BreaKHis [50] , [52] , the MsC 2 EF accuracy at patient level can further improved to average 0.981, even higher, if choosing other ensemble strategies (such as voting). It is worth mentioning that the computing time of MsC 2 EF (average 4.3 min) is much less than CNN-based methods. On the one hand, the structure of CNN is important, which means that different structure of CNN have a big difference in accuracy, such as [19] and [50] . On the other hand, MsC 2 EF does not need to adjust parameters as complex as deep learning, and has good stability (for deep learning, adjusting parameter often directly and substantially affects the results, resulting in low repeatability).
V. DISCUSSION
In this section, we present some discussions about the structure and strategy of the proposed MsC 2 EF. The limitation of the current method and further work are also discussed. 
A. STRUCTURE AND ENSEMBLE STRATEGY USED IN MsC 2 EF
Ensemble learning is a kind of powerful learning paradigm, which constructs and combines multiple base classifiers for the same task [21] . In general, ensemble learning can boost the performance of relatively weak classifier but may fail to improve the strong classifier because of their insufficient complementarity. Theoretically, Krogh et al. used errorambiguity decomposition to prove that a good ensemble algorithm requires accuracy and diversity for the base classifier [24] . Diversity is very important to ensemble algorithm but cannot be used as the part of a goal function due to its unquantifiability. Actually, there are many classical ensemble methods, such as Adaboost [25] , RF [26] , and convolutional neural network [12] . SVM is widely used in various tasks, and ensemble methods about SVM are also available [48] , [49] . These works can be roughly divided into three categories as follows: 1) ensemble SVM by using some strategies to enhance diversity, such as input argumentation [48] ; 2) ensemble SVM in a kernel fusion way [44] ; and 3) stack SVM as the basic unit of neural network [49] . The proposed MsC 2 EF belong to the SVM ensemble. MsC 2 EF adopt multiple operations to ensure effective ensemble. It also can be an integration of the abovementioned three categories of SVM ensemble methods.
• The input layer consists of the spatial pyramid of image and texture feature extraction operator. The multiscale input arguments input diversity. We use layer-layer input to imitate the coarse-fine visualization process and ensure the transition of coarse textual feature to fine textual feature.
• The cascaded layer is the integration of four multi-kernel SVMs channels. For each channel, it is made up of wrapper-based feature selection and contextual feature transmission. Wrapper-based feature selection searches useful features from single image scale iteratively and adaptively, and contextual feature transmission operation aims to provide a way to fuse features from image with different scales. For different channels, MsC 2 EF use different kernel SVMs to ensure the kernel diversity. The feature subspace selected is tailored for each kernel in a wrapper way, which not only improves the performance for single kernel but also enhances the diversity of feature space. These operations aim to satisfy the requirement of ensemble learning, namely, accuracy and diversity.
• The decision layer is a multi-kernel SVM fusion for image classification, which provides an efficient way to make use of complementary information from different subspace representations.
B. LIMITATION OF THE CURRENT METHOD
Although the proposed MsC 2 EF obtained promising accuracy compared with the other methods applied to BreaKHis dataset, some limitations are still observed.
• MsC 2 EF use the spatial pyramid of image to generate the multiscale information. Actually, using the multiscale information from different magnification levels is the better choice than the spatial pyramid of single image histopathological image classification. However, as mentioned in the result section (4.3.1 Performance of MsC 2 EF at the image level), the extraction process of ROI starts by scanning the histopathologic image under the 40× magnification factor and is switched to other magnification levels, thereby resulting in different numbers of ROI under different magnification levels. This phenomenon means that we cannot one-to-one match the images from different magnification levels. Therefore, we use spatial pyramid of single image histopathological image. Although the use of a spatial pyramid can obtain a promising result, we believe that the multiscale information from different magnification levels can further improve MsC 2 EF.
• For the feature extraction, we compare four different feature extraction operators, namely, PFTAS, LBP, LPQ, and GLCM. Both PFTAS (image level, 0.948±0.016; patient level, 0.950±0.018) and LBP (image level, 0.921±0.055; patient level, 0.939±0.040) under 40× magnification factor obtain promising classification accuracy. However, LPQ and GLCM do not exhibit a satisfactory result under all magnification factors. This result means that MsC 2 EF is sensitive to feature extraction operators. This finding is expected, because feature extraction is crucial for traditional machine learning methods. But, from other views, these features have unique mathematical definition, which can be explained. Overall, MsC 2 EF can be applied to other tasks but requires a potential feature extraction operator based on experience and specialized knowledge on its corresponding field. Notably, to cascade all features as input, which results in computational burden, is not advised.
VI. CONCLUSION
In this study, a novel MsC 2 EF model is proposed and evaluated using an open BreaKHis dataset. The MsC 2 EF consists of the input, cascade, and decision layers. Feature extractor and spatial pyramid of image, as the input layer, execute feature input from coarse scale to fine scale. The cascade layer is made up of four ensemble multi-kernel SVMs to select and transfer contextual feature in a parallel manner, iteratively, and adaptively. For the decision layer, kernel fusion-based SVMs are integrated to perform classification for breast histopathological image. We evaluate MsC 2 EF by using an open BreaKHis dataset. The experimental result also shows that MsC 2 EF outperform several learning-based methods. MsC 2 EF can also be applied to other similar classification tasks. For the future work, we will explore the influence of using different base classifiers and try task-driven coding way as input and develop bidirectional wrapper-based feature selection strategy.
