Parametrically guided nonparametric regression by Glad, Ingrid K.
Parametrically guided nonparametric 
. 
regression 
Ingrid K. Glad 
University of Oslo 
E-mail: glad@imf.unit.no 
Abstract 
We present a new approach to regression function estimation in which 
a nonparametric regression estimator is guided by a parametric pilot es-
timate with the aim of reducing the bias. New classes of parametrically 
guided kernel weighted local polynomial estimators are introduced and for-
mulae for asymptotic expectation and variance, hence approximated mean 
squared error and mean integrated squared error, are derived. It is shown 
that the new classes of estimators have the very same large sample vari-
ance as the estimators in the standard nonparametric setting, while there 
is substantial room for reducing the bias if the chosen parametric pilot 
function belongs to a wide neighbourhood around the true regression line. 
Bias reduction is discussed in light of examples and simulations. 
Key words: bias reduction, correction factor, kernel estimators, local 
linear regression, local polynomial regression, semiparametric regression. 
1 Introduction 
Suppose that n i.i.d. pairs (Xi, Yi) are observed from a smooth joint density 
p(x, y) = f(x)g(ylx). We address the regression problem of estimating the 
conditional mean function m(x) = E(YIX = x). 
A standard solution to this problem is to fit some parametric model m(x, {3) to 
the data. This approach provides an excellent estimator of m(x) if the class of 
parametric functions happens to be correctly chosen, but suffers heavily in the 
case of misspecification. Nonparametric methods, on the other hand, have in 
general a slower rate of convergence, but need no explicit specification of the 
form of the regression function. The resulting curve is hence completely deter-
mined by the data themselves. This paper proposes a new regression method 
where a nonparametric estimator is multiplicatively guided by a parametric pi-
lot estimate, hence combining the two approaches in a semiparametric fashion. 
The idea builds on the simple identity 
m(x) 
m(x) = m(x, {3) · m(x, /3), 
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and proceeds using a parametric estimator m(x, ~) for the first factor and a 
nonparametric estimator for the correction factor r(x) = m(x)/m(x, ~). Hence, 
with a suitable nonparametric estimator f(x), the new estimator has the form 
m(x) = m(x, ~). f(x). 
The key point is that if the parametric guide m(x, ~) captures some of the 
features of the shape of m(x), the correction factor r(x) will be less variable 
than m(x) itself and hence easier to estimate nonparametrically. Formulae for 
asymptotic expectation and variance, hence approximated mean squared error 
(mse) and mean integrated squared error (mise) for the new class of regression 
estimators are derived and compared to the corresponding quantities in the 
standard nonparametric regression setting. Similar ideas are described in Hjort 
and Glad (1995, 1996), where a new class of guided kernel density estimators 
is suggested and demonstrated to have substantial advantages compared to the 
purely nonparametric kernel density estimator. 
We emphasise that the nonparametric method involved in the estimate of the 
correction function r(x) might in principle be any of the kernel type regression 
estimators available in the literature. We have chosen to concentrate on the 
broad and important class of kernel weighted local polynomial regression esti-
mators, in which the estimated regression curve is obtained by fitting locally in 
every point x a polynomial of degree p. For readers familar with local polyno-
mials, we anticipate that with a local polynomial inspired correction function 
f ( x, p), the proposed class of guided estimators is of the form 
m(x,p) = m(x,~) · f(x,p) = ef(X'[ZxXx)-1X'[ZxUx, 
with notation to be specified later. The class of local polynomial estimators 
includes the well known Nadaraya-Watson estimator (p = 0) as well as the 
popular local linear regression estimator (p = 1), see Stone (1977), Cleveland 
(1979) and Fan (1992, 1993), Fan and Gijbels (1992), Hastie and Loader (1993) 
for theoretical results. For local polynomials of higher or general order p, the-
oretical results are obtained in Ruppert and Wand (1994). Wand and Jones 
(1995) and Fan and Gijbels (1996) give excellent accounts of the theory of 
kernel weighted local polynomial modelling. Of course, alternative versions of 
these estimators, constructed for example to handle boundary problems, like in 
Gasser and Mi.iller (1979), or to have a fast implementation (Scott 1992), can 
be used as well. 
When it comes to the global parametric pilot estimate m(x, ~), we underline 
that it might be obtained by any parametric technique, ranging from simple 
linear regression methods to far more complex techniques such as nonlinear 
regression or regression splines with few knots. However, the parametric fit 
needs not to be an accurate approximation to the conditional mean for our new 
method to be advantageous. Very often even a simple and rough parametric 
guide is enough to improve the regression estimate compared to the purely 
nonparametric versions. 
Recent results on semiparametric regression methods include the work by Gozalo 
and Linton (1996) where any parametric function, rather than a polynomial, is 
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fitted locally with kernel weigths. Compared to our approach, this parametric 
function has less direct global interpretation and hence cannot incorporate to 
the same extent prior information or opinions on the shape of the regression 
curve. An additive, rather than multiplicative, combination of parametric and 
nonparametric estimators is studied in Y.Fan and Ullah (1996). 
Another multiplicative correction factor method has been independently pro-
posed by Jones et al. (1995) in a totally nonparametric form. For both den-
sity estimation and regression estimation purposes, an initial kernel estimator 
is multiplicatively corrected with a nonparametric correction function in the 
same fashion as above. This typically leads to reduction of the bias, but at the 
cost of a somewhat increased variance. As we shall see, the present approach 
does not suffer from this trade off between bias and variance; introducing the 
parametric guide function allows us to achieve bias reduction while the large 
sample variance remains unchanged. 
The paper is organised in the following way: The estimator with a fixed start 
function m(x, f3o) and a local polynomial correction factor is presented and 
analysed in Section 2. In Section 3 we go further and introduce an estimated 
parametric start function m(x, S) in combination with the local polynomial type 
correction function. The theory needed to study the asymptotic behaviour 
of this new class of estimators is introduced, and the properties derived. A 
multidimensional version of the new estimator and formulae for its asymptotic 
properties are also provided. In Section 4 we assert the general conditions for 
better asymptotic behaviour of the new class of estimators compared to purely 
nonparametric methods. In Section 5 these conditions are studied in two specific 
cases, assuming a linear and an exponential parametric guide, respectively, for 
underlying regression functions that are not necessarily of this type. Finally, a 
brief simulation study is presented in Section 6. 
This paper does not address the problem of choosing the required smoothing 
parameter in the nonparametric estimation step. This question arises in con-
nection with all nonparametric methods and it is not the aim of this paper 
to contribute to this issue. If automatic procedures are needed, they can be 
obtained, as we outline in Section 4, by following the regimes of automatic 
selection procedures for the traditional estimators, with some additional com-
plications caused by the parametric function. 
2 The new estimator with a fixed guide 
Let m( x) be the conditional mean function, where x E R, and let 0"2 ( x) 
Var(YIX = x) be the conditional variance. 
A powerful nonparametric method for estimating m(x) is the method of kernel 
weighted local polynomials. To fix notations, let m(x,p) be the local polynomial 
regression estimator of degree p. This estimator is obtained by locally fitting 
a polynomial to the observations (Xi, Yi) using kernel weighted least squares 
estimation. 
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Let Y be the vector of responses and define 
Xx = [ ~ ;xl- x) 
1 (Xn-x) 
;x1 -x)P l 
(Xn- x)P 
and 
Zx = diag{Kh(Xl- x), ... , Kh(Xn- x)}. 
Here K(-) is a kernel function, and Kh(t) = h-1K(th- 1 ), h = h(n) being the 
smoothing parameter. 
Standard weighted least squares theory then gives the local polynomial regres-
sion estimator as 
(1) 
where the vector e1 has 1 in the first entry and 0 in the pother ones. As men-
tioned, fitting locally a constant in this fashion corresponds to the Nadaraya-
Watson estimator, fitting a line gives the local linear estimator, and higher 
degree fits (p = 2, 3, ... ) lead to estimators that recently have started to become 
of increased practical interest. 
We collect in Condition 1 the general regularity assumptions needed for all 
expansions in this paper. 
Condition 1 LetS be a neighbourhood of the point x. 
• The marginal density f E C1(S), lf'l < oo, and f i= 0 on S. 
• The conditional variance CT2 E C ( S), and CT2 < oo on S. 
• The regression function m E CP+2 ( S), and lm (P+2) I < oo on S. 
• The kernel K is a bounded symmetric density function with 
finite 4th order moment. 
Furthermore, we need the following definition of a higher order kernel K(p). Let 
CTk = J ti K(t)dt and let Np be the (p + 1) x (p + 1) matrix having CTtj-2 at 
entry (i,j). Let Mp(t) be like Np, but with the first column replaced by the 
vector (1, t, ... , tP)T. Then 
Note that K(o) = K(l) = K. 
Conditioned on (X1, X2, ... , Xn) and assuming Condition 1, the local polyno-
mial estimator (1) has the following properties as n---+ oo, h---+ 0, and nh---+ oo: 
For p odd, 
E(m(x,p)IXI> ... , Xn) 
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for p even, 
p+2 { m(P+2)(x) m(P+l)(x)f'(x)} 
m(x) + h (p + 2)! + (p + 1)!f(x) 
{j tP+2 K(p) (t)dt} + op(h(P+2)), 
and in either case 
( ) 1 { 0"2 (X) } { J 2 } 1 nh - f(x) K(p)(t)dt + op((nh)- ), 
see Ruppert and Wand (1994). The leading bias term above is especially simple 
and 'design independent' in the case of odd p. This property encourages the 
use of odd polynomials for local modelling, usually p = 1 or p = 3. A larger 
p reduces the order of the bias, but at the same time increases the size of the 
constant in the variance. For the local linear estimator, Fan (1993) has shown 
certain minimax properties. Since it has in addition a relatively simple form, 
the local linear estimator is by now the most popular local polynomial regression 
estimator. 
Now let mo(x), x E R, be any non-random function meant to roughly approxi-
mate m(x). The correction function r(x) = m(x)/mo(x) can be nonparametri-
cally estimated by the local polynomial estimator 
f(x,p) = ef(X;[ ZxXx)-1 X;[ ZxU, 
where U is the vector (YI/mo(X1), ... , Yn/mo(Xn))T. This construction is intu-
itively motivated by the fact that 
(Which is well defined for mo -:/= 0 on R.) Combining this estimated correc-
tion function with the fixed start function mo(x), we propose the guided local 
polynomial estimator for the conditional mean regression function 
(2) 
where 
(3) 
To exemplify, the parametrically guided Nadaraya-Watson estimator reads 
~ ~ mo(x) ~ 
m(x, 0) = ~ Yi (X·) Kh(Xi- x)j ~ Kh(Xi- x), 
i=1 mo t i=1 
while the guided local linear estimator becomes 
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where 
k = 0, 1, 2. 
Note that these estimators are completely straightforward to implement. The 
traditional local polynomial estimators are obtained as a special case by choos-
ing m0 (x) = c, a constant. Hence the new class of estimators can be considered 
as a generalisation of the usual nonparametric estimators. 
Theorem 1 Let mo E CP+2 (S) be some fixed function satisfying /mo/ > 8 > 0 
on R. Under Condition 1, as n --+ oo, h --+ 0, and nh --+ oo, the generalised 
local polynomial estimator m(x,p) in (2) satisfies 
for p odd, 
E(m(x,p)/Xr, ... , Xn) m(x) + hP+l { mo(~~P;)~)(x)} {j tP+l K(p)(t)dt} 
+op(h(p+l)), 
for p even, 
P+2 { mo(x)r(P+2)(x) mo(x)r(P+1l(x)f'(x)} 
m(x) + h (p + 2)! + (p + 1)!f(x) 
{j tP+2 K(p) (t)dt} + op(h(P+2)), 
and in either case 
1 { a2 ( x) } { j 2 } 1 (nh)- f(x) K(p)(t)dt + op((nh)- ). 
Proof We show here the proof for p = 1. The proof for general p follows the 
same outline, but becomes less clear due to the more intricate notation. See 
Ruppert and Wand (1994). 
Starting with the expectation, m(x, 1) as in (2) has conditional expectation 
E(m(x, 1)/X1, ... , Xn) = mo(x)ef(XI ZxXx)- 1 XI ZxR 
where 
R = (r(X1), ... , r(Xn)f. 
Following the spirit of the conditional proof for the traditional local linear esti-
mator as presented in Wand and Jones (1995), but being slightly more explicit, 
we expand the elements of R around X to obtain, for some proper e' 
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(In the proof for general p, this expansion should include p+ 2 terms.) Since the 
diagonal elements of Zx are asymptotically nonzero only when Xi -x = Op(h), 
insertion of the expansion above gives 
[ 
(X1 - x)2 ] 
mor(x) + ~mor"(x)ef(x; ZxXx)-1 x; Zx : 
(Xn- x)2 
+op(h2). 
The matrix expression to the right is exactly equal to that appearing in the 
proof of Wand and Jones (1995), Section 5.3.2 (adapted from Fan 1992); hence 
by the same arguments we have proved that 
A 2 {mo(x)r"(x)} {/ 2 } 2 E(m(x, 1)IXb ... , Xn) = m(x) + h 2 t K(t)dt + op(h ). 
Turning to the variance, consider the general expression 
having conditional variance 
where Cx is the (n x n) conditional variance-covariance matrix of Ex with entries 
{cx(Xi,Xj)}. We then have that 
n n 
n-2 x; ZxCxZxXx = n-2 L L Cx(Xi, Xj)Kh(Xi- x)Kh(Xj- x) 
i=1 j=1 
(4) 
while the expression for (X'[ ZxXx)- 1 is given in Wand and Jones (1995), p.124. 
This notation will also be useful in the next section of this paper. 
For the conditional variance of m(x, 1) we have 
Hence cx(Xi,Xj) = 0 for all i =/= j and (4) simplifies considerably. By writing 
0"2 (Xi)m6(x)/m6(Xi) = v(Xi) for every i and approximating the averages of 
the right hand side of (4) with expectations, we obtain 
A -1 { v(x)} {/ 2 } -1 Var(m(x, 1)IX1, ... , Xn) = (nh) f(x) K (t)dt + op((nh) ) 
through the needed matrix multiplications. Finally, since v(x) = 0"2(x), we get 
that Var(m(x, 1) IX1, ... , Xn) is equal to the variance stated in Theorem 1. D 
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Comparing with the same expressions for the standard local polynomial esti-
mator, we see that for the same h and K, the variance remains the very same 
up to the order used, while there is room for bias reduction if one can choose 
mo ( x) in such a way that 
(5) 
for odd p, or 
lmor(P+2) (x)+(p+2)mor(p+l) f'(x)j f(x)l < lm(P+2l(x)+(p+2)m(P+1) f'(x)j f(x)l 
(6) 
for even p. If the initial choice mo(x) happens to be proportional to the true 
one, mo(x) = c · m(x), the correction factor r(x) is constant and hence the bias 
reduces to a smaller order. If mo(x) captures some of the features of or is close 
to m(x) (in senses to be discussed later), r(x) will be less rough than m(x) 
itself, causing bias reduction while keeping the same asymptotic variance as the 
traditional nonparametric estimators. We return to such comparisons in later 
sections. 
Remark 1 The positivity assumption (in absolute value) on mo(x) is typical 
in regression contexts, as mentioned in Jones et al. (1995). Unlike density 
functions, regression functions mo(x) might of course in practice cross the x-
axis one or more times, causing local problems for the guided estimator above. 
If some m 0 (Xi) is zero or almost zero while mo(x) is not, and Xi is close enough 
to x to receive significant weight from the kernel, the fraction mo(x)/mo(Xi) 
necessarily blows up. This happens in some interval (depending on h) around 
the point of intersection with the axis. Additionally, in such areas the fractions 
might obtain negative signs when x is on one side of the point of intersection 
while Xi is on the other. These effects are only local, however; away from such 
intervals the estimator works perfectly well and in accordance with the stated 
theory. An effective way of making the estimator more robust is to use the 
absolute value together with a suitable truncation of the fraction, for example 
substitute the elements of the vector Ux in (3) with 
y;{l mo(x) 1}10 
~ mo(Xi) .l ' 10 
that is, clipping below 1~ and above 10, which efficiently reduces the problem 
for all versions of the estimator presented in this paper. Similar 'clipping' 
precautions were recommended for related, but less likely to appear, problems 
in the density estimation setting in Hjort and Glad (1995), inspired by the work 
of Abramson (1982) and Terrell and Scott (1992). 
Remark 2 An intuitive action in order to avoid the problems mentioned above 
is to shift all response data Yi a distance a, say, so that the new parametric 
regression function m0 (x) +a does not anymore intersect with the x-axis, see 
also Jones et al. (1995). Among the local polynomial estimators, only the 
Nadaraya-Watson estimator produces exactly m(x, 0) +a by substituting Yi 
with Yi +a. For polynomials of degree 1 or more we get instead m(x,p) + 
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aef(X;[ ZxXx)- 1 X;[ Zx1, where 1 is the vector that has 1 in all n entries. For our 
semiparametric regression estimator, also substituting mo(x) with m0 (x) +a, 
we obtain instead 
with the ( n x 1) vectors M and N having entries 
Mi = {li mo(x) +a } and Ni = { mo(x) +a } . 
mo(Xi) +a mo(Xi) +a 
Since (mo(x) + a)j(mo(Xi) +a) converges to 1 as a -t ±oo, the estimator 
becomes more and more similar to the usual local polynomial estimator as a 
increases in size. Hence, a large shift of the responses solves the problem of the 
zeros, but at the same time reduces the effect of the parametric guide. 
3 The new estimator with an estimated guide 
Instead of keeping the initial choice of regression function fixed, we now al-
low it to belong to some parametric family of functions m(x, (3), where (3 = 
((31, (32, ... , (3q)T is a q-dimensional vector of parameters, to be estimated from 
the data by some usual estimation method. The resulting initial description 
m(x, S) could for instance be the simple least squares linear regression func-
tion ;31 + ;32x, or, more realistically, any more sophisticated model, possibly 
based on graphical representations or knowledge on the underlying functional 
relation. By the same arguments as in the previous section, replacing the fixed 
mo(x) with the fitted parametric model m(x, S), the semiparametric regression 
function estimator becomes 
where the vector Ux is now 
(8) 
The asymptotic properties for this generalised local polynomial regression esti-
mator are stated below in Theorem 2. Compared to the more simple situation 
with a fixed start, parameter estimation variability now influences the results. 
Anticipating the final conclusions, up to the orders of interest, there is actually 
no loss in precision caused by this estimation step, as we will show next. 
In studying the behaviour of this estimator, we first note that the parameter 
estimation is possibly performed outside the parametric model conditions. For 
concreteness we focus on S being a maximum likelihood (ML) estimator. Recall 
that (X, Y) are generated from the smooth density f(x)g(yix). Let f(x)g,a(yix) 
denote the density under the chosen parametric assumption on the conditional 
expectation. Whether the parametric model is the true source of the data or 
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not, the ML estimator ~will aim at the value f3o which minimises the Kullback-
Leibler distance from the true f(x)g(yix) to the suggested density f(x)g,e(yix), 
J J g(yix) dxL = f(x)g(yix) log g,e(yix) dydx. 
Hence (30 is defined as the least false value of (3 with respect to this distance and 
m(x, f3o) is the corresponding approximate conditional mean function. If the 
parametric form happens to be the true one, (30 will be the true value of the pa-
rameter. In the case of additive noise being normally distributed conditioned on 
x, the criterion for f3o becomes especially simple. Let g(yix) rv N(m(x), a-2 (x)) 
and g,e(yix) rv N(m(x, (3), o-2 (x)). Minimising the Kullback-Leibler distance 
above can then be shown to be equivalent to minimising the weighted L2-
distance of the true mean function m( x) from the assumed parametric model 
m(x, (3), 
Extending to more general estimators than the ML estimator, let P denote 
the generating simultaneous distribution of (X, Y) and Pn the corresponding 
empirical distribution. Let the estimator be~= T(Pn), which aims at a certain 
value (30 = T(P), the one that makes m(x, f3o) the best approximant to m(x) 
with respect to some distance measure d. Following the arguments in Hjort and 
Glad (1995), we will allow all estimators ~ that are such that ~- f3o can be 
expressed as an average of i.i.d. zero mean variables plus remainder terms, 
A 1 n b f3- f3o =- LI(Xi, Yi) +-+En, 
n i=l n 
(9) 
where I(X, Y) is the q-dimensional influence function 
I(X, Y) = lim{T((1- E)P + E8(x Y))- T(P)}jE 
E-O I 
with zero mean and finite covariance matrix. The remaining term En in (9) has 
mean O(n-2), hence b/n is essentially the bias of the estimator. 
Along with this expression for ~ - f3o, we make a Taylor expansion of the 
elements of Ux in (8), that is Y:;m(x, ~)/m(Xi, ~), around /3o, giving 
m(x,(30 ) T A 
Yim(Xi,f3o) {1 + (uo(x)- uo(Xi)) ((3- f3o) 
+!(~- f3o)TG(~- f3o)} + Op(n-2 ) (10) 
where 
G = (vo(x)- vo(Xi)) + (uo(x)- uo(Xi))(uo(x)- uo(Xi)f, 
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and uo(x) and vo(x) are the gradient and the Hessian matrix with respect to 
(3, respectively, of log m(x, (3), computed in f3o. Note that G is a matrix. 
Using the expansion of Ux in (10), the estimator in (7) can be rewritten as 
(11) 
where m*(x,p) is equal to the fixed start estimator in the previous section using 
mo(x) = m(x, f3o), and the two additional terms 
and 
where the ( n x 1) vectors Vx and Wx with entries 
m0(x) T A 
Yimo(Xi) (uo(x)- uo(Xi)) ((3- f3o), i = 1, ... ,n 
and 
m0 (x) A T A 
Yi mo(Xi) ((3- f3o) G((3- f3o), i = 1, ... ,n, 
are due to the parameter estimation variability. 
Theorem 2 Let mo(x) = m(x, f3o) be the best parametric approximation to 
m(x), with (30 = T(P), and let r(x) = m(x)/mo(x). Assume m 0 E CP+2(S) 
and that lmol > 8 > 0 on R. Under Condition 1, as n ---+ oo, h ---+ 0, and 
nh---+ oo, the semiparametric estimator m(x,p) in (7) satisfies 
for p odd, 
E(m(x,p)IX1, ... ,Xn) m(x) + hP+l { mo(~:P;)~l(x)} {/ tP+l K(p)(t)dt} 
+op(h(p+l)), 
for p even, 
p+2 { mo(x )r(P+2) (x) mo(x )r(P+l) (x)f' (x) } 
m(x) + h (p + 2)! + (p + 1)!f(x) 
{j tP+2 K(p)(t)dt} + op(h(P+2l), 
and in either case 
Var(m(x,p)IX1, ... , Xn) 1 { (}'2 (X) } { J 2 } 1 (nh)- f(x) K(p)(t)dt + op((nh)- ). 
Proof Also here we present the proof for p = 1. In order to derive the above 
expressions, we make use of the reformulation of the estimator as shown in (11) 
and the representation of~- f3o displayed in (9). 
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Hence we look to the guided estimator m(x, 1) rewritten as 
and note that the first term m*(x, 1) has conditional expectation and variance 
as in Theorem 1. The proof proceeds showing that the contributions of Vn(x) 
and Wn(X) to expectation and variance are of negligible order. 
We start with 
where the (n X 1) vector Sx = E(VxiXI, ... , Xn) has entries 
mo(x) T ~ 
mo(Xi) (uo(x)- uo(Xi)) E(Yi(,B- ,Bo)IXI, ... , Xn), i = 1, . .. ,n. 
Using the representation of(~- ,80 ) as in (9) and the fact that 
E(I(Xi, Yi)IX1, ... , Xn) = 0 for all i, these vector elements become 
_ 1 mo(x) T 
n mo(Xi) ( uo(x) - uo(Xi)) E(Yii(Xi, Yi) + YibiX1, ... , Xn) 
+Op(n-2 ), i = 1, ... , n. 
Expanding sx(Xi), i = 1, ... , n, around x as we did for r(Xi) in the proof of 
Theorem 1 and following the same procedure, we get 
E(Vn(x)IXI, ... , Xn) = n-1sx(x) + n-1h2 { 8~~x)} {/ t2 K(t)dt} + op(h2 jn). 
But sx(x) = 0 and hence 
Analogously, E(Wn(x)IXI, ... , Xn) can also be shown to be of negligible order 
Op(h2 jn), which completes the proof for the expectation. 
For the variance, recall the notation in (4). For Var(Vn(x)IXI, ... , Xn) we have 
m6(x) T 
mo(Xi)mo(Xj) Cov(Yi(uo(x)- uo(Xi)) 
·(~- ,Bo), Yj(uo(x)- uo(Xj)f(~- ,Bo)IXI, ... , Xn)· 
With some care, we find in this case that cx(Xi,Xj) = n-1tx(Xi,Xj) for j =f. i 
and cx(Xi, Xi)= n-2qx(Xi)· By approximating the averages on the right hand 
side of (4) by expectations again, observing that tx(x, x) = 0 and qx(x) = 0 
because tx(Xi,Xj) and qx(Xi) involve the terms (uo(x)- uo(Xi)f, (uo(x)-
uo(Xj))T, and applying the pre and post multiplication of (x'[ZxXx)- 1 it is 
proved that 
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(or even smaller). Similar arguments can also be used to prove that 
Var(Wn(x)IXI, ... , Xn), and the covariances Cov(m*(x, 1), Vn(x)IXI, ... , Xn), 
Cov(m*(x, 1), Wn(x)IXI, ... , Xn), and Cov(Vn(x), Wn(x)IXI, ... , Xn) are all at 
least as small as Op(h/n). Better bounds can be obtained, but are not of 
interest here since Op(h/n) is already negligible compared to op((nh)-1). The 
claim follows. D 
Here we have considered conditional properties for computational tractability. 
For p = 0, the Nadaraya-Watson estimator with a parametric guide, both 
Theorem 1 and Theorem 2 are proved unconditionally in Glad (1996). For local 
polynomials of degree more than 0, unconditional asymptotic properties are to 
our knowledge derived only for the local linear estimator, in Fan (1993). For 
further comments on unconditional properties of local polynomial estimators, 
see Seifert and Gasser (1996). 
As we can see, comparing Theorem 2 with Theorem 1, the parameter estimation 
has not induced, up to the order considered, any additional asymptotic bias or 
variance to the new estimator. Looking to the expansion in (10), this can be 
explained by the fact that S- f3o is small at the same time as the estimator uses 
only Xis which are close to x, making also uo(Xi) close to uo(x) and vo(Xi) 
close to vo(x). 
Remark The new regression estimator can easily be extended to the multi-
dimensional case. We look here to a multivariate parametrically guided local 
linear estimator. Avoiding new vector notations, let the predictors Xi have 
dimension d and let p(x, y) = f(x)g(yjx) denote the joint density as before. 
Use for simplicity a bandwidth matrix h = diag{hr, ... , h~} and a product type 
symmetric, d-variate density K as kernel, that is, 
d 
Kh(Xi- x) = IT ~JC(Xij- Xj ). 
j=l hj hj 
Then the local linear regression estimator with a parametric guide for higher 
dimensions is exactly as the univariate one in (7). 
The statistical properties are however changed to 
E(m(x, 1)jX1, ... , Xn) { "~ h~m (x)r'!.(x)} {/ } m(x) + L...J=l 1 2° JJ t2JC(t)dt 
d 
+op(LhJ), 
j=l 
Var(m(x, 1)IXI, ... ,Xn) 
The corresponding value for the expectation of the traditional local linear esti-
mator in d dimensions is 
13 
{ I:~ h2m'!.(x)} {j } m(x) + J=l ~ 11 t 2/C(t)dt 
d 
+oP(LhJ), 
j=l 
while the variance is the very same as that of the new multidimensional estima-
tor up to the order used (derived from Ruppert and Wand 1994). Unconditional 
and slightly more general results for a guided multivariate Nadaraya-Watson 
estimator can be found in Glad (1996). Comparing the two leading bias terms, 
the possibility for bias reduction is essentially the same as for the univariate 
case. The multidimensional local polynomial estimators might have boundary 
problems in addition to the curse of dimensionality problem that all nonpara-
metric methods suffer from. The multivariate parametric guide can be an effi-
cient aid for both these problems, and is potentially even more fruitful in higher 
dimensions than in the univariate case. 
4 Criteria for comparison 
In the comparison of approximated mse and mise (or other measures related to 
bias and variance) we only need to look to the leading terms of the asymptotic 
bias. For the new estimator with an estimated guide, as in (7), we obtain 
bias reduction compared to the standard estimators if the parametric model is 
chosen so that the inequalities (5) or (6) are fulfilled. In the following we will 
concentrate on the parametrically guided local linear estimator in comparison 
to the usual local linear estimator. The criterion for asymptotic bias reduction 
is here 
lmo(x)r"(x)l < lm"(x)l, (12) 
a condition which applies also to the Nadaraya-Watson case if one assumes 
that the predictors are non-random or f(x) is uniform. In fact, as for the local 
linear case, several other nonparametric regression methods have the coefficient 
m"(x) in the leading term of asymptotic bias (Jones et al. 1994). Hence, (12) 
yields also a comparison between the new guided local linear and other purely 
nonparametric methods. 
In terms of approximated mse, because the variances are the same, the new 
estimator is better than the local linear, say, for all x where (12) is fulfilled. 
In terms of the global approximated weighted mise the new estimator is better 
than the local linear if its roughness functional 
Rnew = j [mo(x)r"(x)] 2 w(x)dx 
is smaller than the corresponding one for the traditional estimator, 
Rtrad = j [m"(x)] 2 w(x)dx. 
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Here w(x) 2: 0 is some weight function, typically used to downweight contribu-
tions from the boundaries. For all statements above, the extension to general 
odd pis straightforward. It is common to compare estimators also in terms of 
minimum mise values; that is, to perform a best case versus best case compar-
ison. For the new estimator as well as for the traditional one, the smoothing 
parameter h* that minimises the approximated mise is 
h* = [{f K 2(t)dt} J 0"2 (x)w(x)/ f(x)dxl 115 
nR {J t2 K(t)dt}2 ' (13) 
where R is the corresponding roughness functional Rnew or Rtrad defined above. 
Analogous results for generalp can be found in Fan and Gijbels (1996), Chapter 
3. For the resulting minimum mise, mise* = mise(h*) = c · R 115 , where c is a 
constant. Hence the relative improvement or worsening of minimum mise can 
be quantified as mise~ew/mise;rad = (Rnew/ Rtrad) 115 . 
In general, the bias is reduced to negligible order and the new estimator will be 
superior with respect to both mse and mise if the truth m( x) happens to be a 
member of the specified parametric family m(x, {3). If m(x) is in some neigh-
bourhood around the chosen pilot class so that the parametric model captures 
some of the features of the form of m(x), then r(x) will be less rough than 
m(x) itself and hence its second derivative will be smaller in size. In order to 
investigate such neighbourhoods or quantify the possible gain we need to be 
less general and sort to illustrating examples. The following section discusses 
the asymptotic behaviour through two simple examples, applying a linear and 
an exponential parametric guide to various truths. In the last section, we use 
simulations to study the finite sample comparison between the estimators, and 
demonstrate that even for very small n, we obtain bias reduction. 
An additional important point to take into consideration when comparing non-
parametric methods is that the necessary smoothing parameter h has to be 
fixed in some way. There are several arguments for choosing h subjectively, 
but it should also be possible to obtain reasonable choices of h in an automatic 
manner. For traditional nonparametric methods there are several selection pro-
cedures available and we refer to recent work of Hiirdle and Marron (1995) for 
the Nadaraya-Watson estimator and of Ruppert et al. (1995) for the local 
linear estimator. The majority of these procedures are 'plug-in' rules which 
aim to find a value for the mise-minimising h* based on formula (13) above, 
using different approaches in order to estimate the roughness functional R. The 
two methods mentioned above both approximate Rtrad through some estimate 
of m"(x). In order to produce similar automatic selection procedures for our 
semiparametric method, we can follow the same strategies, but need instead an 
estimate of m0 (x)r"(x) to approximate the roughness functional Rnew· For the 
local linear estimator, for example, the second derivative of the regression func-
tion can be estimated directly, using a higher order local polynomial derivative 
estimator. Based on the formula of the local derivative estimator of Ruppert 
and Wand (1994), mo(x)r"(x) can be estimated as 
m(x}J)r1'(x, 3) = 2ef (x; ZxXx)- 1 x; ZxUx, 
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where ef has 1 in the third entry and 0 in the three other entries, and otherwise 
Xx, Zx, and Ux are exactly as defined in Section 2. Similar constructions can be 
used as well in connection with other procedures such as biased and unbiased 
cross validation. 
5 Asymptotic bias reduction: Two examples 
5.1 A linear guide 
We look first to a simple example in order to investigate the asymptotic bias 
reduction criteria lmo(x)r"(x)l < lm"(x)l in the case of a linear start function 
m(x, {3) together with various truths. 
Let the true conditional mean function belong to the class of functions 
m(x) = xexp(ax) (14) 
for x in some interval (a, b) on R+ and any a E R. This regression function is 
linear when the parameter a = 0 and deviates more and more from the straight 
line as a increases or decreases. We are interested in understanding how a 
linear choice for the parametric start influences the bias of the new estimator 
for different values of a in the underlying truth. 
We use a linear start 
m(x, {3) = f3x 
without intercept. The slope f3 is to be estimated from the data. 
Assuming g(yix) rv N(m(x), a 2 (x)) and using maximum likelihood estimation 
for {3, the best (in the Kullback-Leibler sense) linear approximant mo(x) = 
m(x, {30 ) to m(x) is found by minimising 
1b 2 f(x) dL2 = a (xexp(ax)- f3x) a2 (x) dx 
with respect to {3. 
In terms of a and the interval (a, b), this minimiser is 
The correction function r(x) = m(x)/mo(x) is in this situation r(x) = {301 exp(ax), 
giving 
r"(x)mo(x) = a2xexp(ax). 
Note that f3o is no longer involved. The expression above is to be compared in 
absolute value with 
m"(x) = (2a + a2x) exp(ax), 
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hence the linear start induces bias reduction as long as 
(15) 
This is immediately seen to be fulfilled for all a :2: 0 for all x. For a < 0, we 
have to look separately to the cases x > -2/a and x < -2/a. In the first 
case, (15) is never true. In the second case we achieve bias reduction whenever 
x < -1/a. 
Hence, all in all, the simple linear guide gives absolute improvement of the 
nonparametric method with respect to both (a)mse and (a)mise for any a :2: 0. 
For a < 0, the linear start leads to bias reduction when x < -1/ a. For example, 
if we consider for x the interval (0, 1) and a = 1, we get Rnew/ Rtrad = 0.070, 
implying that the minimum mise ratio is only 0.59. 
In the case of negative a, (a)mse is smaller up to a certain x = -1/a, hence the 
performance of (a)mise depends on the interval (a, b) in question. This result is 
however not at all surprising when looking more carefully to the true conditional 
mean function in (14) for a< 0. In this case the function is unimodal with its 
maximum in x = -1/a, as illustrated in Fig. 1. Hence except on an interval 
(a, b) ~ (0, -1/a) it makes certainly no sense to approximate the regression 
function with a straight line starting in the origin, and only extremely sparse 
and noisy data could mislead us to such a choice. 
5.2 An exponential guide 
Now let the parametric start be a simple exponential function m(x, {3) = {3 exp( -x) 
and let the true underlying conditional mean function be 
m(x) = exp(-(1 + a)x) (16) 
for x on some interval (a, b) on R+ and some a > -1. This function belongs to 
the start class of simple exponentials when a= 0 and deviates more and more 
from this class as a tends to -1 and infinity, illustrated in Fig. 2. 
The least squares estimator ~ = I:i=l Yi exp( -Xi)/ I:i=l exp( -2Xi) can be 
shown to aim at 
f3o _ I; exp( -(2 + a)x)f(x)j0"2(x)dx 
- I; exp( -2x)f(x)/0"2 (x)dx 
by using the same criteria as in the previous section. This factor disappears in 
the following calculations. Again we write m0 (x) = m(x, {30 ). 
For calculating the asymptotic bias of the semiparametric estimator we have 
r(x) = {301 exp( -ax), leading to 
r"(x)mo(x) = a 2 exp( -(1 + a)x). 
The corresponding term for the nonparametric estimators is 
m"(x) = (1 + a) 2 exp( -(1 + a)x), 
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giving the criteria for asymptotic bias reduction of the new estimator as 
la2 exp( -(1 + a)x)l < 1(1 + a)2 exp( -(1 + a)x)l. (17) 
Of course, when the truth belongs to the same class as the parametric start, 
that is a= 0, the leading term of the bias of the new estimator is reduced to 0 
while the strictly non parametric goes as exp( -x). 
The leading terms Rnew and Rtrad of the global mise are 
Rnew = a 4 1b exp(-2(1 + a)x)dx 
Rtrad = (1 + a)4 1b exp( -2(1 + a)x)dx. 
(18) 
(19) 
The inequality in (17) holds for the whole range of x for any a > -~, and so 
does Rnew < Rtrad for any interval (a, b). 
Letting the interval (a, b) be the whole positive line, (18) and (19) give the 
minimum mise ratio as mise~ew/mise;rad = (a/(1 + a))415 , which is plotted for 
illustration in Fig. 3 as function of a. 
Taking a = 1, for example, Rnew/ Rtrad = 0.063, and the minimum mise ra-
tio is 0.57. This example is remarkable in its simplicity and shows that the 
new estimator performs significantly better than the traditional nonparametric 
methods in the whole range of x for regression functions clearly very different 
from the parametric start employed. 
For -1 < a < -~, the simple exponential start turns out to be too far from 
the truth to improve the bias. For such a's m(x) tends quite rapidly towards 
a constant line in 1, hence a plausible explanation is that these curves benefit 
more from a constant start, which is exactly the local linear estimator or any 
other of the purely nonparametric methods. The plot of the minimum mise 
ratio in Fig. 3 demonstrates that there is however all in all very little to loose 
and much to gain by applying an exponential guide to data generated from a 
class of functions like in (16). 
6 Performance on simulated data 
In this section we investigate the finite sample performance of the new class 
of estimators based on simulations. Given a true regression function m(x), we 
let the n design points Xi be drawn from a uniform density on [0, 1], and we 
generate the responses using additive, normally distributed noise with o-2 (x) = 
0"2. 
We consider the local linear estimator with a gaussian kernel function and use 
an estimated smoothing parameter. We apply a 'rule of thumb' like estimate of 
h* in (13) as described for example in Fan and Gijbels (1996) Chapter 4.2. The 
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weight function is taken to be w(x) = wo(x)f(x) where wo(x) = 1 on [0.1, 0.9] 
and 0 otherwise. Hence we have used 
where rh is a global fourth order polynomial fit to the data, serving as a rough 
approximation to m(x). Note that in these experiments, we never utilise the 
fact that we know the design density f(x). 
For the new estimator, we use various forms for the parametric guide m(x, /3) 
and least squares parameter estimation, in combination with a local linear es-
timator as above. Hence the estimator has the form as in (7) with p = 1. We 
have kept here the smoothing parameter that is optimal for the usual local lin-
ear estimator, hence the comparison is slightly unfair towards the new guided 
estimator. 
Experiments have been run with various true regression curves, various para-
metric guides, sample sizes ranging from 25 to 1000 and different amounts of 
noise. For each set of data, the different estimators are applied to obtain the 
corresponding estimated curves on a grid on [0, 1]. Based on 600 such reali-
sations, we plot the average curves to visualise the biases. Furthermore, we 
calculate the sum over the grid of squared bias plus variance for each estima-
tor. These mise like measures are presented along with the figures, keeping the 
contributions from bias and variance terms separated. We also look to the ratio 
of this quantity for the new estimator and the traditional one, to be less than 
1.0 if the guided estimator has a better over all performance. 
We present results from two types of regression curves, with a few parametric 
guides for each. The parametric starts m(x, /3) are chosen in three different ways 
in order to represent typical situations. First, the guide is guessed correctly and 
belongs to the true parametric family; second, the guide is obviously wrong; and 
finally, a more reasonable guide, though not the correct one, in assumed, based 
on visual inspection of the data. 
The actual functions presented in this section are: 
m(x) 
(}" 
2 + sin(27rx) 
0.50 
2 + x - 2x2 + 3x5 
0.70 
A A A 2 A 5 f3o + fJ1x + fJ2x + f33x 
/Jo + /J1x 
/Jo + /J1x + /J2 exp(x) 
The first conclusion drawn from extensive simulation experiments is that we 
obtain significant bias reduction even for rather rough parametric guides. For 
clearly misleading guides, the new estimator has a tendency to 'ignore' the 
wrong information and behave very similarly to the purely nonparametric esti-
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mator. This corresponds to our experience in density estimation, see Hjort and 
Glad (1995, 1996). 
The bias reduction is evident for all sample sizes, also very small ones. For 
extremely small n, there is a tendency to a slight increase of the variance, 
that, in accordance with the asymptotic results in Theorem 2, vanishes when n 
increases. 
In Fig. 4, we display results for n = 25 for the sinus regression function. As 
seen, even for so few data points, the estimated sinus guide improves the esti-
mation significantly. The third degree polynomial guide also reduces the bias 
considerably, but has a slightly increased 'mise' due to a somewhat larger vari-
ance. Increasing the sample size to n = 200, this effect disappears and the 
estimator behaves completely in accordance with the asymptotic theory; that 
is, the guided estimator has variance equal to that of the local linear one, and 
a very much smaller bias. Note that this guide is not the correct one, but still 
captures many of the features of the underlying sinus curve. Still in Fig. 4, 
we see that a linear guide has almost no effect on the estimate of the sinus 
regression function, even if it is obviously misleading. This happens for many 
other improper guides as well. 
In Fig. 5, results of the simulations with the polynomial curve are presented for 
n = 50. Using a fifth degree polynomial as the guide, the bias becomes really 
negligible compared to that of the local linear estimator, but due to the high 
level of noise in these simulations, the variance is a bit increased. With more 
data points, n = 200, this picture considerably improves. The exponential 
guide also has a good bias reducing effect, exhibiting only a small increase 
in the variance for n = 50, resulting in an improved 'mise' value. For this 
regression curve, the linear guide actually leads to a slight improvement of the 
performance, even if the truth is far from linear. 
It should be remembered that the simulation results presented here are based 
on rather small sample sizes, but still the guided estimator shows strong bias 
reducing properties. Actually, all not too unreasonable guides give significant 
bias reduction for all sample sizes and all levels of noise in our experiments. 
Furthermore, we have used a smoothing parameter that is not optimal for the 
new estimator. With another h, the guided approach performs even better. 
Finally, we add that for real applications, more advanced parametric estimation 
procedures than the linear regression applied here could be more appropriate. 
For instance, the method of delete-knot regression splines of Smith (1982) and 
Breiman and Peters (1992), where knots and hence the number of parameters 
are reduced according to a crossvalidation criteria, are likely to be useful as the 
parametric guide for most regression functions in practice. 
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Figure captions 
Figure 1: The regression function m(x) in (14) plotted for some different a's. The solid 
line corresponds to the linear start. The new method with a linear start is advantageous for 
all regression curves with positive a. In the case of negative a the regression curve is unimodal 
and starts to decline at -1/a. The curve for a = -1/2, for example, has its maximum in 
x = 2. The new method with a linear start is advantageous up to this value of x. 
Figure 2: The regression function m(x) in (16) plotted for some different a's. The solid line 
corresponds to the simple exponential start. Examples of regression curves that have a> -~ 
and hence obtain bias reduction are plotted with dotted lines. Curves that have a< -~ and 
hence no bias reduction are plotted with dashed-dotted lines. 
Figure 3: The minimum mise ratio plotted as functions of a. Notice that this ratio is 
smaller than 1 for all a E [-~, oo). 
Figure 4: Estimation of m(x) = 2+sin(27rx) with different guides. The solid line is the true 
curve, the dotted line is the local linear estimator and the slashed line is the guided estimator. 
The curves are averages over 600 independent estimates. The two terms in 'miseg' represent 
the sum of squared bias and the sum of variance, respectively, over the grid for the guided 
estimator. The corresponding quantities for the local linear estimator are labeled 'misel', and 
'ratio' is miseg/misel. 
Figure 5: Estimation of m(x) = 2 + x- 2x2 + 3x5 with different guides. The solid line is 
the true curve, the dotted line is the local linear estimator and the slashed line is the guided 
estimator. The curves are averages over 600 independent estimates. The two terms in 'miseg' 
represent the sum of squared bias and the sum of variance, respectively, over the grid for 
the guided estimator. The corresponding quantities for the local linear estimator are labeled 
'misel', and 'ratio' is miseg/misel. 
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