Abstract: An analysis of the convergence properties of a distributed model predictive control (DMPC) algorithm is presented. An overview of the proposed DMPC algorithm is given and explicit solutions for the control problems are obtained for a simplified network of two controllers over two single-input single-output (SISO) systems. These solutions are used to analyze the convergence behavior of the iterative DMPC scheme. Stability condition of discrete linear systems is employed to derive the conditions required for convergence. Examples are then given to illustrate the findings, both numerically and graphically. The convergence analysis results show that the tuning of the DMPC algorithm can be adjusted to guarantee convergence at any control instant. However, convergence to an equilibrium DMPC solution through tuning adjustments does not necessarily imply stability of the DMPC network, which is shown to depend on the DMPC design, more specifically on the distribution and pairing of the controlled and manipulated variables.
INTRODUCTION
Networked control systems are of interest in multiple disciplines due to their relevance to problems ranging from understanding the behavior of schools of fish to optimizing the data flow between internet servers. The study of networked control systems is of particular importance for chemical process applications because of the following unique challenges associated with the operation of large-scale chemical plants:
(i) Unlike many other networked control problems the state dynamics of chemical processes are significantly coupled due to heat integration and mass recycle.
(ii) Due to the distributed parameter nature of chemical processes a large number of states need to be estimated from limited measurements.
(iii) The elements of the network, which are the unit operations, can have very different dynamics leading to a heterogeneous network topology.
Modern distributed control systems (DCS) for chemical plants already provide the network structure for implementation of networked algorithms and a number of studies can be found in the literature providing vertical (task/timescale based) and horizontal (plantwide) integration approaches for networked optimization and control (Cheng, Forbes, & Marlin, 2006; Vadigepalli & Doyle, 2003) . In the chemical process industries, the preferred multivariable control algorithm is model predictive control (MPC) and recent studies in the process control field investigate networked or distributed formulations for MPC algorithms (Venkat, Rawlings, & Wright, 2005; Mercangöz & Doyle, 2006) . Efforts to develop DMPC algorithms are not unique to the chemical process control and a number of formulations have appeared in the literature from different fields. Du et al. (2001) studied the input coupling between step response models for distributed MPC solutions based on Nash optimality. Jia & Krogh (2001) and Camponogara et al. (2002) studied state-space based distributed MPC formulations and their stability characteristics. In the two latter formulations, the goal was to distribute the global MPC optimization problem into a set of sub-problems, where these local MPC applications can exchange predictions for their local states and control moves. There are a number of distributed receding horizon control formulations in the literature for multivehicle systems (Dunbar & Murray, 2004; Dunbar & Murray, 2006; Motee & Jadbabaie, 2006) , however, the subsystem dynamics are assumed to be completely decoupled in these studies. Dunbar (2005) extended a similar formulation to dynamically coupled nonlinear systems. For a review of literature on this topic see (Scattolini, 2009) .
The unique challenges of chemical processes drive the development of distributed control formulations rather than centralized control systems due to the difficulties associated with designing, commissioning, and maintenance of such monolithic applications, however, chemical processes also require DMPC formulations that can meet their unique challenges. The DMPC formulation developed by Mercangöz & Doyle (2007) utilizes a distributed decentralized estimation and control network consisting of autonomous DMPC nodes. The control objectives are local and are not shared among the network members as in the case of (Jia & Krogh, 2001) . The solutions of the MPC problems are communicated and the MPC calculations are iterated before being ap-plied to the local plants. Venkat, Rawlings, & Wright (2005) criticized this communication-iteration based DMPC formulation from a stability and optimality perspective and proposed an alternative, where the local MPC objectives were replaced with global performance measures. Although such an approach provides very close, or even equivalent, performance to a centralized MPC algorithm, it relies on the cooperative operation of the network members and will give rise to input deficient optimization problems if a network member is taken off-line.
The current work is based on the idea that a plantwide DMPC network should consist of autonomous "selfsufficient" members, which can regulate their area effectively (offset free) without reconfiguration even if other network members are taken off-line. Nevertheless, the stability properties of a control algorithm are crucial and the conditions for stability should be established. In this paper, we analyze the iterative behavior of the DMPC formulation proposed by Mercangöz & Doyle (2007) in order to determine its stability properties. In the following sections, we briefly review this DMPC formulation and than derive explicit solutions for the local MPC problems for two SISO systems. Based on these solutions we develop the conditions for the convergence of the iterative scheme and subsequently illustrate both graphically and numerically the results of this convergence analysis on three examples. Finally, we discuss the results and provide directions for future research. A short section on manipulated variable constraints is provided at the very end.
DISTRIBUTED DECENTRALIZED MPC
The DMPC formulation considered in this section is designed as an extension on the scalable distributed decentralized estimation and control (DDEC) methodology of Mutambara (1998) , however the state-feedback based control structure of the DDEC is replaced with a DMPC algorithm. The nodal communication of state information in the original DDEC methodology is preserved and extended to include the communication of MPC results among relevant controllers before the implementation of control action.
In this DMPC formulation, all information is processed locally without the presence of a central processing site and all local nodes are equivalent in the sense that there are no specialized nodes such as mediators, supervisors, or queue controllers, which can be found in other agent-based systems (Siirola, Hauan, & Westerberg, 2003) .
The combined estimation and control operations in a DMPC node are shown in Fig. 1 , however in this study the focus will only be on the control calculations. In the DMPC formulation each node has a linear discrete time local model given by:
(1) (2) in which x i represent the states of the local subsystem i, u i the controls allotted to subsystem i. Input matrix B ij indicates the effect of u j (k-1) of interacting node j on node i at time k and n is the total number of interacting neighbors of node i.
Assimilated state estimates x i obtained from the DMPC network are used to initialize the local models (1) and (2). At each time step, the nodes also receive information about the control moves executed by their neighboring nodes in the previous time step u j (k-1). This information is then used in the state transition equation (1) to include the effects of input interactions by assuming constant values for u j throughout the prediction horizon p. The prediction and control stages are conducted concurrently at each node i, according to the MPC algorithm by solving a quadratic program given by:
where s denotes the s th component of a vector, (k+t|k) denotes the t steps ahead prediction using the local models, based on information available at time k, y i ref denotes the output reference for sample time k, n i u and n i y denote the number of inputs and outputs at node i, m denotes the number of control moves to be calculated, w denotes the weights of the inputs and outputs at node i for a given time step t. When a node calculates the solution of (3), it sends the candidate control moves u i (k) for the next time step to its neighbors with input coupling before implementing it in the actual system. This information is used to update the input interactions u j (k+t|k) in the prediction models and the MPC calculations are repeated with the same initial states. The repetitions can last for a given number of iterations or terminate based on a convergence criterion, where the difference between consecutively calculated control moves for all nodes i=1,2,…, N is less than a given tolerance value. In the following section, we will try to determine the conditions for which this iterative MPC scheme will converge for the calculations within one sampling time. 
SOLUTION OF THE LOCAL MPC PROBLEMS
The solution of the local MPC problem for two interacting DMPC nodes can be determined for node i as a function of the input move of its neighbor u j (k).
Dynamic solution
For a DMPC subsystem given in (1) and (2), the p step ahead prediction equations, when the control horizon m is equal to 1, are given in three parts as (by dropping the index i of the node of interest for simplicity): (4) In (4) the matrices P x , P u and P uj are calculated from the local models (1) and (2). The predicted outputs on the left hand side of (4) can be represented by the vector Y and the prediction equations without the discrete sampling index k can be expressed in a compact form as: (5) When deviation variables are employed, the MPC objective for the node of interest at any given time step can be stated as: (6) where Q and R can be calculated from the weights specified in (3). At this point, Y can be replaced with the expression in (5) and after algebraic manipulations (6) can be put into the following form:
When the node of interest is assumed to be a SISO system, an unconstrained analytical solution for (7) can be obtained of the form:
Remark 1. The expression in (8) decouples the solution of the local MPC problem into two terms, where the first term is the control action to cancel out the effect of the neighboring node and the second term is the negative statefeedback. In the iterative DMPC scheme, a new u j is provided at each iteration to recalculate u opt , but the statefeedback term is kept constant throughout the iterations at a given sampling time.
Steady-state solution
When both interacting nodes are considered to be SISO systems the following steady-state model can be written by designating the nodes with indices 1 and 2: (9) where d 1 and d 2 are stationary disturbances entering the nodes 1 and 2. If the deviations of the outputs y 1 and y 2 from their reference values are to be zero at steady-state, then the following relationships should hold:
At a stable steady-state with no offset, the MPC solution given in (8) is required to be equal to the expressions in (10) and (11), which can be stated in the same notation of (8) as: (12) 4. STABILITY OF ITERATIVE DMPC CALCULATIONS The solutions obtained in the previous section can be used to analyze the stability character of the proposed DMPC algorithm. For this purpose two theorems will be given, where the former states a steady-state stability condition for the DMPC network and the latter states a convergence criterion for DMPC iterations.
Assumptions.
The results in the previous section were obtained for a network consisting of two SISO DMPC nodes. The MPC design at each node is such that the move horizon m is unity and the MPC problem is unconstrained. In addition to these specifications, it will be assumed that (i) the communication between the DMPC nodes takes place sufficiently fast without loss of information, (ii) plant-model mismatch does not exist, (iii) perfect information about the local states and the local disturbances are available to the DMPC nodes, (iv) the prediction horizon p is sufficiently large and extends to the steady-state values.
Theorem 1. For two interacting SISO DMPC nodes with pairing y 1 -u 1 for node 1 and y 2 -u 2 for node 2, represented by the steady-state model (9), the iterative DMPC solutions lead to a stable steady-state solution if and only if the following condition holds: (13) Proof. Consider the optimal solution given in (12). The MPC iterations will continue at steady-state in a receding horizon fashion and if there are no dynamic changes in the system, all iterations at any sampling period past the steadystate will always produce the result in (12). These iterations can be represented as a discrete dynamical system with the iteration index i as the independent variable: (14) (15) which can be expressed in matrix notation as: (16) Since b is constant at any given sampling time, a coordinate change given below (17) can be used to obtain:
The system in (18) will be asymptotically stable when the eigenvalues of the state transition matrix Φ lie strictly within the unit circle centered on the origin of the complex plane. The eigenvalues of Φ are given by the following equation:
The condition (13) of Theorem 1 follows from the modulus of these eigenvalues in the complex-plane. □ Remark 2. Theorem 1 shows a ratio of the interaction gains to the local gains of control inputs and requires this ratio to be less than one for a two node comparison. This result is system specific and depends only on the partitioning of the controlled and manipulated variables to the DMPC nodes.
Theorem 2. Consider two interacting SISO DMPC nodes. P 21 and P 12 are used to denote the prediction matrices for the input effect of node 2 on node 1 and node 1 on node 2 respectively, whereas P 1 and P 2 are used to represent the local input effects. The DMPC iterations at any given sampling time are convergent if and only if the following condition holds:
Proof. At a given sampling time, a discrete dynamical system for the iterations among the DMPC nodes can be formulated. For this purpose (8) can be written for the two interacting SISO DMPC nodes by using the index i to represent the iterations. The system in (24) will be asymptotically stable when the eigenvalues of the state transition matrix Φʹ′ lie strictly within the unit circle centered on the origin of the complex plane. The eigenvalues of Φʹ′ are given by the following equation: (25) As in Theorem 1 the condition (20) of Theorem 2 directly follows from the modulus of the eigenvalues given in (25) in the complex-plane. □ Remark 3. The stability condition involves a balance between the interaction terms and the local effects of the control inputs. Larger interaction terms may tip the balance to destabilize the system and can cause the iterations to diverge.
Remark 4. Independent of the remaining system properties of the system properties, the input weights can be specified to satisfy the stability condition. This remark is more important because it shows that for any given system, the DMPC tuning parameters can be chosen to guarantee convergence of the iterative DMPC calculations. In the following subsection, examples will be provided to illustrate the implications of these results.
SIMULATION EXAMPLES
In this section, examples of two node DMPC formulations for interacting SISO systems are given to demonstrate their convergence behavior and control performances. The systems are initiated from zero initial conditions and a disturbance rejection scenario is considered with an unmeasured unit step occurring at time zero for both outputs. The DMPC controllers have a prediction horizon of 8 and the move horizon and the sampling time will be 1. Output weights will be 100 and inputs will be constrained between +50 and -50, and with a rate of change constraint of 10. The figures for the iterations between the solutions are plotted only for the first sampling time.
Converging iterations-stable steady-state
The first example is a system for which the iterations converge even when no input weights are used. The continuous time model is given as: (26) When the DMPC nodes are designed by pairing y 1 -u 1 and y 2 -u 2 , (21) and (22) can be calculated as: (27) From (27) the eigenvalues for the iterative dynamics can be calculated as 0.7, which satisfy the stability condition (25). To plot the iterations on the u 1 -u 2 plane, the iteration index can be dropped and (27) can be rearranged to give the optimal solutions for u 1 and u 2 as a function of u 2 and u 1 respectively.
(28) Fig. 2 shows the optimal solution lines of (28) and the iteration of the MPC results back and forth toward the equilibrium point. The DMPC calculations are initiated by using the values of the interacting input moves from the previous sampling time, which are the starting values of zero in this example. The contours in the plot are drawn to represent the combined cost functions of the individual MPC problems, which are not available to the DMPC nodes. In this example, the iterations move the MPC solutions in a favorable direction and reduce the value of the combined cost functions. The dynamic behavior of the system for 50 time steps is given in Fig. 3 , which shows acceptable control performance.
Diverging iterations-unstable steady-state
The system in the second example is chosen to demonstrate a case of diverging iterations when no input weights are used in the MPC calculations. The system model is given as: (29) Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011
When the DMPC nodes are designed again by pairing y 1 -u 1 and y 2 -u 2 , (21) and (22) can be calculated as: (30) The eigenvalues for the iterative dynamics can be calculated as ±1.1 according to (30), which have magnitudes greater than 1 and thus violate the stability condition (25). The expressions for the optimal reaction lines in this case are given by:
(31) Fig. 4 depicts the lines given by (31) for the optimal solutions and the diverging iteration of the MPC results. In this example, the iterations move the MPC solutions in a nonfavorable direction and increase the value of the combined cost functions. The dynamic behavior of the system is given in Fig. 5 . In this case, the y 1 -u 1 node is adversely affected by the y 2 -u 2 node and can not provide offset-free control. In fact, if the constraints were not imposed, both nodes would have continued to fight each other and the system would have become unstable.
Convergent iterations-unstable steady state
The same system in the previous example is used here to demonstrate the possibility of choosing the input weights, which can guarantee the convergence of DMPC iterations. The same settings and pairings will be used except the input weight for u 1 will be 1000 instead of 0. This value is greater than 120 which is required to guarantee convergence but it is chosen to more dramatically demonstrate the change in the iterative behavior. With these settings (21) and (22) can be calculated as given in (32). 
From (32), the eigenvalues for the iterative dynamics can be calculated as ±0.7, their magnitudes are less than 1 and they satisfy the stability condition (25). The expressions for the optimal input moves in this case are given by:
(33) Fig. 6 depicts the reaction lines and the converging iteration of the MPC results for the first sampling time, but the results shown in Fig. 7 indicate an unstable behavior, even though all successive MPC iterations are also observed to converge to a certain equilibrium point. Fig 6. shows that the iterative solutions are proceeding in a non-favorable direction in the first sampling time and increase the value of the combined cost functions. This behavior continues in the following sampling times as well. Again, the y 1 -u 1 node is adversely affected by the y 2 -u 2 node and can not provide offset-free control. The convergence point moves away from the origin at every sampling time and goes beyond the constraint limits of the inputs. This steady-state model for the system given in (29) can be written as: (34) For the pairing y 1 -u 1 and y 2 -u 2 , as used in examples 2 and 3, the steady-state stability condition of (13) is not satisfied as given below:
(35)
Stability through proper system decomposition
According to (35) the system of example 2 will not have a stable iterative steady-state solution. Furthermore, the stabilization effort in example 3 to force the MPC iterations to converge does not have an effect on (25) and can not change the fact that a stable steady-state solution does not exist for this pairing. On the other hand, instead of changing the input weights as in example 3, the pairing can be changed to y 1 -u 2 and y 2 -u 1 to obtain a stable steady-state solution. The stability condition (25) for this pairing will be satisfied as shown below:
(36) Fig. 8 and Fig. 9 show the DMPC reaction lines and the dynamic behavior of this pairing for the same disturbance rejection problem as in the previous examples and with no input weights. In this case, both controllers converge at every sample time, since the condition of (25) is also satisfied, and can provide offset-free control for their outputs.
DISCUSSION AND SUMMARY
In this paper the iterative scheme of the DMPC formulation proposed by Mercangöz and Doyle (2007) is analyzed for a simplified two SISO node network. Conditions for the convergence of the transient MPC problems and the general stability of the steady-state solutions are derived. Two aspects of these results require further research.
First, the conditions are derived for two-node interactions; however the results can be easily extended to cover multiple-nodes by increasing the size of the state transition matrices Φ and Φʹ′ for the iterations. Extension of these results to multiple input nodes is less likely, because of the possibility of non-unique steady-state solutions. However, the availability of more degrees of freedom is expected to provide a greater range for convergence and stability. The results for the MPC iterations only cover a single step control horizon. The case with multiple step control horizons should also be investigated. Second, the optimality of the DMPC formulation is not discussed in this study, but the examples provide the results for the change of the overall control cost during the iterations. A complementary study for the investigation of this problem remains as a future task. The simplified approach of the current work can be followed to classify the cases, where using the DMPC approach will be more beneficial than utilizing a completely decentralized control network.
In summary the ideas outlined in this paper can be useful in establishing the stability characteristics of the DMPC approach and strengthen the expectation that DMPC networks will be competitive candidates for future plantwide control systems, due to their self-sufficient and autonomous design.
ADDITIONAL REMARKS FOR THE CASE OF MANIPULATED VARIABLE CONSTRAINTS
The analysis presented in Section 4 was carried out for unconstrained problems. It is however possible to include the influence of having manipulated variable constraints.
Systems corresponding to equations 21 and 22 result in: a.) Converging iterations with real eigenvalues b.) Converging iterations with complex eigenvalues c.) Diverging iterations with real eigenvalues d.) Diverging iterations with complex eigenvalues Due to the MPC formulation of (3) the presence of constraints impacts the iterations for the first three cases in the same way i.e. the iterations get stuck at the first constraint value, which the iterations reach. The last case of unstable iterations with complex eigenvalues is an exception since here the iterations start to cycle back and forth to the constraint value once a constraint is reached. Examples for iterations with constraints on the manipulated variables are shown in Fig. 10 . Here the converging iterations stop well before a constraint is reached. The diverging iterations are shown for cases with input constraints at +3 and -5. The case with diverging iterations but real eigenvalues stop when the lower bound of -5 is reached by one node and the other node repeats calculating the same value corresponding to -5. The case with diverging iterations and complex eigenvalues can be seen cycling when one node reaches its upper bound at +3. The corresponding next calculation by the neighboring node forces the first node that reached the upper bound to pull back but at the next step the diverging iterations reach the upper bound again repeating in the same pattern. A point to note here is that terminating after one more iteration in this case can result in two very different pairs of control action. 
