Formant contours for F1-F4 were measured from LPC spectra using a custom interactive editing tool. For comparison with the PB data, formant patterns were sampled at a time that was judged by visual inspection to be maximally steady. Analysis of the formant data shows numerous differences between the present data and those of PB, both in terms of average frequencies of F1 and F2, and the degree of overlap among adjacent vowels. As with the original study, listening tests showed that the signals were nearly always identified as the vowel intended by the talker. Discriminant analysis showed that the vowels were more poorly separated than the PB data based on a static sample of the formant pattern. However, the vowels can be separated with a high degree of accuracy if duration and spectral change information is included.
Audio recordings were made of subjects reading lists containing 12 vowels: The ten vowels recorded by PB (/ij,oe,•,o,•,u,u•%a•/) plus /e/ and /o/. Also recorded were
four diphthongs in/h-d/context, and both vowels and diphthongs in isolation. Only results from the 12/hVd/utterances will be described in this report. Subjects read from one of 12 different randomizations of a list containing the words "heed," "hid," "hayed," "head," "had," "hod," "hawed," "hoed," "hood," "who'd," "hud," "heard," "hoyed," "hide," "hewed," and "how'd." Subjects were given as much time as needed to practice the task and demonstrate an understanding of the pronunciations that were expected for each key word. Recordings were made of several readings of the list once the experimenter was satisfied that the subject understood the task. Once the recording session began, the experimenter did not audition each stimulus and request additional readings based on the experimentefts judgment of correct pronunciation.: An attempt was made to record at least three readings of the list. This was often not possible in the case of the children, who took longer to train than adults and sometimes tired of the task after two readings.
The recordings were made with a digital audio recorder (Sony PCM-F1) and a dynamic microphone (Shure 570-S). One token of each stimulus from each talker was low-pass filtered at 7.2 kHz and digitized at 16 kHz with 12 bits of amplitude resolution on a PDP 11/73 computer. Unless there were problems with recording fidelity or background noise, tokens were taken from the subject's first reading of the list. The gain on an input amplifier was adjusted individually for each token so that the peak amplitude was at least 80% of the _+10-V dynamic range of the A/D, with no peak clipping. In addition to the hand measurements of steady-state times, we experimented with several methods of determining steady-state times automatically through an analysis of edited formant contours. Of the several methods that were tried, the technique that seemed to produce the best results defined steady state as the center of the sequence of seven analysis frames (56 ms) with the minimum slope in log F2-log F1 space (Miller, 1989) .
b. Formant contours. Formant-frequency analysis began with the calculation of 14-pole, 128-point linearpredictive coding (LPC) spectra every 8 ms over 16 ms (256 point) hamming windowed segments. The frequencies of the first seven spectral peaks were then extracted from the LPC spectrum files. The frequencies of spectral peaks were estimated with a three-point parabolic interpolation, yielding a finer resolution than the 61.5-Hz frequency quantization. Files containing the LPC peak data served as the input to a custom interactive editor. The editor allows the experimenter Editing and analysis decisions were based on an examination of the LPC peak display overlaid on a gray-scale spectrogram and, in some cases, on an examination of individual LPC or Fourier spectral slices. General knowledge of acoustic phonetics also played a role in the editing process. For example, editing decisions were frequently influenced by the experimenter's knowledge of the close proximity of F2 and F3 for vowels such as/i/and/s,/, the close proximity of F1 and F2 for vowels such as/a/and/u/, and so on (see Ladefoged, 1967 , for an excellent discussion of the inherent circularity in this method of estimating vowel formants, and for other insightful comments on the formant analysis). Considerations such as these often led the experimenter to conclude that a formant merger occurred. In these cases, the LPC spectra were recomputed with a larger number of poles until the merged formants separated.
Once the experimenter was satisfied with the analysis, editing commands could be used to hand edit any formant tracking errors that remained. Figure 1 shows an example of the utterance "heard" spoken by a ten-year-old boy: (a) after the original 14-pole analysis, (b) after reanalysis with 18 poles, and (c) after hand-editing. (For simplicity, the grayscale spectrogram underlying the peak display is not shown.)
The vertical lines indicate the beginning and end of the vowel nucleus. Two commands are available for hand editing the formant contours. One command allows the experimenter to use the mouse to delete a spurious peak, and a second command allows the experimenter to use the mouse to interpolate through "holes" in the formant contour. For example, in the center panel of Fig. 1 , there is a gap in the F3 contour toward the end of the vowel. Clicking the mouse on either side of this gap causes the program to linearly interpolate formant frequencies through this gap.
It was not uncommon for utterances to show formant mergers throughout all or part of the vocalic nucleus that could not be resolved using these methods. In these cases, zeros were written into the higher of the two formant slots showing the merger (e.g., F3 was zeroed out in the case of an F2-F3 merger). Table I shows the frequency of occurrenee of formant mergers for each of the 12 vowels. For the present study, formants were edited only between the starting and ending times of the vowel. Contours for F1-F3 were measured for all signals, except in cases of unresolvable formant mergers. The fourth formant was measured only when a well-defined F4 contour was clearly visible both on the LPC peak display and the gray-scale spectrogram. The fourth formant was judged to be unmeasurable for 15.6% of the utterances. c. Fundamental frequency contours. FO contours were extracted with an autocorrelation pitch tracker (Hillenbrand, 1988) , followed by hand editing using the tool described above. Gross tracking errors such as pitch halving and pitch doubling were corrected by reanalyzing the signal with an option that imposes an upper or lower limit on the search for the autocorrelation peak. Any errors that remained were corrected using the editing commands that were described above. c. Formant frequencies. Two methods were used to estimate the reliability of the formant frequency measurements. The first method involved a simple reanalysis of 10% of the utterances using the LPC-based signal processing and editing techniques described previously. The second method involved a reanalysis of 10% of the utterances using the same peak picking and editing techniques but with 128-point cepstrally smoothed spectra instead of LPC spectra. The primary motivation for this comparison was Di Benedetto's (1989a) Results for the LPC remeasurement are shown in Table   III . The results are based on a frame-by-frame comparison of the signals, excluding from consideration any frame in which either signal showed a merger in the formant slot being compared. Results are given as average absolute differences and as signed differences. Overall, the absolute differences ranged from about 12 to 60 Hz, or between 1.0% and 2.0% of average formant frequency. Table IV compares formant measurements obtained from LPC and cepstrally smoothed spectra. Positive numbers in the signed-difference columns indicate that the LPCderived formants were higher in frequency than those derived from cepstrally smoothed spectra. In light of Di BenedeRo's (1989a) findings, the signed differences are of particular interest. Consistent with Di Benedetto's results, the signed differences are quite small for formants above F1, especially as a percent of formant frequency. However, unlike Di Benedetto's findings, our results showed slightly higher first formants from LPC spectra. This discrepancy might be due to differences between the cepstral smoothing method used in the present study and the "pseudospectrum" method used by Di Benedetto. However, it should be noted that Di Benedetto's findings were based on analyses of utterances spoken by just two men and one woman.
d. Fundamental frequency. Remeasurement of fundamental frequency contours for 10% of the utterances showed a frame-by-frame average absolute difference of 1.7 Hz and an average signed difference of 0.6 Hz.
Measurement results
Acoustic measurements for the/hVd/signals are shown in Table V The vowels occupy similar relative positions in the two sets of data, with the notable exception of/e/and/a:/. Our data indicate higher F2 values for/a•/as compared with/e/, and slightly lower F1 values for/•e/than/e/, although the difference in F1 is not consistent across talker groups. Analysis of data for individual talkers showed that the F2 differences between these two vowels were highly consistent: 91% of the talkers produced an/a•/with a higher F2 than their/e/. The F1 differences were less consistent, with 68% of the talkers producing an/a•/with a lower F1 value than their/e/. Our findings for these two vowels contrast not only with PB, but also with Di Benedetto's (1989a) results from three adult talkers, and with a large Texas Instruments database described by Syrdal (1985) . As can be seen in Figs. 3 and 4, these two vowels show a very high degree of overlap in F1-F2 space. As will be seen below, these vowels are well identified by listeners, and can be separated well based on acoustic measurements only if spectral change is taken into account. indicates, nearly all of the vowels show a good deal of formant frequency change. Further, the formants are moving in such a way as to enhance the contrast between vowels with similar static positions in formant space. For example, the /•e/-/e/pair shows a high degree of overlap when the formants are sampled at steady state. As the figure shows, these two vowels appear to exhibit distinct spectral change patterns. Likewise,/u/and/u/show a high degree of overlap in static F1/F2 space but appear to show distinct patterns of spectral change. The influence of spectral change patterns on the separability of vowel categories will be examined in a more systematic way in the discriminant analysis studies described in Sec. III.
II. VOWEL IDENTIFICATION
A. Methods
Listeners
Listeners consisted of 20 undergraduate and graduate students in the Speech and Pathology and Audiology Department at Western Michigan University, none of whom had participated as talkers. The choice of phonetically trained listeners was motivated by the findings of Assmann et al. (1982) indicating that a relatively large proportion of identification errors produced by untrained listeners are due primarily to the listeners' uncertainty about how to map perceived vowel quality onto orthographic symbols. All of the listeners had taken an undergraduate course in phonetics, although as a group they would not be considered experienced phoneticlans. The dialect screening procedure and subject selection criteria described for the subjects who served as talkers were used for the listeners as well.
Procedures
Listeners were tested individually in a quiet room in two sessions lasting approximately 1 h each. Signals were lowpass filtered at 7.2 kHz at the output of a D/A converter (Tucker and Davis DD]), amplified, and delivered to a single loudspeaker (Boston Acoustics A60) at an average intensity of 77 dBA at the listener's head (approximately 70 cm from the loudspeaker). Over the course of the two sessions listeners identified one presentation of each of the 1668 /hVd/ signals. The signals were presented in fully random order (i.e., not blocked by talker), and the randomization was changed daily. This randomization method differs from PB, who tested subjects in blocks of trials which presented listeners with randomly ordered tokens from ten talkers. 3 Subjects responded by pressing one of 12 keys on a computer keyboard that had been labeled both with the phonetic symbols and the corresponding key words (e.g., "heed," "hid," "head," etc.). Each listening test was preceded by a brief practice session to ensure that subjects understood how the key labels were to be interpreted. Table VI Results are shown for all tokens in the database, and for a subset of the data that excluded individual tokens that showed identification error rates of 15% or greater (11.5% of the tokens). It can be seen that including vowel duration in the parameter set results in a consistent improvement in performance, especially for the simplest parameter sets such as single-sample F1-F2. However, the most dramatic effect is seen when comparing a single sample of the formant pattern with two samples. The improvement in classification accuracy averages 11.2%, and is especially large for the parameter sets involving F1 and F2 alone. Adding a third sample of the formant pattern produces little or no improvement in classification accuracy. This would seem to suggest that only a very coarse representation of the spectral change pattern is needed for classification. It can also be seen that omitting tokens with relatively high identification error rates produces a consistent improvement in classification accuracy. This finding indicates that the errors produced by the pattern classifier tend to occur more often for tokens that are poorly identified by listeners.
Results
Although not shown in the table, the same classification tests were conducted using the full set of 12 vowels. The overall pattern of results was quite similar to that shown in Table IX, except that the improvement in classification accuracy with two samples of the formant pattern was somewhat larger. This is a logical result given that the two vowels that were added,/e/and/o/, are nearly always diphthongized.
IV. DISCUSSION
The original intent of this study was to collect a database of acoustic measurements for/hVd/utterances comparable to PB, but with additional measures of duration and spectral change that could be used to study the role of dynamic properties in vowel recognition. The differences that were observed between our static measurements of formant patterns and those of PB were not anticipated. One possible explanation of these differences has to do with our use of LPC as opposed to the more direct spectrum analysis method used by PB. This possibility cannot be eliminated entirely, particularly since we attempted no direct comparisons of our LPC measurements with measures obtained using PB's spectrographic technique. However, the differences between our data and those of PB strike us as both too numerous and too diverse to be explained by differences in spectrum analysis methods. Although not entirely conclusive, the comparisons that were made between formants measured from LPC and cepstrally smoothed Fourier spectra also make it seem unlikely that the differences can be attributed to spectrum analysis methods. The close similarity in F3 values and the nearly identical formant values for the central vowels produced by the adult talkers from the two studies would also seem to argue against this interpretation.
It also seems unlikely that the discrepancies can be attributed to differences in the times at which the formant patterns were sampled. Our data showed that steady-state times could be located with a surprisingly high degree of reliability. In addition, in data not reported here, we determined for three vowels (/oe/,/a•/, and/u/) that even the most procrustean method of locating steady state times could not bring the two sets of formant data into convergence. 4
If we assume, then, that the acoustic measurements were made with roughly equal precision in the two studies, then it must be the case that many of these vowels were simply produced in different ways by the two groups of talkers. As was indicated previously, little is known about the dialect of the PB talkers except: (1) Most of the women were raised in the mid-Atlantic region; (2) It should also be noted that the Texas Instruments database described by Syrdal (1985) shows some rather large differences from PB. The TI values for the front vowels are quite similar to PB, but rather large differences are seen for the back vowels. The differences from PB are in the same direction as in our data (i.e., implying lower and more anterior tongue positions compared to PB), but the discrepancies are even larger. As with the PB study, little is known about the dialect of the speakers in the TI study.
There is one final point worth noting about the discrepancies in formant frequencies across these three studies. There has been a tendency to view the PB database as a benchmark of sorts, establishing the set of formant frequencies for American English vowels. For example, the PB measurements are frequently used as control parameters in speech synthesis studies, and often serve to define prototypes for vowel categories. The PB measurements have also been heavily used to evaluate vowel normalization algorithms and are frequently used in cross-language comparisons and comparisons between normal and disordered speech. The present results, along with those of Syrdal (1985) and Bauer (1985) , serve as a reminder that a study of this kind can only hope to establish a set of formant frequencies that are typical of a specific dialect at a specific time in the history of that dialect.
In contrast to the numerous differences in acoustic measurements between our study and PB, the two listening studies produced very similar results. The overall identification rates from the two studies are quite similar, as are the rates for individual vowels. Although a detailed analysis of the relationships between the acoustic and perceptual data from the present study will have to await further study, it seems quite clear that the frequencies of F1 and F2 at steady state are not good predictors of the identification results. The clearest example is the /a•/-/oe/ pair, which was identified quite well by listeners despite very poor separation in static F1-F2 space.
Another indication that static measures of F 1 and F2 are poor predictors of vowel identification is the general finding that the significantly increased crowding of vowels in static F1 -F2 space relative to PB was not accompanied by an increase in perceptual confusions among vowels. Although it can only be guessed at, one possibility that might be considered is that our talkers produced more heavily diphthongized vowels than PB's talkers. According to this view, the greater degree of crowding in the static formant space of our talkers might be offset by an increase in spectral change, resulting in a set of vowels that are as distinct as the PB vowels. However, this speculation cannot be confirmed and, in the absence of the original PB recordings, it is difficult to go beyond the general suggestion of dialect differences between the two groups of talkers.
It is important to note that listeners were asked to identify utterances by choosing a label from a closed set of broad phonerote categories. It should not be concluded that all utterances that were assigned the same phonemic label are phonetically equivalent (see Ladefoged, 1967 , for a discussion). Even a casual listening by an experienced phonetictan shows clearly that there is a range of phonetic qualities within the vowel categories, even when considering only to- are based on samples taken at 20%, 50%, and 80% of vowel duration. ("NoDor" =vowel duration not included; "Dur"=vowel duration included.) Entries under the heading of "All tokens" used the full database; entries under the heading "well identified tokens only" are based on a data set that did not include tokens with error rates of 15% or greater (11.5% of the tokens). However, that does not imply that the details of the formant change pattern are unimportant to the listener. Additional studies using synthesis methods are needed to learn more about the specific mapping relations that are involved in vowel recognition. Also needed are studies of spectral change patterns in more complex phonetic environments than the/hVd/utterances examined here (e.g., Stevens and House, 1963). While it seems certain that the associations which we observed between vowel categories and spectral change patterns will be less straightforward in more complex phonetic environments, the extent of the oversimplification in our data is as yet unknown.
