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Abstract
There is a recent interest in developing new statistical methods to predict time series by taking into account
a continuous set of past values as predictors. In this functional time series prediction approach, we propose
a functional version of the partial linear model that allows both to consider additional covariates and to use
a continuous path in the past to predict future values of the process. The aim of this paper is to present this
model, to construct some estimates and to look at their properties both from a theoretical point of view by
means of asymptotic results and from a practical perspective by treating some real data sets. Although the
literature on the use of parametric or nonparametric functional modeling is growing, as far as we know, this
is the ﬁrst paper on semiparametric functional modeling for the prediction of time series.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Predicting time series future values is of main interest in many ﬁelds of applied sciences, and
the statistical literature in this ﬁeld is quite abundant. Independently of the kind of statistical
modeling used, an important parameter that has to be chosen (or estimated) is the number of past
values to use to construct the prediction method. The larger the number of past predictors, the
more ﬂexible the model will be, and in contrast, the more difﬁcult the estimation of the parameters
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Fig. 1. The ozone concentration data.
of the model. This well-known phenomenon is particularly worrying in nonparametric statistics
for which the asymptotic behavior of the estimates is exponentially decaying with the number
of explanatory variables (that is, with the number of past values incorporated in the model). The
literature in this ﬁeld of nonparametric time series prediction is vast and we will just cite two,
arbitrarily selected, recent monographs by Bosq [4] and Fan andYao [7].
One way to overcome the problem of incorporating a high number of past values into the
statistical model is to use functional ideas. The idea is to cut the observed time series into a sample
of trajectories and to incorporate in the model one single past (continuous) trajectory rather than
many single past values. Look for instance at the following time series that will be studied more
in detail in Section 4.2. The original time series is composed of hourly measurements of ozone
concentration during 124 days (so, there are exactly 2976 observed values) and is plotted in Fig.
1. The functional idea consists in cutting this time series into 124 daily paths. Finally, the time
series can be represented as a set of 124 functional data, as shown in Fig. 2. Hence, one can use for
prediction purposes a single functional variable (the continuous daily ozone concentration path)
rather than the 24 observed points. In other words, a 24-dimensional problem can be changed into
a one-dimensional (but functional) problem. The prediction question can be addressed through a
regression problem with dependent functional covariate.
Recent statistical literature has attacked this functional time series problem by proposing either
parametric (mainly linear) or purely nonparametric modeling. Functional linear prediction has
been popularized by several works of Denis Bosq (discussions and references found in the mono-
graph by Bosq [5]), while for functional nonparametric time series modeling the ﬁrst advances
were provided by Ferraty et al. [8], and Masry [13] (see the monograph by Ferraty andVieu [11],
for complementary bibliography).
There are often cases in practice where one has to take into account additional information.
For instance, in the ozone concentration problem discussed before (see also Section 4.2) one has
also at hand measurements of various other chemical quantities. In the nonfunctional setting, a
popular way to incorporate additional covariables consists in using some kind of semiparametric
modeling. Since the paper byEngle et al. [6], partial linearmodels becamequite popular in this ﬁeld
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Fig. 2. Ozone concentration: 124 daily curves.
(see also Aneiros-Pérez et al. [1] for recent advances and references on partial linear time series
modeling and estimation). The aim of our paper is to develop a new model that will combine
the advantages of partial linearity, to incorporate additional covariates, with the advantages of
functional modeling. As far as we know, the semi-functional partial linear model proposed here
is presented for the ﬁrst time in the ﬁeld of semiparametric functional time series analysis.
Our paper is organized as follows. The semi-functional partial linear model is presented in
Section 2 in the general form of regression estimation involving dependent variables, and the
estimators of both linear and nonparametric components of the model are deﬁned. Then, the
asymptotic theory is provided in Section 3 and two real data examples are treated in Section 4.
Technical proofs are reported in Section 5.
2. Model and estimators
2.1. Semi-functional partial linear time series modeling
Let {Zt , t ∈ [0,+∞[} be a real valued time series which has been observed at N equispaced
times. Without loss of generality, we assume that N can be written in the form N = n. To clarify
this, in the ozone example discussed before we hadN = 2976, n = 124 and  = 24. The observed
time series {Z1, . . . , ZN } can therefore be cut into n successive paths of length  in the following
way:
Zi = {Zt , t ∈ [(i − 1), i[} ∀i = 1, . . . , n.
In addition to using the past values of the process, we wish to incorporate other covariates in
the model. For instance, assume that we have a set of p real random variables X1, . . . , Xp, each
observed once for each period, meaning that we have a set of observed variables {(Xi1, . . . , Xip),
i = 1, . . . , n}.
The problem consists in predicting some characteristic of the future of the process (let us say,
for instance, some real random variableG(Zi+1), for some ﬁxed operatorG) from the information
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obtained in the last period (that is, from the covariates {Zi , Xi1, . . . , Xip}). The semi-functional
partial linear time series modeling leads us to assume that
G(Zi+1) =
p∑
j=1
Xijj + m(Zi ) + εi ∀i = 1, . . . , n, (1)
where  = (1, . . . , p)T is a vector of unknown real parameters, m is an unknown smooth real
function and εi are identically distributed random errors satisfying
E
(
εi | Xi1, . . . , Xip,Zi
) = 0.
Given such a model, the prediction problem could be treated as soon as we have at hand some
estimates of the real parameters j and of the functional operator m.
Remark 1. As written at the beginning of this section, we consider that the N observations of
the time series {Zt , t ∈ [0,+∞[} are taken at equispaced times, but this is assumed without
loss of generality. In fact, the really important thing is to have close enough observations (taken
or not at equispaced times) in each of the n periods of time considered, in such a way that the
discretized curve can be reconstructed from these observations. Once we have these n curves, the
assumption of equispaced times is irrelevant. This question does not appear in functional time
series problems but indeed in any statistical problems involving curve data sets. Section 3.6 in
Ferraty and Vieu [11] discusses this point further, including automatic R/S+ routines allowing to
transform unbalanced data sets into balanced ones and therefore to apply any functional statistical
method to nonequispaced time series.
2.2. Semi-functional partial linear regression model
Rather than attacking the time series prediction problem directly, we will look at it as a special
case of regression estimation problem from dependent observations. Let
{(
Yi,Xi1, . . . , Xip ,
Ti)}ni=1 be n (p+2)-variate random vectors identically distributed as
(
Y,X1, . . . , Xp, T
)
, where
Y is a real random variable which is linked both to a set of real explanatory variables Xj (j =
1, . . . , p) and to a functional explanatory variable T by means of the so-called semi-functional
partial linear regression model (SFPLR model):
Yi =
p∑
j=1
Xijj + m(Ti) + εi ∀i = 1, . . . , n, (2)
where ,m and εi are deﬁned as before. The remainder of this paper will deal with this SFPLR
model, rather than with model (1). Indeed, model (1) can be seen as a special case of (2) by
considering
Yi = G(Zi+1) and Ti = Zi .
To allow for large classes of functional variables, we only suppose that T is valued in some abstract
semi-metric space H, and we denote the associated semi-metric by d (·, ·).
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2.3. Construction of the estimators
As we will motivate below, it is natural to estimate the vector of parameters  and the function
m in (2) by means of
̂h =
(
X˜Th X˜h
)−1
X˜Th Y˜h (3)
and
m̂h(t) =
n∑
i=1
wn,h(t, Ti)(Yi − XTi ̂h), (4)
respectively (see [15] for the corresponding estimates in the nonfunctional partial linear regression
model). In these estimators, h is a smoothing parameter that typically appears in any setting
of nonparametric estimation. Furthermore, we have denoted X = (X1, . . . , Xn)T with Xi =(
Xi1, . . . , Xip
)T
, Y = (Y1, . . . , Yn)T , and for any (n × q)-matrix A (q1), A˜h = (I − Wh)A,
where Wh =
(
wn,h
(
Ti, Tj
))
i,j
with wn,h (·, ·) being a weight function that can take different
forms. In this paper we will focus on the Nadaraya–Watson-type weights,
wn,h(t, Ti) = K (d (t, Ti) /h)∑n
j=1 K
(
d
(
t, Tj
)
/h
) , (5)
where K is a function from [0,∞) to [0,∞). Several motivations for ̂h in (3) can be given. For
instance, ̂h can be seen as the ordinary least squared estimator obtained by regressing the partial
residual vector Y˜h on the partial residual matrix X˜h (note that Y˜h and X˜h are formed by partial
residuals adjusting for T ). Another motivation for ̂h is based on the fact that
̂h = arg min
=
(
1,...,p
)
n∑
i=1
⎛⎝Yi − p∑
j=1
Xijj − m̂h,(Ti)
⎞⎠2 ,
where m̂h,(t) =
∑n
i=1 wn,h(t, Ti)(Yi −XTi ). Finally, observe that once  is estimated by means
of ̂h, it seems natural to estimate m(t) by means of the kernel estimator m̂h(t).
Estimators (3) and (4) were introduced and studied inAneiros-Pérez andVieu [2] for the case of
independent (and identically distributed) vectors {(Yi,Xi1, . . . , Xip, Ti)}ni=1. Speciﬁcally, these
authors obtained the rates of convergence of (3) and (4), together with the asymptotic normality of
(3). In this paper, those results will be generalized to the case where the data satisfy some strong
mixing condition, and the asymptotic normality of (4) will be established, too. Hence, our model
is adequate for time series prediction.
3. Asymptotic properties
In this section, we consider the SFPLR problem as stated in Section 2.2, and we present the
asymptotic normality and the rates of convergence of the estimators ̂h and m̂h(t) deﬁned in (3)
and (4), respectively.
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3.1. Technical assumptions
To state asymptotic results, we require the following assumptions (note that the conditions on
the smoothing parameter h > 0 are not given in this subsection but will be speciﬁed for each
among the theorems stated below).
Conditions on the semi-metric space:
T is valued in some given compact subset C of H, such that C ⊂
n⋃
k=1
B (zk, ln) , (6)
where nl

n = C ( and C denote real positive constants), and n → ∞ and ln → 0 as n → ∞
(we have denoted B (t, h) = {t ′ ∈ H; d (t ′, t) < h}).
Conditions on the kernel K:
K has support [0, 1], is Lipschitz continuous on [0,∞),
and
∃  such that ∀u ∈ [0, 1],−K ′ (u) >  > 0. (7)
Conditions on the smoothness: Let us introduce the following notation: gj (t)=E
(
Xij | Ti=t
)
,
1 in, 1jp. We assume that all the operators to be estimated are smooth, in the sense that
for some C < ∞ and some  > 0 we have that
∀ (u, v) ∈ C × C, ∀f ∈ {m, g1, . . . , gp} , |f (u) − f (v)| Cd (u, v) . (8)
Conditions on the distributions: The probability distribution of the inﬁnite dimensional process
T is assumed such that there exist a positive-valued function  on (0,∞) and positive constants
0, 1 and 2 such that∫ 1
0
 (hs) ds >0 (h) and 1 (h)P (T ∈ B (t, h))2 (h) ∀t ∈ C, h > 0, (9)
and the joint probability distribution of (Ti, Tj ) is assumed such that there exist a function(h) =
c (h)1+ (c > 0, 01) and positive constants 3 and 4 such that
0 < 3(h) sup
i 
=j
P
[(
Ti, Tj
) ∈ B (t, h) × B (t, h)] 4(h) ∀t ∈ C, h > 0. (10)
Conditions on the dependence structure: We assume that
{(
Yi,Xi1, . . . , Xip, Ti
)}n
i=1 come
from some stationary strong mixing process whose mixing coefﬁcients { (n)} verify
 (n) cn−a for some a > 4.5, (11)
while
i is independent of εi (i = 1, . . . , n), (12)
where we have denoted i =
(
	i1, . . . , 	ip
)T
with 	ij = Xij − E
(
Xij | Ti
)
, j = 1, . . . , p.
Conditions on the moments: Let us introduce the following notation:
Vε = E
(
T
)
with T = (ε1, . . . , εn) and T = (1, . . . , n) .
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We suppose that
E |Y1|r + E |X11|r + · · · + E
∣∣X1p∣∣r < ∞ for some r > 4, (13)
sup
i,j
E
(∣∣YiYj ∣∣∣∣ (Ti, Tj )) < ∞, (14)
max
1 jp
sup
i1,i2
E
(∣∣Xi1jXi2j ∣∣∣∣ (Ti1 , Ti2)) < ∞, (15)
and
B = E
(
1
T
1
)
and C = lim
n→∞ n
−1E
(
T Vε
)
are positive deﬁnite matrices. (16)
Furthermore,
s
r(a+1)
2(a+r)
n = o(n
) for some 
 > 2, (17)
where we have denoted
sn = sup
t∈C
(
sn,1(t) + sn,2(t) + sn,3(t)
)
with
sn,1(t) =
n∑
i=1
n∑
j=1
∣∣Cov (i (t),j (t))∣∣ with i (t) = K (d (t, Ti)
h
)
,
sn,2(t) =
n∑
i=1
n∑
j=1
∣∣Cov (i (t),j (t))∣∣ with i (t) = YiK (d (t, Ti)
h
)
and
sn,3(t) = max
1kp
n∑
i=1
n∑
j=1
∣∣Cov (ik(t),jk(t))∣∣ with ik(t) = XikK (d (t, Ti)
h
)
.
The assumptions above are common in the setting of partial linear regression models (see
[1]) and/or functional nonparametric models under strong mixing conditions (see [11]). Note,
for clarity, these assumptions were not presented here in their more general form. For instance,
constants i (i = 1, 2) in (9) and j (j = 3, 4) in (10) could be changed by nonnegative
functionals if1(t) and j f2(t), respectively (see [13]), this change having no consequences
on the ﬁnal results. However, even if the condition linking  (h) and (h) in Assumption (10)
((h) = c (h)1+, c > 0, 01) could be slightly reduced, it should be noted that it is
already quite general. For instance, if we look at how this condition would behave in the ﬁnite
dimensional case, we would see that it is much less restrictive than what is usually observed in
the literature when the existence of density for (Ti, Tj ) is assumed (that is, when it is assumed
that Assumption (10) holds for  = 1). The reader will ﬁnd in Ferraty and Vieu [11] a discussion
on the links between the semi-metric d and the small ball concentration properties of T , as well
as a discussion about how the small ball probability Assumptions (9) and (10) can be interpreted
in a ﬁnite dimensional setting in terms of standard conditions on the density of T and
(
Ti, Tj
)
,
respectively. Observe that, as a consequence of the expressions of our estimators (3) and (4),
assumptions on Yi and m are similar to those on Xij and gj , respectively.
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3.2. Asymptotics for the linear parameters
Theorem 1. Under Assumptions (5)–(17), if in addition nh4 → 0,
(
n
1
4−
1
r (h)
)−1
log n → 0,
n(h)
a(r−2)
r
−1 = O(1) and
(
n
1− 
(a+r)
r(a+1)(h)
)−2
log n = O(1) as n → ∞ (where  > 0,
01, a > 4.5, r > 4 and 
 > 2 were deﬁned in Assumptions (8), (10), (11), (13) and (17),
respectively), then
√
n
(̂
h − 
) d−→N (0,A) where A = B−1CB−1. (18)
If in addition {(Yi,Xi1, . . . , Xip, Ti)} is strictly stationary, then
lim sup
n→∞
(
n
2 log log n
) 1
2 ∣∣̂hj − j ∣∣ = (ajj ) 12 a.s., where ajj = (A)jj . (19)
3.3. Asymptotics for the functional nonparametric component
Theorem 2. Under the assumptions used to obtain (19), we have that
sup
t∈C
|m̂h(t) − m(t)| = O
(
h
)+ O (√ log n
n (h)
)
a.s. (20)
Theorem 3. Under the assumptions used to obtain (18), if in addition 1 = 2 (see (9)),  = 1
(see (10)), nh2(h) → 0 as n → ∞ and the conditions
1. s2(u) := V ar (m (Ti) + εi | Ti = u) and sr (u) := E
(|m(Ti) + εi − m(t)|r | Ti = u), u ∈
C, are independent of i and are continuous in some neighborhood of t , and s(u, v, t) :=
E
(
(m (Ti) + εi − m(t))
(
m
(
Tj
)+ εj − m(t)) | Ti = u, Tj = v), i 
= j , u, v ∈ C, does not
depend on i, j and is continuous in some neighborhood of (t, t),
2.  (0) = 0 and  (h) is absolutely continuous in a neighborhood of the origin,
3. Ij (h) → Cj as h → 0 (j = 1, 2) for some positive constant Cj , where
Ij (h) = 1
 (h) /h
∫ 1
0
Kj(s)′ (hs) ds,
and
4.  (vn) = o
(
(n/ (h))1/2
)
, where {vn} is a sequence of positive integers satisfying vn → ∞
and vn = o
(
(n (h))1/2
)
as n → ∞,
hold, then
(n(h))
1
2 (m̂h(t) − m(t)) d−→N
(
0, 2(t)
)
,
where
2(t) = C2
C21
s2(t)
1
.
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Remark 2. From Theorems 1 and 2 together with the results by Aneiros-Pérez and Vieu [2],
we can say that the same rates of convergence are observed in the setting of mixing dependence
as well as in the setting of independence (but the effect of the dependence is present through
the conditions imposed on the smoothing parameter h, i.e., through a and ). Furthermore, from
the proofs below it is easy to see that the condition n(h)
a(r−2)
r
−1 = O(1) is the key con-
dition to obtain these similar asymptotic behaviors. If this condition is removed, then the term
O
(√
log n
n
(h)−1
[
n
(h)1+
]s)
should be added to the right-hand side in (20) (we have de-
noted s = r/(ar − 2a + r)).
Remark 3. Theorem 3 extends the asymptotic normality of the regression function estimator
in the pure nonparametric functional regression model (see [13]) to the estimator of the non-
parametric part in a SFPLR model. Similar asymptotic distributions are obtained. Note that the
condition nh2(h) → 0 as n → ∞ removes the bias of m̂h(t), while the additional Condition
4 is satisﬁed provided  (hn) = n−b for some 2/(1 + a) < b < 1. Finally, although Masry [13]
used the additional Condition 3, it is clear that the corresponding expressions of the constants C1
and C2 are unfeasible in practice. Exact computation of these constants can be obtained by means
of the same techniques used in Ferraty et al. [9], so the additional Condition 3 becomes a more
interpretable condition. These techniques are not presented here to avoid deviating from the main
purpose of our paper.
4. Applications
4.1. Introduction
As in pure nonparametric functional modeling (see [11, Chapter 13]), the practical results
stated below will put into light the fact that the topological structure of the space of functional
variables is playing a crucial role. In any practical application of our procedure, it is necessary
to control this topological structure and this is achieved by choosing a suitable semi-metric to
measure the proximity between two functional data. To see this point clearly, we decided to
present in Section 4 two real data examples. The ﬁrst one corresponds to the environmetrics data
discussed before and is characterized by smooth functional paths (see Fig. 2) in such a way that
a standard functional metric could be used in the procedure. The second example is of economic
interest and is characterized by rough paths (due to the small number of observed points), and
a more sophisticated modeling, involving functional principal component semi-metrics, will be
necessary.We will see that with these two different real data examples, the semi-functional partial
linear modeling gives good results.
4.2. Ozone concentration data
4.2.1. Presentation of the data
In this subsection, we are interested in forecasting future values of ozone concentration. The
data consist of hourly measurements of ozone (O3) concentration together with additional chem-
ical measurements such as NO2 and SO2 concentrations (g/m3) in Getafe (Madrid, Spain)
from May 15, 2005 to September 15, 2005 (124 days). Data are available on the website
http://www.ﬁsicaysociedad.es/view/default.asp?cat=516.
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Using the general notation introduced in Section 2.1, the original time series
Zt = O3,t , t = 1, . . . , 2976,
is cut into 124 daily curves
Zi = Ti = {O3,24(i−1)+t , t ∈ [0, 24[}, i = 1, . . . , 124.
The response variable is, for ﬁxed value of s ∈ [0, 24[,
Gs(Zi+1) = Yi(s) = O3,24i+s , i = 1, . . . , 123,
and the p = 2 additional real covariates are deﬁned by
X
(s)
i,1 = NO2,24(i−1)+s and X(s)i,2 = SO2,24(i−1)+s , i = 1, . . . , 124.
B-splines with 10 knots were used to smooth the discretized curves.
4.2.2. Goals of the study
Our goal is to forecast the future valuesZn+1(s) for each value of s ∈ {1, . . . , 24}. Because these
values {Zn+1(s)}24s=1 will form part of a test sample, we will be able to compare the performance
of the different models. To demonstrate the usefulness of the proposed model, several regression
models (nonfunctional, functional and semi-functional) are used, and the criteria used for the
comparisons were based on the quadratic errors
E1(s) =
(Zn+1(s) − Ẑn+1(s))2 ,
and the relative quadratic errors
E2(s) = E1(s)
V ar (Z(s)) ,
where V ar (Z(s)) is the empirical variance of {Zi (s)}ni=1.
4.2.3. Choosing the parameters of the SFPLR model
According to the general guidelines provided in Ferraty andVieu [11], the smooth shape of the
curves (see Fig. 2) suggests to use standard L2 semi-metrics. Precisely, we considered a class of
semi-metrics based on the following semi-norms:
‖u‖a,q =
(∫ a+q
a
u2(t) dt
) 1
2
,
where a = 1, 2, . . . , 24 − q and q = 1, 2, . . . , 23.
In addition, as motivated in Ferraty and Vieu [11], the values of a and q were selected by
means of the cross-validationmethod. Similarly, the bandwidth hwas selected by cross-validation
among a family of k-nearest neighbors-type bandwidths (see again [11]). The training samples{(
Zi+1(s),Zi , X(s)i,1 , X(s)i,2
)}122
i=1 (s = 1, . . . , 24) were used for these selection procedures, while
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Table 1
Statistical models used to predict the ozone concentrations
Notation
Nonfunctional models
Zi+1(s) = m1,s (Zi (s)) + ε1,i NP
Zi+1(s) = X(s)i,11,s + m2,s (Zi (s)) + ε2,i PL1
Zi+1(s) = X(s)i,22,s + m3,s (Zi (s)) + ε3,i PL2
Zi+1(s) = X(s)i,13,s + X(s)i,24,s + m4,s (Zi (s)) + ε4,i PL3
Zi+1(s) = 1,s + m5,s
(
X
(s)
i,1
)
+ m6,s (Zi (s)) + ε5,i AD1
Zi+1(s) = 2,s + m7,s
(
X
(s)
i,2
)
+ m8,s (Zi (s)) + ε6,i AD2
Zi+1(s) = 3,s + m9,s
(
X
(s)
i,1
)
+ m10,s
(
X
(s)
i,2
)
+ m11,s (Zi (s)) + ε7,i AD3
Functional or semi-functional models
Zi+1(s) = m12,s (Zi ) + ε8,i FNP
Zi+1(s) = X(s)i,15,s + m13,s (Zi ) + ε9,i SFPL1
Zi+1(s) = X(s)i,26,s + m14,s (Zi ) + ε10,i SFPL2
Zi+1(s) = X(s)i,17,s + X(s)i,28,s + m15,s (Zi ) + ε11,i SFPL3
Zi+1(s) = 4,s + m16,s
(
X
(s)
i,1
)
+ m17,s (Zi ) + ε12,i SFAD1
Zi+1(s) = 5,s + m18,s
(
X
(s)
i,2
)
+ m19,s (Zi ) + ε13,i SFAD2
Zi+1(s) = 6,s + m20,s
(
X
(s)
i,1
)
+ m21,s
(
X
(s)
i,2
)
+ m22,s (Zi ) + ε14,i SFAD3
the test samples
(
Z123+1(s),Z123, X(s)123,1, X(s)123,2
)
allowed to verify the quality of the prediction
(Z123+1(s) = O3,24×123+s were forecasted, s = 1, . . . , 24).
4.2.4. The results
The statistical models used to obtain the different predictions are reported in Table 1, while
Fig. 3 gives the corresponding forecasted ozone concentrations. Two interesting facts can be seen
in Fig. 3. On the one hand, the greater differences between the predictions obtained by means of
the two classes of models (the class of nonfunctional models and the class of functional or semi-
functional ones) are found when one forecasts the ozone concentration in the ﬁrst and last hours
of the day. On the other hand, and focusing in the class of functional or semi-functional models,
we observe very bad behavior of both the functional nonparametric and the semi-functional
partial linear models when s = 6 and 7, in contrast to the good behavior of the semi-functional
additive models. Hence, it appears that the ﬂexibility of the semi-functional additive models takes
advantage for these two particular predictions, but not for s ∈ {1, . . . , 24}\{6, 7}.
To numerically compare the performance of the different models considered, Table 2 shows
the corresponding mean values of the errors E1(s) and E2(s). These mean values were obtained
on both s ∈ {1, . . . , 24} and s ∈ {1, . . . , 24}\{6, 7}. This table shows that any of the functional or
semi-functional models considered is better than any of the nonfunctional ones, and depending
on the criterion error or on the values of s considered, the best were the SFPL3, the SFAD1 or the
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Fig. 3. Forecasted ozone concentration data by means of nonfunctional (upper panels) and functional or semi-functional
(lower panels) models.
SFAD3 models. Finally, Table 3 shows, for each s, the values a and q (equivalently, the interval
(a, a + q)) of the optimal semi-metric corresponding to the SFPL3 model.
4.3. Electricity consumption data
4.3.1. The data and the problem
We will now quickly present a second application. The main difference is the rough shape
of the functional paths of the time series. The aim is to predict future values of electricity
consumption C. For this purpose, we dispose of both the US monthly electricity consumed
by residential and commercial sectors from January 1972 to January 2004 (397 months) and
their annual average retail prices P (cents per Kilowatt-hour, including taxes) (33 years). Data
are available on the websites http://www.economagic.com and http://www.eia.doe.gov/emeu/aer,
respectively.
To treat the electricity consumption data, we eliminated the heteroscedasticity and the linear
trend by differencing the ln data. Then, using the general notation introduced in Section 2.1, the
846 G. Aneiros-Pérez, P. Vieu / Journal of Multivariate Analysis 99 (2008) 834–857
Table 2
Mean value of the criterion error
Quadratic error Relative quadratic error
Nonfunctional models
NP 1014.2a 1.7045a
1079.3b 1.7832b
PL1 844.8 1.4408
897.9 1.5049
PL2 914.5 1.5986
959.2 1.6353
PL3 758.6 1.3014
784.4 1.2978
AD1 865.1 1.5006
905.7 1.5297
AD2 892.9 1.5387
972.2 1.6732
AD3 766.8 1.3492
834.5 1.4663
Functional or semi-functional models
FNP 557.9 1.1077
449.3 0.7608
SFPL1 471.0 0.9710
355.7 0.6151
SFPL2 503.8 0.9964
389.7 0.6376
SFPL3 492.0 1.0211
333.0 0.5435
SFAD1 412.4 0.6930
448.4 0.7518
SFAD2 474.3 0.8228
492.6 0.8289
SFAD3 411.6 0.7596
445.9 0.8201
as ∈ {1, . . . , 24}.
bs ∈ {1, . . . , 24}\{6, 7}.
Table 3
Optimal semi-metric ‖u‖a,q for the model SFPL3
s 1 2 3 4 5 6 7 8 9 10 11 12
a 23 23 23 23 16 1 2 17 19 18 4 3
q 1 1 1 1 8 5 9 7 2 6 16 19
s 13 14 15 16 17 18 19 20 21 22 23 24
a 18 16 18 16 11 1 8 8 7 18 11 19
q 2 4 1 4 11 17 12 14 4 2 1 1
time series (see Fig. 4)
Zt = lnCt − lnCt−1, t = 1, . . . , 396
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Fig. 4. Electricity consumption: The differenced ln data.
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Fig. 5. Electricity consumption: 33 yearly differenced ln curves.
is cut into 33 annual curves (see Fig. 5)
Zi = Ti = {Z12(i−1)+t , t ∈ [0, 12[}, i = 1, . . . , 33.
The response variable is, for ﬁxed value of s ∈ [0, 12[,
Gs(Zi+1) = Yi(s) = Z12i+s , i = 1, . . . , 32
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Table 4
Statistical models used to predict electrical consumption
Notation
Nonfunctional models
Zi+1(s) = m1,s (Zi (s)) + ε1,i NP
Zi+1(s) = Xi,11,s + m2,s (Zi (s)) + ε2,i PL
Zi+1(s) = 1,s + m3,s
(
Xi,1
)+ m4,s (Zi (s)) + ε3,i AD
Functional or semi-functional models
Zi+1(s) = m5,s (Zi ) + ε4,i FNP
Zi+1(s) = Xi,12,s + m6,s (Zi ) + ε5,i SFPL
Zi+1(s) = 2,s + m7,s
(
Xi,1
)+ m8,s (Zi ) + ε6,i SFAD
and the p = 1 additional real covariate is deﬁned by
Xi,1 = Pi, i = 1, . . . , 33.
4.3.2. Choosing the parameters of the SFPLR model
We are in a situation in which the functional curves (see Fig. 5) are quite rough. So, it is
not possible to use standard tools (such as the L2 distance used for instance before for the
ozone concentration example) for measuring the proximity between two curves. As motivated
in Section 3.4 of Ferraty and Vieu [11], we used a class of semi-metrics
{
dPCAq
}12
q=1 based on
functional principal component ideas. Now, as before for the ozone concentration example, the
parameters q and h were selected by cross-validation procedures. The training samples were{(Zi+1(s),Zi , Xi,1)}31i=1 while the test samples were (Z32+1(s),Z32, X32,1) (s = 1, . . . , 12).
4.3.3. The results
The statistical models used to obtain the different predictions can be seen in Table 4, while
Fig. 6 gives the corresponding forecasted electricity consumptions. Fig. 6 shows that the greater
differences between the predictions obtained by means of the two classes of models (the class
of nonfunctional models and the class of functional or semi-functional ones) are found when
s = 1, 9 or 12, that is, when one predicts the change in the electrical consumption from January
to February, from August to September and from December to January, respectively.
To numerically compare the performance of the different models considered, Table 5 shows the
corresponding mean values of the errors E1(s) and E2(s) (s ∈ {1, . . . , 12}). As in the example
of the ozone concentration, we observe that any of the functional or semi-functional models
considered is better than any of the nonfunctional ones. Furthermore, the best was the SFPL
model. Finally, Table 6 shows, for each s, the value q of the optimal semi-metric corresponding
to the SFPL model.
5. Proofs
Throughout this section, C denotes a generic positive constant which may take different values
from one formula to another. We ﬁrst need to state some preliminary results.
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Fig. 6. Forecasted electricity consumption data by means of nonfunctional (upper side) and functional or semi-functional
(lower side) models.
5.1. Some technical lemmas
Lemma 1 (Theorem 1.3(2), Bosq [4]). Let {Xk} be a zero-mean real-valued process such that
sup1kn ‖Xk‖∞ b. Then, for each integer q ∈ [1, n/2] and each ε > 0
P (|Sn| > nε) 4 exp
(
ε2
8v2(q)
q
)
+ 22
(
1 + 4b
ε
) 1
2
q
([
n
2q
])
,
where Sn = ∑nk=1 Xk ,
v2(q) = 2
p2
2(q) + bε
2
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Table 5
Mean value of the criterion error
Quadratic error Relative quadratic error
Nonfunctional models
NP 0.0014 1.5415
PL 0.0011 1.1490
AD 0.0023 2.2041
Functional or semi-functional models
FNP 0.0010 0.9431
SFPL 0.0008 0.7419
SFAD 0.0011 1.0823
Table 6
Optimal semi-metric dPCAq for the SFPL model
s 1 2 3 4 5 6 7 8 9 10 11 12
q 8 1 11 9 1 2 1 5 9 3 1 7
with p = n
2q
and
2(q) = max
0 j2q−1E
(
([jp] + 1 − jp)X[jp]+1 + X[jp]+2
+ · · · + X[(j+1)p] + ((j + 1)p − [(j + 1)p])X[(j+1)p+1]
)2
,
and 
([
n
2q
])
denotes the strong mixing coefﬁcient of order
[
n
2q
]
corresponding to the process
{Xk}.
Lemma 2 (Theorem 5, Oodaira and Yoshihara [14]). Let {Vk} be a zero-mean, strictly station-
ary, -mixing and real process, such thatE |V1|2+ < ∞ and∑∞n=1 (n) ′2+′ < ∞ (0 < ′ < )
and V ar(V1) + 2∑∞k=1 Cov (V1, V1+k) > 0. Let Sn = ∑nk=1 Vk and s2n = E (S2n). Then,
lim sup
n→∞
Sn/
(
2s2n log log s2n
) 1
2 = 1 a.s.
Lemma 3. Let {Vk} be a zero-mean, stationary, -mixing and real process, such that for some
r > 4, max1kn E |Vk|r C < ∞. Assume that {aik, i, k = 1, . . . , n} is a sequence of positive
numbers such that max1 i,kn |aik| = O (an). If, in addition, ∑∞n=1 n 5+44(1−)  (n) < ∞ (0.5 <
 < 1), then
max
1 in
∣∣∣∣∣
n∑
k=1
aikVk
∣∣∣∣∣ = O
(
ann
1
2+
1
r log n
)
a.s.
Remark 4. As a matter of fact, the conclusion of this Lemma remains unchanged when {aik, i,
k=1, . . . , n} is a random sequence satisfying the conditions above almost surely. If the condition
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on the mixing coefﬁcients is changed by n
5+4
4(1−)  (n) → 0 as n → ∞, then the result of the
Lemma holds in probability. Observe that Lemma 3 generalizes and corrects Proposition 1 in
Avramidis [3].
Proof of Lemma 3. Let V ′k = VkI
{
|Vk| n
1
r
}
and V ′′k = Vk − V ′k . Considering b = Cann
1
r ,
q = [n] and ε = ann− 12+ 1r log n in Lemma 1, we obtain that
P
(
max
1 in
∣∣∣∣∣
n∑
k=1
aik
(
V ′k − E(V ′k)
)∣∣∣∣∣ > nε
)
= O
(
n1−log n + n
5+4
4 
([
n1−
]))
(21)
(we have used that, as a consequence of the Billingsley inequality and the summability of the
mixing coefﬁcients (n), it veriﬁes that v2(q) = O
(
a2nn
2
r
+−1
)
). On the other hand, the Strong
Law of LargeNumbers gives that
∣∣∣∑nk=1 (V ′′k − E(V ′′k ))2∣∣∣ = O(n 2r ) a.s. From this result together
with the Hölder inequality we obtain that
max
1 in
∣∣∣∣∣
n∑
k=1
aik
(
V ′′k − E(V ′′k )
)∣∣∣∣∣ = O
(
ann
1
2+
1
r
)
a.s. (22)
Now, (21), (22) and the Borell–Cantelli Lemma yield the result of the Lemma. 
Lemma 4. Under Assumptions (5)–(7) and (9), if in addition {Ti} are identically distributed and
come from some -mixing process whose mixing coefﬁcients { (n)} verify
 (n) cn−a∗ for some a∗ > 1,
and
s
a∗+1
2
n,1 = o(n
) for some 
 > 2 (23)
and (
n
2− 2

a∗+1(h)2
)−1
log n = O(1), (24)
then
max
1 i,jn
∣∣wn,h(Ti, Tj )∣∣ = O ((n (h))−1) a.s.
Proof of Lemma 4. We can write
wn,h(t, Tj ) =
1
nE (t)
K
(
d
(
t, Tj
)
/h
)
1
nE (t)
∑n
k=1 K (d (t, Tk) /h)
,
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where we have denoted
 (t) = K (d (t, T1) /h) .
According to Ferraty and Vieu [10] we have
sup
t∈C
∣∣∣∣∣ 1nE (t)
n∑
k=1
K (d (t, Tk) /h) − 1
∣∣∣∣∣ = O
(√
sn,1 log n
n (h)
)
a.s. (25)
and
inf
t∈C
E (t) C (h) > 0. (26)
Now, (23)–(26) together with the boundedness of K give the result of the Lemma. 
Lemma 5. Under Assumptions (5)–(10) and (15) (m not included in (8)), if in addition h → 0,
log n/ (n (h)) → 0 and n(h)
a(r−2)
r
−1 = O(1) as n → ∞ (where a > 1 and r > 4, and
01 was deﬁned in Assumption (10)), and
1.
{(
Xi1, . . . , Xip, Ti
)}n
i=1 come from some stationary -mixing process whose mixing coefﬁ-
cients are  (n) cn−a ,
2. max1 in
(
E |Xi1|r + · · · + E
∣∣Xip∣∣r) C < ∞, and
3.
(
supt∈C
(
sn,1(t) + sn,3(t)
)) r(a+1)
2(a+r) = o(n
), for some 
 > 2,
then we have that
n−1X˜T X˜ −→ B a.s.
Proof of Lemma 5. The (r, s)th element of n−1X˜T X˜ can be written as(
n−1X˜T X˜
)
rs
= n−1
(
n∑
k=1
	kr	ks +
n∑
k=1
grh (Tk) 	ks
+
n∑
k=1
gsh (Tk) 	kr +
n∑
k=1
grh (Tk) gsh (Tk)
)
, (27)
where we have denoted
gjh(t) = gj (t) − ĝjh(t) with ĝjh(t) =
n∑
i=1
wn,h(t, Ti)Xij .
Now, the Strong Law of Large Numbers gives that
n−1
n∑
k=1
	kr	ks −→ Brs a.s. (28)
In particular,
n−1
n∑
k=1
	2ks = O (1) a.s. (29)
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Furthermore, by applying directly the results in Ferraty and Vieu [10] and taking into account
Assumption (10) and conditions on h, we can see that
max
1 jp
max
1 in
∣∣gjh (Ti)∣∣ = O (h)+ O
(√
log n
n (h)
)
a.s. (30)
Note that in Ferraty andVieu [10]Assumption (6) was forgotten but it played an obvious key role
in the proof. This is the reason why we included it in this paper. We conclude this proof by using
(27)–(30), the assumptions made on h and  (h), and the Cauchy–Schwarz inequality. 
5.2. Proof of Theorem 1
Proof of (18). We can write
√
n
(̂
h − 
)= (n−1X˜T X˜)−1 n− 12 { n∑
i=1
X˜i m˜h (Ti)
−
n∑
i=1
X˜i
(
n∑
l=1
wn,h(Ti, Tl)εl
)
+
n∑
i=1
X˜iεi
}
=
(
n−1X˜T X˜
)−1
n
− 12 (Sn1 − Sn2 + Sn3) , (31)
where we have denoted m˜h (Ti) = m(Ti) −∑nj=1 wn,h(Ti, Tj )m (Tj ). Furthermore, taking into
account the decomposition
X˜ij = g˜jh (Ti) + 	ij −
n∑
k=1
wn,h(Ti, Tk)	kj (i = 1, . . . , n, j = 1, . . . , p),
(where X˜ij is the (i, j)th element of X˜), each j -component (j = 1, . . . , p) of Snk (k = 1, 2, 3)
can be written as the sum of three summands Snk,j1, Snk,j2 and Snk,j3. Results (36)–(43) and (45)
below give the asymptotic behavior of these summands.
Considering aik = wn,h(Ti, Tk), an = (n (h))−1 (see Lemma 4 with a∗ = r(a+1)a+r − 1),
Vk = εk (Vk = 	kj ) and 0.5 <  < 1 − 9/(4a) in Lemma 3, we obtain that
max
i
(
n∑
k=1
wn,h(Ti, Tk)εk
)
= O
(
 (h)−1 n−
1
2+
1
r log n
)
a.s. (32)
and
max
i
(
n∑
k=1
wn,h(Ti, Tk)	kj
)
= O
(
 (h)−1 n−
1
2+
1
r log n
)
a.s. (33)
Furthermore, (30) and the analogous result for m, together with (32) and (33) give
max
i
|m˜h (Ti)| = O
(
h
)+ O (√ log n
n (h)
)
+ O
(
 (h)−1 n−
1
2+
1
r log n
)
= O (h)+ O ( (h)−1 n− 12+ 1r log n) a.s. (34)
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and
max
i,j
∣∣˜gjh (Ti)∣∣ = O (h)+ O ( (h)−1 n− 12+ 1r log n) a.s. (35)
Now, from (34), (35) and the Abel inequality, we obtain that
Sn1,j1 =
n∑
i=1
g˜jh (Ti) m˜h (Ti) nmax
i
∣∣˜gjh (Ti)∣∣max
i
|m˜h (Ti)|
= O
(
nh2
)
+ O
(
 (h)−2 n
2
r log2 n
)
a.s. (36)
Considering aki = m˜h (Ti), an = h +  (h)−1 n−
1
2+
1
r log n (see (34)), Vi = 	ij and 0.5 <  <
1 − 9/(4a) in Lemma 3, we obtain that
Sn1,j2 =
n∑
i=1
m˜h (Ti) 	ij = O
(
hn
1
2+
1
r log n +  (h)−1 n 2r log2 n
)
a.s. (37)
Furthermore, Abel’s inequality, (33) and (34) give
Sn1,j3 =
n∑
i=1
m˜h (Ti)
(
n∑
k=1
wn,h(Ti, Tk)	kj
)
nmax
i
|m˜h (Ti)|max
i
∣∣∣∣∣
n∑
k=1
wn,h(Ti, Tk)	kj
∣∣∣∣∣
= O
(
h (h)−1 n
1
2+
1
r log n +  (h)−2 n 2r log2 n
)
a.s. (38)
By means of a similar reasoning as that used to obtain (38), but using (32) and (35) instead of
(33) and (34), respectively, we have that
Sn2,j1 =
n∑
i=1
g˜jh (Ti)
(
n∑
l=1
wn,h(Ti, Tl)εl
)
= O
(
h (h)−1 n
1
2+
1
r log n +  (h)−2 n 2r log2 n
)
a.s. (39)
On the other hand, considering aki = ∑nl=1 wn,h(Ti, Tl)εl , an =  (h)−1 n− 12+ 1r log n (see (32)),
Vi = 	ij and 0.5 <  < 1 − 9/(4a) in Lemma 3, we obtain that
Sn2,j2 =
n∑
i=1
(
n∑
l=1
wn,h(Ti, Tl)εl
)
	ij = O
(
 (h)−1 n
2
r log2 n
)
a.s. (40)
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Furthermore, Abel’s inequality, (32) and (33) give
Sn2,j3 =
n∑
i=1
(
n∑
k=1
wn,h(Ti, Tk)	kj
)(
n∑
l=1
wn,h(Ti, Tl)εl
)
 nmax
i
∣∣∣∣∣
n∑
k=1
wn,h(Ti, Tk)	kj
∣∣∣∣∣maxi
∣∣∣∣∣
n∑
l=1
wn,h(Ti, Tl)εl
∣∣∣∣∣
= O
(
 (h)−2 n
2
r log2 n
)
a.s. (41)
By means of a similar reasoning as that used to obtain (37), we have that
Sn3,j1 =
n∑
i=1
g˜jh (Ti) εi = O
(
hn
1
2+
1
r log n +  (h)−1 n 2r log2 n
)
a.s. (42)
By means of a similar reasoning as that used to obtain (40), we have that
Sn3,j3 =
n∑
i=1
(
n∑
k=1
wn,h(Ti, Tk)	kj
)
εi = O
(
 (h)−1 n
2
r log2 n
)
a.s. (43)
Now, (36)–(43) together with the facts that nh4 → 0 and
(
n
1
4−
1
r (h)
)−1
log n → 0 as n → ∞
give
Sn1 − Sn2 + Sn3 =
n∑
i=1
iεi + o(n1/2) a.s. (44)
Furthermore, taking into account the facts that {iεi} is -mixing with mixing coefﬁcients ε (n)
 (n) and
∑
 (n)

2+ < ∞ (where 2/(a − 1) < r − 2), a central limit theorem (see [12])
gives
n
− 12 Sn3,j2 = n−
1
2
n∑
i=1
iεi
d−→N (0,C) (45)
(remember that C = limn→∞ n−1E
(
T Vε
)). Now, Lemma 5, (31), (44) and (45) give part (i)
of the Theorem. 
Proof of (19). By means of (31) and (44), together with Lemma 5, it is easy to see that
̂h − =
(
n−1X˜T X˜
)−1
n−1 (Sn1 − Sn2 + Sn3)
=
(
B−1 + o(1)
)(
n−1
n∑
i=1
iεi + o(n−
1
2 )
)
a.s. (46)
Now, we will study the term(
1
2n log log n
) 1
2 n∑
i=1
bjT iεi ,
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where we have denoted bj = (bj1, . . . , bjp)T , with (bjk)
jk
= B−1. For this, we will use Lemma
2, considering Vi = bjT iεi and 2/(a − 1) < ′ < r − 2 (observe that, as a consequence of
Assumption (12) and the fact thatC is a deﬁnite positivematrix, the conditionon the autocovariance
function in Lemma 2 holds). Taking into account that
E
(
S2n
)
= V ar
(
n∑
i=1
bjT iεi
)
= bjT V ar
(
n∑
i=1
iεi
)
bj
= nbjT Cbj (1 + o(1)) = najj (1 + o(1)),
Lemma 2 gives
lim sup
n→∞
∣∣∣∣∣∣
(
1
2n log log n
) 1
2 n∑
i=1
bjT iεi
∣∣∣∣∣∣ = (ajj )
1
2 a.s. (47)
Now, (46) and (47) give part (ii) of the Theorem. 
5.3. Proof of Theorem 2
We can write
m̂h(t) =
n∑
i=1
wn,h(t, Ti)(m(Ti) + εi) −
n∑
i=1
wn,h(t, Ti)XTi
(̂
h − 
)
. (48)
Therefore, we have that
sup
t∈C
|m̂h(t) − m(t)|  sup
t∈C
∣∣m̂∗h(t) − m(t)∣∣+ sup
t∈C
∥∥∥∥∥
n∑
i=1
wn,h(t, Ti)XTi
∥∥∥∥∥ ∥∥̂h − ∥∥ ,
where ‖·‖ denotes the Euclidean norm and m̂∗h(t) =
∑n
i=1 wn,h(t, Ti)(m(Ti) + εi). Now, the
results in Ferraty and Vieu [10] together with (19) are enough to conclude this proof.
5.4. Proof of Theorem 3
From (48), we have that
(n(h))
1
2 (m̂h(t) − m(t)) = (n(h))
1
2
(
n∑
i=1
wn,h(t, Ti)(m(Ti) + εi) − m(t)
)
− (n(h)) 12
n∑
i=1
wn,h(t, Ti)XTi
(̂
h − 
)
≡ S1(t) − S2(t).
Now, Corollary 2 in Masry [13] establishes that S1(t) d−→N
(
0, 2(t)
)
while (18) gives S2(t) =
o(1) a.s. These results conclude this proof.
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