We propose an efficient solution to the problem of sampling from a hyperinverse Wishart distribution in non-decomposable graphs. The method relies on local computations based on the standard junction tree representation of graphs and distribution theoretical results of constraint Wishart matrices. We hope with this note to clarify a few confusing points that appeared in previous attempts to solve this problem.
Introduction
proposed a general method to direct sample from the hyperinverse Wishart for both decomposable and non-decomposable graphs. The approach is based on the compositional form of the joint distribution over a sequence of subgraphs defined by the junction tree as, if Σ ∼ hiw G (b, D) where G = (V, E), for a sequence of perfectly ordered prime components {P 1 , S 2 , P 2 , . . . , P k } the density takes the form
The efficiency of the proposed algorithm derives from the fact that all matrix operations are done at the component level and therefore the complexity of the algorithm is dependent only on the dimension of the largest prime component of G.
In decomposable graphs their methodology follows directly from basic conditioning results of normals and Wishart distributions and it works perfectly. For nondecomposable graphs, however, they used the general distributional theory for the Cholesky decomposition of a hyper-inverse Wishart defined by Atay-Kayis & Massam (2005) in conjunction with their decomposition idea. We were able to identify two problems in this approach and are now able to propose a solution to it.
For clarity of presentation we assume from this point forward that G = (V, E) can be decomposed into two prime components and one separator {P 1 , S 2 , P 2 }. Assume further that the subgraph G P 1 is complete and G P 2 is not. This implies no loss of generality as the proposed sampling process can be repeated down the junction tree in the presence of both complete and incomplete additional components.
Sampling in a single non-decomposable prime component
Let us start by focusing on sampling from the marginal distribution of the p × p covariance matrix Σ P 2 ∼ hiw P 2 (b, D P 2 ). Remember that G P 2 is a non-decomposable subgraph of G.
Define
Write D 
where p is the cardinality of P 2 and the ψ ij s, for (i, j) / ∈ E and i < j, are well-defined functions of the free elements.
Based on expression (3), Section 4.3 of Atay-Kayis & Massam (2005) suggested a direct algorithm to sample K using chi-squares and normal random variables. This suggestion was adapted in Carvalho et al. (2007) in the context of the decomposition in (1). This is where the first mistake appears. The derivations of Atay- Kayis & Massam (2005) are correct but the sampling suggestion is not. According to (3), the free elements are not independent normal and chi-square random variates; they are implicitly dependent through the term of exp − iii. Construct a sample of K following Step 3 and 4 in Section 4.3 of Atay- Kayis & Massam (2005) .
Sampling hiw Distributions for non-decomposable Graphs
With the correct mechanism to sample from a single non-decomposable prime component available, we can revisit the decomposition strategy of Carvalho et al. (2007) to draw samples of Σ in all of G. It should be clear that sampling Σ P 1 is a simple task as Σ P 1 ∼ iw(b, D P 1 ) so the problem is reduced to sampling from p(Σ P 2 | Σ S 2 ) as Σ S 2 is a complete subset of Σ P 1 . The second mistake in Carvalho et al. (2007) was the suggestion that obtaining samples from this conditional distribution in non-decomposable graphs could be done by matching elements of the Cholesky decomposition of the Σ P 2 block. We now fix their mistake by defining the appropriate conditioning strategy. Write Σ P 2 and K = Σ
where Σ R,S 2 = Σ S 2 ,R and K R,S 2 = K S 2 ,R . Also define
By noting that S 2 is complete so that the subgraph G P 2 is collapsible onto S 2 ⊆ P 2 Corollary 1 of Roverato (2002) 
The independency result in (4) allow us to define the sampling scheme for p(Σ P 2 | Σ S 2 ) as follows:
i. Sample K ∼ W G (b, D P 2 ) using the rejection sampling of Section 2 providing values to the submatrices K R and K S 2 ,R ;
iii. Compute the implied values of
Example
We consider one simulated example that involves a two prime component non-decomposable graph G in Figure 1 . The simulation method was applied to generate 5000 samples from the hyper-inverse Wishart distribution hiw G (203, D) where To demonstrate the efficacy of the our sampler, we first compute the theoretically exact value of E(Σ E | D, d, G), where Σ E denotes the free elements of Σ. The Corollary 2 of Roverato (2002) implies that this expectation can be calculated as
The theoretically exact value and the Monte Carlo estimate based the sample mean of the 5000 simulated covariance matrices are 
respectively, where · denotes non-free elements to highlight structure. The mean and median number of samples required to accept one sample in the rejection sampling of Step (ii) in Section 2 is 1.35 and 1 respectively.
Final Remarks
We have identified and fixed two mistakes involving the sampling of hyper-inverse Wishart random variables conditional on non-decomposable graphical models as proposed by Atay-Kayis & Massam (2005) and Carvalho et al. (2007) . Their ideas are still used in our approach and it now clear that direct samples can be obtained in a computationally efficient way by using the junction tree of a graph. Upon publication of this note, a R-package for sampling from general hyper-inverse Wishart distributions will be available at the author's website.
