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Pediatric growth paths are smooth trajectories of body-size measurements (e.g. height
or weight). They are observed at irregular times due to individual needs. It is clini-
cally important to screen such growth paths. However rigorous quantitative methods
are largely missing in the literature.
In the first part of this dissertation, we proposed a new screening method based
on principal component analysis for growth paths (sparse functional data). An esti-
mation algorithm using alternating regressions is developed, and the resulting com-
ponent functions are shown to be uniformly consistent. The proposed method does
not require any distributional assumptions, and is also computationally feasible. It
is then applied to monitor the puberty growth among a group of Finnish teenagers,
and yields interesting insights. A Monte-Carlo study is conducted to investigate the
performance of our proposed algorithm, with comparison to existing methods.
In the second part of the dissertation, the proposed screening method is further
extended to incorporate subject level covariates, such as parental information. When
it is applied to the same group of Finnish teens, it shows enhanced screening per-
formance in identifying possible abnormal growth paths. Simulation studies are also
conducted to validate the proposed covariate adjusted method.
Keywords: Functional data; Longitudinal data; Growth charts; Principal compo-
nent analysis.
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In pediatrics, body sizes of infants, children and adolescents are regularly measured
and recorded as growth data. These data are important to ensure normative growth
of subjects in the context of their population values. Some subjects need even more
attention, e.g., HIV positive infants need frequent assessments to detect potential
malnutrition or acute infection. Each subject hence exhibits a growth path, which is
a smooth trajectory of body size measurements, i.e., height and weight. It is desirable
and also clinically important to determine the health status of a subject by monitoring
its growth path [38].
Two existing growth charts, unconditional growth charts ( Cole et al., 1988 [11],
Cole and Green, 1992 [12] ) and conditional growth charts (Thompson and Fatti, 1997
[66], Scheike and Zhang, 1999 [61], Wei et al., 2006 [70] ), have been applied in clinics
and medical centers to monitor growth data, screening body size measurements at
a fixed time. The fundamental of growth charts is to identify percentile ranks of
individual subjects with respect to their reference populations.
Currently, the most widely used growth chart is unconditional growth chart (Fig-
ure 1.1), which consists of a series of smooth curves plotted against time, with each
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curve representing the trend of a given percentile of one measurement in a popula-
tion. With several chosen percentile curves, an unconditional growth chart displays
the distribution of a certain measurement within a certain range of time for a cer-
tain population. When an extreme percentile rank of a measurement is found on the
chart, the relevant subject will be screened out for further investigation, because an
extreme measurement is likely to be a reflection of some unusual physical condition.
Figure 1.1: A reference percentile chart. The curves are the percentile curves at
quantile levels 0.05, 0.25, 0.50, 0.75 and 0.95. The x axis represents ages. The y axis
represents weight.
Similar ideas are used in conditional growth charts, which estimate the reference
quantiles conditioned on prior information and covariates. Conditional growth charts
complement unconditional growth charts and provide new prospective to screen child-
hood growth. For example, by incorporating prior measurements, the conditional
growth chart is effective in detecting a sudden change in the percentile ranks, which
is often missed by unconditional growth charts. One illustration is the big weight
increase from age 2 to 2.5 as shown in Figure 1.2. Such change is unusual and can be
detected by conditional growth charts, although both measurements are within the
normal ranges on unconditional growth charts,
In some cases, more informative screening can be achieved by considering the
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Figure 1.2: An example to demonstrate conditional growth charts.
entire growth path rather than one single measurement at a time. For example, as
illustrated in Figure 1.3, the subject starts at the 90th percentile at age 0.5 and gradu-
ally declines to the 15th percentile at around 2.7. Although such decline in the growth
path could be alerting, it can not be recognized by unconditional growth charts, be-
cause all growth measurements are within the normal range; it can not be detected
by conditional growth charts, either, since the changes from the preceding measure-
ments are not substantial enough. One might be able to detect such abnormal growth
pattern, if taking the shape of the entire growth path into consideration. Existing
screening methods for pediatric growth paths are mostly empirical, relying heavily
on personal experiences of medical providers [38]. Rigorous quantitative screening
methods for entire growth paths remain largely undeveloped. Hence, in this study,
we propose to develop a statistical method to construct growth charts that enable
the screening of individual growth paths.
1.2 Characteristics of growth data
Growth charts are constructed from reference growth data. Hence the developed
method should be tailored for growth data. Typical growth data include longitudinal
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Figure 1.3: An example of the abnormal growth pattern. The dots represent the
growth path for a subject. The curves are the percentile curves at quantile levels 0.05,
0.25, 0.50, 0.75 and 0.95. The x axis represents ages. The y axis represents weight.
body size measurements from a large number of subjects, denoted as {(Yij, Tij), i =
1, · · · , N, j = 1 · · · ,mi}. N is the total number of subjects, Yij is the jth the obser-
vation of the ith growth path Yi(t) at time Tij and mi is the number of observations
from the ith growth path. Growth data share three common features. First, growth
data are longitudinal data, and the number of observations from each subject mi is
not large. Second, although the underlying growth path Yi(t) is known as a smooth
trajectory, individual growth data are only observed at sparse time points. Third,
measurement time points Tij are irregular spaced, since children visit hospitals or
pediatric cares based on their individual needs. In general, growth data can be de-
scribed as sparse functional data. Some other clinical data are also sparse functional
data, e.g., insulin levels in diabetes study and CD4 counts in HIV study.
1.3 Our Contribution
The contribution of this dissertation is two-fold. First, it contributes to the devel-
opment of pediatrics and health prevention science by providing a new quantitative
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screening method for monitoring children’s growth paths. The basis of our proposed
screening method elaborated in Chapter 3 is to identify percentile ranks of growth
paths for individual subjects with respect to their reference populations. The key step
is to conduct functional principal component analysis for growth path Yi(t) via non-
parametric alternating regressions. Once component functions are estimated by the
proposed algorithm, shapes of individual growth paths will be determined by compo-
nent scores. Therefore, percentile ranks of growth paths can be obtained by studying
the joint distribution of individual component scores. When this proposed screening
method is applied to a group of Finnish teenagers, it shows informative insights in
monitoring pubertal growth and help identify the possible abnormal pattern, which is
missed by exiting screening methods. Furthermore, we extend the proposed screening
method by taking covariates into consideration in Chapter 4, since previous studies
show that covariate adjusted methods can effectively enhance screening performance.
We illustrate the improvement of the proposed covariate adjusted method through
applications and simulations.
Second, the alternating algorithm proposed in this dissertation provides a new
way to conduct principal component analysis for sparse functional data. Although
similar algorithms using alternating regressions has been used for singular value de-
composition (SVD) in Gabriel (1979) [21], this is the first attempt to adapt alter-
nating regressions to principal component analysis for sparse functional data. This
estimation algorithm avoids strong distributional assumptions and is computational
stable. In addition, the regression frame work makes it relatively easy to incorporate
covariates and support various regression models, such as robust regressions.
1.4 Structure of this dissertation
The rest of the dissertation is organized as follows: In chapter 2, we provide the review
of the existing work on growth charts and principal component analysis for sparse
CHAPTER 1. INTRODUCTION 6
functional data. In Chapter 3, we elaborate the proposed screening method. Specifi-
cally, Section 3.2 introduces the estimation algorithm to conduct principal component
analysis for sparse functional data and the asymptotic properties of the resulting es-
timates. Section 3.3 provides an example of applying the proposed method in the
field of pediatrics. Section 3.4 presents the numerical investigation of our proposed
algorithm. In Chapter 4, we further extend the proposed method by incorporat-
ing covariates and demonstrate it through applications in Section 4.3 and simulation
studies in Section 4.4. In Chapter 5, we conclude the important findings in previous
chapters and discuss directions for future research.




This section reviews previous studies in the field of pediatric growth charts and their
limitations in applications. In Section 2.1.1, we describe the development of two
existing growth charts, unconditional and conditional growth charts. In Sections 2.1.2
and 2.1.3, we outline the construction of two existing growth charts and exemplify
their applications in growth data screening. In Section 2.1.4, we discuss limitations of
the screening methods using existing growth charts and propose a possible resolution.
2.1.1 Existing work on growth charts
Two existing growth charts are widely applied in pediatric studies: unconditional
growth charts refer to growth charts with their percentile curves depending solely on
age; and conditional growth charts refer to growth charts with their percentile curves
explicitly accounting for individual growth history and other covariates.
The conventional method of constructing unconditional growth charts is to get em-
pirical percentiles at a series of time points, and then fit a smooth polynomial curve
to them. This method was used to develop the National Center of Health Statistics
(NCHS) Growth Chart in 1977 (Hamill, 1979 [23]). After that, the L-M-S method,
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based on an age-varying Box-Cox transformation, proposed by Cole and Green (1992)
[12] has become a classic method in development of unconditional growth charts. The
penalized log-likelihood approach for estimating the L-M-S functions has also been
proposed by Cole and Green 1992 [12]. Other methods of constructing unconditional
growth charts can also be found in Thompson and Theron (1990) [65], Royston and
Mattews (1991) [57], Altman (1993) [2], Wright and Royston (1997) [73], Healy, Ras-
bash and Yang (1988) [27], and Rigby and Stasinoponlous (2000) [52]. Unconditional
growth charts are useful in examining a subject for one measurement at a specific
time. However, there has been a rising concern that a single percentile rank may be
of limited use to assess growth abnormality, so unconditional growth charts may not
be a satisfactory tool in screening growth data over time. For example, a child who
stays at extreme percentiles is likely to be healthy as long as he or she has a steady
growth rate. In contrast, accelerated or decelerated growth rates are rarely normal
and always deserve further investigations.
This concern leads to the development of conditional growth charts that take
individual growth profile, especially prior growth measurements, into consideration.
Several previous studies have proposed different models to construct reference per-
centiles for conditional growth charts. One of these models was proposed by Thomp-
son and Fatti (1997) [66]. They assumed a multivariate normal distribution for the
measurements and the covariates at all time points and used the maximum likeli-
hood estimator for the mean and variance functions. Scheike and Zhang (1999) [61]
considered a longitudinal regression model accounting for the previous measurement
adjacent to the current measurement and the duration in between. These models
are usually based on the assumption that measurements, or a suitable transformed
version, follow a certain distribution, generally Gaussian. To avoid a particular dis-
tributional assumption, Wei et al. (2006) [70] proposed a semi-parametric quantile
regression model to construct conditional growth charts.
In the following sections, we will introduce Cole and Green 1992 [12] and Wei et
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al. (2006) [70] to demonstrate the constructions of existing growth charts and their
applications
2.1.2 Unconditional growth charts (Cole and Green, 1992)
In general, an unconditional growth chart includes several reference percentile curves,
which could describe the distribution for each measurement at a certain time point
and screen out measurements with extreme percentile ranks. Cole and Green (1992)
[12] provided a classic way to calculate reference percentile curves with the L-M-






, L(t) 6= 0
log{Yi(t)/M(t)}
S(t)
, L(t) = 0
, (2.1)
where M(t) and S(t) are age-specific mean and standard deviation curves respec-
tively. L(t) is the power in the transformation. The three functions were assumed
to be smooth with age. After the transformation, Zi(t) follows a standard normal
distribution. Therefore any chosen quantile curve Q(τ |t) for a certain level τ ∈ (0, 1)
can be constructed as
Q(τ |t) =
 M(t)(1 + L(t)S(t)Zτ )1/L(t), L(t) 6= 0M(t) exp[S(t)Zτ ], L(t) = 0 (2.2)
where Zτ is the τth quantile of a standard normal distribution.
Cole and Green (1992) [12] proposed to estimate {L(t),M(t), S(t)} by maximizing
a penalized likelihood. With the observed growth data {(Yij, Tij), i = 1, · · · , N, j =
1 · · · ,mi}, they ignored the longitudinal aspect of the data and derived the likelihood
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where {νL, νM , νS} are smoothing parameters. {L(t),M(t), S(t)} can be estimated
by maximizing this penalized likelihood.
When this method is applied a growth data set, one can obtain {L̂(t), M̂(t), Ŝ(t)}
as the estimates of {L(t),M(t), S(t)}. By plugging those estimates into (2.3), refer-
ence quantile curves Q(τ |t) are estimated as
Q̂(τ |t) =
 M̂(t)(1 + L̂(t)Ŝ(t)Zτ )1/L̂(t), L̂(t) 6= 0M̂(t) exp[Ŝ(t)Zτ ], L̂(t) = 0 (2.4)
Then an unconditional growth chart can be constructed by plotting several estimated
quantile curves against time. When a growth measurement of an individual is located
on an unconditional growth chart, its percentile rank will be found. If the percentile
rank of the measurement is extreme, which may indicate growth abnormality, this
individual will be screened out for further investigation.
Figure 2.1 provides an example of unconditional growth chart. In this figure, the
x-axis represents the time and the y-axis represents the weight. Reference quantile
curves for quantile levels of 0.05, 0.25, 0.50, 0.75 and 0.95, estimated by applying
Cole and Green 1992 [12] to a given reference growth data set, lie on the chart from
bottom to top. Suppose we use this growth chart to screen weight measurements
of subjects A (triangle) and B (dot) at age 2. With the growth chart providing the
normal weight range at age 2, between the 5th percentile and the 95th percentile in
this case, we find subject A is unusually low and subject B is unusually high. These
two subjects with extreme percentile ranks can thus be screened out. The example
shows that unconditional growth charts are useful in identifying one single abnormal
measurement at a fixed time.
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Figure 2.1: An example of the unconditional growth chart. The x axis represents
ages. The y axis represents weight. The curves from the bottom to the top are the
percentile curves for quantile levels of 0.05, 0.25, 0.50, 0.75 and 0.95. The triangle
and the dot are the weight measurements of Subject A and Subject B at age 2.
2.1.3 Conditional growth charts (Wei et al., 2006)
Conditional growth charts also provide percentiles for each measurement at a given
time, and screen out subjects with extreme percentile ranks. Unlike unconditional
growth charts, percentiles of conditional growth charts are estimated by incorporating
individual growth history and possibly other covariates. Wei et al. (2006) [70] adopted
a semi-parametric autoregression model to estimate percentiles for conditional growth
charts. It decomposes the conditional τth quantile QYij(τ |Tij, Yi(j−1), Xij) into a
non-parametric trend component gτ (t), an AR(1) component {a(τ) + b(τ)(Tij −
Ti(j−1))}Yi(j−1), and a linear component XTijc(τ), where Xij is the covariate vector
of ith subject at Tij, i.e.
QYij(τ |Tij, Yi(j−1), Ti(j−1), Xij) = gτ (Tij) + {a(τ) + b(τ)(Tij − Ti(j−1))}Yi(j−1) +XTijc(τ)
(2.5)
To accommodate varing measurement times, the AR(1) parameter is specified as a
linear function of the time gap between successive measurements. The non-parametric
CHAPTER 2. LITERATURE REVIEW 12
component gτ (t) is approximated by normalized B-spline. This approximation leads
to a model that is linear in form, and hence can be easily estimated by standard
quantile regression algorithms using linear programming methods.
Wei and He (2006) [69] provided a globe model, which generalize the AR(1) model
in Wei et al. (2006) [70] to a higher order AR(p) model. That is
QYij(τ |Tij, {Yi(j−l), Ti(j−l)}l=1,··· ,p, Xij)
= gτ (Tij) +
p∑
l=1
{al(τ) + bl(τ)(Tij − Ti(j−l))}Yi(j−l) +XTijc(τ) (2.6)
By applying AR(1) model from Wei et al. (2006) [70] to a certain growth data set,
one could estimate {gτ (t), a(τ), b(τ), c(τ)} as {ĝτ (t), â(τ), b̂(τ), ĉ(τ)}. After that, one
could start to screen the “current” measure {YN+1,j, TN+1,j} of a new subject. Given
its previous measure {YN+1,j−1, TN+1,j−1} and its covariate XN+1,j, the estimated τth
conditional quantile at time TN+1,j is obtained as
Q̂YN+1,j(τ |TN+1,j, YN+1,j−1, TN+1,j−1, XN+1,j)
= ĝτ (TN+1,j) + {â(τ),+b̂(τ)(TN+1,j − TN+1,j−1)}YN+1,j−1 +XTN+1,j ĉ(τ)
The quantiles of conditional growth charts provide the predicted distribution for mea-
surements at age TN+1,j given its prior measurement and covariates. A conditional
growth chart can be constructed by plotting those conditional quantiles against their
quantile levels. Then the percentile rank of YN+1,j can be identified from the condi-
tional growth chart. If the percentile rank is outside the normal range, the growth of
this subject may be alerting.
In what follows, we use an example from Wei et al. (2006) [70] to demonstrate
how conditional growth charts work. Figure 2.2 shows the longitudinal height mea-
surements (triangles) of a subject. Its height at age 8.5 (big circle in Figure 2.2) is
the target measurement for screening. Figure 2.3 provides the expected distributions
of height at this age from both unconditional growth chart model and conditional
growth chart model. In Figure 2.3, the y-axis represents quantile levels and the x-axis
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represents height. The solid dark line shows quantiles from the conditional growth
chart model, while the solid light line shows quantiles from the unconditional growth
chart model. The dashed line is the target measurement. The percentile rank of
this measurement from unconditional growth charts is around 20th percentile, which
is not unusual. However, the observed measurement of 126.5 cm at age 8.5 is only
0.5 cm taller than its prior measurement 6 months ago. Such unusually slow growth
is captured by the extremely low percentile rank from the conditional growth chart
model as shown in Figure 2.3. This example demonstrates that conditional growth
charts can help to detect a sudden unusual growth change within a growth path.
Figure 2.2: A subject for screening. The triangles are longitudinal measurements of
this subject. The circle is the target measurement for screening
2.1.4 Discussion
Unconditional and conditional growth charts are two classic tools to monitor and
screen children’s growth. Although they are constructed by different statistical meth-
ods, they have one thing in common, that is they consider one measurement at a time
while they are applied to monitor and screen children’s growth. They both provide
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Figure 2.3: An example of the conditional growth chart. The y axis represents
quantile levels. The x axis represents height. The solid light line shows quantiles
from the unconditional growth chart model. The solid dark line shows quantiles
from the conditional growth chart model. The dashed line is the target measurement
circled in Figure 2.2 .
percentiles of a measurement at a given time and screen out subjects with extreme
percentile ranks. However a growth path is not necessarily normal, even if all its
measurements have normal percentile ranks from both existing growth charts, like
the example we show in Section 1.1. Therefore it is very important and desirable to
determine the percentile ranks of entire growth paths with respect to its reference
population, to look at the whole picture of entire growth paths rather than a single
measurement.
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2.2 Principal component analysis for sparse func-
tional data
Principal component analysis provides a classical way to reduce dimensions of multi-
variate data. However multivariate principal component analysis cannot be applied
to growth data, since it requires all the subjects are measured at a fixed schedule.
Later, multivariate principal component analysis was extended to functional prin-
cipal component analysis. Functional principal component analysis is based on Karhunen
Loe`ve theorem (Loeve, 1978 [41]; Casto et al., 1986 [6]). Under the conditions that
a random sample of functions Yi(t)’s, i.e. underlying growth paths, are square inte-
grable almost surely on a bounded and closed time interval T , and their covariance
function cov{Yi(t), Yi(s)} = G(s, t) is square-integrable over T × T , these exists a
decomposition of Yi(t) such that




where U(t) = E{Yi(t)} is the population mean function, φk(t)’s are continuous pair-
wise orthogonal functions on T with ∫ φk(t)2dt = 1, and rik’s are component scores,
which are uncorrelated random variables with mean 0 and variance λk. Moreover,∑
k λk < ∞, and λ1 ≥ λ2 ≥ · · · . This decomposition provides an approximation
of Yi(t) by the linear combination of the first K components U(t) +
∑K
k=1 rikφk(t).
The objective of functional principal component analysis is to obtain the estimates
of component functions and component scores from the sample.
Ramsay and Silverman (2005) [50] introduced several functional principal com-
ponent analysis methods. These methods requires sufficient number of observations
for each random function Yi(t). But when random curves Yi(t)’s are only sparsely
observed, such as growth data, those methods can not be applied directly. Recent
work proposed several functional principal component analysis methods for sparse
longitudinal data. The approach in Yao et al. (2005) [75] focuses on the estimation
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of high-dimensional variance and covariance matrices, as well as their inverses, which
are known to be computationally unstable. James et al. (2000) [35] proposed a com-
putationally stable expectation maximization algorithm under the strong assumption
that Yi(t) is a Gaussian process. Peng and Paul (2009) [46] implemented the same
model using an improved fitting procedure. In the following two sections, we will
review these methods. Because growth data is sparse functional data, we still use the
notations of growth data to introduce these methods.
2.2.1 Outline of Yao et al. (2005)
Yao et al. (2005) [75] considered an extended version of Karhunen-Loe`ve model (2.7)
by incorporating uncorrelated measurement errors ij with mean 0 and variance σ
2.
Then the observations Yij satisfy the following model
Yij = Yi(Tij) + ij = U(Tij) +
∞∑
k=1
rikφk(Tij) + ij, (2.8)
Yao et al. (2005) [75] used local linear smoothers (Fan and Gijbels, 1996 [20]) for
function and surface estimation. They first estimated the mean function U(t) based
on the pooled data from all individuals. The estimated mean function is denoted as
Û(t).
From model (2.8), it can be derived that
cov(Yij, Yil|Tij, Til) = cov(Y (Tij), Y (Til)) + σ2δjl,
where δjl is 1 if j = l and 0 otherwise. Base on it, Yao et al. (2005) [75] defined the
“raw” covariances as
Gi(Tij, Til) = (Yij − Û(Tij))(Yil − Û(Til))
with conditional mean equal to E[Gi(Tij, Til)|Tij, Til] = cov(Y (Tij), Y (Til)) + σ2δjl.
Therefore Yao et al. (2005) [75] used Gi(Tij, Til), j 6= l as the input data to estimate
the covariance surface G(s, t). The resulting estimation is denoted as Ĝ(s, t).
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Furthermore, Yao et al. (2005) [75] proposed a method to estimate the variance σ2
of the measurement error. They use Gi(Tij, Tij) as the input for estimate the diagonal







{V̂ (t)− Ĝ(t, t)}dt
if σ̂2 > 0 and σ̂2 = 0 otherwise. Here |T | is the length of the time interval T and
T1 = [inf{t : t ∈ T }+ |T |/4, sup{t : t ∈ T } − |T |/4].
The estimates of eigenfunctions and eigenvalues correspond to the solutions φ̂k
and λ̂k of the eigenequations,∫
T
Ĝ(s, t)φ̂k(s)ds = λ̂kφ̂k(t)
where the φ̂k are subject to
∫
T φ̂k(t)
2dt = 1 and
∫
T φ̂k(t)φ̂l(t)dt = 0 for l < k. Yao et
al. (2005) [75] estimated the eigenfunctions by discretizing the smoothed covariance,
as previously described by Rice and Silverman (1991)[51] and Capra and Muller
(1997)[5].
In order to get principal component scores rik for sparse functional data, Yao
et al. (2005) [75] estimated them through conditional expectation. They assumed
rik and ij in model (2.8) are jointly Gaussian and write Y i = (Yi1, · · ·Yimi)T ,
U i = {U(Ti1), · · · , U(Timi)}T and φik = {φk(Ti1), · · · , φk(Timi)}T . Therefore the best
prediction of rik is
r˜ik = E[rik|Y i] = λkφTikΣ−1Y i(Y i −U i) (2.9)
where ΣY i = cov(Y i,Y i). It is a mi × mi matrix with the (j, l) entry (ΣY i)j,l =
G(Tij, Til) + σ
2δjl.
By substituting the estimates ofU i, λk, φik and ΣY i , they can obtain the estimates
of rik





(Y i − Û i)
Therefore the prediction of the ith trajectory Yi(t), using the first K eigenfunc-
tions, is then
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2.2.2 Outline of James et al. (2000) and Peng and Paul
(2009)
James et al. (2000) [35] developed a reduced rank model to estimate the first K
principal component functions and assumed The individual random function Yi(t)
can be defined as the following additive model
Yi(t) = U(t) +
K∑
k=1
rikφk(t) + i(t) = U(t) + φ(t)
TRi + i(t), (2.10)
where U(t)+
∑K
k=1 rikφk(t) is the K-dimensional approximation from Karhunen Loe`ve
expansion (2.7) and i(t) is the measurement error term with mean 0 and variance σ
2.
Let Ri = (ri1, · · · riK)T and φ(t) = {φ1(t), · · ·φK(t)}T . They chose a basis of spline
functions to represent U(t) and φ(t). Let b(t) = {b1(t), · · · , bq(t)}T be a spline basis
with dimension q. Let Θ and θU , be respectively, a q×K matrix and a q-dimensional
vector. Then
U(t) = b(t)TθU , φ(t) = b(t)
TΘ
The resulting model of (2.10) is
Yi(t) = b(t)
TθU + b(t)
TΘRi + i(t) (2.11)
Write Y i = (Yi1, · · · , Yimi)T ,Bi = {b(Ti1), · · · , b(Timi)}T , i = {i(Ti1), · · · , i(Timi)}T .
The reduced model of Y i becomes
Y i = BiθU +BiΘRi + i (2.12)
James et al. (2000) [35] assumed Ri and i are normally distributed, i.e.
Ri ∼ N(0, D), i ∼ N(0, σ2I i)
CHAPTER 2. LITERATURE REVIEW 19
where I i is a identity matrix with dimension equal to mi. Then
Y i ∼ N(BiθU , σ2I i +BiΘDΘTBTi )






(Y i −BiθU)T (σ2I i +BiΘDΘTBTi )−1(Y i −BiθU)
}
(2pi)mi/2|σ2I i +BiΘDΘTBTi |1/2
(2.13)
To obtain the estimates by maximizing the likelihood (2.13), James et al. (2000)
treated Ri as missing data and employ the EM algorithm (Dempster et al., 1977 [16]).
The final solutions of Ri, Θ and θU from the algorithm are their estimates, denoted
as R̂i, Θ̂ and θ̂U . Then one could obtain the lower-dimensional approximation of
Yi(t) as b(t)
T θ̂U + b(t)
T Θ̂R̂i
Peng and Paul (2009) [46] implemented the same reduce rank model and maxi-
mized the same likelihood function (2.13) by an improved estimation procedure. In
the later section, we refer these two papers as MLE method and implement it using
fpca R package generated from Peng and Paul (2009) [46].
2.2.3 Discussion
Yao et al. (2005) [75] and MLE method ([46] and [35]) provides two principal compo-
nent analysis methods that are suitable for growth data. There are some limitations
while they are applied to growth data. Yao et al,(2005) [75] involves high-dimensional
smoothing which may be computationally unstable. MLE method relies on distribu-
tional assumptions, which may not be satisfied by growth data. In the next chapter,
we will introduce a new principal component analysis method for growth data us-
ing alternating regressions and demonstrate its application in pediatric studies. This
method is computationally sable. The regression framework work is relatively easy
to incorporate covariates and develop robust estimation.
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Chapter 3
The construction of growth charts
for screening growth paths
This chapter describes the statistical method we have employed to resolve the re-
search question described in Chapter 1, the construction of growth charts for screening
growth paths. Section 3.1 provides the outline of of the proposed method. Section 3.2
elaborates the proposed method, including the estimation algorithm and the asymp-
totic properties of the resulting estimates. Section 3.3 provides an application for
screening puberty growth among a group of Finnish teenagers. Section 3.4 demon-
strates the finite sample performance of our proposed algorithm through a numerical
simulation.
3.1 Overview
Following the spirit of growth charts, the key issue is to rank those individual growth
paths collected from the reference population. Such a ranking will ultimately be used
to determine the percentile rank of an individual subject’s growth path with respect
to the reference population, which is the basis for screening individual growth paths.
We first assume that the growth paths Yi(t), i = 1, · · · , N satisfy the conditions
CHAPTER 3. THE CONSTRUCTION OF GROWTH CHARTS FOR
SCREENING GROWTH PATHS 21
of Karhunen-Loe`ve theorem introduced in Section 2.2, that is Yi(t)’s are square inte-
grable almost surely on a bounded and closed time interval T , and their covariance
function cov{Yi(t), Yi(s)} is square-integrable over T × T . By applying Karhunen-
Loe`ve theorem to Yi(t), we have the following decomposition




Recall that U(t) = E{Yi(t)} is the population mean function, φk(t) are continuous
pair-wise orthogonal functions on T with ∫ φk(t)2dt = 1, and rik are uncorrelated
random variables with mean 0 and variance λk. Moreover,
∑
k λk < ∞, and λ1 ≥
λ2 ≥ · · · .φk(t)’s are uniquely determined from the definition above and rik measures
the extent to which the kth growth component φk(t) contributes to the growth path
Yi(t). We further assume that the growth path Yi(t) can be well approximated by
the linear combination of first K principal component functions such that Yi(t) ≈
U(t)+
∑K
k=1 rikφk(t). This approximation is biologically plausible, since the biological
growth process is mainly driven by several growth hormones. As each growth hormone
determines a particular growth pattern, the observed growth path is the result of their
joint actions. Once the growth component functions φk(t)’s are found, the component
scores rik determine the shapes of individual growth paths. Therefore, one can rank
the growth paths based on the joint distributions of the individual component scores
rik’s.
Recall that the growth path Yi(t) is not completely observed in reality, but only on
a set of unevenly-spaced time points {Ti1, Ti2, · · · , Timi}, where mi is the number of
observed time points of the ith subject. Since the subjects usually take body-size mea-
sures based on their individual needs, the number of measurements each subject has
may vary across subjects, and the measurement times Tij could be unevenly spaced.
That is the typical characteristics of growth data. Hence, the existing methods for
multivariate principal component analysis cannot be applied directly. In Chapter 2.2,
we reviewed two functional PCA methods that are suitable for growth data. How-
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ever there exists some limitations for those methods. Yao et al. (2005) [75] method
involves the estimation of high-dimensional variance–covariance matrices, as well as
their inverses, which are known to be computationally unstable. The MLE methods
proposed by James et al. (2000) [35] and Peng and Paul [46] are computationally
stable expectation maximization algorithms under the strong assumption that Yi(t)
is a Gaussian process, which may not be satisfied by growth data. In next section, we
proposed a computational stable estimation algorithm without strong distributional
assumptions on the growth process. We also established the asymptotic consistency
for our estimated principal component functions φˆk(t).
Throughout the following sections, we make the following notations. L2(T ) is the
space of square integrable functions defined on the time interval T . Denote ‖ · ‖2
as the L2 norm for the function in L2(T ), that is ‖f(t)‖2=̂ ∫T {f(t)}2dt, ∀f(t) ∈
L2(T ). The inner product of two functions f1(t) and f2(t) in L2(T ) is defined as
〈f1(t), f2(t)〉=̂
∫
T f1(t)f2(t)dt. When the inner product of f1(t) and f2(t) is 0, we say
that f1(t) and f2(t) are orthogonal to each other, denoted as f1(t) ⊥ f2(t).
3.2 Functional principal component analysis using
alternating regressions
We assume that Yij is observed from the model
Yij = Yi(Tij) + ij, Tij ∈ T (3.2)
where Yi(t) satisfies the conditions of (3.1), ij are i.i.d. random errors with mean
zero and constant variance σ2, and independent of Yi(t). We could view ij as the
measurement errors associated with Yij, and implicitly assume that the measurement
errors do not depend on the magnitude of the measurements and measurement times.
Such assumptions are reasonable for growth data. For example, the error due to a
weight scale is usually unrelated to weight itself and is also unrelated to when the
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weight is taken. For convenience, we assume in this section that the population mean
U(t) = 0. For non-zero U(t), a non-parametric estimation method of U(t) will be
discussed later in remark 1.
Following the discussion in the Section 3.1, we assume that Yi(t) can be well
approximated by the linear combination of first K component functions φk(t), k =
1 · · · , K, that is Yi(t) ≈
∑K
k=1 rikφk(t). As shown in Appendix A, given φl(t), 1 ≤
l < k, and rik’s, the kth component function φk(t) is the minimizer of the objection
function
E‖Yi(t)− rikφk(t)‖2 (3.3)
subject to the constraints that ‖φk(t)‖2 = 1 and φk(t) ⊥ φl(t),∀1 ≤ l < k. On the
other hand, given φk(t), the component score rik = 〈Yi(t), φk(t)〉 = arg minr ‖Yi(t)−
rφk(t)‖2. These optimizations provide a natural basis for estimating φk(t) and rik
iteratively and sequentially. However, one needs to address two main issues in or-
der to estimate the φk(t) and rik’s from the growth data. One, due to their sparse
and irregular structures, the individual growth paths Yi(t) are not completely ob-
served. Assuming the measurement times Tij are i.i.d. and following a uniform






j=1 |Yij − rikφk(Tij)|2. With sufficient number of subjects, the
two quantities are close to each other. If Tij is not uniformly distributed, this al-
gorithm is still valid with minor modification. One could make a transformation on
Tij, that is T
∗
ij = FT (Tij), where FT (·) is the cumulative distribution function of Tij
and can be estimated from the sample. Then T ∗ij follows the uniform distribution.
Then we can apply the proposed algorithm to the transformed data (Yij, T
∗
ij) and
obtain the estimated component functions φ̂k(t
∗). Therefore the component function
for (Yij, Tij) is φ̂k{Ft(t)}. As long as Ft(·) is continuous, the asymptotic properties of
component functions hold.
Second, the unknown component functions φk(t) are unspecified and without any
parametric form. So we approximate φk(t) by a linear combination of B-spline
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basis functions. There exists a αk ∈ R`N , such that φk(t) ≈ pi(t)Tαk, where
pi(t) = {pi1(t), · · · , pi`N (t)}T are `N B-spline basis functions given the specific knots
and order. For any smooth function, it can always be well approximated by a B-
spline representation with sufficient number of knots. In this way, estimating φk(t) is
equivalent to estimating αk, a `N -dimensional vector.









|Yij − rikpi(Tij)Tαk|2, (3.4)
s.t. ‖pi(t)Tαk‖2 = 1 and pi(t)Tαk ⊥ pi(t)Tαl,∀1 ≤ l < k,
where Rk = (r1k, ..., rNk)
T is the vector of the kth component scores.
The minimizer of the objective function in (3.4) does not have the close form, and
solving αk directly is not easy. Instead, we use an alternating regression algorithm to
obtain αk and rik. Alternating regression with least squares fit was first introduced
by Gabriel and Zamir (1979) [21] to conduct singular value decomposition (SVD).
SVD is the process to obtain lower rank approximation of matrices, which can be
applied to multivariate principal component analysis. Similar algorithm in alignment
with robust regressions was studied in Chen, He and Wei (2006) [10]. However as we
mentioned before, the multivariate techniques can not be applied to growth data. We
extend the alternating regression algorithm to sparse functional data and show that
the resulting estimators are uniformly consistent. The proposed algorithm works as
follow:
Estimating α1 and R1: When k = 1, the iterative algorithm consists of the fol-




1 for the estimates of α1 and R1 at the
ν-th iteration.
Step 1: Initial Values. Generate R1 by a vector of independent uniform (0,1) ran-
dom variables and denote it as R
(0)
1 .
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∣∣∣Yij − r(ν)i1 pi(Tij)Tα∣∣∣2 . (3.5)







. The resulting α
(ν+1)
1 satisfies
‖pi(t)Tα(ν+1)1 ‖2 = 1. Next we update the component scores R(ν+1)1 by
r
(ν+1)




∣∣∣Yij − rpi(Tij)Tα(ν+1)1 ∣∣∣2 , i = 1, 2 · · · , N (3.6)
Here (3.6) involves N separate regressions. Continue iterations until the follow-
ing two conditions are satisfied.








1 are less than some small
value δ1 for all their elements.
2. The change in the objective function DL2(α1, R1) between two consecutive
iterations does not exceed a small value δ2.
Step 3: Solutions. We denote the resulting estimates from step 2 as the α̂1 and
R̂1. And they will be the final estimates for α1 and R1.
The algorithm converges to the minimizer of objective function DL2(α1, R1) since
DL2(α1, R1) monotonically non-increases with iterative steps.
Estimating αk and Rk with k > 1: When k > 1, one needs to solve the con-
strained objective function
DL2(αk, Rk), s.t. pi(t)
Tαk ⊥ pi(t)T α̂l,∀l < k and ‖pi(t)Tαk‖2 = 1
Numerical algorithm directly incorporating the above constraints is not straightfor-
ward. However, in practise, we could subtract
∑k−1
l=1 r̂ilpi(Tij)
T α̂l from the observa-
tions Yij, and denote the resulting the residuals as ξ
(k−1)
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∣∣∣ξ(k−1)i,j − rikpi(Tij)Tαk∣∣∣2 , s.t. ‖pi(Tij)Tαk‖ = 1.
(3.7)
The equivalence comes from the fact that the component function φk(t) is also the
minimizer of E‖Y (k−1)i (t) − 〈Y (k−1)i (t), φk(t)〉φk(t)‖2 subject to the constraint that
‖φk(t)‖2 = 1, where Y (k−1)i (t)=̂Yi(t)−
∑k−1
l=1 〈Yi(t), φl(t)〉φl(t). The details are shown in
Appendix A. This way, the estimator of (αk, Rk) can be obtained in the similar fashion
as (α1, R1). The only difference is at each iteration step, we need to orthogonalize
piT (t)αk against the previously estimated pi
T (t)α̂l, l < k. This orthogonalization step
helps improve the computational stability for sparse data. When the observations of
the growth path are sufficiently dense, the orthogonality holds automatically.
Choosing the appropriate number of components K: Finally, we determine
an appropriate number of components K using the analog R2 from Croux et al. (2003)



















We stop the estimation procedure when R2(K) is sufficiently large, and the approxi-




Remark 1 The above estimation algorithm assumes that U(t) = 0, hence one needs
to properly center the growth paths Yi(t)’s before using the algorithm. We propose
to estimate the mean function U(t)=̂E{Y (t)} nonparametrically, such as B-spline
smoothing and local polynomial smoothing. Then the algorithm can be applied to
centered observations Y ∗ij = Yij − Û(Tij), where Û(t) is the estimate of U(t).








dardization step is to meet the constraint that ‖pi(t)Tα(ν)k ‖2 = 1, and would not al-
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−1αTk , for any non-zero real number c.
Remark 3 The proposed algorithm can also be used to obtain the SVD of functional
data. Let Y (t) = {Y1(t), · · · , YN(t)}T , R = (R1, R2, · · · ) and Φ(t) = {φ1(t), φ2(t), · · · },
then the decomposition (3.1) can be written as Y (t) = RΦ(t). If we further decompose
R = UD, where D is a diagonal matrix, we yield the singular value decomposition
for Y (t), i.e. Y (t) = UDΦ(t). This step can be easily incorporated to the algorithm,
but further decomposition of R is out of interest in our context.
3.2.1 Asymptotic properties
Let φ̂k(t) = pi(t)
T α̂k be the estimated kth component function from the above al-
gorithm. We establish its uniform consistency in this section. We first provide the
regularity conditions for achieving the uniform consistency property.
(A1) {Yi(t)}Ni=1N is a random sample and following the distribution of a stochas-
tic process Y (t). (Yij, Tij), i = 1, · · · , N, j = 1, · · · ,mi are the observations,
following (3.2). The observation times Tij are order statistics of mi underlying
time random variables tij, that are i.i.d. and following a uniform distribution
over a bounded time interval T [ta, tb].
(A2) mi are i.i.d. random variables with E(mi) = m, and independent of (Yij, Tij).
(A3) Y (t) has bounded second moment for all t ∈ T , i.e. suptE{Y (t)}2 <∞. Y (t)
is square integrable over the time interval T and its covariance function C(s, t)
is square integrable over T × T .
We then provide the regularity condition for the component functions φk(t)’s, that is,
(A4) φk(t)’s are bounded smooth functions with bounded first derivatives.
For any f(t) satisfying (A4), there exists a α0 ∈ R`N and C0 ∈ R, such that
supt∈T |f(t)−αT0pi(t)| < C0`−1N .
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Theorem 1 Under the condition (A1)-(A4) if `N →∞, N →∞, m2N → 0 and `N ln(`N )m →
0, then φ̂k(t) is a uniform consistent estimator of φk(t), i.e.
sup
t∈T
|φˆk(t)− φk(t)| = op(1) (3.9)
All technical proofs are in Appendix B.
3.2.2 The construction of growth charts for screening growth
paths
One can apply the above proposed algorithm to construct growth charts for screening
growth paths. In what follows, we describe the construction procedure. First, one
needs to estimate U(t) as shown in Remark 1, and center the growth paths Yi(t)
accordingly. Next, the proposed estimation algorithm can be applied to the centered
data. Once the component functions φk(t), k = 1, · · · , K are estimated from the sam-
ple, the growth path Yi(t) is fully determined by its component scores (ri1, · · · , riK).
Ranking Yi(t) is equivalent to identify the multivariate quantiles of (ri1, · · · , riK).
Then one can construct a growth chart for growth paths by building a sequence of
nested multivariate quantile contours of component scores (ri1, · · · , riK). Then, the
constructed growth chart can be used to identify percentile ranks of individual growth
paths and screen out subjects staying outside the extreme quantile contour. For ex-
ample, suppose we have a new subject with the underlying growth paths YN+1(t) ,
consisting of mN+1 pairs (T(N+1)j, Y(N+1)j). To identify its percentile rank with re-
spect with reference population, we first center it by Y ∗(N+1)j = Y(N+1)j − Û(T(N+1)j),
where Û(t) is estimated location function. We then obtain the component scores
(r(N+1)1, · · · , r(N+1)K) of YN+1(t) by solving a least square regression,













At last, we locate its estimated component scores against the constructed growth
chart. If the subject remains outside an extreme quantile contour, say, the 0.95th
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quantile, the subject can be singled out for further clinical investigation. An applica-
tion example is provided in Section 3.3.
3.2.2.1 Multivariate quantile contours
One important step in the above procedure is to determine multivariate quantiles
of (ri1, · · · , riK) and provide their multivariate quantile contours at given quantile
levels. Due to the lack of natural ordering in a multidimensional space, there is no
universally preferred definition of multivariate quantiles, but various ideas have been
developed in the literature; for example, Liu, Parelius, and Singh (1999) [40] and Zuo
and Serfling (2000) [76] used multivariate quantile functions based on the half-space
depth function. Other approaches have been given by Parzen (1979) [45], Abdous
and Theodorescu (1992) [1], Hettmansperger et al. (1992) [28], Chaudhuri (1996) [8],
Koltchinskii (1997) [37], Chakraborty (2003) [7], McDermott and Lin (2007) [42] and
Wei (2008) [71]. Serfling (2002) [62] presented a nice survey of multivariate quan-
tile functions and outlined the probabilistic properties that a multivariate quantile
function should have.
In our case, the joint distribution of (ri1, · · · , riK) is unlikely to follow a certain
parametric distribution due to the complexity of functional data. We then propose
to determine the quantiles of (ri1, · · · , riK) nonparametrically and use the reference
quantile functions defined in Wei (2008) [71]. Because Wei (2008) [71] is also mo-
tivated from growth charts analysis and measuring the spatial “outlyingness” of an
observation relative to a center, which is the essential part of growth chart studies.
For any quantile level τ ∈ (0, 1), Wei (2008) [71] defined reference quantile contours
for a K-dimensional random vector R using the following three steps.
Standardization: They choose µ as a component wise location parameter of R and
S = diag(si)i=1,··· ,K as the K ×K diagonal matrix with component wise scale
parameters of R. Then Z = S−1(R− µ) is obtained as the standardized R.
Defining the τ100% directional reference interval of Z: Let S(K−1) be the unit
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sphere around a center in RK ; then the spatial direction can be given by a line
connecting a pair of opposite points (u,−u) on S(K−1). The τ100% directional
reference interval of Z along a a spatial direction (u,−u) is the closed interval
[lτ (u), uτ (u)], which contains all of the points x
(u)
= u satisfying
P(Z ≤(u) x|Z (u)= u) ≤ 1 + τ
2





= x means two points x and y in RK both stay on the (u,−u), that
is, they follow the same spatial direction. Denote y ≥(u) x iff 〈y,u〉 ≥ 〈x,u〉
Defining the τth reference quantile contour Cτ : Cτ is the boundary of the cen-
teral set
Vτ =
Sx+ µ : x ∈ ⋃
u∈S(K−1)
[lτ (u), uτ (u)]
 ,
that is Cτ = ∂Vτ .
The centeral set Vτ consists of directional reference intervals, each of which reflects





)], and Cτ is its two endpoints, the 1−τ2 th and 1+τ2 th
quantiles. Here F is cumulative distribution function of R while K = 1.
Wei (2008) [71] also proposed a nonparametric algorithm to estimate the quantile
contours based on a random sample of R, for example, the estimated component
scores (ri1, · · · , riK)i=1,··· ,N in our study. This method converts the component scores
(ri1, · · · , riK)i=1,··· ,N to the polar coordinate system. Figure 3.1-3.2 show the polar
coordinate systems for two-dimensional and three-dimensional spaces. As shown in
both figures, the position of a point in a high-dimensional space can be determined
by radius (the radial distance of that point from a fixed origin) and angle(s) in polar
coordinate systems. Then one can build the quantile contours by nonparametrically
regressing radiuses with respect to angles at various quantile levels.
CHAPTER 3. THE CONSTRUCTION OF GROWTH CHARTS FOR
SCREENING GROWTH PATHS 31
Figure 3.1: A polar coordinate system for two-dimensional space
Figure 3.2: A polar coordinate system for three-dimensional space
3.3 Application: screening individual height paths
among Finnish adolescents
In this section, we illustrate the application of the proposed method using part of a
Finnish national growth data set [47]. In particular, we construct the growth charts
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to monitor the puberty growth among this group of Finnish adolescents due to the
following reason. Puberty is the process of physical change by which a child’s body
becomes an adult body capable of reproduction. It is initiated by hormone signals
from the brain to the gonads (the ovaries and testes). In response, the gonads produce
a variety of hormones that stimulate the growth, bones, muscle, and etc. Precocious
or delayed puberty can have serious adverse effects on children’s social behavior and
psychological development. Monitoring puberty growth is one way to detect potential
growth abnormality for further treatment.
The data (Figure 3.3) consist of the longitudinal height measures of 553 girls (ages
9–16) and 518 boys (ages 11-19) during puberty. In Figure 3.3, the vertical is height
and the horizontal is age. The dots are the observed height measurements in this
data set. The median of the number of measurements taken for all subjects is 6. The
analysis is performed for boys and girls separately. For both genders, the R2 values are
found to be sufficiently large (>96%) when K = 2. Therefore, approximations using
the first two components are used. Figures 3.4(a) and 3.4(b) provide, respectively, the
first two component functions φ1(t) and φ2(t) for girls obtained from the proposed
algorithm; while Figures 3.5(a) and 3.5(b) are the estimated first two component
functions for boys. In both cases, φ1(t) represents the overall growth scale, and φ2(t)
can be viewed as the growth velocity pattern driven by growth hormones during
puberty. For example, φ2(t) for girls includes a period of rapid puberty growth that
starts around age 11 and stabilizes after age 15; while φ2(t) for boys indicates that
the puberty growth starts around age 14 and stabilizes after age 18. This is also
biologically reasonable since the puberty of boys begins later than that girls. The
component score rik measures the extent to which the component function φk(t)
contributes to Yi(t). For example, a subject with a higher ri1 tends to be taller than
most of his or her peers, while a subject with a higher ri2 may experience rapid
pubertal growth.
Because the dimension chosen is 2, the growth charts are constructed based on the
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Figure 3.3: The Finnish national growth data. The data include the longitudinal height
measurements for 553 girls (Left) from age 9 to 16 and 518 boys (Right) from age 11 to 19.
The y-axis is height and the x-axis is age. The dots are the observed height measurements
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(b) φ^2(t) for girls
Age(Time)
Figure 3.4: (a, b) The estimated first two component functions φ̂1(t) (a) and φ̂2(t) (b) for
girls.
first two component scores, as shown in Figure 3.6(a) for girls and Figure 3.6(b) for
boys. Such charts provide a convenient visual tool for screening potentially abnormal
subjects. In both figures, the x axis represents the first component score and the y
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(b) φ^2(t) for boys
Age(Time)
Figure 3.5: (a, b) The estimated first two component functions φ̂1(t) (a) and φ̂2(t) (b) for
boys.
axis represents the second. Bivariate quantile contours are chosen at quantile levels
0.5, 0.75, and 0.95, and can be used to determine the individual percentile ranks.
Those subjects who remain outside the 0.95th quantile contour have more outlying
component scores than at least 95% of their peers; hence they will be screened out for
further clinical investigation. Figure 3.7 provides the growth paths of two outlying
girls, labeled A and B in Figure 3.6(a); and Figure 3.8 provides those of two outlying
boys labeled C and D in Figure 3.6(b). In these figures, the black dots are the original
height measurements and the dashed lines are the estimated Yi(t) values. The gray
curves in the background are all the growth paths from the data. According to
Figure 3.6(a), girl A has small component scores in both directions, while girl B has an
average first component score, but a very low second component score. Consequently,
as shown in Figure 3.7, girl A is shorter and has been grown slower than most of her
peers; girl B has normative height, but apparently failed to gain enough height during
her puberty. Similarly, according to Figure 3.6(b), boy C has large component scores
in both directions, while boy D has a very low first component score. As we see in
Figure 3.8, boy C is very tall and has a unusual rapid growth between age 15 and 17;
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Figure 3.6: (a, b) The bivariate plot of the first two component scores for girls (a) and boys
(b). The x axis represents the first component score and the y axis represents the second
component score. The contours from inside to outside are the bivariate quantile contours at
quantile levels 0.5, 0.75, and 0.95. The points labeled “A” and “B” in (a) are two selected
girls whose first two component scores fall outside the 0.95th quantile contour; The points
labeled “C” and “D” in (b) are two selected boys whose first two component scores fall
outside the 0.95th quantile contour.
boy D is shorter than most of his peers, although his growth rate is comparable to
others.
We also applied Yao et al. (2005) [75] and MLE method [46] to the same growth
data. When Yao et al. (2005) [75] is applied, about 3% estimated first component
scores are 4 MADs (median absolute deviation) away from the median. These outliers
make it hard to estimate the extreme quantile contour (e.g. 95% percentile) which is of
the major interest in growth charts. The results from MLE method [46] are similar to
that from the proposed method. A detailed comparison among the proposed method,
MLE method [46] and Yao et al. (2005) [75] is provided in Section 3.4
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Figure 3.7: (a,b) The observed growth paths of two extreme girls-labeled A (a) and B (b)
in the bivariate plot (Figure 3.6) of girls’ first two component scores. The black dots are the
original height measurements and the dashed lines are the estimated growth curves. The













































Figure 3.8: The observed growth paths of two extreme boys-labeled C and D in the bivariate
plot (Figure 3.6) of boys’ first two component scores. The black dots are the original height
measurements and the dashed lines are the estimated growth curves. The gray background
curves are all the growth paths from the Finnish growth data for boys.
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3.3.1 Comparison with unconditional and conditional growth
charts
Besides the application of our proposed method in growth data, we also compared the
screening performance of our proposed method with unconditional and conditional
growth charts. As we mentioned in the introduction, both unconditional and con-
ditional growth charts consider only one measurement at each time without taking
the entire path into account, hence they may fail to detect some abnormal growth
patterns. The outlying girl, labeled E in figure 3.6(a) is one of examples. Figure 3.9
provides the growth path for subject E. In this plot, the black dots are the original
height measurements. The gray background curves are all the growth paths from the
Finnish growth data for girls. The squares are the estimated 0.025th (solid squares)
and 0.975th (open squares) quantiles from the unconditional growth chart. They
provide the normal ranges of the unconditional growth chart. Subjects stay outside
them are either taller or shorter than at least 95% of their peers. So the ranges are
comparable with 0.95th quantile contour in our proposed growth chart. The triangles
are the estimated 0.025th (solid squares) and 0.975th (open squares) quantiles from
the conditional growth chart, which provide the comparable normal ranges for the
conditional growth chart. As shown in Figure 3.9, all of her height measurements
are within the normal ranges of both unconditional and conditional growth charts.
Therefore when these two growth charts are used to screen her height one at each
time, each of her height measurements is considered as normative. However, as shown
in Figure 3.6(a), girl E is screened out by the 0.95th quantile contour by the proposed
growth chart due to her outlying second component score. It is consistent with the
fact that she has been growing fast consecutively over her puberty. This example
shows that the proposed method provides informative insights on growth pattern by
considering the entire paths.
CHAPTER 3. THE CONSTRUCTION OF GROWTH CHARTS FOR

































Figure 3.9: The observed growth path of one extreme girl-labeled E in Figure 3.6(a).
The black dots are the original height measurements and the dashed lines are the estimated
growth paths. The gray background curves are all the growth paths from the Finnish growth
data for girls. The squares are the estimated 0.975th (open squares) and 0.025th (solid
squares) quantile from the unconditional growth chart. The triangles are the estimated
0.975th (open squares) and 0.025th (solid squares) quantiles from conditional the growth
chart.
3.4 Numerical Investigation
In this section, we present a numerical simulation study to illustrate the finite sample
performance of the proposed functional PCA method in comparison to Yao et al.
(2005) [75] and MLE method ([46]). We consider the following trajectory model
Yi(t) = U(t) + ri1φ1(t) + ri2φ2(t) + i(t) (3.11)
In this model, φ1(t) and φ2(t) are the component functions; U(t) is the mean function;
(t) is the error term;(r11, ri2) are the random component scores. To mimic the Finnish
data, we choose φ1(t), φ2(t) and U(t) to be the estimated functions for girls in Section
3.3. The error term (t) is assumed to be a Gaussian process with E{(t)} = 0,
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var{(t)} = 1 and cov{(t), (s)} = 0 for t 6= s. We consider the following two
distributions for (r11, ri2):
Setting 1: (ri1, ri2) follows the empirical distribution of the estimated first two com-
ponent scores for girl in Section 3.3.
Setting 2: (ri1, ri2) follows the bivariate normal distribution with means and covari-
ance equal to the sample means and sample covariance of the estimated first
two component scores for girls in Section 3.3.
Both settings try to mimic the growth paths of the Finnish data for girls, while a
more restrictive parametric assumption is made in Setting 2. For each setting, we
generate 20 Monte Carlo samples. Each sample includes 500 random curves. Each
one consists of 6 observations with the observed time uniformly distributed on [9,16].
In Figure 3.10, we present 20 simulated curves from both settings respectively. As































































































































































































































Figure 3.10: (a, b) The selected 20 curves for Setting 1 (a) and Setting 2 (b). The dots
are the simulated observations.
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3.4.1 Estimation
We apply the proposed method, Yao et al.’s (2005) [75] and MLE method([46]) to
conduct principal component analysis for the samples. Specifically, we first estimate
the location function U(t) using non-parametric regression and then apply the three
methods to the centered data Y ∗ij = Yij − Û(Tij) to estimate component functions.
All three algorithms require the selection of tuning parameters. In the proposed
iterative algorithm and MLE method, we choose the 1/3th and 2/3th quantiles of the
pooled times as the internal knots for the quadratic B-spline basis functions. In Yao
et al.’s (2005) [75], one needs to determine smoothing parameters for estimation of
the covariance and the eigenfunctions. We choose the ones that minimize the AIC







j=1(Yij − Ŷij)2}+ 2P. Here P is the
number of parameters and Ŷij is the model predicted Yij.
In Figure 3.11, we present the averages of the estimated φ1(t) and φ2(t) from
the three methods under Setting 1. Specifically, the dash lines are from Yao et al.’s
method; the dot lines are from MLE method and; the dot-dashed lines are from the
proposed method. We compare them with the true component functions plotted as
the solid lines. Figure 3.12 is the counterpart of Figure 3.11 under Setting 2. Based
on the figures, the estimated functions from the proposed method and MLE method
closely follow the original ones, while those from Yao et al. (2005) [75] are slightly
deviated. For each Monte Carlo sample, we calculate relative integrated square errors
(RISE) of φ1(t) and φ2(x). RISE of gˆ(t) for estimating a target function g(t) is defined
as
∫ {gˆ(t)−g(t)}2dt∫ {g(t)}2dt and can be considered as noise to signal measurement. Table 3.1
provides the summary of RISEs under both settings. As shown in Table 3.1, all three
methods perform well in estimating component functions although Yao et al. (2005)
[75] has slightly larger means and standard deviations.
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Figure 3.11: (a, b) The true component functions and their estimates under Setting 1.
The solid lines are the original component functions; the dash lines are from Yao et al.’s
method; the dotted lines are from MLE method; the dot-dashed lines are from the proposed
method.






























Figure 3.12: (a, b) The true component functions and their estimates under Setting 2.
The solid lines are the original component functions; the dash lines are from Yao et al.’s
method; the dotted lines are from MLE method; the dot-dashed lines are from the proposed
method.
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Table 3.1: RISEs for three functional PCA methods
The mean of RISE (The Standard Deviation of RISE)
Setting 1: (ri1, ri2) ∼ Empirical distribution
Yao et al.(2005) MLE method Proposed Method
RISE of φ1(t) 0.0061 ( 0.0017 ) 0.0003 ( 0.0003 ) 0.0004 ( 0.0005 )
RISE of φ2(t) 0.0955 ( 0.0545 ) 0.0022 ( 0.0009 ) 0.0020 ( 0.0015 )
Setting 2: (ri1, ri2) ∼ Bivariate Normal distribution
Yao et al. (2005) MLE method Proposed Method
RISE of φ1(t) 0.0052 ( 0.0018 ) 0.0003 ( 0.0003 ) 0.0004 ( 0.0003 )
RISE of φ2(t) 0.1076 ( 0.0872 ) 0.0023 ( 0.0012 ) 0.0027 ( 0.0014 )
3.4.2 Prediction
All three methods can be used to predict the underlying growth paths. Hence we
also evaluate and compare the prediction accuracy among the three methods, using
the 5-fold cross validation. For each Monte Carlo sample, we equally partition the
500 curves into 5 sub-samples, denoted as Ψ1, · · · ,Ψ5. We define φ̂1(t)(−v), φ̂2(t)(−v)
and Û(t)(−v) as the estimates of φ1(t), φ2(t) and U(t) after excluding Ψv, and then
use them to predict Yij in Ψv. To make the presentation clear, we add subscript v to








(−v)φ̂2(Tij)(−v) + Û(Tij)(−v), Yij ∈ Ψv
where r̂i1
(−v) and r̂i2
(−v) are the predicted component scores. For each Monte Carlo










ij − Ŷ (v)ij )2 to
evaluate the prediction accuracy.
In our simulation, we find that the estimated individual covariance ΣYi in equation
(2.9) from Yao et al.(2005) [75] could be singular or close to singular sometimes.
When that happens, the estimation bias is seriously inflated, which in turn affects
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the magnitude of MSE. When calculating the MSE for Yao et al. (2005) [75], we
exclude paths associated with 2% and 5% of largest mean residual squares. We then
present the summary of the resulting MSE in Table 3.2. The results from proposed
method are comparable with MLE method [46]. They both performed well under
both settings, because the means and the standard deviations of MSE are small over
the 20 Monte carlo samples. Although the means of MSE from MLE method [46]
are smaller than that from the proposed method, the proposed method has smaller
standard deviations than MLE method. The MSE of Yao et al. (2005) [75] is larger
than the proposed method and MLE method [46] even after excluding the 5% extreme
curves. Moreover, both Yao et al.’s method [75] and MLE method [46] are based on
Gaussian assumption. Consequently, as shown in the study, Yao et al.’s method [75]
and MLE method [46] perform better in Setting 2, when the simulated curves are
truly Gaussian. The proposed method obtained the consistent results under both
settings.
Table 3.2: MSE for three functional PCA methods
The mean of MSE(The Standard Deviation of MSE)
Setting 1: (ri1, ri2) ∼ Empirical distribution
Yao et al. (2%) Yao et al. (5%) MLE method Proposed Method
6.902 ( 7.899 ) 2.854 ( 1.949 ) 0.878 ( 0.058 ) 0.967 ( 0.035 )
Setting 2: (ri1, ri2) ∼ Bivariate Normal distribution
Yao et al. (2%) Yao et al.(5%) MLE method Proposed Method
5.143 ( 3.53 ) 2.293 ( 0.975 ) 0.853 ( 0.070 ) 0.972 ( 0.045 )
3.4.3 Screening Performance
We are also interested in evaluating the screening performance of our proposed growth
chart in identifying outlying growth paths. For each monte carlos sample in Setting
1, we consider them as the reference growth data and estimate the extreme 95th
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percentile contour to screen out extreme growth paths. Then we simulate outlying
growth paths from the following model
Zj(t) = Yj(t) + A(t− 9) +B. (3.12)
In this model (3.12), Yj(t) are simulated from the model (3.11) under Setting 1
and have the same distribution as the growth paths in the reference growth data.
A(t − 9) + B is a linear outlying term, where A provides the slope change and B
represents the location shift. We provide different combinations of A and B, where
A are chosen from (−4,−2,−1.5,−1,−0.5, 0, 0.5, 1, 1.5, 2, 4) and B are chosen from
(−20,−16,−12,−8,−4, 0, 4, 8, 12, 16, 20). For each combination, we generate 100 out-
lying curves Zj(t). Each curve includes 6 observations with observed times uniformly
distributed on the interval [9,16]. Figure 3.13 shows the selected outlying curves
(dashed lines) under several combinations of A and B. The background gray curves
are the simulated data from one Monte Carlo Sample. With the increase of either |A|
or |B|, the simulated curves become more outlying comparing to the reference data.
We consider the simulated outlying curves as the growth paths of new subjects and
apply the method in Section 3.2.2 to estimate their component scores and screen out
subjects outside the 95th percentile contours. The percentages of curves Zj(t) that
are screened out by the 95th percentile contours are calculated for each combination
of A and B. Table 3.3 provides the summary of those percentages including the
means and standard deviations over 20 Monte Carlo samples. Table 3.3 shows that
the percentages of Zj(t) screened out by 95th percentile contours increase while either
|A| or |B| increase. It is consistent with the fact that the simulated Zj(t) are more
extreme comparing to the reference data while A or B have big absolute values as
shown in Figure 3.13. Therefore this simulation illustrates the screening performance
of the proposed growth charts in identifying outlying growth paths.
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Table 3.3: The summary of the percentages of subjects Zi(t) that are screened out
by the 95th percentile contours for different combinations of A and B
The mean of percentages (The Standard Deviation of percentages)
B=-20 B=-16 B=-12 B=-8 B=-4 B=0
A=-4 99.9( 0.3 ) 99.6( 0.7 ) 99.2( 1.0 ) 98.2( 1.7 ) 97( 2.5 ) 94.9( 2.4 )
A=-2 99.5( 0.9 ) 98.3( 2 ) 93.9( 3.3 ) 85.9( 5.2 ) 72.2( 6.9 ) 55.8( 8.3 )
A=-1.5 98.8( 1.4 ) 95.4( 2.6 ) 87.6( 4.8 ) 72.3( 6.9 ) 52.3( 7.5 ) 34.1( 7.5 )
A=-1 97.0( 1.9 ) 89.9( 3.8 ) 75.4( 5 ) 54.1( 7.4 ) 31.9( 6.7 ) 16.4( 4.2 )
A=-0.5 94( 2.6 ) 80.7( 5 ) 60.1( 7.5 ) 34.0( 6.2 ) 16.2( 5.5 ) 7.7( 3.4 )
A=0 87.8( 4.0 ) 69.0( 5.5 ) 44.8( 7.2 ) 21.6( 5.4 ) 8.9( 3.9 ) 5.7( 3.2 )
A=0.5 80.3( 4.9 ) 59.3( 6.9 ) 35.8( 7.0 ) 17.8( 4.8 ) 10.4( 3.9 ) 10.5( 2.2 )
A=1 75.0( 5.3 ) 55.2( 6.6 ) 35.2( 6 ) 22.1( 5.3 ) 19.5( 4.3 ) 22.7( 3.9 )
A=1.5 72.5( 6.0 ) 56.8( 7.1 ) 42.4( 6.7 ) 35.2( 5.7 ) 35.6( 4.9 ) 43.6( 5.1 )
A=2 74.3( 5.8 ) 62.5( 6.1 ) 53.9( 6.1 ) 51.5( 6.3 ) 55.8( 5.5 ) 65.5( 5.4 )
A=4 90.1( 3.7 ) 89.1( 3.9 ) 90.1( 2.8 ) 91.5( 2.9 ) 93.2( 2.5 ) 94.8( 2.1 )
B=4 B=8 B=12 B=16 B=20
A=-4 92.7( 2.7 ) 89.8( 3.8 ) 87.5( 4.2 ) 85.2( 4.5 ) 85.3( 4.9 )
A=-2 42.2( 8.8 ) 37.0( 8.2 ) 39( 8.8 ) 49.5( 7.4 ) 66.1( 7.2 )
A=-1.5 23.8( 5.0 ) 22.6( 5.8 ) 30.2( 7.3 ) 46.1( 6.7 ) 67( 6.4 )
A=-1 11.8( 3.4 ) 16.1( 4.2 ) 28.9( 5.7 ) 48.7( 7.4 ) 72.4( 7.9 )
A=-0.5 7.5( 3.1 ) 16.2( 4.4 ) 35.1( 7.0 ) 57.2( 7.3 ) 79.4( 6.4 )
A=0 10.1( 3.4 ) 24.1( 5.1 ) 44.5( 6.1 ) 69( 5.9 ) 86.7( 3.8 )
A=0.5 19.9( 3.4 ) 37.1( 4.1 ) 60.4( 4.4 ) 81.8( 3.9 ) 93.3( 2.9 )
A=1 36.1( 4.0 ) 56.8( 4.8 ) 77.1( 3.8 ) 91.3( 3.1 ) 97.5( 1.5 )
A=1.5 58.7( 5.1 ) 75.8( 4.4 ) 90.0( 3.4 ) 96.1( 2.2 ) 99.1( 0.8 )
A=2 77.8( 4.6 ) 88.5( 3.4 ) 95.1( 2.4 ) 98.1( 1.5 ) 99.6( 0.6 )
A=4 96.9( 1.6 ) 98.4( 1.4 ) 99.4( 0.8 ) 99.9( 0.3 ) 100.0( 0.0 )
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Figure 3.13: The selected outlying curves (dashed lines) under different combinations of A
and B. The background gray curves are simulated curves from one Monte Carlo sample.
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Chapter 4
Covariate adjusted Method
Since subject level information has non-ignorable influence in determining individual
growth pattern, this chapter further explores the construction of growth charts for
screening growth paths by incorporating subject level covariates. Section 4.1 presents
the framework of constructing growth charts for screening growth paths in the pres-
ence of covariates. Section 4.2 provides an estimation algorithm to implement the
constructions. Section 4.3 illustrates the feasibility of our covariate adjusted method
and its enhanced performance in pediatric study through two applications. Section
4.4 further demonstrates its finite sample performance through numerical simulation
studies.
4.1 Models
Let X be a covariate which characterizes individual subjects, such as parental infor-
mation. We assume that given X = x, a underlying growth path Y (t, x) satisfies the
conditions of Karhunen-Loeve decomposition in Section 2.2 and can be decomposed
in the following way,
Y (t, x) = U(t, x) +
∞∑
k=1
rkφk(t, x) t ∈ T , (4.1)
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where U(t, x) = E{Y (t, x)} is the mean function. φk(t, x) are orthogonal component
functions and satisfy ‖φ2k(t, x)‖2=̂
∫
φ2k(t, x)dt = 1,
∫
φk(t, x)φl(t, x)dt = 0, ∀l < k. rk
are the component scores which are the projections of Y (t, x) − U(t, x) on φk(t, x),
i.e. rk =
∫ {Y (t, x)−U(t, x)}φk(t, x)dt. They are uncorrelated random variables with
mean 0.
In reality, we observe the growth data as {(Yij, Tij, Xi), i = 1, · · · , N, j = 1 · · · ,mi}.
N is the total number of subjects and mi is the number of observations for the ith
subject. Here Yij is the jth observation of the ith subject at a time Tij and follows
the model
Yij = Yi(Tij, Xi) + ij = U(Tij, Xi) +
∞∑
k=1
rikφk(Tij, Xi) + ij (4.2)
In Model (4.2), Yi(t,Xi) is the underlying growth path of the ith subject with a
covariate Xi and follows the distribution of Y (t, x). Component scores rik are the
projections of Yi(t,Xi) onto the covariate adjusted component functions, that is,
rik =
∫ {Yi(t,Xi) − U(t,Xi)}φk(t,Xi)dt. ij are i.i.d. random errors with mean zero
and variance σ2 and independent of Yi(t,Xi).
Same as in Chapter 3, we assume that the underlying growth path Yi(t,Xi) can be
well approximated by the first K component functions, that is, Yi(t,Xi) ≈ U(t,Xi) +∑K
k=1 rikφk(t,Xi). Once the component functions φk(t, x) are found, the component
scores rik determine the shapes of individual growth paths. Then one can rank those
growth paths based on the joint distributions of their component scores rik’s.
4.2 Estimation Algorithm
In this section, we adapt the algorithm in Chapter 3 to incorporate covariate in-
formation into the mean function U(x, t) and the component functions φk(t, x). We
first estimate the mean function U(x, t) by existed high dimensional smoothing meth-
ods [20], such as product B-spline smoothing and hight dimensional local polynomial
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smoothing. The estimated function is denoted as Û(t, x). Then we center the data
by
Y ∗i (t,Xi) = Yi(t,Xi)− Û(t,Xi), Y ∗ij = Yij − Û(Tij, Xi)
The rest of the estimation algorithm is based on the centered data.
Under (4.1) and the proposition in Appedix A, rik and φk(t, x) minimize
E‖Y ∗i (t, x)− rikφk(t, x)‖2, for any x (4.3)
subject to the following constraints ∫
φk(t, x)
2dt = 1 (4.4)
∀1 ≤ l < k
∫
φk(t, x)φl(t, x)dt = 0 (4.5)
Similar in Chapter 3, we defineB1(t) = {B11(t), · · · , B1`1(t)}T as the `1-dimensional
B-spline basis functions for t. Then we define B2(x) = {B21(x), · · · , B2`2(x)}T as `2-
dimensional basis functions in the covariate space. φk(t, x) can be approximated as,
φk(t, x) ≈ B1(t)TαkB2(x) (4.6)
where αk is a `1× `2 matrix. The simplest choice of B2(x) is (1, x)T , which implicitly
assumes the component functions are linear in x for any given t. If the linearity
assumption does not hold, one could consider to include quadratic terms of x or even
choose B2(x) as B-spline basis functions to avoid any parametric assumption.
Using the above representation of φk(x, t) in the sample version of (4.3), we could








∣∣Y ∗ij − rikBt(Tij)TαkB2(Xi)∣∣2 (4.7)
subject to the following two constraints,
Constraint 1:
∫
{Bt(t)TαkB2(x)}2dt = 1 (4.8)
Constraint 2:
∫
{Bt(t)TαkB2(x)}{Bt(t)TαlB2(x)}dt = 0, ∀1 ≤ l < k,(4.9)
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If we choose B2(x) = 1, the above model is then reduced to the model in Chapter
3. We now extend the algorithm in Chapter 3 to obtain the solution of rik and αk
in (4.7) iteratively and sequentially. Note that B1(t)
TαkB2(x) is a linear function of
αk. For each k, we could alternatively update αk and rik until the difference between
two iteration steps is sufficiently small. Once the iterative algorithm converges, we
have the initial estimates of αk and rik. After each iteration step, we update αk to




T α̂kB2(x)√∫ {B1(t)T α̂kB2(x)}2dt
and consequently update ri1 as ri1
√∫ {B1(t)T α̂1B2(Xi)}2dt. The standardization
rescales the component function and component scores and would not change the
objective function (4.7).
Second, we need to orthogonalize B1(t)
TαkB2(x) against the previous estimated
component functions φ̂l(t, x) = B1(t)
T α̂lB2(x), l < k. The covariate adjusted or-
thogonalization is more challenging than the orthogonalization in Chapter 3. To do
that, we define a new `1 × `1 matrix as W =
∫
B1(t)B1(t)
Tdt. Since vTWv =∫ {B1(t)Tv}2dt > 0 for any `1-dimensional column vector v, W is a positive defined
matrix and can be decomposed as the cross-product of a certain matrix W
1
2 , that




2 . Then we define Sk−1 as the linear space spanned by all the
columns of W
1
2 α̂l, l = 1, · · · , k − 1. In each iteration step, β∗k is the projection of
W
1
2αk on to S⊥k−1, where S⊥k−1 is the orthogonal space of Sk−1. With β∗k, we up-




Then φ̂k(t, x) satisfies the orthogonal constraint that is∫
φ̂k(t, x)φ̂l(t, x)dt = 0 ∀1 ≤ l < k, x. (4.10)
In what follows, we will prove that (4.10) holds. The left part of (4.10) can be
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rewritten as∫































Because β∗k belongs to S⊥k−1, β∗k is orthogonal to W
1





2 α̂l = 0.
Therefore (4.11) is equal to 0 and (4.10) holds.
The projection of W
1
2αk onto S⊥k−1 can be obtained in the following way. We
first apply Gram-Schmidt orthonormalization to all (k − 1)`2 columns of W 12 α̂l, l =
1, · · · , k− 1. The details of Gram-Schmidt process [67] will be introduced in Lemma
1. This process provides an orthonormal set of Sk−1, denoted as {e1, · · · , epk−1}. Here
pk−1 is the dimension of Sk−1. Let E denote the `1 × pk−1 matrix whose columns are
{e1, · · · , epk−1}. Then the projection of W
1






Remark 4 Same as in Chapter 3, when k > 1, we could replace Y ∗ij in the object










Lemma 1 Given a set of vectors {v1, · · · ,vp} in R`1, Gram-Schmidt Process [67]
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works as follow:
u1 = v1
u2 = v2 − 〈v2,u1〉〈v1,u1〉u1




up = vp − 〈vp,u1〉〈v1,u1〉u1 −
〈vp,u2〉
〈v2,u2〉u2 − · · · −
〈vp,up−1〉
〈vp−1,up−1〉up−1
where 〈·, ·〉 denote the inner product of two vectors in R`1. For any two vectors
v = (v1, · · · , v`1)T and u = (u1, · · · , u`1), the inner product of them is defined as
〈u,v〉=̂uTv = ∑ni=1 viui. This process provides an orthogonal basis {u1, · · · ,up} for
the space spanned by {v1, · · · ,vp},denoted as S. Then ∀v ∈ S, it can be written by a





〈v2,u2〉u2 + · · ·+
〈v,up〉
〈vp,up〉up
The calculation of an orthogonal basis {u1, · · · ,up} is known as Gram-Schmidt or-
thogonalization.
When u1, · · · ,up are normalized as
u∗1 =
u1√〈u1,u1〉 ,u∗2 = u2√〈u2,u2〉 , · · · ,u∗p = up√〈up,up〉 ,
{u∗1, · · · ,u∗p} is an orthonormal set for S. Then ∀v ∈ S, it can be written by a linear
combination of the orthonormal set {u∗1, · · · ,u∗p} as follow
v = 〈v,u1〉u∗1 + 〈v,u2〉u∗2 + · · ·+ 〈v,up〉u∗p
The calculation of an orthonormal basis {u∗1, · · · ,u∗p} is known as Gram-Schmidt
orthonormalization .
Following the similar arguments in Section 3.2.1, the consistency of the estimated
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The new assumption implicitly indicates that one needs a larger number of observa-
tions for each subject to effectively adjust covariates. The algorithm should work well
when φk(t, x) is sufficiently smooth against both t and x.
Similarly, the proper dimensions K can be determined by using the analog R2
from Croux et al. (2003) [14]. The R2 measures the total variability explained by the




















When R2(K) is sufficiently large, K is chosen as the proper dimensions. The growth
paths are approximated by the first K components. Then we could construct the
growth charts by studying the joint distribution of first K component scores.
4.3 Application Examples
We provide two examples to illustrate our proposed covariate adjusted method using a
Finnish national growth data set [47]. This data set includes the longitudinal height
measurements of 1096 children born between 1954 and 1962. Those children were
followed until the age of 19.
4.3.1 Example 1: Screening growth paths conditioned on
parental height
The previous results of growth data analysis show that incorporating subject level
covariates can effectively enhance screening performance. Particularly, parental infor-
mation such as parent height plays a significant role in children’s growth. Therefore in
this section, we use mother’s height as the covariate and apply the proposed method
to further examine the pubertal growth of this group of Finnish teenage girls. The
data used in this example consist of 444 girls. These girls have both their mother’s
height information and at least 5 measurements between age 9 and 16.
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In the analysis, we use cubic B-splines with internal knots (11.03, 13.56), the
1/3th and 2/3th quantiles of measurement times, as the basis functions of time B1(t)
and choose B2(x) = (1, x)
T as the basis function of covariate x. The result from our
algorithm shows when the dimension K is 2, R2 value is sufficiently large (>90%).
Therefore a two-dimensional model was applied to approximate growth paths in the
data. Then we conduct bootstrap hypothesis tests to test whether U(t, x), φ1(t, x)
and φ2(t, x) are associated the covariate x. Remark 5 provides more details about the
bootstrap tests. The tests show U(t, x) is significantly related the mother’s height
with p-value less than .0001, while the two components functions do not significantly
vary when mother’s height changes, with p-values equal to 0.72 and 0.59. Therefore
the approximation model can be reduced as
Model 1: Yi(t,Xi) ≈ U(t,Xi) + ri1φ1(t) + ri2φ2(t).
By using the same method in Section 3.2.2, we could construct growth charts by
generating multivariate quantile contours of these two component scores (ri1, ri2).
Remark 5 Because bootstrap tests to test whether U(t, x), φ1(t, x) and φ2(t, x) are
associated with covariate x are same in format, we will introduce the testing pro-
cedure using φ1(t, x) as the example. φ1(t, x) from our application is represented
as B1(t)
Tα1(1, x)
T , where α1 is a `1 × 2 matrix. Since B1(t) is predetermined,
the hypothesis to whether B1(t)
Tα1(1, x)
T is associated with x is equivalent to test
whether the second column of α1 is equal to 0. We use bootstrap to resample the







12 ). Then we can calculate the test statistics as T`1 = α12
T (S2α12)
−1α12,





is the sample variance of α
(i)
12 . Under
the null hypothesis, T`1 follows a Chi-square distribution with degree of freedom equal
to `1. When T`1 is greater than a critical value, we reject the null hypothesis and
conclude that the estimated function is significantly associated with covariate x. Con-
sistency and asymptotic normality make bootstrap valid. But if the number of knots
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goes to infinity, it is hard to obtain normality. However if we assume the approxima-
tion bias is ignorable with sufficient number of knots. Fix knots asymptotic normality
can be satisfied (Wei et al., 2009 [72]).
By incorporating the subject level covariate, we expect this type of growth charts
could bring more informative insight in monitoring growth of children. So it is de-
sirable to compare this approximation model with the 2-dimensional approximation
model in Chapter 3, i.e.
Model 2: Yi(t,Xi) ≈ U(t) + ri1φ1(t) + ri2φ2(t).
Our comparison includes estimated mean functions, estimated component functions
and screening performance of growth charts between two models.
First, we compare the estimated mean functions between two models as shown
in Figure 4.1. The solid line is the estimated mean function from Model 2, which
shows the expected growth path in this population without considering parental in-
formation. The dashed lines are expected growth paths U(t, x) conditioned on six
different mother’s height measurements from Model 1. The lines from the darkest
gray to the lightest gray represent 150 cm, 155 cm, 160 cm, 165 cm, 170 cm and
175 cm respectively. This figure shows that with the increase of mother’s height, the
expected body sizes and growth rates both tender to increase as well. From Figure
4.1, we also observe the expected growth path conditioned on mother’s height equal
to 160 cm is close the expect growth path in the whole population. The explanation
is that the average of mother’s height in this data set is 161.6 cm, which is close to
160 cm.
After that, we also compare the estimated φ1(t) and φ2(t) between two models.
Figure 4.2 shows the estimated component functions from Model 1 (solid lines) and
Model 2 (dashed lines). They are very close to each other. In both cases, φ1(t)
represents the overall growth scale, and φ2(t) can be viewed as the growth velocity
pattern driven by growth hormones during puberty. Therefore, large first component
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Figure 4.1: The estimated mean functions from Model 1 (dashed lines) and Model 2
(solid line). The dashed lines are the estimated mean functions conditioned on six different
mother’s height measurements from Model 1. The lines from the lightest gray to the darkest
gray represent 150 cm, 155 cm, 160 cm, 165 cm, 170 cm and 175 cm respectively.
scores mean large body sizes and large second component scores represent fast puberty
growth.
It is also very interesting to compare the screening performance between two
models. In both models, the growth charts are constructed based on the first two
component scores, as shown in Figure 4.3(a) for model 1 and Figure 4.3(b) for model
2. In both bivariate plots, the x axis represents the first component score and the
y axis represents the second one. Bivariate quantile contours at quantile levels 0.5,
0.75, and 0.95 are also provided in bivariate plots to locate subjects on the charts.
Screening results between the two models are different. Some subjects are screened
out by one model, but not the other. The differences come from that Model 1 provides
the percentile rank of an individual growth path conditioned on its mother’s height,
while Model 2 does not take mother’s height into consideration. The four subjects
CHAPTER 4. COVARIATE ADJUSTED METHOD 57


































Figure 4.2: The estimated first two component functions from Model 1 (solid lines) and
Model 2 (dashed lines).
labeled A, B, C, D in Figure 4.3 are such examples. Specifically, subjects A and B
are extreme in Model 2, but less so in Model 1. On contrast, subjects C and D are
extreme in Model 1 and not in Model 2. Figures 4.4-4.7 provide the growth paths
(black solid lines and dots) of those four subjects for our further investigation. Each
of the four figures includes two sub figures (a) and (b). In sub figures (a), we compare
the target paths to all the growth paths (gray curves) in the data, while in sub figures
(b), we compare them to those (gray curves) who have similar mother’s height (±
2cm). In what follows, we further examine the four growth paths one by one.
Subject A: Figure 4.4 (a) shows that Subject A has grown unusually slow from age
12 to 16 comparing to all the other subjects. That explains why Subject A has
an unusually low second component score in Model 2 as illustrated in Figure
4.3(b). However if one takes her mother’s small height into account, her slow
puberty growth is less extreme. Since in Figure 4.4 (b), we could see that a
number of subjects with similar mother’s height grow relatively slow during












































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.3: (a, b) The bivariate plots of the first two component scores for Model 1 (a)
and Model 2 (b). The x axis represents the first component score and the y axis represents
the second component score. The contours from inside to outside are the bivariate quantile
contours at quantile levels 0.5, 0.75, and 0.95. The points labeled “A” and “B” are two
girls who stay extreme in Model 2 but not in Model 1; The points labeled “C” and “D” are
two girls who stay extreme in Model 1 but not in Model 2.
puberty.
Subject B: Figure 4.5 (a) shows that Subject B is taller and grows faster than most
of her peers. That is consistent with her screening result under model 2 (Figure
4.3(b)), i.e. she has unusually large component scores in both directions and
is considered as extreme. However while compared to those whose mothers are
also tall (close to 172 cm), subject B is less unusual as shown Figure 4.5 (b)
and within the normal range of the covariate adjusted model (Figure 4.3(a)).
Hence the big body size and rapid puberty growth of subject B are partially
related to her tall gene inherited from her mother.
Subject C: Subject C has normative body sizes and growth rates as shown in Figure
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4.6 (a) and stays in the normal range of Model 2 (Figure 4.3(b)). However,
compared to those whose mothers are also short, he consecutively fast growth
from age 12 to 15 appear to be outlying in Figure 4.6 (b). Consequently, her
component scores exceed the 95% percentile contour from Model 1 (Figure
4.3(a)) with the outlying second component. In this case, we could have missed
the excessive growth of Subject C if we did not take her mother’s height into
consideration.
Subject D: Both Figure 4.7 (a) and Figure 4.7 (b) show that Subject D is shorter
than most of others. So her first component scores in both models stays at
lower quantiles in both growth charts (Figure 4.3). However after considering
the fact that her mother is relatively tall (165 cm), the height of subject D is
more of concerns.
These examples show that incorporating subject level information, especially parental
information could bring very informative insights in screening pediatric growth paths.
4.3.2 Example 2: The analysis of the growth data using gen-
der as the covariate
In the previous example, we use mother’s height as the continuous covariate. In this
section, we demonstrate the performance of our method with a categorical covariate.
In particular, we model the growth paths of boys and girls jointly and include gender
as a binary covariate to differentiate their estimates. In general, growth data are
analyzed separately for boys and girls. If modeled properly, the joint modeling should
be more efficient than gender separated analysis. Hence we evaluate the feasibility
of the covariate adjusted model and compare the resulting component functions to
the ones from gender separated analysis. The data we used include 468 boys and 527
girls. Each of them includes at least 5 height measurements between age 9 and age
19.
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(a)  Subject A
































(b)  Subject A













Figure 4.4: The observed growth path of Subject A in bivariate plots 4.3. The black dots
are the original height measurements. The gray background curves in (a) are all the growth
paths from this data set. The gray background curves in (a) are the growth paths of the
individuals with mother’s height from 153 cm to 155cm.
While performing gender adjusted analysis, we use cubic B-splines with internal
knots (10,11,12,13,14) as the time basis B1(t) and B2(x) = (1, x)
T as the covari-
ate basis, where x is a binary indicator for boys and girls. We use the same time
basis functions for gender separated analysis. Figure 4.8 shows the estimated mean
functions from both approaches, while Figure 4.9 shows the estimated component
functions. In both figures, the dash black lines are the estimated functions for girls
from gender adjusted analysis; the solid black lines are the estimated functions for
girls from gender separated analysis; the dash gray lines are the estimated functions
for boys from gender adjusted analysis; the solid gray lines are the estimated curves
for boys from gender separated analysis. By comparing the results from the two fig-
ures, the estimated functions between two methods are very close to each other. This
example illustrates that our proposed method also works well when the covariate is
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Figure 4.5: The observed growth path of Subject B in bivariate plots 4.3. The black dots
are the original height measurements. The gray background curves in (a) are all the growth
paths from this data set. The gray background curves in (a) are the growth paths of the
individuals with mother’s height from 170 cm to 174cm.
a categorical variable.
4.4 Simulation studies
In this section, we present two simulation studies to illustrate the finite sample per-
formance of the proposed covariate adjusted method. In both studies, we simulate
data from the models that mimic the Finnish national growth data in our applica-
tions. The results from our simulation studies can help validate our conclusion in the
applications.
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Figure 4.6: The observed growth path of Subject C in bivariate plots 4.3. The black dots
are the original height measurements. The gray background curves in (a) are all the growth
paths from this data set. The gray background curves in (a) are the growth paths of the
individuals with mother’s height from 154 cm to 158cm.
4.4.1 Simulation 1
We first demonstrate our proposed method for continuous covariates. We generate
the data from the following 2-dimensional model used in the first application (Section
4.3.1), i.e.
Yi(t,Xi) = U(t,Xi) + ri1φ1(t) + ri2φ2(t) + i(t), (4.13)
where i(t) is an random error term and following a Gaussian process with E{i(t)} =
0, var{i(t)} = 1 and cov{i(t), i(s)} = 0 for t 6= s. U(t, x) is a mean function;
φ1(t), φ2(t) are the first two component functions. We choose them from the estimated
functions in Section 4.3.1. (ri1, ri2) are random component scores. We provide the
following two distributional settings for component scores (ri1, ri2) and covariate Xi,
i.e.,
Setting 1 (Empirical Distribution): (ri1, ri2, Xi) follows the joint empirical dis-
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Figure 4.7: The observed growth path of Subject D in bivariate plots 4.3. The black dots
are the original height measurements. The gray background curves in (a) are all the growth
paths from this data set. The gray background curves in (a) are the growth paths of the
individuals with mother’s height from 163 cm to 167 cm.
tribution of the estimated component scores and mother’s height measurements
in Section 4.3.1.
Setting 2 (Normal Distribution): Xi follows an uniform distribution on the in-
terval [148,180] which is the range of mother’s height in Section 4.3.1. (ri1, ri2)
follow the bivariate normal distribution with means and covariance equal to
the sample means and sample covariance of the estimated component scores in
Section 4.3.1.
We generate 20 Monte Carlo samples. Each sample includes 500 random trajectories.
Each one consists of 8 observations with the observed time uniformly distributed
on the interval [9,16]. We then applied the proposed covariate adjusted method to
each sample and obtain the estimated mean and component functions. Although the
components functions in our simulation model (4.13) are not related to covariates,
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Figure 4.8: The estimated mean functions from gender adjusted analysis (dashed lines)
and gender separated analysis (solid lines). The black lines are the estimated functions for
girls. The gray lines are the estimated functions for boys.
they are still considered as covariate adjusted functions in simulation and represented
in the format of (4.6). We choose B1(t) to be cubic B-splines with 1/3th and 2/3th
quantiles of simulated times as the internal knots and choose B2(x) = (1, x)
T . Those
estimated functions are averaged over 20 Monte Carlo samples and compared with the
true functions as shown in Figure 4.10 (mean functions) and Figure 4.11 (component
functions). In both figures, the dashed lines are the average of the estimated functions
over 20 samples; the solid lines are the true functions. We can observe that the
estimated mean functions are very close to the true functions.
Besides the above visual comparisons, we also make those comparisons in a nu-
merical way. For each Monte Carlo sample, we calculate relative integrated square
errors (RISE) of U(t, x), φ1(t, x) and φ2(t, x) at 6 covariate values. RISE of gˆ(t) for
estimating a target function g(t) is defined as
∫ {gˆ(t)−g(t)}2dt∫ {g(t)}2dt . RISE can be considered
as noise to signal measurement. Table 4.1 provides the summary of RISEs under both
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Figure 4.9: The estimated first two component functions from gender adjusted analysis
(dashed lines) and gender separated analysis (solid lines). The black lines are the estimated
functions for girls. The gray lines are the estimated functions for boys.



















True mean function for x= 150
True mean function for x= 155
True mean function for x= 160
True mean function for x= 165
True mean function for x= 170
True mean function for x= 175
Estimated mean function for x= 150
Estimated mean function for x= 155
Estimated mean function for x= 160
Estimated mean function for x= 165
Estimated mean function for x= 170
Estimated mean function for x= 175



















True mean function for x= 150
True mean function for x= 155
True mean function for x= 160
True mean function for x= 165
True mean function for x= 170
True mean function for x= 175
Estimated mean function for x= 150
Estimated mean function for x= 155
Estimated mean function for x= 160
Estimated mean function for x= 165
Estimated mean function for x= 170
Estimated mean function for x= 175
Figure 4.10: The average of the estimate mean functions in Simulation 1 under both
settings. The dashed lines are the average of the estimated mean functions. The solid lines
are the true mean functions.
settings. As shown in the table 4.1, both means and standard deviations are very
small under both settings.
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(a) Seting 1: Averages of estimated φ^1(t, x)
Age(years)
True component function
Averages of Estimated component functions for x=150
Averages of Estimated component functions for x=155
Averages of Estimated component functions for x=160
Averages of Estimated component functions for x=165
Averages of Estimated component functions for x=170
Averages of Estimated component functions for x=175













(b) Setting 1: Averages of estimated φ^2(t, x)
Age(years)
True component function
Averages of Estimated component functions for x=150
Averages of Estimated component functions for x=155
Averages of Estimated component functions for x=160
Averages of Estimated component functions for x=165
Averages of Estimated component functions for x=170
Averages of Estimated component functions for x=175













(c) Seting 2: Averages of estimated φ^1(t, x)
Age(years)
True component function
Averages of Estimated component functions for x=150
Averages of Estimated component functions for x=155
Averages of Estimated component functions for x=160
Averages of Estimated component functions for x=165
Averages of Estimated component functions for x=170
Averages of Estimated component functions for x=175













(d) Setting 2: Averages of estimated φ^2(t, x)
Age(years)
True component function
Averages of Estimated component functions for x=150
Averages of Estimated component functions for x=155
Averages of Estimated component functions for x=160
Averages of Estimated component functions for x=165
Averages of Estimated component functions for x=170
Averages of Estimated component functions for x=175
Figure 4.11: The average of the estimate component functions in Simulation 1 under both
settings. The dashed lines are the averages of the estimated component functions. The
solid lines are the true component functions.
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Table 4.1: Summary of RISE from Simulation 1
Mean of RISE (Standard Deviation of RISE)
Setting 1
Covariate x RISE of U(t, x) RISE of φ1(t, x) RISE of φ2(t, x)
x=150 2.9e-05( 2.8e-05 ) 0.0014( 0.0016 ) 0.0665( 0.1671 )
x=155 1.5e-05( 1.5e-05 ) 0.0012( 0.0010 ) 0.0447( 0.1483 )
x=160 1.1e-05( 0.7e-05 ) 0.0012( 0.0018 ) 0.0439( 0.1469 )
x=165 1.7e-05( 1.1e-05 ) 0.0001( 0.0006 ) 0.0441( 0.1494 )
x=170 3.2e-05( 2.2e-05 ) 0.0014( 0.0015 ) 0.0449( 0.1491 )
x=175 5.5e-05( 3.6e-05 ) 0.0028( 0.0043 ) 0.0547( 0.1505 )
Setting 2
Covariate x RISE of U(t, x) RISE of φ1(t, x) RISE of φ2(t, x)
x=150 1.8e-05( 1.1e-05 ) 0.0008( 0.0007 ) 0.0264( 0.0958 )
x=155 1.3e-05( 0.8e-05 ) 0.0005( 0.0003 ) 0.0252( 0.0960 )
x=160 1.0e-05( 0.6e-05 ) 0.0005( 0.0003 ) 0.0247( 0.0960)
x=165 0.9e-05( 0.7e-05 ) 0.0003( 0.0003 ) 0.0249( 0.0957 )
x=170 1.1e-05( 0.9e-05 ) 0.0005( 0.0003 ) 0.0253( 0.0968 )
x=175 1.5e-05( 1.1e-05 ) 0.0005( 0.0003 ) 0.0261( 0.0961 )
4.4.2 Simulation 2
This simulation study aims to illustrate our proposed method for a categorical co-
variate. We use the following 2-dimensional model to simulate random curves, i.e.
Yi(t, x) = U(t, x) + ri1φ1(t, x) + ri2φ2(t, x) + i(t),
where i(t) is an random error term and following a Gaussian process with E{i(t)} =
0, var{i(t)} = 1 and cov{i(t), i(s)} = 0 for t 6= s. U(t, x) is a mean function;
φ1(t), φ2(t) are the first two component functions. We choose them from the estimated
functions in Section 4.3.2. We generate covariates Xi from a Bernoulli distribution
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with successful probability equal to 0.5, which mimics gender in Section 4.3.2. Then
we provide two distribution settings for (ri1, ri2). Setting 1 is non-parametric and
Setting 2 is parametric. Specifically,
Setting 1 (Empirical Distribution): (ri1, ri2) follows the empirical distribution of
the estimated component scores in Section 4.3.2. If covariate values are 0,
(ri1, ri2) are sampled from the empirical distribution of the estimated component
scores for girls in Section 4.3.2. Otherwise, they are sampled from the empirical
distribution of the estimated component scores for boys in Section 4.3.2
Setting 2 (Normal Distribution): (ri1, ri2) follows a conditional bivariate normal
distribution. If covariate values are 0, (ri1, ri2) are generated from the bivari-
ate normal distribution with means and covariance equal to the sample means
and sample covariance of the estimated component scores for girls in Section
4.3.2. Otherwise, they are generated from the bivariate normal distribution
with means and covariance equal to the sample means and sample covariance
of the estimated component scores for boys in Section 4.3.2.
Under both settings, we construct 20 Monte Carlo samples. Each sample include 1000
random trajectories. Each trajectory consists of 8 observations with the observed time
points uniformly distributed on the interval [9,19]. We applied the covariate adjusted
method to each sample and obtain the estimated mean and component functions.
We also average the estimated functions over 20 Monte Carlo samples and compare
them with the true functions as shown in Figure 4.12 (mean functions) and Figure
4.13 (component functions). In both figures, the dashed lines are the average of the
estimated functions over 20 samples; the solid lines are the true functions. We can
observe that the estimates are very close to the true functions under both settings.
In addition, we also make those comparisons in a numerical way. For each Monte
Carlo sample, we calculate RISE of U(t, x), φ1(t, x) and φ2(t, x) at both levels of
covariates. Table 4.2 provides the summary of RISEs under both settings. As shown
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True mean function when x=0
True mean function when x=1
Average of estimated mean functions when x=0
Average of estimated mean functions when x=1





















True mean function when x=0
True mean function when x=1
Average of estimated mean functions when x=0
Average of estimated mean functions when x=1
Figure 4.12: The average of the estimate mean functions under both settings in Simulation
2. The dashed lines are the average of the estimated mean functions. The solid lines are
the true mean functions.
in Table 4.2, both means and standard deviations of RISEs are very small under both
settings.
Table 4.2: Summary of RISE from Simulation 2
Mean of RISE (Standard Deviation of ISE)
Setting 1
Covariate x RISE of U(t, x) RISE of φ1(t, x) RISE of φ2(t, x)
x=0 6.1e-06( 3.9e-06 ) 0.0003( 0.0002 ) 0.0020( 0.0014 )
x=1 9.1e-06( 5.9e-06 ) 0.0004( 0.0005 ) 0.0016( 0.0010 )
Setting 2
Covariate x RISE of U(t, x) RISE of φ1(t, x) RISE of φ2(t, x)
x=0 9.4e-06( 9.3e-06 ) 0.0003( 0.0002 ) 0.0030( 0.0015 )
x=1 8.3e-06( 7.4e-06 ) 0.0005( 0.0006 ) 0.0022( 0.0011 )
CHAPTER 4. COVARIATE ADJUSTED METHOD 70













(a) Setting 1: Averages of estimated φ^1(t, x)
Age(years)
True function when x=0
True function when x=1
Average of estimated functions when x=0
Average of estimated functions when x=1













(b)Setting 1: Averages of estimated φ^2(t, x)
Age(years)
True function when x=0
True function when x=1
Average of estimated functions when x=0
Average of estimated functions when x=1













(c) Setting 2: Averages of estimated φ^1(t, x)
Age(years)
True function when x=0
True function when x=1
Average of estimated functions when x=0
Average of estimated functions when x=1













(d)Setting 2: Averages of estimated φ^2(t, x)
Age(years)
True function when x=0
True function when x=1
Average of estimated functions when x=0
Average of estimated functions when x=1
Figure 4.13: The average of the estimate component functions under both settings in
Simulation 2. The dashed lines are the average of the estimated component functions. The
solid lines are the true component functions.
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Chapter 5
Conclusion and future work
5.1 Conclusion
This dissertation achieves two goals. First we propose a new method to construct
growth charts that enable the screening of growth paths. When this method is applied
to a Finnish growth data for monitoring puberty growth, it shows more effective
performance in detecting possible abnormal growth patterns in comparison to existing
growth charts. We further extend this method by taking subject level covariates into
consideration and illustrate the enhanced screening performance through applications
and simulation studies. This work contributes to, but not limited to, the development
of pediatrics and health prevention science, because our growth charts can also used
in HIV research (e.g., to monitor CD4 lymphocyte counts in uninfected children born
to HIV-1-infected women), genetics (e.g., to help determine the gene frequency of the
most common mutations of the HFE gene, which causes hereditary hemochromatosis),
and many other areas.
Second, this dissertation provided a new class of estimators to conduct functional
principal component analysis for sparse functional data. As shown in the simulation
Section 3.4, this algorithm is more computational stable than Yao et al. (2005)
[75]. It is comparable with the MLE method ([35] and [46]). The difference between
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the proposed method and MLE method ([35] and [46]) is essentially the difference
between least square regression and MLE estimator. The regression frame work of our
proposed algorithm enjoy the advantages of incorporating covariates demonstrated in
Chapter 4 and support various regression models. If the observations of a certain
growth path are too sparse, for example only one or two observations for each path,
the computation of the proposed algorithm may not be stable. In our experience,
having at least 6 observations per growth path yields reasonably good computation
stability.
5.2 Future Work
Handling growth spurt. The growth paths Y i(t) exhibit two types of variability. Am-
plitude variability pertains to the sizes of particular features such as the velocity peak
in the pubertal growth spurt, ignoring their timings. Phase variability is variation in
the timings of the features without considering their sizes. Before we can get a useful
measure of a typical growth path, we must separate these two types of variation. For
example, human growth is the consequence of a complex sequence of hormonal events
that do not happen at the same rate for every child. The intensity of the pubertal
growth spurts of two children should be compared at their respective ages of peak
velocity rather than at any fixed age. The PCA decomposition of growth paths in this
dissertation implicitly assumes the growth spurt occur at roughly the same times and
evaluate their amplitude variability without considering their phase variability. One
possible solution is to apply the curve registration technique (Ramsay and Silverman,
2005 [50]) to growth paths before using the proposed algorithm. But most of curve
registration methods require densely observed functional data. So the future work is
to develop the suitable method for sparse functional data.
Model Inference. In this dissertation, we use bootstrap to make inference for the
covariate adjusted method, i.e. testing whether the component functions and mean
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functions are associate with the covariate. The bootstrap method is known to be
computationally intense. Therefore developing more effective inference methods for
our covariate adjusted model serves as one direction of our future work.
Model assessment. The future direction of model assessment mainly includes two
parts. First, the proposed method requires the selection of tuning parameters such
as B-spline basis functions. In our simulation study, we proposed an AIC type cri-
terion to choose them. So one future direction is illustrating the statistical validity
of this criterion and developing other possible criterions. Second, the covariate ad-
justed method in Chapter 4 includes only one covariate. Conceptually, any number
of covariates can be adapted to our proposed, but due to the complexity of model
fitting only a small number of covariates can be used. Developing variable selection
approaches will be necessary future work for a large number of covariates.
Robust estimation. The proposed alternating algorithm to perform principal com-
ponent analysis for growth data is using least square regressions, which may be sen-
sitive to outliers. Since the growth data are collected in different hospitals and the
measurements were not taken under a standard protocol, growth data may contain
outliers. Therefore one direction of our future work is to develop the algorithm using
robust regressions.
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Chapter 6
Appendices
6.1 Appendix A: Prerequisite
Yi(t) are i.i.d. from a stochastic process Y (t), that satisfy the following conditions:
(B1) Y (t) is a centered stochastic process with a bounded and closed support on the
time interval T
(B2) Y (t) is square integrable in the Lebesgue sense almost surely. Its covariance
function C(s, t) = cov(Y (s), Y (t)) is square integrable over the square T × T
(Loeve 1978 [41]; Casto et al., 1986 [6]).




rkφk(t), t ∈ T (6.1)
where rk are uncorrelated random variables with mean 0 and variance λk, and in
addition
∑
k λk < ∞,and λ1 ≥ λ2 ≥ · · · . φk(t) are continuous pair-wise orthogonal
functions on T with ‖φk(t)‖2 = 1. This decomposition is a direct extension of the
principal component analysis to the case in which the observations are realizations
of a random functions. φk(t) is the kth principal component function and rk is the
principal component score.
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In the following lemma, we show that the function φk(t) can be expressed as the
minimizer of mean square loss under some constraints.
Lemma 2 Under the condition (B1)-(B2), φk(t) in the above decomposition (6.1)
can expressed in the following step wise procedures
• First, φ1(t) is the unique function in L2(T ) having the smallest mean square
E‖Y (t) − 〈Y (t), φ(t)〉φ(t)‖2, subject to the constraint that ‖φ1(t)‖2 = 1. That
is
φ1(t) = arg min
φ(t)∈L2(T ),‖φ(t)‖2=1
E‖Y (t)− 〈Y (t), φ(t)〉φ(t)‖2 (6.2)
• Subsequently, φk(t), k > 1 is the unique function in L2(T ) having the smallest
mean square E‖Y (t)−〈Y (t), φ(t)〉φ(t)‖2, subject to the constraint that ‖φ(t)‖2 =
1 and φ(t) ⊥ φl(t),∀l < k. That is
φk(t) = arg min
φ(t)∈L2(T ),‖φ(t)‖2=1,φ(t)⊥φ1(t),··· ,φk−1(t)
E‖Y (t)− 〈Y (t), φ(t)〉φ(t)‖2
(6.3)
Equivalently, φk(t) is the unique minimizer of ‖Y (k−1)(t)−〈Y (k−1)(t), φ(t)〉φ(t)‖2
subject to the constraint that ‖φ(t)‖2 = 1, where
Y (k−1)(t)=̂Y (t)−∑k−1l=1 〈Y (t), φl(t)〉φl(t), i.e.
φk(t) = arg min
φ(t)∈L2(T ),‖φ(t)‖2=1
E‖Y (k−1)(t)− 〈Y (k−1)(t), φ(t)〉φ(t)‖2
(6.4)
Proof of Lemma 2: The mean square E‖Y (t) − 〈Y (t), φ(t)〉φ(t)‖2 in lemma 2
under the unit constraint ‖φ(t)‖2 = 1 can be expanded in the follow way:
E‖Y (t)− 〈Y (t), φ(t)〉φ(t)‖2 = E‖Y (t)‖2 − E〈Y (t), φ(t)〉2 (6.5)
Then the φ(t) minimizing E‖Y (t)−〈Y (t), φ(t)〉φ(t)‖2 is equal to the φ(t) maximizing
E〈Y (t), φ(t)〉2. Therefore to prove (6.2) , (6.3) and (6.4) is equivalent to prove the
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following two:
φ1(t) = arg max
φ(t)∈L2(T ),‖φ(t)‖2=1
E〈Y (t), φ(t)〉2 (6.6)
φk(t) = arg max
φ(t)∈L2(T ),‖φ(t)‖2=1,φ(t)⊥φ1(t),··· ,φk−1(t)
E〈Y (t), φ(t)〉2, k > 1 (6.7)
φk(t) = arg min
φ(t)∈L2(T ),‖φ(t)‖2=1
E‖Y (k−1)(t)− 〈Y (k−1)(t), φ(t)〉φ(t)‖2, k > 1
(6.8)




pkφk(t) + φ˜(t), (6.9)
where pk = 〈φk(t), φ〉 and it can be show that φ˜(t) = φ(t)−
∑∞
k=1 pkφk(t) is orthogonal






Put this expansion of φ(t) in (6.9) and the decomposition of Y (t) in (6.1) into









































The above equalities holds, when p1 = 1, pk = 0, k > 1 and ‖φ˜(t)‖2 = 0. Therefore
we can obtain (6.6).
We can prove (6.7) in a similar way. Any function φ(t) ∈ L2(T ) orthogonal to




plφl(t) + φ˜(t), (6.10)
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where pl = 〈φl(t), φ(t)〉, l ≥ k and φ˜(t) = φ(t) −
∑∞
l≤k plφl(t) is orthogonal to




l + ‖φ˜(t)‖2 = 1. Similarly, we can prove
E〈Y (t), φ(t)〉2 ≤ E(r2k) under such expansion. The equality holds when φ(t) = φk(t).
Therefore we prove (6.7).
We also want to show (6.8). By the definition of Y (k−1)(t), it can be show that
Y (k−1)(t) =
∑∞
l=k φl(t)rl. Using the same proof for (6.6), we can show that φk(t) is
the minimizer of E〈Y (k−1)(t), φ(t)〉2 among all φ(t) ∈ L2(T ) subject to ‖φ(t)‖2 = 1
6.2 Appendix B: Technical Proofs
6.2.1 Proof of theorem 1
Without loss of generality, we can assume the interval length T to be [0,1]. If it is
not, we can make a location and scale transformation on Y (t). In lemma 2, we have
proved that the component functions φk(t) are the unique minimizers of E‖Y (t) −
〈Y (t), φ(t)k〉φk(t)‖2 under the condition (A3), subject to different constraints that
‖φk(t)‖ = 1 and φk(t) ⊥ φ1(t), · · · , φk−1(t). In our iterative algorithm, we estimate






i=1{Yij − riφφ(Tij)}2, subject to the same constraints, where









As shown in (6.5), minimizing E‖Y (t)−〈Y (t), φ(t)〉φ(t)‖2 is equivalent to maximizing
E〈Y (t), φ(t)〉2, which we denote as A{φ(t)}.
A{φ(t)} = E〈Y (t), φ(t)〉2 (6.12)
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ÂN{φ(t)} is the sample version of A{φ(t)}. With this notation, we present the fol-
lowing lemma
Lemma 3 Suppose φ(t) belongs to a certain space Θ. Recall that ÂN{φ(t)} and
A{φ(t)} are the sample and expected objective functions as defined in (6.13) and




∣∣∣ÂN{φ(t)} − A{φ(t)}∣∣∣ = op(1) (6.14)
(C2) Define ρ {φ(t), φ0(t)} = supt∈T |φ(t)− φ0(t)|. Then for every  > 0, we have
sup
φ(t)∈Θ,ρ{φ(t),φ0(t)}<
A{φ(t)} < A{φ0(t)} (6.15)
It means that φ0(t) is the unique function in Θ maximizing A{φ(t)}.




|φ̂N(t)− φ0(t)| P−→0 (6.16)
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Proof of lemma 3: The uniform convergence in condition (C1) implies ÂN{φ0(t)} =
A{φ0(t)} + op(1). Using condition (C3),we have ÂN{φ̂N(t)} + op(1) ≥ ÂN{φ0(t)}. It
follows that
A{φ0(t)}+ op(1) = ÂN{φ0(t)} ≤ ÂN{φ̂N(t)}
=⇒ A{φ0(t)} ≤ ÂN{φ̂N(t)}+ op(1),
Hence, we have
A{φ0(t)} −A{φ̂N (t)} ≤ ÂN{φ̂N (t)} −A{φ̂N (t)}+ op(1)
≤ sup
φ(t)∈Θ
∣∣∣ÂN{φ(t)} −A{φ(t)}∣∣∣+ op(1) = op(1) (6.17)
by (6.14) in the condition (C1). Using (6.15) in the condition (C1), for every  > 0
and there exists a number η > 0, such that A{φ(t)} < A{φ0(t)} − η, for any φ(t)
with ρ{φ(t), φ0(t)} ≥ . Thus,the event [ρ{φ̂N(t), φ0(t)} ≥ ] is contained in the event
[A{φ̂N(t)} < A{φ0(t)} − η]. Therefore
P [ρ{φ̂N(t), φ0(t)} ≥ ] = P (sup
t∈T
|φ̂N(t)− φ0(t)| ≥ )
≤ P
[
|A{φ0(t)} − A{φ̂N(t)}| > η
]
−→ 0 (6.18)
The convergence in (6.18) is a direct implication of (6.17). Consequently, we have
supt∈T |φ̂N(t)− φ0(t)| P−→0.
Proof of theorem 1: When the space Θ in lemma 3 is the set of function in L2(T )
with L2 norm equal to 1, that is
D1 =
{
φ(t)|φ(t) ∈ L2(T ), ‖φ(t)‖2 = 1, |φ′(t)| <∞} , (6.19)
the component function φ1(t) in (6.1) is the φ0(t) in lemma 3. Following the lemma
2, the condition (C2) holds immediately. Its estimation φˆ1(t) from our algorithm is
the φ̂N(t) in lemma 3. From the property of the proposed algorithm, the condition
(C3) is also satisfied readily. To show the uniform convergence of φˆ1(t) in theorem
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1, we only need to prove that φ1(t) and φˆ1(t) satisfy the condition (C1) in lemma 3.
We present the proof details as follow.
Proof of supφ(t)∈D1
∣∣∣ÂN{φ(t)} − A{φ(t)}∣∣∣ = op(1):
As we mentioned in our algorithm, for all φ(t) ∈ L2(T ) can be approximated by
the linear combination of B-spline basis functions. Therefore for any φ(t) ∈ D1 with
bounded first derivative, there exists an α ∈ R`N , such that supt |φ(t) − pi(t)Tα| ≤
C`−1N and ‖pi(t)Tα‖2 = 1, where `N is the number of basis functions pi(t)T =
{pi1(t), · · · , pi`N (t)} and φ(t) has the bounded rth derivative. Because φ(t) ∈ D1,
r is equal to 1 here. Without loss of generality, we can define W =
∫
pi(t)pi(t)Tdt.
and assume W = I`N . If it is not, we can apply a linear transformation to pi(t), that is
pi∗(t) = W−1/2pi(t) and pi∗(t) satisfies
∫
pi∗(t){pi(t)∗}Tdt = I`N . In our algorithm, the
estimated α are different for pi∗(t) and pi(t), but the estimated function pi(t)Tα are





I = 1, where αI is the Ith element of α.
We now decompose supφ(t)∈D1
∣∣∣ÂN{φ(t)} − A{φ(t)}∣∣∣ by
sup
φ(t)∈D1








= SN1 + SN2 + SN3 (6.20)






{∑mii=1 Yi(Tij)φ(Tij)}2 . The dif-





2 in ÂN(·). Here we aims to prove the convergence of the three parts
on the left side of the above inequality (6.20).
1. We first show the convergence of SN2 = sup‖α‖=1
∣∣∣A˜N{pi(t)Tα} − A{pi(t)Tα}∣∣∣.
Note thatA{pi(t)Tα} andA{pi(t)Tα} can be expressed as the following quadratic
format,
A{pi(t)Tα} = αTBα, A˜1N{pi(t)Tα} = αT B˜Nα (6.21)
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where B and B˜N are `N × `N matrix. The (I, J)th elements of B˜N and B are
















We have SN2 is equivalent to
sup
‖α‖=1



































The inequality above comes from Cauchy Schwarz inequality. And the last
equality above holds due to the fact that ‖α‖ = 1
Further more, we have
















piI(t)κIJ(t, s)dtds, s.t. κ(t, s)=̂piI(t)E{Y (t)Y (s)}piJ(s)
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In what follows, we show that the difference between the summation in (6.23)
and BIJ is Op(1/m), while the remaining terms (6.24), (6.25) and (6.26) are all
Op(1/m).
































For any pair of (j, l), we denote ωIJijl = Yi(Tij)piI(Tij)Yi(Til)piJ(Til). Therefore
E(ωIJijl) = κ(Tij, Til). We aims to prove Ω1 − B{IJ} in (6.28) is op(1/m). For
any  > 0, we have
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→ 0. Using the fact that variance is bounded by







































































Under the condition m
2
N
→ 0 and E (ωIJijl)2 is bounded, we have (6.29) goes to
























Under the condition m
2
N
→ 0 and Tij is aggregate dense over the interval, we





{E(Ω1) − B{IJ}}2 → 0. Therefore we prove
P (m[Ω1 −B{IJ}] > )→ 0, which implies Ω1 −B{IJ} = op(1/m).
When mi → ∞, we have 1N
∑mi
j=1 {Yi(Tij)2piI(Tij)piJ(Tij)} = Op(1) based on
week law of large number. Therefore Ω2 = Op(1/m) under the condition mi =
O(m). Consequently, we prove Ω1 + Ω2−B{IJ}, the difference between (6.23)
and BIJ is Op(1/m).
In a similar way, we can prove that (6.24), (6.25) and (6.26) are Op(m
−1).
Therefore we prove that B{IJ} − B˜N{IJ} = Op(m−1). When `N → ∞ and
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`N
m
→ 0, we have
sup
‖α‖=1









2. Then, we want to show that the second part supφ(t)∈D1
∣∣A{φ(t)} − A{pi(t)Tα}∣∣
goes to 0, when `N →∞. It can be achieved when we have
sup
supt |∆(t)|<d,‖φ(t)‖2=1
|A{φ(t) + ∆(t)} − A{φ(t)}| → 0




|A{φ(t) + ∆(t)} − A{φ(t)}|
= sup
supt |∆(t)|<d,φ(t)∈D1
∣∣E 〈Y (t),∆(t)〉2 + 2E 〈Y (t), φ(t)〉 〈Y (t),∆(t)〉∣∣
≤ sup
supt |∆(t)|<d,φ(t)∈D1
E‖Y (t)‖2‖∆(t)‖2 + 2E
√
‖Y (t)‖2‖φ(t)‖2‖Y (t)‖2‖∆(t)‖2
= E‖Y (t)‖2(d2 + 2d)
It goes to 0, when d→ 0. Therefore we have the convergence of supφ(t)∈D1 |A{φ(t)}−
A{pi(t)Tα}|
3. At last, we want to prove that supφ(t)∈D1 |ÂN{φ(t)} − A˜N{pi(t)Tα}| = op(1),






∣∣∣ÂN{φ(t)} − ÂN{pi(t)Tα}∣∣∣+ sup
‖α‖2=1
∣∣∣ÂN{pi(t)Tα} − A˜N{pi(t)Tα}∣∣∣
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For the part sup‖α‖2=1





































































































ij is bounded in probability. If we can
also prove that supφ(t)∈D1 | 1mi
∑mi
j=1{pi(Tij)Tα}2 − 1| = op(1), therefore we have
(6.31) is op(1), which implies sup‖α‖=1 |ÂN{pi(t)Tα} − A˜N{pi(t)Tα}| = op(1).
Proof of sup‖α‖=1 | 1mi
∑mi
j=1{pi(Tij)Tα}2−1| = op(1) : Define the sup-norm of
the vectors in R`N , ‖α‖∞ = max(α1, α2, · · · , α`N ) for α ∈ R`N . Let Γ = {α ∈
R`N |‖α‖ = 1} and Γ0 = {α ∈ R`N |‖α‖∞ ≤ 1}. Γ is a subset of Γ0. We assume
max 1 ≤ i ≤ `N supt∈T |pi(t)Tα| < Mα for any α ∈ Γ and supt∈T |pii(t)| < Mpi
for i = 1, · · · , `N
For any  > 0, we can divide Γ0 into ln-dimensional hypercubes Cp, p = 1, · · ·P
with edge length δ, where δ = /(2`NMαMpi). Therefore ∀α1,α2 ∈ Cp, we
have ‖α1 − α2‖∞ < δ. Then Γ can be divided by Cp ∩ Γ, p = 1, · · · , P . Let
C∗p , p = 1, · · · , P ∗ be the non-empty sets of {Cp ∩ Γ}Pp=1. Then Γ = ∪P ∗p=1C∗p
and P ∗ ≤ P < (2`NMαMpi/)`N . Let ϑp be a element of C∗p . Therefore for any






|pi(t)Tϑp + pi(t)Tα| sup
t∈T
|pi(t)T (ϑp −α)|
≤ 2Mα`NMpiδ <  (6.32)
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= E exp(−miM1) ≤ exp(−E(mi)M1)) = exp(−mM1))
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≤ 2P ∗ exp(−mM1)) < 2(2`NMαMpi/)`N exp(−mM1)
= 2(`NM2)
`N exp(−mM1)
= 2 exp(−mM1 + `N ln(`N) + `N ln(M2)) (6.37)
Under the condition `N ln(`N )
m
→ 0 when `N → ∞, (6.37) goes to 0. Therefore




For the convergence of sup‖φ(t)‖2=1
∣∣∣ÂN{φ(t)} − ÂN{pi(t)Tα}∣∣∣ , when `N →∞,
We only need to prove
sup
supt ∆(t)≤d,‖α‖=1
|ÂN{pi(t)Tα+ ∆(t)} − ÂN{pi(t)Tα}| = op(1), when d→ 0
(6.38)




















= Qi > 0
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Based on the definition of inf, for any 0 <  < 1
2



































∣∣∣∣∣∣+  = op(1) + 






{pi(Tij)Tα}2 ≤ 1 + + op(1) (6.40)
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ij = Op(1), (6.39) is Op(d). When d → 0, we
proved (6.38), which implies sup‖φ(t)‖2=1
∣∣∣ÂN{φ(t)} − ÂN{pi(t)Tα}∣∣∣ = op(1)
Eventually, we obtain the the convergence of the three parts on the left side of the
above inequality (6.20), which implies that supφ(t)∈D1 |ÂN{φ(t)}−A{φ(t)}| = op(1).
Furthermore, we want to prove the uniform convergence of φk(t), k > 1 in theorem
1. Let the the space Θ in lemma 3 be the set of functions in L2(T ) with L2 norm
equal to 1 and orthogonal to φ̂1(t), · · · , φ̂k−1(t), that is
Θ = D̂k =
{
φ(t)|φ(t) ∈ T , ‖φ(t)‖2 = 1, φ(t) ⊥ φ̂1(t), · · · φ̂k−1(t)
}
, (6.41)
Because D̂k ⊆ D1, the uniform convergence condition (6.14) with Θ = D1 implies the
uniform convergence condition (6.14) with Θ = D̂k, k > 1. Therefore we can apply
the lemma 3 to D̂k and obtain supt∈T |φ̂k(t)−φ∗k(t)| = op(1), where φ∗k(t) is the unique




〈Y (t), φ̂l(t)〉φ̂l(t), φ(t)〉2. (6.42)




〈Y (t), φl(t)〉φl(t), φ(t)〉2 (6.43)
Because supφl∈T |φ̂l(t) − φl(t)| = op(1), l ≤ k − 1. Therefore the absolute difference
between (6.43) and (6.42) uniformly converge to 0, then supt∈T |φk(t)−φ∗k(t)| = op(1).
Finally we can prove the uniform convergence of φk(t) in theorem 1 for k > 1.
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