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BURES DISTANCE AND TRANSITION PROBABILITY
FOR α-CPD-KERNELS
SANTANU DEY AND HARSH TRIVEDI
Abstract. If the symmetry (fixed invertible self adjoint map) of Krein spaces is re-
placed by a fixed unitary, then we obtain the notion of S-spaces which was introduced
by Szafraniec. Assume α to be an automorphism on a C∗-algebra. In this article,
we obtain the Kolmogorov decomposition of α-completely positive definite (or α-CPD-
kernels for short) and investigate the Bures distance between α-CPD-kernels. We also
define transition probability for these kernels and find a characterization of the transi-
tion probability.
1. Introduction
The Gelfand-Naimark-Segal (GNS) construction for a state on a C∗-algebra yields us
a representation of the C∗-algebra on a Hilbert space and a cyclic vector. Bures [4]
gave a distance formula, between given two states on a C∗-algebra, which is equal to
the infimum of norms of differences between the cyclic vectors of corresponding GNS
constructions where the infimum is taken over all GNS constructions with common
representation space. A linear map τ from a C∗-algebra B to a C∗-algebra C is said to be
completely positive if
∑n
i,j=1 c
∗
jτ(b
∗
jbi)ci ≥ 0 whenever b1, b2, . . . , bn ∈ B; c1, c2, . . . , cn ∈ C
and n ∈ N. Stinespring’s theorem (cf. [19, Theorem 1]) and Paschke’s GNS construction
(cf. [15, Theorem 5.2]) characterize operator valued completely positive maps and those
completely positive maps which takes values in C∗-algebras, respectively in a similar
way as the GNS construction characterizes states. If we choose the completely positive
maps to be states, then these two constructions coincide with the GNS construction.
Motivated by the formulation of Bures, a distance formula is defined in [13] between
B(H)-valued completely positive maps where the formula is in terms of Stinespring’s
constructions. Distance formulas between two completely positive maps are useful and
have applications in operator theory, quantum information science and mathematical
physics (cf. [3], [11] and [9], respectively).
Kaplan defined multi-states and proved the GNS construction for them in [12]. In a
similar way, Heo [8] defined completely multi-positive maps which extends the terminol-
ogy of completely positive maps. We recall the definition of completely positive definite
kernels (cf. [2]) which generalizes the notion of completely multi-positive maps (cf. [18,
Note 4.7]): Let us denote the set of all bounded linear maps from a C∗-algebra B to a
C∗-algebra C by B(B, C). For a set Ω we say that a mapping K : Ω× Ω→ B(B, C) is a
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completely positive definite kernel or a CPD-kernel over Ω from B to C if∑
i,j
c∗iK
σi,σj(b∗i bj)cj ≥ 0 for all finite choices of σi ∈ Ω, bi ∈ B, ci ∈ C.
The dilation theory of these kernels were explored extensively in [2, 6].
Assume (E, 〈·, ·〉) to be a Hilbert A-module where A is a C∗-algebra and J to be an
invertible adjointable map on E such that J = J∗ = J−1. Define a map [·, ·] : E×E → A
by
[x, y] := 〈Jx, y〉 for all x, y ∈ E. (1.1)
The triple (E,A, J) is called a Krein A-module which extends the notion of Krein spaces
and J is called the symmetry. In [10] a dilation theorem for α-completely positive maps,
where α is an automorphism, was obtained in terms of representations on Krein C∗-
modules. The notion of S-modules (cf. [7]) which is defined below, extends the notion
of S-spaces [20] and Krein A-modules:
Definition 1.1. Let (E, 〈·, ·〉) be a Hilbert A-module where A is a C∗-algebra and let U
be a unitary on E, i.e., U is an invertible adjointable map on E such that U∗ = U−1.
Then we can define an A-valued sesquilinear form by
[x, y] := 〈x, Uy〉 for all x, y ∈ E. (1.2)
In this case we call (E,A, U) is an S-module.
S-correspondence is an analogue of C∗-correspondence in the context of S-modules.
In our earlier work we introduced the notion of α-completely positive definite or α-
CPD-kernels and for any α-CPD-kernel K obtained a partial decomposition theorem
using reproducing kernel S-correspondences. Bhat and Sumesh explored Bures distance
between more general completely positive maps in [3] and their approach was based on
von Neumann modules. In this article we study the Bures distance formula between
two α-CPD-kernels over a set Ω from B to C when C is a von Neumann algebra. For
this we first obtain an important decomposition, called the Kolmogorov decomposition,
of α-CPD-kernels over Ω in terms of a tuple consisting of an S-correspondence F and a
map from Ω to F.
It is shown in section 4 that certain intertwiners between (minimal) Kolmogrorov de-
compositions of two α-CPD-kernels can be used to compute the Bures distance between
the α-CPD-kernels. Suppose B is a von Neumann algebra. The rigidity theorem in this
section establishes that if the Bures distance between a CPD-kernel over Ω from B to
B and the identity kernel is bounded by certain constant, then the Kolmogorov decom-
position of the CPD-kernel contains a copy of B. The notion of transition probability
between two states over a unital ∗-algebra is introduced by Uhlmann in [21]. Alberti
[1] found several techniques to compute the transition probability between two states
over a unital C∗-algebra. Recently Heo [9] developed a Bures distance formula between
α-CP maps and considered unbounded representations of a ∗-algebra on a Krein space
to study transition probability between P-functionals. In the last section we define the
notion of transition probability between two α-CPD-kernels and do an analysis of this
notion based on results known for transition probability between two states, etc.
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1.1. Background and notations. We recall the definitions of Hilbert C∗-modules and
von Neumann modules:
Definition 1.2. Assume B to be a C∗-algebra. Let E be a complex vector space which is
a right B-module such that the module action is compatible with the scalar product. The
module E is called a Hilbert C∗-module over B or a Hilbert B-module if there exists a
mapping 〈·, ·〉 : E ×E → B satisfying the following conditions:
(i) 〈x, x〉 ≥ 0 for x ∈ E and 〈x, x〉 = 0 only if x = 0,
(ii) 〈x, yb〉 = 〈x, y〉b for x, y ∈ E and for b ∈ B,
(iii) 〈x, y〉 = 〈y, x〉∗ for x, y ∈ E,
(iv) 〈x, µy + νz〉 = µ〈x, y〉+ ν〈x, z〉 for x, y, z ∈ E and for µ, ν ∈ C,
(v) E is complete with respect to the norm ‖x‖ := ‖〈x, x〉‖1/2 for x ∈ E.
Let B(H,H′) be the space of all bounded linear operators from Hilbert space H to
Hilbert space H′. If B is a von Neumann algebra acting on a Hilbert space H, then
for each Hilbert B-module E the interior tensor product E⊗H is a Hilbert space. Fix
x ∈ E and define a bounded linear map Lx from H to E
⊗H by
Lx(h) := x⊗ h for h ∈ H.
We identify each x ∈ E with Lx, because L∗x1Lx2 = 〈x1, x2〉 for all x1, x2 ∈ E. Therefore
E is a concrete submodule of B(H, E⊗H).
Definition 1.3. The Hilbert B-module E is called a von Neumann B-module or a von
Neumann module over B if it is strongly closed in B(H, E⊗H).
Every von Neumann B-module is complemented in Hilbert B-modules which contains
it as a B-submodule because all von Neumann B-modules are self-dual. [17] contains
a detailed exposition on von Neumann modules. In particular, if we denote the set of
all adjointable maps on E by Ba(E), then the map from Ba(E) to B(E
⊗H) defined
by a 7→ a ⊗ idH is a unital ∗-homomorphism, and hence it is an isometry. Therefore
Ba(E) ⊂ B(E⊗H).
We further recall the definition of an α-completely positive definite kernel, which is
central to our study here, from [7]:
Definition 1.4. Suppose B and C are unital C∗-algebras. We denote the set of all
bounded linear maps from B to C by B(B, C). Let α be an automorphism on B, i.e.,
α : B → B is a bijective unital ∗-homomorphism. For a set Ω, by a kernel K over Ω
from B to C we mean a function K : Ω × Ω → B(B, C), and K is called Hermitian if
Kσ,σ
′
(b∗) = Kσ
′,σ(b)∗ for all σ, σ′ ∈ Ω and b ∈ B. We say that a Hermitian kernel K over
Ω from B to C is an α-completely positive definite kernel or an α-CPD-kernel over Ω
from B to C if for finite choices σi ∈ Ω, bi ∈ B, ci ∈ C we have
(i)
∑
i,j c
∗
iK
σi,σj (α(bi)
∗bj)cj ≥ 0,
(ii) Kσi,σj(α(b)) = Kσi,σj(b) for all b ∈ B,
(iii) for each b ∈ B there exists M(b) > 0 such that∥∥∥∥∥
n∑
i,j=1
c∗iK
σi,σj (α(b∗i b
∗)bbj)cj
∥∥∥∥∥ ≤ M(b)
∥∥∥∥∥
n∑
i,j=1
c∗iK
σi,σj (α(b∗i )bj)cj
∥∥∥∥∥ .
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We use the notation Kα
Ω
(B, C) for the set of all α-CPD-kernels over Ω from B to C.
2. Kolmogorov decomposition for α-CPD-kernels
Assume E1 and E2 are Hilbert C
∗-modules over a C∗-algebra B such that (E1,B, U1)
and (E2,B, U2) are S-modules. Then for each adjointable operator T from E1 to E2,
there exists an operator T ♮ from E2 to E1 satisfying the following
〈T (x), U2y〉 = 〈x, U1T ♮(y)〉 for all x ∈ E1, y ∈ E2.
For instance, T ♮ = U∗
1
T ∗U2.
Definition 2.1. Let A and B be unital C∗-algebras, and let (E,B, U) be an S-module.
(i) An algebra homomorphism π : A → Ba(E) is called an U -representation of A on
(E,B, U) if π(a∗) = U∗π(a)∗U = π(a)♮, i.e.,
[π(a)x, y] = [x, π(a∗)y] for all x, y ∈ E.
(ii) The S-module (E,B, U) is called an S-correspondence from A to B if there exists
a U-representation π of A on (E,B, U), i.e., E is also a left A-module with
ax := π(a)x for all a ∈ A, x ∈ E.
In the next theorem we obtain the Kolmogorov decomposition for an α-CPD-kernel.
Theorem 2.2. Assume C to be a C∗-algebra and Ω to be a set. Suppose α is an au-
tomorphism on a unital C∗-algebra B and K : Ω × Ω → B(B, C) is a Hermitian kernel.
Then the following conditions are equivalent:
(i) The kernel K is an α-CPD-kernel.
(ii) There exists a pair (F , i) consisting of an S-correspondence F from B to C and
a map i : Ω→ F such that span{bi(σ)c : b ∈ B, σ ∈ Ω, c ∈ C} = F and
Kσ,σ
′
(b) = 〈i(σ), bi(σ′)〉 = 〈α(b∗)i(σ), i(σ′)〉 for σ, σ′ ∈ Ω; b ∈ B. (2.1)
Proof. We assume the statement (ii) holds. Then from Equation 2.1 it follows that
n∑
i=1
n∑
j=1
c∗iK
σi,σj(α(b∗i )bj)cj =
n∑
i=1
n∑
j=1
c∗i 〈i(σi), α(b∗i )bj i(σj)〉cj =
n∑
i=1
n∑
j=1
c∗i 〈bii(σi), bj i(σj)〉cj
=
〈
n∑
i=1
bii(σi)ci,
n∑
j=1
bj i(σj)cj
〉
≥ 0
for all σ1, σ1, . . . , σn ∈ Ω, b1, b2, . . . , bn ∈ B, c1, c2, . . . , cn ∈ C. Further, for all b ∈ B and
σ, σ′ ∈ Ω we get
Kσ,σ
′
(α(b)) = 〈i(σ), α(b)i(σ′)〉 = 〈b∗i(σ), i(σ′)〉
= (〈i(σ′), b∗i(σ)〉)∗ = Kσ′,σ(b∗)∗ = Kσ,σ′(b).
Finally, for a fixed b ∈ B and each σ1, σ1, . . . , σn ∈ Ω, b1, b2, . . . , bn ∈ B and c1, c2, . . . , cn ∈
C we obtain∥∥∥∥∥
n∑
i,j=1
c∗iK
σi,σj (α(b∗i b
∗)bbj)cj
∥∥∥∥∥ =
∥∥∥∥∥
n∑
i,j=1
c∗i 〈i(σi), α(b∗i b∗)bbj i(σj)〉cj
∥∥∥∥∥
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=
∥∥∥∥∥
n∑
i,j=1
c∗i 〈bii(σi), α(b∗)bbj i(σj)〉cj
∥∥∥∥∥ =
∥∥∥∥∥
〈
n∑
i=1
bii(σi)ci, α(b
∗)b
(
n∑
j=1
bj i(σj)cj
)〉∥∥∥∥∥
≤ ‖α(b)∗b‖
∥∥∥∥∥
n∑
i=1
bii(σi)ci
∥∥∥∥∥
2
≤ ‖b‖2
∥∥∥∥∥
〈
n∑
i=1
bii(σi)ci,
n∑
j=1
bj i(σj)cj
〉∥∥∥∥∥
= ‖b‖2
∥∥∥∥∥
n∑
i,j=1
c∗iK
σi,σj(α(b∗i )bj)cj
∥∥∥∥∥ .
Thus the function K is an α-CPD-kernel, i.e., (i) holds.
Conversely, assume that the statement (i) holds. Let ΩC be the vector space
⊕
σ∈Ω C,
i.e.,
ΩC = {(λσ)σ∈Ω : λσ is non-zero for finitely many σ ∈ Ω}.
We denote the element (δσ,σ′)σ′∈Ω of ΩC by eσ for each σ ∈ Ω. The vector space tensor
product F0 := B
⊗
ΩC
⊗ C is a B-C bimodule in a natural way. Define a sesquilinear
mapping 〈·, ·〉 : F0 × F0 → C by〈
n∑
i=1
bi ⊗ eσi ⊗ ci,
m∑
j=1
b′j ⊗ eσ′j ⊗ c′j
〉
:=
n∑
i=1
m∑
j=1
c∗iK
σi,σ′j (α(bi)
∗b′j)c
′
j
for all bi, b
′
j ∈ B; ci, c′j ∈ C; σi, σ′j ∈ Ω where 1 ≤ i ≤ n and 1 ≤ j ≤ m. The map
〈·, ·〉 is in fact positive definite, since the kernel K is an α-CPD-kernel (cf. Definition
1.4 (i)). Using the Cauchy-Schwarz inequality for positive-definite sesquilinear forms we
conclude that
K :=
{
n∑
i=1
bi ⊗ eσi ⊗ ci ∈ F0 :
n∑
i=1
n∑
j=1
c∗iK
σi,σj (α(bi)
∗bj)cj = 0
}
is a submodule of F0. Therefore 〈·, ·〉 induces canonically on the quotient module F0/K
a C-valued inner product. Henceforth we denote this induced inner-product by 〈·, ·〉
itself. Let F be the Hilbert C-module obtained by the completion of F0/K.
Define a linear map U : F → F by
U
(
n∑
i=1
bi ⊗ eσi ⊗ ci +K
)
=
n∑
i=1
α(bi)⊗ eσi ⊗ ci +K where bi ∈ B, ci ∈ C and σi ∈ Ω.
Here U is a unitary, since〈
U
(
n∑
i=1
bi ⊗ eσi ⊗ ci +K
)
, U
(
m∑
j=1
b′j ⊗ eσ′j ⊗ c′j +K
)〉
=
〈
n∑
i=1
α(bi)⊗ eσi ⊗ ci +K,
m∑
j=1
α(b′j)⊗ eσ′j ⊗ c′j +K
〉
=
n∑
i=1
m∑
j=1
c∗iK
σi,σ
′
j (α(α(bi))
∗α(b′j))c
′
j =
n∑
i=1
m∑
j=1
c∗iK
σi,σ
′
j(α(bi)
∗b′j)c
′
j
6 SANTANU DEY AND HARSH TRIVEDI
=
〈
n∑
i=1
bi ⊗ eσi ⊗ ci +K,
m∑
j=1
b′j ⊗ eσ′j ⊗ c′j +K
〉
,
for all bi, b
′
j ∈ B, ci, c′j ∈ C, σi, σ′j ∈ Ω for 1 ≤ i ≤ n, 1 ≤ j ≤ m, and since U is
surjective. In a similar way it follows that the linear map
m∑
j=1
bi ⊗ eσ′
j
⊗ c′j + K 7→
m∑
j=1
α−1(b′j)⊗ eσ′j ⊗ c′j +K is isometric and hence well-defined. Since〈
U
(
n∑
i=1
bi ⊗ eσi ⊗ ci +K
)
,
m∑
j=1
b′j ⊗ eσ′j ⊗ c′j +K
〉
=
〈
n∑
i=1
α(bi)⊗ eσi ⊗ ci +K,
m∑
j=1
bi ⊗ eσ′j ⊗ c′j +K
〉
=
n∑
i=1
m∑
j=1
c∗iK
σi,σ′j (α(α(bi))
∗b′j)c
′
j =
n∑
i=1
m∑
j=1
c∗iK
σi,σ′j(α(α(bi))
∗α(α−1(b′j))c
′
j
=
〈
n∑
i=1
bi ⊗ eσi ⊗ ci +K,
m∑
j=1
α−1(b′j)⊗ eσ′j ⊗ c′j +K
〉
,
we obtain U∗
(
m∑
j=1
bi ⊗ eσ′j ⊗ c′j +K
)
=
m∑
j=1
α−1(b′j)⊗ eσ′j ⊗ c′j +K.
Define a sesquilinear form [·, ·] : F ×F → C as follows:
[f, f ′] := 〈f, Uf ′〉 where f, f ′ ∈ F .
Indeed, for
n∑
i=1
bi ⊗ eσi ⊗ ci +K,
m∑
j=1
b′j ⊗ eσ′j ⊗ c′j +K ∈ F we obtain[
n∑
i=1
bi ⊗ eσi ⊗ ci +K,
m∑
j=1
b′j ⊗ eσ′j ⊗ c′j +K
]
=
〈
n∑
i=1
bi ⊗ eσi ⊗ ci +K,
m∑
j=1
α(b′j)⊗ eσ′j ⊗ c′j +K
〉
.
Thus the module (F , C, U) is an S-module. Define the map π : B → Ba(F) by
π(b)
(
n∑
i=1
bi ⊗ eσi ⊗ ci +K
)
=
n∑
i=1
bbi ⊗ eσi ⊗ ci +K (2.2)
for all b, bi ∈ B; ci ∈ C; σi ∈ Ω for 1 ≤ i ≤ n. We have∥∥∥∥∥π(b)
(
n∑
i=1
bi ⊗ eσi ⊗ ci +K
)∥∥∥∥∥
2
=
∥∥∥∥∥
n∑
i=1
bbi ⊗ eσi ⊗ ci +K
∥∥∥∥∥
2
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=
∥∥∥∥∥
〈
n∑
i=1
bbi ⊗ eσi ⊗ ci +K,
n∑
j=1
bbj ⊗ eσj ⊗ cj +K
〉∥∥∥∥∥
=
∥∥∥∥∥
n∑
i=1
n∑
j=1
c∗iK
σi,σj (α(bbi)
∗bbj)cj
∥∥∥∥∥
≤ M(b)
∥∥∥∥∥
n∑
i,j=1
c∗iK
σi,σj(α(b∗i )bj)cj
∥∥∥∥∥ = M(b)
∥∥∥∥∥
n∑
i=1
bi ⊗ eσi ⊗ ci +K
∥∥∥∥∥
2
where b, bi ∈ B; ci ∈ C; σi ∈ Ω for 1 ≤ i ≤ n. Thus for each b ∈ B, π(b) is a well-defined
bounded linear operator from F to F . Using〈
π(b)
(
n∑
i=1
bi ⊗ eσi ⊗ ci +K
)
,
m∑
j=1
b′j ⊗ eσ′j ⊗ c′j +K
〉
=
〈
n∑
i=1
bbi ⊗ eσi ⊗ ci +K,
m∑
j=1
b′j ⊗ eσ′j ⊗ c′j +K
〉
=
n∑
i=1
m∑
j=1
c∗iK
σi,σ′j (α(bbi)
∗b′j)c
′
j
=
n∑
i=1
m∑
j=1
c∗iK
σi,σ′j (α(bi)
∗α(b∗)b′j)c
′
j
=
〈
n∑
i=1
bi ⊗ eσi ⊗ ci +K,
m∑
j=1
α(b∗)b′j ⊗ eσ′j ⊗ c′j +K
〉
and
Uπ(b∗)U∗
(
n∑
i=1
bi ⊗ eσi ⊗ ci +K
)
= Uπ(b∗)
(
n∑
i=1
α−1(bi)⊗ eσi ⊗ ci +K
)
= U
(
n∑
i=1
b∗α−1(bi)⊗ eσi ⊗ ci +K
)
=
n∑
i=1
α(b∗α−1(bi))⊗ eσi ⊗ ci +K
=
n∑
i=1
α(b∗)bi ⊗ eσi ⊗ ci +K
for all b, bi ∈ B; ci ∈ C and σi ∈ Ω whenever 1 ≤ i ≤ n, it follows that π : B → Ba(F)
is a well-defined map. Thus π : B → Ba(F) is an U -representation. Consider i(σ) =
limµ 1B ⊗ eσ ⊗ uµ +K where (uµ) is the approximate identity of C. Thus
span{bi(σ)c : b ∈ B, σ ∈ Ω, c ∈ C} = F . (2.3)
Finally
〈i(σ), π(b)i(σ′)〉 =
〈
lim
µ
1B ⊗ eσ ⊗ uµ +K, b
(
lim
µ′
1B ⊗ eσ ⊗ uµ′ +K
)〉
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= lim
µ
lim
µ′
〈1B ⊗ eσ ⊗ uµ +K, b⊗ eσ ⊗ uµ′ +K〉
= lim
µ
lim
µ′
u∗µK
σ,σ′(b)uµ′ = K
σ,σ′(b) for every b ∈ B and σ, σ′ ∈ Ω. 
We refer the triple (F , U, i) of the above theorem as the Kolmogorov decomposition for
K and the property of the triple described by Equation 2.3 as the minimality property.
If (F ′, U ′, i′) is another minimal Kolmogorov decomposition for K with U ′(bi′(σ)c) :=
α(b)i′(σ)c for all b ∈ B; σ ∈ Ω and c ∈ C, then it is easy to see that i(σ) 7→ i′(σ)
for each σ ∈ Ω is an isomorphism between these decompositions. Thus Kolmogorov
decomposition is unique. In the previous theorem if C is a von Neumann algebra acting
on a Hilbert space H, then we obtain a von Neumann B-module F ′ by taking the strong
operator topology closure of F in B(H,F⊗H). Define a map U ′ : F ′ → F ′ by
U ′(f) := sot- lim
α
U(fα) where f=sot-lim
α
fα ∈ F ′ with fα ∈ F ′.
It is easy to check that U ′ is a unitary. Let lim
α
fα ∈ F ′ where fα ∈ F . It is also
immediate that for all b ∈ B, the limit sot- lim
α
π(b)fα exists. In the following manner
we can extend the U -representation π′ : B → Ba(F) to a representation, which we also
denote by π′, of B on F ′:
π′(b)(f) := sot- lim
α
π(b)fα where b ∈ B, f=sot-lim
α
fα ∈ F ′ with fα ∈ F .
Fix b ∈ B. For every f=sot-lim
α
fα and e=sot-lim
β
eβ ∈ F ′ with fα, eβ ∈ F we obtain that
〈π′(b∗)f, e〉 = sot- lim
β
〈π′(b∗)f, eβ〉 = sot- lim
β
(sot- lim
α
〈eβ, π(b∗)fα〉)∗
= sot- lim
β
(sot- lim
α
〈eβ, U∗π(b)∗Ufα〉)∗ = 〈f, U ′∗π′(b)∗U ′e〉,
therefore π′ is a U ′-representation, and moreover (F ′, C, U ′) is an S-module. Thus in this
case we obtain the Kolmogorov decomposition (F ′, U ′, i) of the α-CPD-kernel K, and
now onwards we denote it by (F , U, i). If we assume B to be a von Neumann algebra
acting on H, then this S-module is in fact a von Neumann C-module where, in the
minimality condition, the closure is taken under the strong operator topology.
3. Bures distance between α-CPD-kernels
Assume K1 and K2 to be elements of KαΩ(B, C) for some set Ω and unital C∗-algebras
B and C. The Kolmogorov decompositions of Km obtained using Theorem 2.2 be
(F̂m, Um, îm) and suppose πm is the associated left actions of B where m = 1, 2. Consider
F = F̂1 ⊕ F̂2, π = π1 ⊕ π2, i1 = î1 ⊕ 0, i2 = 0 ⊕ î2 and U = U1 ⊕ U2. Then (F , im, U)
satisfies
Kσ,σ
′
m (b) = 〈im(σ), bim(σ′)〉 = 〈α(b∗)im(σ), im(σ′)〉 for σ, σ′ ∈ Ω; b ∈ B and m = 1, 2.
(3.1)
A Hilbert C-module F is called a common S-correspondence for K1 and K2 if there exists
a unitary U on F , an U -representation π : B → Ba(F) and maps im : Ω→ F such that
Equation 3.1 is satisfied.
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Definition 3.1. Let B and C be unital C∗-algebras, Ω be a set and K1,K2 ∈ KαΩ(B, C).
Let a Hilbert C-module F be a common S-correspondence for K1 and K2. For every
m = 1, 2 let S(F ,Km) denote the set of all functions im : Ω→ F such that
Kσ,σ
′
m (b) = 〈im(σ), bim(σ′)〉 = 〈α(b∗)im(σ), im(σ′)〉 where σ, σ′ ∈ Ω and b ∈ B.
Define
βF(K1,K2) := inf {‖i1(σ)− i2(σ)‖ : im ∈ S(F ,Km) for m = 1, 2 and σ ∈ Ω},
and the Bures distance between K1 and K2 by
β(K1,K2) := infF βF(K1,K2)
where the infimum is over all common S-correspondence F for K1 and K2.
When C is a von Neumann algebra, the Bures distance is determined by the same
formula except that the infimum is now taken over a smaller set as seen below:
Lemma 3.2. Assume B to be a unital C∗-algebra and C to be a von Neumann algebra
acting on a Hilbert space H. Let Ω be a set and K1,K2 ∈ KαΩ(B, C). Then
β(K1,K2) = infF βF (K1,K2)
where the infimum is over all common S-correspondences F for K1 and K2 such that F
is also a von Neumann C-module.
Proof. Since each von Neumann C-module is a Hilbert C-module, the inequality β(K1,K2) ≤
infF βF (K1,K2) holds, where the infimum is over all common S-correspondences F for
K1 and K2 such that F is also a von Neumann C-module. Assume that a Hilbert C-
module F is a common S-correspondence for K1 and K2, then we obtain a von Neumann
C-module F = spansF , i.e., the strong operator topology closure of F in B(H,F⊗H).
Since F is a subset of F , it is also a common S-correspondence for K1 and K2. Hence
infF βF (K1,K2) ≤ β(K1,K2). 
Proposition 3.3. Let B be a unital C∗-algebra and C be a von Neumann algebra acting
on a Hilbert space H. Suppose Ω is a set. Then there exists a von Neumann C-module
F such that the following holds:
(i) β(K1,K2) = βF(K1,K2) when K1,K2 ∈ KαΩ(B, C);
(ii) For each K1 ∈ KαΩ(B, C) we obtain an element i1 ∈ S(F ,K1) such that for every
K2 ∈ KαΩ(B, C) we have
β(K1,K2) = inf {‖i1(σ)− i2(σ)‖ : i2 ∈ S(F ,K2), σ ∈ Ω}.
Proof. Let (FK, UK, iK) be the Kolmogorov decomposition for K ∈ KαΩ(B, C). Let H′ =⊕
KHK where HK is the interior tensor product of FK and H. Define a von Neumann
C-module F0 to be the strong operator topology closure of
⊕
KFK in B(H,H′). For each
K, since FK is a subset of F0, the set S(F0,K) is nonempty. Define the von Neumann
C-module F to be F0
⊕F0.
(i): Given a common S-correspondence F ′ of K1,K2 ∈ KαΩ(B, C), which also is a von
Neumann C-module, we show that βF(K1,K2) ≤ βF ′(K1,K2). In fact, this follows if we
prove that for each im ∈ S(F ′,Km) there exist ĵm ∈ S(F ,Km) for m = 1, 2 that satisfy
‖ĵ1(σ) − ĵ2(σ)‖ ≤ ‖i1(σ) − i2(σ)‖ for all σ ∈ Ω. Let i′′1 ∈ S(F0,K1). Define a bilinear
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unitary V : spansBi′′1(Ω)C → spansBi1(Ω)C by V (bi′′1(σ)c) := bi1(σ)c for b ∈ B, c ∈ C
and σ ∈ Ω. Assume P to be the bilinear projection of F ′ onto spansBi1(Ω)C. Denote
P (i2(σ)) ∈ spansBi1(Ω)C ⊂ F ′ by j2(σ) and denote (1−P )(i2(σ)) ∈ (spansBi1(Ω)C)⊥ ⊂
F ′ by j′2(σ) for all σ ∈ Ω. For each σ, σ′ ∈ Ω define Lσ,σ′(b) := 〈j2(σ), bj2(σ′)〉 and define
Mσ,σ
′
(b) := 〈j′
2
(σ), bj′
2
(σ′)〉. It follows that Kσ,σ′
2
= Lσ,σ
′
+ Mσ,σ
′
for all σ, σ′ ∈ Ω. Set
î2(σ) = V
∗(j2(σ)) for σ ∈ Ω which is an element of spansBi′′1(Ω)C ⊂ F0. Therefore for
each σ, σ′ ∈ Ω and b ∈ B we have
〈î2(σ), bî2(σ′)〉 = 〈V ∗(j2(σ)), bV ∗(j2(σ′))〉 = 〈V ∗(j2(σ)), V ∗(bj2(σ′))〉
= 〈j2(σ), bj2(σ′)〉 = Lσ,σ′(b).
Select any element i˜2 ∈ S(F0,M), and define maps ĵ1 and ĵ2 by ĵ1(σ) := i′′1(σ) ⊕ 0 and
ĵ2(σ) := î2(σ)⊕ i˜2(σ) for each σ ∈ Ω. Thus ĵm ∈ S(F ,Km) for m = 1, 2 such that
‖ĵ1(σ)− ĵ2(σ)‖2 = ‖〈ĵ1(σ), ĵ1(σ)〉+ 〈ĵ2(σ), ĵ2(σ)〉 − 2Re(〈ĵ1(σ), ĵ2(σ)〉)‖
= ‖〈i′′
1
(σ), i′′
1
(σ)〉+ 〈î2(σ), î2(σ)〉+ 〈i˜2(σ), i˜2(σ)〉 − 2Re(〈i′′1(σ), î2(σ)〉)‖
= ‖〈i′′
1
(σ)− î2(σ), i′′1(σ)− î2(σ)〉+ 〈i˜2(σ), i˜2(σ)〉‖
= ‖〈V (i′′1(σ)− î2(σ)), V (i′′1(σ)− î2(σ))〉+ 〈i˜2(σ), i˜2(σ)〉‖
= ‖〈i1(σ)− j2(σ), i1(σ)− j2(σ)〉+ 〈j′2(σ), j′2(σ)〉‖
= ‖〈i1(σ), i1(σ)〉+ 〈j2(σ), j2(σ)〉 − 2Re(〈i1(σ), j2(σ)〉) + 〈j′2(σ), j′2(σ)〉‖
= ‖〈i1(σ), i1(σ)〉+ 〈i2(σ), P i2(σ)〉 − 2Re(〈i1(σ), j2(σ)〉)
+ 〈i2(σ), (1− P )(i2(σ))〉‖
= ‖〈i1(σ), i1(σ)〉+ 〈i2(σ), i2(σ)〉 − 2Re(〈i1(σ), j2(σ)〉)‖
= ‖〈i1(σ), i1(σ)〉+ 〈i2(σ), i2(σ)〉 − 2Re(〈i1(σ), i2(σ)〉)‖
(because i2(σ) = j2(σ)⊕ j′2(σ) and i1(σ) ⊥ j′2(σ))
= ‖〈i1(σ)− i2(σ), i1(σ)− i2(σ)〉‖
= ‖i1(σ)− i2(σ)‖2.
This is true for all im ∈ S(F ′,Km) where m = 1, 2; and hence βF (K1,K2) ≤ βF ′(K1,K2).
(ii): Observe that in part (i) of this proof the choice of ĵ1 ∈ S(F ,K1) does not depend
on K2 and F ′. On the other hand the choice of ĵ2 depends on i1 and i2 and hence we
denote ĵ2 by ĵ2(i1, i2). Then
βF(K1,K2) = inf {‖i(σ)− j(σ)‖ : i ∈ S(F ,K1), j ∈ S(F ,K2), σ ∈ Ω}
≤ inf {‖ĵ1(σ)− j(σ)‖ : j ∈ S(F ,K2), σ ∈ Ω}
≤ inf {‖ĵ1(σ)− ĵ2(i1, i2)(σ)‖ : im ∈ S(F ′,Km), σ ∈ Ω, m = 1, 2}
= inf {‖i1(σ)− i2(σ)‖ : im ∈ S(F ′,Km), σ ∈ Ω, m = 1, 2}
= βF ′(K1,K2).
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Since this holds for arbitrary common S-correspondence F ′, we have
β(K1,K2) ≤ βF(K1,K2) ≤ inf {‖ĵ1(σ)− j(σ)‖ : j ∈ S(F ,K2), σ ∈ Ω}
≤ β(K1,K2). 
Theorem 3.4. Let B be a unital C∗-algebra and C be a von Neumann algebra acting on
a Hilbert space H. Then the function β is a metric on Kα
Ω
(B, C).
Proof. For each K1,K2 ∈ KαΩ(B, C), β(K1,K2) ≥ 0 and β(K1,K2) = β(K2,K1). Let F
and ĵ1 ∈ S(F ,K1) be as in the proof of Proposition 3.3(ii). Thus if β(K1,K2) = 0,
then inf {‖ĵ1(σ) − j(σ)‖ : j ∈ S(F ,K2), σ ∈ Ω} = 0. This yields ĵ1 ∈ S(F ,K2), because
S(F ,K2) is a norm closed subset of F . Thus K1 = K2. Moreover, if K3 ∈ KαΩ(B, C), then
β(K2,K3) = inf {‖i2(σ)− i3(σ)‖ : im ∈ S(F ,Km); m = 2, 3; σ ∈ Ω}
≤ inf {‖i2(σ)− i1(σ)‖ : i2 ∈ S(F ,K2); σ ∈ Ω}
+ inf {‖i1(σ)− i3(σ)‖ : i3 ∈ S(F ,K3); σ ∈ Ω}
= β(K2,K1) + β(K1,K3).

4. Intertwiners and Rigidity Theorem
Assume F to be a Hilbert C∗-module over a von Neumann algebra C acting on a
Hilbert space H. Suppose B is a unital C∗-algebra and Ω is a set. Let F be a common
S-correspondence for K1,K2 ∈ KαΩ(B, C), and im ∈ S(F ,Km) for m = 1, 2. Observe that
‖i1(σ)− i2(σ)‖2 = ‖〈i1(σ)− i2(σ), i1(σ)− i2(σ)〉‖
= ‖Kσ,σ
1
(1B) + K
σ,σ
2
(1B)− 2Re(〈i1(σ), i2(σ)〉)‖ for all σ ∈ Ω.
Therefore the set {〈i1(σ), i2(σ)〉 : im ∈ S(F ,Km) for m = 1, 2 and σ ∈ Ω} determines the
Bures distance β(K1,K2). We denote this set by NF (K1,K2). Indeed,
βF(K1,K2)
=inf {‖i1(σ)− i2(σ)‖ : im ∈ S(F ,Km) for m = 1, 2 and σ ∈ Ω}
=inf {‖Kσ,σ
1
(1B) + K
σ,σ
2
(1B)− 2Re(〈i1(σ), i2(σ)〉)‖ 12 : 〈i1(σ), i2(σ)〉 ∈ NF(K1,K2)}. (4.1)
Set N(K1,K2) := ∪FNF(K1,K2) where F is a common S-correspondence for K1 and K2.
LetBa,bil(F1,F2) denote the set of all adjointable bilinear maps between S-correspondences
F1 and F2, and
M(K1,K2) := {〈i1(σ), T i2(σ)〉 : T ∈ Ba,bil(F2,F1), ‖T‖ ≤ 1}
where (Fm, Um, im) is a Kolmogorov decomposition for Km whenever m = 1, 2. Elements
of M(K1,K2) are intertwiners between two (minimal) Kolmogrorov decompositions of
α-CPD-kernels.
Proposition 4.1. Suppose (Fm, Um, im) is a Kolmogorov decomposition for Km, where
m = 1, 2. Then the following statements hold:
(i) The definition of M(K1,K2) does not depend upon the choice of the Kolmogorov
decomposition (Fm, Um, im) for Km, where m = 1, 2.
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(ii) M(K1,K2) = N(K1,K2) = NF1⊕F2(K1,K2).
(iii) β(K1,K2) = inf {‖Kσ,σ1 (1B) + Kσ,σ2 (1B)− 2Re(m)‖
1
2 : m ∈M(K1,K2)}.
Proof. Assume (F ′m, U ′m, i′m) to be the minimal Kolmogorov decomposition for Km, for
each m = 1, 2. Define
M ′(K1,K2) := {〈i′1(σ), T ′i′2(σ)〉 : T ′ ∈ Ba,bil(F ′2,F ′1), ‖T ′‖ ≤ 1}.
For each m = 1, 2, we define a bilinear unitary Vm from F ′m to spansBim(Ω)C by Vm :
bi′m(σ)c 7→ bim(σ)c for all b ∈ B, c ∈ C and σ ∈ Ω. Each Vm ∈ Ba,bil(F ′m,Fm) and satisfy
V ∗mVm = idF ′m , because the range span
sBim(Ω)C of Vm is a complemented submodule
of Fm (cf. [14, Theorem 3.6]). This implies that Vm(i′m(σ)) = im(σ) and V ∗m(im(σ)) =
i′m(σ) for each σ ∈ Ω and m = 1, 2. If 〈i1(σ), T i2(σ)〉 ∈ M(K1,K2) for some T ∈
Ba,bil(F2,F1) with ‖T‖ ≤ 1, then T ′ := V ∗1 TV2 ∈ Ba,bil(F ′2,F ′1) and ‖T ′‖ ≤ 1. Further
we get 〈i1(σ), T i2(σ)〉 ∈M ′(K1,K2), since
〈i1(σ), T i2(σ)〉 = 〈V1i′1(σ), TV2i′2(σ)〉 = 〈i′1(σ), V ∗1 TV2i′2(σ)〉 = 〈i′1(σ), T ′i′2(σ)〉.
A similar argument also yields the reverse inclusion M ′(K1,K2) ⊂ M(K1,K2). This
proves statement (i).
(ii) : Let F be a common S-correspondence for K1 and K2. Assume 〈i1(σ), i2(σ)〉 ∈
NF(K1,K2), F1 = F2 = F and T = idF . Thus by (i), we get
〈i1(σ), i2(σ)〉 = 〈i1(σ), T i2(σ)〉 ∈ M(K1,K2).
This is true for all choices of 〈i1(σ), i2(σ)〉 ∈ NF(K1,K2) and F , it follows thatN(K1,K2) ⊂
M(K1,K2). On the other hand suppose that 〈i1(σ), T i2(σ)〉 ∈ M(K1,K2). Fix j1(σ) =
i1(σ) ⊕ 0 and j2(σ) = T i2(σ) ⊕
√
idF2 − T ∗T i2(σ) ∈ F1 ⊕ F2. Thus for each b ∈ B, we
obtain 〈j1(σ), bj1(σ′)〉 = 〈i1(σ), bi1(σ′)〉 = Kσ,σ
′
1
(b) and
〈j2(σ), bj2(σ′)〉 =
〈
T i2(σ)⊕
√
idF2 − T ∗T i2(σ), bT i2(σ′)⊕ b
√
idF2 − T ∗T i2(σ′)
〉
= 〈T i2(σ), T bi2(σ′)〉+
〈√
idF2 − T ∗T i2(σ),
√
idF2 − T ∗Tbi2(σ′)
〉
= 〈i2(σ), T ∗Tbi2(σ′)〉+ 〈i2(σ), (idF2 − T ∗T )bi2(σ′)〉
= 〈i2(σ), bi2(σ′)〉 = Kσ,σ
′
2 (b).
Similarly for each b ∈ B we can prove that Kσ,σ′
1
(b) = 〈α(b∗)j1(σ), j1(σ′)〉 and Kσ,σ′2 (b) =
〈α(b∗)j2(σ), j2(σ′)〉. Therefore (F1
⊕F2, jm) is a Kolmogorov construction for Km for each
m = 1, 2. Observe that 〈i1(σ), T i2(σ)〉 = 〈j1(σ), j2(σ)〉 ∈ NF1⊕F2(K1,K2). This proves
M(K1,K2) ⊂ NF1⊕F2(K1,K2), and hence N(K1,K2) ⊂ M(K1,K2) ⊂ NF1⊕F2(K1,K2) ⊂
N(K1,K2).
The statement (iii) follows from Equation 4.1. 
Corollary 4.2. Suppose B is a unital C∗-algebra and C is a von Neumann algebra
acting on a Hilbert space H. Assume Ω to be a set and (Fm, Um, im) to be a Kolmogorov
decomposition for Km ∈ KαΩ(B, C) where m = 1, 2. Then
β(K1,K2) = βF1
⊕
F2(K1,K2)
= inf {‖i1(σ)⊕ 0− j1(σ)‖ : j1 ∈ S(F1
⊕F2,K2)}.
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Proof. If 〈i1(σ), T i2(σ)〉 ∈M(K1,K2), then for eachm = 1, 2, there exists jm ∈ S(F1
⊕F2,Km)
such that 〈i1(σ), T i2(σ)〉 = 〈j1(σ), j2(σ)〉 and j1(σ) = i1(σ)⊕ 0 (cf. the proof of Proposi-
tion 4.1(ii)). From Proposition 4.1(iii) it follows that
β(K1,K2)
= inf {‖Kσ,σ1 (1B) + Kσ,σ2 (1B)− 2Re(〈i1(σ)⊕ 0, j2(σ)〉)‖
1
2 : T ∈ Ba,bil(F2,F1), ‖T‖ ≤ 1}
≥ inf {‖Kσ,σ1 (1B) + Kσ,σ2 (1B)− 2Re(〈i1(σ)⊕ 0, j′1(σ)〉)‖
1
2 : j′1 ∈ S(F1
⊕F2,K2)}
= inf {‖i1(σ)⊕ 0− j′1(σ)‖ : j′1 ∈ S(F1
⊕F2,K2)}
≥ βF1 ⊕F2(K1,K2). 
Next we obtain a technical proposition for CPD-kernels which defined over a set and
are from a fixed von Neumann algebra to itself. This result would be useful, in particular,
to prove a rigidity theorem for CPD-kernels.
Proposition 4.3. Let B be a von Neumann algebra acting on a Hilbert space H. Let Ω
be a set and (F , i) be the minimal Kolmogorov decomposition for the CPD-kernel K over
Ω from B to B. Then the following statements are equivalent:
(i) There exists a unit vector in the center CB(F) := {f ∈ F : bf = fb, for all b ∈
B}.
(ii) The module F is isomorphic to B⊕F ′ where F ′ is a von Neumann B submodule
of F .
(iii) There exists a subset {bσ : σ ∈ Ω} of B such that the two sided strongly closed
ideal generated by {bσ : σ ∈ Ω} equals to B. Moreover, there exists a CPD-kernel
L over Ω from B to B such that
Kσ,σ
′
(b) = bσ∗bbσ
′
+ Lσ,σ
′
(b) for all b, bσ, bσ
′ ∈ B and σ, σ′ ∈ Ω. (4.2)
Indeed, b 7→ bσ∗bbσ′ is also a CPD-kernel from B to B
Proof. (i) ⇒ (ii) : Choose a unit vector ζ ∈ CB(F). Then using the linear map bζ 7→ b
we identify the von Neumann B-module generated by ζ (i.e., Bζ) with B. (ii) follows
from the decomposition F = Bζ⊕Bζ⊥.
(ii)⇒ (iii) : To prove this implication, it is enough to consider F = B⊕F ′. Thus for
each σ ∈ Ω, there exists bσ ∈ B and j(σ) ∈ F ′ such that i(σ) = bσ ⊕ j(σ). This implies
Kσ,σ
′
(b) = 〈i(σ), bi(σ′)〉 = 〈j(σ), bj(σ′)〉+ bσ∗bbσ′ where b, bσ, bσ′ ∈ B and σ, σ′ ∈ Ω. Define
Lσ,σ
′
(b) = 〈j(σ), bj(σ′)〉 for all σ, σ′ ∈ Ω. Therefore it is clear that L is the required kernel
and the two sided strongly closed ideal generated by {bσ : σ ∈ Ω} equals to B.
(iii) ⇒ (i) : Let (F ′′, j) be the Kolmogorov decomposition for the CPD-kernel b 7→
bσ∗bbσ
′
. Since the difference of K and the kernel b 7→ bσ∗bbσ′ is the CPD-kernel L, we get
a bilinear contraction v : F → F ′′ satisfying v(i(σ)) = j(σ) for all σ ∈ Ω. Indeed, for
fixed x =
n∑
m=1
bσm i(σm)b
σ′m ∈ F we obtain
〈x, x〉 − 〈vx, vx〉
=
〈
n∑
m=1
bσm i(σm)b
σ′m ,
n∑
m=1
bσm i(σm)b
σ′m
〉
−
〈
v
(
n∑
m=1
bσm i(σm)b
σ′m
)
, v
(
n∑
m=1
bσm i(σm)b
σ′m
)〉
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=
n∑
m,l=1
bσ
′∗
mL(α(bσm)∗bσl)bσ
′
l ≥ 0,
i.e., ‖vx‖ ≤ ‖x‖ for each x ∈ F . So the map v extends to a contraction from the
strong operator topology closure of F to the strong operator topology closure of F ′′.
Since all von Neumann modules are self-dual (cf. [16, Theorem 4.16]), this extended
map v is also adjointable. Therefore we have a positive contraction w := v∗v, and
bσ∗bbσ
′
= 〈i(σ), wbi(σ′)〉 for all b ∈ B; σ, σ′ ∈ Ω. Since w commutes with each b ∈ B, we
infer that
√
w ∈ B′ ⊂ Ba(spansF). Thus we have
bσ∗bbσ
′
= 〈√wi(σ), b√wi(σ′)〉 for all b ∈ B; σ, σ′ ∈ Ω. (4.3)
Because 1B belongs to the two sided strongly closed ideal generated by the subset {bσ :
σ ∈ Ω} of B, from Equation 4.3 it follows that there exists f ∈ F such that b = 〈f, bf〉
for all b ∈ B. This implies that f is a unit vector. Indeed,
〈bf − fb, bf − fb〉 = 〈bf, bf〉 − 〈bf, fb〉 − 〈fb, bf〉+ 〈fb, fb〉
= 〈f, b∗bf〉 − 〈f, b∗f〉b− b∗〈f, bf〉+ b∗〈f, f〉b = 0,
i.e., f ∈ CB(F). 
Suppose B is a von Neumann algebra. The following rigidity theorem for CPD-
kernels shows that if the Bures distance between a CPD-kernel over Ω from B to B
and the identity kernel is less than one, then the S-correspondence arising out of the
Kolmogorov decomposition of the CPD-kernel contains a copy of B:
Theorem 4.4. Suppose B is a von Neumann algebra acting on a Hilbert space H and Ω
is a set. Assume (F , i) to be a Kolmogorov decomposition for the CPD-kernel K over Ω
from B to B and β(K, idB) < 1 where CPD-kernel idσ,σ
′
B
:= idB for each σ, σ
′ ∈ Ω. Then
F is isomorphic to B⊕F ′ where F ′ is a von Neumann B-B-module.
Proof. It is enough to consider the case when (F , i) is the minimal Kolmogorov decom-
position for the CPD-kernel K. Assume β(K, idB) < 1 − ǫ for some ǫ > 0. Note that
(B, 1B)) is the Kolmogorov decomposition for idB. Therefore it follows from Corollary 4.2
that there exists j′
1
(σ) = 1B ⊕ 0, j′2(σ) = bσ ⊕ j2(σ) ∈ B
⊕F such that ‖j′
1
(σ)− j′
2
(σ)‖ ≤
β(K, idB) + ǫ < 1. Indeed, we have K
σ,σ′(b) = 〈j′
2
(σ), bj′
2
(σ′)〉 = bσ∗bbσ′ + 〈j2(σ), bj2(σ′)〉
and ‖1− bσ‖ ≤ ‖j′
1
(σ)− j′
2
(σ)‖ < 1 for each σ, σ′ ∈ Ω and b ∈ B. Thus, each bσ is invert-
ible, and this implies that two sided strongly closed ideal generated by {bσ : σ ∈ Ω} is
B. Hence, the theorem follows using the part (iii)⇒ (ii) of Proposition 4.3. 
5. Transition probability
Let B and C be unital C∗-algebras, α : B → B be an automorphism, Ω be a set and
K1,K2 ∈ KαΩ(B, C). For a Hilbert C-module F which is a common S-correspondence for
K1 and K2, recall that for m = 1, 2, the set S(F ,Km) denote the set of all functions
im : Ω→ F such that
Kσ,σ
′
m (b) = 〈im(σ), bim(σ′)〉 = 〈α(b∗)im(σ), im(σ′)〉 where σ, σ′ ∈ Ω and b ∈ B.
Define the transition probability P (K1,K2) of K1 and K2 by
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P(K1,K2) := sup {‖〈i1(σ), i2(σ)〉‖2 : im ∈ S(F ,Km) for all m = 1, 2, and σ ∈ Ω}.
For an automorphism α : B → B, let F(K1,K2) be the set whose elements are kernels L
over the set Ω from B to C such that
‖Lσ,σ′(α(b∗)b′)‖2 ≤ ‖Kσ,σ1 (α(b∗)b)‖‖Kσ
′,σ′
2 (α(b
′∗)b′)‖ for all b, b′ ∈ B; σ, σ′ ∈ Ω.
If im ∈ S(F ,Km) for m = 1, 2, then for each σ, σ′ ∈ Ω
Lσ,σ
′
(b) := 〈i1(σ), bi2(σ′)〉 for all b ∈ B
defines a kernel over Ω from B to C. Indeed, for each b ∈ B and σ, σ′ ∈ Ω the computation
‖Lσ,σ′(α(b∗)b′)‖2 = ‖〈i1(σ), α(b∗)b′i2(σ′)〉‖2 = ‖〈bi1(σ), b′i2(σ′)〉‖2
≤ ‖bi1(σ)‖2‖b′i2(σ′)‖2 = ‖〈bi1(σ), bi1(σ)〉‖‖〈b′i2(σ′), b′i2(σ′)〉‖
= ‖Kσ,σ
1
(α(b∗)b)‖‖Kσ′,σ′
2
(α(b′∗)b′)‖,
implies that L ∈ F(K1,K2).
A kernel K ∈ Kα
Ω
(B, C) is called unital if Kσ,σ(1B) = 1C for all σ ∈ Ω. We obtain an
alternate description of transition probability in the following theorem. Similar result
for transition probability is known for states over unital C∗-algebras [1, Theorem 1], and
for states over unital ∗-algebras [22, Lemma 2.4]:
Theorem 5.1. Suppose B is a unital C∗-algebra and C is a von Neumann algebra acting
on a Hilbert space H. Let Ω be a set. Then the transition probability between unital
kernels K1,K2 ∈ KαΩ(B, C) satisfies
P(K1,K2) = sup {‖Lσ,σ(1B)‖2 : L ∈ F(K1,K2)}.
Proof. Assume (F , U) to be a common S-correspondence for K1 and K2. Let im ∈
S(F ,Km) for all m = 1, 2. Define F ′1 and F ′2 to be the submodules span{bi1(σ) : b ∈
B, σ ∈ Ω} and span{bi2(σ) : b ∈ B, σ ∈ Ω} of F , respectively. Suppose F1 and F2 are
von Neumann submodules of F defined as the strong operator topology closure of F ′
1
and
F ′
2
, respectively. Since all von Neumann modules are self-dual, they are complemented
in all Hilbert C∗-modules which contain them as submodules (cf. [17]). Indeed, we get
two orthogonal projections P1 : F → F1 and P2 : F → F2 which commutes with each
b ∈ B.
For each L ∈ F(K1,K2), we have
‖Lσ,σ′(α(b∗)b′)‖2 ≤ ‖Kσ,σ1 (α(b∗)b)‖‖Kσ
′,σ′
2 (α(b
′∗)b′)‖ = ‖bi1(σ)‖2‖b′i2(σ′)‖2 (5.1)
for all b, b′ ∈ B; σ ∈ Ω. This implies that the function (bi1(σ), b′i2(σ′)) 7→ Lσ,σ′(α(b∗)b′)
is a densely defined, bounded sesquilinear C-valued form defined on F1 × F2. Since all
von Neumann C-modules are self-dual, Riesz representation theorem for C-functionals
holds. This yields that there exists a (unique) bounded C-linear operator T1 : F1 → F2
satisfying
Lσ,σ
′
(α(b∗)b′) = 〈T1bi1(σ), b′i2(σ′)〉 for all b, b′ ∈ B and σ, σ′ ∈ Ω.
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From Inequality 5.1, it is clear that T1 is a contraction. Define T2 := P2T1P1 ∈ Ba(F).
Since ‖T1‖ ≤ 1, we have ‖T2‖ ≤ 1. For b, b′, b′′ ∈ B; σ, σ′ ∈ Ω we have
〈T2(b(b′i1(σ))), b′′i2(σ′)〉 = 〈T1(bb′)i1(σ)), b′′i2(σ′)〉 = Lσ,σ′(α(b′∗b∗)b′′)
= Lσ,σ
′
(α(b′∗)α(b∗)b′′) = 〈T1b′i1(σ), α(b∗)b′′i2(σ′)〉
= 〈bT2b′i1(σ)), b′′i2(σ′)〉,
which implies Lσ,σ
′
(α(b∗)b′) = 〈T2bi1(σ), b′i2(σ′)〉 for all b, b′ ∈ B; σ ∈ Ω. It also yields
that T2 commutes with each b ∈ B. Russo and Dye (cf. [5, Theorem I.8.4]) proved that
for any ǫ > 0, there exist real numbers r1, r2, . . . , rn ≥ 0 such that
∑n
k=1 rk = 1, and
there exist unitary elements U1, U2, . . . , Un in the commutant of B which satisfy∥∥∥∥∥T2 −
n∑
k=1
Ukrk
∥∥∥∥∥ < ǫ.
This implies∥∥∥∥∥Lσ,σ(1B)−
n∑
k=1
rk〈Uki1(σ), i2(σ)〉
∥∥∥∥∥ =
∥∥∥∥∥〈T2i1(σ), i2(σ)〉 −
n∑
k=1
rk〈Uki1(σ), i2(σ)〉
∥∥∥∥∥
=
∥∥∥∥∥
〈(
T2 −
n∑
k=1
rkUk
)
i1(σ), i2(σ)
〉∥∥∥∥∥ < ǫ,
and therefore we get ‖Lσ,σ(1B)‖ < ǫ +
∑n
k=1 rk‖〈Uki1(σ), i2(σ)〉‖. Observe that Uki1 ∈
S(F ,K1), for Uk belong to the commutant of B where 1 ≤ k ≤ n. Thus from the previ-
ous estimate and the definition of transition probability, we conclude that ‖Lσ,σ(1B)‖ <
ǫ + P(K1,K2)
1
2 . Because ǫ is arbitrary, ‖Lσ,σ(1B)‖ ≤ P(K1,K2) 12 . Thus P(K1,K2) ≥
sup {‖Lσ,σ(1B)‖2 : L ∈ F(K1,K2)}.
Conversely, for each ǫ > 0, there exist i1 ∈ S(F ,K1), i2 ∈ S(F ,K2) and σ ∈ Ω such
that ‖〈i1(σ), i2(σ)〉‖2 ≥ P(K1,K2)− ǫ. For each σ ∈ Ω, define a bounded linear map from
B to C by
Lσ,σ
′
(b) := 〈i1(σ), bi2(σ′)〉 for all b ∈ B.
Thus L ∈ F(K1,K2) and ‖Lσ,σ(1B)‖2 = ‖〈i1(σ), i2(σ)〉‖2 ≥ P(K1,K2)− ǫ. Because this is
true for each ǫ > 0,
P(K1,K2) ≤ sup {‖Lσ,σ(1B)‖2 : L ∈ F(K1,K2)}.
So the theorem holds. 
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