The mechanism of valence-state formation in the IV-VI alloys doped with rare-earth impurities is analyzed with respect to certain properties of narrow-gap semiconductors. The mean-field approximation in the slaveboson representation is used to account for the strong electron correlation at the impurity. The energy, width, and filling factor of the impurity level are calculated as a function of both the band gap and position of the chemical potential. We also calculate the temperature dependence of the magnetic susceptibility of an impurity. It is shown that mixing to coupled conduction-and valence-band states makes the properties of rare-earth dopants sensitive to the band gap and Fermi level in the narrow-gap semiconductor host.
I. INTRODUCTION
The problem of a mixed valence in metals doped with rare-earth atoms has been investigated for a long time. The intermediate valence or mixed-valent state has been rigorously established ͑see, for example, review articles [1] [2] [3] [4] and references therein͒. In metals, the behavior of rare-earth impurities is not, generally, very sensitive to a host material, but mostly depends on the specific kind of rare-earth impurity and relative position of the deep impurity level and Fermi level. 5 Recent experiments on rare-earth-doped narrow-gap IV-VI semiconductors revealed the variable valence state of Yb for which the f level is located deeply in the valence band of the host material. [6] [7] [8] In Yb-doped Pb 1Ϫx Ge x Te crystals, a switch between Yb 2ϩ and Yb 3ϩ states was established, when the chemical potential moved within the valence band. Such a change of the Yb impurity state is attributed to a change of the filling of the f shell at the Yb ion: from 14 electrons in the neutral state (Yb 2ϩ ) to 13 electrons in the ionized one (Yb 3ϩ
͒.
The situation in narrow-gap semiconductors differs from that of metals in some aspects. First, the coupling between conduction and valence bands, which causes the nonparabolicity of the energy spectrum, gets a mixing between the f level and the valence band influenced by conduction-band states. The admixture of the conduction-band states makes the mixed-valence behavior of the dopant dependent on the energy gap. Second, the Fermi-level position depends on carrier density; thus, the basic magnetic properties of rare-earthdoped narrow-gap materials have to be sensitive to growth conditions and annealing when native defects and impurities other than rare-earth ones strongly influence the carrier concentration. All this implies that the mixed-valence behavior of the narrow-gap semiconductors has to be considered in more detail with respect to peculiarities of the energy spectrum and the sensitivity of the material to external conditions.
Impressive progress in the theory of mixed states has been achieved in the framework of the slave-boson field theory and the 1/N expansion. [9] [10] [11] [12] Use of a slave-boson technique enables one to account for the strong Coulomb correlation at the impurity center, whereas the 1/N expansion essentially simplifies all the calculations, reducing them to a kind of mean-field approximation, with small fluctuations around a mean-field solution.
In this paper we consider the theory of the mixed-valence state in degenerated IV-VI narrow-gap semiconductors. As a tool, we use the slave-boson technique and 1/N expansion, approaches which have been successful in the case of metals.
We are going to apply these approaches to the IV-VI narrow-gap semiconductors, such as PbTe or Pb 1Ϫx Sn x Te alloys, and to take into account peculiarities of the wave functions and energy spectrum of these compounds. 13 In IV-VI semiconductors, in each of four valleys there are two close bands separated by a small energy gap. Only small volumes of the k space in each valley are allowed for electrons and holes, namely, in vicinities of L points of the Brillouin zone. The electron density of states is small within each valley due to the small effective masses of carriers. It means that the total probability of electron transitions between a localized and band states should be rather small.
The basis wave functions near band edges in IV-VI compounds allow the interband coupling which causes nonparabolicity of the energy spectrum. The amplitude of the electron wave function at a cation site is much larger than that of the hole wave function. This makes the s-d interaction of localized electrons with the conduction band larger than that with the valence band; thus, the mixing of the localized electrons with valence band is mostly indirect due to virtual conduction-band states. In IV-VI semiconductors the rareearth impurity substitutes the metal ͑cation͒ site in IV-VI binary compounds, which results in a strong mixing between conduction-band states and deep localized levels even in degenerated crystals such as p-PbGeTe͑Yb͒.
Strictly speaking, the s-d coupling constants depend on the specific type of energy valley. If we direct the quantization axis along a distinguished vector of a certain valley, then the overlap integrals will be different for this valley and for other equivalent tilted valleys ͑the wave function of carriers at the band edge have spherical symmetry, whereas the localized impurity has orbital moment lϭ3͒. For the sake of simplicity, we are going to neglect this anisotropy and consider the coupling constants as parameters independent of valley number. The possible justification is that the contribution from three equivalent tilted valleys is larger than that from one certain valley. We neglect also the anisotropy of the energy spectrum in order to avoid the necessity of coordinating the anisotropy axis of each valley with the quantization axis. Actually, the final result is always reached after summation over all valleys, which results in a corrected interaction parameter that is just the mean geometrical value of transverse and longitudinal s-d interaction constants. It should be noted that the variable valence in the IV-VI semiconductors doped with third-group impurities In and Tl was discussed earlier by several authors, mostly with regards to the persistent photoconductivity 14, 15 and superconductivity. 16 
II. MODEL
The model takes into account two-band electrons with interband coupling and spin-orbit interaction in each energy valley. The interaction of band electrons with localized ones is taken in the form of Anderson hybridization, with inclusion of a slave-boson field b am , where the indices a and m indicate the valley and magnetic quantum numbers (mϭl,l Ϫ1,...,Ϫl, and lϭ3 for Yb͒, respectively.
The Hamiltonian of the model has the form
where ⑀ 0 is bare the energy level of an f electron at the impurity atom. The matrix in space of bands and spins of the Dirac model for the electron energy spectrum in IV-VI crystals ⑀ k is given as
where 2⌬ is the energy gap and v is the interband coupling parameter. The energy spectrum in conduction ͑c͒ and va-
. In accordance with Eq. ͑1͒, the transitions of an electron from a band to a localized f state ͑and vice versa͒ is accompanied by processes of emission and absorption of a boson b am .
Here the basis functions for free electrons of each valley, localized f electrons, and slave bosons are taken as spinors in space of bands (c,v) and spin states:
V k is the diagonal matrix in the space of bands:
where V 1 and V 2 are hybridization coupling constants to the conduction and valence bands. The hybridization ͓last term in Eq. ͑1͔͒ generates s-d scattering from the localized impurity ͑Fig. 1͒:
as follows from the second-order perturbation over V k . Here ␣ and ␤ are the spin indices.
The condition that the localized center can contain not more than one hole can be expressed by an additional equation
where c † and c are the creation and annihilation operators for holes at the f state. Equation ͑5͒ means that we consider a nearly filled f shell that corresponds well to the case of Yb impurities. With this constraint, the free energy of the system is given as
where ␤ϭ1/T and is the thermodynamic time. 17 The partition function of the system,
includes the integration over the ͑͒ field, entering the free energy as a Lagrange factor. If we integrate out b † and b fields, we come to a fourparticle interaction of the form of Eq. ͑4͒ with Jϳ(V 1 2 ϩV 2 2 )/(Ϫ⑀ 0 ). It should be noted that using a b field with a magnetic momentum projection m and valley index a allows us to model the hybridization interaction and implies that the scattering of a free carrier from impurity ͑4͒ conserves the total magnetic momentum and intervalley scattering is absent. 
III. CONDENSATION OF SLAVE BOSONS
The thermodynamical Green functions are defined as 17 G ka ͑,Ј͒ϭϪ͗T ka ͑͒ ka † ͑Ј͒͘,
where G ka , G f , and D ami are Green functions of free carriers, localized electrons, and b bosons, respectively. The bare Green functions after Fourier transformation to the imaginary frequencies are given as
where x and z are the Pauli matrices, ⑀ R ϵ⑀ 0 Ϫ is the renormalized impurity level, and is the chemical potential.
Here the discrete frequencies are i⑀ϭ(2nϩ1)T for fermions and iϭ2nT for b bosons. Consider now the diagrams for the impurity Green function G f (i⑀). Diagrams with closed loops ͑Fig. 2͒ are proportional to N a ͑number of valleys͒. We assume N a ӷ1; this allows us to take into account only loop diagrams and corresponds to the 1/N expansion. 12 The self-energy operator for the impurity Green function is ͑Fig. 3͒
where G and D are written as i and j elements of the corresponding matrix Green functions.
The integration over momentum of the matrix G k 0 in Eq. ͑10͒ gives zero for nondiagonal terms; thus, we get
The 
where
The boson Green function D i (i) will be found from
is the polarization operator and the trace goes in the spin space. Using Eqs. ͑12͒-͑14͒, we find the condition for condensation of the i-boson field b i (ϩ⌸ i ϭ0) in the form
contains different ⌫ i ; thus, we have different conditions for condensation of b i fields. This means that condensation is possible for both iϭ1,2 boson fields separately. Such asymmetry in the space of bands is attributed to the difference in coupling constants V 1 and V 2 . Assuming that only one of the b i fields ͑with certain i͒ is condensed, we can simplify Eq. ͑15͒ to
The same result could be obtained as a result of the saddle-point equation ␦F/␦b i ()ϭ0, with the use of Eq. ͑6͒,
The constraint ͑5͒ follows from the analogous saddlepoint approximation with respect to the field, ␦F/␦() ϭ0, which gives Eq. ͑5͒ in the form
͑17͒
with the hole Green function of the localized state in the first term and N m ϭ(2lϩ1) for the number of orbital states. The set of equations ͑16͒ and ͑17͒ determines i and and, consequently, the impurity-level position and width in the mixed-valence state.
It should be noted that the renormalization of the free carrier Green function G ki can be neglected, provided that we consider only one impurity. In the case of a finite impurity concentration, the correction is proportional to the impurity concentration, which we assume to be small.
As a next step, we calculate ⌫ i (z), which enters these equations. For complex frequencies z and for ϭ0, using Eqs. ͑9͒ and ͑13͒, we obtain
Let us denote zϭz 1 ϩiz 2 and take w 0 (k)ϭw 0 ϭconst. After integrating along a contour in the upper half-plane of complex k, we have
For z 2 →0 it simplifies to ͑here we restore the chemical po-
, ͉z 1 ϩ͉Ͼ⌬, ͑20͒
and 
IV. ENERGY OF THE IMPURITY LEVEL
The shift of the impurity energy level renormalized by hybridization is Re . We are going to find the singular part of energy shift that is strongly dependent on the electron spectrum of the host semiconductor. In order to do that, we need to solve Eqs. ͑16͒ and ͑17͒. A solution of Eq. ͑17͒ can be found easily for T→0 ͓or, more exactly, for T ӶN a i ⌫(⑀ R Ϫ)͔. The first term in Eq. ͑17͒ is the hole filling factor at the f center. At Tϭ0 it can be written as
where the spectral density is the imaginary part of the retarded Green function for holes, G f R (E):
We find
where we denoted ⌫ i0 ϵ⌫ i (⑀ R Ϫ).
The assumed constraint ͑5͒ and the single-loop approximation make our consideration valid for N m ӷ1 and p f р2; so we get
where we are restricted by the inequalities N a i ⌫ i0 Ӷ Ϫ⑀ R and Ͼ⑀ R . In this region the renormalized level ⑀ R is always located below the Fermi energy, and its width N a i ⌫ i0 is much smaller than the distance between this level and . Using Eqs. ͑17͒ and ͑24͒, we get
͑25͒
Thus, for ⌫ i0 ӶϪ⑀ R ͑no holes at the f center͒, we find
and, for Ϫ⑀ R Ӷ⌫ i0 ͑the hole number is close to 1͒, FIG. 5 . Imaginary parts of the electron self-energy for the conduction (⌫ 1 ) and valence (⌫ 2 ) bands for different values of the energy gap.
At finite temperatures, the modification of Eq. ͑21͒ is obvious:
where f (E)ϭ͓exp(E/T)ϩ1͔
This means that only the possibility of (Ϫ⑀ R )ӷT is allowed, since N m ӷ1. It gives us
In a similar way we find the solution of Eq. ͑16͒. Writing it down in the form ϭ2iT ͚ n ⌫ i ͑i⑀ n ͒G f ͑i⑀ n ͒, using the spectral representation for G f , and changing the summation over frequency to the contour integration ⌫ around the Im(z) axis in the complex z plane, we have
Using Eq. ͑18͒, we obtain
In the integral over z, we can use the poles at zϭϪ ϮE k , and in the integral over k, we transfer to the integration over E k :
with the density of states
Then we have
͑33͒
where ⌫ i (E) is taken with E→Eϩi␦.
We assume that the chemical potential is located in the valence band, i.e., ϽϪ⌬ ͑and TӶ⌬͒. Then Eq. ͑33͒ simplifies to
where we have introduced a cutoff ⌳Ӎmv 2 ; m stands for the contribution to the effective mass from remote bands. 13 It means that the energy ⌳ restricts the range of applicability of Dirac's model for the energy spectrum at large momenta.
At Tϭ0 we obtain, from Eq. ͑34͒,
This integral contains a regular part from ͉⑀ R ͉Ͻ͉E͉Ͻ⌳ and singular logarithmic contribution from the region near the Fermi energy, Ϫ⑀ R Ͻ͉E͉Ͻ͉⑀ R ͉. The result for singular part follows:
͑36͒
where in IV-VI ternary alloys. As follows from figures, the lower the gap is, the wider the region of is where intermediate valence takes place ͑valence changes since 1 changes from 0 to a maximum value͒. It is attributed to the indirect coupling of the impurity state with valence-band ones, via the intermediate conduction-band states. The impurity energy level follows when it moves inside the valence band ͑Fig. 6͒, and the width of the level depends strongly on in the mixed-valence region ͑Fig. 7͒. It is this many-particle level that is responsible for the properties of the rare-earth-doped narrow-gap semiconductor.
V. MAGNETIC SUSCEPTIBILITY
The magnetic moment of an impurity in magnetic field H oriented along the z axis can be calculated from
where the effective g factor of our model g* is determined by
and the impurity density of states
The static magnetic susceptibility, related to a singleimpurity center ͑for many noninteracting centers, it should be multiplied by their number͒, is
If ⑀ R Ͻ and (Ϫ⑀ R )/Tӷ1, it simplifies to
͑42͒
Thus we find a different temperature behavior of the susceptibility for different temperature regions ͓Eqs. ͑40͒-͑42͔͒.
VI. DISCUSSION
We have calculated the density of states of the manyparticle resonance level ⑀ R near the Fermi energy, with a width N a i ⌫ i0 . The position of this level and its width depend on the chemical potential . The behavior of the resonance levels in IV-VI narrow-gap semiconductors differs in some aspects from that for simple metals with rare-earth impurities. First, the chemical potential in a semiconductor can be changed by doping with shallow impurities. No such effect is possible in metals. Second, the width of the resonance level is much less than the corresponding value in metals, due to the small density of states at the Fermi level for narrow-gap semiconductors. Actually, the width is not determined exactly by the electron density of states at the Fermi level ͑as it is in metals͒, but is described by Eq. ͑20͒, which is related to the more complicated energy band structure of IV-VI narrow-gap semiconductors.
We have restricted ourselves by considering only meanfield approximation theory. In our approach the fluctuations of b fields around the mean-field value is not so strongly suppressed, as for the large-spin theory. The formal reason for that is the absence of a large numerical factor in Eq. ͑14͒ for the polarization operator: the large number of valleys, N a , only helps us to select the perturbation-theory diagrams containing the N a factor. Thus the role of fluctuations remains a subject for further study. PRB 59
