We study online demand fulfillment in sparse networks with arbitrary numbers of resources and request types, and positive Generalized Capacity Gaps (GCG) introduced by Shi et al. (2016) . We show that such a sparse network with limited flexibility is both necessary and sufficient to achieve bounded performance gap compared with networks with full flexibility, extending the work by Asadpour et al. (2016) from the long chains to more general sparse networks. We develop simple inventory allocation rules and guidelines for designing sparse network structures with positive GCGs such as generalized long chains. Numerical experiments and a real case study are conducted to confirm our findings as well as some of the flexibility principals conjectured in the literature.
Introduction
Firms can hedge against demand uncertainty and heterogeneity by introducing flexibility into their production or distribution systems. Consider a system with I number of resources (e.g., production lines or distribution centers) serving J request types (e.g., products or demand from different geographical regions). Rather than dedicating each resource to a single request type, a firm may configure the resources so that they each are capable of serving multiple request types. If each resource is capable of serving all request types, the system is said to be fully flexible. Such systems can best match supply and demand and hence maximize sales, yet they are likely too expensive to build and/or operate, which renders them impractical.
Fortunately, theoretical and empirical evidence have shown that systems with a small amount of flexibility, e.g., a chaining structure first introduced by Jordan and Graves (1995) , perform nearly as well as fully flexible systems under various scenarios. However, the existing insights were established analytically mostly under the long chain structure for balanced systems, i.e., I = J, with two features. First, all resources have the same capacity and all request types have identically distributed demand, i.e., the resources and request types are homogeneous. Second, the fulfillment decisions (how much of each product should be manufactured at each plant) are made offline, i.e., after all of the demand is realized and observed, and hence these decisions can be obtained through deterministic optimization given the resource capacity.
In practice, however, most systems are unbalanced, i.e., a few plants making a large number of the products or a few distribution centers fulfilling orders from cities around a country, and the long chain concept cannot be applied directly. Moreover, resources and request types are often non-homogeneous. Shi et al. (2016) then formulated a flexibility concept, the Generalized Chaining Gap (GCG), for systems with arbitrary numbers of homogeneous or non-homogeneous resources and request types. In an infinite horizon, periodic review setting, they show that sparse flexibility systems with a positive GCG, which include the long chains with homogeneous plants and products, can achieve near-optimal performance when capacity utilization is high. Thus, the benefit of limited flexibility has been thoroughly established for cases where demand is fulfilled offline.
In many real systems such as distribution systems, demand arrives sequentially and needs to be processed immediately, i.e., demand is fulfilled online. Given a network structure and a forecast of future requests, a firm first allocates inventory to resources at the beginning of a selling season and then fulfills a request as it arrives using inventory at the resource dedicated to the request type or at one of the resources that are capable of serving this type of request. Asadpour et al. (2016) are the first and only ones to study the effectiveness of the long chain structure with three particular characteristics when demand is fulfilled online.
The first is that the total inventory in the system is exactly the same as the total expected demand, i.e., there is no safety stock in the system, which is the worst-case scenario. This is in a similar spirit to Shi et al. (2016) who show that sparse flexibility systems with a positive GCG can achieve near-optimal performance when capacity utilization is high enough. The second characteristic is that inventory allocation is not a decision. Under the long chain structure, resource i is allocated the exact amount of inventory needed to fulfil the expected demand associated with request type i, i = 1, · · · , I. Third, demand is fulfilled according to a greedy online fulfillment policy and demand that is not met immediately is lost. Under these conditions, the expected lost sales under full flexibility, i.e. the benchmark, are zero and the performance measure reduces to the expected lost sales of a given long chain. Shi et al. (2016) demonstrate the effectiveness of the long chain structure by providing an upper bound on the expected total lost sales that is independent of the market size.
In this paper, we extend the work of Asadpour et al. (2016) on long chains to unbalanced systems where I J as in many real systems as well as incorporating inventory allocation decisions. We provide a simple inventory allocation under which any connected flexibility structure with at least I + J − 1 arcs can achieve a positive GCG, a special case of the flexibility condition identified by Shi et al. (2016) when the system utilization is exactly 1.
Furthermore, we show that a positive GCG is both necessary and sufficient for bounded performance of a system under online fulfillment after extending the greedy fulfillment policy in Asadpour et al. (2016) from balanced systems to unbalanced ones. Below we summarize our main findings and contributions.
1. Shi et al. (2016) show that, systems with I + J arcs and a positive GCG can achieve near optimal performance when demand is fulfilled offline in each period. For systems that fulfill demand online, we provide an inventory allocation rule and an online fulfillment policy under which connected systems with as few as I + J − 1 arcs are guaranteed to have a positive GCG and bounded performance. We further show that a positive GCG is a necessary and sufficient condition for bounded performance under online fulfillment.
2. The analysis in Asadpour et al. (2016) heavily relies on the symmetric properties of the long chain. For more general networks in our paper, we construct a new method by considering the system structure. To be specific, we partition the network into two parts based on load deviation (see § 4.2), and analyze the more difficult part using the max-flow min-cut theorem. Furthermore, our performance bound is tighter than that in Asadpour et al. (2016) when specialized to long chains.
3. Similar to Shi et al. (2016) under offline fulfillment, the GCG -which when positive measures the extent to which supply dominates demand -is an important indicator of the system performance under online fulfillment. The higher the GCG, the better a system performs, although bounded performance only requires a positive GCG under online fulfillment. We show that I + J arcs are enough to design a system that achieves the highest possible GCG and adding more arcs only improves performance slightly. We also provide an algorithm to achieve the highest GCG when there are I + J − 1 arcs, the minimum number of arcs required for a system to achieve a positive GCG. 4. We provide simple principles for the structural design of systems with I + J − 1 and I + J arcs.
• With I + J − 1 arcs, a positive GCG excludes all systems with a cycle. Furthermore, at least one request type would not be able to enjoy supply flexibility and it should be one with the lowest demand. If we are allowed one more arc, there would be a cycle in the system and that additional arc should be added to form the largest cycle possible, which is consistent with the observation made in Jordan and Graves (1995) .
• If one has the freedom to design a system with I + J arcs, one can simply divide the resources into I groups and form a generalized long chain (GLC) with I resources and request groups.
5. Flexible systems that fulfill requests online may incur additional shipping costs compared with dedicated ones. However, numerical examples show that a little flexibility improves the performance significantly without increasing the total shipping costs too much for systems with a positive GCG.
The paper is organized as follows. After a brief literature review in Section 2, we present our detailed model in Section 4 and introduce the GCG and fulfillment policy in Section 4.1.
We establish a performance bound for systems with a positive GCG that is independent of the market size in Section 5. Based on the insights from the bound, we derive some important principles for the inventory allocation decision and network structure design in Section 6 and verify them in various numerical examples in Section 7. We also conduct a case study using data from Amazon China in Section 8 and conclude the paper in Section 9.
Literature Review
The study of process flexibility structures dates back to the seminal work of Jordan and Graves (1995) who observe that a sparse chaining flexibility structure often achieves almost the same performance as the fully flexible system. Motivated by their empirical findings, most theoretical work since then has focused on explaining the power of chaining for balanced systems, with a few exceptions for unbalanced systems.
The effectiveness of a long chain in balanced systems, i.e., I = J, compared with the effectiveness of fully flexible systems has been investigated extensively. Chou et al. (2010) derive the ratio of the performance of the long chain to that of the full flexibility system when the system size approaches infinity and show that, for certain demand distributions, the ratio is very close to 1. Simchi-Levi and Wei (2012) consider the benefit of adding each arc as one constructs a long chain from a dedicated system and show that the benefit increases under the assumption that the request types are interchangeable, implying that the biggest benefit is always achieved when the last arc closes the chain. Furthermore, they establish that the long chain maximizes the expected sales among all flexibility designs where each node is incident to exactly two arcs. Wang and Zhang (2015) obtain a bound on the asymptotic performance of the long chain that only depends on the mean and variance of the demand distribution. Recently, Désir et al. (2016) prove the optimality of the long chain among all connected structures with the same number of arcs. Research has also been conducted on the long chain using a graph expander. Chou et al. (2011) prove that there exists a sparse graph that can achieve (1 − ) of the sales of a fully flexible system in the worst-case demand scenario. Chen et al. (2015) use the probabilistic expander, i.e., the probability that an arc linking a supply node and a demand node is proportional to the product of their capacity and demand, to derive a theoretical bound on the number of arcs required to achieve (1 − ) performance of full flexibility in a symmetric system. For unbalanced systems, i.e., I = J, for which the long chain concept does not apply, analytical results are difficult to obtain and much effort has been devoted to developing flexibility design indices to measure the effectiveness of different flexibility structures starting from the JG index proposed by Jordan and Graves (1995) . Other indices include the structural flexibility index in Iravani et al. (2005) , the WS-APL index in Iravani et al. (2007) , the g-measure in Graves and Tomlin (2003) , the expansion index in Chou et al. (2008) , and the plant cover index in Simchi- Levi and Wei (2015) . Deng (2013) offer detailed descriptions of these indices. Researchers have also studied unbalanced systems from other perspectives. Shen and Deng (2013) propose flexibility design guidelines for symmetric demand via simulation and refined the well-known Chaining Guidelines if each product is manufactured at exactly two plants. Chen et al. (2016) construct a simple flexibility design to fulfill (1 − ) fraction of the expected total demand with high probability with an average degree of O(ln(1/ )) using a probabilistic expander. Tanriseer et al. (2012) evaluate the effectiveness of different flexibility structures by simulation under a feasible production scheduling policy obtained using a sampling-based decomposition method in a multi-period setting. Sheng et al. (2015) consider capacity portfolio investment on flexible machines and show that, under certain conditions, the optimal flexibility configuration consists only of dedicated machines and machines capable of building only two types of products.
The work of Shi et al. (2016) represents a recent breakthrough in the theoretical study of unbalanced systems. They introduce the Generalized Chaining Gap (GCG) to identify effective flexibility structures. For systems with a positive GCG, which is essentially the complete resource pooling condition in the queueing literature, they obtain an upper bound on the long-run average backlog cost under the max-weight fulfillment policy. The upper bound theoretically demonstrates that, when capacity utilization is high, the performance of a structure with a positive GCG is almost the same as that of a fully flexible structure.
They also provide a simple and efficient algorithm for finding such sparse structures and show that the requirement of I + J arcs is tight in general. Asadpour et al. (2016) are the first to study the performance of the long chain structure when demand is fulfilled as it arrives or online. Under certain conditions as mentioned in our Introduction, they show the bounded performance of the long chain structure. In this paper, we extend Asadpour et al. (2016) to unbalanced systems and focus on systems with a positive GCG as in Shi et al. (2016) . While Asadpour et al. (2016) assign inventory to a resource according to the expected demand associated with the primary type of request at this resource, we identify an inventory allocation that results in a positive GCG and show that bounded performance is guaranteed for systems with a positive GCG.
Process flexibility has also been studied in various areas, such as limited labor crosstraining in call centers (Wallace and Whitt (2005) ), resource portfolio investment (Bassamboo et al. (2010) ), and queueing networks (Gurumurthi and Benjaafar (2004), Tsitsiklis and Xu (2017) ). Since flexibility has the potential to increase shipping costs, research on how to develop order fulfillment policies for online retailers in order to minimize the total outbound shipping costs, e.g., Xu et al. (2009) and Jasin and Sinha (2015) , is also relevant.
Our work is also related to the broad class of dynamic resource allocation problems which require irrevocable decisions to be made as requests arrive sequentially. One approach to coping with sequential arrivals is to utilize approximate dynamic programming (ADP) techniques, which produce tractable solutions that often exhibit satisfactory performance in practice (e.g., see Van Roy et al. (1997) ). On a more general level, our problem can also be viewed as an online stochastic matching and dynamic matching problem. For more information on online stochastic matching, see Feldman et al. (2009 ), Manshadi et al. (2012 , and Jaillet and Lu (2013) . For dynamic matching, Buỳić et al. (2013) and Buỳić and Meyn (2015) study dynamic matching problems where there is exactly one request and one supply in each period, and propose near-optimal polices to minimize the infinitehorizon average-cost. Due to the complexity of unbalanced systems in our setting, we have decided to modify the greedy fulfillment policy in Asadpour et al. (2016) under which bounded performance is guaranteed for systems with a positive GCG.
Model Formulation
We consider a system with I resources and a total of K units of initial inventory. Requests for inventory arrive sequentially and need to be fulfilled immediately. Upon arrival, each request is revealed to be of type j with probability p j and there is a total of J request types. We assume that I J as in most real applications. We refer to p = (p 1 , ..., p J ) as the demand vector, and define min j∈J {p j } p min and max
Requests that cannot be fulfilled are lost. We assume that I, J, and p are all given and fixed. We now describe the details of the system and operational decisions.
1. The flexibility structure. The flexibility structure we are concerned with can be modeled as a bipartite graph A = (I, J , E) where I = {1, 2, · · · , I} is the set of resources, J = {1, 2, · · · , J} is the set of request types, and E is the set of all the arcs in the network. Figure 1a provides an example of the network structure. An arc (i, j) ∈ E if resource i is capable of fulfilling request type j. A structure has full flexibility if A is a complete bipartite graph with I × J arcs, i.e., each resource can serve all request types, while the well-known long chain structure where I = J has I + J = 2I arcs.
2. Inventory allocation. For a given total amount of inventory K, let c i K, where
be the amount of inventory allocated to resource i. While almost all existing research on process flexibility assumes that the initial inventory or capacity is given and not a decision to be made, we treat inventory allocation c = (c 1 , · · · , c I ) as a decision. Note that, if c i = 0, we can simply remove resource i from the network. Thus, when analyzing the performance of a system for a given (A , p, c), we always assume that min
3. Dynamic fulfillment policy. Upon an arrival, the resource needed to fulfill the request must be determined based on the flexibility structure A and system status. Since it is difficult to find an optimal dynamic fulfillment policy, we will extend the greedy fulfillment policy for the long chain proposed by Asadpour et al. (2016) to unbalanced systems. We will refer to (A , c, p) as a system and take the fully flexible version of it as the benchmark. The performance measure we are concerned with is the difference in the expected lost sales between the two systems after all requests have arrived. The performance difference is most significant when the total demand is exactly equal to the total capacity K as discussed in Section 4.3 of Asadpour et al. (2016) . Thus we will follow Asadpour et al.
(2016) and focus on the impact of limited flexibility by assuming that the total expected demand is K. In this case, there would not be any lost sales under full flexibility no matter how inventory is allocated and how requests are fulfilled, and the performance measure reduces to the expected lost sales of a given system (A , c, p).
The GCG Systems and a Dynamic Fulfillment Policy
In this section, we will first define the GCG and show that a positive GCG is a necessary condition for the expected lost sales remain stable despite increases in K. We then introduce the dynamic fulfillment policy.
The GCG and GCG Systems
Let J (i) = {j : (i, j) ∈ A } and J (I ) = ∪ i∈I J (i) be the sets of request types that can be fulfilled by resource i and by a resource in I ⊆ I, respectively. Similarly, let I(j) = {i :
(i, j) ∈ A } and I(J ) = ∪ j∈J I(j) be the set of resources that can fulfill type j requests and a subset of requests J ⊆ J , respectively.
For a subset of requests J , η J = i∈I(J ) c i − j∈J p j represent the ability of the system to fulfill J . The GCG is then defined as
measuring the ability of the system to fulfill all subsets of requests. Our GCG is a special case of that considered by Shi et al. (2016) when the total demand is equal to the total capacity K. Since
A system (A , c, p) with a positive GCG is referred to as a GCG system in which there is sufficient supply for any subset of requests in expectation. A GCG system (A , c, p) also has the following properties:
• The network A is connected and has at least I +J −1 arcs. The long chain in Asadpour et al. (2016) where I = J and c = p is a GCG network with I + J arcs.
• For any given connected network structure A and demand vector p, there always exists an inventory allocation c such that (A , c, p) is a GCG network. For instance, we have a GCG network if we allocate p j amount of inventory evenly to all resources in I(j)
for all j ∈ J .
• A positive GCG is a necessary condition for the expected lost sales to be finite as the market size K increases. To see this, suppose that there exists a J ⊂ J such
Since the total number of requests from J follows a Binomial distribution with K, j∈J p j and there is only i∈I(J ) c i K amount of supply, the total expected lost sales are at least E Binom K,
by the Central Limit Theorem, which is at least in the order of √ K.
The Load Deviation Fulfillment Policy (LDP) for a GCG System (A , c, p)
The fulfillment decision when a request arrives clearly requires consideration of not only the network structure A , the capacity vector c and the demand vector p, but also the system status upon the arrival, e.g., the current inventory at all resources and the number of remaining arrivals. Thus, it is difficult to optimize the fulfillment decision. Let us first examine two simple fulfillment policies. Figure 2 where resource j is the primary resource for request type j and a sample path of the demand where there is an equal number of requests from each type after the first K/2 arrivals, which happens with a positive probability. Then, resource 1 would then be out of stock, and resources 2 and 3 would respectively have K/6 and K/3 inventory, after the first K/2 arrivals. Since resource 2 is the only resource for request type 1 as well as the primary resource for request type 2 for the remaining K/2 arrivals, the lost sales and hence the expected lost sales of the system are in the order of K.
2. A random fulfillment policy: Requests of type j are randomly fulffilled with resources in I(j) according to a certain distribution, e.g., with equal probability. For the example in Figure 2 , a request of type 2 is assigned to resource 3 with probability 1/2 under the random fulfillment policy. Thus, the total number of requests that resource 3 (with capacity c 3 = K/2) needs to fulfill follows a Binomial distribution with (K, 1/2). Then, with a positive probability, resource 2 will run out of inventory before resource 3, resulting in the lost sales and hence the expected lost sales at least in the order of √ K. Thus, we will generalize the modified greedy policy in Asadpour et al. (2016) which was designed for the long chains where I = J and each request can be fulfilled by exactly two resources. Let L i (k) be the number of requests that have been assigned (which we will explain later) to resource i, referred to as the load of resource i, and
its deviation from the average load of resource i after k arrivals. A positive (negative) load deviation indicates a higher (lower) ideal rate of demand for inventory at a resource. As the (k + 1)th request, for example of type j, arrives, it is assigned to a resource in I(j) that has the smallest load deviation regardless of its inventory status, denoted by i * (j), and the load at this resource is updated as
If there are multiple resources with the same smallest load deviation, we simply pick one randomly. Thus, the load deviation evolves as
and, for any
inventory, in which case, the request will be fulfilled by a resource in I(j) in an arbitrary manner, or lost if none of the resources in I(j) has inventory.
We can remove resources from the system one by one over time as they run out of inventory and the network structure changes in k. However, doing so would greatly complicate the presentation of the analysis. Thus, for the ease of presentation, we will keep all resources in the network at all times and allow the assignment of requests to resources with zero inventory, i.e., L i (k) ≥ c i K, even though these requests would most likely be fulfilled by another resource with inventory. Thus, L i (k) can be understood as the number of requests that would have been fulfilled by resource i after k arrivals had there been enough inventory.
We would like to point out that a fulfillment policy based on the relative magnitude of the load deviation X i (k)/c i , i = 1, · · · , I, also works well and bounded performance is guaranteed by the same bound in the next section for GCG systems. As a matter of fact, numerical examples indicate that the weighted load deviation policy may perform even better than the load deviation policy.
Bounded Performance of GCG Systems
In this section, we establish an upper bound on the expected lost sales for any GCG system (A , c, p) if requests are fulfilled according to the load deviation fulfillment policy. This bound is independent of the market size K, implying that the GCG is not only necessary but also sufficient to guarantee bounded performance. The upper bound only depends on I, c min and the GCG η. When c min < η/I, which occures when at least one resource is allocated relatively low inventory compared with others, the upper bound is inversely proportional to c min but independent of other system parameters. Otherwise, the upper bound is increasing in the number of resourses I and decreasing in the GCG η. For the long chain in Asadpour et al. (2016) , η = p min = c min and our bound reduces to ln 64 1 p min which is much tighter than I 4 ∆ 2 ln(I 6 ∆ 4 + 1) where ∆ = p max /p min provided by Asadpour et al. (2016) .
Overview of the Proof
We first note as in Asadpour et al. (2016) that max {X i (K), 0} is the amount of lost sales if any request assigned to resource i after it runs out of inventory is simply lost, instead of (possibly) fulfilled by another resource, and is no less than that under our load deviation fulfillment policy. Thus, we will bound
which is an upper bound on the expected total lost sales under our load deviation fulfillment policy.
For any given constant C > 1,
after applying Jensen's Inequality twice. Thus,
where Φ (X(k)) = I i=1 e X i (k)/C is a potential function, and we only need to bound the expectation of the potential function. We achieve this by establishing that the potential function exhibits a contraction property, i.e.,
For long chains, Asadpour et al. (2016) establish a similar inequality to (4) by taking advantage of the long chain structure. Without the symmetric properties of the long chain, we need to take the network structure into consideration and invoke the max-flow mincut theorem to obtain (4), which represents a different approach. We first introduce the following property of the potential function.
Lemma 1. For any C > 1,
where
and i * (j) is the resource assigned to the (k + 1)th arrival if it is of type j.
By Lemma 1, it suffices to establish a desired bound for Γ and a relationship between Γ and
c i e X i (k)/C . We will first separate the terms in Γ into two groups by partitioning the resource and request nodes into two groups according to the network structure and load deviations, and bound the terms in Γ in each group by applying the max-flow min-cut theorem.
5.2.
Proof of Theorem 1 5.2.1. Network Partition Let X min (k) be the value of the smallest load deviation among all resources after the kth arrival and S c = {i ∈ I : X i (k) = X min (k)} be the set of resources with the smallest load deviation. I is then divided into two sets, S c and S = I \S c , which leads to a division of J into J (S c ) and T = J \ J (S c ) as illustrated in Figure 3 , where we assume X 1 (k) ≥ · · · ≥ X I (k) without loss of generality. Thus, the resource and request nodes are divided into two disjoint pairs, (S, T ) and (S c , J (S c )). Under the load deviation policy, any request in T will only be assigned to and fulfilled by a resource in S, while any request in J (S c ) will be assigned to (but not necessarily fulfilled by) a resource in S c . In the subnetwork with nodes (S, T ) and arcs in {(i, j) ∈ A , i ∈ S, j ∈ T },
for all i ∈ S c and j ∈ J (S c ), the terms in Γ for i ∈ S c and j ∈ J (S c ) can be written as
and Γ = Γ (S,T ) − η T e X min (k)/C where Γ (S,T ) includes all of the terms in Γ associated with (S, T ). 
Lemma 2 provides several lower bounds for the last two terms in (5).
where θ = min{η, Ic min }.
By the max-flow min-cut theorem, there exists a set of flows from S to T , {c ij ≥ 0 : i ∈ S, j ∈ T , (i, j)} such that c ij = 0 if (i, j) / ∈ A , and
The first two terms in (5) are then
c ij e
where the first equality follows from (8), the first inequality follows from (9) and the definition of X min (k), the second inequality follows from the definition of i * (j).
Combining (10) with (6) and (7), we have
The Contraction Mapping
Recall that Γ = Γ (S,T ) − η T e X min (k)/C . By (11) and (12), we have
Combining the above with Lemma 1 gives the contraction mapping
by induction and hence, by (3),
Theorem 1 is established at C = 3 θ .
Inventory Allocation Decision and Network Structure Design
Section 5 establishes an upper bound on the expected lose sales for any given GCG system (A , c, p). In this section, we consider the inventory allocation decision c for a given network structure A and demand vector p in Section 6.1 and network structure design in Section 6.2.
Before proceeding with these decisions, we first note that in most networks with I J, each resource usually serves multiple types of requests. Suppose that there exists a resource i dedicated to a request type, for example j, i.e., |J (i)| = 1. Then, the connectivity of the network requires that |I(j)| ≥ 2, i.e., request type j has access to at least one more resource, and a positive GCG requires that c i ≤ p j . Suppose that the system needs to allocate some inventory ∈ [0, p j ] to resource i due to a capacity constraint of the system or geographical constraints. Then, the minimum amount of inventory necessary can be allocated to resource i as there is no flexibility in the inventory there. The inventory allocation decision reduces to allocating 1 − c i to a network with I − 1 resources, J types of requests, and the expected demand associated with request type j is p j − c i . Thus, from now on we only consider networks where |J (i)| ≥ 2 for all i ∈ I, i.e., each resource must serve at least two types of requests which is true in most real networks.
We also note that making decisions on the inventory allocation and network structure so as to optimize the system performance is almost impossible without explicitly formulating the objective function. Therefore, we will use the bound as a proxy for system performance and make these decisions with the goal of minimizing the bound which is in the order of . The insight that a higher GCG indicates a better performance is consistent with that from Shi et al. (2016) for systems under offline fulfillment and confirmed by our numerical study in Section 7.2.
Inventory Allocation to Maximize the GCG
Define η * to be maximum GCG that can be achieved when c varies for a given (A , p).
The following lemma gives a lower bound of η * .
Lemma 3. There exists an allocation rule such that the corresponding GCG is at least Proposition 1 not only reveals the inventory allocation decision, it also provides interesting insights. On one hand, η * can be very small as |I(j)| can be as large as I, which occurs when J − 1 types of requests can only be met by one resource, and the expected lost sales can be high. On the other hand, it is possible for a network structure with as few as I + J − 1 arcs to achieve the highest GCG, i.e., η * = p min . It can be verified that a necessary condition for η * = p min is p max ≥ 2p min and a sufficient condition is p max ≥ Ip min . . If we allocate
amount of inventory to each of the d(j) subnetworks and then allocate
evenly to the resources in each subnetwork that belong to I(j), Proposition 2 establishes that η * = min Proposition 2. Under the inventory allocation mentioned above, the highest GCG that can be achieved for a network structure with I + J arcs is η * = min
.
Proposition 2 provides two insights if we have the option to add an additional arc to an existing network with I + J − 1 arcs. First, the request type with the lowest p j |I(j)| should be in the cycle as d(j) < |I(j)| for all request type j in the cycle. Second, an additional arc should always be added to form as large a cycle as possible. This insight is consistent with the observations made by Jordan and Graves (1995) , who state that as one of the flexibility principals, "the right way to add flexibility is to create fewer, longer plant-product chains".
A long chain with p j = 1 J for all j ∈ J can achieve the highest GCG η * = 1 J = p min . Removing any arc on the cycle does not affect the connectivity of the network with I + J − 1 arcs, but the GCG is reduced by half to η
. This demonstrates the effectiveness of long chain from the standpoint of the GCG.
Network Structure Design
In Section 6.1, we have provided an inventory allocation c that maximizes the GCG for a given (A , p). Note that the maximum GCG η * may still be low under certain network structure A and demand vector p, while the maximum GCG possible can be p min . We now ask how to design a network which also has an impact on the GCG and hence the performance. Since we do not explicitly consider the storage capacity at the resources or geographical constraints, a network with a single resource and J arcs is sufficient to achieve the optimal performance. To exclude similar trivial cases without the complications of capacity and geographical constraints, we focus on the design of connected networks with I + J − 1 and I + J arcs under the inventory allocations described in Section 6.1. We will later show that it is already sufficient to achieve the maximum GCG possible p min with as few as I + J arcs.
6.2.1. Networks with I + J − 1 arcs If only I + J − 1 arcs are allowed in a network, insights from Section 6.1.1 suggest that request types with higher demand should be given higher supply flexibility, i.e., access to more resources. That is, suppose that p 1 ≤ · · · ≤ p J without loss of generality. Then, |I(j)| ≥ 1 should be non-decreasing in j and request type 1 would have access to only one resource, i.e., |I(1)| = 1, as at least one request type would be served by a single resource with only I + J − 1 arcs.
To construct networks with I + J − 1 arcs that achieve the highest GCG, we first find an optimal |I(j)|, j ∈ J , using Algorithm 1, which is justified by Proposition 3. We then assign the request types to the resources to form a connected network. For instance, we can first link each type of request to a resource, according to their proximity for example, with J arcs and then add the rest of the I − 1 arcs based on |I(j)|, j ∈ J , to create a connected network. Note that for any given |I(j)|, j ∈ J , there may be multiple networks with I + J − 1 arcs, which provides flexibility and opportunities to take capacity constraints into consideration in designing a network in practice.
Algorithm 1 Network design with I + J − 1 arcs
2: while 1 do 3:
if |I(j)| = 1 then break; Proposition 3. For given I, J and demand vector p, any connected network with |I(j)|, j ∈ J , formed by Algorithm 1 achieves the highest possible GCG among all designs with I + J − 1 arcs, if p j amount of inventory is evenly allocated to the resources in I(j).
6.2.2. Networks with I + J arcs If we have the freedom to design a network structure with I + J arcs, the following generalized long chain (GLC) can guarantee d(j) = 1 for all j ∈ J and hence η * = p min by Proposition 2. We first partition the set J into I request groups, e.g., according to the proximity of the customers to the I distribution centers or capacity constraints, and link the request types in each group to a unique resource with a total of J arcs. We then form a long chain with I resources and I request groups by adding one arc from each resource to a request group, through a type of request in it (with the highest demand if possible), as illustrated in Figure 5 . Inventory is allocated as described in Section 6.1.2. We note that Shi et al. (2016) provide an algorithm for designing a network with I + J arcs for given (p, c) that achieves a GCG above a threshold, while we treat the capacity vector c as a decision and design networks that achieve the highest GCG, i.e., 
Numerical Studies
We perform extensive numerical experiments to further validate our findings. In § 7.1 we examine the performance of LDP under various GCG systems with as few as I + J − 1 arcs; Next, we deliberately choose different capacity vector c to investigate the impact of the GCG on the system performance in § 7.2; Lastly, we study the impact of adding one more arc on the system performance in § 7.3.
Performance of GCG Systems
Several studies have established that it requires I + J arcs, which include the long chains, to achieve near-optimal or bounded performance under offline and online fulfillment. Since the class of GCG systems includes those with only I + J − 1 arcs, we now examine the performance of GCG systems with I + J − 1 arcs under online fulfillment.
We first repeat the simulation results on the long chains for various combinations of I and ∆ = pmax p min in Asadpour et al. (2016) where p j = 1/(I + ∆ − 1) = c j for j = 1, · · · , I − 1 and p I = ∆/(I + ∆ − 1), and K = 100, 000. The expected lost sales reported in parentheses in Table 1 deviate slightly from those in Asadpour et al. (2016) , possibly due to normal simulation errors. Next, we remove arc (1, J) from all of the above long chains and adjust the inventory such that p j is evenly allocated to I(j) so that the systems are GCG ones with I + J − 1 arcs. The simulated expected lost sales are also shown in Table 1 . Although the performance is worse with close to 2.5 times more lost sales, the GCG networks with one fewer arc from the long chains only lose less than 1.5% of the total demand of 100,000.
Thus, if it is too expensive to add an arc, a GCG network with the minimum number of arcs can be an excellent alternative. If we are allowed to redesign a network structure with I + J − 1 arcs rather than removing one arc from the long chain, we may be able to achieve better performance as illustrated below. 56 (4.67) 8.86 (5.17) 9.66 (6.14) 10.24 (6.84) 10.98 (7.21) 11.55 (7.51) 20 30.01 (14.57) 30.29 (15.42) 32.04 (17.16) 31.58 (17.99) 32.88 (19.88) 33.48 (20.77) 30 62.48 (28.45) 63.05 (28.83) 63.66 (31.08) 63.81 (32.76) 67.22 (34.98) 66.66 (36.54) 40 109.05 (43.32) 105.63 (43.81) 106.81 (48.25) 107.92 (50.20) 108.75 (52.52) 110.24 (54.50) 50 145.68 (61.71) 150.86 (62.90) 147.23 (66.69) 151.69 (69.12) 149.63 (71.73) 142.17 (74.66) We examine the performance of four network structures with I + J − 1 arcs as depicted in Figure 6 . While structure (a) is obtained by removing one arc from a generalized long chain, the rest assign more supply flexibility to request type 5. We fix I = 5 and J = 10, and vary ∆ = 1, 2, 4, 6 and K ∈ [1, 000, 10, 000]. Since request type 5 has the highest supply flexibility under most structures, we let p 5 = ∆/(J + ∆ − 1) ≥ p j = 1/(J + ∆ − 1) for j = 5.
Again, p j amount of inventory is evenly allocated to I(j) to ensure that the systems have positive GCGs. The simulation results of the expected lost sales under the four network structures are summarized in Figure 7 . All four structures perform extremely well for different values of ∆ and K, although structure (a) in Figure 6 obtained by removing arc
(1, 10) from a reasonably balanced GLC performs the best in general. These examples also confirm that the GCG networks perform well regardless of the system size K, indicated by the upper bound.
The Impact of the GCG on Performance
In this section, we provide numerical evidence on the appropriateness of using GCG as a proxy for the performance of GCC systems. We consider four different structures, (a) and (b) in Figure 6 with I + J − 1 arcs, and two GLCs with I = 5, 10 and J = 10 (hence, each request group has exactly J I request types). We let p j = 1/J and find the capacity vector that achieves the largest GCG η * under each structure. We then move different amounts of inventory from the resource with the tightest supply to another resource to create different GCGs as η * , η * /2, η * /4 and η * /8. As one can see in Figure 8 , the expected lost sales can increase much faster in K when the GCG is extremely small, while they seem to converge rather quickly or stay flat when the gap is large. Thus, the GCG is indeed an appropriate indicator of the system performance.
The Impact of Chaining
Note that there is no cycle in any connected network with I + J − 1 arcs, while there is exactly one cycle in networks with I + J arcs. We conjectured in Section 6.1.2 using the GCG as an indication of system performance that, if we are allowed to add one more arc to a connected network with I + J − 1 arcs, we should do so to form a large cycle rather than a small one. To confirm this, we consider a network with I + J − 1 arcs obtained by removing arc (1, J) from the corresponding GLC where the J request types are divided evenly into I groups, referred to as an open chain. We then compare its performance with that of networks with one more arc and hence cycles of different sizes, referred to as the short-chain (with arc (1, 40/I)), middle-chain (with arc (1,10)) and long-chain (with arc
(1,20) networks, as shown by the dotted arcs in Table 1 where J = 20.
We consider I = 5, 10. For I = 5, there are four requests in each group, and we let
for all j except the last request type in each group and p 4i = for i = 1, · · · , 10. We allocate the inventory so that the GCGs are maximized. Figure 10 provides the expected lost sales under these network structures for K ∈ [1, 000, 10, 000] and the performance increases in the size of the cycle in general. The expected lost sales under four different network structures
A Case Study: Amazon China
Both our theoretical bound and numerical results demonstrate that GCG networks perform superbly compared with fully flexible systems with respect to the expected lost sales.
However, GCG networks may fulfill an order through a farther resource when the closest one has a large load deviation, which may lead to higher shipping costs. In this section, we examine both the expected lost sales and outbound shipping costs under several flexible GCG networks using real data.
Amazon China has a total of 12 fulfillment centers in 10 regions across China. For simplicity, we combine the centers in the same region into one, which gives I = 10 in the shown on the map in Figure 11 . Table 2 provides the names of the fulfillment centers, the demand centers in each region and the demand vector. The number of demand centers in a region ranges from 2 to 9, and each demand center has access to the fulfillment center in Performance for different sizes of the cycle with J = 20 the same region, which requires J = 44 arcs. We consider five different network structures with increasing numbers of arcs as illustrated in Figure 12 .
• Structure 0: Each fulfillment center only serves its own region and there is a total of J = 44 arcs (arcs with no number).
• Structure 1: Add I − 2 arcs (marked as 1) to Structure 0 to form two connected The regions (in different colors), fulfillment centers (big black dots), and demand centers (small black dots) of Amazon China networks, the south (regions 1-3) and north (regions 4-10). There is a total of I + J − 2 arcs.
• Structure 2: Add 1 arc (marked as 2) linking Beijing (region 3) and Xuzhou (in region 5) to Structure 1 to form a connected network with I + J − 1 arcs.
• Structure 3: Add 1 arc (marked as 3) linking Xian (region 10) and Jinan (in region 5) with a total of I + J arcs in the network. There is a cycle connecting all the fulfillment centers south of Beijing.
• Structure 4: Add 1 arc (marked as 4) lingking Shanghai (region 5) and Qingdao (in Region 3) with a total of I + J + 1 arcs in the network.
Under each structure, p j amount of inventory is evenly distributed to the resources in I(j) for all j = 1, · · · , 44. Thus, Structures 2-4 are GCG networks, while Structures 0 and 1 are not.
Here we provide more discussions on the structure design problem regarding the case of Amazon China. As shown in § 6.2, there is a systematic way of achieving the maximum GCG with the constraint of I + J − 1 or I + J arcs. However, the shipping costs incurred by demand fulfillment have to be taken into account. Certain arcs suggested for the purpose of maximizing the GCG may not be optimal due to the long distance between the two x ij ∈ {0, 1}, graph is connected.
In the above formulation, x ij indicates whether there is a cross-region link between regions i and j (use shortest-distance criteria to determine which city is lined to the fulfillment center in the other region), c ij is the shortest distance between region i and j, f is the shipping cost function, "graph is connected" means that the resulting structure must be connected. It is easy to show that this problem is NP-hard even when f (x) is linear, by comparing with the well-known travelling salesman problem, with additional constraints n i=1,i =j x ij = 1 and n j=1,j =i x ij = 1 (where x ij indicates whether the path goes from city i to j). For n = 10 and f (x) = x, the above integer linear programming is tractable by employing the technique of dynamic programming. We find that the structure induced by the optimal solution has very limited improvement upon the structure 2 and 3 stated above (or all perform reasonably well), so below we restrict to the five structures constructed above.
By assuming that the shipping distance between two cities is proportional to the shipping costs, the expected lost sales and total shipping distance under the five structures for various K are presented in Figure 13 . As we add more arcs, the networks become more flexible and the expected lost sales decrease rapidly at the (albeit small) expense of shipping distance. The GCG systems work very well and structure 4 represents only a slight improvement over structure 3 with one less arc. Figure 14 plots the average crossregion shipping distance under all of the network structures (for K = 25000). Although there is a significant increase in performance when cross-region fulfillments is allowed, the cross-region shipping distance does not increase further as more flexibility is introduced.
This suggests that a network with I + J arcs provides enough flexibility to accommodate cross-region shipments.
Conclusions
Process flexibility has been studied extensively under offline fulfillment but not under online fulfillment except for the work of Asadpour et al. (2016) who focus on the long chain structure, which is a balanced system. They establish the bounded performance of the long chain structure under a specific inventory allocation as the market size increases.
In this paper, we extend their greedy fulfillment policy to a class of unbalanced systems called GCG systems under online fulfillment, where the number of request types can be arbitrarily larger than the number of resources, and establish bounded performance. The upper bound on the system performance also reveals that the GCG is an important indicator of system performance, which leads to a simple inventory allocation decision for any connected network structure with as few as I + J − 1 arcs that guarantees a positive GCG and achieves bounded performance. We also provide principles for the design of network structures with I + J − 1 and I + J arcs that achieve bounded performance. For networks Network structures considered for Amazon China with I + J arcs, we extend the long chain concept to unbalanced networks, referred to as generalized long chains, by dividing the request types into I groups and forming a network structure with I resources and request groups.
In our paper, we have assumed that the demand vector p is constant and does not change The average cross-region shipping distances for different structures. For comparison, the number corresponding to structure 0 is the average shipping distance in total.
maintains a positive GCG at all times by adjusting the remaining inventory dynamically and replacing the GCG in the upper bound on the expected lost sales by its minimum across the planning horizon. This indicates that the LDP exhibits some sense of "robustness" with respect to the arrival process. It remains an open question whether this can be extended to more complex settings, e.g., customer possibly requests more than one unit of product.
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