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1. INTRODUCTION 
Let Sz be an open interval in Iw. We study the Cauchy problem 
24, + uu, + au = 4(x, t) in Szx (0, t) 
u(x, 0) = UJX). 
(1.1) 
Equation (1.1) may be viewed as a model of a one-dimensional flow in 
which the constant a> 0 represents a friction term, 4 a forcing term related 
to a pressure gradient, uO(x) the initial velocity at point x, and u(x, t) the 
velocity of fluid at the point x and at time t [S]. It is well known (cf. [ll]) 
that ( 1.1) is associated with an initial value problem for the system of 
ordinary differential equations 
dx 
x = 2, x(0,5)= 5 
dz 
(1.2) 
z = --az + 4(x, C), m 5) = &l(5) 
called the characteristic equations for ( 1.1). 
We study the following problems for (1.1). Suppose that M observations 
{zk}kM, Iat positions {xk}fz, are given at time to. We wish to estimate the 
initial condition u,, from among an admissible s t Qad of initial conditions. 
Roughly, our approach is to first olve the characteristic equations with the 
data as initial conditions backward to t = 0. That is, solve 
dx 
x = z, x(rO) = xk 
(1.3) 
dz 
z= --(Iz + 4(x, t), z(f~) = zk 
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to find x(0; xk, zk) = tk and ~(0; xk, zk) = ck for k= 1, . . . . M, where 
(x(t; xk, z,), z(t; xk, zk)) denotes the solution of (1.3). Having thus 
obtained { tk )k”= land fik )k”=, we introduce a lit-to-data functional given 
by 
(1.4) 
and consider the problem 
k=l 
Find liO E Qad such that 
J(&) = min(J(u,): u0 E Qad}. (1.5) 
In the following sections we make a detailed study of the above program. 
In particular in Section 2 we examine properties of solutions of (1.1) in 
order to specify requirements needed for Qad. In Section 3 we formulate 
precisely problem (1.5) obtain identifiability results, and give a useful 
approximation theory for the estimated initial condition using cubic 
splines. Finally, in Section 4 we present the results of numerical 
experiments. 
A well-known feature associated with the problem (1.1) is that solutions 
may exhibit shocks under certain conditions [ 111. Shocks may occur in a 
time interval (0, t) for (1.1) when the Cauchy data are such that charac- 
teristic curves associated with (1.2) for different r intersect. In such a case 
the classical C’ solution of (1.1) does not exist in Sz x (0, T), however, a 
generalized entropy solution may. A study of estimation problems for (1.1) 
in the presence of possible shocks is contained in [12]. Here we provide 
compatibility conditions depending on uO, a, 4, and T to guarantee the 
existence of classical solutions. These conditions are incorporated into the 
admissibility constraints in specifying Qad. Additional constraints upon Qad 
to guarantee compactness are necessary for existence of a solution to (1.5). 
In addition to obtaining existence and approximation results, we also 
treat identifiability. We show that (i) there is a continuous dependence of 
the solution of (1.5) upon the data, (ii) although the solution is not unique, 
the set of solutions of (1.5) is closed and convex, and (iii) the diameter of 
the solution set may be estimated from the spacing of the data. 
Our results here seem to have application to the data assimilation 
problem in meteorology [S]. The data assimilation problem may be stated 
as follows: 
given a (computer) model that is generating a solution to a fluid 
flow problem and given data obtained from measurements of fluid 
velocities ata specified time, find a method to update the model by 
incorporating these observations to produce a solution that is 
close to reality but that does not introduce instabilities. 
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The problem studied here is in essentially a least-squares regression of data. 
Here, however, the mathematical model is used to carry observations to 
t = 0. From this transforming data an initial condition is estimated from a 
constraint set. Our method produces a smooth estimate of initial condition 
that produces a solution close to observations but that does not undergo a 
shock. This initial condition may then be used to solve the model equations 
to provide an update that takes into account observations. 
2. PROPERTIES OF SOLUTIONS OF THE MODEL EQUATIONS 
Since we are interested in classical solutions of (1.1) we begin by giving 
the families of systems of characteristic ordinary differential equations 
associated with (1.1). Thus, we have 
dX 
z = 2, x(5, hJ = 4 
dz 
-& = --az + 4(x, t), 45, &I) = uo(5). 
(2.1) 
The estimation scheme discussed in the following sections requires that 
the solution of (1.1) depend continuously (in some appropriate topology) 
on the parameter ZQ,. We are concerned primarily with classical solutions of 
(1.1) constructed from solution of (2.1). Consequently, the continuous 
dependence of the solution on parameters may be obtained from standard 
theorems in the theory of ordinary differential equations. One restrictive 
feature of this approach is that it is necessary to impose certain conditions 
on the parameters. These conditions are needed to insure the existence of 
the solution of characteristic ordinary differential equations in a specified 
time interval and the capability to invert a portion of the solution map- 
ping, which is required in the construction of the solution of the Cauchy 
problem, We will be more explicit about the nature of these conditions 
later. 
In the remainder of this section we briefly review the method of charac- 
teristics and cite appropriate general theorems that enable us to construct 
the solution of (1.1) from the characteristic ordinary differential equations. 
At the same time we show the continuous dependence of the solution of the 
Cauchy problem on the parameters. 
The existence of solutions of (2.1) is a consequence of the following 
standard theorem. 
THEOREM 2.1. Let IC R be an interval nd let Vr R” be an open set. Let 
G:Zx V+R” 
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be a mapping such that 
(i) G is continuous, 
(ii) for each (t,, y,) E Ix V there xists an open neighborhood I,x V,, 
of (to, yO) in Ix V and a real constant K such that 
llG(t>y,)-G(t,y,)ll dKll~,-Y,II 
for every teI, and y,, y, in V,. 
Then for each (s, [) E Ix V there xists a unique solution 
tt-,p(t, $2 r) (2.2) 
of the initial value problem 
,’ = G(t, y) 
Y(S) = 6 
(2.3) 
The solution (2.2) is defined on a maximal (but possibly proper) open sub- 
interval ofI containing s.Furthermore, the mapping p is defined on an open 
subset of Ix I x V and is continuous inall three variables. 
Proof: See [3]. 
COROLLARY 2.1. Suppose that in addition to (i) and (ii) the mapping G 
satisfies 
(iii) (t,y)++ G(t,y) of Ix V into iw” is C’ and the partiais D,G and 
D, G are continuous onIx V. 
Then the solution mapping p is C’ and the partial derivatives D, p, Dzp, 0,~ 
are continuous on the domain of definition of p in I x IX V. 
Proof: See [3]. 
Remarks 2.1. (a) Condition (ii) of Theorem 2.1 can be described as a 
local Lipschitz condition in V locally uniform in Z. 
(b) The solution mapping p is sometimes called the flow of the 
ordinary differential equation j = G( t, y). 
In order to apply these results to the system of characteristic ordinary 
differential equations (2.1), we set y = (x, z) and 
G(t, Y) = (z, --az + 4(x, t)). 
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We assume 
a E (0, cc ) is constant; 
4 E C’(R x [O, KJ), R) with 
Idk t)l + Mx, f)l d B 
Wl) 
WI 
for all (x, t) in R x [0, co). 
We view G as a mapping 
G:[0,co)xR2+R2. 
It is clear that G is C’ from [0, co) x R2 to R2. Furthermore, G satisfies a 
Lipschitz condition in R2 that is uniform in [0, co) with constant 
K = 1 + a + /I. This follows easily from the mean-value theorem. 
Remark 2.2. The following estimate is a consequence of Gronwall’s 
inquality and is standard (see [3]): 
IlAG s, 51)-k4tv 3, t2)ll d IIt - t211 eKirps’, 
where K is a global Lipschitz constant K= 1 + a + 8. 
We now have the following theorem. 
THEOREM 2.2. Let (Hl ) and (H2) hold. There exists a unique solution 
t b (Wt, 5, rl), a4 4, rl)) (2.4) 
of the initial value problem 
dx 
2 = z, x(O) = t 
dz 
dt= --az + d(x, t), 40) = ‘I 
(2.1)’ 
that is defined for all t 3 0. The solution functions X and Z are defined and 
continuous on an open subset of [O,oo) x [w2 and they have first partial 
derivatives with respect to t, 5, v] which are continuous on the domain of 
definition of X and Z. 
Proof: Under the assumption (H2) it follows that the right side of the 
characteristic ordinary differential equations (2.1)’ satisfies a global 
Lipschitz condition in the variables x and z and uniformly for t > 0. The 
fact that (2.4) exists for each t 20 follows from a standard extension 
theorem in the theory of ordinary differential equations [2]. 
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We briefly recall how a classical soluttion u(x, t) of problem (1.1) is 
obtained from the solution (2.4) of the characteristic equations (2.1). We 
set 
x = NC 5, u,(O) 
and attempt to solve this equation for 4 in terms of x and t, say 
5 = W(f, x) 
(2.5) 
(suppressing for the moment uO). If this can be done, then 
is the desired solution of (1.1). However, one cannot take for granted that 
the solution is detined for large values of t. It is true that u(x, t) is defined 
on some open subset of R x [0, co) containing the x-axis 
since X(0, [, u,(t)) = 5 for every r E Iw so that 
Hence, the inverse function theorem allows us to invert (2.5) at points near 
the x-axis. Other assumptions in addition to (H2) are required to insure 
that (2.5) can be inverted for “large” values of f. 
For example, suppose we wish to guarantee that u(x, t) is defined for 
every (x, t) E R x 10, T], where T > 0 is specified in advance. In view of the 
above discussion, it is required that the function 
be a C’ diffeomorphism of R into R for each t E [0, T]. A sufficient 
condition that this occur is that for each t E [0, T] there exist an a, > 0 
such that 
(2.6) 
Here we assume that u0 is a C’ function so that the derivative makes sense. 
Hence, we are reduced to formulating conditions on u,, and T (as well as a 
and 4) which imply (2.6) for 0 < t d T. At this point some notation is 
useful. 
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Notation 2.1. Let 
U={u,EC’(R,R):sup{~z4”(X)~+~U~(X)~:XER)<00}. 
The Ii is a vector subspace of C’(R, R) and U is a Banach space under the 
norm 
Il~oll =suP~l%(x)I + IGI(x xw. 
Given that (X( t, 5, q), Z( t, 5, yl)) denotes the solution of (2.1)‘, it is clear 
from the second equation of (2.1)’ that X and Z are related by the equation 
(2.7) 
From the first equation of (2.1)’ and (2.7), we obtain 
We assume that (Hl ) and (H2) are satisfied so that X(t, 5, q) and Z(t, <, q) 
are defined for every t 2 0. In the initial condition in (1.1) we take u0 E U. 
These assumptions imply that the derivatives lIDd(x, t)lj and In’(x)1 are 
globally bounded. This discussion leads us to consider the derivative 
(a/at) X( t, 5, uO( 5)) and, setting n = uO( 5) in (2.8), we obtain 
$X(t,<,uo(5))=l +i(i-ep”‘)ub(t) 
) 4,w(.h 5, u,(m 4 $ xb, r, ~~(5)) ds. (2.9) 
The estimate (,/a)( 1- eeur) 6 l/a for t > 0 and the Gronwall inequality 
applied to (2.9) yield 
$X(4 5, ~~(5)) < 1 +l VI exP(I4.I t/a) 
I4 a ‘1 
for t20, (2.10) 
where 
and 
(2.11) 
(2.12) 
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In view of (2.7), we see that (2.6) is satisfied for some CL, > 0 if 
sup i (1 -ePur) ub(0-t 66 (1 -e -a(rPs)) $,(X(s, 5, u0(5))) 
CER a 
a 
x z J?s, 5, 44)) ds < 1 (2.13) 
From (2.10) we obtain 
f (1 -e-Of) u;(r) 
= -1+ 1 +u 
( > 
exp(l&. 1 t/a) x ’a 
Thus, in order for (2.13) to be satisfied itsuffices that 
-~+~~+l~bIl~~~~p~I~.~I~l~~~~ 
or 
(I+ l4#)exp(I~,I t/4<2. (2.14) 
We summarize the above discussion in the following theorem. 
THEOREM 2.3. Consider problem (1.1 ), let (Hl ) and (H2) hold, let 
u0 E U, and let [z&l and 14, 1 be defined by (2.11) and (2.12), respectively. 
Then (1.1) has a unique C’ solution u(x, t) defined for (x, t) E R! x [0, T] 
provided that 14, I< a and 
(1 + bbl)exp(l4,l W)<2. 
Our next objective is to examine the dependence of the solution u(x, t) of 
(1.1) upon uO. 
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LEMMA 2.1. For the solution (2.4) of the initial value problem (2.1)‘, the 
mapping 
(L r, 4) +t tat> 4, u,(4)), at, t> h(t))) 
qf [0, a) x Rx U into R2 is C’ in the variables t,5, uO. 
Proof. This is an immediate consequence of Theorem 2.3 and the fact 
that the evaluation mapping of U x R into R given by (u,, 5) F+ uO(r) is C’. 
Notation 2.2. Define the subset U, by 
U,=ju,EU:sup{~u~(X)~:XER}<C(}. 
Certainly, U, is open in U. 
THEOREM 2.4. Fix a > 0. T > 0 and choose c( > 0 so that a < a and 
(l+i)exp($)(Z. (2.15) 
Then for each u0 G U, the problem (1.1) has a solution u(x, t;u,) defined for 
every (x, t) E If3 x [0, T]. Furthermore, the mapping 
(A t, &I) I-+ 4x7 t;u,) 
of R x [0, T] x U, into R is C’ in all the variables x,t, u0 
Proof: The conditions USE U, and (2.15) yield the inequality (2.14) so 
the existence of u(x, t; uO) on IR x [0, T] is a consequence of Theorem 2.3. 
Consider the solution (2.4) of (2.1)‘. By Lemma 2.1 the mappings 
X(t, 5, ~~(5)) and Z( t, 4, uO(<)) are C’ in the variables t, 5, z+,. The 
inequality (2.15 )guarantees that 
for 0 d t d T and 5 E R (cf. the discussion in the proof of Theorem 2.3), so 
the implicit function theorem implies that we can solve the equation 
x = at, r, %(r)) 
for 5 as a function of t, x, uO. More precisely there exists a C’ mapping 
W: [0, T]xRxU,+R 
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such that x = X(t, 4, ~~(5)) if and only if t = W( t, x, uO). The solution 
U(X, t; uO) is given by the formula 
44 c %I) =at, wt, 4 4 kl( w4 4 uo))). 
This exhibits the mapping (x, t, uO) H U(X, t; uO) as a composition of C’ 
mappings and thus proves that u(x, t; uO) is a C’ function of its variables. 
As a particular consequence U(X, t;u,) is uniformly continuous on 
compact subsets of its domain R x [0, 7’1 x U,. This immediately yields the 
following useful corollary. 
COROLLARY 2.2. Let (u;;) s U, be a sequence such that u;T -+ u0 E U,, the 
convergence being with respect o the norm on U. Then 
u(x, t; 24;)) -+u(x, t; z40) 
uniformly on compact subsets of R x [0, T]. 
3. THE IDENTIFICATION PROBLEM 
We begin by more precisely posing the problem to estimate Cauchy data 
of (1.1). Suppose we are given M observations { zk}kM_ l at locations 
(xk}~=, and at time t = to> 0. We assume there are positive numbers X 
and T such that for 1 <k 6 M, 
o<x,<x 
O<t,dT. 
(3.1) 
For ease we assume x, < x2 < . . < xM. Given these data we consider M 
characteristic ordinary differential equations with initial conditions deter- 
mined by the observed data. That is, we have for k = 1, . . . M that 
dx 
;i; = z, 
dz 
z = -az + 4(x, t), 
x(t,) = xk 
z(t,) = Zk. 
(3.2) 
We denote the solution of (3.2) associated with the kth observation by 
tH (X,(t), Zk(f)). 
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When t =O, we set tk = ~~(0) and tk = ~~(0). We make the following 
assumption that is motivated by Theorem 2.3: 
4, T, and a satisfy exp( I#,1 T/a) < 2. W3) 
The condition (H3) may be viewed as a compatibility condition among the 
parameters 4, T, and a that enables us to formulate problems with classical 
solutions. Assumption (H3) is important in specifying the set of admissible 
Cauchy data. 
Let M, = max{ jl (xi, zi) - (x,, z,)il: i,j= 1, . . . M}. Then with Lipschitz 
constant 1 + LI + b we see from Remark 2.1 (b) that for any i, j= 1, . . . . M, 
Hence, setting to = min{ ti for i = 1, . . . . N and 0} we define s2 to be a 
bounded open interval such that 
and note that [0, X] c Sz. 
We consider functions with compact support contained in R and when 
necessary we may extend the function outside of Sz by zero. In particular, 
set Q = CA(Q). Since Hi(s2) embeds compactly into Q [ 11, we consider 
primarily Hi(m). 
Let us set y = u/(meas Sz)“’ and consider the inequality 
IlkI 11 H;(R) d ~(2 ev( - Id, I T/Q) - 1). (3.3) 
If (3.3) holds, then by integration of u0 it follows that condition (2.14) 
holds. Hence, by Theorem 2.3 there is a unique C’ solution in D x [0, T] 
(in fact in Iw x [0, T] if we extend u0 by zero outside of 52). 
To proceed we specify an appropriate optimization problem. We choose 
to compare parameters by means of a fit-to-data functional given by 
4&J = f (ik - uo(tk))2. 
k=l 
(3.4) 
Moreover, we consider the problem with the set of admissible parameters 
given by 
Qa,, = { u0 E Hi(Q): u0 satisfies (3.3)). (3.5) 
Remark 3.1. From the discussion above it follows that for each u,, E Qad 
there exists a classical solution in Sz x [0, T]. Moreover, since Qad is a 
closed ball in Hi(G), it is weakly closed and weakly compact. 
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The optimization prroblem associated with the estimation problem is 
given by 
Find u$ E Qad such that J(u,*) = inf(J(u,): u0E Qad}. (3.6) 
THEOREM 3.1. Suppose (Hl)-(H3) hold. There exists a solution to 
problem (3.6). 
Proof Since Qad # 4 let {u;f },“, be a minimizing sequence. Thus, we 
have 
From Remark 3.1 it follows that there is a subsequence (u$}) i such that 
{ u$}?=, converges weakly in Hi(Q). Denote the limit by u$ and note that 
u$ E Qad. Since the embedding of Hi(a) into C’(a) is compact, it follows 
that the subsequence may be chosen such that 
in CA(a). Accordingly, we see that 
and 
as i + co. Therefore, we have J(u,*) = d and u$ is a solution. 
Remark 3.2. The set Qad given above is an example of one possible 
such set. Of course, other admissible sets may be used. However, such sets 
should be contained in C;(a) and its members satisfy an inequality such as 
that in Theorem 2.3. If Qad is specified as a bounded closed subset of a 
finite-dimensional subspace of CA(Q), we automatically have compactness. 
In the case that Qa,, is infinite dimensional it is necessary to approximate 
(3.6) by a sequence of finite-dimensional problems. This amounts to con- 
sidering (3.6) with Qad replaced by a set Q,“, in a finite-dimensional sub- 
space. These finite-dimensional subsets should approximate Qad in some 
manner. We now demonstrate this for the Qad given in (3.5). 
Let Sz be partitioned into M equal subintervals and consider cubic B- 
splines defined on the resulting mesh; see [9, lo]. We define a subspace 
s”(a) = span(B,}j&‘i, where { B,}$Mi is a basis composed of cubic spline 
functions uch that P”(Q) c H:(0); see [9, lo]. 
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We use the notation 
and observe that (( .(1 H;cn, is a norm on Hi(Q). Denote the interpolation 
operator by Z”, 
z”: H@2) + P(Q); 
see [lo]. We use the property 
II~“rpllH;,c2,6 lIcPIlH&2, 
for any cp E Hi(Q), [lo]. 
(3.7) 
Lemma 3.1. Zf cp E Hi(Q), then Z”q + cp strongly in H$Q). 
Proof: If cp E Hi(Q), then by (3.7) 
l/~“dl/f&2,~ Il&&2,. 
Moreover, if rc/ E C;(Q), then 
Therefore since C?(Q) is dense in Hi(R) we have that for any cp E Hi(Q) 
there exists $ E C?(Q) such that given E > 0 then Ilcp - II/ I( H;cn, < 43. Hence 
we see that 
Iv% - 5011 H&2)< IImP - wff;(a, + IIW - 4%&i) + II$ - cPlI&2P 
From inequality (3.7) it follows that 
There exists M(E) E N such that if A4 2 M(E) then 
Thus, we see that for any M > M(E), 
lI~“4v4”&2,~~ 
and Z”q + cp in Hi(Q) as A4 + co. 
409,135,2-I3 
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We define Q,“, by 
for ME N. Hence, for Qad defined in (3.5) we have immediately the 
following. 
LEMMA 3.2. Let Qa,, be given by (3.5). ZfQ$ is de$ned by (3.8), then for 
any u,, EQad we have IMu, E Q,“d 
The finite-dimensional problem corresponding to (3.6) is 
Find u:,$, E Q$ such that J(u&,) = inf{J(u,): u,, E Q,“,}. (3.9) 
The existence of a solution of (3.9) is proved in a manner similar to the 
proof of Theorem 3.1. 
THEOREM 3.2. For each ME N there exists a solution u&, to problem 
(3.9). 
We now consider the limiting behavior of the sequence {z&J as A4 + a3. 
PROPOSITION 3.1. If ii: is a cluster point in the weak Hi(O) topology of 
the sequence {uo*,}, then ii: is a solution f (3.6). 
Proof: Since iii is a cluster point of {u&,};= , in the weak Hi(a) 
topology, there is a subsequence {z& >;“= ,such that U& -+ z?,* weakly in 
Hi(O). Since u& E Qs c Qad 
see that B,* E Qad’. 
and Qad’ is closed and convex in Hi(Q), we 
Now from the facts that u&,, is a solution of (3.9) and 
G, c Qad, we have with a solution uz that 
J(P’U,*) >J(u,*,,) >J(u,*). 
Since IM@ --f u* 0 in Hi(n), it follows that I”u,* 4 u$ in CA(D). Thus, we 
see that 
as i -+ co. Since weak convergence of { ug,,,};C= , in Hi(S2) implies 
convergence in CA(O), we have that 
J(q) = J(u,*) 
and we conclude that i7,* is a solution of (3.6). 
THEOREM 3.3. Any sequence qf solutions { u&,},$ =, to (3.9) has a 
subsequence which converges to a solution f (3.6). 
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ProoJ This follows from the weak sequential compactness of Qad in 
Hi(G), the inclusion Q,“, c Qad, and Proposition 3.1. 
Thus far we have determined the existence of solutions to problem (3.6) 
and the finite-dimensional problems (3.9). We have also obtained results 
concerning convergence behavior. Now we consider uniqueness and 
stability and show that solutions of (3.6) depend continuously upon the 
data. Furthermore, we investigate the uniqueness of solutions. We begin 
with the following observation. 
Remark 3.3. Problem 3.6 is associated with the problem 
N 
minimize 1 ((Pi - u0k)2 subject to u,, E Qad c R! N, 
k=l 
(3.10) 
where 
Qad = {ug = (z+,) ...) uoy) E RN: ~u,,E Qad with the property that 
%(5k) = %J 
Since Qa,, is closed, bounded, and convex in CA(n), it follows immediately 
that Qad is closed, bounded, and convex in RN. We prove only that oad is 
closed in RN. 
LEMMA 3.3. &, is closed in IWN. 
Proof. Let u; = (uO, . . ub,) = (u;( 5, ), . . . . ub( 5 N)) belong to &, for each 
i and suppose that ub + u0 in RN as i + co. Now since ub E Qad and Qad is 
weakly sequentially compact in Hi(Q) (hence sequentially compact in 
CA(d)) there exists a subsequence in ~2 such that ~;i -+ u0 in C’(D) with 
USE Qad. Thus, it follows that uh(x) -+ 24()(x) for every x Ea. In particular, 
we have 
for k = 1, . . . . N. Therefore, we see that uok = ~~(5~) for k = 1, . . . N with 
u,, E Qad and u0 E Qad. 
Problem (3.10) is clearly a problem in a finite-dimensional Hilbert space 
RN to find the projection of a point cp= {(Pi: k = 1, . . . N) onto a closed 
bounded convex set oad in RN. That this problem has a unique solution is 
elementary [7]. Moreover, since the solution is obtained as a projection, it 
follows that the solution I.$ is continuous with respect to perturbation of 
the point cp. In fact, if u& = proj cpr and II& = proj (p2 then we have 
I@, -ug:IR”~I~I-(P2lR”~ 
where lcpl =(CN= (p*)“’ [6]. k 1 k 
(3.11) 
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LEMMA 3.4. The solution II: ofprohlem (3.10) is unique and continuous 
with respect o perturbations f the point cp and (3.11) holds. 
Remark 3.4. The above lemma indicates that the mapping taking cp to 
II: is one-to-one and continuous. If f&, is infinite dimensional such as 
(3.5), then there may be many solutions to problem (3.6). However, we 
may obtain the following result. 
THEOREM 3.4. Let S denote the set qf solutions toproblem (3.6). The 
SC Qad is weakly compact in Hi(a) and convex. [f u$ and tit belong to S, 
then for any XE [r,, tM], 
12&x) - ti,*(x)ll ,< 2(meas 52)“’ CeKfod, (3.12) 
where A is defined by (3.14), C is given by the right side of (3.3), and 
K= 1 +a+/? with jl given in (H2). 
Proof: If {uo* ),“= , is a sequence in S, then there is a subsequence 
(u$ },: , that converges weakly in Hi(O) and strongly in ~$0) to a 
function uo* in Qad. In particular, we have 
% * = 4%) + Ug*(L). 
Thus, we see that z.$(tk) = uo*, and u$ E S. It is easy to check convexity. 
For the last claim set v(x) = U:(X) -tit(x). Then we have for 
XE C5k,4k+,l that 
Iv(x)1 = IN-x) - u(L)1 d (meas Q)1i211~/lH~15k+1 - Ll. 
By Remark 2.1 (b) we obtain for x E [tk, rk + ,] that 
l%?(x)-io*(x)l d2(measS2)‘/2C eK’“((xk,Zk)-(xk+,,Zk+,)I, (3.13) 
where C is given by the right side of the inequality (3.3) K = 1 + a + j3, 
where /I is defined in (H2), and 
I(x k,Zk)-(Xk+1,Zk+I)I=J(Xk--Xk+,)2+(Zk-Zk+l)2. 
(3.14) 
Then from (3.13) it follows that 
l@(x) -6*(x)1 2 2(meas R)‘j2C eKto A
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Remark 3.5. We show the set of solutions is continuously dependent on 
the data. First we make several observations. 
(i) Let S be a closed convex set in a Hilbert space H. Given an 
element cp in H we may define the distance from cp to S by 
dist(cp, S)=min{lq-.s/,:s~S} 
This number exists [7] and is zero if and only if cp E S. 
(ii) Let S and T be two closed bounded convex sets in a Hilbert 
space H. We may define the distance between S and T as 
dist(S, T) = max max dist(t, S), mEa; dist(s, T) . 
1tT 
THEOREM 3.5. Let S and 3 denote the solutions for problem (3.6) for 
data (xk}fzI, {z~):,, and {a,},“,,, {ik}f=,, respectively, where we view 
the second set as a perturbation of the first so that ik E (xk ~, , xk + , ) for 
k 2 2 and .?I E (x,, x2). The dist(S, S) < Const A, where the dist(S, S) is in 
H’(Q) and A is given in (3.14). 
Proqf Let uO E S and ti,, E S and let 5 E [ tk, tk + ,I. Then we have 
luo(5) - Gl(5)l G I%(0 - UO(4k)l + I~o(ck)- 4dL)l + (&(5k) - &(r)l. 
Since the derivatives of uO and ti, are bounded from (3.3) we see that the 
first and third terms are each dominated by 
2y(2 exp( - Id,1 to/a)- l)(meas Q)“*CeK’“A, 
where A is defined by (3.14). As for the second term we write 
IdL- kdL)l G MSk) - &&,I + I&&) - GA5k)l 
d Ii,-i^kI + l~0(~k)-~0Kk)l> 
where the first erm may be bounded by estimates from the ordinary 
differential equation as Remark 2.2. The second term is bounded similarly 
to that above with 
4y( 2 exp( - Id., 1T/a) - 1 )(meas Q)li2C ekru A. 
It follows then that 
(u. - ti, 1c~cnj d Const A. 
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Moreover since Q c Iw’ we see that from a similar argument 
IU”, - z& 1 c~tn, 6 Const A. 
We conclude that 
Iluo - Cll ,,I(~) d (meas sL),‘2 Const A. 
LEMMA 3.5. Jf u$ E Q,“, = SN A Qad and there are M > N observations, 
then the solution ut is unique if and only if the matrix 
B,(l,) B2(5,) “’ ..’ BN(5,) 
B,(52) &(r2) “’ .” ut2) 
1;: ! Bl(5.M) &(5M) .” ..’ BY(5M) 1 (3.15) 
has rank N. Moreover, u$ is continuously dependent upon {r,},“=, and 
~4TkK I 
Proof: Since uO E Q$ we have uO(x) = C,“=, c,B,(x) and the solution u$ 
must satisfy 
G(5k) = % CiBi(Sk) = Uo*k? k = 1, . . . M. 
,=I 
This system has a unique solution if and only if (3.15) has rank N. The 
continuous dependence is straightforward. 
THEOREM 3.6. If u$ E Q,“, is the solution f (3.9) then u$ depends con- 
tinuously upon the observation (xk}yC, and {zk}~=, Further, if the matrix 
in (3.15) has rank N, then u$ is unique. 
Proof: That the mapping taking 
(x,, Zk) -+ l&r i,) 
is continuous follows from Remark 2.1 (b). Thus, we have that the mapping 
from ([W2)“” into (~78’)~ defined by 
(x,, Zk)kM_, + (5kr i,,,“= 1
is continuous. The mapping to u$ may be viewed as the composition 
(x,, Zk)kM_, -+ (5k, i,,,“=, -+ (5k, 4g,,“=, -+ 6. 
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The continuity and injectivity ofthe last two mappings follow from Lemma 
3.4 (continuity of the projection onto a closed convex set) and Lemma 3.5, 
respectively. 
Remark 3.6. The above discussion has demonstrated that for the 
infinite-dimensional case, although the solution of problem (3.6) is not uni- 
que, the set of solutions S is closed convex with diameter determined by the 
space of observations. Moreover, the set S is continuous with respect to 
perturbations of the observations, In the discrete case we have determined 
necessary and sufficient conditions for uniqueness and continuity of the 
solutions upon observations. 
4. A NUMERICAL EXAMPLE 
In the section we describe a numerical experiment for the problem 
minimize J(u,) = $ (~~(5~) - ck)’ subject to U, E pad. (4.1) 
k=l 
This example is solely for illustration fcertain aspects of the theory. We 
make no claim that the techniques used are optimal. The observations 
{tk)fs, and {t-k}:=, are obtained from observed data {xk}rZ, and 
{zk }y= , at t, by solving the initial value problem 
dx 
clr=z’ 
x( to) = Xk 
(4.2) 
$= -az+fj(x, t), z( to) = Zk 
and setting 
tk = x(o; -xk, zk) and ik = do; xk, zk). 
For our sample problem we make the assumptions 
a = 1.0, t,=O.l, qqx, t) = 1.0 
uO(x) = (n/2 + arctan x)/2. 
To generate data we solve the problem 
dx 
z=z’ x(O) = 4, 
(Al 1 
(AZ) 
(4.3) 
dz 
- -z+l, 
z- z(o) = u,ttk, 
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analytically forward to time t = t, from specified {fk )y=, to obtain 
X(tO;gk,Ug(~k))=Ek+tO+(U”(Ek)-l)(l-V~’O) 
z(t,; &, u,(&)) = 1 + (U,([,) - 1) e ‘O 
(4.4) 
for each k = 1, . . . . M. These values are then perturbed by adding or sub- 
tracting 0.001 to obtain the data (xk}fz ,, jzk}$Izl for the test problem. 
The function u,, is smooth monotone increasing and does not give rise to a 
shock within the time interval (0, I,). We then solve (4.2) backward from 
t = t, to t = 0 by using the classical fourth-order Runge-Kutta scheme [4]. 
In this way we obtain {[k}rz 1 and {[,},“= ,. 
To solve (4.1) numerically we consider in particular finite-dimensional 
cases 
Q,,=QS={ 
.v 
zig: uo(x) = 1 c,B,(x) (A3) 
,=I I 
N=M. (A4) 
The functions Bi are obtained from the reference lement [9, lo] 
(t + 21’9 -2<t< -1 
1+3(t+ 1)+3(r+ l)‘-3(t+ 1)3, -l<t<O 
1 + 3( 1 - t) + 3( 1 - t)2 - 3( 1 - t)3, O<t<l 
(2 - r13, l<:t<2 
0, otherwise, 
where in general for x, = (i - I)/( N - 1 ), i = 1, . . . N, we set 
Bit-x) = B,,,((x - ,HN- 1)). 
Assumption (A4) is simply a matter of convenience and is consistent with 
Lemma 3.5. In this example Qad is essentially unconstrained and problem 
(4.1) is solved as an unconstrained problem. This is due to the fact that a 
shock does not develop from the test data zq, from (A2). 
To solve (4.1) we use the steepest descent method [7]. In the case that 
e ad is given as in (A2)-(A4), we have for c = (c,, . . . . cN) that 
The partial derivatives are given by 
a!(x) -= 
dc, --z i 
ik- f c,Bi(Sk) B,(tk) 
k=l ,=I > 
(4.5) 
(4.6) 
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with the derivative 
D’(c) = aj(c) ac : I= 1, . . . . N . 
I > 
Given the coefficient c(O), the steepest descent method defines the next coef- 
ficient c”) by 
(Jl) = p) _ ctJ)‘(c’o’), (4.7) 
where a > 0 is a step-size parameter and is chosen to minimize 
j( do’ - cwDj( c(O))). 
1.15 
/ 
1.10 
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0.70 
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X 
EXACT SOLUTION- 
APPROX. SOLUTION .--------..-- 
FIGURE 1 
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Since j(~) is a quadratic functional, we may explicitly calculate t( to be 
given by 
c( = Ix,“=, I(UO(<k) - ih) zi, (JMJC,) (CC09 ~,(L)l 
c;“= ,cc;“= , (JMJc,) (co) wfJ* . (4.8) 
The procedure is then repeated with c@’ replaced by c(‘). 
Using data from points { [, }f= , given by [, = k/(N - 1 ), k = 0, I, . . . . 
N- 1, basis functions Bi are defined on the mesh [,! and we give the results 
in the following table where we record the L2 Relative Error. That is, we 
use 
L2Rel Err=; f &s/,)-C;=, c,Bi(.yI,) 
!. =o UO(.TI) 
f - 
3 
: 
F 
z - 
3 
0.75 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.6 0.9 1.0 
1.20 
1.15 I 1.10 
1.05; 
1.00~ 
0.95 1 0.90 ,/" 
N:6 
EXACT SOLUTION __I 
APPROX. SOLUTION -.--..-.--...- 
FIGURE 2 
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where sk = k/10. 
N L2 Rel. Error 
3 0.03127 
5 0.02 176 
6 0.00086 
9 0.00049 
In Figs. 1 and 2, we graphically depict the estimated u,, along with the 
exact solution uO given in (A2). 
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