This paper shows how a standard DSGE model can be extended to reproduce the dynamics in the 10 year yield curve for the post-war US economy with a similar degree of precision as in reduced form term structure models. At the same time, we are able to reproduce the dynamics of four key macro variables almost perfectly. Our extension of a standard DSGE model is to introduce three non-stationary shocks which allow us to explain interest rates with medium and long maturities without distorting the dynamics of the macroeconomy.
Introduction
In recent years much focus has been dedicated to setting up term structure models with macroeconomic variables in an attempt to give economic explanations to the dynamics of the yield curve. Typically in these models, the three well-known factors of level, slope, and curvature from reduced form term structure models are explained by various macroeconomic shocks such as monetary shocks, supply shocks, etc. Another appealing property of these new term structure models is that they introduce information from …nancial markets into macroeconomic models, and this may be useful when trying to discriminate between various models. For instance, the question of whether prices are ‡exible or sticky has been a subject of much debate in the macroeconomic literature, primarily because monetary policy is typically considered to have real e¤ects due to the presence of nominal frictions (see for instance Erceg, Henderson & Levin (2000) and Christiano, Eichenbaum & Evans (2005) ). This is partly in contrast to recent micro evidence by Bils & Klenow (2004) which indicates that many prices are quite ‡exible. In this context, the yield curve contains valuable additional information because it embodies the private sector's expectation of future interest rates and thus of future in ‡ation rates. Hence, it is interesting to see whether the dynamics of the yield curve is best explained by sticky or ‡exible prices.
The reduced form term structure models of the type suggested by Du¢ e & Kan (1996) and Dai & Singleton (2000) , among others, cannot answer questions about the relationship between interest rates and the macroeconomy, but only tell us that the "level factor" or the "slope factor" have changed. However, the ability of reduced form term structure models to reproduce the dynamics of the yield curve is indisputable, and various attempts have therefore been made to introduce macroeconomic variables into these models. In this branch of the literature an exogenous pricing kernel is used, and exogenous a¢ ne relations are speci…ed to describe the dynamics in the macroeconomy. Examples of such models are Ang & Piazzesi (2003) , Rudebusch & Wu (2004) , Ang, Dong & Piazzesi (2005) , Dewachter & Lyrio (2006) , and Ang, Piazzesi & Wei (2006) . As in the case of reduced form macroeconomic models, these term structure models struggle when it comes to identifying the structural shocks driving the economy and therefore also the yield curve. For this reason, another branch of the literature derives micro founded term structure models based on a structural description of the macroeconomy so that shocks to the economy are easy to identify. The papers by Bekaert, Cho & Moreno (2005) and Wu (2005) adopt this strategy for log-linearized DSGE models, and Ravenna & Seppälä (2005) , Hördahl, Tristani & Vestin (2007) , and Doh (2007) further develop this approach in DSGE models approximated up to second or higher order.
Although shocks in micro founded term structure models are easy to identify, the models often struggle when it comes to reproducing the dynamics of the yield curve, and this has so far limited their use. It is in this perspective that Diebold, Piazzesi & Rudebusch (2005) conclude that "the goal of an estimated no-arbitrage macro-…nance model speci…ed in terms of underlying preferences and technology parameters (so the asset pricing kernel is consistent with the macrodynamics) remains a major challenge".
The present paper addresses this challenge by improving the ability of DSGE models to reproduce yield curve dynamics. More speci…cally, we reproduce the dynamics in the 10 year yield curve for the post-war US economy with a similar degree of precision as reduced form term structure models. At the same time, we are able to reproduce the dynamics of four key macro variables almost perfectly.
Our extension of a standard DSGE model is to introduce three non-stationary shocks into the model. The non-stationary shocks we consider have a stochastic trend and in some case also a deterministic trend. 1 Although the presence of non-stationary shocks is widely used in DSGE models following the work of King, Plosser & Rebelo (1988a) and King, Plosser & Rebelo (1988b) , we use these shocks in two new ways. First, non-stationary preference shocks are introduced as described in Andreasen (2008a) . This implies that preference shocks may a¤ect the entire yield curve contrary to stationary preference shocks which typically only a¤ect interest rates with short maturities. Second, we allow for both a stationary and a non-stationary component in labor productivity and investment shocks around a deterministic trend. Hence, we deviate from the typical approach of having either non-stationary processes or stationary processes for these shocks around a deterministic trend (see Altig, Christiano, Eichenbaum & Linde (2005) , Smets & Wouters (2007) , among others). We allow for the presence of both components, because the stationary component helps us explain the dynamics of interest rates with short maturities and the four macro variables, while the non-stationary component helps us explain the dynamics of interest rates with medium and long maturities without distorting the dynamics of the four macro variables.
To understand the role of the non-stationary component, recall that all interest rates in a micro founded term structure model are a function of i) future in ‡ation rates and ii) future marginal utility of consumption expressed in relation to current marginal utility of consumption (Cochrane (2001) ). Hence, stationary shocks to the economy will in general only have moderate e¤ects on interest rates with medium and long maturities, because the e¤ect of these shocks on future in ‡ation and future marginal consumption is small. On the other hand, since the e¤ect of non-stationary shocks to the economy lasts forever, these shocks signi…cantly a¤ect interest rates with medium and long maturities in our model. Of course, highly persistent stationary shocks may also a¤ect interest rates with medium and long maturities, but these shocks are likely to distort the dynamics of macroeconomy if they alone must explain all interest rates (Rudebusch & Swanson (2008) ).
A potential problem when shocks are assumed to have both stationary and non-stationary components is the separate identi…cation of the two components. The inclusion of the yield curve e¤ectively avoids this potential identi…cation problem because the yield curve reacts quite di¤erently to the two types of shocks, as we show in this paper.
We highlight the following results from the estimation of our model on post-war US data. First, our model reproduces almost perfectly the movements in the 10 year yield curve. The standard deviation in all ex post model/measurement errors is only between 2 and 16 annual basis points. Second, the model is simultaneously able to …t the in ‡ation rate and surprisingly also the real growth rates in consumption, investments, and GDP. The ex post model errors are here only between 6 and 11 quarterly basis points. Third, our model partly avoids the bond premium puzzle in the sense that it generates a term premium with an average of 128 annual basis points during the post-war period, provided that we account for minor deviations from the assumption of zero mean values for the innovations to the model. Fourth, all these results are generated without relying on any substantial amount of price stickiness. That is, on average …rms reoptimize their prices every 1.1 quarter in our model. We show that the presence of both a stationary and a non-stationary component in labor productivity and investment shocks 1 Stochastic trends are generated by processes with a unit root.
3 substitutes for the typical high degree of price stickiness found in this type of model. The rest of this paper is organized as follows. Section 2 presents the macro part of our macro-…nance model which consists of a standard DSGE model. The …nance part is presented in section 3 where we derive the yield curve implied by the DSGE model. As an application, we estimate our model on post-war US data in section 4. Section 5 concludes.
We do emphasize that the decomposition of our macro-…nance model into a macro part and a …nance part should not be considered as though the model consists of two independent parts. On the contrary, the macro part and the …nance part are intrinsically related due to the general equilibrium structure of our model. The decomposition is only introduced in order to structure the presentation.
A DSGE model: The macro part
This section presents a DSGE model which has three types of agents: i) households, ii) …rms, and iii) a central bank. The economy is assumed to be driven by mutually independent structural shocks to i) investment technology, ii) labor productivity, iii) …rms'…xed costs, iv) households' preferences, and v) the central bank's in ‡ation rate target. Nominal frictions are introduced through sticky prices, and real frictions are added through i) adjustment costs related to new investments and ii) habit formation. For simplicity, we consider a cashless economy as described in Woodford (2003) . However, money can easily be introduced in this setup (see for instance Schmitt-Grohé & Uribe (2004a) and Christiano et al. (2005) ).
The households
We assume that the behavior of the households can be described by a representative household. The preferences of this household are speci…ed by a utility function de…ned over real per capita consumption (c t ) and per capita labor supply (h t )
Here, E t denotes the conditional expectation given information available at time t, and 2 [0; 1[ is the household's discount factor. The function u ( ; ) is a period utility index which we assume has the standard form
where b 2 [0; 1], 1 2 ]0; 1[ ; and 2 2 ]0; 1[ [ ]1; 1[. The parameter b speci…es the degree of the internal habit e¤ect in the consumption good. We include habit formation because it improves the ability of this type of model to reproduce certain …nancial and macroeconomic moments (Campbell & Cochrane (1999 ), Fuhrer (2000 ). Moreover, Hördahl, Tristani & Vestin (2005) show that habit formation can generate a positive term premium and positive correlation in consumption growth by disentangling the otherwise tight relationship between the marginal rate of intertemporal substitution and the consumption growth rate. We also include preference shocks (" h;t ) in the utility function because Primiceri, Schaumburg & Tambalotti (2006) show that these shocks explain a large fraction of the variation in labor supply, GDP, and investments. Contrary to Primiceri et al. (2006) who specify a stationary process for " h , we follow Andreasen (2008a) and specify a non-stationary process for these preference shocks. The process for " h;t is speci…ed by de…ning " h ;t+1 " h;t+1 =" h;t and assuming that
where " h 2 ] 1; 1[ and " h;0 1. The error terms f " h ;t g 1 t=1 are assumed to be independent and normally distributed. We denote this by " h ;t s N ID 0; 2 " h . The assumed process for " h;t implies that preference shocks may a¤ect the entire yield curve in contrast to stationary preference shocks which typically only a¤ect interest rates with short maturities.
The consumption good is constructed from a continuum of di¤erentiated goods (c i;t ; i 2 [0; 1]) and the aggregation function
Here, > 1 is the intratemporal elasticity of substitution across the di¤erentiated goods. The demand for c i;t with nominal price P i;t is found by solving the optimization problem 
This implies that the demand for good i is given by
where
is the nominal price index in the economy. Thus, the in ‡ation rate is given by t P t =P t 1 .
The …rst constraint on the household is the law of motion for the capital stock (k t ) which is assumed to be owned by the household. We follow Christiano et al. (2005) and assume
The parameter 2 [0; 1] is the rate of depreciation of the capital stock, and i t is gross investments. The function S it i t 1 = 2 ( it i t 1 i;ss ) 2 with 0 adds investment adjustment costs to the economy. We use i;ss to denote the gross growth rate for investments in the steady state.
The second constraint is the household's real period by period budget constraint
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The left hand side of (8) is the household's total expenditures in period t which are spent on i) state-contingent claims E t r t;t+1 x h t+1 , ii) consumption (c t ), and iii) investments (e t t ) 1 i t .
Here, we follow Greenwood, Hercowitz & Krusell (1997) t is non-stationary because ln t has a stochastic trend around the deterministic trend ln ;ss . Thus, we will henceforth refer to changes in e t as stationary investment shocks, and they serve the purpose of capturing the short-run variation in the investment technology. Similarly, changes in t are referred to as non-stationary investment shocks, and they serve the purpose of modeling the long-run changes in the technology for producing new capital. We emphasize that e t and ;t are mutually independent shocks, and so are all other shocks in our model. The right hand side of (8) describes the household's total wealth in period t. It consists of i) pay-o¤ from state-contingent assets purchased in period t 1 x h t = t , ii) real labor income (w t h t ), and iii) dividends received from the …rms ( t ). We restrict dividend payments to be zero in steady state.
The …nal constraints are a no-Ponzi-game condition and a no-arbitrage restriction on the gross one-period nominal interest rate, R t;1 1:
The …rms
The production in the economy is assumed to be undertaken by a continuum of …rms, indexed by i 2 [0; 1]. Here, we adopt the standard assumption that each …rm supplies a di¤erentiable good y s i;t to the goods market, which is characterized by monopolistic competition with no exit or entry. Furthermore, all …rms have access to the same technology given by
with 2 ]0; 1[ and t 0. Here, k i;t and h i;t denote the amount of capital and labor used by the i'th …rm, respectively. As for the investment speci…c shocks in the previous section, we also assume that labor productivity shocks have both a stationary and a non-stationary component. The variable a t denotes the stationary component, and we assume ln a t+1 = a ln a t + a;t+1 ; 
where z 0 1, z 2 ] 1; 1[, and z;t s N ID 0; 2 z . Thus, changes in z t represent long-lasting changes in labor productivity.
Following Altig et al. (2005) , we de…ne z t by the relation z t =(1 ) t z t . So z t is an overall measure of technological progress in the economy. To ensure that our economy has a balanced growth path, it is necessary to scale t in (11) by z t . This implies that positive changes in the non-stationary components of labor productivity and/or investment shocks also induce increased …xed costs for the …rms, and visa versa. We will think of these additional costs as costs the …rms have to pay in order to bene…t from a permanent improvement in either of the two types of technology. Smets & Wouters (2003) introduce real supply shocks in a DSGE model similar to ours by letting …rms' markup rates be subject to random shocks. With Calvo price contracts, such markup shocks prevent an exact recursive representation of the equilibrium conditions, which is needed for a non-linear approximation of the economy. Instead, we introduce real supply shocks by letting the …rms' …xed costs be time-varying beyond the variation in z t . The inclusion of these real supply shocks can be motivated by variation in …rms'…xed costs due to changes in i) oil prices, ii) maintenance costs, iii) …rms'subsidies, etc. We let 
where ;t+1 s N ID 0; 2 and 2 ] 1; 1[. Hence, changes in t represent temporary changes in …rms'…xed costs, whereas changes in z t model long-lasting changes in these costs.
All …rms are assumed to maximize the present value of their nominal dividend payments, denoted d i;t . That is, each …rm maximizes
where D t;t+l is the nominal stochastic discount factor and the expression for the real dividend payments from the i'th …rm i;t is given below in (17). The …rms face four constraints when maximizing d i;t . The …rst is related to the good produced by the i'th …rm. The total amount of good i is allocated to consumption and investments. We make the standard assumption that the aggregation function for the latter component coincides with the aggregation function for consumption in (4). With cost minimization in the production of aggregate investments, the restriction on aggregate demand can therefore be written as
In addition, we make the standard assumption that …rms satisfy demand, i.e. y s i;t
The second constraint is the budget restriction, which gives rise to the expression for real dividends from …rm i in period t
The …rst term in (17) denotes the real revenue from sales of the i'th good. The …rm's expenditures are allocated to purchase of capital services r k t k i;t and payments to the workers (w t h i;t ). The …nal two terms in (17) are the change in the …rm's real …nancial wealth.
The third constraint introduces sticky prices a la Calvo (1983) . That is, in each period a fraction 2 [0; 1[ of randomly picked …rms are not allowed to set the optimal nominal price of the good they produce. Instead, these …rms set the current prices equal to the prices from the previous period, i.e. P i;t = P i;t 1 . The fourth constraint is a no-Ponze-game condition.
The central bank
We let the central bank determine the nominal interest rate according to a forward-looking Taylor rule of the form
where t is a time-varying in ‡ation rate target. The parameters in this rule are subject to the constraints i) R 2 [0; 1], ii) 0, and iii) y 0. We use a standard speci…cation of the in ‡ation rate target ( t ) by letting this target be a weighted sum of all previous in ‡ation rates and a noise component (see Bekaert et al. (2005) )
Thus, the law of motion for t is
We emphasize that this in ‡ation rate target is partly endogenously determined through values of lagged in ‡ation and partly exogenously determined through lagged values of ;t . From the derivation of (20), it follows that the parameter ! can be interpreted as the degree of backward looking-ness in the in ‡ation rate target. We impose the restriction ! 2 [0; 1) to get smooth changes in the target and assume ;t s N ID 0; 2 . Hence, for ! ! 1 the in ‡ation rate target in (20) evolves as a random walk as in Smets & Wouters (2003) , and if we also have ;t = 0 for all t; then we get a constant in ‡ation rate target as in Wu (2005) 
Solving our DSGE model
It is straightforward to set up i) the market clearings conditions, ii) the …rst order conditions for the household, and iii) the …rst order conditions for the …rms in our economy. 2 The presence of non-stationary shocks in the model implies that variables such as consumption (c t ) and the household's marginal value of income ( t ) are non-stationary, and this fact must be taken into account when solving the model. We adopt the standard method to deal with this feature by approximating the model's solution around the economy's balanced growth path. This is done by scaling the non-stationary variables such that they become stationary. For instance, scaling c t by 1=z t and t by 1=(z
are stationary variables. Based on this equivalent representation of our economy, standard solution methods for DSGE models can be applied.
The solution to our DSGE model is approximated by the perturbation method, and the pruning scheme is applied to this approximation. We will brie ‡y summarize this approximation method in order to introduce some notation which will be useful below. First, the law of motion for the economy's control vector y t of dimension 7 1 and the state vector x t of dimension 13 1 are
The innovations to the structural shocks are denoted by t+1 which has dimensions 7 1. The parameter is the perturbation parameter scaling the covariance matrix ( ) for the structural shocks. The functions g (x t ; ) and h (x t ; ) are unknown and are therefore approximated up to second order as described by Schmitt-Grohé & Uribe (2004b) . Second, the pruning scheme implies that terms of higher order than two are ignored in the approximation when the model is iterated forward in time. We emphasize that Kim, Kim, Schaumburg & Sims (2003) strongly recommend the use of this pruning scheme based on two arguments. First, terms of higher order than two do not necessarily improve the accuracy of the second order approximation, because they do not correspond to the additional terms in a more accurate Taylor series expansion. Second, the pruning scheme generates non-explosive sample paths when simulating time series from the approximated model. Thus, we get the following approximated law of motions
:: vec g ny xx 0
(27)
where n y and n x are the size of y t and x t , respectively. We use vec ( ) to denote the operator stacking all columns in a matrix into a column vector, and the matrices g x , G xx , g , h x , H xx , and h contain the …rst and second order derivatives of the two unknown functions. Notice …nally that the state vector is decomposed into …rst order e¤ects x f t and second order e¤ects x s t .
It is important to realize that we do not need to include the entire yield curve when solving the macro part of our model. Only the value of the one-period interest rate is needed, and this property of our model is standard in term structure models based on a DSGE model (see for instance, Bekaert et al. (2005) , Wu (2005) , Doh (2007) , and Hördahl et al. (2007) ). The study conducted by Diebold, Rudebusch & Aruoba (2006) on the post-war US economy …nds empirical support for such an assumption, because they conclude that changes in the yield curve have small e¤ects on the macroeconomy. Hence, we can start by solving the macro part of our model and then derive the yield curve afterwards.
Ensuring …nite objective functions
As pointed out by Andreasen (2008a) , the normal requirement of having < 1 may not be su¢ -cient to ensure that the household's and the …rms'objective functions are …nite when stochastic and deterministic trends are included in a DSGE model. The model considered by Andreasen (2008a) has a similar structure as our model, and we can therefore use proposition 1(a) in Andreasen (2008a) to ensure that the objective functions of the household and the …rms are …nite. Since we have assumed that innovations to the log-transformed non-stationary shocks are normally distributed, this gives rise to the conditions
and a boundedness condition. Andreasen (2008a) shows that this boundedness condition is satis…ed if we assume that all variables in the economy are never too far away from the economy's growth path. Given this assumption, the representative household and the …rms have …nite objective functions provided that (29) and (30) hold. We therefore impose (29) and (30) throughout.
The …nance part
The content of this section is as follows. We start by deriving the yield curve implied by our DSGE model. This is done based on the micro founded pricing kernel and no-arbitrage arguments. We then compare our pricing kernel with the typical pricing kernel in reduced form term structure models from the …nance literature.
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The yield curve
The presence of state contingent claims in the DSGE model implies that we can price all …nancial assets in the economy based on no-arbitrage arguments. Hence, the price of a zero-coupon bond maturing k periods into the future and paying 1 dollar at maturity is
The value of t is determined from the household's …rst-order condition for consumption and is given by
With discrete compounded interest rates, we have R k t;k P t;k , where R t;k is the gross interest rate in period t for a bond maturing in k periods. Hence, all interest rates in our model are determined by the behavior of i) consumption (c t ), ii) labor supply (h t ), iii) in ‡ation ( t ), and iv) preference shocks (" h;t ).
A potential problem in relation to (33) and (34) might be that the endogenously determined process for consumption is non-stationary, as is the exogenous process for the preference shocks. On the other hand, the processes for h t and t are stationary in our model. However, the restrictions in the DSGE model which generate a balanced growth path also ensure that the non-stationary part of the consumption process and the non-stationary part of the preference shocks chancel out in the yield curve. In other words, even though the household's marginal utility of income evolves as a non-stationary process, the processes for t+k and t co-move such that the ratio t+k = t forms a stationary relation. Hence, the yield curve from our model is a set of non-linear cointegrated relations. The following equivalent expression of the yield curve veri…es this statement
;t+j z;t+j
because the yield curve is expressed solely in terms of stationary variables. Thus, our model reconciles the non-stationary behavior of consumption from the macro literature with the assumption of stationary interest rates in the …nance literature. In general, it is di¢ cult to generate movements in the yield curve where the standard deviations at all maturities are only marginally di¤erent from the standard deviation of the short interest rate. The three stochastic trends in our yield curve (besides the stochastic trend in prices) are helpful in matching this feature because the non-stationary shocks are propagated almost equally through the yield curve.
The micro founded pricing kernel
This section compares our pricing kernel to the pricing kernel in a typical reduced form term structure model from the …nance literature. For this purpose, recall that D t;t+1 is the nominal stochastic discount factor in period t for payments in period t + 1. As shown by Doh (2007) , the law of motion for the state variables in (24) and (25) 
Thus, when we ignore the e¤ect of 2 , then 1;t can be interpreted as the market price of risk because 1;t is the additional compensation the representative household requires in order to accept an additional amount of uncertainty. Note also that this market price of risk is timevarying due to the second order terms in the approximation of our DSGE model. 4 Actually, the market price of risk is a¢ ne in the state vector as assumed in many reduced form term structure models in the …nance literature (see Du¤ee (2002) , Dai & Singleton (2002) ). Apart from this similarity, we do emphasize that the micro foundation in our model makes our pricing kernel very di¤erent from the pricing kernel in reduced form …nance models, since the micro foundation introduces a large number of cross-restrictions between the elements in our pricing kernel. For instance, the parameters in the a¢ ne relation for the market price of risk are not free parameters but are determined by the deep structural parameters of our model.
Using the method by Doh (2007) , it is straightforward to derive the following expression for the yield curve
where the recursive formulas for the coe¢ cients are given in the appendix.
3 We refer to the paper's technical appendix for a proof of this statement. 4 The method by Doh (2007) evaluates Et [Dt;t+1] directly to …nd the bond prices. As a result, the term
t+1 enters into the expression for the pricing kernel and generates the time-varying market price of risk. The method by Hördahl et al. (2005) Hördahl et al. (2005) , the …rst moment is evaluated based on a second order approximation of the model, whereas the variance is evaluated based on a …rst order approximation. By applying these approximations, the term
t+1 does not appear in the pricing kernel and hence the method generates a constant market price of risk.
Application: Post-war US data
This section estimates our model on post-war US data. We start out by describing the data and our estimation methodology in subsection 4.1. Then estimation results are reported in subsection 4.2, and the model's ability to reproduce the dynamics in four macro series and the yield curve is examined in subsection 4.3. The implied term premium from the model is studied in subsection 4.4. The section is closed with a speci…cation analysis and a robustness analysis in subsections 4.5 and 4.6, respectively.
Data and the estimation methodology
We use quarterly data from the Federal Reserve Bank of St. Louis covering the period 1957:Q1-2006:Q4. 5 The 10 year yield curve expressed in annually terms is represented by the 3 month, 1 year, 3 year, 5 year, and 10 year interest rates. 6 The dynamics of the macroeconomy are represented by i) the quarterly in ‡ation rate in consumer prices, and the real quarterly growth rates in ii) consumption, iii) investments, and iv) GDP. 7 These nine series are placed in the vector y obs t . For the subsequent estimation, we allow for measurement errors in the series for y obs t and assume that these errors (v t ) are of the form v t s N ID (0; R v ), where R v is a diagonal matrix.
The set of structural parameters in our model is partitioned into two groups. The …rst group of parameters is not estimated but determined based on calibration arguments and previous …ndings in the literature. The second group consists of all the remaining structural parameters which are estimated. We emphasize that this partitioning of the structural parameters is the usual practice when taking large DSGE models to the data (see Christiano et al. (2005) , Smets & Wouters (2007) , Justiniano & Primiceri (2008) , among others).
The parameter in the …rms' production function is calibrated based on the capital share in the postwar US economy. That is, we let = 0:36, which is a standard benchmark for (see Altig et al. (2005) , Christiano et al. (2005) , among others). For a given value of , the mean values of the real growth rate in GDP (1:0052) and the real growth rate in investments (1:0070) can be used to …nd z;ss and ;ss . This follows from the fact that the real growth rate for GDP and investments in steady state are given by 
Thus, the calibration implies z;ss = 1:0042 and ;ss = 1:0018. The depreciation rate is often hard to identify, so we follow Christiano et al. (2005) , Smets & Wouters (2007) , Justiniano 5 The …rst two years of data are used to initialize our …lter. 6 The 3 month interest rate is measured by the rate in the secondary market (TB3MS). The remaining interest rates are measured by the 1 year, 3 year, 5 year, and 10 year treasury constant maturity rates (GS1, GS3, GS5, GS10).
7 The growth rate in consumption is calculated from real consumption expenditures (PCECC96). We use the series for real private …xed investments (FPIC96) to calculate the growth rate in investments. Finally, the growth rate in GDP is calculated from real GDP (GDPC96). All growth rates are expressed in per capita based on the total population in the US.
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& Primiceri (2008) , among others and let = 0:025. The in ‡ation rate in the steady state is calibrated to the empirical average for the quarterly in ‡ation rate in our sample, i.e. ss = 1:0089. Finally, the perturbation parameter turns out to be not identi…ed and we therefore let = 0:01:
To further economize on the number of parameters to be estimated, we let the standard deviation in the measurement errors for in ‡ation and the three real growth rates be equal to 20 basis points. The level of these measurement errors seems realistic and ensures a proper balance between …tting jointly the interest rates and the four macro variables. Lowering the level of these measurement errors would lead to a better …t of the four macro variabes at the expense of a less precise …t to the interest rates, and vice versa.
For the variance of the measurement errors along the yield curve, the following parsimonious speci…cation is adopted ln V ar
where k denotes the maturity of the interest rates. The Nelson-Siegel curve or extensions of this curve as presented in Björk & Christensen (1999) could also be used in this context. However, the results in Diebold et al. (2006) display a parabola form for the variances in the measurement errors along the yield curve corresponding to 2 0. Hence, we settle with the speci…cation in (45) and impose the condition 2 0.
All the remaining parameters are estimated by Quasi-Maximum Likelihood (QML) based on the Central Di¤erence Kalman Filter (CDKF) as developed by Norgaard, Poulsen & Ravn (2000) . The CDKF is an extension of the standard Kalman Filter to non-linear and non-normal state space systems where the non-linear moments in the …ltering equations are approximated at least up to second order accuracy. For DSGE models approximated up to second order, Andreasen (2008c) shows that this QML estimator can be expected to be consistent and asymptotically normal even if non-normal shocks are hitting the economy.
Several arguments motivate our choice of the QML estimator. First, calculating the quasi loglikelihood function by the CDKF only takes a fraction of a second, and this makes our estimation feasible. Second, Andreasen (2008c) shows in a Monte Carlo study that the CDKF delivers the same or even better performance compared to particle …lters when more than three shocks are hitting the economy. Here, performance of …lters is measured by the root mean squared errors for the state estimates. Third, the quasi log-likelihood function based on the CDKF is a smooth function of the structural parameters, and this makes optimization of the quasi log-likelihood function much easier than optimizing a non-smooth approximated log-likelihood function from a particle …lter. A well-known disadvantage of any QML estimator is their possible lack of e¢ ciency which we acknowledge. However, it remains to be shown for large non-linear DSGE models like ours that the e¢ ciency of using Maximum Likelihood (ML) outweighs the approximation error in the log-likelihood function from a particle …lter and thus leads to more precise ML estimates than our QML estimates.
Estimation results
The estimation results for our benchmark model are reported in table 1. Throughout this paper, a modi…ed version of the CMA-ES routine is used to maximize the quasi log-likelihood function. Andreasen (2008b) shows that this modi…ed version of the CMA-ES routine is very successful at optimizing likelihood functions for DSGE models.
We …nd the degree of the internal habit e¤ect to be of a moderate size (b = 0:31). The household is seen to spend approximately 34% of their time working and the remaining 66% on leisure ( 1 = 0:66). As for the parameter governing the degree of curvature in the household's utility function, we …nd 2 = 3:31. The size of the adjustment costs in investments is found to be low ( = 0:27) and so is the degree of price stickiness ( = 0:09). Hence, on average …rms reoptimize their prices every 1.1 quarter, and it is thus obvious that the degree of price stickiness is low in our benchmark model. The intratemporal elasticity of substitution between goods is also low ( = 1:11) and this leads to an extremely large price markup which is hard to justify based on micro economic evidence. We examine the robustness of the latter two …ndings in subsection 4.6.
The central bank is seen to focus mostly on stabilizing in ‡ation ( = 10:31) compared to stabilizing aggregated demand ( y = 8:10). Note in this context that the parameter is estimated with a high degree of uncertainty. 8 For the in ‡ation rate target, the parameter ! is estimated to be zero, meaning that t = t 1 + ;t . Thus, expressing in ‡ation and the in ‡ation target in percentage deviation from the steady state, we …nd that the central bank reacts to the expected growth rate in in ‡ation.
The growth rate in the non-stationary component of investment shocks displays a high degree of persistency ( = 0:85). On the other hand, the growth rate in the non-stationary component of labor productivity shocks evolves almost as a random walk ( z = 0:01). The three autocorrelated stationary shocks all display a fairly high degree of persistency. In particular, the stationary component of labor productivity a t which has a persistency parameter of a = 0:98. These estimates of z and a imply that the impulse response patterns in labor productivity following a non-stationary and a stationary shock, respectively, are very similar. However, as shown in …gure 1 the response in the yield curve is quite di¤erent for the two shocks, because a non-stationary productivity shock induces additional increases in …rms' …xed costs. Such additional …xed costs are not present in the case of a stationary productivity shock.
< Figure 1 about here > Figure 2 displays the nine series in our sample. As we will demonstrate shortly, our model performs remarkably well in terms of reproducing the dynamics in the nine series, and this makes the di¤erence between the actual series and the series implied by the model very small. 9 Hence, we do not plot the actual series and the model implied series in the same diagram because 8 A word of caution is in order in relation to the reported standard errors in table 1. Due to instability in the Hessian matrix, standard errors are calculated based on the outer product of the score function. Andreasen (2008c) shows in a Monte Carlo study that this procedure gives quite accurate estimates of the standard errors in the case where the shocks are normally distributed. However, our shocks display evidence of non-normality in the form of thicker tails than the normal distribution. In such a setting Andreasen (2008c) shows that calculating the standard errors by the outer product of the score function has a negative bias.
Evaluating the …t of the macro-…nance model
9 All model implied series are calculated based on the …ltered and not the smoothed state estimates. The reason being that the presence of growth rates in the set of observables induces an extended state space system where we estimatext = x 0 t x 0 t 1 0 , and in this state space system we cannot calculate the smoothing gain with a su¢ cient degree of precision. A small simulation study for the benchmark model shows that the total mean squared errors for the …ltered state estimates are 0:0413, which is quite low given the seven shocks to the model (Andreasen (2008c) ). di¤erences between the two are hard to locate. Instead, model/measurement errors are plotted next to each of the nine series in …gure 2 where model errors are expressed in basis points. 10 We …rst notice from …gure 2 that our model …ts all …ve interest rates extremely well and model errors are in general no larger than 20 basis points. The exceptions are for the 3 month and the 1 year interest rates around 1980 during the Fed experiment where larger model errors are present.
< Figure 2 about here >
The …rst four rows in table 2 report various statistics to evaluate the goodness of …t of our macro-…nance model. Here, we notice that all model errors have mean values very close to zero (between 2 and -6 basis points). Also the standard deviation for the ex ante model errors are small, and the standard deviations in the ex post model errors are even smaller -all between 2 and 16 basis points.
The ability of our model to reproduce the dynamics of the 10 year yield curve is thus similar or even better than the performance of standard three factor a¢ ne term structure models. For instance, Cheridito, Filipovic & Kimmel (2007) report the standard deviations in model errors for these models to be between 10 and 25 basis points. Of course, a fair comparison of our macro-…nance model to these models is di¢ cult due to the very di¤erent nature of the two types of models. However, it is important to notice that our model is not automatically more ‡exible than three factor a¢ ne term structure models for the following two reasons. First, DSGE models typically use the same number of structural shocks as the number of observables. Hence, four out of our seven shocks could be taken to match the four macro series. This leaves us with three shocks to match the yield curve like in three factor a¢ ne term structure models. Second, the presence of a micro foundation imposes more cross restrictions in our model than in reduced form models.
Turning to the …t of the four macro series, …gure 2 shows that our model is also able to reproduce the dynamics in the in ‡ation series and the dynamics in the three real growth rates. In general, model errors are again seen to be no larger than 20 basis points. The mean value of the model errors are again very close to zero, and the ex post standard deviations in these errors are only between 6 and 11 basis points. This gives rise to correlation coe¢ cients of 0.99 or higher between the actual series and the model implied series. Especially the high correlation coe¢ cients for the three real growth rates are remarkable because each of these series displays a very low degree of persistency and is therefore di¢ cult to …t.
Another way to measure the ability of our model to capture the dynamics in the yield curve is to examine how well it reproduces the dynamics of interest rates not included in the estimation. The 2 year and the 7 year interest rates as reported by the Federal Reserve Bank of St. Louis start in 1976Q2 and 1969Q3, respectively, and were therefore not included in the estimation. Figure 3 plots the two series and the corresponding series implied by our model. Again model errors are plotted next to each of the two graphs to better evaluate the performance of our model. Inspection of the graphs in …gure 3 shows that our model is quite successful in also explaining these interest rates. The mean values of the model errors are 4 and 3 annual basis points, 1 0 Recall that 1% corresponds to 100 basis points.
16 respectively, and the ex post standard deviations are only 5 and 7 basis points, respectively. 11 Thus, our model is also quite successful at …tting interest rates not included in the estimation.
< Figure 3 about here > Summarizing, our benchmark model is able to reproduce the dynamics of the 10 year yield curve with the same degree of precision as reduced form models. This ability of our model is achieved while simultaneously …tting four key macro variables. Moreover, the model performs well in terms of reproducing interest rates not included in the estimation.
The term premium
In two recent papers, Rudebusch, Sack & Swansson (2007) and Rudebusch & Swanson (2008) show that a standard DSGE model is unable to generate a realistic term premium without distorting the dynamics of the macroeconomy, a phenomenon referred to as "the bond premium puzzle". As we have documented above, our model captures quite accurately the dynamics of the macroeconomy and also the dynamics of the yield curve. It is therefore interesting to analyze whether the model also su¤ers from the bond premium puzzle. We follow Rudebusch et al. (2007) and de…ne the term premium for a zero-coupon bond with k periods to maturity as
< Figure 4 about here > Figure 4 shows the model implied term premium during our estimation period. The mean value of this premium is -16 annual basis points and its standard deviation is 64 annual basis points. The corresponding sample moments are in the neighborhood of 106 and 54 annual basis points, respectively, according to Rudebusch & Swanson (2008) . Thus, our model is able to reproduce the standard deviation in the term premium, but not its level.
The inability of our model to match the level of the term premium is a bit surprising given the model's good performance as stated above. Note here that the term premium on average is equal to the slope of the yield curve (Rudebusch & Swanson (2008) ), and our model reproduces quite accurately the slope of the yield curve during the estimation period. The correlation coe¢ cient between the actual slope and the model implied slope is as high as 0.9893. Thus, the low level of the term premium calculated by (46) must imply that the estimated shocks in our model in some way deviate from the stated assumptions, and ignoring these deviations generates too high values of E t [R t+i;1 ], which makes the term premium too low. As we will argue in the next section, all of the stated assumptions for the innovations ( t ) are reasonably satis…ed in our case. Nevertheless, it turns out that ignoring minor deviations from the zero-mean assumption in the innovations is what generates the low level of the term premium. That is, if we impose the same mean value for t when generating E t [R t+i;1 ] as we observe in the estimated innovations during our sample period, then we get a term premium with a mean value of 128 annual basis points and a standard deviation of 64 annual basis points. Figure 4 also plots the term premium as calculated under this assumption. Calculating the term premium under the alternative assumption that innovations have the same contemporaneous correlation and auto-correlation as found in the estimated innovation has only a minor e¤ect on the level of the term premium. Thus, only the mean value of the innovation is important in this context.
To summarize, our model partly avoids the bond premium puzzle in the sense that it generates a realistic term premium provided that we impose the same mean value for the innovations as that observed in the sample period.
Speci…cation analysis for the estimated innovations
The …ndings in the previous section indicate that the estimated innovations deviate from the assumptions that t s N ID (0; I). This subsection therefore examines the statistical properties of the estimated innovations in the benchmark model in further detail.
The …rst assumption about the innovations is that they should have a mean value of zero. Table 3 reports the mean values for the estimated innovation during our sample period. We see that most values are close to zero, except for innovations in the in ‡ation rate target^ ;t and in preference shocks^ " h ;t which have mean values of -0.42 and 0.25, respectively.
The second assumption analyzed is that of mutually independent innovations, and thus contemporaneous uncorrelated innovations. The contemporaneous correlation matrix in table 4 shows that most correlations are in fact rather small, as desired. The exceptions are three pairs, namely i) (^ ;t ,^ " h ;t ), ii) (^ ;t ,^ a;t ), and iii) (^ ;t ,^ a;t ), with correlation coe¢ cients around 0.3 or slightly higher.
The third assumption about the innovations which we analyze is that they are independent across time and thus display no auto-correlation or cross auto-correlation. Table 5 examines this assumption by calculating the one period auto-correlation coe¢ cients and the one period cross auto-correlation coe¢ cients. Again, most coe¢ cients are rather small. The exceptions are the auto-correlation coe¢ cient for innovations in the in ‡ation target which is 0.73 and the autocorrelation coe¢ cient for innovations in preference shocks which is 0.36. The auto-correlation in innovations for the in ‡ation target is surprising because the parameter ! is included in the law of motion for the in ‡ation target in order to capture such dependency. Nevertheless, what the data is calling for is persistent monetary policy shocks which are unexpected by the household and the …rms, contrary to persistent monetary policy shocks as speci…ed by a high value of ! .
The estimated innovations for the entire sample period are plotted in …gure 5, and the assumption of time-invariant variances is seen to be quite reasonable. An inspection of the distributions for the estimated innovations shows that they are approximately bell-shaped but with thicker tails than the normal distribution.
< Figure 5 about here > To get a feel of the quantitative e¤ect of these dependencies in the innovations, we simulate the key …rst and second unconditional moments in our model based on the assumptions t s N ID (0; I). The results are shown in table 6, and the corresponding sample moments and their standard errors are displayed in table 7. A bold number in table 6 indicates that the simulated moment in our model does not lie within the 95% con…dence interval for the corresponding sample moment. Our model is seen to do quite well in terms of matching the mean values for all nine series, but it generates slightly larger standard deviations for all interest rates and the in ‡ation rate. As for the cross correlations, we see that all interest rates and the in ‡ation rate are slightly counter-cyclical in the actual sample, whereas all interest rates and the in ‡ation rate are slightly pro-cyclical in our model. Apart from these minor deviations, our model is thus seen to match the desired sample moments reasonably well, and the dependencies in the innovations do not seem to be important for the performance of the model along these dimensions. Table 8 reports the sample moments when the simulated innovations have the same non-zero mean values as those found in the estimated innovations. As expected, this modi…cation only a¤ects the …rst moments, and notable changes are only present in the interest rates. Note in particular that the unconditional yield curve now has a rather steep positive slope.
We emphasize that a detailed speci…cation analysis should always be performed when using …lters to estimate DSGE models. This is true regardless of whether a Bayesian or a classical estimation principle is used. Note also that applying particle …lters is not a way to avoid such a speci…cation analysis because these …lters evaluate the likelihood function given the stated assumptions for the innovations which are similar to our assumptions (see for instance Fernández-Villaverde & Rubio-Ramírez (2007a)). The only way to enforce the stated assumptions regarding the innovations in the estimation is to apply moment matching methods such as GMM, Simulated Method of Moment, or Indirect Inference. However, these estimation methods also have their shortcomings, the most notable being: which moments to match?
Robustness analysis
This subsection examines the robustness of the previous …nding that our model can reproduce the dynamics of the yield curve and the four macro series. This robustness analysis is carried out by examining the e¤ect of excluding one or more shocks in the model. During this analysis special attention is devoted to the surprising …nding in our benchmark model that the degree of price stickiness is estimated to be low, even though wages are fully ‡exible in our model and no price indexation is possible for non-optimizing …rms. This result is contrary to most …ndings in the literature, which emphasize the importance of nominal frictions (Smets & Wouters (2007 ) Justiniano & Primiceri (2008 , among others).
A natural starting point for this robustness analysis is the moderate degree of persistency in the estimated innovations for the in ‡ation target, because this persistency might substitute for the common …nding of sticky prices. These considerations motivate a reestimation of our model where we exclude shocks to the in ‡ation rate target ( ;t = 0). Surprisingly, we still …nd that the degree of price stickiness is very low ( = 0:11), but the intratemporal elasticity of substitution between goods is now = 3:57, which is more reasonable. Table 2 shows that the model still …ts the yield curve and the three real growth rates quite well. However, the model now has some trouble reproducing the in ‡ation dynamics. This is re ‡ected by an increase in the ex post standard deviation in model errors for in ‡ation, from 6 to 23 basis points. Thus, even a version of our model without monetary policy shocks matches the data quite well.
The second point we examine is whether the inclusion of non-stationary preference shocks substitutes for a low degree of price stickiness and whether it is responsible for matching the yield curve in our model. Hence, we reestimate the model without the non-stationary preference shocks ( " h ;t = 0). Again, the degree of price stickiness is very low ( = 0:00002), and the intratemporal elasticity of substitution between goods is also low ( = 1:09). Table 2 shows that the model now has some trouble matching interest rates with maturities of 3 month and 1 year, but the …t of this reduced model is otherwise similar to the …t in the benchmark model. Reestimating the model with preference shocks but without shocks to the stationary component of …rms'…xed costs ( ;t = 0) leads to the same implications, namely = 0:003 and = 1:11, and we match all variables except for the 3 month and 1 year interest rates. Thus, preference shocks and/or shocks to the stationary component of …rms'…xed costs are not essential for the overall performance of the model, but they do help the model match interest rates with short maturities.
Another explanation for the low degree of price stickiness could be that we allow for both a stationary and a non-stationary component in labor productivity and investment shocks. Hence, we next reestimate the model where we exclude stationary labor productivity shocks and stationary investment shocks ( a;t = e;t = 0). In this case, the intratemporal elasticity of substitution between goods is = 1:07, and the degree of price stickiness is found to be = 0:25. The latter means that …rms reoptimize prices on average every 1.3 quarters, which is still quite low. For instance, Christiano et al. (2005) estimate to be 0:60, and the corresponding estimate in Smets & Wouters (2007) is 0:66. Our model is now seen to have some trouble matching the real growth rates in consumption and in GDP with standard deviations in ex post model errors of 19 and 14 basis points, respectively. Interest rates with maturities of 3 month and 1 year also experience larger ex post model errors with standard deviations of 62 and 30 basis points, respectively.
Next, consider the opposite scenario where we exclude non-stationary investment shocks and non-stationary labor productivity shocks ( ;t = z;t = 0). Now, a high degree of price stickiness of = 0:86 is found, implying that …rms on average reoptimize every 7.1 quarters. Thus, the model substitutes the missing exogenous persistency from shocks to ;t and z;t with strong internal persistency through very sticky prices. Firms' intratemporal elasticity of substitution between goods is also estimated to be higher in this case ( = 2:5) than in the benchmark model. Table 2 shows that the reduced model now has great di¢ culty reproducing the dynamics of the in ‡ation rate, and it also struggles with the dynamics of the real growth rates for consumption and GDP. Again, interest rates with short maturities also experience rather large model errors. Interestingly, the dynamics of this reduced version of the model is generated by extremely persistent stationary labor productivity shocks ( a = 0:9994), meaning that data truly call for a unit root in the process for labor productivity. 12 This version of our model also illustrates our main point, namely that explaining interest rates with medium and long maturities without distorting the dynamics of the macroeconomy is di¢ cult without a su¢ cient number of non-stationary shocks.
To summarize, the good performance of our model can be attributed to the fact that we allow for both a stationary and a non-stationary component in labor productivity and in investment shocks. When doing so, the degree of price stickiness is consistently found to be very low, whereas the low value of intratemporal substitution between goods is not robust. However, when we only allow for stationary labor productivity and investment shocks around a deterministic trend, we recover the standard …nding in the literature of a substantial degree of price stickiness. In other words, di¤erent speci…cations of the real shocks driving the economy change the importance of nominal frictions dramatically. We emphasize that the model with low degree of price stickiness matches the data much better than a model with very sticky prices, and a low degree of price stickiness is also in accordance with recent micro evidence (Bils & Klenow (2004) ).
Conclusion
This paper shows how a standard DSGE model can by extended to reproduce the dynamics of the 10 year yield curve for the post-war US economy and at the same time explain the dynamics of four key macro variables. We achieve these results by introducing three non-stationary shocks which allow us to explain interest rates with medium and long maturities without distorting the dynamics of the macroeconomy. Our model partly avoids the bond premium puzzle in the sense that it generates a realistic term premium provided that we account for minor deviations from the assumption of zero mean values for the innovations in the model.
All the mentioned results are generated without relying on any substantial amount of price stickiness. Thus, our model shows that the presence of sticky prices is not necessary in explaining the joint dynamics of the in ‡ation rate and the dynamics of the entire 10 year yield curve. But most importantly, our analysis also shows that there no longer seems to be a trade-o¤ between having a structural model and explaining the dynamics of the yield curve.
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A The recursive coe¢ cients in the yield curve
The expression for the yield curve is given by
where R t;k is the gross interest rate in period t for a zero-coupon bond maturing in k periods. The recursion for the coe¢ cients is as follows:
For k = 1:
where R ss denotes the value of R t;1 in steady state.
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