For a fixed polyomial f ∈ Z[X], let ρ k (N ) denote the maximum size of a set A ⊂ {1, 2, . . . , N } such that no product of k distinct elements of A is in the value set of f . In this paper, we determine the asymptotic behaviour of ρ k (N ) for a wide class of polynomials. Our results generalize earlier theorems of Erdős, Sós and Sárközy.
Introduction
A polynomial f ∈ Z[X] has a product representation in a set A if a 1 a 2 . . . a k = f (x) for some distinct a 1 , a 2 , . . . , a k ∈ A and some x ∈ Z. In other words, the value set f (Z) of f contains some product of distinct elements of A. For a given polynomial f ∈ Z[X] and a positive integer k, we are interested in determining the maximum possible size ρ k (N ; f ) := ρ k (N ) of a set A ⊂ {1, 2, . . . , N } such that f has no product representation in A consisting of exactly k integers. This problem is a natural multiplicative analogue of the well-studied problem of representing f as a sum or difference of elements of A, and is motivated by a randomized factoring algorithm known as the quadratic sieve, introduced by Lenstra and Pomerance [13] . The study of product representations was initiated by Erdős [4] , where the case f (X) = X 2 was considered. Erdős, Sós and Sárközy [5] proved that for f (X) = X 2 and a positive integer k ≥ 4,
where π(N ) denotes the number of primes less than or equal to N , and refinements of these results were given by Györi [8] and Sárközy [14] . The tightest results on the asymptotic behaviour of ρ k (N ) may be found in [12] .
mod p has a solution for all choices of positive integers y and p. The asymptotic behaviour of ρ k (N ) is divided into two regimes: very roughly speaking, we will show that ρ k (N ) is linear in N or linear in π(N ), according to whether f is k-intersective. The first result we prove is for polynomials which are not k-intersective:
Theorem 1 For any polynomial f ∈ Z[X] which is not k-intersective, ρ k (N ) is linear in N . If f is irreducible, and of degree at least two, then ρ k (N ) ∼ N .
The first statement of the theorem is an immediate consequence of the definition of k-intersective polynomials, whereas the proof of the second requires some number theory. In our next theorem, we deal with polynomials which are k-intersective. The following notation is required: a dequipartition of an integer n is a partition of n into parts of size at least d such that the largest part in the partition is as small as possible. For fixed positive integers d and n ≥ d, we write n for the size of the largest part in a d-equipartition of n.
Theorem 2 implies the results in (1), by taking d = 2. The exponent of the second order term in the theorem is almost best possible: we will prove that the second order term is at least of order
The exact order of magnitude of this second order term is likely to be difficult to determine. In the proof of Theorem 2, we will determine ρ k (N ) up to a constant factor for all k ≥ d 2 , and it will follow from the Prime Number Theorem that the constant factor is at most about 1 + 1 log d .
We leave the following as an open problem:
and let k be a positive integer. Then, for some constant ρ = ρ(k, f ) depending only on k and f , either
This paper is organized as follows: in Section 2, we prove Theorem 1. In Section 3, we classify k-intersective polynomials of prime degree, in preparation for the proof of Theorem 2. To obtain an idea of the proof, we give a relatively simple proof of a closely related statement, in Section 4. Additional material from extremal graph theory is required to prove Theorem 2, and we present this in Section 5. Finally, the proof of Theorem 2 is given in Section 6.
Proof of Theorem 1
The following elementary proposition shows that if f is not k-intersective, then ρ k (N ) is linear in N , which is the first statement of Theorem 1.
Proposition 4 Let k be a positive integer, and let f ∈ Z[X] be a polynomial which is not
Proof. If f is not k-intersective, then f (x) = y k mod p has no solution for some p. Therefore no product of k distinct integers congruent to zero modulo p is in the value set of f , so
To prove the second statement of Theorem 1, we require a fundamental theorem in class field theory, known as Chebotarev's Density Theorem (see Lenstra [10] for a discussion of this theorem). More precisely, we use the following well-known consequence of Chebotarev's Theorem: if the relative natural density of primes p such that a polynomial f ∈ Z[X] has a root modulo p is one, then f is reducible in Z[X].
Proposition 5 Let k be a positive integer, and let f ∈ Z[X] be an irreducible polynomial of degree at least two. Then, for all positive integers k,
Proof. By Chebotarev's Density Theorem, there exists a set P consisting of a positive relative density of all primes such that for each prime p ∈ P , f has no root mod p. In other words, for all x, no prime p ∈ P is a factor of f (x), for all x. By inclusion-exclusion, the set A of integers which have a prime factor in P has density
and no product of k distinct elements of A is in the value set of f . It is known (see Tenenbaum [15] ) that if P has positive natural density, then p∈P
Classification of k-intersective polynomials
The classification of k-intersective polynomials is related to the following problem. Davenport (see Fried [7] page 286) conjectured that if f and g are polynomials with integer coefficients, and the value sets of f and g are equal modulo p, for all primes p, then f and g are linearly related -in other words there are integers a and b such that f (X) = g(aX + b). Polynomials whose value sets are equal are known in the literature (see Fried [7] and also 
The proposition below was also proved by Fried [6] , using a group theoretic approach; we use Hilbert's Irreducibility Theorem.
be a polynomial of degree d, where d is prime, and suppose that
Proof. By Chebotarev's Density Theorem, if a polynomial in Z[X] has a root modulo p for all primes p, then that polynomial is reducible in Z[X]. Applying this to f (X) − y k , we see that
for all integers y. Now Hilbert's Irreducibility Theorem [9] states that if a polynomial h ∈ Z[X, Y ] is irreducible then there are infinitely many specializations
It is not hard to see that this can only happen when f (X) = g(X) d for some integer
. Note that we have not used the primality of d yet. Now since f has prime degree, the only possibility is that d is prime and g is linear, say g(X) = (cX + a). Now |c| = 1, otherwise one of the equations f (x) = 0 mod |c| and f (x) = 1 mod |c| has no solution.
The proof of Proposition 6 shows, more generally, that if a polynomial
. This shows that the condition d | k in Theorem 2 is necessary. In line with Fried's conjecture, we conjecture that every k-intersective polynomial of degree d is a d th power:
For the remainder of the paper, we wish to estimate
is invariant under translation of variables in the polynomial f , we will assume that f (X) = X d for the remainder of the paper.
Sets with no product representations
Let ρ(N ; f ) := ρ(N ) denote the maximum size of a set A ⊂ {1, 2, . . . , N } with no product representation of a polynomial f ∈ Z[X]. The difference between this problem and determining ρ k (N ; f ) is that the number of factors in the product representation -namely k -is not specified. For example, the reader will observe that the results of Section 2 show that ρ(N ; f ) ∼ N when f is irreducible and of degree at least two. In this section, we determine the asymptotic behaviour of ρ(N ) up to an additive term of order π(N 1 2 ) for k-intersective polynomials of prime degree, d. From the last section, we may assume f (X) = X d in this case.
Theorem 8 Let d be a prime number and f
The case d = 2 of this theorem is very straightforward; there ρ(N ) = π(N ) for all N . For each element a ∈ A of a set A with no product representations of f (X) = X 2 can be assumed squarefree, and then the set of vectors v(a) such that the p th entry of v(a) is the p th valuation of a, for a ∈ A and p prime, is a linearly independent set of vectors over F 2 . Since each vector has π(N ) entries, it follows that |A| ≤ π(N ), and clearly the primes achieve equality. For the proof of Theorem 8, we require the following special case of Chevalley's Theorem (see Cassels [3] ):
Theorem 9 Let F be a finite field, and let f 1 , f 2 , . . . , f n be polynomials in a total of m variables over F, such that the zero vector is a common root of f 1 , f 2 , . . . , f n , and
Then the polynomials f 1 , f 2 , . . . , f n have a non-zero common root. 
To each prime p ∈ {n i+1 + 1, . . . , n i } ∪ {1, 2, . . . , m i }, we associate a polynomial f p over the integers modulo d, defined as follows:
where v p (j) is the p-adic valuation of j. Note that the total number of variables in the polynomials f p is exactly |A i |, and the total number of polynomials is π(n i ) − π(n i+1 ) + π(m i ). If the polynomials f p have a non-trivial common root, say f p (x) = 0 for all p, then let B = {j ∈ A i : x j = 0}. For every prime p ∈ {n i+1 + 1, . . . , n i } ∪ {1, 2, . . . , m i },
For any prime factor p = l(b) of b ∈ B, p ∈ {1, 2, . . . , m i }. We conclude that b∈B b is a d th power. This contradiction shows that the f p have no non-trivial common root. In order for this to happen, by Theorem 9, the number of variables
Now observe that all elements of A 0 are a product of a prime greater than N/d and an integer less than d. Let
, and therefore
Putting together the bounds (3) and (4), we obtain, as required,
The lower bound on ρ(N ) is proved via a construction. Let A * consist of all integers less than or equal to N of the form pj, where j ∈ {1, 2, . . . , d − 1} and p ∈ {d, d + 1, . . . , N } is a prime. To see that no product of distinct integers in A * is a d th power, observe that each prime p ≥ d dividing some a i satisfies p d | a 1 a 2 . . . a k , so p must divide d of the a i s. But then two of those a i s are identical, by definition of A * , which is a contradiction. Therefore no product of distinct elements of A * is a d th power. Finally,
and this completes the proof of Theorem 8.
Remarks. It would be interesting to determine the order of magnitude of
in Theorem 8, and perhaps it is always at most a constant. We also remark that if every integer in the set A in the proof of Theorem 8 is n-smooth [13] -in other words, the prime factors of every integer in A are less than n -then we obtain the bound |A| ≤ (d − 1)π(n), which is stronger than Theorem 8 when n is much less than N . It would be interesting to see if this fact is of any use in factoring algorithms when d > 2; the quadratic sieve uses the case d = 2.
Nonzero k-Sums
Let F be a finite field. The weight of a vector v ∈ F n , denoted ω(v), is the number of non-zero co-ordinates of v. Let B r denote the set of vectors with at most r non-zero co-ordinates in F n . In this section, we are concerned with the problem of finding the maximum possible size of a set of vectors E ⊂ B r such that the sum of any k distinct vectors in E is non-zero -we say that E has non-zero k-sums. The case F = F 2 was studied in [12] , and we extend the analysis to all finite fields as follows:
Theorem 10 Let F be a finite field of characteristic q, and let k ≥ q 2 be a positive integer with q | k. Let E ⊂ F n be a set of vectors of weight at most r with non-zero k-sums. Then
Furthermore, for any x = 0, there exists a set E * ⊂ {0, x} n ⊂ B r , with non-zero l-sums for all
We will give a reduction of Theorem 10 to extremal graph theory, by applying the lemma below, which can be deduced from Theorem 2.2 in Alon, Krivelevich and Sudakov [1] :
Lemma 11 Let G = (X, Y ; E) be a bipartite graph which does not contain a bipartite q-regular subgraph with s vertices in each part. Then |E| ≤ s|X||Y
Proof of Theorem 10. We start with the upper bound, namely (5). For each vector v ∈ E, consider a partition of v into two vectors v 1 and v 2 where ω(v 1 ) ≤ ω(v 2 ) ≤ ω(v 1 ) + 1. We may consider these partitions as edges in an auxilliary graph whose vertex set is B r/2 when r is even, and an M by N bipartite graph with parts B r/2 and B r/2 when r is odd. In these graphs, two vectors v 1 , v 2 are joined by an edge if their concatenation is a vector v ∈ E and they form the chosen partition (v 1 , v 2 ) of v. These two graphs have exactly |E| edges, and do not contain a copy of any bipartite graph with k edges and every vertex of degree zero modulo q, since F has characteristic q. If r is odd, then by Lemma 11 with s = k/q, we obtain
as required. If r is even, then the auxilliary graph has a bipartite subgraph containing at least half its edges, to which Lemma 11 may be applied. This proves (5).
The construction of E * is via the first moment method. Since this is now a fairly standard approach, we do not include all the calculations. Consider a random collection E ⊂ {0, x} n ⊂ B r \B r−1 , where each vector is chosen independently with probability
Let Y and Z be the number of sets of at most k vectors in E adding up to zero, and the number of vectors in E, respectively. Then E[Z] = p n r , and a short calculation gives 16E[Y ] < E[Z]. Using Markov's inequality and concentration of Z (which has a binomial distribution), we deduce that
So we can find E such that Z > 2Y and 2Z > E[Z]. Now we delete all vectors in E which appear in at least one subset of at most k vectors adding up to zero mod q, to obtain E * ⊂ E.
Remarks. The proof of Theorem 10 is a reduction of the non-zero k-sum problem to extremal graph theory. If r = 2 and k ≥ q! + q, then the existence of norm-graphs (see Alon, Rónyai and Szábo [2] ) shows that the upper bound in Lemma 11 and Theorem 10 is tight -consider the incidence vectors of the edges of a norm-graph. However the problem of determining the maximum number of edges in a graph not containing K q,q is a notoriously difficult problem, known as Zarankiewicz's Problem [16] , and it is likely that determining the maximum size of a set E ⊂ B r with non-zero k-sums is even more difficult.
Proof of Theorem 2
By the results of Section 3, if f is k-intersective, then d | k and we may take f (X) = X d . The proof of Theorem 2 is split into two parts. We begin by showing that (2) is a lower bound for 
Proof of Theorem 2 : A Lower Bound on
To prove (2), we construct a set in {1, 2, . . . , N } without product representations of X d with k factors. We start with the set B of integers less than or equal N of the form pj, where p > N 1/3 > J is prime and j ∈ {1, 2, . . . , J − 1}. Then 
and since d 2 k, this is a contradiction. This proves Claim 1.
Let F = Z/dZ, and n = π(N
be a set of vectors of weight three such that no sum of at most k vectors in E * is zero, and suppose E * has maximum possible size. We index the co-ordinates of vectors in E by the prime numbers in {J, J + 1, . . . , N 1 3 }. According to Theorem 10 with d = q and r = 3, we can choose E * so that
To each v ∈ E * we associate the integer c(v) = pqr, where v p = v q = v r = 1 and p, q, r are distinct primes. Let C ⊂ {1, 2, . . . , N } be the set of integers c(v) for v ∈ E * -then |E| * = |C|.
Claim 2.
No product of k distinct integers in B ∪ C is a d th power.
Proof. Consider the equation a 1 a 2 . . . a k = x d , where x is an integer and a 1 , a 2 , . . . , a k ∈ B ∪ C are distinct. By Claim 1, we have a i ∈ C for some i, and so a i = c(v) = pqr for some v ∈ E * with v p = v q = v r = 1. The integers p, q and r are primes in {1, 2, . . . , N
, and therefore v p = 1 for zero mod d vectors v ∈ E * , since each a j has three distinct prime factors. This is valid for all primes p ∈ {J, J + 1, . . . , N 1 3 } which divide an a j in the product a 1 a 2 . . . a k . This contradicts the fact that no sum of at most k vectors in E * is zero modulo d, and proves Claim 2.
Finally, we combine (6) and (7) to obtain
This gives the lower bound on ρ k (N ) required for Theorem 2.
Proof of Theorem 2 : An Upper Bound on ρ k (N )
Let A ⊂ {1, 2, . . . , N } be a set such that no product of k distinct elements of A is a d th power. We will prove (2) by showing, more generally, that for all
It is convenient to put J = k d and n = 1 2 log 2 N − log 2 J . For 0 ≤ i ≤ n, let
where
Then G i does not contain subgraph with k edges such that every vertex has degree congruent to zero mod d, otherwise the product of the integers in A corresponding to edges in the subgraph is a d th power.
Let H denote the family of bipartite graphs which comprise an edgedisjoint union of t bipartite d-regular graphs, such that the i th graph in the union has parts of size k i , and
Proof. Suppose that the claim is false. By Lemma 11, with s = J, G i contains a d-regular bipartite subgraph H 1 with k 1 vertices in each part. Remove the edges of H 1 from E i , to get a new graph G i . Applying Lemma 11, again G i has enough edges to guarantee a subgraph H 2 with k 2 vertices in each part. We continue this procedure t times to obtain graphs H 1 , H 2 , . . . , H t (this is possible since after each stage, we have not deleted more than k edges, and (9) exceeds the bound in Lemma 11 by k). We have produced a graph H ∈ H, namely H 1 ∪ H 2 ∪ · · · ∪ H t , which is contained in G i . This contradiction proves (9) .
For the next claim, let l(a) be the largest prime factor of a ∈ A.
Together with the bounds for A 0i above, we obtain
This proves Claim 2.
The prime factors of each element of A\A 0 are less than N 1 2 , by definition of A 0 . It was observed in [5] that each such integer admits a factorization into two positive integers, each at most N 2/3 . For each a ∈ A\A 0 , we choose exactly one such factorization, say x a y a , where 1 ≤ y a ≤ x a . Let
Then the bipartite graph G = (X, Y ; E) where X = {x a : a ∈ A 1 } and Y = {y a : a ∈ A 1 } does not contain any graph in H. By Lemma 11, applied in the same way as in Claim 1,
Let A 2 = A\(A 1 ∪ A 0 ), and let
where 0 ≤ i ≤ m and m = 1 6 log 2 N . Form a bipartite graph F i = (X i , Y i ; E i ) where E i is the set of pairs {x a , y a } where x a ∈ X i and y a ∈ Y i , and a ∈ A 2 . Then F i does not contain any subgraph in H. Therefore the appropriate analog of (9) 
Since A = A 0 ∪ A 1 ∪ A 2 , we may add (10), (11) and (12) to obtain (8) .
Remarks. The proof of Theorem 2 given above shows that for all k ≥ d 2 , • Theorem 2 gives the asymptotic behaviour of ρ k (N ) for any k-intersective polynomial of prime degree, provided k is relatively large. We conjecture that for any polynomial f ∈ Z[X], ρ k (N ) ∼ ρN or ρ k (N ) ∼ ρπ(N ), where ρ > 0 depends only on k and f . It would be interesting to determine the value of ρ.
• We defined (see Section 4) ρ(N ) to be the maximum size of a set A ⊂ {1, 2, . . . , N } with no product representation of a polynomial f . In the case f (X) = X 2 , ρ(N ) = π(N ). It would be interesting to determine ρ(N ) precisely for f (X) = X d and d > 2. Perhaps, in this case, • In addition, we showed (Section 2) that ρ(N ) ∼ N when f is irreducible and of degree at least two. The asymptotic behaviour of ρ(N ) when f is reducible and f (X) = X d is left as an open question.
