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APPLICATION OF HARMONIC ANALYSIS TECHNIQUES TO
REGULARITY PROBLEMS OF DISSIPATIVE EQUATIONS
MIMI DAI AND HAN LIU
Abstract. We discuss recent advances in the regularity problem of a variety
of fluid equations and systems. The purpose is to illustrate the advantage
of harmonic analysis techniques in obtaining sharper conditional regularity
results when compared to classical energy methods.
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1. Overview
In this paper we would like to draw readers’ attention to recent progress in the
regularity problems of a variety of dissipative equations that describe the motion of
certain fluid or complex fluid. The emphasize is to introduce a type of low modes
regularity criteria for the Navier-Stokes equations (NSE) and several other partial
differential equation models akin to it. In other words, the existence of global
regular solutions to these equations can be achieved under a condition that some
norm of the low frequency parts of the solutions are controlled. It is also our goal
to present a wavenumber splitting framework based on techniques from harmonic
analysis, applying which the regularity criteria were obtained.
We first recall some background of the NSE and various fluid equations.
1.1. From the NSE to complex fluid systems. The incompressible viscous
NSEs, a prototype of a series of fluid equations to appear in this paper, are given
by
(1.1)
{
ut + (u · ∇)u − ν∆u = −∇p, x ∈ R
d, t ≥ 0,
∇ · u = 0,
where u is the fluid velocity, p represents the pressure, and µ stands for the constant
viscosity coefficient.
It is know that global regularity for the NSE in three dimensions remains an
outstanding open problem. On contrast, a Leray-Hopf weak solution was shown to
exist globally in time by Leray [39] and Hopf [31].
Definition 1.1. Let C˙∞0 denote the space of test functions that are smooth, with
compact support, and divergence free. Let 〈, 〉 denote the L2-inner product. If a
vector valued function u(t, x) ∈ Cw(0, T ;L2(R3)) satisfies the weak formulation of
The work of the authors was partially supported by NSF Grant DMS–1815069.
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system (1.1)
(1.2)
{ ∫ T
0 (−〈u, ∂tϕ〉+ 〈(u · ∇)u, ϕ〉+ ν〈∇u,∇ϕ〉)dt = 0,∫ T
0 〈u,∇ϕ〉ds = 0, ∀ϕ ∈ C˙
∞
0 ([0, T ]× R
3),
then u is called a weak solution of the NSE on [0, T ].
A weak solution u to system (1.1) with ν > 0 on [0, T ] is a Leray-Hopf solu-
tion provided that u ∈ L∞(0, T ;L2(R3)) ∩L2(0, T ;H1(R3)) and that the following
energy inequality
(1.3) ‖u(t)‖22 + ν
∫ t
t0
‖∇u(s)‖22ds ≤ ‖u0‖
2
2
holds for almost every t0 ∈ [0, T ] and t ∈ (t0, T ].
Leray, in his pioneering work [39], established global existence of Leray-Hopf
solutions for initial data with finite energy.
Theorem 1.2. Let u0 ∈ L
2
σ(R
3), with L2σ being the space of divergence free L
2-
functions. There exists a global in time Leray-Hopf solution u to system (1.1).
It is worthwhile to point out that the uniqueness of Leray-Hopf solutions is un-
known. Leray’s question, whether a Leray-Hopf solution develops singularity at
finite time, does not have an answer yet. However, there have been several im-
portant partial regularity results in forms of conditional uniqueness and regularity
criteria. Although there is a vast literature on this topic, we shall only allude to
the ones that are relevant to the main purpose of this paper. Below we summa-
rize the works of Prodi [44], Serrin [47] and Ladyzhenskaya [38], as well as that of
Escauriaza, Seregin and Šverak [26].
Theorem 1.3 (Prodi-Serrin-Ladyzhenskaya). Let u be a Leray-Hopf solution to
system (1.1) with u0 ∈ L
2
σ(R
3). If u ∈ Lα(0, T ;Lβ(R3)), with 2α +
3
β = 1 and
β ∈ (3,+∞], then u is smooth on [0, T ].
Theorem 1.4 (Escauriaza-Seregin-Šverak). Let u be a Leray-Hopf solution to sys-
tem (1.1) with u0 ∈ L
2
σ(R
3). If u ∈ L∞(0, T ;L3(R3)), then u is smooth on [0, T ].
We note that system (1.1) is invariant under the following scaling:
uλ(t, x) =
1
λ
u(
t
λ2
,
x
λ
), pλ(t, x) =
1
λ2
p(
t
λ2
,
x
λ
).
The norms of critical spaces i.e., function spaces invariant under the scaling, are
of particular importance for the study of the global regularity problem. Indeed, if
(u, p) is a solution to the NSE on [0, T ), then (uλ, pλ) is a solution to the NSE on
[0, λ2T ) with initial data λ−1u0(λ−1 · ); hence, it is natural that conditions that
guarantee global well-posedness of the system are scaling-invariant. Some examples
of critical spaces for the NSE are
H˙
1
2 →֒ L3 →֒ B˙
−1+ 3
p
p,∞ →֒ BMO
−1 →֒ B˙−1∞,∞, p <∞.
The time-space Lebesgue spaces in Theorem 1.3 are invariant with respect to the
scaling, thus critical. However, a Leray-Hopf solution belongs to Lα(0, T, Lβ(R3))
with 2α +
3
β =
3
2 , which are supercritical. In fact, one of the essential reasons why
the NSE regularity problem is particularly challenging is that all the quantities that
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are known to be controlled to produce a priori bounds e.g., the energy ‖u‖2L2 etc.,
are supercritical.
In the case ν = 0, system (1.1) reduces to the Euler equations for incompressible,
inviscid flows, whose solvability in 3D remains more of a mystery than that of the
NSE, since not even the global existence of Leray-Hopf type solutions is known,
while local existence of mild solutions was established by Kato [33]. A classical
result concerning the Euler equations is the extensibility criterion in terms of the
time-integrability of the vorticity, obtained by Beale, Kato and Majda [4].
Theorem 1.5 (Beale-Kato-Majda). Let ν = 0. Suppose that u0 ∈ Hs(R3), s ≥ 3,
then there exists a time T depending on ‖u0‖H3 , so that system (1.1) has a solution
u ∈ C(0, T ;Hs(R3)) ∩ C1(0, T ;Hs−1(R3)). Moreover, u can be extended beyond T
if and only if ∫ T
0
‖∇× u(t)‖∞dt < +∞.
Besides the NSE, the surface quasi-geostrophic equation (SQG) sharing cer-
tain analogy with the NSE, in this paper we also include several complex fluid
models such as the magneto-hydrodynamics system (MHD), the Hall-magneto-
hydrodynamics system (Hall-MHD), the nematic LCD system with Q-tensor, and
the chemotaxis-Navier-Stokes system. These systems have many features (e.g.,
scaling properties) analogous to those of the NSE. In particular, for each of the
aforementioned systems, certain Prodi-Serrin-Ladyzhenskaya or Beale-Kato-Majda
type regularity criterion is known and more recently, improvements in the form
of low modes regularity criteria have been made. We shall provide more detailed
reviews of these fluid equations in the upcoming sections.
1.2. Kolmogorov’s theory of turbulence. Seemingly fluctuating and chaotic
behaviors that fluid flows can exhibit at times pose a major difficulty to obtaining a
complete mathematical theory for the fluid equations such as the NSE. A turbulent
flow may be characterized by eddies of different sizes where the energy cascade
takes place. While eddies of larger scales break up into those of smaller scales,
kinetic energy is also transferred from larger to smaller scales successively, and
finally converted into heat by viscosity, as L. F. Richardson depicted, "Big whirls
have little whirls that feed on their velocity, and little whirls have lesser whirls and
so on to viscosity in the molecular sense."
In 1941, A. N. Kolmogorov formulated a mathematical theory of turbulence [36].
For a fluid with sufficiently high Reynolds number, Kolmogorov suggested that the
turbulent flow is statistically isotropic at small scales, in other words, the statis-
tics of the turbulent flow at small scales is independent of directional conditions.
Morevoer, it is postulated that at small scales, the statistics of a turbulent flow is
universally and uniquely determined by the rate of energy suppy ǫ and viscosity ν,
while determined solely by ǫ at large scales. The heuristic is that in the NSE, the
norm of ∆u increases as the scales decreases in the energy cascade, thus eventually
the molecular dissipation term ∆u overwhelms the inertial term u · ∇u.
Via a dimensional argument, one can infer that the length scale at which the
turbulence switches from the inertial range to the dissipation range should be ℓd ∼
(ν
3
ǫ )
1
4 . Kolmogorov’s dissipation wavenumber κd, below which is the range where
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viscous effects in a turbulent flow are negligible, is then defined as
κd = ǫ
1
4 ν−
3
4 ∼
1
ℓd
.
The analysis above forms a very import conjecture: the low frequency part below
κd are essential to describe the flow, while the high frequency part above κd are
asymptotically controlled by low modes. The wavenumber splitting approach to be
introduced later is inspired from this conjecture.
2. Harmonic analysis tools
2.1. Littlewood-Paley theory. We recall the Littlewood-Paley decomposition,
a tool extensively used in the mathematical study of fluids and waves. To start,
we define a family of functions with annular support, {ϕq(ξ)}∞q=−1, which forms a
dyadic partition of unity in the frequency domain. Let λq = 2q, q ∈ Z. We choose
a radial function χ ∈ C∞0 (R
n) satisfying
χ(ξ) =
{
1, for |ξ| ≤ 34
0, for |ξ| ≥ 1,
and define ϕ(x) = χ( ξ2 )− χ(ξ) and ϕq(ξ) =
{
ϕ(λ−1q ξ), for q ≥ 0,
χ(ξ), for q = −1.
Given a vector field u ∈ S
′
, its Littlewood-Paley projections are defined as{
∆−1u = u−1 =: F
−1(χ(ξ)uˆ(ξ)) =
∫
h˜(y)u(x− y)dy,
∆qu = uq =: F
−1(ϕq(ξ)uˆ(ξ)) = λ
n
q
∫
h(λqy)u(x− y)dy,
with h˜ = χˇ and h = ϕˇ.
Thus, the following identity holds in the distributional sense
u =
∞∑
q=−1
uq.
For convenience, we introduce the following notations
u≤Q =
Q∑
q=−1
uq, u(P,Q] =
Q∑
q=P+1
uq, u˜q =
∑
|p−q|≤1
up.
The projections {∆q}∞q=−1 provide us with an elegant tool for frequency localization.
An observation is that for a function whose Fourier transform is supported in an
annulus e.g., uq, a derivative costs exactly one λq. More precisely, we have the
following norm equivalence
‖u‖Hs ∼
( ∞∑
q≥−1
λ2sq ‖uq‖
2
2
) 1
2
.
For functions with annular support in the frequency domain, e.g., uq, the following
Bernstein’s inequality holds, which is applied extensively.
Lemma 2.1. Let n be the space dimension and let s ≥ r ≥ 1, then
‖uq‖r . λ
n( 1
r
− 1
s
)
q ‖uq‖s.
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Finally, the Besov space Bsp,∞ can be defined in a straightforward manner with
the Littlewood-Paley projections.
Definition 2.2. The Besov space Bsp,∞ consists of functions u ∈ S
′
such that
‖u‖Bsp,∞ =: sup
q≥−1
λsq‖uq‖p <∞.
Here ‖ · ‖Bsp,∞ is the norm of the Besov space.
We refer readers to the work of Bahouri, Chemin and Danchin [], as well as that of
Grafakos [] for more details about the Littlewood-Paley theory and its applications.
2.2. The commutator and Bony’s paraproduct. To deal with the quadratic
nonlinear term (u·∇)u which makes the NSE intriguing, we seek a way to decompose
the product of two functions within the Littlewood-Paley framework. Formally, the
product of two distributions u and v can be written as
uv =
∑
p,q≥−1
upvq.
In 1981 the para-differential calculus was introduced by J. M. Bony, soon finding
its applications in many fields such as the study of nonlinear hyperbolic systems.
Here we just introduce Bony’s paraproduct, which distinguishes three parts in the
product uv, that is,
uv =
∑
q≥−1
(
u≤q−2vq + uqv≤q−2 + u˜qvq
)
.
Another tool to facilitate the estimation of the convection or inertial terms is
the commutator notation
[∆q, u≤p−2 · ∇]vp = ∆q(u≤p−2 · ∇vp)− u≤p−2 · ∇∆qvp,
which enjoys the following estimate.
Lemma 2.3. For 1r1 =
1
r2
+ 1r3 , we have
‖[∆q, u≤p−2 · ∇]vp‖r1 . ‖vp‖r2
∑
p′≤p−2
λp′‖up′‖r3 .
Proof. By definition of ∆q,
[∆q, u≤p−2 · ∇]vp =λ
3
q
∫
R3
h(λq(x− y))(u≤p−2(y)− u≤p−2(x))∇yvp(y)dy
=− λ3q
∫
R3
∇yh(λq(x− y))(u≤p−2(y)− u≤p−2(x))vp(y)dy
=
∫
R3
λ3q |x− y|∇yh(λq(x− y))
u≤p−2(x)− u≤p−2(y)
|x− y|
vp(y)dy.
By Young’s inequality for convolutions,
‖[∆q, u≤p−2 · ∇]vp‖r1 ≤‖vp‖r2‖u≤p−2‖r3
∫
R3
|z||∇h(z)|dz
.‖vp‖r2‖u≤p−2‖r3 .

As we shall see in the next section, the commutator, together with the divergence
free condition, reveals certain cancellations within the nonlinear interactions.
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3. Low modes regularity criteria for fluid equations
3.1. The NSE. The results of interest in this section are low modes regularity
criteria for the NSE, which have improved previously known regularity criteria. In
this section, more detailed analysis shall be included as the NSE is the prototypical
case for other fluid systems. We shall also discuss more about the results’ connection
to Kolmogorov’s theory of turbulence.
The following result, due to Cheskidov and Shvydkoy [16], is the foremost among
a series of low modes regularity criteria of interest in this paper.
Theorem 3.1 (Cheskidov-Shvydkoy). Let u be a weak solution to system (1.1) on
[0, T ]. If u(t) is regular on [0, T ) and∫ T
0
‖(∇× u)≤Q(t)‖B0
∞,∞
dt <∞,
then u(t) is regular on [0, T ].
Here Q(t) = log2 Λ(t), with the wavenumber Λ(t) for the NSE defined as
Λ(t) = min{λq : λ
−1+ 3
r
p ‖up‖r < crν, 2 ≤ r ≤ ∞, ∀p > q, q ∈ N}.
This result gives a unified regularity criterion for the NSE and the Euler equa-
tions, since in the case of ν = 0, theorem (3.1) reduces to the Beale-Kato-Majda
regularity criterion for the Euler equations.
Later, Cheskidov and Dai [14] further weakened the above regularity criterion.
Theorem 3.2 (Cheskidov-Dai). Let u be a weak solution to system (1.1) on [0, T ]
such that u(t) is regular on [0, T ). If for certain constant cr, 2 ≤ r ≤ ∞
lim sup
q→∞
∫ T
T
2
1q≤Q(t)λq‖uq‖∞dt < cr,
then u(t) is regular on [0, T ].
The preludes to the above two results are notable results of regularity criteria
in terms of Besov norms. Theorem (3.1) has improved the following Prodi-Serrin-
Ladyzhenskaya criterion extended to Besov spaces, obtained by Kozono, Ogawa
and Taniuchi [37].
Theorem 3.3 (Kozono-Ogawa-Taniuchi). Let u be a weak solution to system (1.1)
such that it is regular on [0, T ). If u ∈ L1(0, T ;B−1∞,∞), then u can be extended
beyond time T.
In fact, it can be shown that the condition in theorem (3.1) is weaker than
any Prodi-Serrin-Ladyzhenskaya type condition u ∈ Lr(0, T ;B2/r−1∞,∞ ). Meanwhile,
theorem (3.2) has improved not only theorem (3.1) but also Planchon’s refined
Beale-Kato-Majda criterion (see [43]), stated as follows.
Theorem 3.4 (Planchon). Let u ∈ C(0, T ;Bsp,q), s ≥ 1 +
n
p , 1 ≤ p, q ≤ ∞ be a
solution to the Euler equations, that is, system (1.1) with ν = 0. There exists a
constant M0 such that T is the maximal existence time iff
lim
ε→0
sup
q≥−1
∫ T
T−ε
‖∆q(∇× u)‖∞dt ≥M0.
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A sketch of the proofs of theorems (3.1) and (3.2) starts with considering the
Littlewood-Paley projections of the NSE in higher order energy spaces.
1
2
d
dt
∞∑
q≥−1
λ2sq ‖uq‖
2
2 ≤− ν
∞∑
q≥−1
λ2s+2q ‖uq‖
2
2 −
∞∑
q≥−1
∫
R3
∆q(u · ∇u)uqdx
=:− ν
∞∑
q≥−1
λ2s+2q ‖uq‖
2
2 + I.
(3.4)
It then becomes clear that the essential step is to analyze the nonlinear term (u·∇)u,
which translates into term I in (3.4). As we shall see, the wavenumber splitting
approach yields, for s > 12 ,
|I| . crν
∑
q≥−1
λ2s+2q ‖uq‖
2
2 +Q(t)‖u≤Q(t)‖B1∞,∞
∑
q≥−1
λ2sq ‖uq‖
2
2.
To proceed, I is split into many terms, which allows one to analyze the interac-
tions between different frequencies. Bony’s paraproduct decomposition yields
I =−
∑
q≥−1
∑
|p−q|≤2
∫
R3
∆q(up · ∇u≤p−2)uqdx
−
∑
q≥−1
∑
|p−q|≤2
∫
R3
∆q(u≤p−2 · ∇up)uqdx
−
∑
q≥−1
∑
|p−q|≤2
∫
R3
∆q(up · ∇u˜p)uqdx
=:I1 + I2 + I3.
Re-writing the terms using the commutator further reveals certain cancellations.
We notice that in the following expression I22 vanishes as a consequence of the facts∑
|p−q|≤2∆qup = uq and ∇ · u≤p−2 = 0.
I2 =−
∑
q≥−1
∑
|p−q|≤2
∫
R3
[∆q, u≤p−2 · ∇]upuqdt
−
∑
q≥−1
∑
|p−q|≤2
∫
R3
u≤q−2∇∆qupuqdt
−
∑
q≥−1
∑
|p−q|≤2
∫
R3
(u≤p−2 − u≤q−2)∇∆qupuqdt
=:I21 + I22 + I23.
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One then utilizes Q(t) to split all the terms above into low modes and high
modes, for example
I1 =−
∑
−1≤q≤Q
∑
|p−q|≤2
∫
R3
∆q(up · ∇u≤p−2)uqdx
−
∑
q>Q
∑
|p−q|≤2
∫
R3
∆q(up · ∇u≤Q)uqdx
−
∑
q>Q
∑
|p−q|≤2
∫
R3
∆q(up · ∇u(Q,p−2])uqdx
=:I11 + I12 + I13,
and
I21 =−
∑
−1≤p≤Q+2
∑
|p−q|≤2
∫
R3
[∆q, u≤p−2 · ∇]upuqdt
−
∑
p>Q+2
∑
|p−q|≤2
∫
R3
[∆q, u≤Q · ∇]upuqdt
−
∑
p>Q+2
∑
|p−q|≤2
∫
R3
[∆q, u(Q,p−2] · ∇]upuqdt
=:I211 + I212 + I213,
where I11, I12, I211 and I212 are low modes, while I13 and I213 are high modes. To
estimate terms involving the commutator, lemma (2.3) is used, while Hölder’s and
Young’s inequalities are used to estimate terms such as I11, I12 and I13. It turns
out that for low modes and high modes terms the following estimates holds true,
respectively.
|Ilow modes| .Q(t)‖(∇× u)≤Q(t)‖B0
∞,∞
∞∑
q≥−1
λ2sq ‖uq‖
2
2,
|Ihigh modes| .crν
∞∑
q≥−1
λ2s+2q ‖uq‖
2
2.
Hence the eventual outcome is a Grönwall type inequality
d
dt
∞∑
q≥−1
λ2sq ‖uq‖
2
2 .(−1 + cr)ν
∞∑
q≥−1
λ2s+2q ‖uq‖
2
2
+Q(t)‖u≤Q(t)‖B1∞,∞
∞∑
q≥−1
λ2sq ‖uq‖
2
2,
(3.5)
where s > 12 , which already puts u in a subcritical Sobolev space and cr can be
chosen such that cr < 1. By the definition of Λ(t) and Bernstein’s inequality, one
can infer that
Λ . ‖uQ‖∞ . Λλ
1
2
Q‖uQ‖2 . Λλ
s
Q‖uQ‖2.
Therefore Q(t) . (1 + log ‖u‖Hs), and inequality (3.5) becomes
d
dt
‖u‖2Hs . ‖(∇× u)≤Q(t)‖B0∞,∞(1 + log ‖u‖Hs)‖u‖
2
Hs ,
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implying that u ∈ L∞(0, T ;Hs) ∩ L2(0, T ;Hs+1) is regular on [0, T ] provided that
‖(∇× u)≤Q(t)‖B0
∞,∞
∈ L1(0, T ), which is the condition in theorem (3.1).
In the proof of theorem (3.2) the condition ‖(∇ × u)≤Q(t)‖B0
∞,∞
∈ L1(0, T ) is
weakened via a more delicate analysis. First, by the same procedure as above, one
arrives at the following Grönwall type inequality, which slightly differs from (3.5).
d
dt
∞∑
p≥−1
λ2sp ‖up‖
2
2 ≤ C(ν, r, s)
∑
q≤Q(t)
λq‖uq‖∞
∞∑
p≥−1
λ2sp ‖up‖
2
2.(3.6)
Assuming that the condition in theorem (3.2) holds, one can introduce an index
q∗ =
{
q :
∫ T
T/2
1q≤Q(t)λq‖uq‖∞dt < cr, ∀q > q
∗
}
,
with cr = ǫ ln 2/C(ν, r, s) for some small ǫ > 0. Splitting the sum yields
∑
q≤Q(t)
λq‖uq‖∞ =
∑
q≤q∗
λq‖uq‖∞ +
∑
q∗<q≤Q(t)
λq‖uq‖∞ =: f≤q∗ + f>q∗ .
It is then not difficult to see that, for t ∈ [T2 , T ]
∫ t
T
2
∑
q≤Q(τ)
λq‖uq‖∞dτ =
∫ t
T
2
f≤q∗(τ)dτ +
∫ t
T
2
f>q∗(τ)dτ ≤ q
∗λ
5
2
q∗‖u0‖2T + Q¯(t)cr,
where Q¯(t) = supT
2
≤τ≤tQ(τ).
By the definition of Λ(t) and Bernstein’s inequality, one has, for Λ(t) > 1
crνΛ
1− 3
r ≤ ‖uQ‖r . Λ
3
2−
3
r ‖uQ‖2,
from which one can infer
crνΛ
s− 12 . Λs‖uQ‖2 . ‖u‖Hs .
Let s = 12 + ǫ, the above inequality yields 2
ǫQ¯(t) . 1ν ‖u‖Hs . Hence, from inequality
(3.6) one has
‖u(t)‖2Hs ≤ exp
(
C(ν, r, s)
∫ t
T
2
(f≤q∗(τ) + f>q∗(τ))dτ
)
‖u(T/2)‖2Hs
≤
1
ν
exp(C(ν, r, s)q∗λq∗
5
2 ‖u0‖2T ) sup
T
2 ≤τ≤t
‖u(τ)‖Hs‖u(T/2)‖
2
Hs .
(3.7)
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Noticing that the right hand side of (3.7) is bounded, one can thus conclude theorem
(3.2), which assumes a condition weaker than all the ones listed below.
lim sup
q→∞
∫ T
Tq
‖∆q(∇× u)‖∞dt < cr,(i)
lim
ε→0
lim sup
q→∞
∫ T
T−ε
‖∆q(∇× u)‖∞dt < cr,(ii)
∫ T
0
sup
q≤Q(t)
‖∆q(∇× u)‖∞dt <∞,(iii)
lim sup
q→∞
∫ T
0
1q≤Q(t)
(
λ
−1+ 3
r
+ 2
ℓ
q ‖u‖r
)ℓ
dt < νℓ−1cℓr,(iv)
lim sup
q→∞
∫ T
Tq
(
λ
−1+ 3
r
+ 2
ℓ
q ‖u‖r
)ℓ
dt < νℓ−1cℓr,(v)
lim
ε→0
lim sup
q→∞
∫ T
T−ε
(
λ
−1+ 3
r
+ 2
ℓ
q ‖u‖r
)ℓ
dt < νℓ−1cℓr,(vi) ∫ T
0
(
‖u≤Q(t)‖
B
−1+ 3
r
+2
ℓ
r,∞
)ℓ
dt < νℓ−1cℓr,(vii)
lim sup
t→T−
‖u(t)− u(T )‖
B
−1+3
r
r,∞
≤
cr
2
,(viii)
where 2 ≤ r ≤ ∞, 1 ≤ ℓ ≤ ∞, and Tq := sup{t ∈ (T2 , T ) : Q(τ) < q, ∀τ ∈
(T2 , t)}. Here the conditions (vi), (viii) and (iii), (vii) can be found in Cheskidov
and Shvydkoy’s works [15] and [16], respectively.
We recall the wavenumber with intermittency correction κd = (ǫ/ν3)
1
4−s as well
as Kolmogorov’s theory, according to which the rate of energy dissipation/supply
ǫ, defined as
ǫ :=
1
T
∫ T
0
‖∇u‖22dt
plays a role in both the inertial range and the dissipation range, whereas ν the
viscosity is significant only in the dissipation range. A remarkable feature of Λ(t)
is that it divides the dissipation range and the inertial range more precisely than
κd in the sense that 〈Λ〉 . κd, where 〈Λ〉 denotes the time average of Λ(t). To
demonstrate this, we denote 〈Λ〉U =: 1T
∫
U Λ(t)dt, with U := {t ∈ [0, T ] : Λ(t) > 1},
and calculate as follows:
〈Λ〉 − 1 ≤〈Λ〉U ≤
(
〈Λ(νc∞)
2
4−σ 〉4−σU
ν2c2∞
) 1
4−σ
≤
(
〈‖uQ‖
2
4−σ
∞ Λ
2−σ
4−σ 〉4−σU
ν2c2∞
) 1
4−σ
≤
(
〈‖uQ‖
2
∞Λ
2−σ〉U
ν2c2∞
) 1
4−σ
.
Here the parameter σ ∈ [0, 3] is the dimension of the set in the Fourier space where
dissipation occurs, whose dual d = 3− σ is the dimension of the set in the physical
space where dissipation occurs, as mentioned in section (1.2). Choosing any σ such
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that Λ2−σ‖uQ‖2∞ . Λ
2‖uQ‖
2
2 is satisfied, it follows that
〈Λ〉 − 1 .
(
1
ν3
ν
T
∫
U
Λ(t)2‖uQ‖
2
2dt
) 1
4−σ
.
( ǫ
ν3
) 1
4−σ
= κd.
This observation indicates that the effects of viscosity start to manifest earlier than
predicted by the dimensional argument. Moreover, it can be shown that if σ < 32 ,
then u is in fact regular on [0, T ].
3.2. The MHD system. The MHD equations describe the evolution of a system
consisting of an electrically conducting fluid and an external magnetic field, influ-
encing each other. It is a model vital to plasma physics, geophysics and several
branches of engineering. The following form of the MHD system, in which u is
the fluid velocity, p the pressure and b the magnetic field, can be derived from the
coupling of the NSE with the Maxwell’s equations of electromagnetism.
(3.8)


ut + u · ∇u− b · ∇b+∇p = ν∆u,
bt + u · ∇b − b · ∇u = µ∆b
∇ · u = 0, ∇ · b = 0,
with x ∈ R3 and t ≥ 0. The constants ν and µ are the fluid viscosity coefficient
and magnetic resistivity coefficient, respectively. The MHD system and the NSE
share many similar features; in fact, the MHD system reduces to the NSE if b ≡ 0.
System (3.8) enjoys the following scaling-invariance -
uλ(t, x) =
1
λ
u(
t
λ2
,
x
λ
), bλ(t, x) =
1
λ
b(
t
λ2
,
x
λ
), pλ(t, x) =
1
λ2
p(
t
λ2
,
x
λ
)
solve system (3.8) with initial data (λ−1u0(λ−1x), λ−1b0(λ−1x)), provided that
(u(t, x), b(t, x), p(t, x)) is a solution corresponding to the initial data (u0(x), b0(x)).
Global existence of Leray-Hopf type weak solutions was established by Sermange
and Temam [46], as well as by Duvaut and Lions [25]. For the inviscid case ν = 0, a
Beale-Kato-Majda type regularity criterion was due to Caflisch, Klapper and Steele
[6].
Theorem 3.5. Let (u0, b0) ∈ H
s, s > 3. Then there exists a solution (u, b) ∈
C(0, T ;Hs) ∩C1(0, T ;Hs−1), which blows up at time T ∗ iff∫ T∗
0
(‖∇ × u‖∞ + ‖∇× b‖∞)dt = +∞.
A Planchon-type regularity criterion, which has extended the above regularity
criterion, was due to Cannone, Miao and Chen [7].
Theorem 3.6. Let (u0, b0) ∈ B
s
p,q, s >
n
p + 1, 1 ≤ p, q < ∞. Suppose that (u, b) ∈
C(0, T ;Bsp,q) ∩C
1(0, T ;Bs−1p,q ) is a regular solution to system (3.8) on [0, T ). Then
(u, b) can be extended beyond time T iff there exists a constant M0 such that
lim
ǫ→0
sup
q≥−1
∫ T
T−ǫ
(‖∆q(∇× u)‖∞ + ‖∆q(∇× b)‖∞)dt < M0.
Consistent with numerical and theoretical observations that the velocity u plays
the dominant role in the interactions of u and b, Prodi-Serrin type regularity criteria
in terms of only u or ∇u can be found in the works of He and Xin [30], as well as,
He and Wang [29], which can be summarized as follows.
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Theorem 3.7. Let (u0, b0) ∈ L
2
σ. Suppose that (u, b) ∈ L
∞(0, T ;H)∩L2(0, T ;H2)
is a regular solution to system (3.8). Then (u, b) can be extended beyond time T iff
u ∈ Lα(0, T ;Lβ),
2
α
+
3
β
= 1, 3 < β ≤ ∞,
or ∇u ∈ Lα(0, T ;Lβ),
2
α
+
3
β
= 2, 3 < β ≤ ∞.
The above result was later extended to Besov spaces by Chen, Miao and Zhang
[12, 13], who also obtained a Beale-Kato-Majda type condition in terms of u only.
The following theorems summarize their results.
Theorem 3.8. Let (u0, b0) ∈ L
2
σ. Suppose that (u, b) is a weak solution to system
(3.8) on [0, T ). Then (u, b) is regular on [0, T ] iff
u ∈ Lq(0, T ;Bsp,∞),
2
q
+
3
p
= 1 + s,
3
1 + s
< p ≤ ∞.
Theorem 3.9. Let (u0, b0) ∈ H
s, s > 12 . Suppose that (u, b) ∈ C(0, T ;H
s) ∩
C1(0, T ;Hs+1) is a regular solution to system (3.8) on [0, T ). Then (u, b) can be
extended beyond time T iff there exists a constant M0 such that
lim
ǫ→0
sup
q≥−1
∫ T
T−ǫ
‖∆q(∇× u)‖∞dt < M0.
Finally, by the same wavenumber splitting approach as that applied to the NSE,
Cheskidov and Dai [14] proved a regularity criterion in terms of the low modes of
u, which poses an improvement to all the previous results listed above.
Theorem 3.10. Let (u, b) be a weak solution to system (3.8) that is regular on
[0, T ). Then (u, b) is regular on [0, T ] iff
lim sup
q→∞
∫ T
T
2
1q≤Q(t)λq‖uq‖∞dt < cr, 2 ≤ r ≤ 6.
With Q(t) = log2 Λ(t), where the wavenumber Λ(t) is defined as
Λ(t) := min{λq : λ
−1+ 3
r
p ‖up(t)‖r < crν, 2 ≤ r ≤ 6, ∀p > q, q ∈ N}.
Proof of theorem (3.10) is essentially along the same line as that of theorem (3.2).
As the energy for system (3.8) is ‖u(t)‖22+‖b(t)‖
2
2, analyzing the projected equations
in higher order energy spaces leads to a Grönwall-type inequality. Compared to the
NSE, the MHD system has more terms to control and fewer cancellations to utilize,
so the above result is somehow surprising. While the magnetic field b didn’t appear
in the regularity condition, its presence did restrict the choice of index r, reducing
the range of r to [2, 6] from [2,∞] in the case of the NSE.
3.3. The Hall-MHD system. The following Hall-MHD system differs from the
MHD system from the previous section by the extra Hall term −∇× ((∇× b)× b)
resulting from replacing the resistive Ohm’s law by a more generalized Ohm’s law
which takes the Hall effect into account.
(3.9)


ut + u · ∇u− b · ∇b+∇p = ν∆u,
bt + u · ∇b − b · ∇u−∇× ((∇× b)× b) = µ∆b,
∇ · u = 0, ∇ · b = 0,
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with x ∈ R3 and t ≥ 0. The Hall-MHD system accurately models plasma with large
magnetic gradients and is useful in the study of the magnetic reconnection process.
Leray-Hopf type weak solutions to system (3.9) satisfy the same energy inequality
as that for system (3.8), as the additional Hall term vanishes at energy level. Yet,
the Hall term annuls the scaling property of the MHD system and renders the
equation for the magnetic field b nonlinear. As a result, the low modes regularity
criterion for system (3.9), due to Dai [20], has to involve both u and b, in contrast
to that for system (3.8).
Theorem 3.11. Let (u, b) be a weak solution to system (3.9) on [0, T ]. Assume
that (u, b) is regular on [0, T ), that is, (u, b) ∈ C(0, T ;Hs(R3)), s > 52 . If∫ T
0
‖u≤Qu(t)(t)‖B1∞,∞ + Λb(t)‖b≤Qb(t)(t)‖B0∞,∞dt <∞,
then (u, b) is regular on [0, T ].
Here 2Qu(t) = Λu(t) and 2Qb(t) = Λb(t), with
Λu(t) :=min{λq ≥ −1 : λ
−1
p ‖up(t)‖∞ < c0min{ν, µ}, ∀p > q},
Λb(t) :=min{λq ≥ −1 : λ
δ
p−q‖bp(t)‖∞ < c0min{ν, µ}, ∀p > q},
where λδp−q represents a kernel with δ ≥ s.
Theorem (3.11) improves known regularity criteria for system (3.9), notably the
following Prodi-Serrin-Ladyzhenskaya type regularity criterion and its extension
into the BMO space, proved by Chae and Lee [9].
Theorem 3.12. Suppose that (u, b) is a weak solution to system (3.9) on [0, T ]
that is regular on [0, T ). If (u, b) satisfy{
u ∈ Lq(0, T ;Lp(R3)), 3p +
2
q ≤ 1, p ∈ (3,∞],
∇b ∈ Lr(0, T ;Ls(R3)), 3s +
2
r ≤ 1, p ∈ (3,∞];
or u,∇b ∈ L2(0, T ;BMO(R3)),
then (u, b) is regular on [0, T ].
In order to prove theorem (3.11), it is essential to tame the Hall term, which
involves the strongest nonlinearity in system (3.9). This could be done thanks to
the following new commutators and their corresponding estimates.
Lemma 3.13. Given vector valued functions F and G, define the commutators
[∆q, F ×∇×]G =∆q(F × (∇×G))− F × (∇×Gq),
[∆q, (∇× F )×]G =∆q(∇× (F ×G))− (∇× F )×Gq.
The following estimates hold true
‖[∆q, F ×∇×]G‖r . ‖∇F‖∞‖G‖r,
‖[∆q, (∇× F )×]G‖r . ‖∇F‖∞‖G‖r,
provided that ∇ · F = 0 and G vanishes at large |x| in R3.
Indeed, the Hall term is translated into the following term
H = −λ2sq
∫
R3
∆q((∇× b)× b) · (∇× bq)dx,
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which can be decomposed using Bony’s paraproduct as
H =−
∑
q≥−1
∑
|p−q|≤2
λ2sq
∫
R3
∆q((∇× bp)× b≤p−2) · (∇× bq)dx
−
∑
q≥−1
∑
|p−q|≤2
λ2sq
∫
R3
∆q((∇× b≤p−2)× bp) · (∇× bq)dx
−
∑
q≥−1
∑
p≥q−2
λ2sq
∫
R3
∆q((∇× bp)× b˜p) · (∇× bq)dx
=:H1 +H2 +H3.
Applying the commutators to the above terms reveals cancellations, for example:
H1 =
∑
q≥−1
∑
|p−q|≤2
λ2sq
∫
R3
[∆q, (b≤p−2 ×∇×]bp · (∇× bq)dx
+
∑
q≥−1
λ2sq
∫
R3
b≤q−2 × (∇× bq) · (∇× bq)dx
+
∑
q≥−1
∑
|p−q|≤2
λ2sq
∫
R3
(b≤p−2 − b≤q−2)× (∇× (bp)q) · (∇× bq)dx
=:H11 +H12 +H13,
where H12 = 0 due to the property of cross product.
One then estimates the various terms with the help of commutator estimates,
Hölder’s, Jensen’s and Young’s inequalities, as well as the definitions of the wavenum-
bers, ultimately reaching a Grönwall type inequality which yields theorem (3.11).
3.4. The supercritical SQG equation. In [21], the wavenumber spittling method
was applied to the supercritical SQG equation, written as follows.
(3.10)
{
θt + u · ∇θ + κΛ
αθ = 0,
u = R⊥θ,
where x ∈ R2, t ≥ 0, with 0 < α < 1, κ > 0,Λ = (−∆)
1
2 andR⊥θ = Λ−1(−∂2θ, ∂1θ).
In system (3.10), the scalar function θ is the potential temperature and the vector
valued function u is the fluid velocity. System (3.10), which arises from modeling
geophysical flows in atmospheric sciences and oceanography, is also a toy model for
the 3D Euler equations due to many parallels between the two in their forms and
solutions’ behaviors. While the subcritical (1 < α ≤ 2) and critical (α = 1) SQG
equations are known to be globally well-posed [5, 18, 34, 35], the regularity problem
for the supercritical SQG equation (3.10) remains an intriguing unresolved ques-
tion. Constantin, Majda and Tabak [17] proved a regularity criterion analogous to
the one for the Euler equations.
Theorem 3.14. Given θ0 ∈ H
s(R2), s ≥ 3, there exists a unique smooth solution
to system (3.10) θ ∈ L∞(0, T ∗;Hs(R2)), and T ∗ is the maximal existence time iff∫ T∗
0
‖∇⊥θ(t)‖∞dt = +∞.
A Prodi-Serrin-Ladyzhenskaya type criterion was established by Chae [8].
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Theorem 3.15. Let θ be a solution to system (3.10). If
∇⊥θ ∈ Lq(0, T ;Lp(R2)),
2
p
+
α
q
= α, p ∈ (
2
α
,∞),
then θ is regular on [0, T ].
The Besov space version of the Prodi-Serrin-Ladyzhenskaya type regularity cri-
terion was due to Dong and Pavlović [24].
Theorem 3.16. Let θ be a weak solution to system (3.10). If
θ ∈ Lr(0, T ;Bsp,∞(R
2)), s =
2
p
+ 1− α+
α
r
, 2 ≤ p, r <∞,
then θ is a regular solution on [0, T ].
Notice that system (3.10) enjoys invariance under the scaling transform
θ(x, t) 7→ θλ(x, t) = λ
α−1θ(λx, λαt),
thus some critical spaces are H2−α(R2), C1−α(R2), L∞(R2) and B1−α∞,∞(R
2), the
last being the largest critical space for system (3.10). In particular, the conditions
in the theorems listed above are all in terms of critical quantities.
While Leray-Hopf type weak solutions to system (3.10) are weak solutions that
satisfy the energy inequality
‖θ(t)‖22 + 2κ
∫ t
t0
‖∇θ(s)‖22ds ≤ ‖u(t0)‖
2
2,
the notion of viscosity solutions also comes into play. A weak solution to system
(3.10) is a viscosity solution if it is the weak limit of of a sequence of solutions to
the following systems with ǫ→ 0,{
θǫt +R
⊥θǫ · ∇θǫ + κΛαθǫ = ǫ∆θǫ,
θǫ(x, 0) = θ0,
where θ0 ∈ Hs(R2), s > 1.
Define the wavenumber Λ(t) = 2Q(t) as
Λ(t) = min{λq : λ
1−α
p ‖θp(t)‖∞ < c0κ, ∀p > q ≥ 1},
where c0 is some constant. The low modes regularity criterion for the SQG equation
states as follows.
Theorem 3.17. Let θ be a viscosity solution to system (3.10) on [0, T ]. Assume
that ∫ T
0
‖∇θ≤Q(t)(t)‖B0
∞,∞
dt < +∞,
then θ is regular on [0, T ].
It can be shown that theorem (3.17) has improved all of the regularity criteria
for system (3.10) mentioned before. Its proof is based upon the following regularity
result due to Constantin and Wu [19].
Theorem 3.18. Let θ be a Leray-Hopf weak solution to system (3.10). If
θ ∈ L∞(t0, t;C
δ(R2)), δ > 1− α, 0 < t0 < t <∞,
then θ ∈ C∞([t0, t]× R
2).
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Instead of considering the projected equation in L2-based Sobolev spaces, one
approaches the problem via the Besov space Bsl,l. Frequency localization yield the
following projected equation.
d
dt
∑
q≥−1
λslq ‖θq‖
l
l ≤ Cκ
∑
q≥−1
λsl+αq ‖θq‖
l
l + l
∑
q≥−1
λslq
∫
R3
∆q(u · ∇θ)|θq|
l−2θqdx.
Analyzing using the same tools as those used for the NSE, one obtains a Grön-
wall type inequality which implies that θ ∈ L∞(0, T ;Bsl,l(R
2)) provided that the
condition in theorem (3.17) holds. Choosing s, l such that 0 < s < 1, sl > 2 and
α
l < 1−s < α−
2
l , one infers from theorem (3.18) and the embedding B
s
l,l ⊂ C
0,s− 2
l
that θ is in fact a smooth solution.
3.5. The nematic LCD system with Q-tensor. Low modes regularity criteria
have been established for the following nematic LCD system with Q-tensor in [22].
(3.11)


ut + (u · ∇)u+∇p = ν∆u +∇ · Σ(Q),
Qt + (u · ∇)Q − S(∇u,Q) = µ∆Q− L[∂F (Q)],
∇ · u = 0,
with x ∈ R3 and t ≥ 0. System (3.11) is a model for nematic liquid crystal flows.
Liquid crystals are matters in an intermediate state between the conventionally ob-
served solid and liquid. The nematic phase, in which the rod-like molecules possess
no positional order but long-range directional order through self-aligning in an al-
most parallel manner, is one of the most common liquid crystal phases. Nematics,
due to its fluidity and optical properties, are extremely important to liquid crystal
displays (LCD). In system (3.11), u is the fluid velocity, p the fluid pressure, while
the local configuration of the crystal and the ordering of the molecules are repre-
sented by the symmetric and traceless Q-tensor Q(t, x) ∈ R3×3sym,0. The constants ν
and µ stand for the fluid viscosity and the elasticity of the molecular orientation
field, respectively. In the simplified case tensors Σ and S are given by
Σ(Q) = ∆QQ−Q∆Q−∇Q⊗∇Q, S(∇u,Q) = Ω(u)Q−QΩ(u)
where (∇Q ⊗ ∇Q)ij = ∂iQαβ∂jQαβ and the skew-symmetric parts of the rate of
the stress tensor Ω(u) = 12 (∇u − ∇
tu). The operator L, which projects onto the
space of traceless matrices, is defined as
L[A] = A−
1
3
tr[A]I,
and the bulk potential function F (Q) takes the Landau-de Gennes form
F (Q) =
a
2
|Q|2 +
b
3
tr |Q|3 +
c
4
|Q|4.
Paicu and Zarnescu [41, 42] proved existence of weak solutions to system (3.11).
On bounded domains, Abels, Dolzmann and Liu [1, 2] proved existence and unique-
ness of local-in-time strong solutions subject to various boundary conditions. A
Prodi-Serrin-Ladyzhenskaya type regularity condition
∇u ∈ Lp(0, T ;Lq),
2
p
+
3
q
= 2, 2 ≤ p ≤ 3
can be found in [27].
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For system (3.11), the wavenumber Λ(t) = 2Q(t) can be defined in an almost
identical fashion as that for the MHD system:
Λ(t) = min{λq : λ
−1+ 3
r
p ‖up(t)‖r < cr min{ν, µ}, ∀p > q, q ∈ N}.
In the above definition, cr is a constant depending only on r ∈ [2, 6). Moreover,
it turns out that the low modes regularity criteria for the two systems are almost
identical as well.
Theorem 3.19. Let (u,Q) be a weak solution to system (3.11) on [0, T ] that is
also regular on [0, T ). Assume that∫ T
0
‖∇u≤Q(t)(t)‖B0
∞,∞
dt < +∞,
then (u,Q) is regular on [0, T ].
A refined result, similar to theorem (3.10), states as follows.
Theorem 3.20. Let (u,Q) be a weak solution to system (3.11) that is regular on
[0, T ). Assume that
lim sup
q→∞
∫ T
T
2
1q≤Q(t)λq‖uq‖∞dt < c
for some small constant c, then (u,Q) is regular on [0, T ].
The analysis shares much in common with that of system (3.8). However, addi-
tional new commutator estimates are needed to handle the terms involving Q. An
obvious yet meaningful implication of theorems (3.19) and (3.20) is given by the
following corollary.
Corollary 3.21. Let (u,Q) be a weak solution to system (3.11). Suppose that
either the Prodi-Serrin-Ladyzhenskaya type condition
u ∈ Ls(0, T ;Lr(R3)),
2
s
+
3
r
= 1, 3 < r < 6
or the Beale-Kato-Majda type condition∫ T
0
‖∇× u(t)‖∞dt < +∞
holds true, then (u,Q) is regular on [0, T ].
3.6. The chemotaxis-Navier-Stokes system. The following chemotaxis-Navier-
Stokes system is a coupling of the NSE with the parabolic Keller-Segel system,
emerging from the study of aggregation behaviors of chemotactic cells.
(3.12)


nt + u · ∇n = κ∆n−∇ · (n∇c),
ct + u · ∇c = µ∆c− nc,
ut + (u · ∇)u+∇p = ν∆u − n∇Φ,
∇ · u = 0, (t, x) ∈ R+ × T3,
where n is the cell density, c the concentration of the attractant, u the fluid velocity,
p the fluid pressure, and ∇Φ a constant vector field. System (3.12) models the
situation in which the cells e.g., Bacillus subtilis, which are attracted to certain
chemical substance e.g., oxygen, swim in sessile drops of water. Lorz [40] established
the existence of local-in-time weak solutions to system (3.12) on bounded domains
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in 3D. Global existence of weak solutions under more general assumptions was
proved via entropy-energy estimates by Winkler [48].
In particular, Chae, Kang and Lee [10, 11] proved Prodi-Serrin-Ladyzhenskaya
type regularity criteria in the following theorem.
Theorem 3.22. Let (n, c, u) be a weak solution to system (3.12) which is regular
on [0, T ), that is, (n, c, u) ∈ L∞(0, T ;Hm−1 ×Hm ×Hm(R3)). If
‖u‖Lq(0,T ;Lp(R3)) + ‖∇c‖L2(0,T ;L∞(R3)) <∞,
or ‖u‖Lq(0,T ;Lp(R3)) + ‖n‖Lr(0,T ;Ls(R3)) <∞,
where 3p +
2
q = 1, 3 < p ≤ ∞ and
3
s +
2
r = 2,
3
2 < s ≤ ∞, then (n, c, u) is regular
on [0, T ].
System (3.12) satisfies the following scaling property: suppose that (n, c, u)(t, x)
is a solution to system (3.12) with initial data (n0, c0, u0)(x), then
nλ(t, x) = λ
2n(λ2t, λx), cλ(t, x) = c(λ
2t, λx), uλ(t, x) = λu(λ
2t, λx)
also solves system (3.12) with initial data
nλ,0 = λ
2n(λx), cλ,0 = c(λx), uλ,0 = λu(λx).
Obviously, the Sobolev space H˙−
1
2 ×H˙
1
2 ×H˙
3
2 (R3) is critical according to the above
scaling of the system. Notice that the conditions in theorem (3.22) are in terms
of scaling-invariant quantities. In addition, a weak solution (n, c) to system (3.12)
possesses the following properties:
‖n(t)‖1 = ‖n0‖1, ‖c(t)‖∞ ≤ ‖c0‖∞.
The following low modes regularity criterion, proved in [23], seems somehow sur-
prising, given that the wavenumber splitting method was applied to the c equation,
which differs from fluid equations in nature.
Theorem 3.23. Let (n(t), c(t), u(t)) be a weak solution to (3.12) on [0, T ]. Assume
that (n(t), c(t), u(t)) is regular on [0, T ) and∫ T
0
‖∇c≤Qc(t)(t)‖
2
L∞ + ‖u≤Qu(t)(t)‖B1∞,∞dt <∞,
then (n(t), c(t), u(t)) is regular on [0, T ].
While the definition of the wavenumber Λu(t) and the condition on u are the same
as those for the NSE in [14], to weaken the condition on ∇c to low modes ∇c≤Qc
is rather challenging due to the lack of divergence free condition. This difficulty is
reflected by the rather narrow range for the parameter r in the following definition
of the wavenumber Λc(t) :
Λc(t) = min{λp : λ
3
r
p ‖cp(t)‖r < C0 min{κ, µ, ν}, ∀p > q, q ∈ N}, 3 < r <
3
1− ε
,
where C0 and ε are both positive small constants.
Considering the frequency localized equations of system (3.12) in Sobolev space
(H˙s × H˙s+1 × H˙s+1)(T3) and analyzing using the same set of tools as before lead
to a Grönwall type inequality from which one can conclude that
(n, c, u) ∈ L∞(0, T ; H˙s × H˙s+1 × H˙s+1(T3)),
(∇n,∇c,∇u) ∈ L2(0, T ; H˙s × H˙s+1 × H˙s+1(T3))
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for certain s = −ε < 0. While n and u are already in subcritical spaces, one must
lift c to a subcritical space by a parabolic bootstrap argument, which could be
carried out thanks to the mixed derivative theorem found in the works of Prüss
and Simonett [45], the fact that c ∈ L∞(0, T ;L∞(T3)) as well as the following
lemma on the derivative gain for the heat equation.
Lemma 3.24. Let u be a solution to the heat equation ut −∆u = f on T
d, d ≥ 2.
Assume that u0 ∈ H
α+1 and f ∈ L2(0, T ;Hα) for α ∈ R, then
u ∈ L2(0, T ;Hα+2) ∩H1(0, T ;Hα).
It is noteworthy that the first two equations of system (3.12) i.e., the Keller-
Segel model, arise from a discipline quite distant from hydrodynamics. The lack
of divergence free conditions, along with the entropy functional
∫
T3
n lnndx further
dissociates the n and c equations from the family of equations of incompressible
fluid flows. The fact that the wavenumber splitting method finds its application in
a model of population dynamics motivates one to ask the question whether or how
one can apply the same harmonic analysis techniques that bear fruits in the realm
of fluids to other utterly different models.
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