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Une variable re´ponse Y lie´e a` p covariables X1,X2, . . . ,Xp par m e´quations du
type :
fk(µk(Y |X )) = αk + β1X1 + . . .+ βpXp, k = 1, . . . ,m,
ou` fk est une fonction de´terministe connue,
µk(Y |X ) des parame`tres de la loi conditionnelle de Y sachant X .
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Une variable re´ponse Y lie´e a` p covariables X1,X2, . . . ,Xp par m e´quations du
type :
fk(µk(Y |X )) = αk + β1X1 + . . .+ βpXp, k = 1, . . . ,m,
ou` fk est une fonction de´terministe connue,
µk(Y |X ) des parame`tres de la loi conditionnelle de Y sachant X .
 englobe les mode`les line´aires ge´ne´ralise´s, les mode`les de
re´gression ordinale (Agresti (1984))
 de´pendance conditionnelle entre Y et X` sachant
X1, . . . ,X`−1,X`+1, . . . ,Xp mesure´e par la nullite´ du coefficient de
re´gression β`
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Estimation Lasso des coefficients
argmax
(α,β)
{
L(α,β,Y,X)− λ||β||1
}
,
ou` :
L(α,β,Y,X) une fonction des coefficients du mode`le
(souvent la log-vraisemblance),
Y observations de la variable re´ponse Y ,
X observations du vecteur de covariables
−→
X ,
λ > 0 le parame`tre de pe´nalisation.
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Principe
Inspire´ de Barber et Cande`s (2015)
Convient a` un spectre large de re´gressions
Ope´rationnel meˆme quand n < p
Ide´e
Utiliser une matrice de copies (knockoffs) des covariables dont la
structure de corre´lations est similaire a` celle de X mais
inde´pendante de la re´ponse Y :
Si Xi entre dans le mode`le apre`s son knockoff  Xi
n’appartient pas au mode`le
Sinon  Xi est plus susceptible d’eˆtre dans le mode`le
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Proce´dure
1 On construit la matrice des knockoffs X˜ en permutant
(ale´atoirement) les lignes de X
2 On calcule les statistiques Ti := sup {λ > 0, βˆi (λ) 6= 0},
i = 1, . . . , 2p pour chaque variable du design augmente´
3 Pour i ∈ {1, ..., p},
Wi := max(Ti ,Ti+p)×
{
+1 si Ti > Ti+p
−1 si Ti ≤ Ti+p
4 Choix d’un seuil pour discriminer les statistiques Wi positives :
me´thodes de de´tection de rupture
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Figure: Exemple de statistiques positives Wi trie´es dans l’ordre croissant.
Re´gression line´aire gaussienne avec n = 500 observations de p = 20 covariables.
Coefficients de re´gression β = (1, 1, 1, 1, 1, 0, . . . , 0).
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Re´gression adjacente
Soit Y une v.a. a` valeurs dans {0, . . . ,K} et p variables
explicatives X1,X2, . . . ,Xp. Y est lie´e aux X1, . . . ,Xp par les K
e´quations suivantes :
logit
(
Pβ∗(Y = j |Y = j ou j + 1,X = x)
)
= log
( Pβ∗(Y = j |X = x)
Pβ∗(Y = j + 1|X = x)
)
= αj + β1x1 + · · ·+ βpxp,
pour j ∈ {0, . . . ,K − 1}.
 ce mode`le appartient a` la famille exponentielle
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Parame`tres de simulations
n = 100 e´chantillons, p = 50 covariables (gaussiennes)
Re´gression adjacente, 100 re´pe´titions i.i.d.
2 configurations pour les coefficients de re´gressions :
β = (1, 1, 1, 1, 1, 0, . . . , 0)
β = (5, 4, 3, 2, 1, 0, . . . , 0)
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Figure: Taux de de´tection des covariables sur 100 re´pe´titions. Seules les 5
premie`res (en rouge) sont dans le mode`le. n = 100, p = 50.
−→
X ∼ Np(0, Ip).
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Donne´es gaussiennes inflate´es en ze´ro par des Bernoullis
Mode`les pour simuler des donne´es qui ressemblent a` des donne´es
d’abondance (positive, inflate´es en ze´ro) et dont on connaisse la
structure de de´pendance conditionnelle → mode`le graphique
gaussien latent :
Simuler un p-vecteur gaussien X ∼ Np(µ,Σ)  la structure
de graphe est donne´e par Σ−1.
Simuler un p-vecteur de Bernoulli Ber tel que
Beri ∼ B(p˜(Xi )) pour une certaine fonction croissante p˜.
Les donne´es finales sont Z = Ber × X .
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Donne´es ”adjacent”
La re´gression adjacente est consistante avec une distribution jointe
(Yang et al. (2012)) :
X un p-vecteur a` valeurs dans {0, . . . ,K}p de loi (qui de´pend des
parame`tres (θ˜s,j)1≤s≤p,1≤j≤K−1 et (θst)1≤s,t≤p) :
P(X) ∝ exp
( p∑
s=1
K−1∑
j=Xs
θ˜s,j +
∑
s 6=t
θst(K − Xs)(K − Xt)
)
.
La loi conditionnelle de Xs |X\s suit le mode`le de re´gression
adjacente avec : αs,j = θ˜s,j + M
∑
t 6=s
θst et βs = (−θst)t 6=s .
 (θst)1≤s,t≤p donne la structure de graphe.
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But
Retrouver les liens de de´pendance conditionnelle entre les variables
Xi .
Donne´es gaussiennes
 a` partir des observations de
Z
 connus en the´orie graˆce a` la
matrice de pre´cision Σ−1
Donne´es adjacent
 directement a` partir des ob-
servations de X
 connus en the´orie graˆce a` la
matrice θ
1 Re´gression adjacente de chaque variable sur les autres pour en
estimer le voisinage : ne´cessite´ de regrouper en classes pour
les donne´es gaussiennes
2 Estimation du voisinage par la me´thode des knockoffs revisite´s
3 On construit le re´seau ’and’
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Structure de graphe pour les simulations
Donne´es gaussiennes
 n = 200 observations,
p = 200 variables
 Structure de chaˆıne :
X1 ←→ X2 ←→ · · · ←→ X200.
⇒ 199 areˆtes
Donne´es adjacent
 n = 200 observations,
p = 196 = 142 variables
 K = 2 : X ∈ {0, 1, 2}p
 Structure de grille :
⇒ 2*14*(14-1) = 364 areˆtes
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Re´sultats sur donne´es gaussiennes inflate´es en ze´ro
Figure: Re´gression adjacent + me´thode KO. Donne´es gaussiennes inflate´es en
ze´ro. p = 200 variables, n = 200 observations.
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Comparaisons sur donne´es gaussiennes inflate´es en ze´ro
Figure: Glmnet. Figure: Glasso.
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Re´sultats sur donne´es adjacent
Figure: Re´gression adjacent + me´thode KO. Donne´es adjacent.
p = 196 = 14× 14 variables, n = 200 observations.
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Comparaisons sur donne´es adjacent (1/2)
Figure: Glmnet. Figure: Glasso.
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Comparaisons sur donne´es adjacent (2/2)
Figure: Pearson. Figure: Spearman.
Proce´dures de´crites dans Weiss et al. (2016)
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Choix du seuil
2 me´thodes  2 seuils
1 Me´thode CUSUM de de´tection de rupture sur la moyenne
2 Me´thode propose´e par Auger et Lawrence (1989)
 applique´es directement aux statistiques Wi positives et trie´es
dans l’ordre croissant
 applique´es aux e´carts ei := Wi+1 −Wi (sur les statistiques
positives et trie´es dans l’ordre croissant).
Dans chacun des 2 cas, on choisit le minimum s de ces 2 seuils :
Sˆ := {Xi : Wi ≥ s}.
Auger, I. E. and Lawrence, C. E., Algorithms for the optimal identification
of segment neighborhoods. Bull. Math. Biol., 51:39–54, 1989.
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Figure: Taux de de´tection pour : KO, CV et Barber et Cande`s. Re´gression
line´aire avec n = 200 ; p = 50. β = (1, 1, 1, 1, 1, 0, . . . , 0). Les covariables sont
des gaussiennes conditionnellement de´pendantes avec une structure ale´atoire.
B = 100 re´pe´titions i.i.d.
