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Abstract
Inspired by the work of Chevalley and Eilenberg on the de Rham cohomology on compact Lie
groups, we prove that, under certain algebraic and topological conditions, the cohomology associated
to left-invariant elliptic, and even hypocomplex, involutive structures on compact Lie groups can
be computed by using only Lie algebras, thus reducing the analytical problem to a purely algebraic
one. The main tool is the Leray spectral sequence that connects the result obtained Chevalley and
Eilenberg to a result by Bott on the Dolbeault cohomology of a homogeneous manifold.
1 Introduction
The initial motivation for this work was an article by Chevalley and Eilenberg [7], where it is proved that
the de Rham cohomology of a compact Lie group can be studied by using only left-invariant forms, thus
reducing the study of the cohomology to a purely algebraic problem. This led us to question whether
something similar could be done to study the cohomology associated with general involutive structures
defined on compact Lie groups. It is clear that the involutive structures must have algebraic properties
from the Lie group. Therefore it is natural to restrict our attention to involutive structures that are
invariant by the action of the group, these are called left-invariant involutive structures.
Some particular cases of left-invariant involutive structures, as well as involutive structures that are
invariant by the group actions in homogeneous spaces, have been studied previously. For example, Bott
proved [5] that under certain topological conditions, the Doulbeault cohomology of compact homogeneous
manifolds can be computed by a purely algebraic method. Pittie [21] not only has shown that Bott’s
results can be applied to study the complex associated with left-invariant complex involutive structures
on compact semisimple Lie groups, but has also classified all such structures. We would also like to point
out that interest in left-invariant involutive structures continues to grow, as evidenced by the recent works
by [18], Araújo [1] and Bor and Jacobowitz [4].
As the case of de Rham’s cohomology and Doulbeault’s cohomology can be considered extreme cases of
elliptic structures, we decided to find conditions to guarantee that it is possible to study the cohomology
of left-invariant elliptic structures on compact Lie groups using only left-invariant forms, or, in general,
if it is possible to reduce the computation of the cohomology to a purely algebraic one.
The following is a summary of the results we obtained. Let Ω be an orientable manifold and let
V ⊂ CTΩ be a involutive vector bundle of rank n and let m = N − n. For the convenience of the
reader, we reviewed the basic definitions of the theory of involutive structures in Section 2. There
exists a differential complex associated to the involutive structure V denoted by (C∞(Ω; Λp,q), d′) with
cohomology spaces denoted by Hp,q
C∞
(Ω;V). This differential operator can be extended to currents and
compactly supported currents. In these cases, the respective cohomologies are denoted by Hp,q
D′
(Ω;V) and
Hp,q
E′
(Ω;V).
Let G be a compact Lie group and let g be the complexification of its Lie algebra. There is an one-to-
one correspondence between complex Lie subalgebras h ⊂ g and left-invariant involutive structures. We
always denote the left-invariant involutive structures by corresponding Lie algebra h. In Section 3.1, we
showed how to construct many examples of Lie subalgebras having properties that are interesting from
the point of view of the theory of involutive structures.
∗During the development of this work, the author received funding from CNPq (process 140199/2014-4) and CAPES
(PDSE 88881.131905/2016-01).
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1 INTRODUCTION
Since we are considering involutive structures defined by an algebra h, the cohomology of the associated
differential operator is denoted by Hp,q(G; h). The result by Chevalley and Eilenberg that inspired our
work states that in the de Rham case (when h = g), each cohomology class in Hp,q(G; h) always has a
left-invariant representative.
Chevalley and Eilenberg also introduced what is now called the Chevalley-Eilenberg complex. It
is a complex defined using only Lie algebras and it is similar to the usual differential complex of the
exterior derivative, but restricted to left-invariant forms. It is straightforward to extend the definition of
the Chevalley-Eilenberg complex to consider the complex induced by a given subalgebra. The complex
induced by the Lie algebra h is denoted by Cp,q(g; h) with cohomology spaces denoted by Hp,q(g; h). We
have two ways to look into these complexes. In Section 3 we construct a restriction of the usual analytical
complexes and their cohomologies, called left-invariant complex and cohomologies, and in Section 4.2 we
define a purely algebraic version of them.
In Section 3.2, we adapted ideas from Chevalley and Eilenberg’s paper and constructed a homomor-
phism
ϕ : Hp,q(g; h)→ Hp,q(G; h) (1)
with h ⊂ g being any Lie algebra. Chevalley and Eilenberg proved is that, for h = g, this homomorphism
is actually an isomorphism. In Lemma 3.15, we proved this map is always injective. Since the homo-
morphism is injective, it is clear that the algebraic properties of h and g play a role in the dimension of
Hp,q(G; h). In other words: there are algebraic obstruction to global solvability. However, we notice that
there are known examples of involutive structures, such as the Example 3.3, in which it is impossible for
the homomorphism (1) to be surjective. We explain this in detail in Example 3.3.
Still adapting ideas from Chevalley and Eilenberg, and by using thatHm−p,n−q
D′
(G; h) is the topological
dual of Hp,q
C∞
(G; h), we proved the following:
Theorem 1.1. Let h be any left-invariant involutive structure defined over a compact Lie group G.
Suppose that the operators
C
∞(G; Λp,q−1)
d′
−→ C∞(G; Λp,q)
d′
−→ C∞(G; Λp,q+1) (2)
have closed range. Then, it holds that every cohomology class in degree (p, q) has a left-invariant rep-
resentative if, and only if, every cohomology class in degree (m − p, n − q) also has a left-invariant
representative.
Helgason [14] have a different proof that the homomorphism (1) is a isomorphism when h = g. By
adapting his proof, we proved the following result.
Theorem 1.2. Let h be an left-invariant hypocomplex structure on a compact Lie group G. Then every
cohomology class u ∈ Hp,0
C∞
(G; h) has a left-invariant representative. That is, Hp,0
C∞
(G; h) = Hp,0L (G; h).
We initially proved this result for elliptic structures, but the same proof works for hypocomplex
structures, a class of involutive structures that share many properties with complex structures. We
explain hypocomplexity in Section 2.2. Combining the results mentioned above, namely Theorem 1.1,
Theorem 1.2 and the fact that in this context the operator d′ has closed range (see Theorem 2.4 and [8]
for details), we have that (1) is an isomorphism in degree (m− p, n) for all p. In other words, we have:
Theorem 1.3. Let h be a left-invariant hypocomplex structure on a compact Lie group G. Suppose that the
operator C∞(G; Λp,n−1)
d′
−→ C∞(G; Λp,n) has closed range. Then we have Hm−p,n
C∞
(G; h) = Hm−p,nL (G; h).
In the general case, the techniques explained in the last paragraph only work in the degree (p, 0), but
when restricted to a torus, they also work other degrees. To be more precise, we have:
Theorem 1.4. Let h be a left-invariant elliptic structure on a torus T. Then, every cohomology class
u ∈ Hp,q(T; h) has a representative that is left-invariant.
Notice that this theorem proves that in the case left-invariant elliptic structures on the torus, the
homomorphism (1) is surjective.
The results above make it clear that finding conditions so that the operator d′ : C∞(G; h)→ C∞(G; h)
has closed range was foundamental for this work. This was studied in details in [8], one result we need is
stated in Theorem 2.4 and since we are working in a restricted context, that of compact Lie groups with
left-invariant hypocomplex structures, we could prove a stronger result regarding the range of d′.
2
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Theorem 1.5. Let G be a compact Lie group endowed with a left-invariant hypocomplex structure h.
Then the operators d′ : CM(G; Λp,n−1) −→ CM(G; Λp,n) and d′ : D′
M
(G; Λp,n−1) −→ D′
M
(G; Λp,n) have
closed range.
Here CM(G) denotes the space of smooth function belonging to the Gevrey or Denjoy-Carleman class
M. We refer to [10] and [9] for an introduction. The CM(G) can be endowed with a topology of (DFS)
spaces, and its dual, denoted by D′
M
(G) has a topology of a (FS) space.
Another natural question is whether it is possible to combine the techniques from the de Rham case
with the techniques from the Doulbeault case. The strategy was the following: denote by gR the real
Lie algebra of G. We assume that the group K = exp(h ∩ gR) is closed (and thus compact) Lie group.
This naturally calls for considering a homogeneous manifold, the quotient of the original Lie group by
the closed subgroup. This homogeneous manifold inherits a natural complex structure from the original
left-invariant elliptic structure.
By using the Leray-Hirsh Theorem, we were able to combine techniques we learned with Pittie, Bott,
Chevalley, and Eilenberg to study the original cohomology. This approach using homogeneous spaces is
explored in detail in Section 4. The theorem that shows how the separate techniques can be combined
the following:
Theorem 1.6. Let G be a compact connected Lie group and let h ⊂ g be an elliptic involutive structure
having closed orbits. Let k = h ∩ h and assume that there exists an ideal u ⊂ h such that k ⊕ u = h.
Consider the homogeneous space Ω = G/K, with K = exp(k ∩ gR), endowed with the complex structure
V = π∗h induced by the quotient map π : G→ Ω. Then, we have
Hp,q(G; h) =
∑
r+s=q
Hp,r(Ω;V)⊗Hs(K;C). (3)
Its first consequence is the following:
Theorem 1.7. Let G be a compact Lie group endowed with an elliptic subalgebra h ⊂ g such that
dim h = dim g− 1 with kR = h ∩ gR closed. Let K, Ω and V be defined as in Theorem 1.6. Then
Hp,q(G; h) = Hq(K;C) +Hq−1(K;C).
Here we found some dimensional conditions so that the Dolbeault cohomology is as simple as possible.
We also could obtain a more general result that, in a sense, generalizes both Chevalley-Eilenberg and
Pittie’s Theorems. This is the following Theorem:
Theorem 1.8. Let G be a connected, semisimple and compact Lie group and suppose that h ⊂ g is an
elliptic involutive structure having closed orbits. Let k = h∩h and assume that there exists an ideal z ⊂ h
such that k ⊕ z = h. Consider the homogeneous space Ω = G/K, with K = expG(k ∩ gR), endowed with
the complex structure π∗h. With u∗ defined as in Bott’s theorem (Theorem 4.10), we have
Hp,q(G; h) ∼=
∑
r+s=q
Hr(u∗, k,Λ
p(g/u∗))⊗H
s(k).
In this last result, the object Hr(u∗, k,Λ
p(g/u∗)) is the cohomology space of a Lie algebra complex
that can be computed by using purely algebraic methods involving finite dimensional subalgebras of g.
Notice that we do not require dimensional restrictions on h, but we have to assume that G is semisimple.
2 Involutive structures
In this section, we briefly recall some of the basic definitions regarding involutive structures. The main
concepts introduced here are the concept of involutive structure, the associated differential complexes
and their cohomology spaces, which are the main objects of study in this work.
2.1 The associated differential complex
Let Ω be a smooth and orientable manifold of dimension N . An involutive structure on Ω is a smooth
subbundle V of the complexified tangent bundle CTΩ of Ω such that the Lie bracket of any two smooth
local sections of V is again a smooth section of V. We denote the rank of V by n and we denote by Λk
the bundle ΛkCT ∗Ω. If W is a smooth vector bundle, we denote by C∞(Ω;W ) the space of sections of
W with smooth coefficients.
3
2.2 Hypocomplex structures 2 INVOLUTIVE STRUCTURES
For each 0 ≤ p ≤ m and each open set U ⊂ Ω there is a natural d′ differential complex associated to
each involutive structure V. The complex is denoted by
C
∞(U ; Λp,0)
d′
−→ C∞(U ; Λp,1)
d′
−→ ...
d′
−→ C∞(U ; Λp,q)
d′
−→ C∞(U ; Λp,q+1)
d′
−→ . . . (4)
and its cohomology spaces is denoted byHp,q
C∞
(U ;V).We refer to [8], [3], and [23] for a detailed construction
of this complex.
We can also construct a complex similar to (4) where now the coefficients are distributions over U .
In this case, we denote the cohomology space by Hp,q
D′
(U ;V). In general, if F(U) is a subspace of D′(U)
closed by differentiation, we denote by F(U ; Λp,q) the space of sections of Λp,q with coefficients in F
and we denote the cohomology of d′ with coefficients in F(U) by Hp,q
F
(U ;V). Let m = N − n. By [23,
Propositions VIII.1.2 and VIII.1.3], there is a natural bracket which turns the spaces C∞c (U ; Λ
p,q) and
D′(U ; Λm−p,n−q) (resp. C∞(U ; Λp,q) and E′(U ; Λm−p,n−q)) into the dual of one another and in such a
way that the transpose of d′ is also d′, up to a sign.
We can endow each space C∞(U ; Λp,q) with a locally convex structure of an (FS) space. Its dual
E′(U ; Λm−p,n−q) is then a (DFS) space and a sequence of definition for its topology can be taken by the
sequence Gj(U ; Λ
m−p,n−q) := {u ∈ H−jloc (U,Λ
m−p,n−q) : suppu ⊂ Kj}, where {Kj} is an exhaustion of
U by compact sets, with the inclusions Gj(U ; Λ
m−p,m−q) →֒ Gj+1(U ; Λ
m−p,m−q) being compact by the
Rellich lemma.
2.2 Hypocomplex structures
From now on, we assume the stronger property that the structure V is locally integrable. This means
that, in a neighborhood of an arbitrary point p ∈ Ω, there are defined m = N − n smooth functions
whose differentials span V⊥ at each point in a neighborhood of p. Notice that each of these functions is
annihilated by the operator d′, that is, they are solutions for V.
In this section, we introduce the concept of hypocomplex structures, a class of structures with some
good analytical properties, similar to the class of complex structures. Such analytical properties are going
to be used to find conditions so that the operator d′ in maximum degree has closed range.
Let p ∈ Ω. The ring of germs of solutions of V at p is S(p) = {f ∈ C∞(p) : d′f = 0}, and we denote
by Om0 the ring of germs holomorphic functions defined in a neighborhood of 0 in C
m. Now, consider
Z1, . . . , Zm solutions for V, defined in an open neighborhood of p with linearly independent differentials,
and denote by Z the map Z = (Z1, . . . , Zm) defined in a neighborhood of p. Of course, we assume that
Z(p) = 0.
We define a ring homomorphism λ : h ∈ Om0 7→ h ◦ Z ∈ S(p). It is not difficult to prove that λ is
injective. We shall say that V is hypocomplex at p if λ is surjective, that is, if for every f ∈ S(p) there
exist a holomorphic function h ∈ Om0 such that f = h ◦ Z.
Definition 2.1. We say that V satisfies the unique continuation property if given V ⊂ Ω open and
u ∈ D′(V ; Λp,0) satisfying d′u = 0 in a nonempty connected open subset ω of V then u vanishes identically
in the component of V that contains ω.
The next result follows directly from the definitions:
Proposition 2.2. If V is hypocomplex at each point, then V satisfies the unique continuation property.
A particular but important class of involutive structures is that of the elliptic structures. Recall
that the characteristic set of V is the set T 0 = V⊥ ∩ T ∗Ω and that the structure is elliptic if T 0 = 0.
Every elliptic structure is hypocomplex [23, Proposition III.5.1] and so satisfies the unique continuation
property.
Another important class of hypocomplex structures is the one described in the following. Assume that
Ω is endowed with a locally integrable structure V. Given (p, ξ) ∈ T 0, ξ 6= 0, the Levi form at (p, ξ) ∈ T 0
is the Hermitian form on Vx defined by L(p,ξ)(v, w) = (1/2i)ξ([L,M ]p), v, w ∈ Vp, in which L and M are
any smooth local sections of V in a neighborhood of p such that Lp = v and Mp = w. We shall say that
L is nondegenerate if given any point (p, ξ) ∈ T 0, with ξ 6= 0, the Hermitian form L(p,ξ) is nondegenerate.
The following result is due to Baouendi-Chang-Treves [2]:
Theorem 2.3. Let Ω be endowed with a locally integrable structure for which the Levi form at each
(p, ξ) ∈ T 0, ξ 6= 0, has one positive and one negative eigenvalue. Then V is hypocomplex.
We assume now that Ω is a compact, real-analytic, orientable and connected manifold. In such a
situation Cω(Ω) can be endowed with a natural topology of (DFS) space. This topology T can be
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described as follows: if we embed Ω ⊂ N as a maximally real submanifold of a Stein manifold N then
(Cω(Ω),T) is the inductive limit of a sequence O∞(Uν), where Uν ց Ω is a fundamental system of
neighborhoods of Ω in N and the symbol ∞ stands for bounded holomorphic functions.
If we denote byB the sheaf of hyperfunctions on Ω the spaceB(Ω) can be identified with the topological
dual of (Cω(Ω),T) or else with space of all analytic functionals on N carried by Ω.
The reason why we introduced the concept of hypocomplexity is because the following result of [8] is
necessary for one of our main results in this work.
Theorem 2.4. Let Ω be a compact, real-analytic manifold endowed with a real-analytic hypocomplex
structure V. Then d′ : B(Ω; Λp,n−1)→ B(Ω; Λp,n) has closed image of finite codimension.
3 Involutive structures on compact Lie groups
In this section, we restrict our attention to involutive structures on compact Lie groups. We introduce the
concept of left-invariant involutive structure, which is an involutive structure that encodes some algebraic
properties of the Lie group and we show that there are many left-invariant structures with interesting
analytical properties.
We want to show that the study of the cohomology of some of these left-invariant involutive structures
can be done using only the Lie algebras. In order to explain exactly how to do that, we need to introduce
the concepts of left-invariant cohomology of Lie algebras and left-invaraint cohomology of Lie algebras
induced by subalgebras.
Then we explain how to use some of the Chevalley and Eilenberg’s techniques to study the de Rham
cohomology. These techniques can be partially adapted to other left-invariant involutive structures and
with them we show that it is possible to include the left-invariant cohomology relative to a subalgebra
into the usual cohomology. This inclusion shows that there are algebraic obstructions to solvability.
Finally, we use Hodge decomposition and its relation to Lie derivatives to obtain some new results
regarding left-invariant cohomologies, namely Theorem 1.2 and Theorem 1.4. Then, we show one appli-
cation of Serre duality, namely Theorem 1.3, and we conclude with the proof of Theorem 1.5, which is
the main theorem in this section.
3.1 Left-invariant involutive structures
Let G be a Lie group with a Lie algebra gR, that is, the set of all left-invariant vector fields of G. We
denote by Lx : G→ G the left-multiplication, that is, Lx(g) = xg for g ∈ G.
Definition 3.1. A vector bundle V ⊂ CTG is called left-invariant if (Lx)∗Xg ∈ Vxg for all Xg ∈ Vg.
By using Lie subalgebras h ⊂ g
.
= gR ⊗ C it is easy to construct involutive left-invariant subbundles
of CTG. In fact, we just take hx = {X(x) ∈ CTxG : X ∈ h} and define Vh
.
=
⋃
x∈G hx. This vector
bundle is clearly left-invariant. Clearly, each left-invariant involutive structure V ⊂ CTG, by evaluation
at the identity, defines a complex Lie subalgebra h ⊂ g. In other words, on a Lie group G, any complex
Lie subalgebra h ⊂ g is in a one-to-one correspondence with left-invariant involutive structures on G.
We usually denote the vector bundle Vh by its corresponding Lie algebra h. Notice that, since every Lie
group is an analytic manifold, every involutive structure over G is a locally integrable structure [3, 23].
We are interested in studying properties of the space Hp,q
C∞
(G; h). From what we know by the local
theory, the properties of this space depend on how the Lie algebra h is included on the algebra g. However,
since we are dealing with global properties on compact Lie groups, we also have to take into account
some intrinsic algebraic properties of h and topological aspects of G.
We use the language of Lie algebras to highlight some special locally integrable structures over G:
Definition 3.2. We shall say that a Lie subalgebra h ⊂ g defines:
• an elliptic structure if h+ h¯ = g. The subalgebra h is called an elliptic subalgebra;
• a complex structure if h⊕ h¯ = g. The subalgebra h is called a complex subalgebra;
• a Cauchy-Riemann (CR) structure if h ∩ h¯ = 0. The subalgebra h is called a CR subalgebra;
• an essentially real structure if h = h¯. The subalgebra h is called a essentially real subalgebra.
For example, when h = g, clearly the complex (4) is the de Rham complex. In this case, notice that
we have an elliptic structure that is also an essentially real structure. When h⊕h = g, we have a complex
structure that is also an elliptic structure over G. In this case, the operator d′ is the ∂¯ operator and
the associated complex (4) is the Dolbeault complex. The following example shows how the cohomology
and analytical properties of the associated differential complex can change even with small changes in an
essentially real Abelian Lie algebra.
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Example 3.3. Consider the two torus T2 with coordinates (x, y). Its Lie algebra is given by t =
spanC{∂/∂x, ∂/∂y}. Let µ be a real number, take L = ∂/∂x− µ∂/∂y, and define h = spanC{L}.
It is easy to see that C∞(T2,Λ0,1) ∼= {fdx : f ∈ C∞(T2)} and C∞(T2,Λ0,2) ∼= {0}.
By writing M = ∂/∂y, we have that L and M form a basis for t and the respective dual basis consists
of ζ = dx and τ = µdx+ dy. Therefore, the operator d can be written as du = M(u)ζ + L(u)dx and so
d′u = (Lu)dx. Thus, we have the following complex
C
∞(T2)
d′
−→ {fdx : f ∈ C∞(T2)}
d′
−→ {0}.
Let v ∈ C∞(T2,Λ0,1) and write v = fdx, in which f ∈ C∞(T2). Notice that, if we want to show
that v is d′-exact, we have to find a function u satisfying d′u = v. This is equivalent to solve the partial
differential equation Lu = f . It is well known that this equation is globally solvable in C∞(T2) if and only
if µ is not a Liouville number [12] and
∫
T2
f(x, y) dx dy = 0.
Thus, if µ is a non-Liouville number, the dimension of H0,1(T2; h) is one. It is also possible to show
that, when µ is rational, the dimension of H0,1(T2; h) is infinity and d′ has closed range. We prove this
claim on Lemma 3.4. When µ is a Liouville number, we have that d′(C∞(T2)) is not closed and, hence
the dimension H0,1(T2; h) also is infinity. We prove this fact on Lemma 3.5.
Lemma 3.4. If h is defined as in Example 3.3 and µ is a rational number, then the dimension of
H0,1(T2; h) is infinity and the range of the operator
d′ : C∞(T2)→ {fdx : f ∈ C∞(T2)}
is closed.
Proof. To show that the dimension of H0,1(T2; h) is infinity, we only have to show that there exists an
arbitrarily large linearly independent set contained in H0,1(T2; h). Let k > 0 be an integer. Since µ is
rational, the equation ξ − µη = 0 has infinitely many.
Thus, let (ξj , ηj) ∈ Z×Z, j = 0, . . . , k be a sequence of distinct zeros of the equation ξ − µη = 0. We
are going to show that the set {ei(ξjx+ηjy)dx}kj=0 is linearly independent. Let cj ∈ C be constants. To
show that this set is linearly independent, it is enough to show that
∑k
j=0 cje
i(ξjx+ηjy)dx is d′-exact only
when every constant cj is zero. By using Fourier series, we can easily see that a solution to the equation
Lf =
∑k
j=0 cje
i(ξjx+ηyj) exists if, and only if, every constant cj is zero.
To prove that the range of the operator d′ is closed, it is enough to see that, if fj is in the range of
d′ and is a sequence converging to f in C∞(T2), it holds that fˆj(ξ, η) = 0 whenever ξ − µη = 0. Also,
since fj → f in C
∞(T2), we have that fˆj(ξ, η) → fˆ(ξ, η) for all (ξ, η) and, thus, fˆ(ξ, η) = 0 whenever
ξ − µη = 0. This implies that f is in the range of d′. In fact, if we take
u =
∑
(ξ,η)∈Z2, ξ−µη 6=0
fˆ(ξ, η)
(ξ − µη)
ei(ξjx+ηjy),
we have that u is smooth, since µ is rational, and it holds that Lu = f .
Lemma 3.5. If h is defined as in Example 3.3 and µ is a Liouville number, then the range of the operator
d′ : C∞(T2) −→ {fdx : f ∈ C∞(T2)}
is not closed.
Proof. We again adapt some ideas from [12]. If µ is a Liouville number, then there exists a sequence
{(ξj , ηj)}j∈N such that {ξj} and {ηj} are increasing and |ξj − µηj | ≤ 1/(ξ
2
j + η
2
j )
j . Let L be as in
Example 3.3. By defining fk =
∑
j≤k exp(iξjx+ iηjy), we have that fk, Lfk ∈ C
∞(T2) and f = limk fk ∈
D′(T2)\C∞(T2), but with Lf ∈ C∞(T2). Notice that any other solution of u of Lu = Lf is of the form
u = f + c, with c ∈ C. Therefore, Lf is not in the range of d′ : C∞(T2) −→ {fdx : f ∈ C∞(T2)}.
3.1.1 Construction of left-invariant involutive structures
In Definition 3.2, we introduced some types of Lie algebras by defining certain special involutive structures.
Now we construct some examples of such Lie algebras.
Let G be a compact connected Lie group and consider any maximal torus T ⊂ G. Let t be the
complexification of the Lie algebra of T. The Lie algebra t is Abelian and self-normalizing, that is, if
6
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[X,Y ] ∈ t for all X ∈ t, then Y ∈ t. We endow gR with an ad-invariant inner product, that is, an inner
product satisfying 〈[X,Y ], Z〉 = −〈Y, [X,Z]〉, for all X,Y, Z ∈ gR. Also, we extend it to an Hermitian
inner product on g, which satisfies 〈[X,Y ], Z〉 = −〈Y, [X,Z]〉 for all X,Y, Z ∈ g.
Let T1, . . . , Tr be a basis for tR and consider the operators adTj : g → g, given by adTj (X) = [Tj , X ].
These operators have the following properties: adTj and adTk commute for every j and k (Jacobi’s
identity); adTj is skew-Hermitian (and diagonalizable) for all j; all adTj share the same eigenspaces.
If g′ is one of the eigenspaces, we denote by α = (α1, . . . , αr) the ordered set of eigenvalues associated
to adT1 , . . . , adTr , specifically, adTj (X) = αjX for all X ∈ g
′. We denote this eigenspace by gα. Each α
is called a root of the Lie algebra. We denote by ∆ the set of all roots. Notice that every eigenvalue is
purely imaginary.
By the spectral theorem, we have a decomposition g = t⊕
⊕
α∈∆ gα.
It is sometimes convenient to deal with α as an element of t∗, in which α(Tj) is defined by adTj (X) =
α(Tj)X for X ∈ gα.
Suppose that X ∈ gα and Y ∈ gβ. By Jacobi’s identity we have
adTi([X,Y ]) = −[Y, [Ti, X ]]− [X, [Y, Ti]] = −[Y, α(Ti)X ]− [X,−β(Ti)Y ] = {α(Ti) + β(Ti)} [X,Y ].
Thus, we conclude that [X,Y ] ∈ gα+β if α+ β is a root and zero otherwise.
Let ∆+ ⊂ ∆ be a maximal set of roots satisfying the following properties: for all α ∈ ∆, exactly one
of α or −α is in ∆+; if α, β ∈ ∆+ and α+ β is a root, then α+ β ∈ ∆+.
Remark 3.6. The dimension of t, usually called the rank of G, is independent of the choice of the
maximal torus and dimG− dimC t always is an even number.
Now we can define some left-invariant involutive structures.
Since t is Abelian, it is trivial to construct essentially real, elliptic, complex, or CR subalgebras of t.
In fact, take tR the real Lie algebra of T and let X1, . . . , Xr be a basis for tR. We have that t = tR ⊗ C.
We identify Xj with Xj ⊗ 1. Let s, t ≥ 0 and s+ t ≤ r. Consider the subalgebra
u = spanC{Xs . . . , Xs+t, Xs+t+1 + iXs+it+2, . . . Xr−1 + iXr}.
Notice that these are involutive structures on the maximal torus.
If s > 0 and t = 0, we have an essentially real subalgebra; if s, t > 0 and s+ t = r, we have an elliptic
subalgebra of u; if r is even and s = 0, we have a complex subalgebra of u; and, finally, if s = 0 and t > 0,
we have a CR structure of u.
Now consider h = u⊕
⊕
α∈∆+
gα. By the preceding discussion, h is a Lie subalgebra and is elliptic if
u is elliptic, is complex if u is complex, and is CR if u is CR.
Remark 3.7. We can remove the hypothesis of G being compact by taking a Cartan subalgebra t and by
proving the statement without using the ad-invariant metric.
Let h ⊂
⊕
α∈∆ gα be any elliptic subalgebra of
⊕
α∈∆ gα. If e ⊂ t is an elliptic subalgebra of t, then
e⊕ h is an elliptic subalgebra of g. The most obvious example of such structure is when h =
⊕
α∈∆+
gα.
Now we construct some concrete examples.
3.1.2 Involutive structures on SU(2) and SU(3)
The group SU(2) is defined as
SU(2)
.
=
{(
z1 −z2
z2 z1
)
: z1, z2 ∈ C, |z1|
2 + |z2|
2 = 1
}
.
The rank of SU(2) is 1.
The Lie algebra of SU(2), denoted by su(2) is generated by
X =
(
0 i
i 0
)
, Y =
(
0 −1
1 0
)
, T =
(
i 0
0 −i
)
.
We have the following relation between X,Y and T :
[T,X ] = 2Y, [T, Y ] = −2X, [X,Y ] = 2T. (5)
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Example 3.8. Let L = X− iY and consider the structure h = spanC{L}. This is clearly a CR structure.
We have that {L,L, T } is a basis for su(2)⊗C and we denote its dual basis by {ζ, ζ, τ}. We note that h⊥0
is a vector space of dimension 1 and that τ ∈ h⊥0 . Thus, if ξ ∈ h
⊥
0 , then we can write ξ = λτ , in which
λ ∈ R\{0}. We note that h also has dimension 1 and so Z = αL for all Z ∈ h. Then, the Levi form for
the structure h is given by
Lξ(Z,Z) =
1
2i
λαατ([L,L]) =
1
2i
λαα4iτ(T ) = 2λ|α|2.
In conclusion, the Levi form is non-degenerate and does not change sign for all Z ∈ h.
We will show that SU(2) does not admit a Levi flat left-invariant structure. In fact, suppose that
SU(2) admits a Levi flat left-invariant CR structure h. Since it is Levi flat, we have that the essentially
real structure h+ h is a Lie algebra. Take k = su(2) ∩ (h+ h) and notice that k⊗ C = h+ h.
Next we prove that the algebra k is Abelian. Let X,Y ∈ k be linearly independent. We have that
〈[X,Y ], X〉 = 〈Y, [X,X ]〉 = 0 and that 〈[X,Y ], Y 〉 = −〈X, [Y, Y ]〉 = 0. Therefore, [X,Y ] is orthogonal to
k. Since k is a Lie algebra, we also have that [X,Y ] ∈ k and so the only possibility is that [X,Y ] = 0.
Therefore, there is an Abelian subalgebra of rank 2. This is a contradiction because the rank of SU(2) is
1.
This CR structure is related to the natural complex structure of C2. There is a natural diffeomorphism
between the group SU(2) and the 3-sphere S3, which has a natural CR structure inherited from C2. This
structure, when pulled back to SU(2), is exactly the left-invariant structure we just described. Now we
prove this claim:
The complex structure of C2 is given by the involutive bundle V =
⋃
p∈C2 Vp, in which
Vp = span
{
∂
∂zj
∣∣∣∣
p
: j = 1, 2
}
and
∂
∂zj
=
1
2
(
∂
∂xj
+ i
∂
∂yj
)
, j = 1, 2.
By writing ρ(z1, z2) = |z1|
2 + |z2|
2 − 1, we have that S3 = ρ−1(0). Clearly, dρp 6= 0 if p ∈ S
3, so we
have CTpS
3 = {Z ∈ CTpC
2 : Zp(ρ) = 0}.
Notice that Wp = Vp ∩CTpS
3 defines a CR structure on S3. We want a description of Wp to simplify
some computations. We note that Wp = {Z ∈ Vp : Zp(ρ) = 0}. Notice that if Z ∈ Vp, by taking
p1, p2 ∈ C with p = (p1, p2), then
Z = α1
∂
∂z1
∣∣∣∣
p
+ α2
∂
∂z2
∣∣∣∣
p
and so (Zρ)(p) = 2(a1p1 + a2p2) = 0. Now we have
Wp =
{
α1
∂
∂z1
∣∣∣∣
p
+ α2
∂
∂z2
∣∣∣∣
p
: α1, α2 ∈ C; a1p1 + a2p2 = 0
}
.
The identification of S3 with SU(2) is given by the diffeomorphism
(z1, z2) ∈ S
3 θ7−→
(
z1 −z2
z2 z1
)
∈ SU(2).
This map endows S3 with a structure of Lie group with multiplication given by
(α1, α2) · (z1, z2)
.
= θ−1(θ(α1, α2) · θ(z1, z2)) = (α1z1 − α2z2, α2z1 + α1z2).
Now, for α ∈ S3, we have the diffeomorphism Lα : S
3 → S3 defined by Lα(z1, z2) = (α1, α2) · (z1, z2).
Notice that this map has a natural extension to C2 and each component is a holomorphic function. More
than that, for α 6= 0, this map is actually a biholomorphism from C2 to C2 and so it preserves the complex
structure of C2. Therefore, it clearly restricts to a CR diffeomorphism from S3 to S3. What we proved is
that the involutive structure W is invariant by the action of Lα, or, in other words, W is left-invariant.
Now we have almost everything we need to relate the CR structure we introduced on S3 with the
abstract CR structure we constructed on SU(2). To simplify even more the exposition, let p ∈ C2 and
identify CTpC
2 with C2 by
∂
∂x1
∣∣∣∣
p
7→ (1, 0),
∂
∂y1
∣∣∣∣
p
7→ (i, 0),
∂
∂x2
∣∣∣∣
p
7→ (0, 1) and
∂
∂y2
∣∣∣∣
p
7→ (0, i). (6)
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With this identification, we have that Wp is identified with
{(z1, z2) ∈ C
2 : z1p1 + z2p2 = 0}.
Notice that θ is linear and so its differential can be identified with θ itself. Also, notice that, on p = (1, 0),
we have that Z ∈W(1,0) is of the form Z = Λ∂/∂z2, in which Λ ∈ C. Therefore, all we need to compute
is θ∗(∂/∂z2). By using the identification (6), we have
θ∗(2∂/∂z2) = θ∗((0, 1) + i(0, i)) =
(
0 −1
1 0
)
+ i
(
0 i
i 0
)
= i(X − iY ).
Example 3.9. Let L = X − iY and consider the structure h = spanC{L, T }. This is clearly a left-
invariant elliptic structure.
We recall that SU(3) is the group of all unitary 3 × 3 matrices with complex coefficients having
determinant 1. It is a real Lie group, compact, and has dimension 8 and rank 2. The Lie algebra of SU(3)
is denoted by su(3) and is the set of all traceless skew-Hermitian 3×3 matrices with complex coefficients.
The following matrices form a basis for su(3):
T1 =

i 0 00 −i 0
0 0 0

 , X1 =

0 i 0i 0 0
0 0 0

 , X2 =

0 0 i0 0 0
i 0 0

 , X3 =

0 0 00 0 i
0 i 0

 ,
T2 =

i 0 00 i 0
0 0 −2i

 , Y1 =

0 −1 01 0 0
0 0 0

 , Y2 =

0 0 −10 0 0
1 0 0

 , Y3 =

0 0 00 0 −1
0 1 0

 .
We have the following relations between the coefficients. Each cell corresponds to the commutator
between the first element of the line and the first element of the column. Since the commutator is
anti-symmetric, we omitted half of the commutators.
T1 T2 X1 Y1 X2 Y2 X3 Y3
T1 0 0 2Y1 −2X1 Y2 −X2 −Y3 X3
T2 - 0 0 0 3Y2 −3X2 3Y3 −3X3
X1 - - 0 2T1 Y3 −X3 Y2 −X2
Y1 - - - 0 X3 Y3 −X2 −Y2
X2 - - - - 0 T2 + T1 Y1 X1
Y2 - - - - - 0 −X1 Y1
X3 - - - - - - 0 T2 − T1
Y3 - - - - - - - 0
Example 3.10. Considering the commutators we just computed, we have an obvious CR structure. We
define the following vector fields on su(3)⊗ C:
L1 = X1 − iY1, L2 = X2 − iY2, L3 = X3 − iY3.
Also, from the commutators, it follows that, for each j, k, there exists a real number Λjk such that
[Tj , Xk] = ΛjkYk and [Tj , Yk] = −ΛjkXk. By combining these last two equations, we have [Tj , Lk] =
−iΛjkLk, which means that each Lk is an eigenvector for the map adTj .
Notice that [L1, L2] = 0, [L1, L3] = 2iL2, and [L2, L3] = 0. Thus,
h = spanC{L1, L2, L3}
is a Lie subalgebra of su(3)⊗ C, which is clearly a CR subalgebra.
Now we use the structure just defined to construct a hypocomplex and an elliptic one.
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Example 3.11. Let h′ = spanC{L1, L2, L3, aT1 + bT2}. Notice that L1, L2, L3, and their conjugates are
eigenvectors for adTj and that [aT1+ bT2, aT1+ bT2] = 0. Therefore, this is a Lie subalgebra of su(3)⊗C.
We claim that this structure is hypocomplex. A generic element of h′ is of the form Z = αL1+βL2+
γL3 + δU with U = aT1 + bT2 and α, β, γ, δ complex numbers. Therefore, we have that
[Z,Z] = |α|24iT1 + |β|
22i(T2 + T1) + |γ|
22i(T2 − T1) +W,
in which W is a linear combination of Xj , Yj , for j = 1, 2, 3.
For any θ ∈ h⊥0 , we can write θ = t(−bτ1 + aτ2), with t ∈ R and t 6= 0. To simplify the proof, we are
take t = 1. Hence, the Levi form of h′ at (e, θ) can be computed as:
Lθ(Z,Z) =
1
2i
θ([Z,Z ])
= −2|α|2b+ |β|2(a− b) + |γ|2(a+ b)
= b(|γ|2 − 2|α|2 − |β|2) + a(|β|2 + |γ|2).
From this expression, if b 6= 0, we can easily see that, for any θ ∈ h⊥0 , it is possible to find a Z such
that Lθ(Z,Z) < 0. Therefore, by Theorem 2.3, we conclude that this structure is hypocomplex.
Example 3.12. Consider the structure h′′ = spanC{L1, L2, L3, T1, T2}. Notice that L1, L2, L3, and their
conjugates are eigenvectors for adTj for j = 1, 2 and that [T1, T2] = 0. This structure is clearly elliptic.
3.2 Left-invariant cohomologies
We want to show that, under some reasonable conditions, we can compute the cohomology of the complex
(4) by restricting our attention only to left-invariant forms. To accomplish this, we recall some basic
definitions and explain some techniques that Claude Chevalley and Samuel Eilenberg used in [7] to study
the cohomology of the de Rham complex.
Then we extend some of these techniques to left-invariant cohomologies. Finally, we discuss conditions
for usual cohomology spaces to be isomorphic to the left-invariant cohomology spaces.
3.2.1 Left-invariant de Rham cohomology
Let G be a compact Lie group and C∞(G; Λp) be the set of all smooth p-forms on G. We recall that a
vector field X is called left-invariant if, for every x ∈ G, we have (Lx)∗X = X . Also, a differential form
u ∈ C∞(G; Λp)) is called left-invariant if, for every x ∈ G, we have (Lx)
∗u = u. We denote by C∞L (G; Λ
p)
the set of all left-invariant p-forms. Since the exterior derivative commutes with pullbacks, we have that
if u ∈ C∞L (G; Λ
p), then du ∈ C∞L (G; Λ
p+1)
Considering the notation from Section 2, we denote the p-cocycles by Zp(G), the p-coboundaries by
Bp(G), and the p-cohomology classes by Hp(G) = Zp(G)/Bp(G). We also define in the obvious way the
left-invariant p-cocycles, left-invariant p-coboundary, and left-invariant p-cohomology classes, denoted,
respectively, by ZpL(G), B
p
L(G), and H
p
L(G).
Notice that, for each integer p, the inclusion C∞L (G; Λ
p) →֒ C∞(G; Λp) induces a linear mapping
ip : H
p
L(G)→ H
p(G).
We show in this section that this linear map is an isomorphism. In order to do this, we need some
basic tools. We start by defining the averaging operator.
Lemma 3.13. Let u ∈ C∞(G; Λp). The differential form
Au =
∫
G
L∗xu dµ(x) (7)
has the following properties:
1. d(Au) = A(du);
2. Au is left-invariant;
3. if u is left-invariant, then u = Au.
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This lemma is just a particular case of a more general result stated and proved at [7, page 90].
It is easy to show that ip is injective. Let [u] be a class in H
p
L(G) and suppose that it is 0 in H
p(G),
then there exist a smooth form v such that u = dv. Notice that u = Au = Adv = d(Av). That is, [u]
is 0 in HpL(G). The surjectivity follows from the de Rham’s Theorem on the duality between de Rham
cohomology and singular homology and the fact that singular homology is left-invariant. This is proved
in detail in [7].
Therefore, for each p, ip is an isomorphism of vector spaces and so H
p(G) ∼= H
p
L(G). These isomor-
phisms simplify a lot of computations because they show that we can restrict our attention to left-invariant
forms. Also, left-invariant forms are completely determined by their values at the tangent space at the
identity. In other words, we reduced the problem to a problem in linear algebra.
3.2.2 Left-invariant cohomology relative to a subalgebra
We define N0,q(G; h) = C∞(G; Λq) and, for p > 0, we define
Np,q(G; h) = {u ∈ C∞(G; Λp+q) : u(X1, . . . , Xp+q) = 0 when q + 1 arguments are in h}.
Also, we define Np,qL (G; h)
.
= Np,q(G; h) ∩ C∞L (G; Λ
p+q) and, since dC∞L (G; Λ
p) ⊂ C∞L (G; Λ
p+q+1), we
can restrict the exterior derivative and obtain
dL : N
p,q
L (G; h)→ N
p,q+1
L (G; h).
Therefore, dL induces a coboundary operator on the quotient
C
∞
L (G; Λ
p,q) = Np,qL (G; h)/N
p+1,q−1
L (G; h),
which is denoted by dp,qh,L. When there is no risk of confusion, we omit the bidegree writing only dh,L.
When the structure h is obvious by the context, we write d′L.
For p ≥ 0, we denote the set of the left-invariant (p, q)-cocycles elements by
Zp,qL (G; h) = ker
(
d′L : C
∞
L (G; Λ
p,q))→ C∞L (G; Λ
p,q+1))
)
,
the set of left-invariant (p, q)-coboundaries by
Bp,qL (G; h) = img
(
d′L : C
∞
L (G; Λ
p,q−1))→ C∞L (G; Λ
p,q)
)
,
and the left-invariant (p, q)-cohomology classes by
Hp,qL (G; h) =
Zp,qL (G; h)
Bp,qL (G; h)
.
Denote by πp,qh : N
p,q(G; h)→ C∞(G; Λp,q) and πp,qh,L : N
p,q
L (G; h)→ C
∞
L (G; Λ
p,q) the quotient maps.
Lemma 3.14. The operator A defined on Lemma 3.13 satisfies: A(Np,q(G; h)) ⊂ Np,q(G; h). Thus, there
is an unique operator Ap,qh such that A
p,q
h ◦ π
p,q = πp,qL ◦A.
Proof. In fact, let X1, . . . , Xp+q ∈ X(G) and suppose that q + 1 of these vector fields are in h. We can
assume that X1, . . . , Xq+1 ∈ h. It follows that
Au(X1, . . . , Xp+q) =
∫
G
(L∗xu)(X1, . . . , Xp+q) dµ(x)
=
∫
G
u((Lx)∗X1, . . . , (Lx)∗Xp+q)µ(x)
=
∫
G
u(X1, . . . , Xq+1, (Lx)∗Xq+2, . . . , (Lx)∗Xp+q)µ(x) = 0.
The operator Ap,qh : C
∞(G; Λp,q)→ C∞h,L(G; Λ
p,q) is defined by Ap,qh (π
p,q(u)) = πp,q+1,L(Au). The unique-
ness is obvious.
Notice that the operator Ap,qh satisfies d
p,q
h,L◦A
p,q
h = A
p,q
h ◦d
p,q
h . This follows directly from the definition
of Ap,qh and from the fact that A and d commute.
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3.2.3 Necessary and sufficient conditions for the isomorphism
We denote by ϕp,qh the quotient map ϕ
p,q : Zp,q(G; h) → Hp,q(G; h) and by ϕp,qh,L the quotient map
ϕp,qh,L : Z
p,q
L (G; h)→ H
p,q
L (G; h).
Notice that, if u ∈ C∞L (G; Λ
p,q), we can write u = ϕp,qh,L(u
′), in which u′ ∈ Np,qL (G; h) ⊂ N
p,q(G; h).
Also, we can define i(u) = ϕp,qh (u
′) ∈ C∞(G; Λp,q) so we have a map i : C∞L (G; Λ
p,q) → C∞(G; Λp,q).
Since this map is injective, we identify the set C∞L (G; Λ
p,q) with its image under i and we assume that
C∞L (G; Λ
p,q) ⊂ C∞(G; Λp,q). The map i : C∞L (G; Λ
p,q)→ C∞(G; Λp,q) satisfies with dh ◦ i = i ◦ dh,L, so it
induces a map i : Hp,qL (G; h)→ H
p,q(G; h).
Lemma 3.15. The map i : Hp,qL (G; h)→ H
p,q(G; h) is injective.
Proof. Let u ∈ Hp,qL (G; h), with i(u) = 0. We write u = π
p,q
h,L(u
′), in which u′ ∈ C∞L (G; Λ
p,q) satisfies
d′Lu
′ = 0. Since i(u) = 0, there exists v ∈ C∞(G; Λp,q) with d′v = u. Thus, we have that d′(Av) =
Ad′v = Au = u and so u = 0.
Since the map i : Hp,qL (G; h) → H
p,q(G; h) is always injective, we can already show some algebraic
obstructions that can prevent the cohomology space Hp,q(G; h) from being zero. That is, we always have
dimHp,qL (G; h) ≤ dimH
p,q(G; h).
To show that the map i : Hp,qL (G; h) → H
p,q(G; h) is surjective, given v ∈ C∞(G; Λp,q), we have to
find u ∈ C∞L (G; Λ
p,q) such that v − u = d′w for some w ∈ C∞(G; Λp,q−1). The natural candidate for u
is Av. Thus, we want to find a w ∈ C∞(G; Λp,q−1) satisfying Av − v = d′w. In other words, we want
to solve the following problem: given v ∈ kerAp,qh with d
′v = 0, can we find u ∈ C∞(G; Λp,q) satisfying
d′u = v? If h is a involutive structure such that this problem has a solution in degree (p, q), then we say
that it has property (K) in degree (p, q).
Example 3.16. In the case in which h = g, we have that d′ is the usual exterior derivative. Also, de
Rham’s theorem implies that this structure always have property (K).
Lemma 3.17. Suppose that the map i : Hp,qh,L(G)→ H
p,q
h (G) is surjective. Then the involutive structure
h has property (K) in degree (p, q).
Proof. In fact, let v ∈ C∞(G; Λp,q) such that d′v = 0 and satisfying Av = 0. By hypothesis, there
exists u ∈ C∞h,L(G; Λ
p,q) satisfying d′u = 0 and v − u = d′α. By applying A on both sides, we obtain
Av − Au = d′(Aα). Since Av = 0 and Au = u, we have u = −d′(Aα) and so v = d′(α −Aα).
Example 3.18. In the complex case, when the group G is semisimple, it is possible to use a result by
Bott [5] to see that we always have property (K). The application of the Bott’s result was made explicit
by Pittie on [21].
Example 3.19. Consider the Example 3.3 and notice that, if (ξ0, η0) 6= (0, 0), then u = e
i(ξx+τt)dx ∈
C∞L (T
2; Λ0,1) satisfies Au = 0. If (ξ0, η0) is a zero of ξ − µτ = 0, we cannot solve the problem d
′f = u
for f ∈ C∞L (T
2; Λ0,1). This can be easily seen by using Fourier series.
Lemma 3.20. If the involutive structure h satisfies property (K) in degree (p, q), then the mapping
i : Hp,qL (G; h)→ H
p,q(G; h) is surjective.
Therefore, we have the following theorem:
Theorem 3.21. If the involutive structure h satisfies property (K) in degree (p, q), the cohomologies
Hp,q(G; h) and Hp,qL (G; h) are isomorphic.
3.3 The Hodge decomposition for the operator d′
Let W1, . . . ,WN be a basis for g with dual basis w1, . . . , wN . We endow g with the Hermitian inner
product making the basis W1, . . . ,WN an orthonormal basis, that is Wj ·Wk
.
= δjk for j, k = 1, 2, . . .N.
Notice that Wj ·Wk = wj(Wk) for j, k = 1, 2, . . .N.
We denote by Λpg the pth exterior product of g and we recall that, by using the universal property,
we can naturally identify Λpg∗ with (Λpg)∗, the dual of Λpg. We write WI =Wi1 ∧ . . . ∧Wip ∈ Λ
pg and
denote its dual by wI = wi1 ∧ . . . ∧ wip . Now we have that {wI : |I| = p} is a basis for Λ
pg∗ and we can
define an Hermitian inner product on Λpg∗ by wI · wJ = wI(WJ ), for all I, J with |I| = |J | = p.
If u ∈ C∞(G; Λp), we write u =
∑
|I|=p uIwI and, for each x ∈ G, we have ux =
∑
|I|=p uI(x)wI ∈
Λpg∗. We endow C∞(G; Λp) with the inner product (u, v)
.
=
∫
G
ux · vx dµ(x) for u, v ∈ C
∞(G; Λp).
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Without loss of generality, we assume that the first n elements of W1, . . . ,WN form a basis for h.
Also, we denote these elements by L1, . . . , Ln and the other elements by M1, . . . ,Mm. That is, Lj =Wj ,
for j = 1, . . . , n, and Mj =Wn+j , for j = 1, . . . ,m.
We denote the dual basis for {L1, . . . , Ln,M1, . . . ,Mm} by {τ1, . . . , τn, ζ1, . . . , ζm}. With this basis,
each element of C∞(G; Λp,q) can be identified with an element in C∞(G; Λp+q). Thus, each C∞(G; Λp,q)
is endowed with an Hermitian inner product induced by the inner product in C∞(G; Λp,q).
We finally endow C∞(G; Λp,q) with the inner product (u, v)
.
=
∫
G
u(x)·v(x)dµ(x) for u, v ∈ C∞(G; Λp,q).
With this inner product, for each degree (p, q), we define the formal adjoint of the operator d′ :
C
∞(G; Λp,q) → C∞(G; Λp,q+1) as the unique operator δ′ : C∞(G; Λp,q+1) → C∞(G; Λp,q) such that
(d′u, v) = (u, δ′v), for all u ∈ C∞(G; Λp,q) and v ∈ C∞(G; Λp,q+1).
For each pair p, q with p, q ≥ 0, we define the Hodge operator, also known as Box operator, p,q :
C∞(G; Λp,q)→ C∞(G; Λp,q) by p,q = δ′ ◦ d′ + d′ ◦ δ′.
When h is elliptic, we have the decomposition:
C
∞(G; Λp,q) = kerp,q ⊕ dp,q−1(C∞(G; Λp,q−1))⊕ δp,q(C∞(G; Λp,q+1)).
With this decomposition, we have: suppose that u ∈ C∞(G; Λp,q) is such that d′u = 0. Clearly, we
have that (u, v) = 0 for all v ∈ δp,q(C∞(G; Λp,q+1)). Thus, if we show that (u, v) = 0 for all v ∈ kerp,q,
we have that u is d′-exact.
3.3.1 Lie derivatives
In this section we briefly recall the definition of Lie derivative and explain how it can be extended to act
on the spaces C∞(G; Λp,q).
Let X be a real smooth vector field on G. We denote by ΦX the flow of X in G, that is, ΦX(x, t) is
a smooth curve on G satisfying ΦX(x, 0) = x and d/dt|t=0Φ
X(x, t) = X(x). We also use the notation
ΦXt (x) = Φ
X(x, t). If f ∈ C∞(G) is a smooth function, the Lie derivative of f in x ∈ G is defined by
(LXf)(x) =
d
dt
∣∣∣∣
t=0
f(ΦX(t, x)).
Also, if u ∈ C∞(G; Λq) is a smooth p-form, its Lie derivative in x is defined by
(LXu)x =
d
dt
∣∣∣∣
t=0
((ΦXt )
∗u)x.
We recall that the Lie derivative has the following properties:
1. If u and v are two smooth forms, it holds that LX(u ∧ v) = (LXu) ∧ v + u ∧ (LXv).
2. The Lie derivative commutes with the exterior derivative, that is, LX ◦ d = d ◦LX .
3. Cartan’s Magic Formula: LXu = ıX(du) + d(ıXu).
Notice that, each Z ∈ g can be written as Z = X + iY with X,Y ∈ gR, and we can define
LZu = LXu+ iLY u.
If Z ∈ h, we can define the Lie derivative on C∞(G; Λp,q). In fact, if Z ∈ h and u ∈ Np,q(G; h),
then ıZu ∈ N
p,q−1(G; h). Thus, we have an operator ıX : N
p,q(G; h) → Np,q−1(G; h) satisfying
ıZ(N
p+1,q−1(G; h)) ⊂ Np+1,q−2(G; h). Therefore, it defines a map ıZ : C
∞(G; Λp,q) → C∞(G; Λp,q−1)
such that ıZ ◦ π
p,q = πp,q−1 ◦ ıZ and so we have
πp,q(LZu) =π
p,q(ıZ(du)) + π
p,q(d(ıZu))
=ıZ(π
p,q+1(du)) + d′(πp,q−1(ıZu))
=ıZ(d
′πp,q(u)) + d′(ıZπ
p,q(u)).
In conclusion, if Z is an element of the involutive structure, we can define the operator L ′Z :
C∞(G; Λp,q) → C∞(G; Λp,q) by L ′Zu = ıZ(d
′u) + d′(ıZu). Notice that if u ∈ C
∞(G; Λp,q) is a right-
invariant form, then L ′Zu = 0 if Z is a left-invariant vector field.
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3.3.2 Relation between  and ∆
We recall that the Laplace-Beltrami operator is defined by ∆
.
= d ◦ δ + δ ◦ d.
Notice that the box operator  associated to the complex (4) satisfies πp,q ◦ ∆ =  ◦ πp,q for all
elements in Np,q(G; h). Notice that, if πp,q(u) ∈ C∞(G; Λp,q), then  ◦ πp,q(u) = πp,q(∆u). Therefore
the operator  inherits some properties from ∆. The property we need is the following
L
′
Zπ
p,q(u) = L ′Zπ
p,q(∆u) = πp,q(LZ∆u) = π
p,q(∆LZu),
which implies the following:
1. The operator L ′Z commutes with 
p,q.
2. If u = 0, then L ′Zu = 0, d
′L ′Zu = 0, and δ
′L ′Zu = 0.
3. If u ∈ ker, then L ′Zu = 0 for all Z ∈ h.
Proposition 3.22. Let h be a hypocomplex structure. If u ∈ C∞(G; Λp,0) is such that L ′Zu = 0 for all
Z ∈ h, then u is left-invariant.
Proof. Let u ∈ C∞(G; Λp,0) and assume that L ′Zu = 0 for all Z ∈ h. We write u =
∑
|I|=p uIζI , in which
uI ∈ C
∞(G). Notice that L ′Z
(∑
|I|=p uIζI
)
=
∑
|I|=p {L
′
Z(uI)ζI + uI(L
′
ZζI)} .
By definition, we have L ′ZζI = d
′(ıZζI) + ıZ(d
′ζI). Since ıZζI is zero, we have d
′(ıZζI) = 0. Also,
there exist constants aIj ∈ C such that d
′ζI =
∑n
j=1 cIjζI ∧ τj . Thus, by applying ıZ on both sides, we
obtain
ıZ(d
′ζI) = ıZ(
n∑
j=1
cIjζI ∧ τj) =
n∑
j=1
cIjıZ(ζI ∧ τj) = 0
because ıZ(ζI ∧ τj) = 0 when computed in any element of h.
Therefore, L ′Z(
∑
|I|=p uIζI) =
∑
|I|=p L
′
Z(uI)ζI = 0 and so L
′
ZuI = 0 for all Z. Since h is hypocom-
plex, we conclude that uI is a constant. Therefore, the form u is left-invariant.
Notice that the Lie derivative can be extended to work with currents and the same proof yields the
following result:
Corollary 3.23. Let h be a hypocomplex structure. If u ∈ D′(G; Λp,0) is such that L ′Zu = 0 for all
Z ∈ h, then u is left-invariant.
Notice that the results above implies Theorem 1.2.
Proposition 3.24. Let h be a left-invariant elliptic structure on a torus T. If u ∈ C∞(T; Λp,q) is such
that L ′Zu = 0 for all Z ∈ h, then u is left-invariant.
Proof. If u ∈ C∞(T; Λp,q) is such that L ′Zu = 0 for all Z ∈ h, by writing u =
∑
|I|=p
∑
|J|=q uIJζI ∧ τJ ,
we have that
L
′
Zu =
∑
|I|=p
∑
|J|=q
L
′
Z(uIJ)ζI ∧ τJ = 0.
Thus, L ′Z(uIJ) = 0. Since h is elliptic, we have that uIJ ∈ C and the theorem is proved.
Now we prove Theorem 1.4.
Proof of 1.4. Let [u] ∈ Hp,q
C∞
(T; h). Since  elliptic, we can assume u = 0 and L ′Zu = 0 for all Z ∈ h,
since h is actually bi-invariant, it follows that u is left-invariant. The proof is concluded.
3.4 Application of Serre duality
For this application, we need to extend the averaging operator acting on forms to an operator acting on
currents, which can be done by transposition. Since the averaging operator is formally self-adjoint, as we
will prove in Lemma 3.25, we can easily see that this extension is well-defined.
Te operator A is formally self-adjoint. We prove this fact in the following lemma:
Lemma 3.25. The operator A : C∞(G; Λp)→ C∞(G; Λp) defined in Lemma 3.13 is formally self-adjoint.
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Proof. Let u, v ∈ C∞(G; Λp) and write u =
∑
|I|=p uIwI , v =
∑
|J|=p vJwJ .
Notice that, for X1, . . . , Xp ∈ g, with a simple computation we obtain
(Av)g(X1, . . . , Xp) =
∑
|J|=p
(∫
G
vJ dµ(x)
)
wJ (X1, . . . , Xp).
Thus, it holds that
(u,Av) =
∑
|I|=p
∑
|J|=p
∫
G
uI(g)
(∫
G
vJ ◦ Lx(g) dµ(x)
)
wI · wJ dµ(g)
=
∑
|I|=p
∑
|J|=p
(∫
G
∫
G
uI(g)vJ ◦ Lx(g) dµ(x) dµ(g)
)
wI · wJ
=
∑
|I|=p
∑
|J|=p
(∫
G
∫
G
uI ◦ Lx(g)vJ (x) dµ(x) dµ(g)
)
wI · wJ
= (Au, v).
The following lemma is going to be useful:
Lemma 3.26. Let u ∈ D′(G; Λk) and write Σ|I|=kuIwI . Then Au = Σ|I|=k(AuI)wI .
Proof. Let ϕ ∈ C∞(G; ΛN−k) and write ϕ = Σ|I′|=N−kϕI′wI′ . By definition, we have
(Au)(ϕ) = u(Aϕ)
= (Σ|I|=kuIwI)(Σ|I′|=N−k(AϕI′ )wI′)
= Σ|I|=kΣ|I′|=N−k(AuI)(ϕI′ )wI ∧ wI′
= (Σ|I|=k(AuI)wI)(ϕ).
Thus, the proof is completed.
Lemma 3.27. Let u ∈ D′(G; Λk) and suppose that Au− u = 0. Then u is a real-analytic left-invariant
form.
Proof. Let u ∈ D′(G; Λk) and write u = Σ|I|=kuIwI . We note that, if 0 = Au − u, then AuI − uI = 0,
which means that each uI is a constant.
Now we have everything we need to prove Theorem 1.1.
Proof of Theorem 1.1. Since the operators (2) have closed range, by Serre duality, we have Hp,q
C∞
(G; h)∗ ∼=
Hm−p,n−q
D′
(G; h). Let [u] ∈ Hm−p,n−q
D′
(G; h). For every [v] ∈ Hp,q
C∞
(G; h), we have
(Au− u)(v) = Au(v) − u(v) = u(Av)− u(v) = u(Av − v).
Suppose that every class in Hp,q
C∞
(G; h) has a representative that is left-invariant. Thus, we can assume
that v is left-invariant, that is, Av − v = 0. Then, [Au − u] = 0 in Hm−p,n−q
D′
(G; h). The other direction
of the equivalence follows by applying the exact same argument.
Remark 3.28. Notice that, since [Av] = [v] in Hm−p,n−q
D′
(G; h) and Av is left-invariant, we actually
have
Hm−p,n−q
D′
(G; h) ∼= H
m−p,n−q
C∞
(G; h) ∼= H
m−p,n−q
L (G; h).
Now we prove Theorem 1.3.
Proof of Theorem 1.3. If [u] ∈ Hp,0
D′
(G; h), then clearly u = 0, which means that L ′Zu = 0 for all Z ∈ h.
Therefore, u is left-invariant by Corollary 3.23. By combining this with Theorem 1.1 and Remark 3.28,
we have left-invariance of cohomologies in top degree, that is, Hp,n
C∞
(G; h) = Hm−p,nL (G; h).
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Remark 3.29. The operator d′ : C∞(G; Λp,q) −→ C∞(G; Λp,q+1) is known to have closed range in many
situations. For example, it always has closed range in the case of elliptic structures. For hypocomplex
structures, the situation is more delicate, but in [8] we found some sufficient conditions to ensure that
d′ : C∞(G; Λp,q) −→ C∞(G; Λp,q+1) has closed range. Notice that, due to the left-invariance of the struc-
tures, we only need to verify the hypothesis in the origin. Also in [8], it is shown that the operator
d′ : B(G; Λp,n−1) −→ B(G; Λp,n) always has closed range.
For hypocomplex structures, the operator d′ : B(G; Λp,n−1) −→ B(G; Λp,n) always has sequentially
closed range and so the operator d′ : Cω(G; Λp,0) −→ Cω(G; Λp,1) has closed range. Therefore, by a direct
adaptation of Theorem 1.2, it holds that Hp,0
Cω
(G; h) = Hp,0L (G; h) and this implies that H
p,n
B
(G; h) =
Hp,nL (G; h). This result can be extended to other classes of smooth functions. We briefly introduce them
in the following.
Let M denote a Gevrey or Denjoy-Carleman class. We refer to [10] and [9] for an introduction to
this setting in compact manifolds and on compact Lie groups. We denote by CM(G) the space of smooth
function belonging to the class M. This space can be endowed with a topology of (DFS) spaces. The
topological dual of CM(G) is denoted by D′
M
(G) and, obviously, has a topology of a (FS) space. When
M is the class of real-analytic functions, we denote it by Cω(G) with its dual denoted by B(G).
Since D′
M
(G; Λp,q) ⊂ B(G; Λp,q), we have a natural homomorphism Hp,n
D′
M
(G; h) → Hp,n
B
(G; h). This
homomorphism is injective. In fact, let [u] ∈ Hp,n
D′
M
(G; h) and suppose that [u] = 0 in Hp,n
B
(G; h). Since
Hp,n
B
(G; h) = Hp,nL (G; h), there exists a left-invariant v ∈ B(G; Λ
p,n) such that u − v = d′w for some
w ∈ B(G; Λp,n) and since v is left-invariant, we obtain v ∈ D′
M
(G; Λp,q).
Notice that A(u − v) = Au − v = d′(Aw) with Aw being a section with real-analytic coefficients.
Therefore Aw ∈ D′
M
(G; Λp,q−1) and so [u] = [v] = [Au] in Hp,n
D′
M
(G; h). Now, [v] = 0 means that there
exists w ∈ B(G; Λp,n−1) such that d′w = v. Since v is left-invariant, we obtain v = Av = A(d′w) = d′(Aw)
with Aw ∈ D′
M
(G; Λp,n−1). Therefore [u] = 0 in Hp,n
D′
M
(G; h).
Now, dimHp,n
D′
M
(G; h) < ∞ and so the codimension of d′ : D′
M
(G; Λp,n−1) −→ D′
M
(G; Λp,n) is finite
and we conclude that this map has closed range. We proved Theorem 1.5:
4 Involutive structures on homogeneous manifolds
In this section, we introduce the concept of invariant involutive structures on homogeneous manifolds
and show how to construct some examples. The main reason for introducing this concept is to simplify
the study left-invariant involutive structures on Lie groups.
The main idea we want to explore is the following: let G be a compact Lie group endowed with an
elliptic involutive structure h. Also, let kR = h∩gR and consider the group K = exp(kR). We assume that
K is closed, so we can define a homogeneous manifold Ω = G/K. This homogeneous manifolds inherits
a complex involutive structure from G via the quotient map.
With all these ingredients in hand, we want to see how much we can infer about the cohomology
spaces Hp,q(G; h) from the de Rham cohomology of K and from the Dolbeault cohomology of Ω. This is
done via a spectral sequence. In order to use this spectral sequence, we need some further assumptions.
One of the assumptions is that the orbits of the elliptic structure h is closed and the other one is that h
can be decomposed into a direct sum of two Lie subalgebras: one is the algebra k = h ∩ g and the other
is an ideal in h. We show that this tecnique can always be applied in a situation similar to a famous
conjecture by Treves.
To conclude, we introduce the concept of Lie algebra cohomology and use it to state a theorem by
Bott, which, under certain assumptions, gives us algebraic information about the Dolbeault cohomology
of Ω. Under certain algebraic and topological restrictions on G, Bott’s theorem, along with the spectral
sequences, give us a complete algebraic description of Hp,q(G; h).
4.1 Homogeneous manifolds and invariant involutive structures
Let Ω be a homogeneous manifold for a Lie group G. We recall that Ω is a smooth manifold and that
there exists a smooth map T : G × Ω → Ω, called left-action of G on Ω. Other notations for T are
T (g, x) = Tgx = g · x. The map T satisfies the following properties: g · (g
′ · x) = (gg′) · x and e · x = x, in
which e ∈ G is the identity of G and T is assumed to be transitive, that is, for any two points x, y ∈ Ω,
there is an element g such that g · x = y.
Example 4.1. Any Lie group acts transitively on itself by left multiplication.
Example 4.2. If G is any Lie group and H is a closed Lie subgroup, the space Ω = G/H is a homogeneous
manifold with G acting on Ω by g · (g′H) = (gg′) ·H.
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By Theorem 7.19 on [19], we know that all examples of homogeneous manifolds are equivalent to this
example and, thus, we have that Ω is an analytic manifold and the map T is an analytic map.
From now on, Ω is always assumed to be a connected G-homogeneous manifold.
We want to use involutive structures on homogeneous manifolds. In order to take into consideration
the symmetries given by the group action, we need to consider involutive structures that carry information
about the action. We then introduce the following concept:
Definition 4.3. An involutive structure V ⊂ CTΩ is said to be invariant by the action of G if (Tg)∗X ∈
Vg·x for all X ∈ Vx.
The most obvious example of an invariant structure is V = CTΩ. Next, we construct some examples
of invariant involutive structures.
Let G be a Lie group and denote its Lie algebra by gR. We denote by g the complexification of gR.
Let X be a vector field on a smooth manifold Ω. Suppose that V ⊂ CTΩ is a vector bundle. We
say that V is preserved by the vector field X if, for all smooth sections Y of V, we have that [X,Y ] is a
smooth section of V. If F is a set of vector fields, we say that V is preserved by F if V is preserved by all
X ∈ F .
Proposition 4.4. Let G be a Lie group with K ⊂ G being a connected closed subgroup. Consider
π : G → G/K = Ω the quotient map. Suppose that h ⊂ g is a complex Lie subalgebra and that h is
preserved by kerπ∗. Then, π∗h defines an invariant involutive structure on Ω.
Proof. It follows from Problem 2.57 of [11] that π∗h is an involutive vector bundle. The invariance follows
directly from the definition.
The following definition is going to be useful.
Definition 4.5. Let G be a Lie group and let k ⊂ gR be a subalgebra. We say that k is a closed subalgebra
of gR if the group K = expG(k) is a closed subgroup of G. When h is a left-invariant involutive structure,
we say that h has closed orbits if kR = h ∩ gR is a closed subalgebra.
The following lemma is one of the key technical results in this section.
Lemma 4.6. Let G be a Lie group endowed with a left-invariant elliptic structure h having closed orbits.
Then, the homogeneous space Ω = G/K, with K = exp(h∩ gR), has a natural complex structure given by
π∗(h).
Proof. Since π is a real map, we have π∗(h) + π∗(h) = π∗(h) + π∗(h) = π∗(h + h) = π∗(g) = CTΩ. The
last equality holds because π∗ is surjective, implying that π∗(h) is elliptic. Notice that, by dimensional
reasons, the involutive structure π∗(h) is a complex structure.
We need the following technical lemma:
Lemma 4.7. Let G, h, k, K, and u be as in Theorem 1.6. Let u be a left-invariant closed s-form in
K. Then u can be extended to a d′-closed form in G. This extension, when restricted to a leaf gK, is a
left-invariant form on that leaf gK.
Proof. Since u is left-invariant, we can regard it as an element of the dual of Λsk and we can extend it to
the dual of Λsg by defining it as zero if any of its arguments it in u or u. Let wg = (Lg−1)
∗u. Notice that
(Lg)
∗ : Hs(gK)→ Hs(K)
is an isomorphism. Thus, w is a smooth s-form in G and the restriction of w to a leaf gK is representive
of a cohomology class in that leaf gK.
We are going to see that w is also d′-closed. We just need to show that w satisfies dw ∈ N1,r(g; h).
Let X1, . . . , Xr+1 ∈ h. Since the exterior derivative commutes with the pullback, we have
dwg = d(Lg−1)
∗u = (Lg−1)
∗u(du).
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Now, since every term Xju(X1, . . . , Xˆj , . . . , Xr+1) is zero, we only have to do the following computation
du(X1, . . . , Xr+1) =
r+1∑
j=1
(−1)j+1Xju(X1, . . . , Xˆj , . . . , Xr+1)
+
∑
j<k
(−1)j+k+1u([Xj , Xk], X1, . . . , Xˆj, . . . , Xˆk, . . . , Xr+1)
=
∑
j<k
(−1)j+k+1u([Xj , Xk], X1, . . . , Xˆj , . . . , Xˆk, . . . , Xr+1).
If we assume that Xj ∈ k for all j, then (dwg)(X1, . . . , Xr+1) = 0 because du = 0.
However, if we assume that X1 ∈ u and that Xj ∈ k for j > 1, then∑
j<k
(−1)j+k+1u([Xj , Xk], X1, . . . , Xˆj, . . . , Xˆk, . . . , Xr+1)
=
∑
1<k
(−1)1+k+1u([X1, Xk], X2, . . . , Xˆj , . . . , Xˆk, . . . , Xr+1) = 0
because u is an ideal and so [X1, Xk] ∈ u.
Finally, if we assume that two or more elements are X1, X2 ∈ k
⊥, we can use the fact that u is an
ideal and an argument similar to the one above to prove that we have (dwg)(X1(g), . . . , Xr+1(g)) = 0.
Therefore, dwg ∈ N
1,q(G; h).
Now we have everything we need to prove Theorem 1.6.
Proof of Theorem 1.6. Let [β] ∈ Hs(K;C). We can always choose β left-invariant, so that, by the last
Lemma 4.1, there exists an extension of β to G such that d′β′ = 0. This is a cohomology extension and,
according to Leray-Hirsh Theorem [22, Theorem 9 of Section 7, Chapter 5], the proof is completed.
Notice that, in Equation (3), the terms Hs(K;C) can always be computed by using algebraic methods.
On the other hand, the terms Hp,r(Ω;V) can be more complicated to compute.
Our next objective is to find some conditions for which the terms Hp,r(Ω;V) can be computed using
only algebraic methods. The first thing we do is find conditions so that Ω is a compact connected Riemann
surface. That is exactly what we do in Theorem 1.7.
Proof of Theorem 1.7. Let 〈, 〉 be a Hermitian extension of any ad-invariant inner product on gR. We
write k = h ∩ h and we define k⊥ = {Z ∈ h : 〈Z,W 〉 = 0 ∀W ∈ h}. Since dim h = dim g− 1, we have that
dim k⊥ = 1 and we clearly have g = k⊕k⊥⊕k⊥. Since k⊥ has dimension 1, it is Abelian. More than that, it
is an ideal. In fact, we have that, if T ∈ kR and Z ∈ h
⊥, then 〈[Z, T ], U〉 = 〈Z, [T, U ]〉 = 0, ∀U ∈ k, which
means that [Z, T ] ∈ k⊥, for all T ∈ kR and, by linearity, this is also true for all T ∈ k. Therefore, if we
assume that K = expG(kR) is closed, we have all the necessary conditions to apply Theorem 1.6. Notice
that, in this case, the homogeneous space Ω = G/K is a compact Riemann surface, which concludes the
proof.
Notice that, in Example 3.9, we constructed an example satisfying the hypothesis of the Theorem 1.7.
Now we discuss some techniques to deal with the case in which the complex dimension of Ω is bigger
than 1. For this, we introduce the concepts of Lie algebra cohomology and of Lie algebra cohomology
relative to a subalgebra. With this new concepts, we can state Bott’s theorem, which gives us an algebraic
way to compute the Dolbeault cohomology of certain compact homogeneous complex manifolds.
4.2 Cohomology of Lie algebras
In this section, we briefly recall some definitions regarding Lie algebra cohomology. These definitions are
necessary in order to introduce a theorem by Bott. We refer to [5] and [15] for details.
Definition 4.8. Let g be a Lie algebra over C and M a vector space over C. A representation of g is a
Lie algebra homomorphism of g into the Lie algebra of all linear transformations of M into M .
Definition 4.9. Let g be a Lie algebra over C and M a vector space over C. We say that the pair (M,ϕ)
is a g-module if ϕ is a representation of the Lie algebra g into M . We denote by X ·x the action of ϕ(X)
on the element x ∈M .
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We denote by Cp(g;M) the set of all alternating multi-linear p-forms on g with values in M . Also,
we denote by C(g;M) the formal sum
∑
pC
p(g;M). We identify C0(g;M) with M .
For p > 0, u ∈ Cp(g;M), and X1, . . . , Xp+1 ∈ g, we define a g-homomorphism d : C
p(g;M) →
Cp+1(g;M) by the formula
du(X1, . . . , Xp+1) =
p+1∑
j=1
(−1)j+1Xj · u(X1, . . . , Xˆj, . . . , Xp+1)
+
∑
j<k
(−1)j+k+1u([Xj , Xk], X1, . . . , Xˆj , . . . , Xˆk, . . . , Xp).
(8)
The operator d is just the algebraic version of the usual exterior differentiation on smooth manifolds. As
expected, we have: if u ∈ C0(g;M) =M , then (du)(X) = X · u and, obviously, it holds that d2 = 0.
Therefore, we have a complex with respect to d. The cohomology space associated to d, denoted by
H∗(g;M), is called cohomology module of g with coefficients in M . It is easy to see that H∗(g;M) is a
vector space over C.
If u ⊂ g is a subalgebra, we denote by Ck(g, u;M) the set of elements of Ck(g;M) that vanishes when
have any parameter is in u. This subset is stable under the operator d and thus we also can introduce
its cohomology space, which is denoted by Hk(g, u;M).
4.3 Bott’s Theorem
In this section, we state a theorem by Bott [5] that is useful when dealing with elliptic involutive structures
on compact Lie groups.
Let U and G be complex Lie groups with U closed in G. Let Ω = G/U and suppose that G is
connected and Ω is compact and simply connected.
By a theorem of Montgomery [20], if K is a maximal compact subgroup of G, under the above
conditions, K acts transitively on Ω and therefore Ω has another description, namely, Ω = K/H with
H = U ∩K.
We denote, respectively, by g, u, k, h the complexified Lie algebras of G, U , K and H . Since G is a
complex Lie group, we can decompose g into two ideals, that is, g = gα⊕ gβ , in which gα is the set of all
left-invariant vector fields annihilated by all anti-holomorphic differential forms on G and gβ is the set of
all left-invariant vector fields annihilated by all holomorphic differential forms on G.
Let α : g→ gα be the projection and denote by ı : k→ g the inclusion of k into g. Write u∗ = (αı)
−1(u).
Clearly, u∗ ⊂ k. In the case where G is the complexification of K, which always can be assumed by
Montgomery’s theorem and is the case we are working on, u∗ can be identified with uR, the real Lie
algebra of U .
Theorem 4.10 (Bott’s theorem). Let G, U , K, H, and Ω with the conditions we just established and
let Op be the sheaf of local holomorphic p-forms on Ω. Then,
Hq(Ω;Op) = Hq(u∗, h,Λ
p(k/u∗)
∗)
with u∗ acting on Λ
p(k/u∗)
∗ via adjoint action.
4.3.1 Applications of Bott’s theorem
Now we prove some propositions that are useful when applying Bott’s theorem.
The next proposition shows that any compact homogeneous space Ω endowed with an invariant
complex structure can be represented as a quotient of two complex Lie groups.
Proposition 4.11. Let G be a connected compact Lie group acting transitively on a smooth manifold
Ω. If Ω is endowed with a complex structure invariant by the action of G, then this action extends to a
transitive holomorphic action of GC.
Proof. We are assuming that the action of G preserves the complex structure, so each automorphism
Tg : Ω→ Ω is holomorphic and we have a group homomorphism
g ∈ G 7→ Tg ∈ AutO(Ω). (9)
Since Ω is compact, by [17, Theorem 1.1, Chapter III], the set AutO(Ω) is a complex Lie group.
The topology on AutO(Ω) is the compact open topology and, in this case, it is the topology of uniform
convergence over compact sets. Since T : G× Ω→ Ω is smooth, particularly it is uniformly continuous.
Therefore, the map (9) is continuous and is automatically a Lie group homomorphism.
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Let (GC, η) be the universal complexification of G. By the universal property, there exists a complex
Lie group homomorphism g ∈ GC 7→ T
′
g ∈ AutO(Ω) such that T
′
η(g) = Tg, for all g ∈ G. Since G is
compact, we have that η is injective. Therefore, G can be identified with η(G) and the action T ′ can be
considered an extension of T .
The next proposition shows that, in order to study the cohomology of a left-invariant elliptic involutive
structure defined over a compact semisimple Lie group, it is enough to study the cohomology of the
structure lifted to the universal covering. The advantage of such approach is to be able to assume that
the group in question is simply-connected, thus removing some topological barries.
Proposition 4.12. Let G be a semisimple compact Lie group and suppose that it is endowed with an
elliptic involutive structure h ⊂ g. Then, its universal covering group G′ is also compact and admits an
elliptic involutive structure h′ such that Hp,q(G; h) ∼= Hp,q(G′; h′).
Proof. By Weyl’s theorem [16, Theorem 4.26]), the universal covering G′ is compact. We know that
the covering map π : G′ → G gives an isomorphism between g and g′. Via this isomorphism, we define
h′ ⊂ g′. We also have that π−1(x) is finite for every x ∈ G. Therefore, by [6, Theorem 11.1], we have the
required isomorphism and the proof is completed.
In order to give a direct proof, we can construct the required isomorphism as follows. We denote
by Sh the sheaf of local solutions of h and by Sh′ the sheaf of local solutions of h
′. Let U′ be a finite
covering of G′ consisting of sets satisfying the following conditions: for every U ′ ∈ G′ and U = π(U ′),
it holds that π|U ′ : U
′ → U is a diffeomorphism and also, for q > 0, it holds that Hq(U ′; Sh′) = 0. The
condition about the diffeomorphism is possible because π is a covering map and the condition about the
sheaf cohomology is possible because h′ is elliptic. By taking U = {U = π(U ′) : U ′ ∈ U}, we have a finite
open covering for G such that Hq(U ; Sh) = 0.
Next we construct a cochain isomorphism between (Cq(U′, Sh′), δ
′q) and (Cq(U, Sh), δ
q). Since U′ is
finite, we can enumerate its elements U ′1, U
′
2, . . . and we have a one-to-one correspondence with elements
of U, namely U1, U2, . . .. Thus, for any simplex of σ ∈ N(U), there is an unique associated simplex σ
′ ∈
N(U′), that is, if σ = (i0, . . . , iq) and |σ| = Ui0 ∩ · · · ∩Uiq , then σ
′ = (i0, . . . , iq) and |σ
′| = U ′i0 ∩ · · · ∩U
′
iq
.
Let f ′ ∈ (Cq(U′, Sh′), δ
′q) and let σ′ be a q-simplex. We define fσ in |σ| by fσ(x) = f
′(π−1(x)).
The function fσ is well defined because π|σ′ is a diffeomorphism and is in Sh. We define a map ϕ :
Cq(U′, Sh′)→ C
q(U′, Sh′) which is obviously bijective and also commutes with the restrictions. Thus, we
have that δqϕ(f ′) = ϕ(δ′qf ′) and the map ϕ induces an isomorphism between Hq(U′, Sh) and H
q(U; Sh).
Now, by using Leray’s Theorem [13, Section D, Theorem 4], for every q ≥ 0, we have thatHq(G′, Sh′) ∼=
Hq(U′; Sh′) and H
q(G, Sh) ∼= H
q(U; Sh). Finally, we have H
q(G′, Sh′) ∼= H
q(G, Sh).
Now, we assume G to be a compact semisimple Lie group. Combining Proposition 4.12, Proposition
4.11 and the long exact sequence of homotopy groups, we see that we can apply Bott’s theorem to Ω,
which, in connection to Theorem 1.6, gives us a complete algebraic description of Hp,q(G; h). This is
exactly Theorem 1.8, which we can finally prove:
Proof of Theorem 1.8. By Proposition 4.12, we can assume G to be simply-connected. Notice that K is
connected by construction, therefore, we use the long exact sequence of homotopy groups to conclude
that Ω is simply-connected. Since G is compact, we have that Ω is compact. By combining this with the
result obtained in Proposition 4.11, we can apply Bott’s theorem. The proof is completed.
Corollary 4.13. Let G be a semisimple compact Lie group and let T ⊂ G be a maximal torus. Consider
the following elliptic Lie algebra h = t⊕
⊕
α∈∆+
gα with t being the complexification of the Lie algebra of
the maximal torus T . Then we have H0,q(G) = H0,q(T ).
Proof. We define the homogeneous manifold Ω
.
= G/T and we denote the quotient map by π : G → Ω.
Notice that we have precisely the hypothesis of Theorem 1.8. Therefore, we have
H0,q(G) =
∑
r+s=q
H0,r(T ; t)⊗H0,s
∂
(Ω) = H0,q(T )
and the last equality follows from the fact that Hp,q
∂
(Ω) = 0 if p 6= q and H0,0
∂
(Ω) = C.
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