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Abstract. In several applications where the tensor rank decomposition arises, one often
relies on its identifiability properties for meaningfully interpreting the individual rank-
1 terms appearing in the decomposition. Several criteria for identifiability have been
proposed in the literature, however few results exist on how frequently they are satisfied.
We propose to call such a criterion effective if it is satisfied on a dense, open subset of
the smallest semi-algebraic set enclosing the set of rank-r tensors. No criteria that are
effective for all ranks up to the smallest typical rank of the tensor space are known. We
analyze the effectiveness of Kruskal’s criterion when it is combined with the reshaping
trick using elementary algebro-geometrical methods. We prove that it is effective for both
real and complex tensors in its entire range of applicability, which is nevertheless usually
much smaller than the smallest typical rank. Our proof has an important application
to the analysis of reshaping-based algorithms for computing tensor rank decompositions.
Another application concerns a generic version of Comon’s conjecture, which we prove
to be true for small ranks. We also show that an analysis of the Hilbert function may
yield essential geometrical information that can be exploited in the design of effective
identifiability criteria for symmetric tensors or forms. For symmetric tensors of size
4 × 4 × 4 × 4, this analysis resulted in the first criterion for symmetric identifiability
that is effective for all symmetric tensors of rank strictly less than 8, which is the largest
range in which effective criteria may exist. Analyzing the Hilbert function allowed us
to sidestep the smoothness test that currently limits the range of applicability of the
Hessian criterion for specific identifiability. This analysis was enumerative in nature,
necessitating further research for aspiring towards a more general treatment.
1. Introduction
A tensor rank decomposition expresses a tensor A ∈ Fn1 ⊗ Fn2 ⊗ · · · ⊗ Fnd as a linear
combination of rank-1 tensors, as follows:
A =
r∑
i=1
a1i ⊗ a2i ⊗ · · · ⊗ adi ,(1)
where aki ∈ Fnk , and F is either the real field R or complex field C. When r is minimal
in the above expression, then it is called the rank of A. A key property of the tensor rank
decomposition is its generic identifiability [16, 25, 33]. This means that the expression (1)
is unique up to a permutation of the summands and scaling of the vectors on a dense open
subset of the set of tensors admitting an expression as in (1). This uniqueness property
renders it useful in several applications. For instance, in chemometrics, decomposition (1)
arises in the simultaneous spectral analysis of unknown mixtures of fluorophores, where
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the tensor rank decomposition of the corresponding tensor reveals the emission-excitation
matrices of the individual chemical molecules in the mixtures, hence allowing a trained
chemist to identify the fluorophores [4].
Another application of tensor decompositions is parameter identification in statistical
models with hidden variables, such as principal component analysis (or blind source separa-
tion), exchangeable single topic models and hidden Markov models. Such applications were
recently surveyed by Anandkumar, Ge, Hsu, Kakade, and Telgarsky [3] in a tensor-based
framework. The key in these applications consists of recovering the unknown parameters by
computing a Waring decomposition of a higher-order moment tensor constructed from the
known samples. In other words, one needs to find a decomposition
A =
r∑
i=1
λiai ⊗ · · · ⊗ ai =
r∑
i=1
λia
⊗d
i ,(2)
where ai ∈ Fn and λi ∈ F for all i = 1, . . . , r. Note that A is a symmetric tensor in this case.
If r is minimal, then r is called the Waring or symmetric rank of A. Uniqueness of Waring
decompositions is again the key for ensuring that the recovered parameters of the model
are unique and interpretable. Generic identifiability of complex Waring decompositions for
nearly all tensor spaces was proved in [26].
The problem that we address in this paper concerns specific identifiability : given a tensor
rank decomposition of length r in Fn1 ⊗ Fn2 ⊗ · · · ⊗ Fnd , prove that it is unique. Let S
denote the variety of rank-1 tensors in aforementioned space. As it is conjectured that the
generic1 tensor of subtypical rank r, i.e.,
r < rS =
n1n2 · · ·nd
n1 + n2 + · · ·+ nd − d+ 1(3)
has a unique decomposition, provided it is not one of the exceptional cases listed in [25,
Theorem 1.1], we believe that any practical criterion for specific identifiability must at least
be more informative than the following naive Monte Carlo algorithm:
S1. If the number of terms in the given tensor decomposition is less than rS , then claim
“Identifiable,” otherwise claim “Not identifiable.”
This simple algorithm has a 100% probability of returning a correct result if one samples
decompositions of length r from any probability distribution whose support is not contained
in the Zariski-closed locus where r-identifiability fails (provided the tensor space is generi-
cally r-identifiable; see Section 3 for more details). It also has a 0% chance of returning an
incorrect answer—it can be wrong (e.g., when the unidentifiable tensor a⊗a⊗a+b⊗b⊗a
is presented as input), but the probability of sampling these tensors from aforementioned
distribution is zero. We believe that deterministic algorithms for specific r-identifiability,
e.g., [25, 30, 43, 45, 55, 57], merit consideration, however only if they are what we propose
to call effective: if it can prove identifiability on a dense, open subset of the set of tensors
admitting decomposition (1). A deterministic criterion is thus effective if its conditions
are satisfied generically; that is, if the same criterion also proves generic identifiability.
Kruskal’s well-known criterion for r-identifiability is deterministic: it is a sufficient condi-
tion for uniqueness. If the criterion is not satisfied, the outcome of the test is inconclusive.
Effective criteria are allowed to have such inconclusive outcomes provided that they do not
form a Euclidean-open set. It will not surprise the experts that Kruskal’s criterion [45] is
effective. Domanov and De Lathauwer [33] recently proved that some of their criteria for
1We call p ∈ S “generic” with respect to some property in the set S, if the property fails to hold at most
for the elements in a strict subvariety of S.
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third-order tensors from [30] are effective. Presently, only a few effective criteria for spe-
cific r-identifiability of higher-order (d ≥ 4) tensors are—informally—known, notably the
generalization of Kruskal’s criterion to higher-order tensors due to Sidiropoulos and Bro [55].
At this point, a remark about reshaping is in order. In private communication with I.
Domanov, we were informed that “in practice, when one wants to check that the [tensor
rank decomposition] of a tensor of order higher than 3 is unique, [one] just reshapes the
tensor into a third-order tensor and then applies the classical Kruskal result [...]. The
reduction to the third-order case is quite standard and well-known;” indeed the idea appears
in several works [20, 47, 51, 55, 56]. While this is a valid deduction, in the present context
of effective criteria for identifiability applying an effective criterion for third-order tensors
to reshaped higher-order tensors does not suffice for concluding that it is also an effective
criterion for higher-order tensors. This is easy to understand as follows. Let h ∪ k ∪ l =
{1, 2, . . . , d} be a partition where h, k and l have cardinalities d1, d2 and d3 respectively.
Let S = Seg(Fn1 × · · · × Fnd) be the variety of rank-1 tensors in Fn1 ⊗ · · · ⊗ Fnd , and
let Sh,k,l = Seg(Fnh1 ···nhd1 × Fnk1 ···nkd2 × Fnl1 ···nld3 ) be the variety of rank-1 tensors in
the reshaped tensor space. Then, we can consider the natural inclusion S ↪→ Sh,k,l and
then apply a criterion for specific r-identifiability with respect to Sh,k,l. If this criterion
certifies r-identifiability, then it immediately entails identifiability with respect to S as well.
Since S has dimension strictly less than Sh,k,l one expects that the set of rank-r tensors in
Fn1⊗· · ·⊗Fnd constitutes a Zariski-closed subset of the rank-r tensors in the reshaped tensor
space. As a result, the effective criterion for Sh,k,l might thus never apply to the elements
of S ↪→ Sh,k,l. This observation was the impetus for the present work and the reason why
our results will always be presented in the general setting, rather than restricting ourselves
to third-order tensors.
The first main result of this paper, proved in Section 4, can be stated informally as follows.
Theorem 1.1. Kruskal’s criterion applied to a reshaped rank-r tensor is an effective crite-
rion for specific r-identifiability.
The reshaped Kruskal criterion as well as the criteria of Domanov and De Lathauwer
[30,33] and the criterion of Jiang and Sidiropoulos [43] applied to a reshaped tensor can all
be considered as state-of-the-art results in specific identifiability. Nevertheless, combining
reshaping with a criterion for lower-order identifiability may not be expected to prove specific
identifiability up to the (nearly) optimal value rS − 1. Indeed, consider any partition h1 ∪
· · · ∪ ht = {1, 2, . . . , d} with t < d. Then,
rSh1,...,ht =
n1n2 · · ·nd
1 +
∑t
k=1
(−1 +∏`∈hk n`) ≤
n1n2 · · ·nd
n1 + n2 + · · ·+ nd − d+ 1 = rS ,
where typically the integers ni ≥ 2 are such that a strict inequality occurs. For instance,
if n1 = · · · = nd = n, then the aforementioned criteria all have stringent limitations on
the rank r of the decomposition to which the criterion may be applied: the first two of
them can be employed effectively to tensors of rank at most O(nb(d−1)/2c), while Jiang and
Sidiropoulos’s criterion can be applied up to ranks of O(nbd/2c). This compares unfavorably
with the maximum range in which generic r-identifiability could be possible, namely up to
rS = nd(d(n− 1) + 1)−1 = O(nd−1).
Since generic r-identifiability is expected to hold—bar a few exceptions—for all r < rS
[25], there could exist an effective criterion for specific r-identifiability for all r < rS . The
Hessian criterion [25] is conjectured to be such a criterion. Unfortunately, its practical range
of effective identifiability is presently quite small because we lack good methods for verifying
that a specific rank-r tensor A is a smooth point of the r-secant variety of S. In theory,
this test could be performed by verifying that the Jacobian of a Gro¨bner basis of the ideal
4 L. CHIANTINI, G. OTTAVIANI, AND N. VANNIEUWENHOVEN
of this variety (which can be obtained via elimination theory) is of maximal rank at A, but
practically this is an intractable problem if r is larger than, say, 3. Improvements in sufficient
conditions for smoothness of specific points on an r-secant variety will lead to advances in
the practical, effective range of identifiability of the Hessian criterion [25].
As verifying smoothness is a difficult problem, we set out on a different path in the second
half of the paper, where we analyze the Hilbert function for detecting r-identifiability in
the symmetric setting. The second main result of this paper consists of the first effective
criterion for specific identifiability of symmetric tensors of any rank that live in the space
F4⊗F4⊗F4⊗F4. It is to the best of our knowledge presently the only effective criterion for
specific identifiability that can be applied up to the bound for generic identifiability. The
second main result, which is proved in Section 6, can be stated informally as follows.
Theorem 1.2. There exists a criterion for specific symmetric identifiability of symmetric
rank-r tensors in F4 ⊗ F4 ⊗ F4 ⊗ F4 that is effective for every r ∈ N.
The outline of the remainder of this paper is as follows. In the next section, some
preliminary material from semi-algebraic geometry is recalled. The known results about
generic identifiability are presented in Section 3. We analyze the reshaped Kruskal criterion
in Section 4: we prove that it is an effective criterion (the first main result), present a
heuristic for choosing a good reshaping, and analyze its computational complexity. Section
5 present the variant of the reshaped Kruskal criterion for symmetric tensors and explains
how analyzing the Hilbert function may lead to results about specific identifiability for
symmetric tensors. These insights culminate in Section 6, where we prove the second main
result, then provide an algorithm implementing that effective criterion, and finally present
some concrete examples. In the penultimate section, two applications are investigated: we
show that the analysis in Section 4 explains when reshaping-based algorithms for computing
tensor rank decompositions are expected to work, and the results of Section 5 yield new
information about the validity of Comon’s conjecture. Section 8 concludes the paper by
presenting our main conclusions.
2. Preliminaries
We briefly recall some terminology and basic objects from algebraic geometry related to
tensor decompositions; the reader is referred to Landsberg [47] for a more detailed discussion.
Notation. Throughout this paper, the following notation will be observed. Varieties will
be typeset in a calligraphic font, tensors in a fraktur font, matrices are typeset in upper case,
and vectors in boldface lower case. The field F denotes either the reals R or the complex
numbers C. Projectivization is denoted by P. By V we always denote an N -dimensional
vector space over the field F. The matrix transpose and conjugate transpose are denoted by
·T and ·H respectively. The Khatri–Rao product of A ∈ Fm×r and B ∈ Fn×r is
AB = [a1 ⊗ b1 a2 ⊗ b2 · · · ar ⊗ br] .
A set partition is denoted by S1unionsq· · ·unionsqSk = {1, . . . ,m}. If X is a variety in affine space, then
X0 is defined as X \{0}; if X is a projective variety in projective space, then X0 = X \{[0]}.
As a particular case, the notation F0 will be used. The affine cone over a projective variety
X ⊂ PFn is X̂ := {αx | x ∈ X , α ∈ F}. The Segre variety
Seg(PFn1 × PFn2 × · · · × PFnd) ⊂ P(Fn1 ⊗ · · · ⊗ Fnd)
is denoted by S, and the Veronese variety vd(Fn) ⊂ PSdFn is denoted by V. The projective
dimension of the Segre variety S is denoted by Σ = ∑dk=1(nk − 1). The dimension of
Fn1 ⊗ · · · ⊗ Fnd is Π = ∏dk=1 nk, and the dimension of SdFn is Γ = (n−1+dd ).
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2.1. Segre variety. The set of rank-1 tensors in the projective space P(Fn1⊗Fn2⊗· · ·⊗Fnd)
is a projective variety, called the Segre variety. It is the image of the Segre map
Seg : PFn1 × PFn2 × · · · × PFnd → P(Fn1 ⊗ Fn2 ⊗ · · · ⊗ Fnd) ∼= PFn1n2···nd
([a1], [a2], . . . , [ad]) 7→ [a1 ⊗ a2 ⊗ · · · ⊗ ad]
where [a] = {λa | λ ∈ F0} is the equivalence class of a ∈ Fn \ {0}. The Segre variety will be
denoted by S. Its dimension as a projective variety is Σ = dimS = ∑dk=1(nk − 1).
2.2. Veronese variety. The symmetric rank-1 tensors in P(Fn ⊗ · · · ⊗ Fn) constitute an
algebraic variety that is called the Veronese variety. It is obtained as the image of
Ver : PFn → P(Fn ⊗ · · · ⊗ Fn), [a] 7→ [a⊗d].
The Veronese variety will be denoted by V, and its dimension is dimV = n−1. The Veronese
map actually embeds into the projectivization of the linear subspace of Fn⊗· · ·⊗Fn consisting
of the symmetric tensors, namely
L = {A | ai1,i2,...,id = aiσ1 ,iσ2 ,...,iσd ,∀σ ∈ S},
where S is the set of all permutations of {1, 2, . . . , d}. This space is isomorphic to the dth
symmetric power of Fn, i.e., SdFn = F(
n+d
d ), as can be understood from the Veronese map
vd : PFn → P(SdFn), [a] 7→ [a◦d],
where a◦d is the dthe symmetric power of a, which may be defined in coordinates as
a◦d =
[
ai1ai2 · · · aid
]
1≤i1≤i2≤···≤id≤n .
It is well-known that the polynomials of homogeneous degree d in n variables correspond
bijectively with SdFn; see, e.g., [28,42]. Therefore, the elements of P(SdFn) are often called
d-forms or simply forms when the degree is clear.
2.3. Secants of varieties. Let V be a finite-dimensional vector space over F = C or R.
Let us define for a smooth irreducible projective variety X ⊂ PV that is not contained in a
hyperplane, such as a Segre or Veronese variety, the abstract r-secant variety Absσr(X ) as
the closure in the Euclidean topology of
Absσ0r(X ) := {((p1, p2, . . . , pr), p) | p ∈ 〈p1, p2, . . . , pr〉, pi ∈ X} ⊂ X×r × PV,
Let the image of the projection of Absσ0r(X ) ⊂ X×r × PV onto the last factor be denoted
by σ0r(X ). Then, the r-secant semialgebraic set of X , denoted by σr(X ), is defined as the
closure in the Euclidean topology of σ0r(X ). It is an irreducible semialgebraic set because
of the Tarski–Seidenberg theorem [17]. For F = C, the Zariski-closure coincides with the
Euclidean closure and σr(X ) is a projective variety [47]. It follows that
dimσr(X ) ≤ min{r(dimX + 1),dimV } − 1.
If the inequality is strict then we say that X has an r-defective secant semialgebraic set. If
X has no defective secant semialgebraic sets then it is called a nondefective semialgebraic
set. The X -rank of a point p ∈ PV is defined as the least r for which p = [p1 + · · · + pr]
with pi ∈ X̂ ; we will write rank(p) = r.
For a nondefective variety X ⊂ PV not contained in a hyperplane, we define the expected
smallest typical rank of X as the least integer larger than
rX =
dimV
1 + dimX ,
namely drX e. With this definition, the expected smallest typical rank of a nondefective
complex Segre variety SC ⊂ PV , i.e., F = C, coincides with the value of r for which σr(SC) =
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PV , so that σ0drSCe(SC) is a Euclidean-dense subset of PV . In the case of a nondefective real
Segre variety SR ⊂ PV , i.e., F = R, the expected smallest typical rank as defined above
coincides with the smallest typical rank; recall that a rank r is typical if the affine cone over
σ0r(SR) ⊂ PV is open in the Euclidean topology on V .2 Note that rSR = rSC and that in
F = C there is only one typical rank, which is hence the generic rank. For a nondefective
variety X , the generic element [p] ∈ σr(X ) with r ≤ rX has rank([p]) = rank(p) = r, and,
furthermore, it admits finitely many decompositions of the form p = p1+· · ·+pr with pi ∈ X̂ .
For r > rX , it follows from a dimension count that the generic [p] ∈ σr(X ) admits infinitely
many decompositions of the foregoing type, because the generic fiber of the projection map
Absσr(X )→ σr(X ) has dimension r(dimX + 1)− dimV .
2.4. Inclusions, projections, and flattenings. Let hunionsqk = {1, 2, . . . , d} with both h and
k nonempty. Several criteria for identifiability rely on the natural inclusion into two-factor
Segre varieties, namely
S = Seg(PFn1 × · · · × PFnd) ↪→ Seg(P(Fnh1 ⊗ · · · ⊗ Fnh|h| )× P(Fnk1 ⊗ · · · ⊗ Fnk|k| )) = Sh,k,
or the inclusion into three-factor Segre varieties, which can be defined analogously and for
which we employ the notation Sh,k,l, where h unionsq k unionsq l = {1, 2, . . . , d}.
We define the projections
pih : S = Seg(PFn1 × PFn2 × · · · × PFnd)→ Seg(PFnh1 × · · · × PFnh|h| ) = Sh
[a1 ⊗ a2 ⊗ · · · ⊗ ad] 7→ [ah1 ⊗ ah2 ⊗ · · · ⊗ ah|h| ].
The image of this projection will be denoted by Sh. This definition can be extended naturally
to every rank-r tensor in σr(S) through linearity. We will often abuse notation by writing
pih(p) = ah1 ⊗ · · · ⊗ ah|h| if p = a1 ⊗ · · · ⊗ ad ∈ Ŝ.
Flattenings of tensors are defined as follows. Let h unionsq k = {1, 2, . . . , d}. Then, the (h,k)-
flattening, or simply h-flattening, of p ∈ Ŝ is the natural inclusion of p ∈ Ŝ into Ŝh,k:
p(h) = pih(p)pik(p)
T ∈ Ŝh,k ⊂ Fnh1 ···nh|h| ⊗ Fnk1 ···nk|k| ∼= Fnh1 ···nh|h|×nk1 ···nk|k| .
A (h,k)-flattening of a rank-r tensor is obtained by extending the above definition through
linearity.
3. Generic identifiability of tensors and forms
For a variety X ⊂ PV , the number of distinct complex decompositions of the generic
p ∈ σr(X ) is an algebraic invariant called the r-secant order of X [22]. By convention, we
call a rank-r decomposition p = p1 + · · ·+ pr, pi ∈ X̂ , distinct from another decomposition
p = q1 + · · · + qr, qi ∈ X̂ , if there does not exist a permutation σ of {1, 2, . . . , r} such
that [pi] = [qσi ] for all i. If the number of distinct complex decompositions of a generic
p ∈ σr(X ) equals one, then X is said to be generically r-identifiable. Note that this concept
is meaningful only when r is subtypical, i.e., r < rX , or if the tensor space is perfect, so
that r = rX is an integer. The reason is that the generic tensor p ∈ σr(X ) cannot admit a
finite number of decompositions of length r if r > rX because of the dimension argument
mentioned in Section 2.3.
The literature, specifically [16, 25, 26, 41, 49], already provides a conjecturally complete
picture of complex generic r-identifiability of the tensor rank decomposition (1) and the
Waring decomposition (2).
2In the case of F = R, the inclusion σdrSRe(SR) ⊂ PV can be strict, as the closures in the Euclidean and
Zariski topologies can be different, leading to several typical ranks, see, e.g., [10,14,24,47]. It is nevertheless
still true that the closure in the Zariski topology of σr(SR) is PV for every typical rank r.
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In the real case, assume that X is an irreducible real algebraic variety, then σr(X ) is a
semi-algebraic variety. Also in this case we say that X is generically r-identifiable if the set
of tensors with multiple complex decompositions in σr(X ) is contained in a proper Zariski
closed subset of σr(X ) .
Theorem 3.1 (Chiantini, Ottaviani, and Vannieuwenhoven [26]). Let d ≥ 3. Let VFd,n be
the dth Veronese embedding of Fn in PSdFn. Then, VFd,n is generically r-identifiable for all
strictly subtypical ranks r < n−1
(
n−1+d
d
)
, unless it is one of the following cases:
(1) VF3,6 and r = 9;
(2) VF4,4 and r = 8; or
(3) VF6,3 and r = 9.
The generic tensor has exactly 2 different complex decompositions in these exceptional cases.
Remark 3.2. The theorem was proved for F = C in [26]. It can be extended to F = R
with the same analysis as in the proof of a beautiful result due to Qi, Comon, and Lim [52,
Lemma 5.4]. Maybe provide more details Their method entails that the identifiability is es-
sentially a matter of the geometry of the abstract secant variety, whose real locus intersects
the smooth part and thus is not contained in a Zariski-closed proper subvariety. As com-
plex r-identifiability fails on a Zariski-closed set, the result on R follows from Theorem 1.1
of [26]. If complex r-identifiability fails on a Zariski-open set, then also the generic real
decomposition of real rank r can admit multiple complex decompositions, however we do not
presently know how many of these are real. We leave this as an open problem warranting
further research.
This theorem completely settles the question concerning the number of complex Waring
decompositions (2) of the generic symmetric tensor of strictly subtypical rank r < rV : aside
from the listed exceptions, it is one. In the perfect case where rV is an integer and F = C,
the following was recently proved.
Theorem 3.3 (Galuppi and Mella [37]). Let d ≥ 3. Let Vd,n be the dth Veronese embedding
of Cn in PSdCn, and assume that rV = n−1
(
n−1+d
d
)
is an integer. Then, Vd,n is generically
rV -identifiable if and only if it is either V2k+1,2 with k > 1, V3,4 or V5,3.
In summary we can state that the generic symmetric tensor in all but a few tensor spaces
SdFn admits a unique Waring decomposition over F if its rank is subtypical, while it is
expected to admit several decompositions of type (2) if its rank is not subtypical.
Our knowledge of generic identifiability of the Segre variety is much less developed than
in the case of the Veronese variety. However, the experiments carried out in [25] provided
ample support for the belief that also the Segre variety is generically r-identifiable for all
strictly subtypical ranks r < rS by showing that this is true when dimV ≤ 15000. Because
of the corroborating evidence in [16,24,25,33,58], the following is believed to be true.
Conjecture 3.4 (Chiantini, Ottaviani, and Vannieuwenhoven [25]). Let d ≥ 3, and let
n1 ≥ n2 ≥ · · · ≥ nd ≥ 2. Let SF = Seg(PFn1 × PFn2 × · · · × PFnd) be the Segre variety
in P(Fn1 ⊗ Fn2 ⊗ · · · ⊗ Fnd). Then, SF is generically r-identifiable for all strictly subtypical
ranks r < rSF , unless it is one of the following cases:
(1) n1 >
∏d
k=2 nk −
∑d
k=2(nk − 1) and r ≥
∏d
k=2 nk −
∑d
k=2(nk − 1);
(2) S = Seg(PF4 × PF4 × PF3) and r = 5;
(3) S = Seg(PFn × PFn × PF2 × PF2) and r = 2n− 1;
(4) S = Seg(PF4 × PF4 × PF4) and r = 6;
(5) S = Seg(PF6 × PF6 × PF3) and r = 8; or
(6) S = Seg(PF2 × PF2 × PF2 × PF2 × PF2) and r = 5;
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The first three cases generically admit ∞ decompositions [1,16]. Case (4) generically admits
2 complex decompositions [24], case (5) generically admits 6 complex decompositions [41],
and case (6) admits generically 2 complex decompositions [15].
Remark 3.5. The conjecture was initially stated for F = C in [16,25]. Theorem 1.1 of [25],
which proves Conjecture 3.4 for all n1n2 · · ·nd ≤ 15000 with F = C, can be extended to F = R
as in Remark 3.2 by invoking Qi, Comon, and Lim’s analysis [52, Section 5].
The case of perfect identifiability for the complex Segre variety was studied in [41], where
evidence was collected for the following conjecture.
Conjecture 3.6 (Hauenstein, Oeding, Ottaviani, and Sommese [41]). Let d ≥ 3, and let
n1 ≥ n2 ≥ · · · ≥ nd ≥ 2. Let S = Seg(PCn1 × PCn2 × · · · × PCnd) be the Segre variety in
P(Cn1 ⊗ Cn2 ⊗ · · · ⊗ Cnd), and assume that rS is an integer. Then, S is not generically
rS-identifiable, unless it is one of the following cases:
(1) S = Seg(PC5 × PC4 × PC3), or
(2) S = Seg(PC3 × PC2 × PC2 × PC2).
4. An effective criterion for specific identifiability
We formalize the concept of an effective criterion for specific identifiability.
Definition 4.1. Let X ⊂ PV be a generically r-identifiable variety. A criterion for specific
r-identifiability of X is called effective if it certifies identifiability on a dense subset of σr(X )
in the Euclidean topology.
This definition has a very useful and intuitive interpretation, which is our main motivation
for taking the Euclidean-closure rather than the Zariski-closure in the definition of σr(X ).
If we consider any probability distribution with noncompact support over the elements of
the affine cone of a generically r-identifiable variety X , then the probability that an effective
criterion for specific r-identifiability fails to certify identifiability of a randomly chosen tensor
p = p1 + · · ·+pr, where pi is randomly sampled from X̂ according to the assumed probability
distribution, is zero.
4.1. The reshaped Kruskal criterion. We show that Kruskal’s criterion [45] is effective
when combined with reshaping. The key to this criterion is the notion of general linear
position (GLP) [47]. This means that no 2 points coincide, no 3 points are on a line, no 4
points are on a plane, and so forth.
Definition 4.2. A set of points S = {p1, p2, . . . , pr} ⊂ PV is said to be in GLP if for
s = min{r, dimV }, the subspace spanned by every subset R ⊂ S of cardinality s is of the
maximal dimension s− 1.
Definition 4.3. The Kruskal rank of a finite set of points S ⊂ PV is the largest value κ for
which every subset of κ points of S is in GLP.
It will be convenient to introduce some additional notation. Let pi = a
1
i ⊗ · · · ⊗ adi be a
collection of r points in Ŝ. Then we denote the factor matrices of the points pi by
Ak =
[
ak1 a
k
2 · · · akr
]
=
[
pi{k}(p1) pi{k}(p2) · · · pi{k}(pr)
] ∈ Fnk×r.
for k = 1, 2, . . . , d. Letting h ⊂ {1, 2, . . . , d} be an ordered set, we define for brevity
Ah = Ah1 Ah2  · · · Ah|h| =
[
pih(p1) pih(p2) · · · pih(pr)
]
.
Kruskal’s criterion for specific identifiability may then be formulated as follows.
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Proposition 4.4 (Kruskal’s criterion [45]). Let S = Seg(PFn1 × PFn2 × PFn3) with n1 ≥
n2 ≥ n3 ≥ 2. Let p ∈ 〈p1, p2, . . . , pr〉 with pi = a1i ⊗ · · · ⊗ adi ∈ Ŝ. Let κi denote the Kruskal
rank of the factor matrices A1, A2 and A3 respectively. Then, p is r-identifiable if
r ≤ 1
2
(κ1 + κ2 + κ3)− 1.
Furthermore, this criterion is effective if
r ≤ 1
2
(min{n1, r}+ min{n2, r}+ min{n3, r})− 1,
or, equivalently, letting δ = n2 + n3 − n1 − 2,
r ≤ n1 + min{ 12δ, δ};
this is the maximum range of applicability of Kruskal’s criterion.
Proof. Effectiveness was not considered in [45], but it is easy to show that Kruskal’s criterion
is effective in this range because of Lemma 4.6 that will be presented shortly. 
While effectiveness of Kruskal’s criterion is known to the experts, it is actually not obvious
why this should have been expected. The reason is that Kruskal’s criterion is not just
certifying the uniqueness of one given decomposition
p = p1 + · · ·+ pr =
r∑
i=1
a1i ⊗ · · · ⊗ adi ,(4)
with pi ∈ S0 and aki ∈ Fnk , but rather it is testing whether all tensors p = α1p1 + α2p2 +
· · ·+αrpr, αi ∈ F0 are identifiable. Indeed, the Kruskal rank of a set of points is a projective
property: the Kruskal ranks of {[p1], . . . , [pr]} and {p1, . . . , pr} with [pi] ∈ S are the same.
This also means that Kruskal’s test fails as soon as there exists one point q = α1p1 +α2p2 +
· · · + αrpr, αi ∈ F0, that is not identifiable. Since all points q = α1p1 + α2p2 + · · · + αrpr
with some αi = 0 are of rank at most r − 1 and thus not r-identifiable, one could say that
the r-secant plane 〈p1, p2, . . . , pr〉, pi ∈ S0, is r-identifiable if and only if all elements of
{α1p1 + α2p2 + · · · + αrpr | αi ∈ F0} are r-identifiable. So we could say that Kruskal’s
criterion is actually a criterion for checking that the r-secant plane 〈p1, p2, . . . , pr〉 is r-
identifiable, when a particular tensor rank decomposition p = p1 + p2 + · · · + pr, [pi] ∈ S0,
is provided as input.
Remark 4.5. We are not aware of criteria for specific r-identifiability that take into account
the coefficients of the given decomposition. However, we do not believe that it is inconceivable
that for some high rank r, the secant space 〈p1, p2, . . . , pr〉 contains both r-identifiable and
r-nonidentifiable points (other than the trivial cases where the point is contained in the span
of a subset of the pi’s). Perhaps taking the coefficients into account could lead to criteria
for specific identifiability that apply for higher ranks than can currently be treated.
Consider a d-factor Segre product S = Seg(Fn1×· · ·×Fnd) and let hunionsqkunionsql = {1, 2, . . . , d}.
Then, S = Seg(Sh × Sk × Sl) ↪→ Sh,k,l, so an order-d rank-1 tensor of S can be viewed as
an order-3 rank-1 tensor in Sh,k,l. Hence, if p is as in (4), we may regard it as
r∑
i=1
(ah1i ⊗ · · · ⊗ a
h|h|
i )⊗ (ak1i ⊗ · · · ⊗ a
k|k|
i )⊗ (al1i ⊗ · · · ⊗ a
l|l|
i ) ∈ σ0r(Sh,k,l).
We could now try to apply Kruskal’s criterion by interpreting p ∈ σ0r(S) as a third-order
tensor p ∈ σ0r(Sh,k,l). Note that σr(S) is a Zariski-closed subset3 of σr(Sh,k,l) so that
3We are assuming here that Sh,k,l is nondefective [1].
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we cannot immediately conclude from Proposition 4.4 that Kruskal’s criterion applied to
reshaped tensors is effective. The range of effectiveness can nonetheless be determined by
considering the following auxiliary result.
Lemma 4.6. Let S = Seg(PFn1×PFn2×· · ·×PFnd). Then, there exists a Euclidean-dense,
Zariski-open subset G ⊂ S×r with the property that for every nonempty h ⊂ {1, 2, . . . , d}
and every (p1, p2, . . . , pr) ∈ G, the points (pih(p1), pih(p2), . . . , pih(pr)) ∈ Sh are in GLP.
Proof. For r = 1 the statement is obvious. So assume that r ≥ 2.
We prove the existence of G = G{1,2,...,d} by induction on the cardinality of h. Specifically,
we show that for every h ⊂ {1, 2, . . . , d} the configurations (p1, . . . , pr) ∈ Sh that are not in
GLP form a Zariski-closed subset Gh ⊂ S×rh .
Let h = {i} be of cardinality 1. Then, Sh = PFni . Let s = min{ni, r}. By definition, the
configurations in S×rh wherein the first set of s points are not in GLP can be described as⋃
[q2],...,[qr]∈Sh
⋃
α2,...,αs∈F
([α2q2 + · · ·+ αsqs], [q2], . . . , [qr]) ⊂ S×rh ,(5)
which can be obtained from a projection of PFs−1 ×S×r−1h , so that its dimension is strictly
less than dimS×rh because
min{r, ni} − 2 = dimPFs−1 < dimSh = ni − 1.
Hence (5) is a Zariski-closed set in S×rh . The configurations in S×rh where qi ∈ Sh is a linear
combination of s − 1 other points in Sh can all be obtained from permuting the factors in
the Cartesian product in (5). It follows that the union of all these Zariski-closed sets is
precisely the Zariski-closed subset Gh ⊂ S×rh of configurations (q1, . . . , qr) ∈ S×rh that are
not in GLP. Note that the sets Gh are F-varieties because linear dependence of vectors can
be formulated as a collection of determinantal equations with coefficients in Z ⊂ F.
Assume now that the statement is true for all j ⊂ {1, 2, . . . , d} whose cardinality is less
than or equal to k−1. Then, we prove that it is true for every h ⊂ {1, 2, . . . , d} of cardinality
k. Let s = min{∏i∈h ni, r}. By induction, the sets Gj with j ( h are Zariski-closed.
Consider the surjective map
(S×rj \Gj)× (S×rh\j \Gh\j)→ S×rh \Hh,j
([x1], [x2], . . . , [xr])× ([y1], [y2], . . . , [yr]) 7→ ([x1 ⊗ y1], [x2 ⊗ y2], . . . , [xr ⊗ yr]),
where Hh,j can be defined as
Hh,j = {([x1 ⊗ y1], . . . , [xr ⊗ yr]) | ([x1], . . . , [xr]) ∈ Gj or ([y1], . . . , [yr]) ∈ Gh\j}.
Let Πl =
∏
i∈l ni for any l ⊂ {1, 2, . . . , d}. Let a Gro¨bner basis of the ideal of Gj consist of
the F-polynomials
fi(x1,1, x2,1, . . . , xΠj,1, . . . , x1,r, x2,r, . . . , xΠj,r),
and similarly let
gi(y1,1, y2,1, . . . , yΠh\j,1, . . . , y1,r, y2,r, . . . , yΠh\j,r)
be the polynomials in a Gro¨bner basis of the ideal of Gh\j. Let Zi,j,k = xi,kyj,k with
i = 1, . . . ,Πj, j = 1, . . . ,Πh\j, and k = 1, . . . , r be variables for S×rh . Then, Hh,j ⊂ S×rh is
contained in the variety whose ideal is spanned by the following set of F-polynomials:
fi(Z1,µ,1, . . . , ZΠj,µ,1, . . . , Z1,µ,r, . . . , ZΠj,µ,r) · gj(Zν,1,1, . . . , Zν,Πh\j,1, . . . , Zν,1,r, . . . , Zν,Πh\j,r)
for every (i, j), µ = 1, 2, . . . ,Πh\j, and ν = 1, 2, . . . ,Πj. As Gj is Zariski-closed by induction,
Hh,j is Zariski-closed. Thus the finite union Hh =
⋃
j(hHh,j is a Zariski-closed set. Now,
S×rh \Hh contains all configurations (p1, p2, . . . , pr) for which for every j ( h we have that
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(pij(p1), pij(p2), . . . , pij(pr)) is in GLP. As in the proof of the base case, it is straightforward
to show that there exists a Zariski-closed set G′h ⊂ S×rh that contains all configurations that
are not in GLP. The proof is then concluded by setting Gh = G
′
h ∪Hh. 
The foregoing result has some implications for the Khatri–Rao product that could be of
independent interest, generalizing [44, Corollary 1] to the real case.
Corollary 4.7. Let (A1, A2, . . . , Ad) ∈ Fn1×r × Fn2×r × · · · × Fnd×r be generic. Then, for
every h ⊂ {1, 2, . . . , d} of cardinality k > 0 the matrix
Ah1 Ah2  · · · Ahk
has the maximal rank, i.e., min{r,∏i∈h ni}.
It follows immediately from Proposition 4.4 and Lemma 4.6 that Kruskal’s theorem with
reshaping is effective in the broadest range that one could have expected.
Theorem 4.8 (Reshaped Kruskal criterion). Let d ≥ 3, and let S = Seg(PFn1 × PFn2 ×
· · · × PFnd), and let p ∈ 〈p1, p2, . . . , pr〉 with pi = a1i ⊗ · · · ⊗ adi ∈ Ŝ. Let Πm =
∏
`∈m n` for
any m ⊂ {1, 2, . . . , d}. Let h unionsq k unionsq l = {1, 2, . . . , d} be such that Πh ≥ Πk ≥ Πl. Let the
Kruskal ranks of the factor matrices Ah, Ak and Al be denoted by κ1, κ2 and κ3 respectively.
Then, p is r-identifiable if
r ≤ 1
2
(κ1 + κ2 + κ3)− 1.
Furthermore, letting δ = Πk + Πl −Πh − 2, this criterion is effective if
r ≤ Πh + min{ 12δ, δ}.(6)
Example 4.9. Let us consider a rank-18 tensor in R6×5×4×3×2 whose factor matrices Ak
were generated in Macaulay2 [39] as follows:
n = {6,5,4,3,2};
for i from 1 to length(n) do (
A_i = matrix apply(n_i, jj->apply(r, kk->random(-99,99)));
);
Let aki denote the kth column of Ak, k = 1, . . . , 5. Then these factor matrices naturally
represent the tensor A =
∑18
i=1 a
1
i ⊗· · ·⊗a5i . One could try applying the higher-order version
of Kruskal’s theorem due to Sidiropoulos and Bro [55], which states that A’s decomposition
is unique if 2r ≤ κ1 + · · ·+ κ5 − 4, where κi is the Kruskal rank of Ak. We have
apply(length(n),i->kruskalRank(A_(i+1)))
o1 = {6, 5, 4, 3, 2}
Herein, the function kruskalRank in the ancillary file reshapedKruskal.m2 computes the
Kruskal rank of the input matrix. Since 36 6≤ 6 + 5 + 4 + 3 + 2− 4 = 16, an application of
the higher-order Kruskal criterion is inconclusive. Let us instead consider A as an element
of (R5⊗R4)⊗ (R6⊗R3)⊗R2 by permuting and grouping the factors in the tensor product.
The factor matrices of A in this interpretation are A2  A3 ∈ R20×18, A1  A4 ∈ R18×18
and A5 ∈ R2×18. The Kruskal ranks of these matrices can be computed by employing
reshapedKruskal.m2 as follows:
{kruskalRank(kr(A,{2,3})), kruskalRank(kr(A,{1,4})), kruskalRank(A_5)}
o2 = {18, 18, 2}
The kr(A,L) function computes the Khatri–Rao product of the ALi , which are all matrices,
and where L is a list of indices; for example, kr(A,{i,j}) computes Ai  Aj . Applying
Kruskal’s criterion to this tensor, we find 36 ≤ 18+18+2−2 = 36, so that A is 18-identifiable
as an element of R20×R18×R2. It follows that A is also 18-identifiable in the original space.
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As is stated in Theorem 4.8, the reshaping of the tensor influences the effective range in
which the reshaped Kruskal criterion applies. For instance, if we had considered A as an
element of (R6⊗R5)⊗ (R4⊗R3)⊗R2, then the Kruskal ranks of A1A2, A3A4 and A5
are determined by Macaulay2 to be
{kruskalRank(kr(A,{1,2})), kruskalRank(kr(A,{3,4})), kruskalRank(A_5)}
o3 = {18, 12, 2}
With this reshaping 36 6≤ 18 + 12 + 2− 2 = 30, so that the test is inconclusive.
4.2. A heuristic for reshaping. As the previous example showed, choosing the partition
hunionsq kunionsq l in Theorem 4.8 influences the range in which the criterion is effective, so a natural
question that arises concerns the optimal choice such that the effective range is maximal.
Note that if Πh ≥ r ≥ Πk ≥ Πl, then the criterion in Theorem 4.8 is effective for r ≤
Πk + Πl − 2. After our discussions with I. Domanov, we realized that a good heuristic
yielding a large effective range of identifiability via the reshaped Kruskal criterion consists
of first choosing
k ∈ arg max
y⊂{1,...,d},
xunionsqyunionsqz={1,...,d},
Πx≥Πy≥Πz
Πy, and then h ∈ arg min
x⊂{1,...,d},
xunionsqkunionsqz={1,...,d},
Πx≥Πk≥Πz
Πx,
and finally setting l = {1, 2, . . . , d} \ (h ∪ k). That is, one should first try to maximize the
second-largest reshaped dimension Πh, and then minimize the largest reshaped dimension.
Example 4.10. Let d = 4. Then there are 6 distinct partitions of {1, 2, 3, 4}, namely
σ1,2 = {1, 2} unionsq {3} unionsq {4}, σ1,3 = {1, 3} unionsq {2} unionsq {4}, σ1,4 = {1, 4} unionsq {2} unionsq {3},
σ2,3 = {2, 3} unionsq {1} unionsq {4}, σ2,4 = {2, 4} unionsq {1} unionsq {3}, σ3,4 = {3, 4} unionsq {1} unionsq {2}.
The effective range of the reshaped Kruskal criterion in Theorem 4.8 corresponding with
these partitions is given below for a few randomly generated shapes:
(n1, n2, n3, n4) σ1,2 σ1,3 σ2,3 σ1,4 σ2,4 σ3,4
(17, 13, 13, 2) 13 13 17 24 27 27
(17, 8, 3, 2) 3 8 17 9 17 12
(15, 15, 11, 10) 19 23 23 24 24 28
(15, 13, 9, 4) 11 15 17 20 22 26
(12, 10, 7, 7) 12 15 17 15 17 20
The values highlighted in bold correspond to the choice of the heuristic. In all of these
examples, the heuristic choice corresponded with the largest range in which the reshaped
Kruskal criterion could be applied.
It turns out that the above heuristic is actually asymptotically optimal in two extreme
cases, namely when S is unbalanced, and in the completely balanced case n1 = n2 = · · · =
nd = n. Because of this result, we expect that the proposed partitioning should perform
reasonably well in other instances.
Proposition 4.11. Let S = Seg(PFn × · · · × PFn) be a d-factor Segre product. Then the
reshaped Kruskal criterion is effective for
r ≤

3
2n− 1 if d = 3,
2n− 2 if d = 4,
nb(d−1)/2c + 12n
d−2b(d−1)/2c − 1 if d ≥ 5.
Furthermore, for large n this is the largest range in which Theorem 4.8 applies.
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Proof. The case d = 3 is Proposition 4.4.
In the case d = 4, the only admissible reshaping, up to a permutation of the factors, is
to a n2 × n× n tensor. An application of Theorem 4.8 yields the result. Since it is the only
admissible reshaping, it is optimal.
Let d ≥ 5. Let the cardinality of h, k, and l be respectively α, β, and γ, where α+β+γ = d
and α ≥ β ≥ γ ≥ 1. Suppose first that r ≥ nα ≥ nβ ≥ nγ , so that the criterion is effective
if nα ≤ r ≤ 12 (nα + nβ + nγ) − 1. For sufficiently large n, these inequalities are consistent
only if α = β ≥ γ. In this case, the criterion would be effective up to r ≤ nα + 12nγ − 1.
If n is sufficiently large, the optimal case is obtained when α = β = b(d − 1)/2c and
γ = d− 2α. This is precisely what one obtains by applying the proposed heuristic. Indeed,
in the first step we would choose α ≥ β = b(d− 1)/2c. Then, α could either be b(d− 1)/2c
or d(d − 1)/2e with the heuristic suggesting to pick α = β. Finally, the value of γ is set
to d − 2α so that γ ≤ 2 ≤ β ≤ α. The remaining configurations do not result in a larger
range of effective identifiability. If nα ≥ r ≥ nβ ≥ nγ , then the reshaped Kruskal criterion
is effective for r ≤ nβ + nγ − 2. There is but one choice of β that might result in a larger
range than the proposed heuristic, namely β = b(d− 1)/2c, α = d(d− 1)/2e and γ = 1, and
this can only occur when d is even. However, the resulting range is not optimal because
n ≤ 12nd−2b(d−1)/2c = 12n2 (whenever n ≥ 2) for even d, so that the proposed heuristic
always covers a wider range. If nα ≥ nβ ≥ r, then the criterion is effective for r ≤ nβ , but
it is immediately clear that this range is not optimal. 
Proposition 4.12. Let S = Seg(PFn1 × PFn2 × · · · × PFnd) with n1 ≥ n2 ≥ · · · ≥ nd ≥ 2
be an unbalanced Segre variety:
n1 > 1 +
d∏
i=2
nd −
d∑
i=2
(ni − 1).
Then the reshaped Kruskal criterion in Theorem 4.8 is effective for
r ≤
d−1∏
i=2
ni + nd − 2.
Furthermore, this is the largest range in which Theorem 4.8 applies.
Proof. For d = 3, we may apply Proposition 4.4. Since r > n1 is not generically r-identifiable
because of [20, Theorem 3.1] and [16, Proposition 8.2], it follows that r ≤ 12 (r+n2 +n3)− 1
is the widest range in which Kruskal’s criterion applies, concluding the proof in this case.
Let d ≥ 4 in the remainder. Then, we observe that
d−1∏
i=2
ni > n1 > 1 +
d∏
i=2
ni −
d∑
i=2
(ni − 1)
is inconsistent, as we should have that
1 > nd
(
1−
d−1∏
i=2
n−1i
)
−
∑d−1
i=2 (ni − 1)∏d−1
i=2 ni
+2
d−1∏
i=2
n−1i = nd
(
1−
d−1∏
i=2
n−1i
)
−
∑d−1
i=2 ni∏d−1
i=2 ni
+d
d−1∏
i=2
n−1i ,
and since ni ≥ 2, the right-hand side is at least
2(1− 2−d+2)− (d− 2)2−d+3 + d2−d+2 = 2− (d− 1)2−d+3 + d2 2−d+3 = 2− (d2 − 1)2−d+3,
which is never less than 1 if d ≥ 4. Hence, n1 ≥
∏d−1
i=2 ni. It follows that the heuristic
chooses h = {1}, k = {2, . . . , d− 1}, and l = {d}. The situation r ≥ n1 is never generically
identifiable in the unbalanced case because of [20, Theorem 3.1] and [16, Proposition 8.2].
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Considering the case n1 ≥ r ≥ Πk ≥ Πl leads precisely to the bound on r as in the
formulation of the proposition.
It follows from n1 ≥
∏d−1
i=2 ni that n1 is larger than every Πk with {1}unionsqkunionsq l = {1, . . . , d}
with both k and l nonempty. So, the conditions in Theorem 4.8 can be satisfied only if
h ⊂ {1, . . . , d} contains at least “1.” Whatever the partition h unionsq k unionsq l = {1, . . . , d} with
1 ∈ h, δ < 0 because otherwise the criterion is effective for r larger than n1, which is
impossible. Therefore, the effective range of identifiability of Theorem 4.8 is r ≤ Πk+Πl−2
with Πk ≥ Πl and where k unionsq l = {1, . . . , d} \ h. It follows from n1 ≥ · · · ≥ nd ≥ 2
and the observation that nia +
1
ni
b > a + b when a ≥ b that the maximum is reached for
k = {2, . . . , d− 1}. This concludes the proof. 
4.3. Computational complexity. In practice, we should also account for the substantial
computational complexity of computing the Kruskal ranks. The following result should be
well-known to the experts.
Lemma 4.13. Let X ⊂ PFN . The computational complexity of checking that the Kruskal
rank of r points p1, p2, . . . , pr ∈ X is at least κ ≤ min{r,N} by computing the ranks of(
r
κ
)
matrices of size N × κ is O((rκ)κ2N). It follows that the computational complexity of
checking that the points pi, i = 1, . . . , r, are in GLP using this method is
O
((
r
N
)
N3
)
if r > N, and O(r2N) if r ≤ N.
Remark 4.14. Verifying that the Kruskal rank is at least 2 ≤ κ ≤ r ≤ N is more expensive
than verifying that the same points are in GLP, because κ2
(
r
κ
)
> r2 whenever r ≥ 3.
With the proposed heuristic the computational cost of verifying Theorem 4.8, in particular
the cost of checking that the points on the third factor Sl, i.e., pil(p1), . . . , pil(pr), are in GLP,
may be prohibitive. The reason is that the cost is at least
(
r
nl1
)
n3l1 , which is almost invariably
too expensive if r is large relative to nl1 . For instance, if n1 = 100, n2 = 90, and n3 = 10 with
r = 90, then checking GLP on the third factor requires 1000
(
90
10
)
operations, which would
take roughly 6 days on a computer that completes 10Gflop/s. Therefore, we recommend
verifying only that the Kruskal rank of aforementioned projected points on the third factor
Sl is greater than 1 by testing for all
(
r
2
)
pairs of points that the points are distinct in
projective space. This can be accomplished with O((r2)nl1) operations, which increases only
polynomially in r. In the previous example, this would reduce the computational cost to only
10
(
90
2
)
operations, which can be completed in only 4 microseconds on the same hypothetical
computer as before.
In summary, the following corollary4 is usually more appealing because of its reduced
computational complexity. Its effectiveness is a consequence of Theorem 4.8 and Lemma
4.13.
Corollary 4.15. Let S = Seg(PFn1 ×PFn2 × · · · ×PFnd). Let Πm =
∏
`∈m n` for any m ⊂
{1, 2, . . . , d}. Let h unionsq k unionsq l = {1, 2, . . . , d}, such that Πh ≥ Πk ≥ Πl. Let p ∈ 〈p1, p2, . . . , pr〉
with pi = a
1
i ⊗ · · · ⊗ adi ∈ Ŝ0. If both matrices Ah and Ak are of rank r and the Kruskal
rank of Al is at least 2, then p = α1p1 + · · ·+ αrpr is r-identifiable for every αi ∈ F0. This
criterion is effective in the entire range, i.e., for all r ≤ Πk.
The computational complexity of verifying this criterion is
O
(
r2(Πh + Πk) +
(
r
2
)
Πl
)
;
4The three-factor version of this criterion is sometimes attributed to Harshman [40], however his proof
only covers the case n1 ≥ n2 ≥ n3 = 2.
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for fixed d, it thus has polynomial complexity in the size of the input r(n1 + n2 + · · ·+ nd).
Employing the heuristic from Section 4.2 is advised for obtaining a large range of effec-
tiveness with the above criterion.
5. Symmetric identifiability
The main goal of this section is exploring another technique for designing effective criteria
for specific identifiability based on the Hilbert function.
5.1. Basic results. Our first observation is that the reshaped Kruskal criterion for general
tensors is also effective when applied to reshaped symmetric tensors. Note that if d1 + d2 +
d3 = d is a partition of d, then reshaping a rank-1 symmetric tensor can be thought of as
Pvd(Fn+1)→ Seg
(
Pvd1(Fn+1)× Pvd2(Fn+1)× Pvd3(Fn+1)
)
[a⊗di ] 7→ [a⊗d1i ⊗ a⊗d2i ⊗ a⊗d3i ]
The map can be extended linearly to define reshaping for an arbitrary d-form. The image
of this map is contained in the projectivization of
Sd1Fn+1 ⊗ Sd2Fn+1 ⊗ Sd3Fn+1 ∼= F(
n+d1
d1
) ⊗ F(n+d2d2 ) ⊗ F(n+d3d3 ).
Lemma 5.1. Let S = Seg(PFn+1 × · · · × PFn+1) be a d-factor Segre variety. Let V =
PSdFn+1∩S be the variety of symmetric rank-1 tensors in P(Fn+1⊗· · ·⊗Fn+1). Then, there
exists a dense Zariski-open subset G ⊂ V×r with the property that for every h ⊂ {1, 2, . . . , d}
and every (p1, p2, . . . , pr) ∈ G, the points (pih(p1), pih(p2), . . . , pih(pr)) ∈ Sh ∩ PS|h|Fn+1 are
in GLP.
Proof. The lemma states that the growth of the Hilbert function of r generic points in PFn+1
is maximal in each degree, which is a basic property. 
The foregoing lemma in combination with Kruskal’s lemma (Proposition 4.4) allows us
to derive the symmetric version of the reshaped Kruskal condition in Theorem 4.8.
Corollary 5.2. Let S = Seg(PFn+1×· · ·×PFn+1) and V = PSdFn+1∩S. Let p ∈ 〈p1, . . . , pr〉
with pi = a
⊗d
i ∈ V̂. Let Γk =
(
k+n
n
)
for any k = 1, 2, . . . , d. Let d1 + d2 + d3 = d be
a partition of d, such that d1 ≥ d2 ≥ d3. Let κ1, κ2, and κ3 denote the Kruskal ranks
of {a⊗d11 , . . . ,a⊗d1r }, {a⊗d21 , . . . ,a⊗d2r }, and {a⊗d31 , . . . ,a⊗d3r } respectively. Then, p is r-
identifiable if
r ≤ 1
2
(κ1 + κ2 + κ3)− 1.
Furthermore, letting δ = Γd2 + Γd3 − Γd1 − 2, this criterion is effective if
r ≤ Γd1 + min{ 12δ, δ}.
For large n, the maximum range of effective r-identifiability is attained for d1 = d2 =
b 12 (d− 1)c and d3 = d− 2d1:
r ≤

3
2n− 1 if d = 3,
2n− 2 if d = 4,(
d1+n
d1
)
+ 12
(
d3+n
d3
)− 1 if d ≥ 5.
Proof. The upper bound on the range of effective identifiability can be proved in exactly the
same way as Proposition 4.11. 
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Example 5.3. Let d = 6 and n = 3. According to the corollary, applying the reshaped
Kruskal criterion to a generic symmetric tensor of rank r ≤ 32
(
3+2
2
) − 1 = 14 will certify
uniqueness with probability 1. Let us generate a random real symmetric tensor in S6R4 by
executing the following Macaulay2 code:
n = 3; r = 14;
A_0 = matrix apply(n+1, j->apply(r, k->random(-99,99)));
This matrix A 0 naturally corresponds with the symmetric tensor A =
∑14
i=1 a
⊗6
i , where
ai is the ith column of A 0. Its r-identifiability can be verified with the reshaped Kruskal
criterion by applying Kruskal’s criterion to
∑14
i=1 a
⊗2
i ⊗ a⊗2i ⊗ a⊗2i . To this end, we should
simply compute the Kruskal rank of AA ∈ R42×14. Note that the columns of this matrix
live in S2R4, i.e., they can be considered as vectorizations of symmetric 4× 4 matrices. The
Kruskal rank can be computed with the functions in reshapedKruskal.m2 as follows:
kruskalRank(kr(A,{0,0}))
o1 = 10
Note that this is the maximum values because dimS2R4 = 10. Since r = 14 ≤ 3210−1 = 14,
Kruskal’s criterion holds, and hence the chosen tensor is 14-identifiable.
5.2. The Hilbert function. In this section we introduce some algebraic methods for the
detection of the identifiability of symmetric tensors, namely the Hilbert function of a set of
points in a projective space and their h-vector. Both of these methods are widely used in
algebraic geometry, and their application to the identifiability problem has been considered
before in the literature; see, e.g., [6, 8, 15, 18]. Yet, we believe that the interactions between
the Hilbert function and tensor analysis have not yet been fully explored (see also [23]). We
hope that the rest of the section can shed a new light on the subject.
Let us consider a polynomial ring R = C[x0, . . . , xn] and the linear space Rd of forms of
degree d. Let Z be a finite set in PCn+1. Call IZ the homogeneous ideal of the set Z. Then
there is an exact sequence of graded modules:
0→ IZ → R→ R/IZ → 0.
Definition 5.4. The Hilbert function HZ of the set Z associates to each integer d the
dimension HZ(d) of the linear space (R/IZ)d.
Remark 5.5. There is an interpretation of the Hilbert function in terms of the residue of
forms at points. For a form f ∈ Rd and a point P ∈ Z, the evaluation f(P ) is not well
defined, as it depends on the choice of a coordinate set for P , which is fixed only up to scalar
multiplication. However, if we consider the residues of all forms in a linear space at all
possible homogeneous coordinates of the points of Z, then we get a well defined subspace of
C`, where ` is the cardinality of Z. In this sense, if we take the residue of all forms of degree
d, the dimension of the subspace of C` that we obtain is equal to HZ(d).
A precise algebraic formulation of this principle is easy in the theory of sheaves. Call O
the structure sheaf of PCn+1 and OZ the structure sheaf of Z, which is a skyscraper sheaf
supported at the ` points of Z. Then for any degree d we have a well-defined surjective map
of sheaves O(d) → OZ whose kernel is the ideal sheaf IZ(d) of Z. Taking global sections,
we get an exact sequence of vector spaces
0→ H0(I)→ H0(O(d))→ H0(OZ).
Since OZ is a skyscraper sheaf, then H0(OZ) can be (non-canonically) identified with C`,
while H0(O(d)) is Rd. The left-hand map ρd : H0(O(d)) → H0(OZ) corresponds to taking
residues, as specified above. Thus the rank of ρd is the value of the Hilbert function HZ(d).
Some well-known properties of the Hilbert function are recalled next.
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Proposition 5.6.
(i) 0 = HZ(−1) = HZ(−2) = . . . ;
(ii) HZ(0) = 1;
(iii) HZ(1) < n+ 1 exactly when Z is contained in some hyperplane;
(iv) HZ(d) <
(
n+d
d
)
if and only if Z is contained in some hypersurface of degree d;
(v) HZ(d) ≤ HZ(d+ 1);
(vi) HZ(d) cannot be bigger than the cardinality ` of Z;
(vii) for all d 0 then HZ(d) = `, the cardinality of Z; and
(viii) if Z ′ ⊂ Z then HZ(d) ≥ HZ′(d) for all d.
From now on, we write `Z for the cardinality of a finite set Z. A bit more difficult, but
still straightforward, is the proof of the next property.
Proposition 5.7. If HZ(d0) = HZ(d0+1) for some d0 ≥ 0, then HZ(d) = `Z for all d ≥ d0.
Due to Proposition 5.6(v), the difference
hZ(d) = HZ(d)−HZ(d− 1)
is always non-negative. Moreover, by (i) and (ii) of Proposition 5.6 we get hZ(0) = 1, and
from Proposition 5.7 it follows that if hZ(d) = 0 for some d > 0, then hZ(d
′) = 0 for all
d′ ≥ d.
Definition 5.8. The h-vector of the set Z is the sequence of integers
(hZ(0), hZ(1), . . . , hZ(c))
where c is the maximum such that HZ(c− 1) < `Z , i.e., the maximum such that hZ(c) > 0.
The basic properties of the h-vector can be summarized as follows.
Proposition 5.9.
(i) hZ(0) = 1;
(ii) hZ(i) > 0 for all i;
(iii) hZ(1) is the dimension of the projective linear span of Z;
(iv) If (hZ(0), . . . , hZ(c)) is the h-vector of Z, then HZ(c) = `Z and HZ(i) < `Z for
i = 0, . . . , c− 1; and
(v)
∑c
i=0 hZ(i) = HZ(c) = `Z .
Less elementary, but still well-known, is the next result.
Proposition 5.10. If Z ′ ⊂ Z then hZ′(d) ≤ hZ(d) for all d.
Proof. The h-vector hZ of Z corresponds to the Hilbert function of an Artinian reduction
R/(IZ + L) with L a generic linear form (see e.g. [50, Remark 6.2.8]), and an Artinian
reduction of Z ′ is a quotient of R/(IZ + L). 
Remark 5.11. Assume that HZ(d) = `Z . Then the map ρd : H
0(O(d)) → H0(OZ) intro-
duced in Remark 5.5 surjects. Thus all the elements of H0(OZ) = C`Z sit in the image of
the evaluation map. In particular, the vector [ 1 0 ··· 0 ] is in the image. This implies that
there is a form f of degree d vanishing at all the points of Z except for the first one. Geo-
metrically this means that there exists a hypersurface of degree d in PCn+1 that contains all
but one points of Z. As the same phenomenon occurs for all elements of the natural basis
of H0(OZ) = C`Z , we can find for every P ∈ Z a hypersurface of degree d that contains
Z \{P} and excludes P . Thus, if HZ(d) = `Z , then we will say that hypersurfaces of degree
d separate the points of Z.
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The Hilbert function is closely tied with the linear properties of the images of Z under
Veronese maps of increasing degrees.
Proposition 5.12. HZ(d) is equal to the (projective) dimension of the linear span of the
image of Z in vd plus 1:
HZ(d) = dim〈vd(Z)〉+ 1.
Consequently, HZ(d) = `Z if and only if the points of vd(Z) are linearly independent.
Proof. The projective dimension δ of the linear span 〈vd(Z)〉 is equal to N minus the affine
dimension of the space of linear forms whose corresponding hyperplanes in PCN+1 contain
vd(Z). Thus δ is equal to N−dim(J1), where J is the homogeneous ideal of vd(Z) in PCN+1.
Now notice that N + 1 =
(
n+d
d
)
= dimRd. Moreover, J1 corresponds to the space of forms
in Rd which contain Z. Since, by definition, Hd(Z) = dimRd − dim Id, where I ⊂ R is the
homogeneous ideal of Z in PCn+1, the claim follows. 
If Z is the union of two disjoint sets A and B, then the Hilbert function provides a way
to compute the dimension of the intersection 〈vd(A)〉 ∩ 〈vd(B)〉.
Proposition 5.13. If A and B are subsets of PCn+1 and both vd(A) and vd(B) are linearly
independent sets, then
dim(〈vd(A)〉 ∩ 〈vd(B)〉) = `A + `B −HZ(d)− 1,
where Z = A ∪B.
Proof. We use the Grassmann formula:
dim
(〈vd(A)〉 ∩ 〈vd(B)〉) = dim(〈vd(A)〉) + dim(〈vd(B)〉)− dim (〈vd(A)〉+ 〈vd(B)〉) .
Since vd(A) and vd(B) are linearly independent, it follows that dim(〈vd(A)〉) = `A − 1 and
dim(〈vd(B)〉) = `B − 1. Moreover by Proposition 5.12,
dim(〈vd(A)〉+ 〈vd(B)〉) = dim(〈vd(A) ∪ vd(B)〉) = HZ(d)− 1.
The claim follows. 
Next, we introduce a fundamental property of finite sets of points in a projective space.
Definition 5.14. We say that a finite set of points Z ⊂ PCn+1 satisfies the Cayley-
Bacharach property in degree d—abbreviated as CB(d)—if for every P ∈ Z every form
of degree d vanishing at Z \ {P} also vanishes at P .
Of course, if Z satisfies CB(d), then hypersurfaces of degree d cannot separate the points
of Z; in some sense CB(P ) is the exact opposite of separation. Thus, if Z satisfies CB(d),
then HZ(d) < `Z and hZ(d + 1) > 0. However, the converse is false. For instance, the set
Z consisting of four points in PC3, three of them aligned, does not satisfy CB(1), while
HZ(1) < 4.
The main reason for introducing the CB(d) property lies in the following result, which
strongly bounds the Hilbert functions of set with a Cayley-Bacharach property.
Theorem 5.15 (Geramita, Kreuzer, and Robbiano [38]). The h-vector of a set of points Z
which satisfies CB(d) has the following property: for all k ≥ 0,
hZ(0) + hZ(1) + · · ·+ hZ(k) ≤ hZ(d+ 1− k) + · · ·+ hZ(d) + hZ(d+ 1).
Proof. See [38, Corollary 3.7 (c)]. 
EFFECTIVE CRITERIA FOR SPECIFIC IDENTIFIABILITY 19
We proceed by showing the link between Hilbert functions of finite sets and the identifi-
ability problem for symmetric tensors. Let A ∈ Sd(Cn+1) be a symmetric tensor with two
different “minimal” decompositions
A = v◦d1 + · · ·+ v◦dr = w◦d1 + · · ·w◦ds .
In the present context, minimality of the decompositions means that A does not lie in the
span of a proper subset of the v◦di ’s or of the w
◦d
j ’s. Let Pi = [vi] and Qj = [wj ] be the
points of PCn+1 corresponding to the elements of the decompositions. Define
A = {P1, . . . , Pr}, B = {Q1, . . . , Qs}, and Z = A ∪B.
Then, the projective point [A] ∈ P(Sd(Cn+1)) belongs to both spans 〈vd(A)〉 and 〈vd(B)〉.
The minimality assumption means that [A] does not belong to the linear span of any proper
subset of either vd(A) or vd(B). So, the intersection 〈vd(A)〉∩〈vd(B \A)〉 is necessarily non-
empty and [A] belongs to the span of 〈vd(A)〉∩〈vd(B \A)〉 and vd(A)∩vd(B). In particular,
it follows that the points of 〈vd(Z)〉 are not linearly independent. Hence HZ(d) < `(Z), so
that hZ(d+ 1) > 0 by Proposition 5.9(iv).
In applications, we are mainly confronted with sets A and B that are in GLP, essentially
because of Lemma 4.6. Recall from Remark 4.14 that verifying this property is often com-
putationally feasible for practical problems. In terms of the Hilbert function, general linear
position of Z can be characterized as follows: Z is in GLP if and only if for every subset Z ′
of Z of s ≤ n+ 1 points we have:
HZ′(1) = s and hZ′(1) = s− 1.
In other words, if we consider an (n + 1) × `Z matrix M whose columns consist of the
projective coordinates for the points of Z, then Z is in GLP if and only if every set of
min{`Z , n+ 1} columns of M is linearly independent.
6. An effective criterion for S4C4
We show how the discussion on the Hilbert function complements the reshaped Kruskal
criterion, yielding an effective criterion for symmetric tensors of type 4×4×4×4. The goal
consists of effectively affirming the r-identifiability of a tensor
A = v◦41 + · · ·+ v◦4r(7)
for any value of r. As a first observation, it follows from the connection between r-weak
nondefectivity and r-identifiability [22] that the results of [27,48] entail that generic tensors
of rank r = 8 in P(S4C4) are (exceptionally) not 8-identifiable; in fact, they admit exactly
two distinct complex decompositions; see, e.g., [26, Section 2]. Consequently, decompositions
with r ≥ 9 are also not generically r-identifiable. On the other hand, it was proved in [5]
that generic tensors of rank r ≤ 7 in P(S4C4) are identifiable.5 An effective criterion for
4×4×4×4 symmetric tensors should thus certify generic r-identifiability for all r ≤ 7. The
reshaped Kruskal criterion (Corollary 5.2) is effective in the symmetric setting if
r ≤
(
3 + 2
2
)
+ min{ 12δ, δ} = 10− 4 = 6
because δ = 4 + 4− (3+22 )− 2 = −4. As far as we are aware, no effective criterion is known
for r = 7 in the literature. The existence of such a criterion would entail that tensors in
P(S4C4) are the first and only known case where the ranges for generic r-identifiability and
specific r-identifiability would coincide. Designing such an effective criterion for specific
7-identifiability of tensors in P(S4C4) is the main contribution of this section.
5Combining the Alexander–Hirschowitz theorem [2] with [48, Corollary 4.5] also yields this result.
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6.1. Theory. Assume that we are given the decomposition (7) with length r = 7 and that
we should determine if A is 7-identifiable. We start by making two assumptions. First, we
can assume that the given decomposition is minimal. It is trivial to ascertain minimality by
checking that HA(4) = 7, which is an easy rank computation. If the decomposition is not
minimal, then it is not of rank 7, and so not 7-identifiable. In this situation, the analysis
can stop at this point. The second assumption we make is that the set A = {[v1], . . . , [v7]}
is in GLP, a condition which is also easy to verify. By Lemma 4.6, the subset of points not
in GLP on σ7(v4(C4)) forms a Zariski-closed set. Hence, this assumption will not alter the
effectiveness of our criterion.
We want to demonstrate that a different decomposition
A = w◦41 + · · ·+ w◦4s
with s ≤ 7 does not exist. Arguing by contradiction, we may assume that a second decom-
position exists and investigate which consequences it has on the geometry of the set A. It is
easy to see that we can assume that this alternative decomposition is minimal without loss
of generality. In the remainder, let B = {[w1], . . . , [ws]} and Z = A ∪B.
Proposition 6.1. If alternative decompositions exist, then we can choose an alternative
decomposition with A and B disjoint.
The proof of this result is delayed until after Proposition 6.3.
Proposition 6.2. Alternative decompositions exist only if Z satisfies CB(4).
Proof. Assume it does not. Then, there exist a P ∈ Z and a form of degree 4 that contains
Z ′ = Z \ {P} but excludes P . Thus, the homogeneous ideals satisfy dim(IZ)4 < dim(IZ′)4,
so that HZ(4) > HZ′(4). It follows that hZ(q) > hZ′(q) for some value q ≤ 4. Since
hZ(i) ≥ hZ′(i) for all i by Proposition 5.10, and
∑
hZ(i) = `Z = 1 + `Z′ = 1 +
∑
hZ′(i), it
follows that hZ(q) = 1 + hZ′(q) and hZ(i) = hZ′(i) for i 6= q. Thus, HZ(4) = HZ′(4) + 1.
Now assume that P ∈ A and recall that we may assume A ∩ B = ∅ by Proposition 6.1.
Setting A′ = A \ {P}, we get from Proposition 5.13 that
dim(〈v4(A)〉 ∩ 〈v4(B)〉) = `A + `B −HZ(4)− 1 = `A′ + `B −HZ′(4)− 1
= dim(〈v4(A′)〉 ∩ 〈v4(B)〉),
so that 〈v4(A)〉 ∩ 〈v4(B)〉 = 〈v4(A′)〉 ∩ 〈v4(B)〉. Consequently, A belongs to v4(A′), contra-
dicting the assumption of minimality. If P ∈ B we similarly obtain that A belongs to the
span of v4(B \ {P}), contradicting the minimality of B. 
Proposition 6.3. Alternative decompositions exist only if s = |B| = 7. Moreover the
h-vector of Z is (1, 3, 3, 3, 3, 1) and Z is contained in an irreducible twisted cubic curve.
Proof. Since A is in GLP, the h-vector of A is (1, 3, 3). Indeed, hA(0) = 1 is obvious,
while hA(1) = 3 because A spans PC4. So by Proposition 5.9 it just remains to prove that
HA(2) = 7. For any P ∈ A, divide the remaining 6 points in two set of three points each,
and then take the two planes spanned by the two sets. As A is in GLP, no four points of A
belong to a plane, so that the two planes define a quadric that contains A \ {P} and misses
P . Thus, A is separated by quadrics and HA(2) = 7 by Remark 5.11.
From Proposition 6.2, we know that Z satisfies CB(4), and hence, by Theorem 5.15,
hZ(5) ≥ hZ(0) = 1,
hZ(4) + hZ(5) ≥ hZ(0) + hZ(1) = 4, and
hZ(3) + hZ(4) + hZ(5) ≥ hZ(0) + hZ(1) + hZ(2) = 4 + hZ(2).
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Since hZ(2) ≥ hA(2) = 3 by Proposition 5.10, `Z ≥
∑5
i=0 hZ(i) ≥ 14 so that s ≥ 7. It
follows that s = 7 and `Z =
∑5
i=0 hZ(i) = HZ(5) = 14, and, hence, hZ(2) = 3. In particular
HZ(2) = 7, so Z is contained in three linearly independent cubic surfaces. Clearly these
quadric surfaces cannot meet in a finite number of points, since `Z > 8. We will prove that
C is a twisted cubic curve that contains Z.
Notice that hZ(3) cannot be bigger that 3, because hZ(4) + hZ(5) ≥ 4. If hZ(3) ≤
2, then by [13, Theorem 3.6] and its proof one has also hZ(4), hZ(5) ≤ 2, contradicting
hZ(3) + hZ(4) + hZ(5) ≥ hZ(2) + hZ(1) + hZ(0) = 7. Hence hZ(3) = 3. It also follows that
hZ(4) +hZ(5) ≤ 4. Thus, equality holds. If hZ(4) ≤ 1 then also hZ(5) ≤ 1 by [13, Theorem
3.6] again, which is a contradiction. Hence, there are only two possibility left for the h-vector
of Z, namely hZ = (1, 3, 3, 3, 2, 2) or hZ = (1, 3, 3, 3, 3, 1). Next, we use again [13, Theorem
3.6]. In the former case, since hZ(4) = hZ(5) = 2, then there exists a curve C of degree 2
containing a subset Z ′ ⊂ Z, and the ideal of C coincides with the ideal of Z ′ up to degree
5. If C is a conic, then it must contain at least 11 points of Z ′, hence at least 4 points of A,
which is impossible since a conic is a plane curve and A is in GLP. If C is a disjoint union
of lines then it must contain at least 12 points of Z, hence at least 5 points of A, which is
excluded since A has no three points on a line.
We can conclude that the h-vector of Z is (1, 3, 3, 3, 3, 1), so hZ(3) = hZ(4) = 3. Then,
by [13, Theorem 3.6] there exists a cubic curve C which contains a subset Z ′ of Z whose
ideal coincides with the ideal of C up to degree 4. If C is a plane curve, then its h-vector is
(1, 2, 3, 3, 3, . . . ), so Z ′ can miss at most 2 points of Z, which contradicts again the GLP of
A. If C spans PC4, then the h-vector of C is (1, 3, 3, 3, 3, . . . ) and the homogeneous ideal is
generated in degree at most 3. So, if C misses some points of Z, then hZ(3) > hC(3) = 3,
which is a contradiction. Thus C contains Z, hence it contains A.
It remains to show that C is irreducible. C cannot split in three lines, for one line would
then contain three points of A. If it splits in a line and an irreducible (plane) conic, then
either there exists a line containing three points of A, or 5 points of A lie in the plane of the
conic. Both situations contradict the GLP of A. 
Proof of Proposition 6.1. Suppose that in every alternative decomposition B of cardinality
equal to the rank s ≤ 7 of A some of the points appear in both A and B, say A ∩ B =
{[v1], . . . , [vk]} with k > 0. Then
A = v◦41 + v
◦4
2 + · · ·+ v◦47 = λ1v◦41 + · · ·+ λkv◦4k + w◦4k+1 + · · ·+ w◦4s .
It follows that
A′ = (1− λ1)v◦41 + · · ·+ (1− λk)v◦4k + v◦4k+1 + · · ·+ v◦47 = w◦4k+1 + · · ·+ w◦4s .
If any of the λj are equal to 1, then A
′ would be an identifiable tensor because of
Kruskal’s theorem and the assumption that A is in GLP. It follows that s ≥ 7, hence,
s = 7. Comparing the lengths of the decompositions of A′, it follows that all λj = 1. But
then {[vk+1], . . . , [v7]} = {[wk+1], . . . , [w7]} because of the identifiability of A′. This im-
plies the decompositions A and B of A consist of the same set of points: A = B. By the
assumption on minimality of A, it follows that A is identifiable as well, which contradicts
our assumption.
So, none of the λj are equal to 1. Then A
′ has two decompositions, A is still in GLP,
and we let B′ = B \ A = {[wk+1], . . . , [ws]} and Z ′ = A ∪ B′. Applying Proposition 6.3
to Z ′ yields that A′ has alternative decompositions only if |B′| = 7, requiring s ≥ 8 6≤ 7,
contradicting the assumption that B was of minimal cardinality.
This proves that if A is not 7-identifiable with A in GLP, then there must exist at least
one set of points B such that A ∩B = ∅ and A ∈ 〈vd(A)〉 ∩ 〈vd(B)〉. 
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Proposition 6.4. If A is contained in an irreducible rational twisted cubic curve C, then A
is not identifiable, and the given decomposition of A is contained in a positive dimensional
family of decompositions. In other words, there exists a positive dimensional family of subsets
At of cardinality 7 in v4(PC4), with A0 = A, such that A belongs to the span of each v4(At).
Proof. The twisted cubic is itself the image of a Veronese map C = v3(PC2), thus v4(C) =
v12(PC2) is a rational normal curve in PC13. The secant variety σ12(PC2) covers PC13
and every rank-7 point of PC13 is contained in an 1-dimensional family of 7 secant spaces.
Thus when A is contained in a twisted cubic, then A lies into the space PC13 spanned
by v4(C) = v12(PC2) and consequently it has infinitely many decompositions as a sum of 7
tensors of rank 1, lying in v4(C). Thus there exists a 1-dimensional family of decompositions
for A which includes A. 
Verifying that there does not exist a positive dimensional family of alternative decompo-
sitions over F may be accomplished by exploiting the following result, which is essentially
implicit in Terracini’s paper [59].
Lemma 6.5. Let V ⊂ FN be an affine variety that is not r-defective. Let p1, . . . , pr ∈ V,
and let TpiV ⊂ FN denote the affine tangent space to V at pi. If the pi’s are contained in a
family of decompositions of positive dimension, then dim〈Tp1V, . . . ,TprV〉 < dimσr(V).
Proof. Let p =
∑r
i=1 pi(t) with pi(0) = pi and t in a neighborhood of zero be a smooth curve
passing through the pi’s along which p remains constant. As V is a variety, the Taylor series
expansion of this analytic curve is well-defined and by [46, Lemma 2.1] may be written as
pi(t) = pi + tp
(1)
i + t
2p
(2)
i + · · ·
with p
(1)
i ∈ TpiV and p(k)i ∈ FN . After grouping terms by powers of t, we have
p = p+ t
r∑
i=1
p
(1)
i + t
2
r∑
i=1
p
(2)
i + · · · .
Since this holds for all t in a neighborhood of zero, it immediately follows that
∑r
i=1 p
(k)
i = 0
for all k. In particular the case k = 1 entails that dim〈Tp1V, . . . ,TprV〉 is strictly less than
the expected dimension of σr(V). By assumption on V, this concludes the proof. 
By Terracini’s Lemma [59] we know that if the (p1, . . . , pr) are generic and V is nonde-
fective, then dim〈Tp1V, . . . ,TprV〉 = dimσr(V) so that the foregoing lemma can effectively
exclude the possibility that such a positive dimensional family exists. Note that verifying
this equality of dimensions is also the first step of the Hessian criterion [25, 26], which was
described in detail in the symmetric setting in [26, Section 5.1]. We are thus lead to the
following sufficient condition for identifiability of Waring decompositions of length 7 in S4C4.
Proposition 6.6. Let F = R or C. Let pi = λia◦4i ∈ v4(F4) ⊂ S4F4, with λi ∈ F and
ai ∈ F4 for i = 1, . . . , 7, be given in the form of a factor matrix A = [ λ1/41 a1 ··· λ1/47 a7 ] . If
A is in GLP, A  A  A  A is of rank 7, and there does not exist a family of alternative
complex decompositions passing through A, then A =
∑7
i=1 λia
◦4
i ∈ S4F4 is 7-identifiable
over C, and, hence, 7-identifiable over F.
Proof. For F = C, we can assume without loss of generality that all λi = 1. The result then
follows from Proposition 6.4.
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For F = R, it suffices to note that we can apply Proposition 6.4 to every complex decom-
position of length 7, in particular we can apply it to the right-hand side of
A =
7∑
i=1
λia
◦4
i =
7∑
i=1
(λ
1/4
i ai)
◦4 ∈ S4R4,
which in general is a complex Waring decomposition. If the conditions of the proposition
are satisfied for the decomposition on the right-hand side, then it also proves that the
corresponding real Waring decomposition is the unique complex decomposition of A, and,
hence, it is the unique decomposition over both R and C. 
6.2. The algorithm. We are now in a position to state an effective criterion for specific
r-identifiability of tensors in S4F4. Assume that we are given a decomposition
A =
r∑
i=1
pi =
r∑
i=1
λia
◦4
i ∈ S4F4
with λi ∈ F and ai ∈ F4, i = 1, . . . , r, in the form of a matrix A = [ λ1/41 a1 ··· λ1/41 ar ] ∈ C4×r.
Then, the following steps should be taken.
S1. If r ≥ 8, the algorithm terminates claiming that it can not prove the identifiability
of A.
S2. If r = 1, the algorithm terminates and if a1 6= 0 it states that A is 1-identifiable;
otherwise if a1 = 0, it states that A is not 1-identifiable.
S3. If 2 ≤ r ≤ 6, perform the following steps:
S3a. Compute the Kruskal ranks κ1 and κ2 of A and AA respectively.
S3b. If r ≤ κ1+ 12κ2−1, then the algorithm terminates stating that A is r-identifiable.
Otherwise it terminates, claiming that it cannot prove identifiability.
S4. If r = 7, perform the following steps:
S4a. Compute A  A  A  A and verify that its rank equals 7. If it does not, the
algorithm terminates stating that A is not 7-identifiable.
S4b. Compute the Kruskal rank of A. If it is not 4, the algorithm terminates claiming
that it cannot prove identifiability.
S4c. Let Ti be a basis for the tangent space Tpiv4(C4). Compute the rank of T =
[ T1 ··· Tr ]. If it does not equal 4r, then the algorithm terminates claiming that
it cannot prove 7-identifiability.
S4d. The algorithm terminates, stating that A is 7-identifiable.
The ancillary file identifiabilityS4C4.m2 contains an implementation of this algorithm
in Macaulay2.
Proof of Theorem 1.2. The fact that the above algorithm is effective for all tensors in S4F4
is trivial for r = 1; it follows from Corollary 5.2 for 2 ≤ r ≤ 6; for r = 7 it follows from the
fact that the assumptions leading to Proposition 6.4, namely GLP and minimality, fail only
on Zariski-closed sets as well as the fact that Pv4(C4) is not defective for r = 7 [2] so that
the dimension condition in Lemma 6.5 is only satisfied on a Zariski-closed set—effectiveness
in the real case follows from the foregoing, [52, Lemma 5.4] and the fact that Pv4(C4) is not
7-defective; and for r ≥ 8 the generic element of σr(V) is not complex r-identifiable. 
6.3. Two example applications of the algorithm. We present two cases illustrating
the foregoing algorithm in the original case r = 7.
24 L. CHIANTINI, G. OTTAVIANI, AND N. VANNIEUWENHOVEN
An identifiable example. Consider a real Waring decomposition of length 7 that was ran-
domly generated in Macaulay2:
A =
7∑
i=1
a◦4i , with A =
[
ai
]7
i=1
=

5 −3 1 7 3 1 −9
0 9 1 2 8 −2 6
−8 5 5 −3 −4 −6 −8
3 7 9 −3 8 7 −7
 .
Executing the algorithm, we can skip steps S1–S3 and immediately move to step S4a. Using
the functions in the reshapedKruskal.m2 ancillary file, the rank of AAAA is computed
by rank(kr(A,{0,0,0,0})). It is 7, so we proceed with step S4b. The Kruskal rank of A,
which consists of computing the rank of 35 7× 7 matrices, is 4, as determined by the code
fragment kruskalRank(A). In step S4c, we compute rank of the 35 × 28 matrix T whose
columns span a subspace of the tangent space to σr(SC) at A. The rank of this matrix is
the maximal value 28, so by Proposition 6.6 we may conclude that there is just one complex
Waring decomposition. Since we started from a real decomposition, it follows that this is
the unique Waring decomposition of A.
A nonidentifiable example. The following classical lemma gives infinitely many Waring de-
compositions of the degree 12 binary form (x2 + y2)6. The seven summands correspond to
seven consecutive vertices of a regular 14-gon in the Euclidean plane with coordinates (x, y).
Lemma 6.7 (Reznick [53, Theorem 9.5]). Let R = 2−12
[
7
(
12
6
)]
. Then ∀φ ∈ R:
6∑
k=0
[
cos
(kpi
7
+ φ
)
x+ sin
(kpi
7
+ φ
)
y
]12
= R(x2 + y2)6.
These decompositions are minimal, in the sense that rankC
[
(x2 + y2)6
]
= 7.
From the previous lemma we get the following example with infinitely many decompo-
sitions of a rank 7 symmetric tensor in R4 ⊗ R4 ⊗ R4 ⊗ R4. Let z0, . . . , z3 be coordinates
in R4 and let Ak,φ = cos3(kpi7 + φ)z0 + cos
2(kpi7 + φ) sin(
kpi
7 + φ)z1 + cos(
kpi
7 + φ) sin
2(kpi7 +
φ)z2 + sin
3(kpi7 + φ)z3 be a linear form in PR
4. These linear forms correspond to points on
the twisted cubic curve parametrized by zi = x
3−iyi in the dual space. Now define
(8) A =
6∑
k=0
a◦4k,φ with ak,φ =

cos3(kpi7 + φ)
cos2(kpi7 + φ) sin(
kpi
7 + φ)
cos(kpi7 + φ) sin
2(kpi7 + φ)
sin3(kpi7 + φ)
 .
Then A is a symmetric tensor in R4 ⊗ R4 ⊗ R4 ⊗ R4 (or equivalently a quartic polyno-
mial) which does not depend on φ by Lemma 6.7. For every φ, (8) is a different Waring
decomposition with seven summands of A.
We now apply the algorithm to this example, where we have chosen φ = 0 as particular
decomposition to be handed to the algorithm. It will be necessary to perform numerical
computations as A no longer admits coordinates over the integers. The -rank of a matrix
is defined as the number of singular values that are larger than ; the rank of a matrix is its
0-rank. There always exists a positive δ > 0 such that all the δ′-ranks of a matrix are equal
for all 0 ≤ δ′ ≤ δ. Through a perturbation analysis this value of δ can usually be determined.
However, in this brief example such a rigorous approach will not be pursued. We will just
choose δ very small and hope that the δ-rank and the rank coincide. In Macaulay2, the -rank
can be computed with the numericalRank function from the NumericalAlgebraicGeometry
package. In our experiment, we used the completely arbitrary choice  = 10−12. Running
the algorithm, it immediately skips steps S1, S2 and S3. The numerical rank of A  A 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A  A was determined to be 7 in step S4a (the largest and smallest singular values were
approximately 1.08615 and 0.21978 respectively). In step S4b, the (numerical) Kruskal rank
was 4. Computing the singular values of T in step S4c resulted in the following values:
27.4692; 27.3073; 8.70636; 8.59365; 7.26970; 7.11095; 7.02903;
6.83427; 4.05864; 3.89601; 3.01363; 2.45649; 2.24154; 2.07335;
1.90712; 1.90496; 1.58224; 1.52450; 1.35632; 1.26918; 1.00762;
0.553879; 0.481666; 0.424916; 0.364948; 0.175228; 0.165698; 6.60364 · 10−16.
The numerical rank is only 27 < dimσ7(v4(C4)) = 28. So the algorithm terminates claiming
that it cannot prove 7-identifiability of A =
∑6
k=0 a
◦4
k,0. As A has a family of decompositions
of positive dimension, this was to be expected.
7. Applications
We conclude the paper by providing two additional applications of the theory developed
in the foregoing sections.
7.1. Algorithm design. An important consequence of Theorem 4.8 is that it provides a
solid theoretical foundation for algorithms computing tensor rank decompositions based on
reshaping, such as [12,51]. These algorithms attempt to recover a tensor rank decomposition
of a rank-r tensor
p =
r∑
i=1
a1i ⊗ a2i ⊗ · · · ⊗ adi ,(9)
living in Fn1 ⊗ Fn2 ⊗ · · · ⊗ Fnd , by considering p as an element of FΠh ⊗ FΠk ⊗ FΠl with
h unionsq k unionsq l = {1, 2, . . . , d} and instead computing a decomposition
p =
r∑
i=1
b1i ⊗ b2i ⊗ b3i .(10)
If both decompositions (9) and (10) are unique, then the rank-1 tensors satisfy
b1σi = a
h1
i ⊗ ah2i ⊗ · · · ⊗ a
h|h|
i , b
2
σi = a
k1
i ⊗ ak2i ⊗ · · · ⊗ a
k|k|
i , and b
3
σi = a
l1
i ⊗ al2i ⊗ · · · ⊗ a
l|l|
i ,
for some permutation σ of {1, 2, . . . , r}. One of the possible advantages of this approach
is that decomposition (10) could be computed using one of the linear algebra-based direct
methods that only6 exist for third-order tensors, e.g., [29,31,32]. Thereafter, decomposition
(9) can be efficiently recovered by computing rank-1 decompositions of the vectors bki for all
k = 1, 2, 3 and i = 1, 2, . . . , r, using one of several suitable algorithms, such as [34,54,60,61].
The conditions under which aforementioned algorithms are expected to recover the de-
composition (9) have not been studied. This is precisely the problem that Lemma 4.6 and
Theorem 4.8 tackle: if (9) is a generic decomposition with r satisfying bound (6), then
decompositions (9) and (10) are simultaneously unique in the spaces Fn1 ⊗ · · · ⊗ Fnd and
FΠh ⊗FΠk ⊗FΠl respectively, entailing that the aforementioned reshaping-based algorithms
can recover the unique decomposition (9) of p via (10).
6There also exists an algorithm due to Bernardi, Brachat, Comon, and Mourrain [11] for computing
a tensor rank decomposition of any tensor, but in general it requires the solution of a system of linear,
quadratic and cubic equations.
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7.2. Comon’s conjecture. An important corollary of the results in Section 4 concerns a
conjecture that is attributed to P. Comon and appears explicitly in [28, Sections 4.1 and 5].
Little progress has been made on this conjecture with some sparse results appearing in the
literature [7, 19, 35, 36]. We should remark at this point that the claim on page 321 of [35]
about [26] does not follow from the latter: [26, Theorem 1.1] only states that the generic
symmetric tensor of subtypical symmetric rank admits only one Waring decomposition,
however this does not rule out the existence of shorter tensor rank decompositions. The
results of [26] do not make claims about the correctness of Comon’s conjecture.
The original formulation of Comon’s conjecture is that a symmetric tensor that has a
rank-r Waring decomposition does not admit a shorter tensor rank decomposition. We
confirm this conjecture for generic symmetric tensors whose symmetric rank r is small.
Theorem 7.1 (Comon’s conjecture is generically true for small rank). Let F = C or R. Let
p =
r∑
i=1
ψiai ⊗ · · · ⊗ ai
with ψi ∈ F0 and ai ∈ Fn+1 be a generic dth order symmetric tensor in Fn+1 ⊗ · · · ⊗ Fn+1
of symmetric rank r. If
r ≤

3
2n− 1 if d = 3(
k+n
n
)
+ 12
(
2+n
n
)− 1 if d = 2k + 1(
k+n
n
)− n− 1 if d = 2k,
with 2 ≤ k ∈ N, then p admits only Waring decompositions. In particular, the symmetric
rank and the tensor rank of p coincide.
Proof. The odd cases follow from Corollary 5.2.
The even case follows from considering the square flattening of p:
p(1,...,k) =
r∑
i=1
ψia
⊗k
i (a
⊗k
i )
T = AΨAT
where A =
[
a⊗ki
]r
i=1
∈ F(n+1)k×r and Ψ = diag(ψ1, . . . , ψr). By Lemma 5.1, the points a⊗ki
are in GLP in SkFn+1 so that rank(A) = min{r, (k+nk )} = r. It follows from Sylvester’s rank
inequality that the matrix rank of p(1,...,k) is r. Assume that p has an alternative tensor
rank decomposition of rank s ≤ r, i.e.,
p =
s∑
i=1
ϕia
1
i ⊗ · · · ⊗ adi , and let p(1,...,k) =
s∑
i=1
(ϕia
1
i ⊗ · · · ⊗ aki )(ak+1i ⊗ · · · ⊗ adi )T = BCT ,
where B =
[
ϕia
1
i ⊗ · · · ⊗ aki
]r
i=1
and C =
[
ak+1i ⊗ · · · ⊗ adi
]r
i=1
. Since p(1,...,k) has matrix
rank r, it follows that r = s. In particular, C has a set of linearly independent columns,
and hence it has a well-defined left inverse of the form C† = (CHC)−1CH . It follows from
p(1,...,k) = AΨA
T = BCT that AΨAT (C†)T = B. Since the image of A is contained in
SkFn+1, it follows that the columns of B are in fact symmetric rank-1 tensors in SkFn+1,
each of which being a linear combination of the points a⊗ki . However, as the ai are generic,
it follows from the trisecant lemma [21, Proposition 2.6] that 〈a⊗k1 ,a⊗k2 , . . . ,a⊗kr 〉 does not
intersect σr(Pvk(Fn+1)) at any other points than the [a⊗ki ]’s if r satisfies the bound in
the formulation of the corollary. Therefore, there exists a permutation matrix7 P and a
nonsingular diagonal matrix Λ such that B = APΛ. Note that A has a set of linearly
independent columns so that A† = (AHA)−1AH is also well defined. Then, applying this
7A matrix whose columns are a permutation of the identity matrix.
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left inverse to AΨAT = BCT = APΛCT yields ΨAT = PΛCT , so that C = AΨPΛ−1.
Explicitly,
B =
[
λ1a
⊗k
pi1 · · · λra⊗kpir
]
and C =
[
λ−11 ψpi1a
⊗k
pi1 · · · λ−1r ψpira⊗kpir
]
,
where pi is the permutation represented by P , so that the supposed alternative tensor rank
decomposition of p is also a Waring decomposition. 
This result asymptotically improves the best known range, which to our knowledge is [36,
Theorem 7.6] (only stated for F = C), by a factor of O(n) when d is even and n is large.
For odd d, the improvement of Theorem 7.1 occurs only in the lower-order terms.
The following identifiability result is immediate from the above proof.
Corollary 7.2. The generic tensor of rank r whose rank satisfies the bounds in Theorem 7.1
has a unique Waring decomposition over F that is also its unique tensor rank decomposition.
The last statement proves more than Comon’s conjecture as it states that the generic
p ∈ SdFn+1 of symmetric rank r is simultaneously r-identifiable with respect to the Veronese
variety vd(PFn+1) and the Segre variety Seg(PFn+1 × · · · × PFn+1). We suspect that this
may be true for larger values of r as well.
8. Conclusions
We argued that an important quality measure for criteria for identifiability of tensors is
its effectiveness. Theorem 4.8 proves that the popular Kruskal criterion when it is combined
with reshaping is effective. Our proof yielded insight into the expected utility of reshaping-
based algorithms for computing tensor rank decompositions, proving that they will recover
the unique decomposition with probability 1 if the rank is within the range of effective-
ness of Theorem 4.8. We additionally established the range of effectiveness for symmetric
identifiability of the reshaped Kruskal criterion. This insight was applied to the analysis of
Comon’s conjecture; we showed that a generic version of this conjecture is true for small
ranks. By analyzing the Hilbert function, a new effective criterion for specific identifiability
of symmetric 4 × 4 × 4 × 4 tensors was obtained that is applicable and effective up to the
smallest typical rank. To the best of our knowledge, this is the only known case where the
range of proven generic r-identifiability and (effective) specific r-identifiability coincide.
In the introduction it was remarked that all criteria for specific r-identifiability that we are
aware of for order-d tensors are applicable for r up to aboutO(nd/2) when n1 = · · · = nd = n,
whereas generic r-identifiability is expected to hold up to O(nd−1). We believe that this
difficulty is related to the fact that nonidentifiable points on a generically r-identifiable
variety where Terracini’s matrix is of maximal rank and the Hessian criterion [25, Theorem
4.5] is satisfied—both of which are easy to verify—must be singular points of the variety by
[25, Lemma 4.4]. Characterizing the singular locus of secant varieties is a difficult problem.
The approach we suggested based on the Hilbert function has the advantage that it sidesteps
the problem of smoothness by proving that there are no isolated unidentifiable points when
the assumptions of Proposition 6.6 are satisfied. It is an open question insofar the analysis
of the Hilbert function may be more generally applicable for proving that the unidentifiable
points must be contained in a curve. One should recall that isolated unidentifiable tensors
are certainly a possibility, as was already shown in [9, Example 3.4] by Ballico and Chiantini.
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