University of Mississippi

eGrove
Electronic Theses and Dissertations

Graduate School

2015

The Spectroscopic Characterization Of Newly Developed Emissive
Materials And The Effects Of Environment On Their Photophysical
Properties
Louis Edward Mcnamara
University of Mississippi

Follow this and additional works at: https://egrove.olemiss.edu/etd
Part of the Physical Chemistry Commons

Recommended Citation
Mcnamara, Louis Edward, "The Spectroscopic Characterization Of Newly Developed Emissive Materials
And The Effects Of Environment On Their Photophysical Properties" (2015). Electronic Theses and
Dissertations. 420.
https://egrove.olemiss.edu/etd/420

This Dissertation is brought to you for free and open access by the Graduate School at eGrove. It has been
accepted for inclusion in Electronic Theses and Dissertations by an authorized administrator of eGrove. For more
information, please contact egrove@olemiss.edu.

THE SPECTROSCOPIC CHARACTERIZATION OF NEWLY DEVELOPED EMISSIVE
MATERIALS AND THE EFFECTS OF ENVIRONMENT ON
THEIR PHOTOPHYSICAL PROPERTIES

A DISSERTATION SUBMITTED IN PARTIAL FULFILLMENT OF
REQUIREMENTS FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY IN THE DEPARTMENT OF
CHEMISTRY AND BIOCHEMISTRY
THE UNIVERSITY OF MISSISSIPPI

BY
BY LOUIS EDWARD MCNAMARA III
DECEMBER 2015

Copyright © 2015 by Louis McNamara
All rights reserved

ABSTRACT

The development of new materials capable of efficient charge transfer and energy storage
has become increasingly important in many areas of modern chemical research. This is especially
true for the development of emissive optoelectronic devices and in the field of solar to electric
energy conversion. The characterization of the photophysical properties of new molecular systems
for these applications has become critical in the design and development of these materials. Many
molecular building blocks have been developed and understanding the properties of these
molecules at a fundamental level is essential for their successful implementation and future
engineering. This dissertation focuses on the characterization of some of these newly-developed
molecular systems. The spectroscopic studies focus on the characterization of newly-developed
molecules based on perylene and indolizine derivatives for solar to electric energy conversion,
thienopyrazine derivatives for near infrared (NIR) emissive applications, an SCS pincer complex
for blue emissive materials and a fluorescent probe for medical applications. The effects of
noncovalent interactions are also investigated on these systems and a benchmark biological
molecule trimethylamine N-oxide (TMAO).
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CHAPTER 1
INTRODUCTION TO SPECTROSCOPY

1.1 MOLECULAR SPECTROSCOPY
Spectroscopy is the study of how electromagnetic radiation (often referred to simply as
light) and matter interact. Historically, spectroscopy originated with the use of visible light from
the sun but modern spectroscopic techniques utilize the full range of the electromagnetic spectrum
from radio to gamma waves. Spectroscopy has become a staple of modern chemistry and is
frequently used to learn about the electronic and geometric structure of atoms and molecules.
Spectroscopic techniques are capable of providing information about rotational energy levels,
vibrations, electronic energies, functional groups, the relative position of atoms in space and much
more. There is no one spectroscopic technique that is capable of fully characterizing a sample by
itself, so many techniques are used in conjunction in order to properly identify and characterize
the properties of a sample.
At a fundamental level, chemical systems possess electric dipoles which can either be
constant or time varying. The light-dipole interaction will dictate the observed spectroscopic
phenomena. A brief discussion of three fundamental spectroscopic phenomena – Scattering,
Absorption and Emission - which are relevant to the proceeding research follows. Since the
systems of interest in this dissertation are molecular they will behave according to quantum
mechanics. This means all of the information about the system is contained by the systems wave1

function, 𝛹, which is the solution to the first order linear differential equation known as the
Schrödinger equation:

̂ 𝛹 = 𝐸𝛹
𝐻

(1.1.1)

̂ is the total energy operator (Hamiltonian). Observable properties, 𝑂, can be extracted
where 𝐻
from 𝛹 by directly applying the corresponding operator, 𝑂̂:

𝑂̂𝛹 = 𝑂𝛹

(1.1.2)

̂ commute with one another. If this is not the case then
However, this is only allowed if 𝑂̂ and 𝐻
the expectation, or average, value must be found instead:

〈𝑂〉 = ⟨𝛹 ∗ |𝑂̂|𝛹⟩

(1.1.3)

where 𝛹 ∗ is the complex conjugate of 𝛹.

1.2 SCATTERING
The scattering properties of light have been known and studied for hundreds of years.
However, the modern understanding of this phenomena has been, by comparison, a recent
development. Many different types of scattering have been identified over the years, including:
Rayleigh, Mie, Tyndall, Brillouin and Raman scattering. It was, believed for a long time that
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scattering was purely the result of larger particles (dirt and dust) suspended in the air or in liquids
and not a fundamental property of pure fluids. This idea originated with Leonardo da Vinci [1, 2],
who believed suspended dust was responsible for the blue color of the sky, and persisted until it
eventually became the basis for early studies performed by Newton, Clausius, Brucke, Tyndall
and Lord Rayleigh. It was not until 1869 that Lallemand discovered the scattering of pure liquids
[3, 4] but his peers were not convinced the solutions he studied were free of dust and the results
would be debated until 1913 with Martin’s more convincing rediscovery of the phenomenon [5].
Forty years before Martin’s work, in 1873, Maxwell, with the assistance of earlier work by
Lord Rayleigh [6], concluded that molecules themselves could constitute scattering particles in the
air and was first to propose the idea of scattering to facilitate the identification of different gases.
John William Strutt (Lord Rayleigh) would revive this idea in 1899 and in 1915 the scattering of
light by gases was finally demonstrated by Cabannes [7] and then shortly afterwards by
Smoluchowski and Strutt [8, 9]. Strutt took this work one step further and was also able to account
for the partial polarization of scattered light. Shortly after Maxwell’s conclusion about the
molecular origin of scattered radiation, Lommel used the anharmonic oscillator along with the
elastic light theory to model scattering from a molecular origin [10, 11]. Lommel’s model
predicted an unshifted scattering frequency, which he deemed ‘isochromatic fluorescence’, but
also that light would scatter at frequencies between the incident radiations and the eigen
frequencies of the molecule. Unfortunately, these terms did not appear in the electron theory
model developed by Lorentz and, as a result, scattering theory lost the attention of many physicists
for some time.
Eventually, Kramers and Heisenberg developed a modified theory of scattered radiation
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and were able to derive the quantum theoretical scattering formula [12]. This would evolve into
the starting point of modern quantum mechanics. In 1906, Wood observed resonance phenomenon
of the modified scattered radiation of iodine vapor and then later of mercury vapor with Fuchbauer
[13]. These observations were before the advent of quantum theory which led to confusing
interpretations of the results and paved the way for the work of C. V. Raman in 1928 [14, 15].
Raman observed the modified scattering of any incident frequency in liquids and pioneered the
advancement of Raman spectroscopy.

Around the same time, Landsberg and Mandelstam

observed similar scattering in crystals [16].
The quantum theory of light scattering phenomena is most completely derived by Dirac
[17] and Raman scattering expanded upon by Placzek [2]. For a time, there was debate about the
proper method to derive the scattering model, whether light should be treated as a wave or a
particle. The wave concept was appealing as it satisfies Maxwell’s equations, but the particle
concept showed promise for explaining other phenomena. Both concepts were expressed formally
by Dirac [18] who also proved that the two formulations were equivalent by demonstrating that a
collection of particles obeying Bose-Einstein statistic is equivalent to a wave field.
Scattering can therefore be understood from the point of view of classical wave theory;
however, quantum mechanics must be invoked in order to correlate scattering results to atomic or
molecular structure. The advancement of scattering theory by quantum mechanics has not resulted
in a fundamental change in the description of scattering phenomena but rather in the understanding
of the structure of atoms and molecules. For this dissertation we will only be concerned with
Rayleigh and Raman scattering phenomena in the context of Raman spectroscopy and I will
present a short summary of both the classical and quantum mechanical derivation these phenomena
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in the next section.

1.3 RAMAN SPECTROSCOPY
Raman spectroscopy is generally utilized as a technique to study molecular vibrations,
although it is possible to obtain rotational information as well. Raman scattering is usually
introduced as an inelastic collision between a photon and a molecule, while Rayleigh scattering is
the result of an elastic collision. These collisions result in the photon becoming absorbed and the
molecule entering a virtual excited state. When the molecule exits the virtual state a new photon
is emitted which may be the same, lower or higher in energy (Figure 1.3.1).

Figure 1.3.1. A generic diagram for Raman scattering processes.
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The change in energy of the photon, Δν, is equal to the difference between the energy of
the initial and final vibrational state of the system. Elastic, Rayleigh scattering, happens when the
emitted photon possesses the same frequency as the incident photon, Δν = 0, and is the most likely
result. There are two possible inelastic scattering events, Stokes and anti-Stokes scattering. Stokes
scattering occurs when the incident photon loses energy to the molecule. The emitted photon is
then of lower frequency of the incident photon and leaves the molecule in a vibrationally excited
state. Stokes scattering accounts for about one in one million of the scattered photons. Anti-Stokes
occurs when the molecule loses energy. The emitted photon is then of higher frequency than the
incident photon. This is only possible if the molecule is already in a vibrationally excited state
and results in the molecule ending in its vibrational ground state. Since anti-Stokes scattering
requires a vibrationally excited molecule, the probability of such an event is temperature
dependent, but is typically orders of magnitude smaller than that of the Stokes at room temperature.
The magnitude of Δν for stokes and anti-Stoke will be equivalent with the only difference
being the sign and relative intensities, thus it is only necessary to study one or the other in order to
probe the vibrational structure of a molecule. The Stokes lines are usually used over the anti-Stokes
due to their considerably stronger intensities at room temperature. Raman scattering provides
complimentary information Infrared (IR) spectroscopy in which wavelengths in the IR region of
the electromagnetic spectrum are absorbed by being in direct resonance with the vibrational
modes.
This view of Raman scattering is convenient but not complete.

From a classical

electrodynamic perspective, Raman scattering can be explained by considering the induced electric
dipole, 𝑃⃑𝑖𝑛𝑑 , and the molecular polarizability, α. The induced dipole of a system will be equal to
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the product of the molecular polarizability and an applied external electric field 𝐸⃑ :

𝑃⃑𝑖𝑛𝑑 = 𝛼𝐸⃑

(1.3.1)

It is important to remember that the induced dipole and electric field are vectors and the
polarizability is a tensor such that equation 1.3.1 would be more correctly written as:

𝛼𝑥𝑥
𝑃𝑥
𝛼
[𝑃𝑦 ] = [ 𝑦𝑥
𝛼𝑧𝑥
𝑃𝑧

𝛼𝑥𝑦
𝛼𝑦𝑦
𝛼𝑧𝑦

𝛼𝑥𝑧 𝐸𝑥
𝛼𝑦𝑧 ] [𝐸𝑦 ]
𝛼𝑧𝑧 𝐸𝑧

(1.3.2)

However, we will be continuing this derivation from equation 1.3.1 for simplicity. If the external
electric field is the result of electromagnetic radiation then the intensity of the field will be a time
dependent oscillating function given by:

𝐸 = 𝐸0 cos(𝜔𝑡)

(1.3.3)

where 𝐸0 is the maximum amplitude of the wave and 𝜔 is the frequency. Substituting this into
equation 1.3.1 yields:

𝑃⃑𝑖𝑛𝑑 = 𝛼𝐸0 cos(𝜔𝑡)

(1.3.4)

The molecular polarizability can be described by using a Taylor series expansion of α around the
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equilibrium geometry, 𝑞, of the molecule:

𝛼 = 𝛼0 +

𝜕𝛼
𝑞…
𝜕𝑞

(1.1.5)

The first two terms in the expansion are adequate for recovering the Raman phenomenon from a
classical view point. If we assume the molecule is vibrating, the atoms will be oscillating around
their equilibrium geometry in a way that the geometry at any given point in time can be described
by:

𝑞 = 𝑞0 cos(𝜔𝑣𝑖𝑏 𝑡)

(1.1.6)

Substituting equations 1.1.5 and 1.1.6 into equation 1.1.4 we get:

𝑃⃑𝑖𝑛𝑑 = (𝛼0 +

𝜕𝛼
𝑞 cos(𝜔𝑣𝑖𝑏 𝑡)) 𝐸0 cos(𝜔𝑡)
𝜕𝑞 0

(1.1.7)

Rearranging and applying some trigonometric identities, the final equation for light scattering from
oscillating molecular dipole moments becomes:

𝑃⃑𝑖𝑛𝑑 = 𝛼0 𝐸0 cos(𝜔𝑡) +

1 𝜕𝛼
𝑞 𝐸 [cos((𝜔 + 𝜔𝑣𝑖𝑏 )𝑡) + cos((𝜔 − 𝜔𝑣𝑖𝑏 )𝑡)]
2 𝜕𝑞 0 0

(1.1.8)

An oscillating electric dipole will emit electromagnetic radiation. This equation predicts
8

that incident radiation will result at three different scattering frequencies and correctly recovers
Rayleigh scattering in the first term and Stokes and anti-Stokes scattering in the second term.
Equation 1.1.8 also predicts that only Rayleigh scattering is possible unless the molecular
vibrations result in a change in the molecular polarizability, or more correctly that the derivative
of α with respect to q is not zero. This is a requirement of Raman spectroscopy and results in only
certain modes being Raman active.
The quantum mechanical theory of Raman scattering was developed in the early 1930s by
Placzek. We start with a two-level system with vibrational energy levels 𝐸1 and 𝐸2 . An external
and oscillating electric field is applied to the two level system, with a wavelength assumed to be
much larger than the molecular dimensions. The electric field is not in resonance but instead
induces an oscillating dipole moment that will re-radiate. This means that the transition dipole
moment, Pfi, is the quantity of interest as its time dependence will determine the frequency of the
emitted radiation:

𝑃𝑓𝑖 (𝑡) = ⟨𝛹𝑓 |𝜇|𝛹𝑖 ⟩

(1.1.9)

where 𝛹𝑖 (𝑡) and 𝛹𝑓 (𝑡) are solutions to the time dependent Schrödinger equation of the system
and 𝜇 is the electric dipole operator. Our first step then, will be to find the functional form of the
wavefunctions. This can be done using perturbation theory where our perturbed time dependent
Schrödinger equation has the form:

9

̂0 + 𝐻
̂ ′ )𝛹1 = 𝑖ℏ
(𝐻

𝜕𝛹1
𝜕𝑡

(1.1.10)

where 𝛹1 is the unperturbed ground state wavefunction correlating to energy level 𝐸1 and the
perturbation from the external electric field will be:

̂ ′ = −𝜇𝐸0 cos 𝜔𝑡
𝐻

(1.1.11)

If we assume that this perturbation will alter the ground state wavefuntion such that it may be
written as:

𝛹1 = 𝛹10 + 𝛹11 …

(1.1.12)

Then equations 1.1.11 and 1.1.12 can be substituted into equation 1.1.10. Expanding only to the
first order terms, our new equation for the Hamiltonian is:

̂ 0 − 𝜇𝐸0 cos 𝜔𝑡)(𝛹10 + 𝛹11 ) = 𝑖ℏ
(𝐻

𝜕(𝛹10 + 𝛹11 )
𝜕𝑡

(1.1.13)

Collecting terms, the zeroth-order wavefuntion can be found to be:

𝛹10 = 𝜓10 𝑒 −𝑖𝜔1 𝑡

10

(1.1.14)

where 𝜓10 is the solution to the corresponding time independent Schrödinger equation. The first
order wavefunction can be found to take the form:

𝛹11 = 𝜓1+ 𝑒 −𝑖(𝜔1 +𝜔)𝑡 + 𝜓1− 𝑒 −𝑖(𝜔1 −𝜔)𝑡

(1.1.15)

𝜓1+ and 𝜓1− can be found by substitution into equation 1.1.13 and the introduction of a reference
wavefunction 𝜓𝑟0 :

𝜓1+ = ∑
𝑟

𝜇𝑟1 𝐸0
𝜓0
2(𝐸𝑟 − 𝐸𝑛 − ℎ𝜈) 𝑟

(1.1.16)

𝜇𝑟1 𝐸0
𝜓0
2(𝐸𝑟 − 𝐸𝑛 + ℎ𝜈) 𝑟

(1.1.17)

And

𝜓1− = ∑
𝑟

where the summation is over all possible reference wavefunctions that are capable of coupling
the ground and excited state. The reference wavefunctions typically correlate to higher energy
excited states. The dipole element 𝜇𝑟1 is:

𝜇𝑟1 = ⟨𝜓𝑟0 |𝜇|𝜓10 ⟩
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(1.1.18)

The time-dependent first order correction to the wavefunction is then:

𝛹11 =

1
𝜇𝑟1 𝐸0 −𝑖(𝜔 +𝜔)𝑡
𝜇𝑟1 𝐸0 −𝑖(𝜔 −𝜔)𝑡
1
1
∑ 𝜓𝑟0 (
𝑒
+
𝑒
)
2ℏ
𝜔𝑟1 − 𝜔
𝜔𝑟1 + 𝜔

(1.1.19)

𝑟

with:

𝜔𝑟1 = (

𝐸𝑟 − 𝐸1
)
ℏ

(1.1.20)

For Rayleigh scattering, the initial state and final state of the system are the same, i.e. 𝑖 = 𝑓 for
Pfi(t):

𝑃11 (𝑡) = ⟨𝛹1 |𝜇|𝛹1 ⟩ ≅ ⟨𝛹10 + 𝛹11 |𝜇|𝛹10 + 𝛹11 ⟩ = 𝑃11 + ⟨𝛹10 |𝜇|𝛹11 ⟩ +

(1.1.21)

⟨𝛹11 |𝜇|𝛹10 ⟩

The first term has no time dependence and just represents the permanent dipole moment of the
molecule in the vibrational state 𝛹1 . The Rayleigh scattering probability is then given by the
sum of the remaining terms:

1 (𝑡)
𝑃11
= ⟨𝛹10 |𝜇|𝛹11 ⟩ + ⟨𝛹11 |𝜇|𝛹10 ⟩

or expanded:
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(1.1.22)

1 (𝑡)
𝑃11

𝑒 −𝑖𝜔𝑡
𝜇1𝑟 (𝜇𝑟1 ∙ 𝐸0 ) 𝜇𝑟1 (𝜇1𝑟 ∙ 𝐸0 )
=
∑(
+
)
2ℏ
𝜔𝑟1 − 𝜔
𝜔𝑟1 + 𝜔

(1.1.23)

𝑟

+

𝑒 𝑖𝜔𝑡
𝜇1𝑟 (𝜇𝑟1 ∙ 𝐸0 ) 𝜇𝑟1 (𝜇1𝑟 ∙ 𝐸0 )
∑(
+
)
2ℏ
𝜔𝑟1 + 𝜔
𝜔𝑟1 − 𝜔
𝑟

These terms are real and their time dependence is the same as that of the incident radiation.
Therefore, they represent scattered radiation at the same frequency of the incident radiation. The
Stokes and anti-Stokes scattering can be found when 𝛹𝑖 ≠ 𝛹𝑓 :

𝑃21 (𝑡) = ⟨𝛹1 |𝜇|𝛹2 ⟩ ≅ ⟨𝛹10 + 𝛹11 |𝜇|𝛹20 + 𝛹21 ⟩

(1.1.24)

= 𝑃21 𝑒 −𝜔21 𝑡 + ⟨𝛹10 |𝜇|𝛹21 ⟩ + ⟨𝛹11 |𝜇|𝛹20 ⟩

Again, the first term does not contribute to scattering, but in this case is the transition dipole
moment corresponding to spontaneous emission from state 𝛹2 → 𝛹1 . The remaining terms are
given by:

1 (𝑡)
𝑃21

𝑒 −𝑖(𝜔21 −𝜔)𝑡
𝜇2𝑟 (𝜇𝑟1 ∙ 𝐸0 ) 𝜇𝑟1 (𝜇2𝑟 ∙ 𝐸0 )
=
∑(
+
)
2ℏ
𝜔𝑟1 − 𝜔
𝜔𝑟2 + 𝜔

(1.1.25)

𝑟

𝑒 −𝑖(𝜔21 −𝜔)𝑡
𝜇2𝑟 (𝜇𝑟1 ∙ 𝐸0 ) 𝜇𝑟1 (𝜇2𝑟 ∙ 𝐸0 )
+
∑(
+
)
2ℏ
𝜔𝑟1 + 𝜔
𝜔𝑟2 − 𝜔
𝑟

The individual terms are now complex; in order to relate them to the classical radiation emitted by
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a real dipole, Klein conditions must be applied [2]. These conditions essentially tell us 𝜔21 is
positive for Stokes scattering and negative for anti-stokes scattering assuming the photon has
enough energy to induce the transition from 𝛹1 → 𝛹2 . After considering Klein conditions, it can
be seen that the first term then corresponds to Raman scattering events where it is assumed that
𝜔21 can be either positive (Stokes scattering) or negative (anti-Stokes scattering). The second
term is usually interpreted as a two photon event.
Although this discussion and these equations seem to imply that a scattering event is two
independent processes, one of absorption and one of emission, this is not correct and can be proven
on the basis of equilibrium or Dirac scattering theory [19, 20]. The previously outlined quantum
treatment is usually sufficient; however, a more accurate derivation that treats the molecule and
electric field as a single system was outlined by Dirac, but the results are similar. The results of
the quantum treatment provide more insight into the Raman effect than the classical derivation.
First, it should be noted that Raman spectroscopy obeys a “third common level” rule where the
initial and final states must couple through a third state. It is not important if the intermediate state
can be reached energetically by the absorption of a photon. Additionally, this intermediate state
may be above, below or between the initial and final states. It is also predicted that if the incident
radiation is close to resonance with the third state, the Raman intensities will become arbitrarily
large which is unrealistic and can be fixed by the introduction of a damping term but Raman
enhancement by resonance is utilized in resonance Raman spectroscopy.
As a result of this “third common level” the quantity 𝑃21 does not appear in the scattering
formula and there is no correlation between the intensity and selection rules for Raman lines. If
the common energy levels are known the selection rules can be derived only partially since the
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existence of a common level is necessary but not sufficient to allow Raman scattering. This is
because calculating the Raman intensity requires a summation over the state amplitudes and not
probabilities so intermediate states are capable of reinforcing, weakening and canceling the total
intensity for a given mode. However, the selection rules for Raman spectroscopy can be easily
predicted using symmetry. In order for a mode to be Raman active it must transform as quadratic
functions of the Cartesian coordinates (x2-y2, xz, etc.).

1.4 LUMINESCENCE
One of the earliest reliable accounts of the study of a luminescence goes as far back as the 17th
century when Vincencio Casciarola is attempted to remove precious metal from stone and noticed
his materials emitting a reddish light [21]. Towards the middle of the 17th century the designation
phosphor began to become generally accepted but it would not be until the 19th century that Edward
Becquerel would lay the foundation for the scientific treatment of the phenomena [22-24]. He
measured the wavelengths of the excited and emitted light, the duration of the glow, and the
influence of temperature. He is known to have studied the luminescence of many different
materials including uranyl salts, rubies, diamonds, fluorite and calcite. It was left to Verneuil [25]
and Lenard [26, 27] to eventually discover that the ‘phosphors’ of all these material were in fact
due to the presence of impurities. Around the same time Crooks [28] and Goldstein [29] started
investigating luminescence using cathode rays for an excitation source.
Fluorescence was possibly observed much earlier than phosphorescence in solutions used
in pharmaceutics; however, most scientists were of the opinion, even into the 1800s, that
fluorescence was not a unique phenomenon but a result of diffusion and dispersion of incident
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light [21, 30, 31]. In 1852, Stokes was able to finally demonstrate fluorescence as a separate
property by showing that the wavelength of the emitted light did not need to be contained by the
spectrum of the incident beam [32]. He chose to name his discovery fluorescence after the material
fluorspar which fluoresces very brightly.
Luminescence began to play a larger role in scientific research during the last decade of
the 19th century. Fluorescent screens were used in ultraviolet spectroscopy - cathode and canal
rays were investigated with their help. The use of fluorescent screens also led to the discovery of
X-rays.

Cathodoluminescence was the most important method by which Crooks [33] and

Boisbaudran [34] discovered and were able to separate rare earth metal. Their series of papers
provides the first example of luminescence applied to chemical analysis [21].
It would be sometime before the application of luminescent material would find their way
out of the laboratory and into commercial industry. In 1928, Pringsheim wrote an article in
“Handbuch der Physik” where he claimed fluorescent lamps had no future [35]. A prediction that
would not hold up as fluorescent bulbs became very popular after the invention of the hot cathode
gas discharge tube.
Luminescence is now separated into many different distinguishable phenomena:
chemiluminescence, electroluminescence, photoluminescence and more.

In general, these

categories are distinguished by the source of excitation. For this Dissertation we will be concerned
only with laser or light induced emission.

The broad term for this phenomenon in

photoluminescence. More specifically we will be using the term fluorescence to distinguish from
the possibility of phosphorescence.
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1.5 FLUORESCENCE
The simplest modeling for the absorption and emission of light by a molecule can be
developed by the use of Einstein coefficients which are associated with each process. The
coefficients represent thee rate constants and they are based on the spontaneous and stimulated
emission and stimulated absorption of light, Figure 1.5.1. The absorption coefficient is designated
as B12, stimulated emission by B21 and spontaneous emission by A21. These rates are given by:

𝐵12 =

4𝜋 2 𝑒 2
𝑓
𝑚𝑒 ℎ𝜈𝑐 12

(1.5.1)

4𝜋 2 𝑒 2 𝑔1

(1.5.2)

𝐵21 = 𝑚

𝑒 ℎ𝜈𝑐

𝐴21

𝑓
𝑔2 12

4𝜋 2 𝜈 2 𝑒 2 𝑔1
=
𝑓
𝜀𝑒 ℎ𝑐 3 𝑔2 12

(1.5.3)

where 𝑓12 is the oscillator strength, 𝑒 is the elementary charge of the electron, 𝜈 is the frequency,
𝑔

𝑐 is the speed of light and 𝑔1 is the Boltzmann distribution. These equations have several important
2

consequences. First, it can be seen that the ratio of spontaneous emission to absorption is
proportional to the cube of the frequency. This means that as the frequency increase spontaneous
emission will compete more effectively with stimulated emission. This is important because it
means the influence of stimulated emission can mostly be ignored when h𝜈 >> kT , as is the case
for visible light at room temperature. The properties of stimulated emission are the same as the
incident radiation and so are not of interest.
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Figure 1.5.1. Diagram for Einstein coefficients between two electronic states.

Figure 1.5.2 provides a more realistic image of the absorption and re-emission of light by
a molecule. A system in its ground state may absorb a photon and transition into an electronic
excited state. In general, a system is not excited to the ground vibrational state of the excited state.
In the gas phase, the molecule will likely relax directly back down to the ground electronic state.
In condensed phases the molecule will undergo vibrational relaxation due to collisions before it is
capable of relaxing back to the electronic ground state, resulting in the emitted light being of lower
energy than the incident radiation. The system need not relax directly down to the ground
vibrational state of the ground excited state. Multiple transitions from the ground to the excited
electronic state and from the excited state to the ground electronic state will be allowed as a result
of the intermediate vibrational and rotational energy levels of each state. The result will be a
considerable broadened spectrum for the emission and absorption light.
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Figure 1.5.2. Diagram of fluorescence with absorbance shown in purple, vibrational relaxation
shown in black and emission shown in yellow.
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There are two other important models to the understanding of fluorescence and Figure
1.5.2: Fermi’s Golden rule and the Franck-Condon overlap principle. Fermi’s Golden rule can be
derived using perturbation theory in a similar manner as the formula for Raman scattering. The
equation provides information about the transition probability, 𝑃𝑓 (𝑡), from one state to another:

2

2𝜋|(𝜇𝑖𝑓 ∙ 𝐸⃑0 )| 𝑡
𝑃𝑓 (𝑡) =
𝛿(𝜔 − 𝜔𝑓𝑖 )
4ℏ2

(1.5.4)

where 𝜔𝑓𝑖 is the frequency corresponding to the energy difference of the initial and final state and
𝜇𝑖𝑓 is the transition dipole moment given by:

𝜇𝑖𝑓 = ⟨𝜓𝑓 |𝜇̂ |𝜓𝑖 ⟩

(1.5.5)

The significance of this equation is that the transition probability is linear in time and therefore the
transition rate is time independent. Equation 1.5.4 may be altered by replacing the square of the
amplitude of the electric field with a term proportional to the density of photons and by replacing
the delta function with the number of states per unit energy. With these substitutions, the rate of
emission, 𝑅𝑓𝑖 , is found to be:

2

2𝜋|(𝜇𝑖𝑓 ∙ 𝑒)| 𝑡 2𝑁ℏ𝜔
𝑅𝑖𝑓 =
𝛿(𝐸 − 𝐸𝑓𝑖 )
4ℏ2
𝜖0 𝑉

(1.5.6)

From equation 1.30, it can be seen that the rate of spontaneous emission is dependent on the energy
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difference between the initial and final state.
The Franck-Condon principle describes the probability of transition between two electronic
states based on the vibronic progression of the two states. It predicts the most likely transition will
occur when the wavefunctions of the initial and final states have the largest vibronic overlap.
Thought of another way, the Franck-Condon principle predicts there will be no change in the
nuclear geometry during an electronic transition. This is because the change in shape of the
electronic wavefunction will essentially be instantaneous compared to the speed of the nuclei,
which will feel the new electric field and eventually reorient to the new equilibrium geometry.
The Frank-Condon principle mandates that electronic transitions are always drawn vertically on
Potential energy surfaces, as the x axis represents the position of the nuclei.
In spectroscopy, parts of molecules are often referred to as chromophores or fluorophores.
A chromophore is the part (or moiety) of a molecule responsible for its color, if any (Figure1.5.3).
When light is absorbed by the chromophore, the resulting conformational change results in the
molecule entering an excited state geometry. Chromophores often do not cause color by emitting
light but by absorbing light (e.g. something that absorbs red and blue will appear green). In these
cases, the absorption of light excites electrons to higher energy levels but the electrons relax to the
ground state without releasing any photons (e.g. by giving off the excess energy as heat or
transferring the energy to another molecule). A fluorophore is the component of a molecule which
results in the re-emission of light or in its fluorescence.
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Figure 1.5.3. An example molecule with the corresponding chromophore highlighted in red.

1.6 NONCOVALENT INTERACTIONS
Chemistry is often studied from a molecular approach with heavy emphasis on the study
of covalent bonding. The nature of the covalent bond has been studied for almost a century and
we are now beginning to understand it from both an experimental and a theoretical point of view.
Unfortunately, a description of a molecule that is dependent solely on covalent bonding is only
accurate if that molecule is isolated in free space. Under most conditions, molecules interact with
each other noncovalently and these interactions affect the properties of the system. Although
noncovalent interaction have also been studied for a long time, they are generally more difficult to
study due to the small magnitude of their effects relative to covalent bonding. Noncovalent is
sometimes used as an umbrella term to include metallic and ionic bonds, but in this dissertation
the term is used to be more synonymous with van der Waals interactions and does not include
other fundamental intramolecular bonds (metallic, ionic, dative) but instead intermolecular forces
e.g. London dispersion, dipole-dipole and hydrogen bonding. Noncovalent interaction between
molecules are capable of greatly affecting the photophysics of a system.
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A covalent bond is usually described by molecular orbital theory as the result of the overlap
of the wavefunctions of two systems. This overlap can be either constructive, strengthening the
bond between the systems or deconstructive, which results in a weakening of the bond. The
overlap is usually greatest between atoms at distances around 2 Å and is generally negligible at
distances greater than 4 Å [36]. In contrast, noncovalent interactions can extend to distances as
large as 100 Å [36]. The attractive (or repulsive) nature of noncovalent interactions are primarily
the result of electrostatics, but magnetic properties can also play a role, dispersion, induction and
the Pauli Exclusion Principle. When considering pure electrostatics, the permanent and induced
electric multipoles of a molecule are generally the properties of interest and only interactions
between charges (monopoles) and dipoles are significant enough to consider.
Noncovalent interactions are usually broken down into London dispersion forces, dipoleinduced dipole interactions, interactions between permanent dipoles and hydrogen bonding, which
is a special case of the permanent dipole. London dispersion forces are usually explained as the
result of the dynamics of the electron cloud around a molecule. Statistically, certain parts of a
molecule will temporarily have greater or less electron density causing a momentary and small
induced dipole that may attract similar phenomena in neighboring molecules; however, London
forces are more accurately describes as the result of intermolecular electron correlation. A
molecule with a permanent dipole may induce a dipole in a neighboring molecule simply by being
in close proximity. The induced dipole will be oriented such that there is attraction between the
two molecules, this is only possible in heterogeneous mixtures and is especially pronounced in
systems possessing charges. Two neighboring molecules with permanent dipoles will also reorient in such a way that there will be an attractive force between them given they are not
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geometrically constrained from re-orientating.
Hydrogen bonding is generally separated from other dipole-dipole. Although hydrogen
bonding can be broken up into strong and weak hydrogen bonds where weak hydrogen bonds have
attractive forces on the order of other noncovalent interactions. Strong hydrogen bonds are the
result of a hydrogen atom having very little electron density because it is bonded to a very
electronegative atom such as oxygen. The relatively large charge separation is a permanent dipole
that strongly attracts other molecules with hydrogen bonding. The reduced electron density around
the hydrogen atom significantly decreases the Pauli repulsion and allows for the hydrogen to come
into a much closer proximity. Since electrostatics follow the inverse square law, this reduced
distance greatly increases the strength of interaction when compared to other dipole-dipole
interactions and results in hydrogen bonding distances comparable to covalent bond distances,
around 2 Å. The effects these noncovalent interactions have on a system can be enhanced or
mitigated by changing other environmental factors such as temperature and pressure.
The noncovalent interactions present in a system can result in changes in the systems
properties from a single isolated molecule. Considering Figure 1.6.1, at the top of the figure is a
single isolated trimethylamine N-oxide molecule (TMAO). It seems clear that this isolated
molecule is not going to be chemically identical to the bottom two images of a TMAO molecule
interacting with either water or methanol, but it is common in chemistry to ignore the effects of
solvents on a system. Even though noncovalent interactions are generally small and often
neglected, they are capable of drastic effects under the right certain circumstances. When the
photophysics of a molecule are altered significantly by solvent effects the molecule is referred to
as being solvatochromic.
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Figure 1.6.1. Structural difference between a single TMAO molecule in space (top) and one
solvated in water (left) or methanol (right).

The magnitude of noncovalent interactions do not need to be as large as covalent bonds in
order for them to be significant.

Noncovalent interactions are responsible for various

supramolecular properties that allows molecules to crystallize, change phase and selfassemble. The study of noncovalent interactions plays a major role in the design and synthesis of
new materials capable of ‘self assembly’ and is also crucial to the understanding of many
biological systems. The hydrophobic effect, hydrogen bonding and π-stacking all play a major
role in the structure and function of proteins and are responsible for the iconic double helix shape
of DNA. Properly understanding the effects of noncovalent interactions has led researchers to
advance fields such as drug transport and molecular recognition. Advances in self-assembly have
given rise to new candidates for constructing organic photovoltaic devices, such as solar cells and
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light emitting diodes (LEDs).
How exactly noncovalent interaction will affect the properties of a previously isolated
molecule can be difficult to predict. Molecular vibrations are usually perturbed but by both
increases and decreases in frequency depending on the nature of the system. Similarly, changes
in electronic transition are not always consistent. Noncovalent interaction may stabilize or
destabilize either the ground or excited state geometry or both resulting in either bathochromic or
hypsochromic shifts in the corresponding absorption and emission spectra.
Modeling the effects of noncovalent interactions is also challenging. It is not feasible to
accurately model an entire system containing moles of solvent molecules. Instead the most
common approaches utilize either a ‘nearest neighbors’ method, where it is assumed only the
molecules in direct contact with one another contribute significantly to the properties of the overall
system, or a dielectric continuum, where the electric properties of a solvent network are mimicked
by a continuous electric field. Since much of the work in this dissertation is done in condensed
phases the effect of local interactions between molecules will be of great importance.
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CHAPTER 2
EXPERIMENTAL SETUP AND DESIGN

2.1 RAMAN SCATTERING
The typical light source for Raman scattering experiments is a laser since lasers are capable
of producing powerful monochromatic light. Although any wavelength of light should be capable
of producing the Raman effect, the 514 nm line of an Ar+ ion laser was chosen for the experiments
done in this dissertation. This line was chosen because it is in the middle of the visible spectrum
where the CCD and photomultiplier detectors have their highest quantum efficiency and also
because it is the highest power line produced by the laser. Two different Raman scattering set ups
were used for this work.
In the first, the beam is reflected by two mirrors and then focused onto a small mirror inside
a filter cube inside a Nikon Eclipse TE2000-U inverted microscope. The mirror reflects the light
beam to the sample at a right angle. The beam is then focused onto the sample using a 10x
microscope objective with numerical aperture 0.25. The resulting Raman scattering is focused
back to the filter block containing the mirror. Since the mirror does not take up the entirety of the
area on the filter block, most of the refocused light is able to pass directly through instead of
becoming reflected back out of the microscope.
The scattered light is redirected by another mirror into a Princeton Instruments Acton
SP2500 triple grating monochromator, which is equipped with 2400 grooves/mm, 300
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grooves/mm and 150 grooves/mm gratings. The gratings diffract the beam into a narrow band of
wavelengths, like a prism, which is then directed onto a ProEM charged-coupled device (CCD)
camera. The photo current produced from each wavelength section is then measured at the detector.
Finally, the measured data can be saved and evaluated on a computer using the WinSpec software.
The software must be calibrated so it can properly correlate vertical column in the CCD array to
the correct wavelengths. This is typically done using the mercury lines of fluorescent lights. A
diagram of this set up is shown in Figure 2.1.1.

Figure 2.1.1. Diagram of CCD based Raman spectrometer
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The second Raman set up utilizes a scanning Raman instrument, the Jobin Yvon Ramanor
HG2S (Figure 2.1.2).

The set up for this instrument is identical until light reaches the

monochromator. This instrument uses a dual grating monochromator with two 1800 grooves/mm
gratings which separate and direct the scattered light through a slit and into a photomultiplier tube.
The mirrors in the instrument rotate to let different wavelengths of the diffracted light reach the
detector.

Figure 2.1.2. Diagram of scanning Raman spectrometer.

In Raman spectra, the intensity of measured Raman scattering is typically plotted versus
the Raman shift. Raman shift is defined as the difference between the measured frequency of
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scattered light and the frequency of the incident light beam (in this case the 514.5 nm line). This
is important because the resulting Raman spectra are independent of the frequency of the light
source since the frequency of the source is subtracted out. The Raman shift is given as a change
wavenumbers (Δcm-1) which are inversely proportional to the wavelength and directly
proportional to energy.

2.2 FLUORESCENCE
The fluorescence spectrometer used for the research presented in this dissertation utilizes
the same set up as the CCD based Raman set up, Figure 5. Multiple laser lines produced by an
Ar+ ion laser, a Kr+Ar+ ion laser, or one of two solid state pulse diode lasers were used as excitation
sources. The resulting data was analyzed using the WinSpec program. Unlike in Raman
spectroscopy, fluorescence spectra are typically plotted as intensity as a function of wavelength in
nanometers (nm).
Since the CCD array is of finite size it does not necessarily detect all of the scattered light.
This is not a problem for the Raman set up because the Raman signal typically ranges from 1003500 Δcm-1, which is an acceptable small range for the 150 groove/mm grating and CCD camera.
However, broader emission spectra may range over 100 nanometers, which is too large for all the
diffracted light to fit on the CCD array. In this case data must be collected multiple times at
different location in the emission spectrum and then spliced together to form one cohesive
spectrum over the entire desired range.
Another consideration for the fluorescence set up is the use of a dichroic filter as a mirror
instead of the small mirror in the Raman set up. The dichroic acts like a mirror for wavelengths
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shorter than some cut off value (our current dichroic cut offs in nm are 425, 515, 535 and 585) and
allow light with a wavelength longer than the cut off to pass through. Dichroics have many
benefits, including blocking out a majority of the excitation intensity, but also have a downside.
Ideally the reflectance/transmission of a dichroic filter would be a perfect step function at the cut
off value. However, dichroic filters are not perfect and the reflectance varies after the cut off
wavelength which can result in artificial peaks in the fluorescence spectrum. Fortunately, artificial
structure created by the dichroic filters can be divided out using a source of white light.
One last consideration for the fluorescence set up is etaloning. At near IR wavelengths, the
silicon that CCD's are made of becomes increasingly transparent and the back surface, where light
interacts with the CCD is typically coated with antireflection. These coatings are not perfect and
their effectiveness varies by wavelength. At wavelengths where silicon is transparent enough that
light can travel the thickness of the CCD several times, the light will reflect back and forth between
the two surfaces. This results in the light self-interfering and the resulting fluorescence spectra
will have unwanted structure as a result. There is little that can be done to remove etaloning effects
since it is a consequence of the CCD camera’s design. However, increasing the entrance slit width
to the monochromator, effectively reducing the resolution, can reduce the effects. Etaloning is
only significant at longer wavelengths.

2.3 FLUORESCENCE QUANTUM YIELDS
Fluorescent quantum yields were collected with one of two methods: absolute quantum
yields for solids and relative quantum yields for samples in solution. The excitation source for
absolute quantum yield measurements was the white light from Xe arc lamp, which was passed
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through a monochromator to obtain monochromatic light ranging from 350-800 nm. The light was
then collimated using a telescope and focused onto a sample inside an integrating sphere. Both the
reflected source light and the resulting emission reflect off the wall of the integrating sphere and
become isotropically distributed. A small amount of the light inside the sphere passes through a
hole and is guided by a fiber optic cable into the Princeton Instruments Acton SP2500 triple grating
monochromator. The emission spectrum of the sample as well as the intensity of the source beam
are both detected, Figure 2.3.1.

Figure 2.3.1. Schematic of the inside of an integrating sphere, reflecting light.

The quantum yield of a molecule is traditionally defined as the fraction of excited
molecules that emit light [37]. However, it is far more common to define the quantum yield as the
ratio of emitted photons to absorbed photons:
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𝜑=

𝜌𝑒𝑚𝑖𝑡𝑡𝑒𝑑
𝜌𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑑

(2.3.1)

It should be noted that these definitions are not equivalent, but it is considerably more tractable to
detect the amount of absorbed and emitted photons and this has become the standard. Calculating
the quantum yield of a sample then requires a minimum of two measurements: one of just the
excitation source and one with both the source and the sample. The decrease in intensity of the
excitation source can then be calculated and compared to the integrated fluorescence of the sample.
It is important that the excitation intensity does not fluctuate or change focus in between
measurements. Quantum yield measurements are very sensitive and uncertainties on the order of
10% are expected.
Since the excitation source must be directly detected for absolute quantum yield
measurements, they can be difficult to calculate for samples with very low quantum yields or poor
absorption. In these cases relative quantum yields may be calculated.
Relative quantum yields rely on the comparison to a known standard with a previously
found quantum yield. The absorption and emission of the sample are then compared the absorption
and emission of the standard in order to determine the quantum yield. Since quantum yields are
wavelength dependent, this method requires the standard to have similar optical properties as your
sample. In the solution phase it is also important to reduce the probability of self-absorption. This
was achieved by using the optically dilute method [37]. The relative quantum yield can then be
calculated by:
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2

𝜑𝑠𝑎𝑚

𝐹𝑠𝑎𝑚 𝐴𝑟𝑒𝑓 𝜂𝑠𝑎𝑚
= 𝜑𝑟𝑒𝑓 (
)(
)(
)
𝐹𝑟𝑒𝑓 𝐴𝑠𝑎𝑚 𝜂𝑟𝑒𝑓

(2.3.2)

where 𝜑𝑠𝑎𝑚 and 𝜑𝑟𝑒𝑓 are the quantum yields of the sample and reference, 𝐹𝑠𝑎𝑚 and 𝐹𝑟𝑒𝑓 are the
integrated fluorescence intensities of the sample and reference, 𝐴𝑟𝑒𝑓 and 𝐴𝑠𝑎𝑚 are the absorbance
of the sample and reference at the excitation wavelength, and 𝜂𝑠𝑎𝑚 and 𝜂𝑟𝑒𝑓 are the indices of
refraction for the sample and reference.

2.4 FLUORESCENCE LIFETIME MEASUREMENTS
Fluorescent lifetime measure measurement utilize the same initial set up at the fluorescence
measurements detector and excitation sources being different.

The excitation source for

fluorescent measurement must be a pulsed source. Typically a pulse width of less than 1 ns is
required in order to accurately measure fluorescent lifetimes. The pulse widths of the two pulse
diode laser in this set up are both less than 150 ps. A pulsed source is required in order to correlate
photons in time by triggering the start and end of data collection.
The fluorescent lifetime measurements do not utilize a monochromator to separate the
emitted light but instead all of the emitted light is redirected into a single photon counting
avalanche photodiode (APD).

The photocurrent generated at the diode is processed by a

Picoquant® photon counting card with approximately 60 ps of jitter. This, unfortunately, means
the system provides no information about the wavelengths of light being detected, but it can be
used in conjunction with the standard fluorescence set up to obtain a spectra. A schematic of the
fluorescent lifetime set up is shown in Figure 2.4.1.
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Figure 2.4.1. Schematic of fluorescent lifetime experimental set up.

The data acquisition is controlled using a LabView® program with monitors and estimated
the decay curves in real time. The data is then saved and analyzed using the Picoquant® software
package. The sensitivity of the detector requires that as much background light as possible be
removed before the experiment is started; however, since most light sources are not time
correlated, excess light merely results in a large and unwanted background and will not affect the
calculated fluorescent lifetimes.
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2.5 DIFFUSE REFLECTANCE
Diffuse reflectance measurements may be considered the solid state equivalent of
absorption spectroscopy. Diffuse reflectance is the isotropic reflection of light in all directions off
of a surface as opposed to specular reflectance in which the light is reflected at only one angle.
Since absorption measurement require the sample to be transparent they cannot be perform on
most solids. Diffuse reflectance is the alternative and it measures the degree to which light is
reflected by the surface of the sample. This set up again utilizes the integrating sphere and Xe arc
lamp.
White light, with similar spectral features as the sun, from the Xe arc lamp is collimated
and the guided to the integrating sphere using a fiber optic cable. The light reflects of the sample
and is isotropically distributed by the surface of the integrating sphere. The light then passes
through a small hole and is guided by a second fiber optic cable into the monochromator and finally
to the CCD camera. Diffuse reflectance requires two measurements. This is because the reactance
of the sample must be compared to 100% reflectance. This is accomplished using a highly
reflective standard, Spectralon®. The percent reflectance of the sample is then a simple ratio of
the sample’s intensity at each wavelength to the intensity of the standard at each wavelength. The
percent reflectance, denoted as R, can then be used to calculate the diffuse reflectance of the sample
using the Kubelka-Munk theory of reflectance:

(1 − 𝑅)2
𝜅
𝑓(𝑅) =
=
2𝑅
𝑠

(2.5.1)

where R is the absolute reflectance of the sample layer, κ is the molar absorption coefficient and s
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is the scattering coefficient.

2.6 SINGLE MOLECULE SPECTROSCOPY
Single molecule spectroscopy is used in this dissertation to study photophysical properties
of single molecules that are building blocks for energy and charge transfer applications. Single
molecule spectroscopy allows for the heterogeneity of molecular properties to be elucidated.
Single molecule spectroscopic techniques have proven to be a valuable spectroscopic method in
recent years to investigate chemical, physical and biological phenomena and for elucidating
structural and environmental information [48–51]. The advent of single molecule spectroscopy is
rather recent with the first single molecule fluorescence detection in 1990 [44,52].
The set up for single molecule detection is the same as the fluorescence experiment except
a 100x objective with numerical aperture of 1.4 is used instead of the 10x objective. This is an oil
emersion objective and its use opens up two different possible alignments for sample excitation:
Epifluorescence and total internal reflection (TIR), Figure 2.6.1. The TIR mode utilizes near-field
evanescent wave generated at the slide sample interface for excitation. These waves do not
penetrate as deeply into the sample and as a result the TIR mode often provides cleaner images of
the sample.
Sample must be prepared differently for single molecule spectroscopy. First cover slips
are plasma cleaned and all reagents must be spectroscopic grade. This ensure that signal is not
coming from contamination. Samples are typically isolated by being dispersed into an inert
polymer matrix of Zeonex®. This isolates the molecules and prevent them from interacting with
their surroundings. Of course, there is still some degree of interaction between the molecules and
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the polymer. Samples need to be ultra-dilute, roughly 10-8 M or lower.
It can be difficult to know if single molecules are present in the sample or not. The
properties of single molecule are different than of bulk sample and this difference can be used help
identify correctly manufactured single molecule samples. The most notable property of single
molecules is blinking. Molecules will absorb and emit light but will occasionally become trapped
in ‘dark’ states and not emit for a short period of time resulting in a blinking effect. The spectra
of single molecules will also be much sharper than that of the bulk sample. The only way to truly
know whether your sample contains a single molecule is to perform photon anti-bunching
statistics.
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Figure 2.6.1. The a) epifluorescence vs. b) total internal reflection modes of the microscope use
for single molecule spectroscopy.
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CHAPTER 3
COMPUTATIONAL MODELING

3.1 INTRODUCTION TO HARTREE-FOCK THEORY
The ultimate goal of computational chemistry is to accurately model chemical systems and
predict their observable properties. Ideally, this would be accomplished by directly solving the
Schrödinger equation in order to obtain an exact wavefunction. Unfortunately, the Schrödinger
equation can be solved exactly for the hydrogen atom, the H2+ molecule (but not analytically) and
iso-electronically similar systems. For chemical systems larger than these, computational
chemistry is forced to rely on methods that approximate the real wavefunction. Computational
chemists utilize a variety of theoretical methods to achieve this by approximating the potential
energies between electrons and nuclei. One method for approximating the Schrödinger equation
for larger systems is the Hartree-Fock Method [38, 39].
The Hartree-Fock method relies on several assumptions. The first of these assumptions is
the Born-Oppenheimer approximation. The Born-Oppenheimer approximation was one of the
most important developments in solving the Schrödinger equation. It was proposed in 1927 by
Max Born and J. Robert Oppenheimer [40] and assumes the wavefunction of a molecule can be
separated into the electronic and nuclear portions. Consider the total non-relativistic time
independent Hamiltonian operator for an arbitrary molecule written in terms of the kinetic and
potential energy of the nuclei and electrons.
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̂𝑡𝑜𝑡𝑎𝑙 = 𝑇̂𝑛 + 𝑇̂𝑒 + 𝑉̂𝑛𝑛 + 𝑉̂𝑒𝑒 + 𝑉̂𝑛𝑒
𝐻

(3.1.1)

where 𝑇̂ represents the kinetic energy operator, 𝑉̂ represents the potential energy operator and the
subscripts 𝑛 and 𝑒 represent the nuclei and electron. In a system composed of multiple nuclei
and/or electrons each term must be a sum over the possible unique combinations. The Born
Oppenheimer approximation takes advantage of the relative masses of nuclei and electrons. Since
nucleons are approximately 2000 time more massive than electrons, if the system is in thermal
equilibrium, the electrons must be moving considerable faster than the nuclei. The result of this
is the electrons moving around in what is essentially a field of fixed nuclei. This approximation
allows for the kinetic energy of the nuclei, 𝑇̂𝑛 , to be treated as zero. Since the nuclei are not moving,
the repulsion between the nuclei, 𝑉̂𝑛𝑛 , may be treated as a constant. Any constant added to an
operator only adds to the resulting eigenvalues and has no effect on the eigenfunctions. As a
consequence, this approximation considerably lessens the difficulty of solving the Schrödinger
equation. The remaining terms of equation 3.1.1 are called the electronic Hamiltonian and describe
the motion of electrons in a field of point charges. Now we can rewrite the Schrödinger equation
in terms of just the electronic Hamiltonian as:

̂𝑒𝑙𝑒𝑐 𝜓𝑒𝑙𝑒𝑐 = 𝐸𝑒𝑙𝑒𝑐 𝜓𝑒𝑙𝑒𝑐
𝐻

̂𝑒𝑙𝑒𝑐 is:
where 𝐻
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(3.1.2)

̂𝑒𝑙𝑒𝑐 = 𝑇̂𝑒 + 𝑉̂𝑒𝑒 + 𝑉̂𝑛𝑒 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡
𝐻

(3.1.3)

The nuclear repulsion energy must then be added back in order to find the total energy.
This results in the total energy depending parametrically on the nuclear position, and allows for
the construction of potential energy surfaces (PESs) for a quantum system.
The next assumption required is to approximate the solution of a many-body problem with
a wavefuntion of N electrons as the product of N one-electron wavefunctions, referred to as the
Hartree product:

𝜓(𝑒1 , 𝑒2 , … 𝑒𝑛 ) = 𝜓(𝑒1 )𝜓(𝑒2 ) … 𝜓(𝑒𝑛 )

(3.1.4)

where 𝑒1 , 𝑒2 , etc. are the coordinates for electron one and electron 2 (usually Cartesian). This
approach is not exact and one of its major failures is that it differentiates between indistinguishable
electrons. Since electrons obey Fermi-Dirac statistics, the wave function must be antisymmetric
and obey the Pauli Exclusion Principle, i.e. the change of signs of any two electrons will also result
in the exchange of spatial and spin coordinates and no two electrons can occupy the same spin
orbital. A new wavefunction may be constructed with these properties by taking the determinant
of a matrix of spin orbitals. Expressing the wave function in this way is called a Slater determinant:

𝜓𝐻𝐹

𝜒1 (𝑒1 ) 𝜒2 (𝑒1 ) ⋯ 𝜒𝑛 (𝑒1 )
𝜒 (𝑒 ) 𝜒2 (𝑒2 ) ⋯ 𝜒𝑛 (𝑒2 )
=
| 1 2
|
⋮
⋮
⋱
⋮
√𝑁!
𝜒1 (𝑒𝑛 ) 𝜒2 (𝑒𝑛 ) ⋯ 𝜒𝑛 (𝑒𝑛 )
1
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(3.1.5)

The number of electrons in equation 3.1.5 is denoted by N. Spin orbitals are represented by
𝜒𝑖 and electrons are denoted by 𝑒𝑖 in parenthesis. The consequences of the Slater determinant are
that if any two electrons exchange spatial and spin coordinates, two rows of the Slater determinant
swap, changing the sign of the determinant and if two electrons occupy the same spin orbital, two
columns in the matrix are identical resulting in a determinant equal to zero.
The basis of the Hartree-Fock (HF) method is to use a single Slater determinant and
optimize the spin orbitals by minimizing the total energy in order to solve for an approximate
solution to the Schrödinger equation. This optimization procedure is made possible due to the
variation principle, which guarantees that the Hartree-Fock energy will always be higher than the
true energy of the system:

𝐸𝑡𝑟𝑢𝑒 ≤ 𝐸𝐻𝐹

(3.1.6)

In 1951, Roothaan demonstrated the ability to transform the differential HF equation can into a set
of algebraic equations using known spatial basis functions [41, 42]. The Hartree-Fock Roothaan
(HFR) equation in matrix form is:

𝑭𝑪 = 𝜀𝑺𝑪

(3.1.7)

where F is the Fock matrix, C is a matrix of coefficients, S is the overlap matrix, and 𝜀 is a diagonal
matrix of orbital energies. The HFR equation must be solved in an iterative manner. An initial
guess is made for the spin orbitals and equation 3.1.7 is solved producing a new set of spin orbitals.
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The new set of spin orbitals is used to repeat the procedure until a nearly identical set of orbitals
is produced as determined by a preset threshold. This is referred to as a self-consistent field. The
HFR equation was a major breakthrough in computationally chemistry because it allows for the
use of basis functions over a purely numerical technique. Originally, Slater type orbitals (STOs)
[43] of the form:

𝜑 = 𝐴𝑒 −𝛼𝑟

(3.1.8)

were used, where A is some polynomial in r. Eventually Gaussian type orbitals (GTOs) [44, 45]
of the form:

𝜑 = 𝐴𝑒 −𝛼𝑟

2

(3.1.9)

became more popular because of the Gaussian product theorem which greatly simplifies many of
the integrals while still offering algebraic solutions to many of the problems encountered when
attempting to solve to HFR equation. The accuracy of the HFR equations can then be scaled based
on the size and form of the basis functions used, with an infinitely large basis set representing the
exact solution and known as the complete basis set limit.
The modern formulation of the HF method incorporates minimal correlation between
electrons with the same spin by obeying the Pauli Exclusion Principle. Correlation energy is
defined as the difference between the exact nonrelativistic energy and the HF energy when the
basis set approaches completeness (the HF limit).
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𝐸𝑐𝑜𝑟𝑟 = 𝐸𝑒𝑥𝑎𝑐𝑡 − 𝐸𝐻𝐹

(3.1.10)

3.2 RECOVERING ELECTRON CORRELATION ENERGY
The Hartree-Fock method recovers around 99% of the total energy of a molecular system.
However, the remaining 1% can be on the order of the energy of a covalent bond. This results in
HF theory not being an adequate approximation for most molecular systems since the omission of
energy on the scale of a covalent bond can be quite significant. Instead post-HF methods which
recover more of the electron-electron correlation energy must be employed. The HF method
determines the most energetically favorable single determinant wavefunction; however, electrons
of opposite spin still remain uncorrelated under HF treatment. Most methods designed to recover
the remaining uncorrelated energies use the HF wavefunction as a starting point, then introduce
excited determinants that are formed by exciting electrons out of the reference function and
forming excited wave functions of various excitation levels (singles, doubles, triples, etc). The
new wavefunction is then expressed as a weighted average of the original HF wavefunction and
the new excited wavefunctions. The three most widely used post-HF methods are configuration
interaction (CI), many-body perturbation theory (MBPT) and coupled cluster (CC) theory.
We will look at configuration interaction since it is the most conceptually simple of these
methods. CI also remains variation so the calculated energy will always be greater than the real
energy.

It is, however, a very computationally demanding method.

As long as the HF

wavefunction Φ0 is a reasonable approximation for the new CI wavefunction, 𝛹0 , then it can be
used as a starting point. The new wavefunction is then:
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𝛹0 = 𝑐0 Φ0 + ∑ 𝑐𝑖 Φ𝑠𝑖𝑛𝑔𝑙𝑒𝑠 + ∑ 𝑐𝑖𝑗 Φ𝑑𝑜𝑢𝑏𝑙𝑒𝑠 + ∑ 𝑐𝑖𝑗𝑘 Φ𝑡𝑟𝑖𝑝𝑙𝑒𝑠 + ⋯
𝑖

𝑖𝑗

(3.2.1)

𝑖𝑗𝑘

where each excited state wavefunction has a correlated coefficient. The coefficients are then
solved for by variational optimization with respect to the electronic energy. MBPT and CC theory
are conceptually similar but the new wavefunctions are constructed differently.

3.3 DENSITY FUNCTIONAL THEORY
Density functional theory (DFT) based methods are widely accepted because of their low
computational cost and good accuracy relative to HF. DFT originates from the Hohenberg-Kohn
theorem[46, 47], which demonstrated that the ground state energy can be determined completely
by the electron density. So there is a one-to-one relationship between the electron density of the
system and the energy. Current DFT methods usually approximately partition the electronic
energy into several parts:

𝐸[𝜌] = 𝑇[𝜌] + 𝑉[𝜌] + 𝐽[𝜌] + 𝐸[𝜌]

(3.3.1)

where 𝜌 is a function of the electrons and is the electron density, 𝑇[𝜌] corresponds to the kinetic
energy functional, 𝑉[𝜌] corresponds to the nucleus-electron potential energy functional, 𝐽[𝜌] is the
classical electron-electron repulsion energy functional and 𝐸[𝜌] is the exchange correlation
functional. The first three terms in this expression are known exactly but the exchange correlation
energy must found through various approximations since its exact form is not known. Common
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expressions include the constrained search formulation and the adiabatic connection.
In DFT methods, all terms except the nuclear-nuclear repulsion are described by a
functional of the electron density; however, the construction of the approximate density functional
𝜌 is the key difficulty and primary work of developing DFT methods. The beauty of DFT methods
is that their computational cost lies somewhere in between ab initio methods and semi-empirical
methods which rely on experimental results. This allows for DFT methods to provide surprisingly
accurate results with relatively low computational demand.
In this work the B3 [48] exchange functional along with the LYP [49] correlation
functional are used, referred to as the B3LYP method. The original Becke-88 correction functional
is based on the generalized gradient approximation and Lee, Yang, and Parr suggested the use of
a gradient corrected correlation functional where the parameters are fit to an ab initio calculation
on the He atom [49]. When using the Becke-88 exchange functional with the LYP correlation
functional you get the BLYP DFT method. This method was one of the first DFT based methods
to be a significant improvement over HF for molecular calculations. When using the B3 exchange
functional with the LYP correlation functional you get the B3LYP method. The B3 signifies a
three parameter hybrid functional that mixes in the HF exchange energy (exact exchange). B3LYP
is one of the most widely used DFT based methods.
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CHAPTER 4
CHARACTERIZATION OF MATERIALS FOR SOLAR TECHNOLOGY

4.1 MATERIALS FOR SOLAR TECHNOLOGY
The inception of solar technology starts in 1939 when French physicist Edmond Becquerel
discovered the photovoltaic effect by observing a photocurrent when platinum electrodes, covered
with silver bromide or silver chloride, was illuminated in aqueous solution [50]. This effect would
be further explored and Willoughby Smith [51] would publish a paper in Nature in 1873 describing
the effects of light on selenium as would Adams [52] in 1876. Hermann W. Vogel, a professor of
photochemistry, spectroscopy and photography at the Königliche Technische Hochschule,
investigated the sensitisation of silver halide emulsions with dyes, finding the photoresponse
significantly extended towards the red. James Moser would later confirm his work in 1887 with
the development of the first dye sensitized solar cell using aniline [53]. A few years earlier, the
first solid state photovoltaic cell was built by Charles Fritts by coating selenium with gold. It
would not be until 1946 that Russell Ohl received the patent for the modern p-n-junction
semiconductor based solar cell.
The first inorganic solar cell was developed in 1954 at Bell Laboratories [54]. However,
organic semiconductors are a less expensive alternative to inorganic semiconductors made
primarily from silicon. This is because organic molecules can be processed by techniques not
available to crystalline inorganic semiconductors [55]. There are three major organic based solar
48

technologies currently competing in today’s market: dye-sensitized solar cells, organic
photovoltaics and perovskites. The research present in this chapter focusses on dye-sensitized solar
cells (section 4.2) and organic photovoltaics (sections 4.3-4.5) and has resulted in the publication
of four papers:

4.2
A. J. Huckaba, F. Giordano, L. E. McNamara, K. Dreux, N. I. Hammer, G. S. Tschumper, S. M.
Zakeeruddin, M. Grätzel, M. K. Nazeeruddi, and J. H. Delcamp, “Indolizine-Based Donors as
Organic Sensitizer Compounds for Dye-Sensitized Solar Cells,” Advanced Energy Materials, 5,
201401629 (2015). DOI: 10.1002/aenm.201401629

4.3
L. Xu, V. R. Manda, L. E. McNamara, M. P. Jahan, H. Rathnayake, and N. I. Hammer, “Covalent
Synthesis of Perylenediimide-Bridged Silsesquioxane Nanoribbons and Their Electronic
Properties,” RCS Advances, 4, 30172-30179 (2014). DOI: 10.1039/C4RA03260H

4.4
F. Begum, J. Fergusona, K. McKenna, L. E. McNamara, N. I. Hammer, and H. Rathnayake,
“Preparation of n-Type Semiconducting Polymer Nanoarrays by Covalent Synthesis Followed by
Crystallization,” New Journal of Chemistry, 39, 2004-2010 (2015). DOI: 10.1039/C4NJ00968A

4.5
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H. Rathnayake, N. Wright, A. Patel, J. Binion, L. E. McNamara, D. J. Scardino, and N. I. Hammer,
“Synthesis

and

Characterization

of

Poly(3-Hexylthiophene)-Functionalized

Siloxane

Nanoparticles,” Nanoscale, 5, 3212-3215 (2013). DOI: 10.1039/C3NR34249B

4.2 INDOLIZINE BASED DONORS FOR DYE SENSITIZED SOLAR CELLS
Dye-sensitized solar cells (DSCs) have undergone continuous improvements since their
introduction in 1991 [56]. Since this introduction, dye-sensitized solar cells have undergone a
systematic development in order to become commercially viable alternatives to the currently more
popular silicon based solar cells. DSCs have already found a home in the solar energy conversion
industry because of the high solar-to-electric power conversion efficiencies (PCEs) they are
capable of attaining and their promise of relative affordability when compared to other solar energy
alternatives [57, 58]. Despite some tremendous success, there are still a number of key aspects of
DSCs which require additional improvements before they are commercially competitive, including
conversion of near-IR (NIR) photons and the price of sensitizer dyes [59]. DSCs are often cited as
cost-effective alternatives to metal-based sensitizers which require expensive rare earth metals,
and the development of organic sensitizers has been the key focus for improving the standing of
DSCs in the solar energy market [58]. These sensitizer dyes have shown remarkable tunability
and demonstrated the ability to utilize NIR photons of up to 1000 nm for solar to electric energy
conversion [60]. The continuous improvement of organic dye sensitizers has led to DSCs with
PCEs greater than 12%, unfortunately PCEs of around 18% are required before DSCs will become
a cost competitive alternative energy [61].
The most common organic dye structure for DSCs utilizes an electron rich donor and an
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electron poor acceptor linked by a π conjugated bridge, the so called donor-π-bridge-acceptor or
D-π-A configuration [62-64]. These systems rely on the intramolecular charge transfer between
the donor and acceptor upon excitation to extend their absorption spectrum into the NIR region.
Research into the dyes’ structure has recently been focused primarily on the development of new
donor fragments and has proved instrumental in increasing the PCEs of these dyes. Focus on the
donor fragment is due to the high-efficiency NIR absorbing D-π-A dyes’ requirement of balanced
donor and acceptor strength in order to avoid nonbeneficial energy level perturbations.
Unfortunately, strongly electron-deficient motifs result in excited-state oxidation potentials that
are too stable for electron injection into the TiO2 conduction band, which results in these dyes
being poor solar to electric energy converters. This has resulted in the stagnation of research into
new acceptor fragments. However, there is a vast need for stronger organic electron-donor
materials which can be matched with the known viable electron-deficient DSC π-bridge-acceptor
fragments [65, 66]. In this section, and indolizine based donor motif is investigated as a viable
visible light absorbing system for DSCs.
Nearly all organic sensitizers with acceptable PCEs utilize one of three arylamine donors:
triphenylamine (TPA), diphenylamine, or indoline. However, these donor systems are not ideal
since their electron donation strength can be mitigated by several factors. First, the electron
donation must be adequately directed onto the acceptor. Next, large energy barriers as a result of
the breaking of phenyl resonance stabilization tends to prevent charge transfer and reorganization
to the dye excited state. Finally, non-optimal alignment of orbitals containing the nitrogen lone
pair with the dye π-conjugated system is often the result of sterically induced twist angles. These
factors can be substantially reduced by designing planar, fully conjugated nitrogen-containing
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donor building blocks for dyes, such as indolizine-based donors. When compared with TPA and
diphenylamine -based donors, dramatic improvements in nitrogen-substituent twist angles are
predicted and computational studies show indolizine has an ideal planar nitrogen-substituent bond
angle. Additionally, the nitrogen lone pair of indolizine may donate either into the 6- or 5-member
ring and still productively deliver the donated electron pair to the π-bridge. Given these desirable
properties, a series of model dyes with indolizine donors are compared to the properties of TPA
and indoline donor-based dyes with identical simple π-bridges and acceptors to clearly illustrate
the effects of changing donor functionality. The dyes for this study were synthesized by the
Delcamp group at the University of Mississippi and are labelled as AH2-AH6 and there
functionality as effective DSCs will be compared to several known standards labelled as C1, CQ1,
and LS1 (Figure 4.2.1).

Figure 4.2.1. The structure of AH2-AH6 (top), the three reference dyes (bottom left) and of a
common π-bridge-acceptor moiety (bottom right).
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Electron injection from each of the dyes into the conduction band of TiO2 was found to be
geometrically and thermodynamically favorable through electrochemical, UV–Vis, and emission
spectrum analysis. To examine the kinetics for electron injection, fluorescence lifetime studies
were undertaken for each of the dyes in solution and on TiO2 films to evaluate electron injection
efficiencies. The ejection efficiency can be calculated by:

𝜏 𝑇𝑖𝑂2
η𝑒𝑓𝑓 = 1 − (
)
𝜏𝑠𝑜𝑙

(4.2.1)

where η𝑒𝑓𝑓 is the injection efficiency and 𝜏 𝑇𝑖𝑂2 and 𝜏𝑠𝑜𝑙 are the fluorescent lifetimes on TiO2 and
in solution respectively. Lifetimes of the dyes in dichloromethane solutions (τsol) were found to
be on the order of nanoseconds ranging from 1.6 to 0.9 ns (Figure 4.2.2, Table 4.2.1). Excitedstate lifetimes of the dyes on TiO2 films (τTiO2) are predicted to be significantly shorter as a result
of electrons being injected from the excited state of the dye into the conduction band of the TiO2,
effectively quenching the fluorescence. Dye–TiO2 film fluorescence lifetimes were measured
under three different environmental conditions: with dye and TiO2 under air, with dye, TiO2, and
the known deaggregation agent chenodeoxycholic acid (CDCA), under air, and finally, with dye,
TiO2, and CDCA in a filled acetonitrile cell containing a typical device electrolyte, lithium iodide
with a concentration of 0.002M. The fluorescent lifetimes of dye plated on TiO2, were found to
be dramatically shorter for all dyes, regardless of other environmental conditions (Figure X, Table
X). AH2 is not included because it has a substantially lower molar absorptivity than the remaining
indolizine-based dyes, which is likely the result of a weakened charge-transfer transition due to
the addition of an electron deficient ester on the indolizine donor. The indolizine donors are more
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sterically congested at the donor-π-bridge bond than phenyl amine-based donors and
computational analysis indicates larger twist angles about this bond, which correlate to diminished
molar absorptivities. This made it a poor candidate for DSCs.

Figure 4.2.2. Comparison of the fluorescent lifetimes of dyes AH3-AH6 in DCM (blue), on TiO2
with CDCA (green) and on TiO2 with CDCA and in acetonitrile LiI solution (red). Single
exponential decay fits to the lifetime curves are shown in black.

Without any additives, the efficiency of electron injection was found to vary between 45%–
82% according to the following order: AH4 > AH3 > AH5 > AH6. Upon introduction of CDCA,
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a substantial increase in the electron injection efficiency was observed for AH5 and AH6 leading
to a range of injection efficiencies from 70%–82%. The increase in efficiency is likely due to the
reduction of intermolecular energy transfer between aggregated dyes on the surface of the TiO2,
which is known to decreases the rate of electron injection into the TiO2 conduction band. Upon
the addition of an electrolyte containing MeCN and 0.002M LiI to give mock-device conditions,
the electron injection efficiency increased even further to >84% for each of the dyes where the
fluorescent lifetime of the dyes was found to be shorter than the pulse width of the laser. To
understand the relative influence of the indolizine donor-based dyes AH3–AH6 on the electron
injection efficiency, the fluorescent lifetimes in solution and on TiO2 were also measured for the
reference dyes CQ1, C1, and LS1 (Table X). Solution fluorescence excited-state lifetimes were
found to range from 2.24–1.88 ns for the reference series, which is only moderately longer than
the lifetimes found for the sample series AH3–AH6 (1.59–0.93 ns). The lifetimes on TiO2 for the
reference dyes were found to be <0.15 ns for each of the dyes without the addition of any other
chemical, resulting in electron injection efficiencies ranging from >93% to >92%. Indolizine dyes
AH3–AH5 show lifetimes on TiO2 ranging from 0.30–0.26 ns without additives.
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Table 4.2.1. Excited-state lifetime measurements for dyes indolizine dyes AH3–AH6 as well as
reference dyes CQ1 , C1 , and LS1.
𝜏𝑠𝑜𝑙 a

𝜏 𝑇𝑖𝑂2b

ηeffb

𝜏 𝑇𝑖𝑂2c

ηeffc

𝜏 𝑇𝑖𝑂2d

ηeffd

[ns]

[ns]

[%]

[ns]

[%]

[ns]

[%]

AH3

1.14

0.30

74

0.30

74

<0.15

>86

AH4

1.59

0.29

82

0.29

82

<0.15

>91

AH5

0.93

.34

63

0.26

72

<0.15

>84

AH6

1.18

0.65

45

0.35

70

<0.15

>87

CQ1

1.88

<0.15

>92

<0.15

>92

<0.15

>92

C1

2.24

<0.15

>93

<0.15

>93

<0.15

>93

LS1

2.18

<0.15

>93

<0.15

>93

<0.15

>93

Dye

a) Measurement made using dye dissolved in CH2Cl2; b) Measurement made using dye-sensitized
TiO2 film in air with no additive; c) Measurement made using dye-sensitized TiO2 film with added
CDCA; d) Measurement made using dye-sensitized TiO2 films with added CDCA and 0.002 M
LiI in MeCN electrolyte.

NIR absorbing dyes for use in DSC devices require a delicate balance between donor and
acceptor strength and tunable, strong donors are needed for many electron-deficient functionalities.
The analysis of a series of possible donors, while π-bridge and acceptor subunits were held
constant to facilitate comparison to previously reported dyes from the literature, reveals new
directions for DSC development. The dyes AH3–AH6 were observed to absorb further into the
visible region than the reference dyes, which is due to a destabilization of the E(S+/S) and a
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synergistic stabilization of the E(S+/S*) energy levels. The electron injection efficiency of the
dyes to the TiO2 conduction band was investigated. The indolizine dyes were found to have
improved electron injection efficiency upon the addition of CDCA, which suggests aggregation is
problematic for these model dyes. Through addition of CDCA and Li+ commonly found in the
dye electrolyte, the electron injection efficiencies were increased to >91%–>84% for each dye.
The in-device λonset reached near 700 nm for AH6, which incorporates significantly more photons
in the visible spectrum than the reference dyes. The internal power conversion efficiencies of AH6
is within ≈25 nm of high-performance dyes (10%–13.0% PCEs) such as Y123, YA422, C259,
SM315 and ADEKA-1.
Given the remarkable electron donation strength of indolizine donors when compared with
state-of-the-art donor functionalities, studies are underway to computationally determine the origin
of the substantial absorption breadth observed from simple indolizine donor-based dyes, increase
the π-bridge conjugation length as well as introduce strong acceptors to access high-efficiency
dyes, reduce twist angles along the conjugated charge-transfer pathway, and to incorporate
additional film morphology controlling substituents on the donor [67, 68]. Tuning τTiO2 dye
surface coverage has proven highly successful for Hagfeldt [69] and Grätzel and co-workers [62,
63] with regard to slowing electrolyte–TiO2 recombination pathways, controlling aggregation
states, and substantially improving device voltages. Studies are underway to similarly bolster the
voltages of indolizine-based dyes.
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4.3 PERYLENEDIIMIDE-BRIDGED SILSESQUIOXANE NANORIBBONS
The hierarchical assembly of nanoscale building blocks with tunable dimensions and
structural complexities is essential for controlling the distinctive geometry of 1D-structures (rods,
wires, belts and tubes). Such nanomaterials are utilized for a variety of nanostructure applications,
including high-strength nanocomposites, field-emitting surfaces, sensors, nanotransistors,
biomaterial delivery tools, optical devices, electrode materials, energy storage devices, and
catalysts [70-78]. Great efforts have been made to develop techniques to produce unique 1Dstructures, such as laser-assisted catalytic growth [79], solution–liquid–solution techniques [80],
template directed synthesis [81], and self-assembly processes from noncovalent interactions [82,
83].
Among different types of 1D-nanomaterials, organic nanostructures have gained interest
due to their distinct optical, electrical, and mechanical properties [70, 71, 84]. The general method
of preparing organic nanomaterials is through noncovalent interactions such as hydrogen bonding,
π – π stacking, and solvophobic and surface effects [85-90]. To date, a variety of supramolecular
architectures has been fabricated by molecular self-assembly of tailored, supramolecular building
blocks [91-97].
Significant research efforts have been reported for the self-organization of
perylenediimides (PDIs) into 1D-structures such as nanofibers, nanowires, and nanoribbons [98102]. The planar π -conjugated aromatic framework of PDIs make them ideal moieties for
supramolecular self-assembly into discrete nanomaterials through strong π – π interactions. To
fabricate PDIs into 1D nanostructures [103] through self-assembly, cofacial π – π stacking is
beneficial. Zhang and co-workers have demonstrated that cofacial π – π stacking between
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molecular skeletons requires the assembly of PDI into 1D structures. A variety of techniques such
as phase transfer, solvent annealing, vapor diffusion, and seeded growth were introduced to
generate nanobelt, nanowires, and nanofibers from PDI systems that would otherwise form bulky
aggregates [98, 103, 104].
Achieving nano-sized structures with distinct geometries via self-organization processes,
however, is a great challenge and has limited control over the morphology of the final structure.
For example, PDI-nanowires prepared using solvent aggregation show wide distribution of
dimensionalities and have limited access to manipulate their chain growth [98]. Alternatively, the
covalent synthesis is an advantage over self-assembly processes for making well-defined threedimensional nanostructures with controlled morphologies upon controlling the concentration of
reactants which determine the chain lengths and geometries. Our collaborator at Western Kentucky
University, Dr. Hemali Rathnayake, demonstrated a novel method to prepare 1D-nanostructures
varied from nanoribbons to nanochains to nanorods via covalent synthesis. The work described
here is the photophysical characterization of the unique nanostructures with controlled geometries
created by manipulating the base concentration during the polymerization process. As depicted in
Figure 4.3.1, perylenediimide functionalized bridged silsesquioxane nanoribbons, nanochains, and
nanorods were all synthesized by Rathnayake and coworkers. The polymerized structure of
perylenediimide units interconnects one another through Si–O–Si bridging units to give PDIbridged silsesquioxane network (PDIB-silsesquioxanes). The methods developed by Dr.
Rathnayake build on her previously published work on preparing poly(3-hexylthiophene)- and
perylenediimide-functionalized silsesquioxane nanoparticles [105, 106].
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Figure 4.3.1. Schematic representation illustrating PDI-nanostructures prepared from PDIfunctionalized silane precursors

The focus of this work is to investigate how different morphologies affect the resulting
optoelectronic properties of these materials, including their photovoltaic performances for bulk
heterojunction solar cells. By comparing the photophysical properties of these materials in the
solution phase, in thin-film morphologies, and at the single nanostructure level, the effect of
architecture on the resulting properties of PDIB nanostructures is revealed.
The UV-visible absorption and photoluminescence (PL) studies of PDIB-nanoribbons
were performed and compared. The photophysical properties of PDIB-nanostructures were studied
in chloroform solution. As depicted in Figure 4.3.2, the solution phase absorption spectra of PDIBnanostructures obtained exhibit typical spectral features similar to the PDIB-silane monomer, with
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three pronounced peaks with a shoulder around 425 nm, which corresponds to the 0–0, 0–1, 0–2,
0–3 electronic transitions respectively.

Figure 4.3.2. Left – normalized UV-visible spectra; right – normalized PL emission spectra of
PDIB-nanostructures (excitation wavelength – 514 nm).

The transition from ground state to the higher levels of electronic states (0–1, 0–2, and 0–
3) are enhanced compared to the 0–0 transition. These spectral changes confirm the strong
molecular stacking between PDI moieties similar to the reports previously published for
aggregated PDI systems [102, 107]. However, there is no evidence of a pronounced absorption
band emerging at longer wavelength which is representative of the effective π – π interaction in
co-facial configuration of molecular stacking [101, 108]. The fluorescence spectra depict the same
peak structures as mirror images of the absorptions with the expected λmax at 532 nm and two
vibronic bands at 574 nm and 625 nm (Figure 4.3.2). There is some overlap of the longer
wavelength absorption bands in the UV absorption spectra and the shorter wavelength emission
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band in the fluorescence emission spectra. This spectral behavior is typical for aggregated PDI
systems as observed previously [109-111].

However, there is no evidence of significant

fluorescence quenching that further confirms the lack of π – π electronic coupling.
Thin film fluorescence emission spectra of PDIB-nanoribbons in bulk and as single
particles were obtained using the 457 nm and 514 nm output from an Ar+ ion laser. As shown in
Figure 4.3.3, the fluorescence emission of bulk PDIB nanoribbons in the solid state is red shifted
with a broader spectrum compare to its solution phase emissions. However, the emission spectra
of single emissive sites in the nanoribbons show well-resolved vibronic bands at 545 nm and 590
nm with a shoulder peak at 640 nm.

Figure 4.3.3. Left: thin-film fluorescence spectra of bulk and single particle PDIB-nanoribbons.
Right-top: bright field and fluorescence emission from the same nanoribbons, and right-bottom:
emission from single emissive sites in nanoribbons after dilution.
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The excited state lifetimes of the nanostructures in ethanol and also in thin films were also
measured. The lifetimes of the nanostructures in solution were 3.2 ns and in the thin films 2.7 ns,
Figure 4.3.4. These values are very close to the excited state lifetimes of other PDI-based
molecules. The shorter lifetime in the films suggests some degree of interaction between
nanostructures and the thin film.

Figure 4.3.4. Fluorescent lifetime curve of PDI nano-Ribbons in thin films (left) and in ethanol
(right).

To understand the chiral organization at the single molecule level and characterize the
degree of chiroptical response of the nanoribbons, single molecule fluorescence detected circular
dichroism (FDCD) was used to study single emissive sites within the nanoribbons. FDCD is
commonly employed to investigate the chiroptical properties of molecular systems and typically
requires the use bulk solutions and therefore produces results based purely on large ensemble
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averaging [112]. The dissymmetry parameter, 𝑔, is used to characterize the degree of chiroptical
response for a given system. The dissymmetry parameter is defined as:

𝑔=

4𝑅
𝐷

(4.3.1)

where D is the dipole oscillator strength and R is defined as:

𝑅 = 𝐼𝑚[⟨𝑖|𝜇|𝑓⟩⟨𝑓|𝑚|𝑖⟩]

(4.3.2)

where i and f are the initial and final states of the involved transition and 𝜇 and 𝑚 are the electric
and magnetic dipoles, respectively [112]. The dissymmetry parameter can also be calculated
experimentally using:

𝑔=

𝐹𝐿 − 𝐹𝑅
𝐹𝐿 + 𝐹𝑅

(4.3.3)

where FL and FR are the fluorescence intensities corresponding the absorption of left and right
circularly polarized light, respectively. The dissymmetry parameter can range anywhere between
±2.45 [112], For most small organic molecules, however, bulk 𝑔 measurements are typically less
than 10-3. Here, bulk FDCD data was collected in the range of excitation wavelengths from 410nm
– 515nm. The total fluorescence and FL - FR for five different temperatures are plotted in Figure
4.3.5 as functions of excitation wavelength. The bulk dissymmetry parameter, for absorption at
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488nm, was found to be 0.25 at 25 ⁰C. Since the bulk system should not exhibit any preferential
absorption of either right or left circularly polarized light, the bulk dissymmetry parameter is
expected to be zero. Both an achiral precursor to the nanoribbons and achiral 10 nm dye filled
fluorospheres were examined for comparison. The precursor demonstrated a response similar to
the nanoribbons while the fluorospheres showed no preferential absorption. This suggests that the
large bulk dissymmetry parameter could be a result of linear polarization artifacts due to either
extrinsic factors, such as the local environment, or the specific rotation of the nanostructures. The
self-aggregation of the nanostructures would likely enhance these effects. The decrease in the
dissymmetry parameter as temperature increases would be a result of decreased aggregation,
increased rotation, and the development of a more isotropic dielectric environment.
The chiroptical properties of systems at the single molecule level were first reported in
2006 by Hassey et. al. [112] Since the chiroptical properties of many systems result in very small
dissymmetry parameters in bulk solution, the results of these original single molecule fluorescence
detected circular dichroism (FDCD) measurements were surprising when they demonstrated
dissymmetry parameters orders of magnitude larger than their bulk counterparts.

65

Figure 4.3.5. Left: Fluorescence detected circular dichroism(FDCD) spectra of a bulk solution of
PDI nanostructures at five different temperatures.

The black curves correspond to total

fluorescence and the red curves correspond to FL - FR; Right: Intensity time traces of five different
nanostructure emissive sites recorded over the course of 80 sequential two-second exposures. Left
circularly polarized light (LCPL) was introduced to the sample plane first and the quarter wave
plate (QWP) was rotated every 20 exposures. The corresponding CCD camera image is on the
right; highlighting which particles belong to the individual time traces.

Time traces of the intensities of single PDI nanostructures embedded in Zeonex® polymer
thin films were gathered by monitoring the intensities of single particles sequentially over all the
exposures in a single run. The thin films were prepared from very dilute solutions of nanoribbons
after sonication. Figure 4.3.3 shows the correlation between bright field images and fluorescence
emission from clusters of nanoribbons.

After further dilution, single emissive site from
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nanoribbons were evident and are shown in Figure 4.3.5. Measurements were made in the thin
films to immobilize the nanostructures as well as protect them from ambient water and oxygen,
which are known to induce blinking, and photobleaching. Between 20 and 50 individual emissive
sites could be seen in any given image. The emissive sites in the nanostructures exhibited standard
single molecule properties such as blinking and photobleaching; however, while imbedded in
Zeonex® the average photophysical lifetime of the chromophores was greatly increased and
photobleaching effects were not found to be relevant over the time frame of the experiment, ~4
minutes.
Representative time traces of five different fluorescent particles are shown in Figure 4.3.5.
As a control, 10 nm dye filled polystyrene fluorospheres were also examined. The fluorospheres
were chosen because they have strong emission and do not photobleach in the time frame of the
experiment. More importantly, the fluorospheres make an excellent control because they are
achiral and should therefore exhibit no response to changing between right and left CPL. Because
of this, time traces of the fluorospheres were used as a baseline for comparison against the PDI
nanostructures. These time traces were recovered in the same manner as the PDI nanostructures
except, due to the higher emission intensity of the fluorospheres, the exposure time was reduced
to half a second. Due to possible artifacts introduced by the turning of the QWP, the first and last
data points of each cycle were not included in the calculation of 𝑔.
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Figure 4.3.6. Histograms of chiroptical response from 10 nm dye filled polystyrene fluorospheres
(top) and emissive sites from PDI nanostructures (bottom). Gaussian fits to both the fluorospheres
and to the nanostructures are provided and the resulting dissymmetry parameter, 𝑔, of each fit is
shown.
68

Time traces from 100 different emissive sites (PDI moieties) were used to obtain a range
of dissymmetry parameters, 𝑔 for the nanostructures. A histogram was constructed and compared
to a histogram of dissymmetry parameters generated from 20 time traces of the 10 nm
fluorospheres, shown in Figure 4.3.6. A sum of three Gaussian functions was fit to the data (χ2 =
32.28) in order to estimate the dissymmetry parameters and their variance. Five time traces that
resulted in dissymmetry parameters greater than 0.5 or less than -0.5 were not included when fitting
the data, but are shown in the histogram.

The three Gaussians represent three different

dissymmetry parameter distributions. Two of these distributions roughly mirror each other with
peaks around +0.20 and -0.23 and the same variance. These two distributions are similar and could
represent two different possible twisting or helical configurations. The value 𝑔 ≈ 0.20 is very close
to the dissymmetry parameter found from the bulk solution which may suggest that intensity
difference between the two helical orientations is the result of a preferred direction for the structure
to twist. The third peak is centered much closer to zero and could suggest that a majority of the
chromophores exist within an achiral environment in the nanostructures.
In this section, the photophysical properties of novel PDI nanostructures were studied in
order to correlate single molecule properties to their bulk counter parts and provide insight in to
the bulk self-aggregating properties of these systems.

Although nanostructures showed poor

performance as acceptors in bulk heterojunction solar cells, the novel synthesis could be useful to
make a wide variety of ligand functionalized nanostructures from appropriately functionalized
monoalkoxysilane precursors. Since this is a unique example for making nanostructures with
controlled morphologies using covalent synthesis, these findings will contribute to the
development of novel functional nanomaterials for organic electronics.
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4.4 SEMICONDUCTING POLYMER NANOARRAYS
Aromatic molecules derived from fused-arenes are a common class of organic
semiconductors known to form one-dimensional (1D) nanostructures through strong π–π
interactions [98, 101, 107, 113-122]. The concept of self-assembly is the most widely used method
to make such nanostructures for designing electronic and optoelectronic devices. A variety of selfassembled

nanostructures

derived

from

aromatic

molecules

including

porphyrines,

hexathiapentacenes, triphenylenes, phthalocynanines, oligoacenes, and perylenetetracarboxylic
diimide derivatives has been prepared by molecular self-assembly processes using non-covalent
interactions.
P-type and n-type organic semiconducting materials have gained tremendous scientific
interest due to their unique electronic properties and have been widely applied in organic field
effect transistors (OFETs), organic light emitting diodes (OLEDs), and organic-based
photovoltaics (OPVs) [99, 123-127]. However, organic based thin-film devices such as bulk
heterojunction solar cells are strongly dependent on the organization of the n- and p-type materials
and their molecular interactions with the substrates. To improve the efficiency of these
optoelectronic devices, it is essential to have well-defined nanoarrays with guidable self-assembly
properties.
Significant research efforts have been contributed to self-assembling p-type
semiconductors when compared to n-type semiconductors. N-type materials are in greater demand
for creating ordered networks with p-type semiconductors for electronic device applications,
especially for OPVs. Among n-type semiconductors, self-organized perylenediimides (PDIs) are
widely studied because of their promising optoelectronic properties as well as their propensity to
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form 1D nanostructures through strong π–π interactions [100, 102, 123].
The self-assembled 1D-structures of PDIs such as nanowires, nanobelts, nanotubes, and
nanofibres were introduced through a variety of techniques such as phase transfer, solvent
annealing, vapor diffusion, and seeded growth. However, these self-organization processes have
limited control on achieving nanosized structures with distinct geometries. It has been shown that
covalent synthesis is an alternative path to make organized nanostructures with controlled
morphologies [106, 128]. Nonetheless, reports to date on preparing ordered nanostructures from
semiconducting polymers are very limited [129-131]. Here, the solution and thin film
photophysical properties of crystalline nanoarrays of polymeric perylenediimide-bridged
silsesquioxanes (poly-PDIB-SSQ), Figure 4.4.1, synthesized by Dr. Hemali Rathnayake and
coworkers at WKU are studies using absorption and fluorescence spectroscopy.

Figure 4.4.1. Schematic representation of the structure and possible ordering of polymer
nanoarrays according to X-ray diffraction pattern.
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Characterization of poly-PDIB-nanoarrays by absorption and fluorescence emission
spectroscopy in chloroform solution (Figure 4.4.2) shows characteristic spectral features similar
to molecular PDI. The absorption spectrum confirmed three pronounced peaks with a shoulder at
425 nm, which corresponds to the 0-0, 0-1, 0-2, and 0-3 electronic transitions, from left to right
respectively.

The fluorescence spectrum in 100% (v/v) chloroform solution depicts similar

spectral features in a mirror image of the absorption with some overlapping between longer
wavelength absorption band and the shorter wavelength emission band. This overlapping is typical
for closely packed PDI systems as reported previously.
The absorption spectrum of poly-PDIB-SSQ nanoarrays in chloroform (CHCl3) to
methanol (MeOH) 1:0, 1:1 and 0:1 solvent mixtures show pronounced electronic transitions from
ground state to higher levels of electronic states (0-1, 0-2, and 0-3) with a rather weak shoulder
from the 0-0 transition. Such spectral changes imply strong molecular packing between the
polymer chains, similar to the spectral signatures reported for self-assembled molecular PDI
nanobelts [107]. Poly-PDIB-SSQ nanoarrays showed complete aggregation in methanol (“poor”
solvent) due to the limited solubility. The overall intensity of the three absorption peaks somewhat
reduced along with the occurrence of slight blue shifting. However, there is no sign of a
pronounced absorption band emerging at longer wavelength (around 565 nm) that corresponds to
the formation of π–π interactions in co-facial configuration of molecular stacking. The
fluorescence spectra taken in 1:0, 1:1 and 0:1 chloroform to methanol solutions shows slight red
shifts (∼5 nm) of emission maxima at 537 nm and 577 nm with no fluorescence quenching, which
supports the lack of co-facial π–π interaction in “aggregated” form of poly-PDIB-SSQ nanoarrays
in solution phase. However, a slight decrease in emission was observed in 0:1 chloroform to
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methanol mixture due to limited solubility resulting in aggregation of polymer chains.

Figure 4.4.2. UV-visible absorption (top) and PL emission (bottom, excited at 497 nm) spectra of
poly-PDI-SSQ nanoarrays in CHCl3 :MeOH ratios.
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The fluorescence emission spectra of poly-PDIB-SSQ nanoarray thin films spin coated 1:0,
1:1 and 0:1 chloroform to MeOH solutions are shown in Figure 4.4.3 and exhibit similar spectral
features as their solution phase emission spectra. The shoulder peak at 630 nm was noticeable in
thin films prepared from 1:0 and 1:1 chloroform to methanol solutions compared to that of the 0:1
chloroform to methanol thin film.

Figure 4.4.3. Thin film fluorescence (excited at 485 nm) spectra of poly-PDIB-SSQ nanoarrays
from 1 : 0, 1 : 1, and 0: 1 CHCl3 to MeOH solutions.
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Although considerable fluorescence quenching was not observed in all three cases, thin
film absorption spectra (Figure 4.4.4) showed dramatic changes in spectral maxima at shorter
wavelength with a pronounced absorption band also emerging at longer wavelength (∼570 nm).
The shorter wavelength absorption peaks that correspond to 0-1 and 0-2 electronic transitions are
attributed to π–π interactions within the closely packed polymer chains. The longer wavelength
band confirmed the presence of co-facial π–π interaction in solid state suggesting that thin films
show similar structural morphology as crystallized polymer nanoarrays. The co-facial π–π
interactions observed in thin films is in agreement with the co-facial ordering suggested from the
powder diffraction data.

Figure 4.4.4. Thin film absorption spectra of poly-PDIB-SSQ nanoarrays from 1 : 0, 1 : 1, and 0:
1 CHCl3 to MeOH solutions
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Excited state lifetimes in solution and solid state are in agreement with their characteristic
optical signatures, Figure 4.4.5. The nanoarrays in 1:0, 1:1 CHCl3 to MeOH solutions showed
longer excited state lifetimes than those in their corresponding thin films due to closely packed
nature of polymer chains in thin films. Interestingly, the excited state lifetimes of the 0:1
chloroform to MeOH solution was nearly identical to that of its corresponding thin film (3.8 ns vs.
3.4 ns, respectively) suggesting that there are some similarities of polymer chain packing in
“aggregated” form in solution phase and thin films. This behavior also coincides with the lack of
a pronounced shoulder at 630 nm in emission spectra of both solution and thin film in Figures x
and y respectively.
Fluorescence spectroscopic signatures in an aggregated state in solution (1:1
CHCl3:MeOH) show a slight red shift (approximately 5 nm) compared to the solvated polymer
with no fluorescence quenching. Interestingly, no distinct spectroscopic shift in absorption was
observed upon aggregation in solution. In thin films, however, aggregation appears to play an
important role in the photophysics of nanoarrays. The research findings described here ultimately
will benefit the design of novel polymeric nanostructures having improved electronic properties
for solar cells and other applications of conjugated polymer materials.

76

Figure 4.4.5. Excited state emission curves of poly-PDI-SSQ nanoarrays in solution and in thin
films created from 1:0, 1:1, and 0:1 CHCl3 :MeOH solutions.
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4.5 POLY(3-HEXYLTHIOPHENE)-FUNCTIONALIZED SILOXANE NANOPARTICLES
Polymeric and oligomeric π -conjugated systems have gained tremendous scientific interest
due to their unique electronic properties and have been widely applied in organic field effect
transistors (OFETs), organic light emitting diodes (OLEDs), and organic-based photovoltaics
(OPVs) [127]. However, organic based thin-film devices such as bulk heterojunction solar cells
are strongly dependent on the polymer morphology and their molecular interactions with the
substrates and other components in the blends [123-126]. Linear conjugated polymers (LCPs)
exhibit very complex self-assembly behavior due to their structural flexibility, longer chain length,
and wide molecular weight distribution. It is essential to develop LCPs having both improved
optoelectronic properties and organisable self-assembly properties. To improve the progress of
organic-based devices, synthetic methods need to be developed to make well defined threedimensional structures with a controlled size, shape, and delicately organized self-assembly
properties.
Significant research efforts have been focused on incorporating LCPs onto a variety of
nanoparticle surfaces to enhance not only their optical responses but also to improve guidable selfassembly properties [132]. Among such nanostructures, functionalized silicas, silsesquioxanes,
and ormosils have provided rich platforms for the covalent attachment of polymers,
macromolecules, and dendrimers for a variety of applications in microelectronics [133, 134]. For
example, these organic–inorganic hybrid structures have been incorporated into organic light
emitting materials to improve thermal and color stabilities, brightness, and quantum efficiencies
[135, 136]. Except for a couple of reports [106, 132], the application of donor and acceptor
functionalized siloxane nanostructures for OPVs has not been explored. Herein, the tailoring a
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semiconducting polymer, poly(3-hexylthiophene), onto a siloxane core structure and the resulting
photophysics are characterized.
UV-visible and photo-luminescence of P3HT-NPs and their blends with PCBM in
chloroform solution are presented in Figure 4.5.1. The absorption spectra of P3HT-NPs in solution
exhibit one broad absorption band with λmax at 445 nm, which agrees with the spectral pattern of
their silane monomer. P3HT-NP/PCBM blends show both PCBM absorbance (λmax at 328 nm)
and P3HT-NPs absorbance (λmax at 452 nm). The peak below 400 nm reflects the transition from
the PCBM ground state to higher singlet states.

Figure 4.5.1. UV-visible (left) and fluorescecne (right) spectra of P3HT nanoparticles (50 nm size)
and two selected blends of P3HT-NP/PCBM in chloroform solution.

The fluorescence behavior under the same conditions was investigated upon excitation at
457 nm. The fluorescence spectra of P3HT-NPs in solution exhibits an emission maximum at 580
nm with a shoulder peak around 630 nm. The emission intensity decreased in the 2:3 P3HT/PCBM
blend compared to the 2:1 P3HT/PCBM blend. This indicated that there was a strong fluorescence
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quenching by PCBM. Thin film fluorescence emission spectra of P3HT-NPs, PCBM, and five
different blends of P3HT-NP/PCBM were obtained by photoexcitation using the 457 nm output
from an Ar+ ion laser and detection using an EMCCD camera. Representative spectra are shown
in Figure 4.5.2. The blend compositions used were 5%, 10%, 25%, 50% and 75% (w/w) of PCBM
prepared from a 10 fold diluted solution of 0.2 mg mL-1 P3HTNP solution in chlorobenzene. The
emission spectra of all five blends mimic the solution phase emission of the P3HT-NPs. The
emission from PCBM was not strong enough to detect. However, the emission maxima of the
blends red shifted with increase of PCBM concentration.

Figure 4.5.2. Comparison of thin film fluorescence emission spectra of P3HT-NPs and PCBM
(left) and P3HT-NP/PCBM blends (right).
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In summary, the photophysical properties of electronically active siloxane nanoparticles
were studied and provided insight into the core ligand interactions. However, more studies are
necessary to comprehensively establish the influence of interaction between polymer chains and
the siloxane network on the photovoltaic performance.

4.6 CONCLUSIONS
In this chapter, the effects of environment on the injection efficiencies of a series of
indolizine based dyes for DSCs was investigated and revealed the dependence of lifetime on the
de-aggregation agent CDCA as well as dependence on a known solar cell component LiI. In
addition, the effects of intermolecular aggregation were investigated in PDI based nanostructure
systems. These studies revealed the dependence of aggregation on the shape of the nanostructure
as well as the effects different solvent have on the self-aggregating properties.
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CHAPTER 5
MATERIALS WITH EMISSIVE PROPERTIES

5.1 EMISSIVE MATERIALS
Even though the emissive properties of material have been known for some time, the
application of these properties had been quite limited until development and understanding of solid
state materials. The first light emitting diode was reported by a Soviet scientist in 1927 [137]. The
development of this technology would be slow and in 1955 the first report of infrared emission by
a GaAs semiconductor was reported by Rubin Braunstein [138]. However, the development of
LEDs were still very costly and they had little practical use until 1968 when the Monsanto
Company began mass producing GaAsP visible light emitting diodes. Still, the promise of cheaper
and more efficient organic and organometallic based emissive material has driven some research
away from semiconductors. In particular, there is high demand for both near-Infrared and blue
emissive materials. Near infrared emissive material have a wide range of applications, but research
is focused on medical uses, while blue emissive materials aim to replace less efficient
semiconductor based diodes.
The research presented in this chapter focuses on the characterization of a series of novel
near infrared emissive material (5.2), a blue emitting pincer complex (5.3) and a near infrared
emissive probe for medical applications (5.4). This research has resulted in two published paper
and one currently in submission:
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5.2 NEAR INFRARED EMISSIVE MATERIALS
Near-infrared (NIR) emissive organic molecules are an emerging class of materials which
have attracted much interest due to their applications in optical and electronic areas [139-146].
Applications of these materials range from use in night vision technologies, secure
communications, fluorescence imaging, transparent photovoltaics, and heat-blocking coating
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[146-159]. In particular, in vivo fluorescence imaging is a rapidly growing, medical diagnostic
technique which makes the development of stable NIR fluorescent tags of great interest.
The development of stable NIR-emitting molecules is complicated by the energy-gap law
which inherently disfavors emission from systems with low energy band gaps [160]. The most
common strategy for the development of organic NIR emitters is to design large π-conjugated
systems containing electron-donating (D) and accepting (A) groups [139, 141, 142, 161-171].
Intramolecular charge transfer (ICT) between the constituent groups results in NIR absorption and
emission. However, molecules containing large π-systems with these features tend to aggregate,
often resulting in aggregation induced quenching of emission. This aggregation significantly
impairs the process of designing efficient NIR emitters in the condensed state. Despite these
intrinsic challenges, narrow band gap organic compounds containing donor-acceptor (D-A) type
chromophores are of great interest since their band gap energy, and other properties, can easily be
tuned through varying the donor and acceptor substituents. Here, we report a new series of (D-AD) thienopyrazines and demonstrate their promise as NIR emitters in solution, while dispersed in
a polymer thin film, and at the single molecule level.
NIR D-A-D dye design relies on the incorporation of substantially electron deficient
building blocks to sever as a single acceptor. Thienopyrazines (TPzs) are attractive, unique
acceptor building blocks as four substitutable positions allow for the installation of two donors and
allow access to two additional tunable positions [172-174]. The pyrazine ring is electron deficient
and the relatively low resonance stabilization energy of thiophene allows for better ICT between
the donor groups and the accepting pyrazine than benzene based aromatics. Additionally, TPz
allows for increased planarity of donor substituents substituted at the thiophene when compared
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with benzene based acceptors due to the use of a less-sterically encumbered five membered ring
and the use of a ring-contained nitrogen atom at the ortho position relative to the donor group. This
increased planarity leads to increased charge transfer band strength to access lower energy
wavelengths and increase absorption strength. Here, an investigation in order to better understand
the ground and excited-state energy level influence of substituents on the pyrazine ring through
targeting a series of dyes with the TPz thiophene substituents held constant.
To investigate the effects of the TPz bridge-based dyes on NIR emissive and energetic
properties,

five

D-A-D

dyes

based

on

the

thioenopyrazine

acceptor

with

the

bis(hexyloxy)triphenylamine (TPA) donor held constant throughout on the thiophene ring while
varying the substituents on the pyrazine ring to evaluate the effects on the emissive properties of
these materials (Figure 5.2.1). The pyrazine ring substituents were varied from alkyl groups, ester
groups, and a series of phenyl substituents baring electron donating groups (OMe), electron neutral
groups (H) and electron withdrawing groups (CO2Me). These dyes were synthesized by our
collaborator Dr. Jared Delcamp and his group at the University of Mississippi.
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Figure 5.2.1: TPz-based target NIR emissive materials of TPz-Et, TPz-CO2Et, TPz-Ph, TPz-PhOMe, TPz-Ph-CO2Me by varying the 2,3-substituents of the TPz ring from electron donating to
electron withdrawing substituents.

The optical properties of each of the TPz D-A-D dyes were analyzed to evaluate the effect
of R-group substituents on absorption range, band gap size and the potential of the products to
function as NIR emissive materials. The TPz D-A-D dye λmax ranged broadly from 530-665 nm as
an apparent single, broad intramolecular charge transfer (ICT) transition. The simple ethyl alkyl
chain shows the highest energy absorption (TPz-Et) and the direct ester substituted group shows
the lowest energy absorption (TPz-CO2Et, Figure 5.2.2, Table 5.2.1). The λonset values ranged from
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650 nm for TPz-Et to 830 nm for TPz-CO2Et with broad absorptions extending substantially into
the NIR range for D-A-D dyes. A clear optical bandgap response can be seen as the absorption
curve onset shifts toward lower energy with increased electron withdrawing group strength for the
aryl substituted dyes as TPz-PhOMe < TPz-Ph < TPz-PhCO2Et.

Figure 5.2.2: Absorption curves of TPz-Et (black), TPz-CO2Et (purple), TPz-Ph (red), TPzPhOMe (blue) and TPz-PhCO2Me (green) in dichloromethane.
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Table 5.2.1: UV-Vis-NIR absorbance and emission data.

a

Dye

λmax

λonset

λemis

Stokes

(TPz-R)

(nm)a

(nm)b

(nm)

shift (nm, eV)

Et

532

650

725

193, 0.62

CO2Et

665

830

---

---

Ph

600

725

793

193, 0.50

PhOMe

590

720

752

162, 0.45

PhCO2Me

626

770

820

194, 0.47

Measured in dichloromethane (DCM). bThe absorption onset (λonset) was taken at the intercept of

a tangent line on the low energy side of the λmax peak and the X-axis.

The emissive properties of the dyes were evaluated in solution, bulk-solid and in single
molecule films. The fluorescence spectra of compounds 1-5 were recorded in CHCl3 (Figure
5.2.3). For applications requiring significant separation of input energy versus output energy such
as live fluorescence imaging, a large stokes shift (>100 nm) is desirable to allow for significant
energetic separation of the excitation source and emitted energy detected to avoid background
signal detection. For this application specifically, ideally molecules should absorb and emit within
the therapeutic window ranging from ~650-1100 nm depending on the targeted tissue region. All
dyes except TPz-Et have appreciable absorptions within the desired regions, and stokes shift of
162-194 nm were observed throughout the series (Table 5.2.1). The largest shifts were observed
for TPz-Et and TPz-PhCO2Me with Stokes shifts near 200 nm. The observed large Stokes shifts
are likely in part due to a geometric reorganization in the excited-state to allow for planarization
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of the TPz substituents (discussion below). TPz-CO2Et was found to be non-emissive which may
be attributed to a substantially lower energy absorption leading to thermal energy loss as the
energy-gap law suggests.

Figure 5.2.3. Fluorescence spectrum of TPz-Et, TPz-Ph, TPz-PhOMe and TPz-PhCO2Me in
CHCl3.

A solvatochromism study was performed on TPz-Ph in order to elucidate the nature of the
intramolecular charge transfer state. The results reveal clear trend of an increased stokes shift as
solvent polarity increases, Figure 5.2.4. The Absorption maximum is relatively unaffected by
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solvent polarity while the emission maximum ranges from 748-806 nm suggesting that the
geometry of the excited state is sensitive to solvent effects. The results can be seen in Figure 5.2.5
and are summarized in Table 5.2.2.

Figure 5.2.4. Plot of solvent polarity [175] vs. stokes shift. Results were fitted to a line of equation
y=ax+b, where y is the Stokes shift in eV, a is 0.0143 ± 0.0008 and b is -0.0788 ± 0.0309.
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Figure 5.2.5. Absorption (left) and emission (right) spectra of TPz-Ph in different solvents.

Table 5.2.2. Results of Solvatochromism Study on TPz-Ph.
Solvent

Absorption Max.

Emission Max.

Stokes Shift

(nm)

(nm)

(nm, eV)

Toluene

600

748

148, 0.41

Ether

600

751

151, 0.42

THF

601

770

169, 0.45

EA

594

768

174, 0.47

Chloroform

601

777

176, 0.47

DCM

598

793

195, 0.51

Acetone

592

793

201, 0.53

DMF

598

806

208, 0.54
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The fluorescence quantum yield (QY) is an important parameter in the evaluation of
emissive materials as a high QY is desirable for accurate detection dyes in low concentration and
for low power consumption devices. All dyes were tested in three solvents systems including
DMF, CHCl3 and a MeOH-CHCl3 mixture both under a nitrogen atmosphere an under ambient
conditions. DMF was selected to evaluate the effects of a polar aprotic solvent, CHCl3 was selected
to evaluate the effects of a relatively low polarity solvent, and MeOH-CHCl3 was selected as a
polar protic solvent system as the dyes were not highly soluble in pure MeOH. Ideally, for
biologically related imaging the dyes should emit strongly in protic environments. The QYs of the
TPz-Ph and TPz-PhOMe dyes are comparable to widely used NIR dyes with emission peaks in the
700-800 nm region such as cyanines [176], benzothiadiazoles [177] and benzothiophenes. [178]
TPz-Et, TPz-Ph, TPz-PhOMe and TPz-PhCO2Me were found to give QYs ranging from 0.3% to
4.3% in various environments. All dyes were found to have higher quantum yields under nitrogen
rather than under ambient conditions; however, the percent decrease in quantum yield varied
dramatically from a 4% decrease for TPz-Et in CHCl3 to an 80% decrease for TPz-PhOMe when
in DMF. TPz-Ph gave the highest QY of 4.3% in CHCl3 under a nitrogen atmosphere. In general
CHCl3 and MeOH-CHCl3 mixtures were minimally affected by ambient atmospheric conditions,
while DMF solutions were much more strongly affected. Under the best conditions tested, the
trend in maximum QY proceeded from TPz-PhCO2Me (0.26%) < TPz-Et (2.3%) < TPz-PhOMe
(2.9%) < TPz-Ph (4.3%). It is noteworthy that despite a ~75 nm lower energy absorption TPz-Ph
demonstrated a nearly two fold increase in QY when compared with TPz-Et. This is likely in part
due to a reduced Stokes-shift as a lower reorganization energy is needed to access the excited-state
resulting in a higher emission energy and better intermolecular spacing of the conjugated electrons
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through out of plane phenyl spacers versus ethyl groups. TPz-Ph also demonstrated the higher QY
in a protic environment of 3.7%, which is nearly an order of magnitude (8 times) higher than for
the next highest performing dye in this environment. The full solvent and atmospheric dependence
of the QY is shown in Table 5.2.3.
Fluorescence lifetimes (τ) of compounds 1-3 were also measured as the QY is related to
fluorescence lifetimes by the equations φ = kr/(kr + knr), where kr is the radiative rate and knr is the
non-radiative rate and τ = 1/( kr + knr) which gives φ = (τ)(kr). While a large τ does not necessitate
a higher φ as kr is independent, increasing τ often correlates to higher φ. TPz-Ph showed a
significantly longer lifetime than the other dyes. Interestingly, TPz-Ph was observed to have a twocomponent decay curve with fast component at ~1 ns for each solvent/atmosphere and
substantially longer excited state decay component lasting approximately an order of magnitude
longer than the fast component. Only the pyrazine-arylated TPz acceptors gave significant two
component fluorescence lifetimes. For all dyes the initial τ1 ranged between ~0.5-1.0 ns in all
solvents and atmospheres analyzed. The solvent dependence of the fluorescent lifetimes is shown
in Table 5.2.3 for the full dye series.
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Table 5.2.3: Emissive properties of TPz dyes in various solvents.
τ1 (ns)

τ2 (ns)

DMFa

1.63

0.85

N/A

DMFb

2.05

0.92

N/A

CHCl3 a

2.16

1.12

N/A

CHCl3 b

2.25

1.09

N/A

MeOH/CHCl3 a

0.36

0.41

0.41

MeOH/CHCl3 b

0.45

0.52

0.52

DMFa

2.13

0.44

14.58

DMFb

3.29

0.65

13.68

CHCl3 a

3.51

1.22

11.42

CHCl3 b

4.29

1.23

13.04

MeOH/CHCl3 a

2.62

0.85

4.46

MeOH/CHCl3 b

3.74

1.02

7.11

DMFa

0.56

0.50

N/A

DMFb

2.87

0.57

N/A

CHCl3 a

0.86

0.68

3.34

CHCl3 b

1.40

0.75

4.06

MeOH/CHCl3 a

0.34

0.55

N/A

MeOH/CHCl3 b

0.41

0.55

N/A

DMFa

0.15

0.54

N/A

DMFb

0.21

0.61

N/A

CHCl3 a

0.21

0.51

N/A

CHCl3 b

0.26

0.58

N/A

MeOH/CHCl3 a

0.08

0.60

N/A

MeOH/CHCl3 b

0.12

0.63

N/A

Solvent

TPz-Et

TPz-Ph

TPz-PhOMe

TPz-PhCO2Me

a

QY(φ) (%)

Dye

Readings were taken in solvents under ambient conditions. bTaken in N2 degassed solvents.
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Since TPz-Ph was found to have the highest QY with emission into the NIR region, solidstate measurements with thin film fluorescence measurements were taken (Figure 5.2.6). Standard
thin films of TPz-Ph display emission spectra comparable to solution phase samples suggesting a
limited aggregative interaction between the dye molecules in the solid state. However, the thin
film emission spectrum of TPz-Ph does not show the same degree of red shifting observed in
solution phase. This indicates that the molecules are more tightly packed in the films than in
solution, inhibiting reorganization. Zeonex® films allow for the direct observation of single
molecule emission in the solid-state through dissolving of the emissive material in a solution of
Zeonex and casting films [112]. These studies allow for the direct observation of the stability of a
single molecule to continuous irradiation and emission. Ultra-dispersed single molecule spectra
in a solid Zeonex® film display a similar λmax as the more concentrated thin film and the solution
but does not tail as far into the longer wavelength region. A fluorescence time trace of a single
molecule of TPz-Ph is shown in Figure 5.2.6, demonstrating that the emission of a single molecule
in the Zeonex® film is stable with continuous fluorescence. The signal to noise ratio at the single
molecule level is considerably worse due to the very weak emission of single molecules compared
to bulk samples.
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Figure 5.2.6. Fluorescence spectrum of TPz-Ph in DMF (upper left), as a neat thin film on a glass
slide (upper right), and dispersed in a Zeonex® thin film (middle), and the accumulated spectrum
of approximately 20 single molecules dispersed in a solid Zeonex® film (bottom).
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A series of four NIR fluorescent compounds, with emission ranging from 600-900 nm,
were studied. The NIR dyes were analyzed with UV-Vis spectroscopy, and fluorometry in a variety
of solutions, as a thin film and in at the solid-state single molecule level in Zeonex® films. These
materials were shown to have near independently tunable ground-state and excited-state oxidation
potentials which gives rise to the opportunity to control and tune energy values in a straightforward
manner. Solution absorption and emission curves show Stokes shifts near 200 nm the TPA-PzTPA (D-A-D) dyes. The Stokes shift origin was examined through computational analysis and
found to correlate with a substantial bond angle change between the donor and acceptor rings.
Good quantum yields near that of commonly used biological imaging dyes such as cyanine dyes
are observed at >4% in the NIR region (775 nm peak emission) despite a considerable
enhancement in Stokes shift values (200 nm vs. ~5 nm). Large Stokes shifts are desirable for living
biological imaging applications to avoid background signals from the excitation source, and the
TPz-based dyes examined have demonstrated a large shift and good emission quantum yield. The
emission of these materials was shown to be stable in a solid film during irradiation, which
suggests the molecules are part of a robust design with potential applications in a range of devices.

5.3 OPTICAL CHARACTERIZATION OF BLUE EMITTING PINCER COMPLEXES
Pincer complexes are a specific class of organometallic compounds containing a tridentate
ligand in which a central moiety and two lateral donor groups bind to a metal center in a meridional
fashion. Since their appearance in 1976 [179], pincer complexes have been extensively
investigated due to their inherent stability and due to the ease with which their electronic structure
and reactivity may be tuned by varying the metal center or the flanking donor groups. This
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structural diversity has been exploited to generate a variety of pincer ligands and complexes,
typically designated by the identity of the ligating atoms as PCP [179, 180], NCN [181-183],
POCOP [184, 185], PNP [186, 187], CNC [188, 189], CCC [190], and so on.
The first SCS pincer complex, a thioether-based palladium(II) derivative, was reported by
Shaw in 1980 [191]. Sulfur-containing pincer ligands have been shown to exhibit a great deal of
architectural diversity and variations in their design including lateral donors such as thioethers
[192-199], thioamides [200-206] or phosphine sulfides [207-209]. Although the chemistry of SCS
pincer complexes is not as developed as that of the related PCP and NCN derivatives, they have
been found to exhibit interesting photophysical properties [202, 204-206, 208, 210] and catalytic
applications ranging from the borylation of allylic alcohols [211] to a variety of cross-coupling
reactions [212, 213]. Additionally, thione and bis-thione ligands have been successfully applied
in catalysis [214, 215].
It is noteworthy that pincer complexes incorporating N-heterocyclic thione (NHT) donor
groups are virtually unknown even though the coordination chemistry of simple monodentate
NHTs has been extensively investigated [216-218]. In this regard, the only metal complexes
containing pincer-type ligands containing NHTs are the copper(I), copper(II), and zinc(II)
compounds reported by Miecznikowski and coworkers [219-223] and the rhodium(I) and
iridium(I) derivatives synthesized by Jia, Huang and Jin [224].
Herein, the photophysical properties (absorption, emission, photostability, and excitedstate lifetime) of the first SCS pincer complex incorporating NHT groups (Figure 5.3.1), both in
solution and in the solid state. This complex was synthesized by our collaborator Dr. Kieth Hollis
and his group at Mississippi State University.
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Figure 5.3.1. Structure of SCS pincer complex incorporating NHT groups

Photophysical properties of pincer complex were evaluated in solution and in the solid
state. The solution data included absorption, emission, and lifetime measurements. UV/Vis
absorption exhibited a broad peak at 291 nm in solution (Figure 5.3.2).
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Figure 5.3.2. UV/vis absorption spectra in methanol (in red) compared to diffuse reflectance
measurements of solid state absorbance (in black).

Upon excitation at 355 nm, the emission spectrum contained a sharp peak at 473 nm
(figure 5.3.3). The pincer complex was found to have a lifetime that exhibited biexponential decay,
suggesting competing electronic transitions (Figure 5.3.4). The lifetimes of the complex included
τ1 of 0.60 ± 0.06 ns and τ2 of 3.91 ± 0.31 ns in MeOH and τ1 of 0.61 ± 0.03 ns and τ2 of 3.72 ±
0.15 ns in CHCl3.
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Figure 5.3.3. Solid state emission spectrum of SCS pincer complex, excited 355 nm.
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Figure 5.3.4. Fluorescent lifetime curves for SCS pincer complex in the solid state (top) in
methanol (middle) and in chloroform (bottom) with decay curve fits in red.

Photophysical data of the pincer complex in the solid state included diffuse reflectance,
emission lifetime, and photostability. The diffuse reflectance spectrum (figure 5.3.2) exhibited a
sharp absorption at 350 nm. The emission lifetime was found to have τ1 of 0.58 ± 0.05 ns and τ2
of 20.74 ± 6.21 ns. For applications in OLEDs the long term stability of the emitter has a direct
impact on the lifetime of the electronic device in which it performs. The photostability of SCS–Pt
complex (Figure 5.3.5) was measured using a 355 nm excitation source, and it exhibited 96%
retention over 6 hours of constant excitation with emission peaks at 581 nm and 473 nm in ambient
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air. The retention of intensity in the emission spectrum indicates that the complex is not
decomposed by ambient oxygen or water even with UV excitation. This level of retention is
comparable to the best reports [225].

Figure 5.3.5. Photostability of SCS pincer complex in the solid state.

The photophysics of the complex were evaluated in solution and in the solid state, with the
complex demonstrating excellent solid state photostability in ambient air with 96% retention of
emission intensity over 7 hours of constant excitation.
The results of this study reveal that the novel SCS pincer complex incorporating NHT
groups is a blue emissive complex which is very stable under ambient conditions. The high
retention and makes this compound an excellent compound for continued research into blue
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emissive material.

5.4 CHARACTERIZATION OF A FLUORESCENT PROBE
Nitroreductase (NTR), is a flavin mononucleotide (FMN) cofactor dependent protein
expressed in Escherichia coli (E. coli), and is known to catalyze the reduction of a nitro groups to
hydroxylamines. These are subsequently converted to an amine in the presence of nicotinamide
adenine dinucleotide phosphate (NAD(P)H) as a cofactor [226]. The large electronic change
resulting from conversion of the electron-withdrawing nitro group to the electron-donating
hydroxylamino group provides a selective ‘switch’ mechanism for the activation of an inert
compound and leads to the release of an active agent. Based on this switch mechanism, various
prodrug or activatable imaging probes have been designed with nitro groups as substrates to be
triggered upon reduction by NTR [227, 228]. The dicoumarin carbonate-based latent fluorophore
was devised for the application in imaging to improve selectivity for NTR and aqueous solubility
[227]. Furthermore, NTR was employed in development of gene-directed enzyme prodrug cancer
therapies (GDEPT), antibody-directed enzyme prodrug therapy (ADEPT) and drug screening as
exemplified with 2,4-dinitrobenzamide (CB1954) [229]. The basis of CB1954 activation has been
fully elucidated and the molecule has advanced into clinical trials [230].
Despite the previous extensive investigation into the use of nitrobenzyl redox switches for
NTR activatable materials, these switches have not been applied for the development of
bifunctional compounds. These compounds can serve as a tool for selective imaging and therapy
[227-230]. In order to design NTR activatable agents with combined imaging and therapeutic
function, the selection of an appropriate reporter is of great importance. Among various reporters,
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fluorophores with emission in the far red and near-infrared (NIR), in the range of 600–1000 nm,
are widely utilized in relevant research settings to overcome the limitation of poor tissue
penetration owing to the interference from background auto-fluorescence from biomolecules [231,
232]. In addition, NIR fluorophores offer several additional advantages over conventional imaging
agents, including high resolution, sensitivity and non-invasiveness [233, 234]. In particular,
methylene blue (MB) has been recognized as a sensible starting point for the development of a
better NIR fluorophore given MB's strong absorption of broadband red light (550–700 nm,
maximum at 664 nm), a wavelength at which absorption and autofluorescence are minimal [235,
236]. Moreover, MB has been applied for clinical therapeutic purposes including treating
methemoglobinemia, Barrett's esophagus, and cervical cancer [237, 238]. MB is also known to be
photodynamically active so that it can inactivate viruses, destroy bacteria, and inhibit cancer cell
growth [239-242]. Given its advantageous properties, MB may be an ideal compound to use in
design of an NTR-switchable probe with both imaging and therapeutic capability.
In this section, the photophysical properties of a novel NIR fluorescent probe, pnitrobenzyl 3,7-bis(dimethylamino)-10H-phenothiazine-10-carboxylate (p-NBMB) which can be
triggered by NTR are investigated. To obtain an activatable MB-based latent fluorescent probe, a
p-nitrobenzyl moiety was conjugated to cage MB at the nitrogen of the phenothiazine ring through
a carbamate bond, thereby quenching electron transfer within the molecule (Figure 5.4.1). This
ultimately leads to improvements in achievable target-to-background auto-fluorescence ratios. In
the presence of NTR, the resultant caged fluorescent probe is intended to be turned back on
undergoing reduction of the aryl nitro group. Subsequently, the benzyl moiety will be removed by
a rapid 1,6-elimination (Figure 5.4.1).
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Figure 5.4.1. Mechanism of switching on the fluorescence probe, p-NBMB, upon reduction of a
p-nitrobenzyl moiety after nitroreductase-mediated activation.

The fluorescence spectrum of the control revealed no emission between 640 and 800 nm
when excited by either 580 nm light using a fluorescence spectrometer or by 514.5 nm laser light,
unless NTR is added in the solution. Heterogeneities of reduced p-NBMB were further observed
with thin film fluorescence emission spectra as shown in Figure 5.4.2. After reduction of p-NBMB
by NTR, several different peaks were recovered in addition to the dominant 680 nm peak in the
spectrum (Figure 5.4.2). These results might be due to the formation of aggregates and excimers
when the reduced p-NBMB interacts with the surface of a glass cover slip. A previous reported
study also showed that the fluorophore MB forms dimers in dilute aqueous solutions and
aggregates at increasing concentration due to the strong π-interactions among MB molecules [243106

245]. Thus, peaks from dimer and aggregates would appear on the longer wavelength at 712 nm
and 728 nm due to the transition dipole moment from the ground state to the lower excited state,
called the N-branch [246]. Considering the increase in fluorescence intensity in the presence of
NTR, we anticipate that uncaging p-NBMB is dependent on nitroreductase-mediated two-electron
reduction of the nitrobenzyl moiety redox switch.

Figure 5.4.2. Heterogeneity of p-NBMB in addition of NTR (1 Unit) with NAD(P)H (1 mM). Thin
film fluorescence emission spectra were obtained at 541 nm excitation.
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In order to verify whether there is a fluorescence response to other redox enzymes, which
may be able to catalyze two-electron reduction, p-NBMB emission was investigated using DTdiaphorase. DT-diaphorase did not induce any noticeable fluorescence signal enhancement from
p-NBMB compared to the negative control without the enzyme, over an incubation period up to
48 h. According to previous studies on triggerable fluorescent probes, nitrobenzimidazoles
containing aryl nitro groups could be an efficient redox switch that can be turned on by DTdiaphorase [247]. In addition, CB1954, the aforementioned prodrug carrying aryl nitro groups,
was found to be activated by both DT-diaphorase and NTR but NTR catalyzed the reduction of
CB1954 60 times faster than DT-diaphorase [248]. However, caged p-NBMB with the pnitrobenzyl modification on the phenothiazine ring was not activated by DT-diaphorase. The result
indicated that p-NBMB can be selectively reduced in the presence of NTR and hence can be used
for NTR detection.
Changes in fluorescence intensity as a function of concentration of p-NBMB, following
incubation with one unit per mL of NTR, were also examined. An increase in fluorescence
intensity was observed when the concentration of p-NBMB was increased from 1 to 10 to 100 μM
(Figure 5.4.3). This result indicates that fluorescence enhancement is dependent on reduction of a
p-nitrobenzyl redox switch by NTR. However, based on qualitative interpretation, the fluorescence
intensity was not proportional to the concentration of p-NBMB within the concentration range.
From this result, we inferred that the fluorescence enhancement would be more related to the
amount of NTR. Hence, two concentrations of NTR, 1 unit per mL and 2 units per mL, were tested
to observe the redox enzyme capacity in releasing fluorophore MB from p-NBMB. At the lowest
p-NBMB concentration, 1 μM, the fluorescence emission intensity was similar, regardless of NTR
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concentrations. This implies that p-NBMB might show a detection limit at p-NBMB
concentrations higher than 1 μM. These results suggest that fluorescence emission occurring by pNBMB reduction was predominantly dependent on the reduction capacity of NTR in the presence
of NAD(P)H, providing its potential use for monitoring NTR.

Figure 5.4.3. Fluorescence spectra of p-NBMB (1 mM, 10 mM, 100 mM) with NTR (1 Unit) in
the presence of NAD(P)H (1 mM) and the negative control without NTR. Spectra were acquired
in 10mMPBS, pH7.4with the excitation at 580nm
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In conclusion, the newly developed NIR fluorescent probe, p-NBMB, equipped with a pnitrobenzyl redox switch that enables selective switching on of fluorescence by NTR shows
promise for further research. Whereas p-NBMB shows no fluorescence emission in PBS buffer at
pH 7.4, it exhibits remarkable NIR fluorescence intensity after undergoing selective reduction by
NTR. Furthermore, p-NBMB fluorescence was induced by incubation with live E. coli bacteria,
indicating that endogenous NTR can activate the nitrobenzyl moiety switch to generate the
fluorophore. This collectively indicates that p-NBMB would be a suitable imaging sensor to detect
bacteria expressing NTR. In addition, p-NBMB also possesses potential as an MB prodrug which
can be applied for the treatment of various diseases.

5.5 CONCLUSIONS
In this chapter, the emissive properties of a series of thienopyrazine based dyes as well as
a palladium pincer complex and fluorescent probe were investigated. It was discovered that
tunable emission of the thienopyrazine compounds could be achieved through variation of the
solvent and a strong dependence on solvent polarity was found. Solvent effects were also found
to be significant during the investigation of the pincer complex, drastically altering the
photophysics from the solid state. The morphology of the NTR probe’s emission also suggests
solvent dependent emission.
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CHAPTER 6
EFFECTS OF NONCOVALENT INTERACTIONS ON SOLID
TRIMETHYL AMINE-N OXIDE

6.1 BIOLOGICAL RELEVANCE AND PREVIOUS WORK
The regulation of organic osmotic solvent (osmolytes) concentration plays a key role in
preventing external environmental stress from damaging living organisms [249, 250]. Novel work
done by Somero et al in the late 1970s through early 1980s suggests osmolyte concentrations are
a result of convergent evolution to survive environmental stress while retaining the functionality
of biological macromolecules [249, 251]. Popular osmolytes, such as urea, are generally known
to cause destabilization in proteins and in RNA [252]. However, Trimethylamine-N-oxide
(TMAO) is a small and prolific osmolyte known to be important in the stabilization of biologically
relevant macromolecules under changes in both pressure and temperature [253, 254].
The mechanism behind the osmolytic stabilization/destabilization of large biomolecules is
still controversial in the literature [255-257]. It is commonly suggested that TMAO’s large dipole
moment plays a critical role in its ability to stabilize biologically relevant aqueous systems [258266]. Research has also demonstrated that the unique ability of the N-O bond to serve as both a
nucleophile and an oxidant [267] as well as TMAO’s impact on solvent rotational dynamics [268,
269] are key factors in properly understanding the osmolyte’s stabilizing effects. A recent study
by Venkatesu et al. studied the interactions between TMAO and the amphiphilic polymer poly(N111

isopropylamide) (PNIPAM) in aqueous solution which demonstrated TMAO’s ability to weakens
hydrogen bonds and collapse of the hydrophobic character of macromolecules.
There has been extensive research into the impact of aqueous TMAO on the local hydrogen
bonding networks of water and other similar solvents [270, 271]. Previous studies conducted by
our lab investigated the effects of TMAO on the hydrogen bonding networks in water, methanol,
ethanol, and ethylene glycol. Results of these studies indicate that, in solution, the oxygen dictates
the local hydrogen bonding network and forces neighboring waters to adhere to a particular
structure. The hydrophobic side of the TMAO does not interact with polar protic solvent but
instead a ‘void space’ is formed.

6.2 CRYSTAL STRUCTURE
The substitution of hydrogen by deuterium has been a common and powerful tool for
spectroscopists to investigate the vibrational and spin dependent properties of systems since the
discovery of heavy hydrogen in 1932 [272]. Changes in the photophysical properties of molecules
as a result of hydrogen/deuterium (H/D) exchange are fairly predictable and it is commonly
assumed that the crystal structure of compounds are unaffected by such exchange. However, this
assumption is not always correct and H/D substitution is capable of altering the molecular
arrangement in the solid state. In recent literature, the terms “isotoporeic polymorphism” and
“isotopic polymorphism” have been proposed [273-275] and a recent publication from Merz and
Kupka provides a brief overview of this phenomenon [276].
This phenomenon is observed primarily in small, hydrogen bonding systems [274, 277283]; however, systems which lack strong hydrogen bonding networks have also been reported
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[275, 284, 285] but seem to be less common. Changes in molecular structure as a result of isotopic
H/D substitution are attributed to anharmonicity in the potentials, tunneling affects and changes in
the zero-point vibrational energy [279, 280, 283, 286-289]. Since changes in the vibrational
structure are easily detectable upon H/D substitution Raman spectroscopy is an ideal tool to probe
these affects and provide insight into the local noncovalent bonding network. In this chpater, we
attempt to elucidate the effects of H/D substitution by investigating changes in intermolecular
interactions of a small benchmark system with strong non-hydrogen bonding dipole-dipole
interactions: crystalline trimethylamine N-oxide (TMAO) and its perdeuterated analogue (TMAOd9).
Crystalline TMAO is a desirable system not just because of its prospect as a benchmark
molecule but also because of its biological significance. However, there is very little literature
exploring the chemical properties of TMAO in the crystalline phase and how these may impact its
solvation. This seems to be largely a result of TMAO’s biological relevance overshadowing its
importance as a benchmark system for strong dipole-dipole interactions.

In this work we

investigate the differences in the crystal structures of TMAO and TMAO-d9 as well as elucidate
the effects of temperature and pressure on the vibrational structure of both systems using Raman
spectroscopy in a diamond anvil cell, under liquid nitrogen and with electronic structure theory.
Powder X-ray diffraction experiments were performed using a Bruker Kappa Apex-II
diffractometer. Collection of the X-ray data, unit cell refinement and initial data reduction were
performed using the Olex² software. SADABS-2012/1 (Bruker,2012) was used for absorption
correction. The structure was solved by direct methods using the SHELXS program and refined
with SHELXL [290]. The crystal structures are present in Figure 6.2.1.
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Figure 6.2.1. The crystal structures of TMAO (top) and TMAO-d9 (bottom), hydrogen atoms have
been omitted for clarity.
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The basic experimental details of the structures are also presented in Table 6.2.1.

Table 6.2.1. Crystallographic data for TMAO and TMAO-d9
Structure

TMAO [291]

TMAO-d9

Crystal System

monoclinic

monoclinic

Space Group

C 2/m

P 21/c

a/Å

10.154

4.9682(4)

b/Å

8.793

8.5080(6)

c/Å

5.006

10.0699(8)

α/deg

90

90

β/deg

91.03

91.321(6)

γ/deg

90

90

V/Å3

446.884

425.536

Z, Z’

4, 0

4, 0

The results of the X-ray crystallographic analysis real the TMAO and TMAO-d9 do not
possess isomorphic crystal structure. This is relatively unique and is likely the result of the
changing zero point vibrational energy. The crystal structures are very similar with the only
difference in the space groups being an additional twist plane in the TMAO-d9 crystal.
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6.3 COMPUTATIONAL INVESTIGATION OF CRYSTALLINE TMAO
Density functional theory [46, 47] (DFT) computations were performed using the Gaussian
09 software package [292]. The B3LYP density functional [48, 293] was employed using a Pople
style split valence double-ζ basis set with polarization and diffuse functions, 6-31+g(d, p). A dense
numerical integration grid composed of 99 radial shells and 590 angular points per shell was used
for all of DFT calculations. The electronic energy was converged to at least 10-9 Eh and initial
geometries were obtained from crystallographic data. Three different optimization calculations
were run for both TMAO and TMAO-d9, one gas phase and two crystalline.
Calculations of crystalline TMAO were done by first taking an array of TMAO unit cells
and choosing a central TMAO molecule. Next, all TMAO molecules except for the central TMAO
and its nearest neighbors were removed. This process left a central TMAO molecule surrounded
by 10 neighboring molecules (Figure 6.3.1). The resulting structure was optimized through two
different approaches. The ‘rigid crystal’ method, in which all atoms except those contained by the
central TMAO molecule were froze, and the ‘non-rigid crystal’, in which all non-hydrogen atoms
except those contained by the central TMAO molecule were froze. A similar approach has yielded
results consistent with second order Møller-Plesset perturbation theory in previous work
investigating small vibrational shifts in pyrimidine induced by complexation with water [294, 295]
and in the investigation of crystalline pyrimidine [296]. Calculated vibrational modes were
compared to previously determined literature values as well as the values determined in this work.
C-H stretching modes were scaled by a factor of 0.965.
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Figure 6.3.1. Image of TMAO crystal starting point for calculations.

Comparison of the energy of calculated modes for TMAO between 50 and 650 cm-1, shows
good agreement with experiment with all three models (Figure 6.3.2a). In the two crystal models
translational and rotational motion is not subtracted out and instead manifests as low energy
phonon modes, < 200 cm-1.These modes can be seen in the two crystal models but do not line up
well with experimental data. Gas phase calculations predict a single peak for both the C-N-C bend
and N-O rock. Although the energies predicted line up well with the experimental spectrum, they
do not show the observed splitting. Both crystal models predict splitting in the degeneracy of the
N-O rocking modes but only the non-rigid crystal model predicted splitting in the C-N-C bend,
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suggesting the splitting is a result of intermolecular interactions with neighboring TMAO
molecules.
In the C-N and N-O stretching region between 700 and 1500 cm-1, all models show strong
agreement with the experimental C-N-C stretch (Figure 6.2.1b and c). However, the gas phase
calculation predicts a visible difference between the N-O stretch and C-N-C asymmetric stretch.
Neither crystal model predicts a significant difference between the peaks and agree much better
with the experimental results, although a shoulder can be seen in the non-rigid crystal model. The
splitting in the C-H wagging/twisting region of the experimental spectrum, 1000-1600 cm-1, is also
more accurately predicted by the crystal models.
The high energy C-H stretching modes, >2990 cm-1, of all three models agree very well
with experimental data, with the non-rigid crystal model being the most accurate (Figure 6.2.1d).
However, the C-H symmetric stretches seem to be particularly challenging to predict. The gas
phase and rigid crystal models predicts a single peak for the C-H symmetric stretch while the
experimental spectrum show several peaks between 2750 and 2990 cm-1. Although the non-rigid
crystal model predicts a considerable degree of splitting in this region, the general pattern does not
appear to line up well with the experimental spectrum.
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Figure 6.3.2. Comparison of experimentally determine TMAO spectrum and three computational
models labelled as GP for gas phase, RC for rigid crystal and NRC for non-rigid crystal.

Calculations were also performed for the perdeuterated TMAO crystal structure. All
models predicted the lower energy, 650-1200 cm-1, Raman modes for TMAO-d9 with good
agreement to experiment (Figure 6.3.3a).

Surprisingly, the gas phase calculation agrees

exceptionally well compared to the TMAO calculations. However, the C-H stretching modes, are
better predicted using the non-rigid crystal model (Figure 6.3.3b), with the gas phase and rigid
crystal model again predicting very little or no splitting in the C-H symmetric stretch. The nonrigid crystal model predicts the general distribution of peaks for the symmetric C-H stretch
splitting. This model also agrees very well with the higher energy C-H stretching peaks. The
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greater agreement in the TMAO-d9 calculations over the TMAO calculations suggests
intermolecular interactions play a smaller role in crystalline TMAO-d9 than in TMAO.

Figure 6.3.3.

Comparison of experimentally determine TMAO-d9 spectrum and three

computational models labelled as GP for gas phase, RC for rigid crystal and NRC for non-rigid
crystal.

6.4 HIGH PRESSURE RAMAN SPECTROSCOPY OF CRYSTALLINE TMAO
High pressure Raman spectra were obtained through the use of a diamond anvil cell
(DAC). Solid TMAO was packed into a 0.24mm diameter hole in a stainless steel gasket along
with a single ruby sphere. Nujol® was used as a pressure transmitting medium to ensure even
compression throughout the sample. The pressure was calculated by tracking the shifts in the
Ruby’s photoluminescence, R1 line [297, 298]. Maximum pressures achieved were on the order
of 6 GPa. A Nikon Eclipse TE2000-U inverted microscope paired with a Princeton Instruments
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ProEM 1024 CCD camera were used for signal collection. A Princeton Instruments Acton SP2500
monochromator equipped with a 2400 grooves/mm grating was used to achieve spectral resolution
of 0.01 cm-1. The 514.5 nm line of a Coherent Innova Ar+ ion laser was employed as the Raman
excitation source along with two 520 long pass filters to prevent laser bleed through to the CCD
camera.
Ambient Raman spectrum, taken with the sample inside the DAC, matches previously
reported spectra well [270, 271]. In order to more clearly represent the data, Raman modes were
separated into distinct regions. The TMAO spectra have been separated into four distinct regions
roughly correlated to different vibrational regions: the C-N stretching region between 750 and 800
cm-1, the N-O stretching region between 930 and 980 cm-1 and the C-H stretching regions between
2930 and 3070 cm-1. Spectra for TMAO-d9 were also separated: C-N/N-O stretching region
between 675 and 950 cm-1, C-D wagging/twisting region between 1025 and 1225 cm-1 and the CD stretching regions between 2060 and 2340 cm-1. The Raman vibrational spectra were measured
as a function of the total pressure in GPa.
Upon compression of TMAO continuous changes were not detected in any of the observed
regions. This can be seen most clearly by plotting the peak shifts against total pressure, Figure
6.4.1. All observed modes show blue shifts. The first proposed phase change occurs between 1.18
and 2.20 GPa, where the Raman shift was nearly constant over an increase in pressure of 1.02 Gpa.
The emergence of a shoulder peak can also be seen in the 945 cm-1 N-O stretch. The emergence
of new peaks could be the result of either a change in the space group of the crystal or due to
increased intermolecular interactions which leads to more easily observed correlation splitting.
The emergence of this peak is likely caused by the latter since theoretical calculations predict two
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nearly degenerate peaks at 945 cm-1, but splitting in those peaks can be seen in the non-rigid crystal
model. The second proposed phase shift occurs between 3.94 and 4.33 GPa. This change is seen
primarily in the C-H stretching region.
Upon compression of TMAO-d9 continuous changes were detected in all of the observed
regions. Again, the peak shifts are plotted against total pressure, Figure 6.4.2. All observed modes
show blue shifts but they appear to increase relatively linearly with the pressure. These results
further support the earlier conclusions regarding the computational results. It appears that the
TMAO-d9 crystal is not perturbed to the same degree as the TMAO crystal suggesting considerably
less interaction between local TMAO-d9 molecules.
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Figure 6.4.1. Graph of Raman shift as a function of pressure for TMAO with two proposed phase
shifts illustrated as dotted black lines.
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Figure 6.4.2. Graph of Raman shift as a function of pressure for TMAO-d9.
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6.5 RAMAN UNDER LIQUID NITROGEN (RUNS)
Raman spectra were also taken under liquid nitrogen using a Jobin-Yvon Ramanor HG2-S
Raman spectrometer with two 1800 grooves/mm gratings and a thermoelectrically cooled (-30 °C)
photomultiplier tube as the detector. A scan speed of 2 cm-1/s was employed. The 514.4 nm line
of a Kr+Ar+ ion laser was utilized as the Raman excitation source. A stainless steel sample holder
surrounded by Styrofoam for insulation held the sample in place while covered in liquid nitrogen.
Due to the long time period of a single scan, RUNs spectra were taken in segments in order to
prevent the evaporation of liquid nitrogen from affecting the spectra.
RUNs spectra of TMAO reveals blue shifting of all normal modes, most notably in the
lower energy modes (Figure 6.5.1) ranging from 200-1600 cm-1. Some extra splitting can also be
seen at the peak around 1265 cm-1. It is interesting to see significant blue shifting in the N-O and
C-N-C symmetric stretches; however, RUNs spectra of TMAO-d9 do not show this shifting. Other
modes in the TMAO-d9 are also considerably less blue shifted, again supporting the conclusion
that forcing these molecules together is no increasing their intermolecular interactions as
significantly as in TMAO. It should be noted, however, that some of the Raman modes in the
TMAO-d9 spectra do noticeably change shape.
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Figure 6.5.1. Comparison of RUNs spectra for TMAO (top) and TMAO-d9 (bottom) in red to room
temperature spectra in black for modes between 150 and 1600 cm-1.

Looking at the higher frequency C-H and C-D stretching modes (Figure 6.5.2) we see the
opposite result of the lower energy modes. In this case it appears that the C-H stretching modes
of TMAO are relatively unperturbed by the decrease in temperature while the C-D modes can be
seen to have significantly blue shifted. The increased interaction in the C-D stretches may be
explained by the difference in space group between TMAO and TMAO-d9. The primary difference
in the space groups is a twist angle which result in slightly different placement in the TMAO
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molecule in the Horizontal plane (perpendicular to the alignment of the N-O dipole) but does not
affect the vertical placement.

Figure 6.5.2. Comparison of RUNs spectra for TMAO (top) and TMAO-d9 (bottom) in red to room
temperature spectra in black for modes between 1950 and 3100 cm-1.

6.6 CONCLUSIONS
The effects of increasing noncovalent interaction via pressure and temperature changes
have been investigated using Raman spectroscopy and electronic structure theory. The result
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suggest that the lack of an isomorphism between TMAO and TMAO-d9 crystal structures affects
the degree to which the individual molecules in each system interact with one another. Both
computational and experimental Raman result reveal that the perdeuterated TMAO-d9 crystal
structure is significantly less vulnerable to external stress from pressure and temperature when
compared to TMAO. The work presented in the chapter is currently in preparation for submission
to Crystal Growth & Design.
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CHAPTER 7
DEVELOPMENT OF HYBRID SURFACE-GAS PHASE EXPERIMENT

The design of a new surface-gas phase hybrid experiment has been continuous for several
years. The goal of this experiment is to study thin films of new emissive material under controlled
atmospheres or other controlled environments. The experiment consists of a steel chamber with a
small opening on which a glass coverslip containing a sample will fit over. The chamber is then
put under vacuum so that the sample is essentially in isolation. A pulse valve is then used to either
pulse in a new atmosphere or use an inert gas to pulse in clusters of a desired solvent to microhydrate the sample over time. A schematic representation of the experimental set up is shown in
Figure 7.1.
This setup has been tested on a blue emissive pincer complex synthesized by Dr. Keith
Hollis and his group at Mississippi State University. This complex contains a carbon monoxide
ligand which is believed to detach in air. Free oxygen in the air will then bind to the complex,
resulting in the loss of optical activity. The photostability of this complex was measured in air and
then under nitrogen, in vacuum and finally under a CO atmosphere using this setup (Figure 7.2).
The results of this experiment support the proposed mechanism for photodegradation of the
complex in the presence of oxygen. The photoretention in air is only 30% while in vacuum and
under nitrogen this is increased substantially to 47-46%. By introducing the sample to a CO rich
atmosphere the retention can be increased even further to 60%.
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Figure 7.1. Experimental setup of hybrid surface-gas phase experiment.

The development of this experiment is essential to future studies on the effects of
noncovalent interaction on emissive systems as it allows for more control over the local
environment than the study of bulk solutions.

Future experiments plan to look at the

solvatochromic effects of different solvents on NIR emissive materials synthesized by the
Delcamp group at the University of Mississippi.
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Figure 7.2. Photostability of CO pincer complex in different atmospheres.
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CHAPTER 8
CONCLUSIONS

This dissertation work has involved the spectroscopic study of newly developed materials
that have applications in solar energy, as emissive materials and as fluorescent probes for
medicinal purposes. Molecules of study include perylenediimide functionalized bridged-siloxane
nanoparticles, nanoribbons and nanoarrays for photovoltaic cells, indolizine based dye sensitizers
for dye sensitized solar cells, a group of thienopyrazines for NIR emissive materials, a SCS pincer
complex as a blue emitting emissive material, and a fluorescent probe for medical tagging.
Investigation into all of these materials has provided new insight into how their structure impacts
the materials’ photophysics. With this information, new materials have been designed for further
investigation. In total, 7 publications have resulted to date, including one first author manuscript
and an additional two manuscripts are currently in submission. All published manuscripts are listed
here:

1) H. Rathnayake, N. Wright, A. Patel, J. Binion, L. E. McNamara, D. J. Scardino, and N. I.
Hammer, “Synthesis and Characterization of Poly(3-Hexylthiophene)-Functionalized Siloxane
Nanoparticles,” Nanoscale, 5, 3212-3215 (2013). DOI: 10.1039/C3NR34249B

2) L. Xu, V. R. Manda, L. E. McNamara, M. P. Jahan, H. Rathnayake, and N. I. Hammer,
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“Covalent Synthesis of Perylenediimide-Bridged Silsesquioxane Nanoribbons and Their
Electronic Properties,” RCS Advances, 4, 30172-30179 (2014). DOI: 10.1039/C4RA03260H

3) G. E. Tyson, K. Tokmic, C. S. Oian, D. Rabinovich, H. U. Valle, T. K. Hollis, J. T. Kelly, K.
A. Cuellar, L.E. McNamara, N. I. Hammer, C. E. Webster, A. G. Oliver, “Synthesis,
Characterization, Photophysical Properties, and Catalytic Activity of a SCS bis(N-heterocyclic
thione) (SCS-NHT) Pd Pincer Complex,” Dalton Transactions, 44, 14475 - 14482 (2015). DOI:
10.1039/C4DT03324H

4) J. Bae, L. E. McNamara, M. A. Nael, F. Mahdi, R. J. Doerksen, G. L. Bidwell III, N. I. Hammer
and S. Jo, “Nitroreductase‐triggered activation of a novel caged fluorescent probe obtained from
methylene

blue,”

Chemical

Communications,

51,

12787-12790

(2015).

DOI:

10.1039/C5CC03824C

5) A. J. Huckaba, F. Giordano, L. E. McNamara, K. Dreux, N. I. Hammer, G. S. Tschumper, S.
M. Zakeeruddin, M. Grätzel, M. K. Nazeeruddi, and J. H. Delcamp, “Indolizine-Based Donors as
Organic Sensitizer Compounds for Dye-Sensitized Solar Cells,” Advanced Energy Materials, 5,
201401629 (2015). DOI: 10.1002/aenm.201401629

6) F. Begum, J. Fergusona, K. McKenna, L. E. McNamara, N. I. Hammer, and H. Rathnayake,
“Preparation of n-Type Semiconducting Polymer Nanoarrays by Covalent Synthesis Followed by
Crystallization,” New Journal of Chemistry, 39, 2004-2010 (2015). DOI: 10.1039/C4NJ00968A
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7) L. E. McNamara, N. Liyanage, A. Peddapuram, J. S. Murphy, J. H. Delcamp, and N. I. Hammer,
“Donor-Acceptor-Donor Thienopyrazines via Pd-Catalyzed C-H Activation as NIR Fluorescent
Materials,” Journal of Organic Chemistry, (2015). DOI: 10.1021/acs.joc.5b01958
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