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Abstract—We develop an algorithm for single-image superres-
olution of remotely sensed data, based on the discrete shearlet
transform. The shearlet transform extracts directional features
of signals, and is known to provide near-optimally sparse rep-
resentations for a broad class of images. This often leads to
superior performance in edge detection and image representation
when compared to isotropic frames. We justify the use of shear-
lets mathematically, before presenting a denoising single-image
superresolution algorithm that combines the shearlet transform
with sparse mixing estimators (SME). Our algorithm is compared
with a variety of single-image superresolution methods, including
wavelet SME superresolution. Our numerical results demonstrate
competitive performance in terms of PSNR and SSIM.
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I. INTRODUCTION
Superresolution is the problem of increasing the resolution
of an image without introducing artifacts. It is a significant
problem in image processing generally [1] and remote sensing
specifically [2], [3], [4], [5], [6]. We aim to recover an image
signal f : [0, 1]2 → R given measurements
y = L(f) +N , (1)
where L is a degradation operator, for example a low-
pass filter, and N is a noise term. In our case, L(f) is a
downsampled version of f , N is a noise image where each
pixel is generated as a realization of a Gaussian random
variable, and y is a noisy and downsampled version of f .
In this context, the goal of superresolution is to recover the
original image f by increasing the resolution and denoising
y. Qualitative analysis of superresolution is based on visual
appearance of the superresolved image, which should be sharp
and without artifacts. Quantitative evaluation measures include
peak-signal-to-noise-ratio (PSNR) and the structural similarity
index metric (SSIM) [7], which is designed to be consistent
with human visual perception.
The present article develops an algorithm motivated by the
rich theory of anisotropic harmonic analysis. We consider a
generalization of the state-of-the-art method of superresolution
with wavelet sparse mixing estimators (SME). This method
was introduced by S. Mallat and G. Yu [8], and performs
strongly in terms of visual quality and quantitative metrics.
Our generalization incorporates anisotropic shearlets into this
regime, in order to capitalize on the theoretical near-optimality
of shearlets for sparsely representing certain classes of images
[9], [10].
II. BACKGROUND ON SUPERRESOLUTION
A. Problem Formulation and Basic Methods
Superresolution aims to increase the resolution of the data y
by recovering f as in (1). The signal produced by the superres-
olution algorithm may then be compared to the original image
before degrading and adding noise. Theoretically, this involves
solving an inverse problem (1) that is usually ill-posed. For nu-
merical algorithms, interpolation is usually performed instead
of inversion. Letting I be a discrete image represented as an
M×N matrix, a superresolution algorithm outputs an M˜×N˜
matrix I˜ , with M < M˜, N < N˜ . We consider a typical case
where M˜ = 2M and N˜ = 2N , corresponding to doubling
the resolution of the original image. Images with multiple
channels, such as hyperspectral images, can be superresolved
by superresolving each channel separately.
Superresolution can be implemented by using information
in addition to I , such as low resolution images at sub-
pixel shifts of the scene [11], or images of the scene with
different modalities. The latter method is related to the specific
problem of pan-sharpening [12]. Alternatively, superresolution
can be performed using only I; this is called single-image
superresolution. In this article, we develop a single-image
superresolution method requiring as input only the image I ,
along with relevant algorithm parameters.
B. Superresolution in Remote Sensing
A variety of techniques for superresolution of remotely
sensed data have been developed, including spatial-spectral
methods [2], neural networks [13], and sparse dictionary meth-
ods [14]. The superresolution of remotely sensed hyperspectral
data has been used to improve classification performance,
where low spatial resolution leads to mixed pixels for which
classification is very difficult, [3]. Different superresolution
methods have successfully improved the accuracy of waterline
mappings [15] and land cover change [6]. More general
problems in target identification using remotely sensed data
have also been addressed via superresolution algorithms [13].
In addition, the superresolution of general remote sensing
data is significant for image registration. The registration of
multimodal remote sensing images is a significant problem,
and a particular challenge is that images to be registered are
sometimes not of the same resolution [16]. A common solution
is to downsample the higher resolution data until it is the
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2same resolution as the lower resolution data [17], [16]. This,
however, destroys valuable information via downsampling. It
is more desirable superresolve the lower resolution data, which
preserves the detailed information in the high resolution image.
Registering multimodal data is particularly challenging, so
we consider our algorithm on a variety of image modalities.
The proposed algorithm performs purely spatial single-image
superresolution, and does not superresolve along the spectral
dimension of multispectral and hyperspectral images. Instead,
each band is superresolved individually.
C. Superresolution with Sparse Mixing Estimators
One method that has achieved state-of-the-art results is
superresolution with sparse mixing estimators (SME) [8]. This
algorithm, introduced by S. Mallat and G. Yu, takes advantage
of block sparsity [18] by decomposing the image to be su-
perresolved into a redundant representation, then directionally
interpolating based on a sparse frame representation.
Given a discrete signal y as in (1), we wish to represent y
according to a sparse mixture model. To do this, we consider a
family of blocks B and a representation system Ψ. The family
of blocks may be understood as subsets of the space of all
coefficients. Visually, these are small parallelograms in the
coefficient domain. Our representation system is an example
of a frame, which generalizes the notion of orthonormal basis
to allow for redundant representations [19].
The coefficients of y with respect to Ψ are denoted c. The
operator taking y as input and outputting the coefficients of y
in the representation system Ψ is called the analysis operator,
and is denoted FΨ, so that FΨy = c. The synthesis operator
F∗Ψ reconstructs the original signal y from its coefficients c,
so that F∗Ψc = y in the case that Ψ is a tight frame. We let
yB = F∗Ψ(c1B) be the synthesis operator applied only to the
block of coefficients B, where 1B is the indicator function for
the set B. Then we seek to write y in the form:
y =
∑
B∈B
a˜(B)yB + yr, (2)
for a choice of mixing coefficients {a˜(B)}B∈B and a residual
term yr. The mixing coefficients determine how strongly
the coefficients from a given block will contribute to the
reconstructed signal. Because Ψ is redundant, many choices of
{a˜(B)}B∈B will satisfy (2). The coefficients should be chosen
for both fidelity and to promote block sparsity, which will be
used to efficiently directionally interpolate the image, hence:
a˜ = arg min
a
1
2
∥∥∥∥∥c
(
1−
∑
B∈B
a(B)1B
)∥∥∥∥∥
2
2
(3)
+λ
∑
B∈B
|a(B)|‖R¯Bc‖2B ,
where ‖·‖2B is the squared `2 norm on the block B and R¯Bc =
c|B−c¯|B , where, c¯|B(k, j) = average of the kth representation
coefficients in block B located on the line passing through j,
at angle θ, where k runs through all representation coefficients
and θ is the orientation of B. The first term of (3) is a fidelity
term while the second term is a regularizer that enforces block
sparsity. Intuitively, if ‖R¯Bc‖2B is small, then there is a strong
degree of directional regularity present in the block, which can
be used for directional interpolation. Such blocks are favored
by (3). The fidelity and sparsity components are balanced by
a tunable regularization parameter λ.
The signal of interest, f , is then estimated via the decompo-
sition (2). Let Bθ be the set of blocks oriented in the direction
θ, so that B = ⋃θ Bθ. Let U+θ be a directional interpolator in
the direction θ, and U+ an isotropic interpolator. We estimate
f as f˜ = U+y+
∑
θ(U
+
θ −U+)Ψ˜
(∑
B∈Bθ a˜(B)c1B
)
, where
Ψ˜ is the dual of Ψ; see [19], Chapter 4. This simultaneously
denoises and superresolves y.
This paper develops a single-image superresolution algo-
rithm that computes dominant directions efficiently and accu-
rately, using the harmonic analytic construction of shearlets
[20], [9]. This method is quite general, can be applied to
images of any size, and has few tunable parameters. Moreover,
shearlets are known to provide near-optimally sparse repre-
sentations for models of large classes of natural images. The
algorithm presented in this article builds upon an elementary
prototype [21] by more efficiently utilizing shearlet sparsity.
III. BACKGROUND ON HARMONIC ANALYSIS
Shearlets generalize wavelets by incorporating a notion of
directionality. We thus begin our mathematical discussion of
shearlets with background on wavelets [22], [23].
In a broad sense, wavelet algorithms decompose an im-
age with respect to scale and translation. Mathematically,
given a signal f ∈ L2([0, 1]2), understood as a continuous
image signal, and an appropriately chosen wavelet function
ψ, f may be written as f =
∑
m∈Z
∑
n∈Z2〈f, ψm,n〉ψm,n,
where: ψm,n(x) := |detA|m/2ψ(Amx − n) and A is an
invertible 2 × 2 matrix. A typical choice for A is the dyadic
isotropic matrix A =
(
2 0
0 2
)
. The wavelet coefficients
{〈f, ψm,n〉}m∈Z,n∈Z2 describe the multiscale behavior of f .
This infinite scheme is truncated to work with real, finite image
signals. Wavelets have been applied to image compression
[23], image fusion [24], and image registration [17].
Shearlets generalize the multiresolution character of
wavelets by decomposing with respect not just to scale but also
direction. Mathematically, given a signal f ∈ L2([0, 1]2) and
an appropriate shearlet function ψ, we may decompose f as
f =
∑
i∈Z
∑
j∈Z
∑
k∈Z2〈f, ψi,j,k〉ψi,j,k,where: ψi,j,k(x) =
2
3i
4 ψ(BjAix−k), A =
(
2 0
0 2
1
2
)
, B =
(
1 1
0 1
)
. Note
that A is anisotropic, hence it will allow our new analyzing
functions to be more pronounced in a particular direction. The
new matrix B, a shearing matrix, selects the direction. The
shearlet coefficients {〈f, ψi,j,k〉}i,j∈Z,k∈Z2 describe the behav-
ior of f at different scales (determined by i) and directions
(determined by i, j). Higher dimensional notions of shearlets
exist as well [25], [26], [27].
Theoretically, shearlets provide near-optimally sparse rep-
resentations for models of large classes of natural images [9],
in particular, for images that are smooth except for a finite
collection of smooth discontinuities. Practically, such images
are those that are smooth except for smooth edges, which
3allows for the efficient use of anisotropic shearlets for a variety
of image processing tasks, including image denoising [28],
image registration [16], [29], [30], and image fusion [31].
Remotely sensed images often have significant directional
features, which suggests the efficacy of shearlets for analysis
of remotely sensed images. Preliminary results of shearlet
superresolution have been reported [32], [33].
IV. DESCRIPTION OF ALGORITHM
Given an image I to be superresolved, our algorithm first
decomposes the image in a redundant shearlet frame. Then,
the shearlet coefficients are used to determine regions of the
image to directionally superresolve; this step involves sparse
mixing estimators. This locally superresolves different parts
of the image according to local directionality. We call our
method shearlet sparse mixing estimators (SSME). In detail,
the algorithm proceeds as follows.
1) Decompose I in a redundant shearlet frame to acquire
coefficients c = SH(I), where SH is the discrete
shearlet transform. This is implemented by the fast finite
shearlet transform (FFST) [34]. One level of shearlet
decomposition is used, as sufficient directionality was
observed at this scale. A MATLAB implementation of
the SME algorithm, part of which is also the basis of
our algorithm, was described in [8] and is open source1.
2) Define a set of blocks B. This set is generated from a
set of basic blocks, which are then rotated and translated
throughout the image. The basic blocks consist of 28
parallelograms of various areas between 12 and 18. The
set of slopes governing the orientation of these blocks
are ±{ 16 , 14 , 13 , 12 , 1, 2, 3, 4, 6} ∪ {0,∞}. The algorithm
is adaptive and more slopes can be included, to cover
significant directional phenomena that are missed by
the current set-up. The blocks are translated by single
pixels in the x and y directions throughout the image.
The rotations of the blocks allow for many edges to be
isolated, exploiting the theory discussed in Section III.
3) Compute mixing weights {a˜(B)}B∈B according to the
representation of I in the shearlet domain by a mixed
`2/`1 minimization:
a˜ = arg min
a
1
2
∥∥∥∥∥c
(
1−
∑
B∈B
a(B)1B
)∥∥∥∥∥
2
2
+λ
∑
B∈B
|a(B)|‖R¯Bc‖2B ,
where the directional regularization factor is given by
R¯Bc = c|B − c¯|B . Here, c¯|B(k, j) = average of the
kth frame coefficients in B located on the line passing
through j, at angle θ, where k runs through all the
shearlet coefficients. In all experiments, λ = .6 [8]. This
generates a representation of the data that is simultane-
ously faithful and block-sparse in the coefficient space.
1http://www.cmap.polytechnique.fr/∼yu/research/SME/SME.htm
4) Directional interpolators {U+θ }θ [8] and a bicubic spline
interpolator U+ are applied according to the mixing
estimator as:
I˜ = U+y +
∑
θ
(U+θ − U+)SH−1
(∑
B∈Bθ
a˜(B)c1B
)
.
V. EXPERIMENTS AND ANALYSIS
To evaluate our SSME algorithm on noisy remote sensing
images, we consider experiments on a variety of remote
sensing images. Some images had noise synthetically added,
to increase the challenge of superresolution. Noise was syn-
thetically generated by adding independent N (0, .005) noise
to each pixel. This visually simulates real remote sensing noise
due to properties of the sensor or poor sensing conditions. For
each experiment, the image I was degraded, either by down-
sampling and adding noise or just downsampling, to acquire an
image I˜ . Each superresolution algorithm under investigation
was then applied to I˜ , to acquire an approximation Iˆ to the
original image I . To evaluate the quality of this approximation
Iˆ to I , we compute the PSNR and SSIM of Iˆ .
A. Algorithms Evaluated
We evaluate several single-image superresolution algorithms
for our experiments. As a benchmark, we consider superreso-
lution via bicubic interpolation [35], which is a convolutional
kernel method. This method is implemented via the MATLAB
function imresize with the ‘bicubic’ kernel. In addition, we
compare against state-of-the-art single-image superresolution
algorithms. We consider an algorithm based on statistical mod-
els of sparse representations (SMSR) [14] and an algorithm
implementing a fast alternating direction method of multipliers
(ADMM) [36]. Neither of these models require training data.
Methods based on training dictionaries and neural networks
require huge amounts of training data and vast computational
resources, and are in this sense incomparable to the methods
considered in this article. We also consider a directional linear
estimator [8] and SME with wavelets (WSME).
B. Experimental Images
For a given test image I , I is downsampled by a factor
of 2. Gaussian noise is then added as described above when
appropriate, resulting in a corrupted image I˜ . We consider
six images of various sizes and modalities, with some images
cropped from their original size:
1) A lidar derived elevation model image (DEM) (348 ×
1904) of the University of Houston campus in TX,
USA. The image was released by IEEE Geoscience and
Remote Sensing Society as part of the 2013 Data Fusion
Contest. Synthetic noise added.
2) Band 4 (256 × 256) of a multispectral image of the
Konza Prarie in KS, USA. This image was captured with
the ETM+ sensor, and band 4 corresponds to the near
infrared electromagnetic range. The image is courtesy
of the Applied Engineering and Technology Directorate
at NASA Goddard Space Flight Center. Synthetic noise
added.
43) Band 5 (256 × 256) of a hyperspectral image of the
Kennedy Space Center in FL, USA. The data is open
source2. Synthetic noise added.
4) Band 20 (512×614) of a hyperspectral image of Cuprite
in NV, USA. The data is open source2. Synthetic noise
added.
5) Band 2 (1096× 484) of a hyperspectral image of Pavia
center in Pavia, Italy. The data is open source2.
6) Synthetic Aperature Radar (SAR) (256× 256) image of
WA, USA. The image is courtesy of the Sciences and
Exploration Directorate at NASA Goddard Space Flight
Center; see Figure 2.
In order to account for the random generation of noise,
experiments with added noise were run 10 times, with the
PSNR and SSIM averaged over these 10 trials.
As can be seen in Table 1, SSME outperforms all other
methods, and in particular WSME. This indicates the value of
incorporating shearlets into superresolution of remote sensing
images. It is also of interest to observe visual improvements
introduced by using shearlets instead of wavelets. We can
visually inspect the superior performance of shearlets for
certain edges by zooming in on them and enhancing the
contrast; see Figure 2.
C. Computational Complexity
For an M×N image, the complexity of the SME algorithm
is O(MN log(MN)). The discrete shearlet transform has
complexity O(MN log(MN)), the same as the standard fast
Fourier transform (FFT). Thus, SSME is O(MN log(MN)),
making its application tractable for large images. The compu-
tational complexity of computing shearlet features differs from
computing wavelet features only by a factor logarithmic in
the image size, meaning there is no substantial computational
difference in using shearlets over wavelets.
VI. CONCLUSIONS AND FUTURE RESEARCH
A. Experimental Conclusions
This article introduces the SSME superresolution algorithm,
which is based on sparse mixing estimators in a shearlet frame.
Compared to other methods considered, SSME performed best
in terms of PSNR and SSIM. This is consistent with the theory
of shearlets, which indicates that shearlets perform well for
models of large classes of images. The comparison state-of-
the-art methods generally outperformed the benchmark meth-
ods, though WSME was the next best after SSME.
Beyond the methods appearing in Table 1, experiments with
the popular dictionary learning superresolution (DLSR) algo-
rithm were considered. Machine learning methods are among
the most sought after recent developments in superresolution;
DLSR is a supervised dictionary learning algorithm that trains
on images to learn filters for superresolution on new test
images [37]. This method was trained using a large database
of images, and did not yield strong results for the remote
sensing test images considered in this article, achieving for
2http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral Remote
Sensing Scenes
example PSNR/SSIM values of only 13.9014/0.2386 on the
ETM+ dataset. This is hypothesized to be due to the substantial
differences between the training data, which consisted of a
large database of optical images, and the multimodal remotely
sensed testing data. This illustrates a pitfall of supervised
machine learning methods: the training set must be diverse
enough to capture all the variety of the test data. Large, open
source training sets for a variety of remote sensing modalities
would address this problem in the future.
B. Future Research
Discrete directional Gabor frames (DDGF) [38] are known
to compress textures efficently, so it is of interest to apply
them for superresolution of textures. Additionally, joint frames
of wavelets and shearlets have been proposed to separate
textures from edges [39], [40]. Such an approach could be
useful for determining which features in an image should be
treated directionally with shearlets, and which isotropically
with wavelets or DDGF.
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