INTRODUCTION
Recently, Duncan [2] considered heterogeneous questionnaires and found that if log 2 d is considered as the charge for a question of resolution d then the expected charge for the questionnaire is lower bounded by Shannon entropy. For an arbitrary heterogeneous questionnaire Sharma and Garg [5] where n id represents the number of questions of resolution d required to détermine the Z-th element of the state space ©={0i,0 2 0 MI } and P -{ p x , p 2 ,..., p m } is the probability distribution associated with © such that :
We then found that ifa=l/(l + £) 3 the average charge defined by équation (1) is bounded from below by Rényi's entropy of order a [4] with equality iff:
f[ d-«= -fiand n w = 0,
I P
We have extended this work for a more gênerai case when the measure of average charge and the bound are of the same order, a. The condition of equality, which holds for this case is:
This condition is the same as that obtained by Duncan [2] for the inequality:
(4) where E P C (Q) is the expected charge defined by Duncan [2] for a heterogeneous questionnaire and H(P) is the Shannon's entropy. We have obtained a new measure of average charge and have established a related coding theorem.
IL Since we are interested in the more gênerai case when the order of average charge and the bound is same, we have to modify the définition of average charge given in équation (1) . Let us define the average charge as the most gênerai quasilinear mean-value, i.e.: This équation is the translativity équation and the following theorem can be easily established (Aczél [1] b>0, ft(a-l)>0 We would restrict to a > 0 and select ƒ in such a way that the second term on the right hand side of équation (10) approaches Rényi's entropy, that is: 1 Thus, from équation (11), we get the functional équation:
The only non-constant continuous solutions of (12) Proof: Nath [3] has shown that:
H a (P)SH a (R a (P,Q)\\Q);
with equality iff p. -q t , Vï=l,2, . . . ,m.
Substituting:
n à-- Clearly, equality holds iff the conditions (17) are satisfied (see Duncan [2] ).
IV. In this section we have proved an analogous of noiseless coding theorem related to the measure Ep C{Q) of average charge.
From information theory we know that there always exists a uniquely decipherable binary code whose average iength is bounded from above by Shannon entropy plus 1. In questionnaire theory this implies that there always exists a homogeneous questionnaire of resolution 2 whose average charge also has the same upper bound. This suggests that (cf. Duncan [2] ) there exists a heterogeneous questionnaire with the same upper bound,i.e.: 
Proof: For a=l, the inequality reduces to (4) which has been proved by Duncan [2] . Hence, we prove only for oc>0, a^l-From (17) it is clear that the random charge of a heterogeneous questionnaire satisfies the inequality: As a entropy is additive, therefore entropy of order a of this product space is:
where:
Let n d (s) be the integer satisfying the condition:
-log 2 P( 5 )^ £ n d (s)log 2 d<-log 2 P(s)+l.
d=i After simple manipulations and using (24) we get:
If a= 1 } it is just the ordinary coding theorem.
