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SUR L’APPLICATION DES PE´RIODES D’UNE VARIATION DE
STRUCTURE DE HODGE ATTACHE´E AUX FAMILLES
D’HYPERSURFACES A` SINGULARITE´S SIMPLES.
PHILIPPE EYSSIDIEUX, DAMIEN ME´GY
Re´sume´. Soit n ∈ N∗ un entier positif pair et d un entier positif. Pour toute
famille comple`te Z d’hypersurfaces de Pn+1 de degre´ d a` singularite´s isole´es de
type A-D-E, nous construisons d’apre`s une ide´e de Carlson et Toledo reprise
dans [Sim93, Me´12] un champ de Deligne-Mumford Z¯ d’espace de modules
Z auquel la repre´sentation de monodromie de la famille se prolonge. Nous
e´tudions l’application de pe´riodes associe´e et montrons un the´ore`me de To-
relli infinite´simal le long des strates isosingulie`res de Z sous des hypothe`ses
de transversalite´. Enfin, nous appliquons ce re´sultat a` l’e´tude du reveˆtement
universel de Z¯.
Dans [Sim93] est de´crite une classe de surfaces projectives alge´briques S munies
de Q-Variations de Structure de Hodge VS qui sont inte´ressantes du point de vue
de la the´orie de Hodge non-abe´lienne : (S,VS) ne peut pas s’exprimer par tire´ en
arrie`re a` partir de syste`mes locaux sur des courbes, varie´te´s abe´liennes ou espaces
localement syme´triques hermitiens. Ce sont des exemples particulie`rement inte´res-
sants pour l’uniformisation en plusieurs variables complexes (voir [Eys11] pour un
survey re´cent) et l’un de nous a ge´ne´ralise´ cette construction jusqu’en dimension 6
et a entame´ l’e´tude cohomologique de ces exemples [Me´12]. La conjecture de To-
ledo stipulant que H2(π1(S),Q) 6= 0 n’est de´cide´e dans cette classe d’exemples que
dans certains cas [Me´12]. La motivation initiale de ce travail est d’e´tudier pour
cette classe d’exemples l’autre proble`me ouvert ge´ne´ral de l’uniformisation en plu-
sieurs variables complexes, c’est a` dire la conjecture de Shafarevich pre´disant que
le reveˆtement universel d’une varie´te´ projective alge´brique complexe est holomor-
phiquement convexe (cf. [Eys11] pour la de´finition de la convexite´ holomorphe et
une discussion du proble`me).
De´crivons la construction de [Sim93, Me´12] qui reprend une ide´e de Carlson et
Toledo. Dans ce qui suit X de´signe une varie´te´ projective complexe connexe de
dimension n+ 1, n ≥ 1, L un faisceau inversible tel que |L| n’a pas de point base.
Soient X ⊂ |L| × X l’hypersurface universelle et p1 : X → |L| la projection sur
le premier facteur. Si f ∈ H0(X,L) − {0}, on note Xf = {x ∈ X | f(x) = 0} et
[f ] ∈ |L| le point correspondant. De´finissons l’ouvert de Zariski U(0) := U(X,L)(0)
comme le lieu des [f ] ∈ |L| tels que Xf est une hypersurface lisse et notons D :=
|L| − U(0) le lieu discriminant. On pose X (0) = p−11 (U(0)). Sur U(0), on construit
le syste`me local de monodromie Rnp1∗QX (0)
1. On de´signe par VU(0) le conoyau
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1. Pour tout espace T et tout groupe A, AT de´signe le faisceau des fonctions localement
constantes sur T a` valeurs dans A. Plus ge´ne´ralement si WT est un syste`me local sur T et φ :
T ′ → T une application continue, on note WT ′ = φ
∗WT ′ . De meˆme, pour X → T une application
continue, on note XT ′ = X ×T T
′.
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du morphisme Hn(X,Q) ⊗ QU(0) → R
np1∗QX (0). On a, par le the´ore`me de semi-
simplicite´, un isomorphisme Rnp1∗QX (0) ≃ VU(0) ⊕H
n(X,Q)⊗QU(0). Fixons une
fois pour toute un e´le´ment ge´ne´ral fgen ∈ H
0(X,L) et prenons η := [fgen] ∈ U(0)
comme point base.
Supposons de´sormais que n est pair. Le syste`me local VU(0) est le produit ten-
soriel par Q d’un syste`me sous jacent a` une Z-Variation de Structures de Hodge
de poids n dont la polarisation est orthogonale et la fibre en η est Hnev(Xη,Q) :=
ker(Hn(Xη,Q)→ Hn(X,Q)). On note par
ρ : π1(U(0), η)→ O(H
n
ev(Xη,Q),
∫
Xη
− ∪ −)
la repre´sentation d’holonomie du syste`me local VU(0).
Introduisons U := U(X,L) ⊂ |L| l’ouvert de Zariski forme´ des hypersurfaces
n’ayant que de singularite´s isole´es et de type A-D-E. E´videmment, U(0) ⊂ U . Nous
construisons un champ alge´brique de Deligne-Mumford U˜ := U˜(X,L) se´pare´ et
propre sur son espace de module U contenant U(0) comme un ouvert de Zariski
de sorte que, le morphisme surjectif π1(U(0), η) → π1(U˜ , η) (voir [Noo04, Noo05]
pour les groupes d’homotopie des champs topologiques) associe´ a` l’inclusion de U(0)
dans U a un noyau contenu dans celui de ρ. La repre´sentation ρ descend alors a`
une repre´sentation
ρ¯ : π1(U˜ , η)→ O := O(H
n
ev(Xη,Q),
∫
Xη
− ∪−).
apparaissant comme l’holonomie d’une Q-Variation de Structures de Hodge polari-
se´e de poids n (V
U˜
,F , S) sur U˜ . L’image Γ de ρ est la meˆme que celle de ρ¯ et par
un the´ore`me classique de Beauville [Bea86], c’est un sous-groupe arithme´tique du
groupe orthogonal G = O(Hnev(Xη,R),
∫
Xη
− ∪ −).
On note par D := G/U le domaine de Griffiths attache´ a` (V
U˜
, F, S) [Gri73], U
e´tant le sous-groupe qui stabilise la structure de Hodge sur Hnev(Xη,Q). On rappelle
que D a une structure naturelle de varie´te´ complexe homoge`ne naturelle et porte
une distribution holomorphe horizontale G-e´quivariante. L’action de Γ sur D est
proprement discontinue et le champ quotient [Γ\D] est un orbifold complexe. L’ap-
plication des pe´riodes de (V
U˜
,F , S) de´finit une application holomorphe horizontale
de champs complexes analytiques p : U˜ → [Γ\D].
Pour toute varie´te´ Z propre sur U (ce qui existe avec dim(Z) < c), on peut
construire un reveˆtement Galoisien fini Z ′ → Z de groupe G e´tale au dessus de
U(1)∩Z et un morphisme [G\Z ′]→ U˜ ce qui fournit un syste`me localG-e´quivariant
VZ′ qui est sous jacent a` une Q-VSH G-e´quivariante sur Z ′. Plus ge´ne´ralement pour
tout morphisme F : Y → U˜ avec Y projective-alge´brique VY := F ∗(VU˜ ,F , S) est
une Q-VSH d’application de pe´riodes p ◦ F . Pour plus de de´tails sur ces exemples,
diverses ge´ne´ralisations et une e´tude cohomologique de VP′ si P ⊂ |L| est un espace
line´aire ge´ne´rique de dimension ≤ 6 voir [Me´12].
Soit k ∈ N. L’ensemble U(k) ⊂ |L| = PH0(X,L) des hypersurfaces Xf := {f =
0} a` singularite´s simples de nombre de Tjurina total τ(f) infe´rieur ou e´gal a` k est un
ouvert dont le comple´mentaire a codimension c ≥ min(7, k) de`s que L est k-ample.
On a U(0) ⊂ U(k) ⊂ U et on note U˜(k) = U˜ ×U U(k). C’est un sous champ de U˜
d’espace de modules U(k)
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Le principal re´sultat de cet article est un the´ore`me de Torelli infinite´simal. Pour
l’e´noncer, nous avons besoin d’une de´finition. Si I ⊂ OX est un ide´al cohe´rent, on
note pX(I) = min{m, h
1(X, I(m)) = 0}. D’autre part, on note Hk l’ensemble des
ide´aux cohe´rents dont le cosupport est un sous sche´ma artinien de longueur ≤ k,
et qui sont localement des ide´aux jacobiens de singularite´s isole´es simples. Alors
supI∈Hk pX(I) <∞. On note sk(X) ce supremum.
Theore`me 1. Si X = Pn+1, n ≥ 2 pair, et L = OX(d) et k ∈ N ve´rifie d ≥
n + 3 + sk(Pn+1), l’action de PGL(n + 2) sur |L| se rele`ve a` U˜ en pre´servant les
U˜(k) et la diffe´rentielle de la restriction de l’application de pe´riodes de V
U˜
a` chaque
strate U˜(k)− ˜U(k − 1) a pour noyau le tangent de l’orbite de PGL(n+ 2).
On a s0(Pn+1) = s1(Pn+1) = 0, s2(Pn+1) = 2. Nos bornes ne sont pas optimales.
Si les surfaces quintiques avec un nœud sont obtenues par notre the´ore`me, ce dernier
est vide pour les surfaces quartiques a` singularite´s simples alors que Torelli infini-
te´simal est bien connu dans ce cas. L’obtention de bornes optimales ne´cessiterait
des arguments nettement plus fins non de´veloppe´s ici.
Corollaire 2. Sous les hypothe`ses pre´ce´dentes p : [PGL(n+2)\U˜(k)]→ [Γ\D] est
finie.
Le re´sultat avec k = 0 est un re´sultat classique de Griffiths [Gri69]. La preuve du
the´oree`me 1 repose sur le calcul de la diffe´rentielle de l’application de pe´riodes pour
des hypersurfaces nodales issue du travail fondamental [DimSa06] et de l’e´tude de
leur filtration de Hodge dans[DiSaWo09]. Nous e´tendons une partie des re´sultats
de ces articles aux hypersurfaces a singularite´s simples. Cette extension effectue´e,
l’e´nonce´ de type Torelli infinite´simal repose sur une variante donne´e au lemme
3.2.1 du the´ore`me de Macaulay pour des hypersurfaces a` singularite´s isole´es quasi-
homoge`nes, exactement comme dans [Voi02]. Techniquement, nos re´sultats sont
comple´mentaires de ceux de [DimSt11, Dim12] qui ne conside`rent pas la question
de Torelli infinite´simal. 2
Une ge´ne´ralisation du the´ore`me de Griffiths sur les inte´grales rationnelles don-
nant une interpre´tation de la diffe´rentielle de l’application de pe´riodes comme ope´-
rateur de multiplication pour les directions transverses aux strates isosingulie`res ne
semble pas avoir e´te´ conside´re´e de fac¸on syste´matique dans la litte´rature. De meˆme
il est probable que le the´ore`me 1 se ge´ne´ralise pour X quelconque pourvu que L soit
assez ample mais la` encore nous n’avons pas trouve´ de re´fe´rence dans la litte´rature.
Nous laissons ces questions pour de futures recherches.
L’application a` la conjecture de Shafarevich est imme´diate en utilisant une
construction de [Eys97, Eys04] :
Corollaire 3. Hypothe`ses et notations comme au the´ore`me 1. Soit Z une varie´te´
projective lisse et f : Z → ˜U(k + 1) un morphisme fini. Alors le reveˆtement univer-
sel de Z est une varie´te´ de Stein.
Dans le cas ou` f est ge´ne´riquement fini, l’e´tude de la conjecture de Shafarevich
semble beaucoup plus de´licate et nous ne savons pas non plus la de´cider dans tous
les cas.
2. Alors que nous finissions de re´diger ce travail, A. Dimca nous a signale´ que le lemme 3.2.1
re´sultait de [DimSa12] qui traite le cas plus ge´ne´ral des singularite´s isole´es quelconques, moyennant
une traduction qui n’est pas si e´vidente pour nous. Notre preuve demandant moins de technologie
et restant assez courte, nous avons donc pre´fe´re´ la conserver.
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Nous tenons a` remercier D. Barlet, N. Borne, M. Brion, A. Dimca, S. Druel, L.
Gruson, C. Peters, C. Voisin, M. H. Saito et tout particulie`rement A. Otwinowska
pour d’utiles remarques sur les questions traite´es ici.
1. Structure orbifold sur U(k) et prolongement de la
repre´sentation de monodromie
Soit X une varie´te´ projective lisse complexe de dimension impaire n + 1, L un
fibre´ en droites sans point base surX , et f ∈ H0(X,L)−{0} telle que l’hypersurface
{f = 0} := Xf n’ait que des singularite´s isole´es. Soit Σ ⊂ Xf le sous sche´ma artinien
de X de support Xsingf de´fini par l’annulation du premier jet de f . La longueur de
Σ, i.e. le nombre de Tjurina total τ(f), est de´fini par la relation
τ(f) =
∑
P∈|Σ|
τP (f) =
∑
P∈Σ
dim(OΣ,P ).
Choisissant des coordonne´es locales et une trivialisation locale de L et notant fP
la fonction qui de´finit f dans ces coordonne´es, on voit que OΣ,P est isomorphe a`
l’alge`bre de Tjurina OCn+1,0/(fP ,
∂fP
∂x1
, . . . , ∂fP
∂xn+1
).
Soit k ∈ N, et U(k) ⊂ |L| l’ouvert de Zariski constitue´ des [f ] ∈ L tels que Xf
n’ait que des singularite´s isole´es, simples (autrement dit de type A-D-E), et telles
que τ(f) ≤ k. On a U(0) ⊂ U(1) ⊂ . . . ⊂ U =
⋃
k U(k). Remarquons que U est
non vide puisque l’ouvert U(0) des [f ] tels que Xf soit lisse est non vide par Bertini.
Dans la suite de cette section, on introduit (1.1) un champ de Deligne-Mumford
muni d’une variation de structure de Hodge. Dans certains cas (1.3), ce champ est
e´galement muni de l’action d’un groupe alge´brique, et la variation de structure de
Hodge descend au champ d’Artin quotient.
1.1. Comple´ments a` la construction de [Me´12]. Cette construction peut se
reformuler et s’e´tendre comme suit :
Proposition 1.1.1. Soient X, L et U comme ci-dessus. Il existe un champ de
Deligne-Mumford U˜ =
⋃
k U˜(k) compactifiant U(0) et fini sur son espace de modules
U , tel que la repre´sentation de monodromie de π1(U(0)) se prolonge a` ρ¯ := ρ¯(X,L) :
π1(U˜ , η)→ O(H
n(Xη,Q)) ou` η ∈ U(0) est un point base arbitraire.
Preuve:
Soit f ∈ H0(X,L) tel que l’hypersurface Xf ⊂ X soit a` singularite´s isole´es.
Tout voisinage de [f ] dans PH0(X,L) induit une de´formation de Xf et donc, pour
chaque singulier P ∈ |Σ|, une de´formation du germe singulier (Xf , P ). On en de´duit
un morphisme de germes
λ : (|L|, [f ])→
∏
P∈|Σ|
Def(Xf , P )
ou` Def(Xf , P ) est la base de ✭✭ la ✮✮ de´formation miniverselle de la singularite´
isole´e d’hypersurface (Xf , P ). Il est connu que dans ce cas, cette base Def(Xf , P )
est lisse, et naturellement isomorphe a` un voisinage de 0 dans l’espace vectoriel
OΣ,P . La de´formation (X × |L|, P × [f ]) ⊃ (X , P × [f ]) → (|L|, [f ]) est induite
par la de´formation miniverselle [Loo84, Ch. 6]. En particulier les e´le´ments de |L|
proches de [f ] singuliers pre`s de P sont ceux que λ envoie dans le discriminant de
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Def(Xf , P ). En choisissant une trivialisation de LP de fac¸on ade´quate, l’application
λ a pour diffe´rentielle l’application d’e´valuation des jets aux points singuliers deXf :
ev[f ] =
⊕
P∈|Σ|
evP : T[f ]|L| →
⊕
P∈|Σ|
OΣ,P ⊗OΣ L
qui provient par quotient de l’application naturelle H0(X,L)→ H0(X,L⊗OΣ).
Stratification par le nombre de Tjurina.
Soit k ∈ N. Posons Z(k) = U(k) − U(k − 1) et supposons [f ] ∈ U(k). Z(k) est
localement ferme´ dans U . Pour l ≤ k le germe (Z(k), [f ]) se laisse de´crire comme
l’image re´ciproque par λ de la re´union sur toutes les partitions de l
l =
∑
P∈|Σ|
lP
de
∏
P∈|Σ| Zu(lP ) ou` Zu(lP ) ⊂ Def(Xf , P ) est le lieu des germes de nombre de
Tjurina e´gal a` lP .
Si ev[f ] est surjectif, λ est e´quivalent a` la seconde projection du produit (Z(k), [f ])×∏
P∈|Σ|Def(Xf , P ) [Loo84, Ch. 6] et la stratification U(k) =
⋃k
l=0 Z(l) est de
Whithney en [f ] puisque c’est le cas pour la stratification par les nombres de Tju-
rina de la de´formation miniverselle d’un germe de singularite´ simple. La strate Z(l)
est alors de codimension l.
Reveˆtement Galoisien neutralisant la monodromie locale a` l’infini 3
Soit B un voisinage de [f ] suffisamment petit dans |L|. Notons ρ la repre´sentation
de monodromie de Rnp1∗QX (1) et ρP la repre´sentation de π1(Def(X,P ) − Z(1))
de´finie par la monodromie de la fibre de Milnor de P ∈ |Σ|. Alors, ρ|
pi1(B−Z(1))
se
de´compose comme somme directe d’un facteur trivial et du tire´ en arrie`re par λ de
⊕PρP . Puisque, en dimension paire, la monodromie locale ρP est d’image finie, il
suit que ρ(π1(B − Z(1)) est fini.
Par un the´ore`me de Selberg, il existe un sous-groupe normal sans torsion d’in-
dice fini dans ρ(π1(|L|−Z(1))). Le reveˆtement e´tale fini correspondant η : U
′(0)→
U − Z(1) est galoisien de groupe G et se prolonge par le the´ore`me de Grauert-
Remmert en un reveˆtement Galoisien normal encore note´ η : |L|′ → |L|. On note
aussi U ′(k) = |L|′ ×|L| U(k) et η : U
′(k)→ U(k) la restriction a` cet ouvert.
Orbifold U˜(k).
Conside´rons le champ quotient U˜(k) = [U ′(k)/G]. Si ev[f ] est surjective pour
tout [f ] ∈ U(k), U ′(k) est lisse (voir [Me´12]) donc U˜(k) est un champ de Deligne-
Mumford lisse d’espace de modules U(k) et l’isotropie en [f ] est le produit des
groupes de monodromie locale des singularite´s. On note π1(U˜(k)) le groupe fonda-
mental du champ topologique sous-jacent [Noo04, Noo05].
Par construction, toute composante connexe V de la pre´image de U −Z(1) dans
U ′(k), ve´rifie ρ(π1(V )) = {e} et que U
′(k) soit lisse ou non, la repre´sentation ρ ◦ η∗
3. L’hypothe`se n ≡ 0[2] n’est utilise´e qu’a` partir de ce point.
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est induite par une repre´sentation ρ′ : π1(U
′(k), x) → O(Hn(Xg,Q)) ou` x ∈ U ′(1)
est un point base et [g] = η(x). Le syste`me local correspondant est G-e´quivariant
et descend a` un syste`me local V
U˜(k)
sur U˜(k) et on notera ρ¯ : π1(U˜(k), x) →
O(Hn(Xg,Q)) sa monodromie. Si U˜(k) est lisse ce syste`me local est sous jacent a`
une Q-VSH par [Gri73]. ✷
Notre discussion implique aussi la pre´cision suivante sauf pour le dernier point
pour lequel on renvoie a` [Me´12].
Proposition 1.1.2. Si, de plus, L est k-jet-ample, U˜(k) est lisse, codim|L|U(k)
c ≥
max(7, k) et la stratification U˜(k) = ∪kl=0Z˜(l) (ou` l’on a pose´ Z˜(l) = U˜(l) −
˜U(l+ 1)) est de Whithney.
Notons que γ : Z˜(k) → Z(k) est une gerbe de lien un sche´ma en groupes fini
si, pour tout [f ] ∈ Z(k), ev[f ] est surjectif. Ceci permet de de´finir un syste`me local
VZ(k) := γ∗VZ˜(k) qui est sous jacent a` une VSH polarise´e sur Z(k).
1.2. Une question ouverte. Dans le cas X = P3, L = OP3(4) on sait que ρ¯ est un
isomorphisme sur son image graˆce au the´ore`me de Torelli pour les surfaces K3. Une
conjecture de Carlson-Toledo pre´dit que les seuls re´seaux de groupes alge´briques
re´els semisimples apparaissant comme groupes ka¨hle´riens sont ceux des groupes de
type hermitiens syme´triques. Cette conjecture implique que ρ¯ n’est pas injective
pour d ≥ 5. Ceci motive :
Conjecture 1. Pour d ≥ 5 le noyau de ρ¯ = ρ¯(P3,O
P3 (d))
est un groupe infini.
La me´thode de [CaTo99] pour prouver le fait analogue dans le cas de ρ ne s’ap-
plique malheureusement pas ici. Nous ne voyons pas comment construire d’autres
repre´sentations line´aires de π1(U˜(P3, OP3(d)), η). Ceci motive la :
Question 2. Le groupe π1(U˜(P3, OP3(d)), η) admet il d’autres repre´sentations com-
plexes que les repre´sentations de la forme α ◦ ρ¯ ou` α est une repre´sentation ration-
nelle de O(Hn(Xg,R)) ?
Pour d = 4 la re´ponse a` cette question est ne´gative par le the´ore`me de superri-
gidite´ de Margulis.
1.3. Rele`vement de l’action de PAut(X,L). Le groupe Aut(X,L) des auto-
morphismes du couple (X,L) agit sur |L| a` travers PAut(X,L) = Aut(X,L)/C∗
en pre´servant les U(k).
Proposition 1.3.1. Si le groupe PAut(X,L) est semisimple, son action sur U se
rele`ve a` une action sur U˜ .
Preuve: L’alge`bre de Lie paut(X,L)op ⊂ H0(Θ|L|) est une alge`bre de Lie de
champs de vecteurs holomorphes qui sont tangents a` chaque Z(k). Or Z(1) est
le lieu de ramification de |L|′ → |L|. Donc ces champs de vecteurs se rele`vent a`
des champs de vecteurs sur |L|′ car tout champ de vecteurs tangent au lieu de
ramification de Z → Y avec Y lisse et Z normal se rele`ve a` Z.
En effet, le rele`vement a lieu en codimension un car un germe de champ de vec-
teurs de la forme a(z, (wj))z
∂
∂z
+ bi(z, (wj))
∂
∂wi
a, b ∈ C{z, w1, . . . , wn} se rele`ve
bien a` un germe de champ de vecteurs holomorphes par un morphisme de la forme
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(z, (wj) → (z
e, (wj)). Ce rele`vement en codimension un se prolonge a` Y tout en-
tier car le faisceau des champs de vecteurs holomorphes sur l’espace normal Y est
re´flexif.
On dispose donc d’un morphisme d’alge`bres de Lie paut(X,L)op → H0(ΘU ′)
G
qui s’exponentie en un morphisme de groupes de Lie complexes du reveˆtement
universel topologique P˜ de PAut(X,L) vers le centralisateur C(G,Aut(U ′) de G
dans Aut(U ′).
Si PAut(X,L) est semisimple, le groupe P˜ est un groupe alge´brique affine
semisimple et le morphisme correspondant est un morphisme de groupes alge´-
briques. Le noyau N du morphisme P˜ → Aut′(U) est contenu dans le noyau N ′
de P˜ → PAut(X,L) car l’action de P˜ redescend a` une action de P˜ sur U fac-
torisant via PAut(X,L). Mais N ′/N commute a` G et pre´serve η. Comme η est
Galoisien de groupe G on de´duit que N ′/N ⊂ Z(G) et que donc, en divisant U ′
par N ′/N , on obtient une action de PAut(X,L) sur U ′′ := U ′/(N ′/N) qui com-
mute a` Gal(U ′′/U) = G/(N ′/N) := G′ et descend a` une action de PAut(X,L) sur
U˜ ≃ [U ′′/G′]. ✷
Corollaire 1.3.2. L’application des pe´riodes P : U˜ → [Γ\D] attache´e a` ρ¯ descend
a` une application de´finie sur le champ quotient [PAut(X,L)\U˜ ]→ [Γ\D].
2. Interpre´tation ge´ome´trique de la repre´sentation de monodromie
prolonge´e
Avec les notations de 1.1, soit [f ] ∈ U et Xf ⊂ X l’hypersurface de X a` singula-
rite´s isole´es simples de´finie par f et ev[f ] la fle`che d’e´valuation des jets aux points
singuliers de Xf .
Proposition 2.0.3. Supposons ev[f ] surjectif pour tout Xf ∈ Z(k). Les sous fais-
ceaux de ΘZ(k) de´finis par les noyaux des GrF (∇) pour les VSH sous-jacentes aux
syste`mes locaux Grn+2W R
n+1(p1)∗Q(Z(k)×X−XZ(k)) et VZ(k) sont e´gaux.
Remarquons que l’hypothe`se de la proposition est satisfaite si par exemple L est
le produit tensoriel d’au moins τ(f) fibre´s tre`s amples.
Pour montrer la proposition, on compare la cohomologie deXf a` celle de son com-
ple´mentaire (2.1) ainsi qu’a` la structure limite (2.2), d’abord ponctuellement puis
en famille (2.3), ce qui donne le re´sultat. Une preuve alternative et plus constructive
est donne´e dans le cas de familles de surfaces en (2.4).
2.1. Relation entre les structures de Hodge de Xf et de X − Xf . Une
singularite´ simple a une forme d’intersection de´finie ne´gative, en particulier non de´-
ge´ne´re´e, doncXf est une varie´te´ d’homologie rationnelle [Di92, prop. 4.7]. Le groupe
Hn(Xf ,Q) co¨ıncide donc avec le groupe de cohomologie d’intersection IHn(Xf ,Q)
et porte une structure de Hodge pure. Le groupe Hn+1(X−Xf ,Z) porte une struc-
ture de Hodge mixte [Del71-75] de poids n + 1 et n + 2, entrant dans une suite
exacte :
(2.1) Hn+1(X,Z)→ Hn+1(X −Xf ,Z)→ H
n+2
Xf
(X,Z)→ Hn+2(X,Z)
Toujours parce que Xf est une varie´te´ d’homologie rationnelle, on a un isomor-
phisme de structure de HodgeHn(Xf ,Q)(1)→ H
n+2
Xf
(X,Q). AinsiGrn+2W H
n+1(X−
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Xf ,Z) est une sous structure de Hodge pure de poids n + 2 de H
n+2
Xf
(X,Z) et sa
filtration de Hodge ve´rifie
0 = Fn+2 ⊂ Fn+1 ⊂ . . . ⊂ F 1 = F 0 = Grn+2W H
n+1(X −Xf ,Z)
On note que si Hn+1(X,Z) = 0, ce qui est le cas si X = Pn+1 puisque n est pair,
alors Hn+1(X −Xf ,Z) est pure de poids n+ 2.
2.2. Structure de Hodge de Xf et structure de Hodge limite. Soit i : ∆→
U un disque analytique tel que i(0) = [f ] et i(∆∗) ⊂ U(0). On pose X∆ = X ×U ∆.
Alors t : X∆ → ∆ est un morphisme projectif plat lisse hors de {t = 0} et (X∆)0 =
Xf . Si la monodromie de X∆ → ∆
∗ est unipotente, c’est a` dire triviale puisque
les groupes de monodromie locale pre`s de [f ] sont finis, ceci permet de de´finir la
structure de Hodge limite Hnlim(Xf ,Q) au sens de [Ste76].
Graˆce a` [Saito90], on a un isomorphisme de structures de Hodge pures
Hnlim(Xf ,Q) = H
0(Xf , ψt(QX∆ [n]))
L’objet φt(QX∆ [n]) est concentre´ aux points singuliers de Xf . Le Module de
Hodge Mixte ψt(QX∆ [n]) = ψt(ICX∆(Q)) est un module de Hodge polarisable pur
car ICX∆(Q) est un module de Hodge polarisable et que le logarithme de la mono-
dromie ve´rifie N = 0, en vertu de [Saito88, (0.7), p. 852].
La premie`re fle`che a du triangle distingue´ canonique
QXf [n]→ ψt(QX∆)
can
−−→ φt(QX∆)
+1
−−→
est donc un morphisme de Modules de Hodge Polarisables de meˆme poids. La
cate´gorie des modules de Hodge Polarisables de poids donne´ e´tant abe´lienne et
semi-simple [Saito88, Lemme 5, p. 854] il suit que ψt(QX∆) ≃ QXf [n]⊕Coker(a) ou`
Coker(a) a meˆme poids que QXf [n]. Il suit que φt(QX∆) est isomorphe a` Coker(a).
Ceci fournit une suite exacte scinde´e de structures de Hodge pures :
(2.2) 0→ Hn(Xf ,Q)→ H
n
lim(Xf ,Q)→
⊕
x∈|Σ|
Hn(φt(QX∆))x → 0
2.3. Comparaison avec la variation de structure de Hodge des varie´te´s
singulie`res. Soit avec les notations du paragraphe 1.1 un germe de disque ana-
lytique j : (∆, 0) →
∏
p∈|Σ|Def(Xf , p) tel que j(∆
∗) ⊂
∏
p∈|Σ|Def(Xf , p)(0) et
dont la monodromie est nulle.
On de´finit un germe T := (|L|, [f ]) ×λ,j ∆ muni de la famille d’hypersurfaces
X × T ⊃ XT
pi
→ T .
La projection naturelle t : T → ∆ de´finit une fonction holomorphe et S := {t =
0} est exactement le germe en [f ] de la strate isosingulie`re Z(k) de Xf . Notons
enfin g la compose´e XT
pi
−→ T
t
−→ ∆.
On a sur XS un triangle distingue´
QXS [n]
sp
−→ ψg(QXT )
can
−−→ φg(QXT )
+1
−−→ .
Le dernier terme est supporte´ sur le lieu singulier de g qui est une union finie de
multisections e´tales de XS → S qui de´crivent les points singuliers desXs pour s ∈ S.
Comme ces singularite´s sont de type ADE donc rigides, le dernier terme est donc
une somme directe, de tire´s en arrie`re de faisceaux gratte-ciel sur la de´formation
universelle locale de chaque singularite´.
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En appliquant π∗, et en utilisant l’ isomorphisme naturel π∗ψg ≃ ψtπ∗, on obtient
sur S le triangle
π∗QXS → ψt(π∗QXT )→ π∗φg(QXT )
+1
−−→ .
Ce dernier donne en cohomologie une suite exacte sur S
0→ Rnπ∗QXS → VS ⊕H
n(X,Q)→
⊕
x∈|Σ|
Rnπ∗φg(QX∆)x.
La suite exacte (2.2) implique que les tiges des termes de cette suite exacte sont
des structures de Hodge pures de meˆme poids et donc que cette suite exacte est
une suite exacte de Modules de Hodge polarisables purs qui est scinde´e toujours
par [Saito88, Lemme5, p. 854].
Finalement, en tout point de S le noyau de GrF (∇) pour la Q-Variation de
Structures de Hodge Rnπ∗QXS et celui de VS sont les meˆmes.
Compte tenu de la suite exacte (2.1), ceci e´tablit la proposition 2.0.3. 
2.4. Interpre´tation dans le cas n = 2. Donnons un argument alternatif permet-
tant de de´montrer la proposition 2.0.3 dans le cas n = 2.
Si on applique le the´ore`me de re´solution simultane´e des singularite´s DuVal [Art74]
[Bri70], cf. [KoMo98, p. 135] a` la famille universelle p1 : X → U on trouve un reveˆte-
ment ramifie´ r : U∗ → U et une application holomorphe propre et lisse u¯ : X ∗ → U∗
avec un morphisme π : X ∗ → X ×U U
∗ qui soit une re´solution simultane´e, c’est a`
dire que pour tout s ∈ U∗ πs : X
∗
s → Xs soit une re´solution. De plus, ces re´solutions
peuvent eˆtre suppose´es minimales. Le morphisme r factorise par un morphisme fini
r′ : U∗ → U˜ . L’existence globale de r n’est pas e´vidente et il n’est pas clair pour
nous que r puisse eˆtre choisi de fac¸on a` ce que r′ soit e´tale. Toutefois, cf [BuWa74],
c’est le cas si on restreint u a` un petit voisinage d’un point de U . Ceci implique que
V
U˜,[f ] ≃ H
2(X ′f ,Q) comme structures de Hodge ou` X
′
f → Xf est la re´solution mi-
nimale mais aussi que r′∗V
U˜
≃ R2u¯∗QX ∗ comme variations de structures de Hodge
polarisables.
Notons Z∗(k) = r−1(Z(k)−Z(k+1)) et appelons X ∗(k), resp. X (k) la restriction
de X ∗, resp. X a` Z∗(k). X ∗(k) est lisse sur Z(k) et, quitte a` faire un reveˆtement
e´tale de Z0(k), on peut supposer que sur chaque composante connexe Z0(k) de
Z∗(k) l’ensemble singulier de X (k) est un produit de Z0(k) par un ensemble fini.
L’ensemble exceptionnel de πk : X
∗(k) → X (k) est globalement un produit de
Z0(k) par une re´union de configurations de courbes rationnelles du type A-D-E
ade´quat.
Ceci donne des suites exactes de Variation de Structure de Hodge :
0→ Q(1)⊕k
Z0(k) → R
2u¯∗QX ∗(k)|Z0(k) ≃ (r
′)∗V
U˜
|Z0(k) → R
2(p1)∗QX (k) → 0
Notons v : U∗ × X − X ∗ → U∗ la premie`re projection. La suite exacte (2.1) im-
plique que R2(p1)∗QX (k)(1) ≃ Gr
4
WR
3v∗Q(U∗×X−X ∗)|Z0(k), puis par le the´ore`me
de semisimplicite´ :
(r′)∗V
U˜
|Z0(k) ≃ Q(1)
⊕k
Z0(k) ⊕Gr
4
WR
3v∗Q(U∗×X−X ∗)|Z0(k)
Ceci implique que sur Z0(k), les VSH Gr4WR
3v∗Q(U∗×X−X )|Z0(k) et VU˜ |Z0(k) ne dif-
fe´rent que par un syste`me local de monodromie finie donc d’application de pe´riodes
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constante. En particulier, Torelli infinite´simal pour V
U˜
|Z0(k) e´quivaut a` Torelli infi-
nite´simal pour Gr4WR
3v∗QX×U∗−X |Z0(k) ce qui e´quivaut a` la proposition 2.0.3 dans
ce cas.
3. The´ore`me de Macaulay avec singularite´s mode´re´es
Claire Voisin nous a signale´ qu’une variante du the´ore`me de Macaulay autorisant
un peu de singularite´s devrait suivre en adaptant [Voi02, pp. 427-428]. Mettons en
oeuvre de cette suggestion : apre`s quelques ge´ne´ralite´s sur le complexe de Koszul,
nous obtenons la proprie´te´ d’injectivite´ 3.2.4 en corollaire du re´sultat de dualite´
3.2.1. Cela est suffisant pour montrer l’injectivite´ de l’application des pe´riodes de
V
U˜
sur certaines strates de U˜ .
3.1. Un lemme sur le complexe de Koszul d’une presqu’intersection com-
ple`te. Soit D ∈ N∗ un entier positif. Soit G ⊂ H0(X,LD) un sous espace de di-
mension n+ 2. Notons G ⊂ OX le faisceau d’ide´aux engendre´ par G, et Σ ⊂ X le
sous sche´ma tel que OΣ = OX/G.
Posons A = A(X,L) = ⊕k∈NH
0(X,Lk). On appelle I l’ide´al gradue´ de A(X,L)
de´fini en degre´ k par Ik = H
0(G(k)). On a (G) ⊂ I.
Soit K(G)•m le complexe de Koszul en degre´ m :
H0(Lm−(n+2)D)⊗ Λn+2G→ . . .→ H0(Lm−D)⊗G→ H0(Lm)
ou` le premier terme du complexe est par convention en degre´ 0. Conside´rons e´gale-
ment, avec la meˆme convention, sa version faisceautique K(G)•m :
OX(L
m−(n+2)D)⊗ Λn+2G→ . . .→ OX(L
m−D)⊗G→ OX(L
m)
L’hypercohomologie de ce complexe de faisceaux est de´crite par le lemme suivant.
Lemme 3.1.1. Si Σ ⊂ X est artinien et localement d’intersection comple`te, alors,
pour tout m ∈ Z, Hi(K(G)•m) = 0 pour i 6= n+ 2, n+ 1 et
(1) Hn+2(K(G)•m) ≃ H
n+1(K(G)•m) ≃
⊕
P∈|Σ|
OΣ,P .
Preuve: Le support |Σ| de Σ consiste en un nombre fini de points de X et
OΣ =
⊕
P∈|Σ|
OΣ,P
est une somme de faisceaux gratte-ciel. Par abus de langage on identifie OΣ,P
et l’alge`bre artinienne locale de Σ en P . Ensuite, pour tout P ∈ |Σ|, de´signant
par mP ⊂ OX,P l’ide´al maximal, on a dimC GP /mPGP = n + 1 et toute famille
(g0, . . . gn) dans GP induisant une base de GP /mPGP est une suite re´gulie`re dans
OX,P engendrant GP voir par exemple [Kap70, Thm 129]. On peut donc choisir
une base (g1, . . . , gn, gn+1) de G de sorte que (g1, . . . gn) est une suite re´gulie`re
engendrant GP . Dans la cate´gorie de´rive´e D
b(Mod(OX,P )) on a donc
K(G)•0,P = K(g1,P , . . . , gn+1,P )
•
0 ⊗K(gn+2,P )
•
0
≃ OΣ,P [−n− 1]⊗
L K(gn+2,P )
•
≃ (OΣ,P [−n− 1]
0
→ OΣ,P [−n− 2])
puis Hn+1(K(G)•0,P ) ≃ H
n+2(K(G)•0,P ) ≃ OΣ,P comme OX,P -modules, les autres
faisceaux de cohomologie e´tant nuls. Par suite, les faisceaux de cohomologie non nuls
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de K(G)•m sont les gratte-ciels H
n+1(K(G)•m) ≃ H
n+2(K(G)•m) ≃
⊕
P∈|Σ|OΣ,P
puisque K(G)•0 est acyclique hors de |Σ|. La suite spectrale d’hypercohomologie de
K(G)•m n’a donc qu’un seul terme non nul en E1 qui est d1 : H
0(Hn+1(K(G)•m))→
H0(Hn+2(K(G)•m)) et d1 = 0 car c’est le cas apre`s localisation. Donc, pour tout
m ∈ Z, Hi(K(G)•m) = 0 pour i 6= n+ 2, n+ 1 et
(2) Hn+2(K(G)•m) ≃ H
n+1(K(G)•m) ≃
⊕
P∈|Σ|
OΣ,P .
✷
Par ailleurs, on a la filtration beˆte de K(G)0 de´finie par
σ≥pK(G)
• = OX(L
−pD)⊗ Λn+1−pG→ . . .→ OX .
Cette filtration de´croissante induit une filtration sur H∗(K(G)•m) et la suite spectrale
correspondante a un terme Ep,q1 = H
q(Grpσ(K(G)
•)). Elle de´ge´ne`re en En+3. On
remarque e´galement que (E•,01 , d1) = K(G)
•
m, de sorte que E
p,0
2 = H
p(K(G)•m).
Notamment, En+2,02 = H
n+2(K(G)•m) = (R/(G))m et une variation le´ge`re de la
preuve du lemme 3.1.1 permet de voir que G a une suite re´gulie`re de longueur n+1
et donc que Ep,02 = H
p(K(G)•m) = 0 pour p ≤ n.
3.2. Dualite´ de Macaulay pour des hypersurfaces de Pn+1 a` singularite´s
isole´es quasihomoge`nes. On se place dans le cas particulier suivant. Soit f ∈
H0(Pn+1,OPn+1(d)) − {0} telle que l’hypersurface Xf := {f = 0} n’aie que des
singularite´s isole´es quasi-homoge`nes. On conside`re G ⊂ H0(Pn+1,OPn+1(d − 1)) le
sous espace vectoriel engendre´ par les de´rive´es partielles de f , et (G) = J est alors
l’ide´al jacobien de f . Avec les notations pre´ce´dentes,D = d−1, et Σ ⊂ Xf s’identifie
au sous sche´ma artinien de X de support Xsingf de´fini par l’annulation du premier
jet de f , I a` l’ide´al de A s’annulant sur Σ et G = JΣ s’identifie, apre`s introduction de
coordonne´es locales, a` l’ide´al de Tjurina de la fonction correspondant a` f . Puisque
les singularite´s de Xf sont quasi-homoge`nes, les ide´aux de Milnor et de Tjurina
co¨ıncident donc Σ est intersection comple`te locale.
Si l ∈ Z, on note
evl : H
0(Pn+1,OPn+1(l))→ H
0(Pn+1,OΣ(l))
la fle´che induite par la surjection de faisceaux OPn+1 → OΣ.
On note enfin σ = (n+ 2)(d− 2).
Sur l’espace projectif Pn+1, les faisceaux inversibles n’ont de cohomologie qu’en
degre´ 0 ou n + 1, on en de´duit l’annulation de la plupart des termes de la suite
spectrale introduite en 3.1 : on a Ep,qr = 0 sauf si q = 0 ou q = n + 1, et donc les
seules fle´ches dr non nulles sont les fle´ches d1 et la fle´che dn+2 : E
0,n+1
n+2 → E
n+2,0
n+2 .
Les deux propositions suivantes pre´cisent son image et sa coimage.
Lemme 3.2.1. La fle´che dn+2 : E
0,n+1
n+2 → E
n+2,0
n+2 induit un isomorphisme entre
(I/(G))
∨
σ−m et (I/(G))m.
Preuve: Cette fle´che induit un isomorphisme entre sa coimage et son image. Il
suffit de calculer ces deux espaces.
Premie`re e´tape : l’image de dn+2 dans E
n+2,0
n+2 = R/(G)m est (I/(G))m.
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On a
Imdn+2 = ker
(
En+2,0n+2 ։ E
n+2,0
n+3
)
=
ker
(
En+2,01 ։ E
n+2,0
n+3
)
ker
(
En+2,01 ։ E
n+2,0
n+2
)
=
ker
(
En+2,01 ։ E
n+2,0
n+3 →֒ H
n+2(K(G)•m)
)
ker
(
En+2,01 ։ E
n+2,0
n+2
)
Or, la fle`che compose´e
En+2,01 ։ E
n+2,0
2 = E
n+2,0
n+2 ։ E
n+2,0
n+3 →֒ H
n+2(K(G)•m)
apparaissant au nume´rateur co¨ıncide avec H0(O(m)) → H0(O/G(m)). Son noyau
est donc H0(G(m)) = Im. D’autre part, au de´nominateur, on a
ker
(
En+2,01 ։ E
n+2,0
n+2
)
= ker
(
En+2,01 ։ E
n+2,0
2
)
= Imd1.
On en de´duit
Im dn+2 =
Im
Im d1
=
Im
(G)m
.
Deuxie`me e´tape : la coimage de dn+2 : E
0,n+1
n+2 → E
n+2,0
n+2 s’identifie par dualite´
de Serre a` (I/(G))
∨
−m+(n+2)(d−2) = (I/(G))
∨
σ−m.
La suite spectrale duale ((Ep,qr )
∨,t dr) s’identifie par dualite´ de Serre a` une re-
nume´rotation de la suite spectrale de la filtration beˆte de :
ωPn+1(L
−m)→ ωPn+1(L
−m+d−1)⊗G∨ → . . .→ ωPn+1(L
−m+(n+2)(d−1))⊗ Λn+2G∨
Le complexe obtenu en tensorisant par la droite complexe Λn+2G ≃ C s’identifie a`
K(G)•−m+σ en utilisant ωPn+1 ≃ OPn+1(n+ 2).
La premie`re e´tape permet alors de conclure.
✷
Lemme 3.2.2. Si la fle`che d’e´valuation evm : H
0(OPn+1(m)) → H
0(OΣ(m)) est
surjective, Hn+1(K(G)•σ−m) = 0.
Preuve: Au vu du lemme 3.1.1, reprenant les notations de la premie`re e´tape de
la preuve du lemme 3.2.1, on a aussi surjectivite´ de En+2,0n+3 → H
n+2(K(G)•m). De
ceci suit que E1,n+12 = 0. Or, par la seconde e´tape de la preuve du lemme 3.2.1,
E1,n+12 ≃ H
n+1(K(G)•σ−m)
∨. ✷
Fixons m0 tel que
evm0 : H
0(OPn+1(m0))→ H
0(OΣ(m0))
soit surjective.
Corollaire 3.2.3. Pour tout m ≤ σ −m0, H
n+1(K(G)•m) = 0.
Preuve: Soit m ≤ σ−m0. La fle`che evσ−m : H
0(OPn+1(σ −m))→ H
0(OΣ(σ −
m)) est surjective. On peut donc conclure avec le lemme 3.2.2.✷
Plus ge´ne´ralement, on a hn+1(K(G)•m) = h
1(JΣ(σ −m)).
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Corollaire 3.2.4. Supposons que d− (n+2) > 0. Supposons que A/J≥d−(n+2) est
engendre´ en degre´ d−(n+2) 4 et que I/J≥d−(n+2) est engendre´ en degre´ d−(n+2).
Si m0 ≤ d− (n+ 2), l’application line´aire induite par la multiplication
I/Jd → Hom(A/Jd−(n+2), I/J2d−(n+2))
est injective.
Preuve: Soit P un e´le´ment du noyau. On a, pour tout Q′′′ ∈ (A/J)d−n−2,
PQ′′′ = 0 mod J . De la` PQ′′′Q′′ = 0 mod J pour tout Q′′ ∈ A/J≥0. Puisque
A/J≥d−(n+2) est engendre´ en degre´ d − (n + 2) > 0, il suit que PQ
′ = 0 mod J
pour tout Q′ ∈ A/J≥d−(n+2). Comme σ − 2d + n + 2 = (n + 2)(d − 1) − 2d =
nd− n− 2 ≥ d− (n+ 2) on a
∀Q ∈ I/Jd−n−2 ∀Q
′ ∈ I/Jσ−2d+n+2 < Q;PQ
′ >d−(n+2)= 0
ou` < −;− >d de´signe l’accouplement de dualite´ de´fini par dn+1 entre I/Jd et
I/Jσ−d au lemme 3.2.1. Or on a, par fonctorialite´ de la dualite´ de Serre,
< Q;PQ′ >d−(n+2)=< QQ
′;P >σ−d .
Puisque I/J≥d−(n+2) est engendre´ en degre´ d− (n+2), P est orthogonal a` l’espace
I/Jσ−d entier. Donc P = 0 mod J . ✷
Une preuve plus courte du corollaire 3.2.4 valable dans le cas d’une hypersurface
avec un seul nœud nous a e´te´ communique´e par A. Otwinowska au moment ou` nous
finissions la pre´sente preuve.
4. The´ore`me de Torelli local sur les strates isosingulie`res
Soit n un entier pair strictement positif, et soit Xf ⊂ Pn+1 une hypersurface
de degre´ d a` singularite´s isole´es simples. Comme dans le cas ou` Xf est lisse, une
de´formation isosingulie`re de Xf fournit une variation de structure de Hodge dont
la tige en Xf est H
n+1(Pn+1 −Xf ). Rappelons que Hf := Hn+1(Pn+1 −Xf ) est
pur de poids n + 2 par la discussion de la section 2 et que sa filtration de Hodge
ve´rifie
0 = Fn+2 ⊂ Fn+1 ⊂ . . . ⊂ F 1 = Hn+1(Pn+1 −Xf ,C).
L’IVHS correspondante a e´te´ e´tudie´ par Dimca et Saito [DimSa06] et avec plus de
de´tails dans le cas nodal par ces meˆmes auteurs et Wotzlaw [DiSaWo09]. Dans cette
section, nous extrayons de leur travail tous les renseignements dont nous aurons
besoin en ajoutant quelques petits points supple´mentaires. Ceci permet d’appliquer
le re´sultat d’injectivite´ 3.2.4 et d’aboutir a` la de´monstration du the´ore`me 1.
4.1. Formule de Dimca-Saito-Wotzlaw pour les deux premiers termes
de la filtration de Hodge. Si y est un point singulier de Xf , on note comme
[DiSaWo09, section 1.1] α˜Xf ,y le plus petit ze´ro de la b-fonction de la singularite´.
Dans notre cas, la singularite´ est quasihomoge`ne et on note w1, ..., wn+1 les poids
correspondants. Alors, il est connu que α˜Xf ,y =
∑
iwi. Par exemple, pour une
singularite´ A1, on a α˜Xf ,y = (n + 1)/2. Un examen des e´quations des singularite´s
simples montre que l’on a toujours α˜Xf ,y > 1. Plus pre´cisemment, si n ≥ 4, alors
⌊α˜Xf ,y⌋ > 1, et si n = 2, alors ⌊α˜Xf ,y⌋ = 1.
4. Ce qui est garanti de`s que m0 ≤ d− (n+ 2).
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Lorsque n = 2 on de´finit un ide´al homoge`ne I ′ de l’anneau des polynoˆmes de
n+2 variables de la fac¸on suivante. De´finissons d’abord comme [DiSaWo09, (2.1.4)]
le faisceau d’ide´aux I ′(1) ⊂ OP3 cosupporte´ aux points singuliers y de Xf par
F1OP3,y(∗Xf ) = I
′
(1)OP3(2Xf ),
ou` le membre de gauche de´signe la filtration de Hodge du D-module OP3(∗Xf )
correspondant au Module de Hodge Mixte sous jacent a` Rj∗QP3−Xf . On pose alors
I ′k = Γ(P
3, I ′(1)(k)) puis I
′ = ⊕k∈NI
′
k.
Par [DiSaWo09, Theorem 2.2], on a :
Proposition 4.1.1.
Grn+1F H
n+1(Pn+1 −Xf ,C) = A/Jd−n−2,
GrnFH
n+1(Pn+1 −Xf ,C) =
{
A/J2d−n−2 si n ≥ 4
I ′/J2d−n−2 si n = 2
Dans [DiSaWo09, Lemma 1.5] est e´nonce´ que, pour les surfaces nodales, I ′(1) est
l’ide´al des fonctions qui s’annulent sur les points singuliers de Xf (avec structure
re´duite). Il est facile de ge´ne´raliser :
Lemme 4.1.2. L’ide´al I ′(1) co¨ıncide avec l’ide´al de Tjurina : I
′
(1) = JΣ.
Preuve: Il s’agit de voir que F1OP3,y(∗Xf ) = (
∂h
∂x1
. . . ∂h
∂xn
)h−2OP3,y ou` h est
une e´quation locale de Xf pre`s de y Or, d’apre`s [DiSaWo09, (1.3.2)] (qui re´fe`re a`
[Saito09]), la filtration de Hodge sur OP3,y(∗Xf) est dans ce cas donne´e par :
F1OP3,y(∗Xf ) = F1DP3,y(h
−1O),
ou` DP3,y est filtre´ par l’ordre de l’ope´rateur. En effet, suivant les notations de loc.
cit. k0 = 0 et O
≥1
P3,y
= OP3,y. ✷
Corollaire 4.1.3. Avec les notations de la section 3.2, I ′ = I.
4.2. Formule de Dimca-Saito pour le premier gradue´ de la connexion
de Gauss-Manin de Pn+1 − Xf . Il y a e´galement une seconde filtration sur
Hn+1(Pn+1 − Xf ,C) la filtration par l’ordre du poˆle note´e P • et l’on a F i ⊂ P i
[DeDi90].
Le long de la strate isosingulie`re S deXf dans l’espace projectif parame´trisant les
hypersurfaces de degre´ d, la connexion de Gauss Manin ve´rifie ∇P i ⊂ P i−1⊗Ω1S du
moins si dimP i est localement constante pre`s de [Xf ] ce qui est vrai sur un ouvert
dense S′ ⊂ S et [DimSa06] donne une formule pour GrP∇ξ si ξ ∈ T[Xf ]S = I/(f)d
en termes de la partie libre du module de Brieskorn.
Ceci est exploite´ dans [DiSaWo09, Remarks 3.9] dont nous tirons la proposition
suivante :
Proposition 4.2.1. Si n ≥ 4 GrF∇ξ : Gr
n+1
F Hf → Gr
n
FHf s’identifie par l’iso-
morphisme de la proposition 4.1.1 a` −1 fois la multiplication I/(f)d⊗A/Jd−n−2 →
A/J2d−n−2 et si n = 2, a` −1 fois la multiplication I/(f)d⊗A/Jd−n−2 → I/J2d−n−2.
Preuve: En faisant attention au fait que la notation n ici correspond a` ce qui
est note´ n − 1 dans [DiSaWo09], cela re´sulte de [DimSa06] de la meˆme fac¸on que
dans [DiSaWo09, Remarks 3.9] au moins sur l’ouvert S′. On conclut par passage a`
la limite. ✷
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4.3. Preuve du the´ore`me 1. Le corollaire 3.2.4 signifie pre´cise´ment que pour la
famille isosingulie`re (Pn+1×Z(l)−X (k)Z(l))/Z(l), le noyau deGrF∇ξ : Gr
n+1
F Hf →
GrnFHf s’identifie via la proposition 4.2.1 a` Jd ⊂ Id qui est l’espace tangent de
l’orbite de [f ] sous PGL(n + 2). Ceci e´tablit le the´ore`me 1 pour d ≫ k > n + 2
graˆce aux re´sultats de la section 2.
Soyons maintenant plus pre´cis sur les conditions que d doit satisfaire pour la
condition suffisante d’engendrement de la proposition 4.2.1. Plac¸ons nous en f ∈
Z(k) d’ide´al Jacobien JΣ. Nous devons nous assurer queH
0(Pn+1, O(d−(n+2)))→
O(d − (n + 2))/JΣ est surjectif
5 et surtout que I/J est engendre´ sur l’anneau de
polynoˆmes A en degre´ d − (n + 2). Ce dernier point est garanti de`s que I est est
engendre´ sur l’anneau de polynoˆmes A en degre´ d − (n + 2), c’est a` dire de`s que
JΣ(d− (n+ 2)) est engendre´ par ses sections globales.
Une condition suffisante est que d− (n+ 2) ≥ Reg(JΣ) ou` Reg est la re´gularite´
de Castelnuovo-Mumford. Or, puisqu’il de´finit un sous-sche´ma artinien, JΣ est m-
re´gulier (pour m ≥ n + 1) si et seulement si H1(Pn+1,JΣ(m − 1) = 0, c’est a` dire
si et seulement si H0(Pn+1, O(m− 1))→ O(m− 1)/JΣ est surjectif.
La condition suffisante obtenue est donc tout simplement la surjectivite´ de :
H0(Pn+1, O(d− (n+ 3)))→ O(d− (n+ 3))/JΣ.
De sorte que la proposition 4.2.1 s’applique de`s que d ≥ n+3+ sk(Pn+1), ou` sk
est la quantite´ apparaissant dans l’e´nonce´ du the´ore`me 1).
5. Application a` la conjecture de Shafarevich sur l’Uniformisation
5.1. Varie´te´s propres sur U˜ . Dans ce paragraphe on reprend les notations de
1.1 et on ne suppose pas que X = Pn+1.
Soit Z une varie´te´ connexe projective lisse, f : Z → U˜ un morphisme et z ∈ Z
un point base. La repre´sentation ρ¯ : π1(U˜ , x) → O(H
n(Xg,Q)) construite a` la
proposition 1.1.1 induit une repre´sentation f∗ρ¯ : π1(Z, z)→ O(H
n(Xg,Q)). Notons
Z˜un → Z le reveˆtement universel de Z, et Z˜ρ := ker(f∗ρ¯)\Z˜un le reveˆtement
topologique de Z attache´ a` f∗ρ¯,
Proposition 5.1.1. La varie´te´ Z˜ρ est holomorphiquement convexe.
Preuve: Ceci re´sulte des re´sultats de [Eys04] modulo le fait que {f∗ρ¯} est
constructible absolu. Le cas pre´sent est particulie`rement simple et il est facile de
de´crire la re´duction de Cartan-Remmert en termes de l’application des pe´riodes.
Notons que f∗ρ¯ est sous jacent a` une VSH polarisable de´finie sur Z qui est
f∗V
U˜
. Notons Γ′ = f∗ρ(π1(Z, z)). L’application des pe´riodes attache´e a` f
∗V
U˜
se
rele`ve a` une application Γ′-e´quivariante P : Z˜ρ → D. Comme Γ′ agit proprement
discontinuˆment sur D puisque Γ′ est discret, il suit que P est propre. Conside´rons
sa factorisation de Stein
Z˜ρ
α
→ R
β
→ D,
ou` R est un espace complexe normal, α est propre surjective a` fibres connexes, et
β finie.
Comme il n’existe pas d’application holomorphe horizontale M → D ou` M
est compacte complexe ([Gri73]), les fibres de α sont les sous espaces analytiques
5. Ce qui, puisque X = Pn+1 avec n ≥ 2, implique que H0(Pn+1, O(d′)) → O(d′)/JΣ est
surjectif pour d′ ≥ d− (n+ 2) et donc que les re´sultats de de la section 2 s’appliquent en posant
d′ = d.
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connexes ferme´s maximaux de Z˜ρ et donc que R n’a pas de sous-espace complexe
analytique compact de dimension positive.
Pour montrer que R est de Stein, on utilise la solution de Narasimhan du pro-
ble`me de Levi. On peut construire des fonctions C∞ positives et exhaustives sur D
dont le hessien complexe est de´fini positif le long de la distribution horizontale de D
et il est aise´ de les modifier pour construire une fonction d’exhaustion strictement
plurisousharmonique sur R, voir [Eys04] pour plus de de´tails.
✷
Corollaire 5.1.2. Z˜un est de Stein si l’application P est finie.
Preuve: En effet Z˜ρ ≃ R est de Stein et tout reveˆtement topologique d’une
varie´te´ de Stein est Stein.
✷
La discussion peut eˆtre re´sume´e ainsi : si f : Z → U˜ est finie, le reveˆtement uni-
versel de Z est de Stein sauf si Z contient une courbe C telle que VC a monodromie
finie.
Notons m : U˜ → U resp. m′ : [Γ\D] → Γ\D les applications canoniques vers
les espace des modules des champs conside´re´s. Notons qu’il existe une application
holomorphe pred : U → Γ\D. Il est clair que, si f : Z → U˜ est finie, P est finie si et
seulement si pred est finie sur Zr := m ◦ f(Z).
Proposition 5.1.3. Si f : Z → U˜ est finie et si Zr est un espace projectif ou plus
ge´ne´ralement a la proprie´te´ que toute application holomorphe Zr →M (avec M un
espace complexe) est constante ou finie, Z˜un est de Stein.
5.2. Cas ou` X = Pn+1. Le corollaire 3 re´sulte du the´ore`me 1 car celui-ci implique
que l’application des pe´riodes p ◦ f : Z → Γ\D est finie sur son image. En effet, par
le the´ore`me 1, une courbe C ⊂ Z contracte´e par p ◦ f est ne´cessairement dans une
orbite de PGL(n + 2). Or celles-ci sont affines car le groupe des automorphismes
birationnels d’une varie´te´ de type ge´ne´ral est fini et on de´duit qu’elles ne peuvent
pas contenir de courbe comple`te. Ceci implique que P est finie et le corollaire 5.1.2
permet de conclure.
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