Abstract-Data stream management systems (DSMS) aim to process massive data streams in a timely fashion to support important applications, e.g., financial market analysis. However, DSMS can be overloaded due to large bursts in data stream arrivals and data-dependent query executions. To avoid over loads, we design a new load shedding scheme by applying distributed fuzzy logic control, which is very effective to deal with uncertainties in highly dynamic systems such as DSMS, based on the per-stream backlog and selectivity of each query operator. We have implemented our approach by extending an open source distributed DSMS. The performance evaluation using high-rate Internet traces shows that our approach closely supports a specified backlog bound for each data stream queue, while improving the query processing delay, with little overhead.
I. INTRODUCTION

Data stream management systems (DSMS), including [1],
[2], [3] , [4] , [5] , [6] , are developed to efficiently process data streams in important applications, e.g., network monitoring, financial market analysis, and transportation management. As data streams may be unbounded and arrive at high rates, most DSMS support continuous reevaluation of queries over sliding (or jumping) windows of stream data tuples, e.g., stock price or network monitoring data streams. Using a declarative language (e.g., a windowed SQL-like language [5] or graphical query processing boxes [4] ) provided by a DSMS, a user can easily write a DSMS application, which is interpreted as a graph of the interconnected continuous query (CQ) operators necessary to process data streams for the application.
Ideally, DSMS are desired to process data streams with a minimal delay to monitor critical real world phenomena, e.g., market status changes or denial of service (DoS) attacks. Ironically, supporting this property is most challenging when it is most needed. For example, a large amount of data streams may arrive in a short time interval when the status of a financial market or communication network is widely fluctuating. Thus, the DSMS can be overloaded, resulting in late detection of DoS attacks or losses of business opportunities. To deal with potentially bursty arrivals of stream data, a CQ operator, e.g., a windowed select, project, join, or aggregation operator, usually buffer its input data streams in memory. Under overload, however, the input stream queues for buffering may grow rapidly. As a result, the system may suffer from excessive data losses or CQ processing delays. It may even become unreliable due to potential thrashing caused by severe memory contention.
To address the problem, we design a novel load shedding scheme to systematically control the backlog accumulated by each stream even in the presence of dynamic workloads. For load shedding, a DSMS should determine 1) when to shed load, 2) where to shed load, 3) which stream data tuples to drop, and 4) how much load to shed [7] . Concerning 1) and 2), we take an immediate, localized approach to load shedding. Our load shedding scheme runs immediately when the amount of backlog of any individual data stream changes by more than a specified threshold. It probabilistically drops tuples, if necessary, to control per-stream backlog to be below the desired bound without requiring any global coordination, which is computationally expensive and time consuming in distributed DSMS. By doing this, our approach avoids a potential avalanche, in which the backlog accumulated in a stream queue may largely delay the succeeding CQ operators in a cascading manner. Further, the impact of tuple dropping is evenly spread across the query operators cooperating for a specific application. If load shedding is applied only to the data stream sources, too many queries can be affected, since one stream may fan out to multiple streams [7] . On the other hand, only performing load shedding at the sinks of the query graph, which produce the final CQ processing results, is subject to excessive resource waste caused by producing a large amount of intermediate data streams that will be eventually dropped.
Regarding 3) and 4), we drop tuples randomly according to the drop probability, because random tuple dropping incurs a minimal decrease of the accuracy of query processing results without making any statistical assumptions about data distributions [5] , [7] .' To determine how much load to shed, we apply fuzzy control techniques [9] to derive the drop prob ability considering the current DSMS status. Fuzzy control is based on fuzzy logic developed to deal with uncertainties prevalent in real world applications. Due to its robustness, it is widely applied to support performance and safety features in many important systems including automobiles and consumer electronics. Since it can naturally express fuzzy (uncertain) l Our approach is not limited to random dropping. If the utilities of the data streams are known a priori similar to [8] . our approach can be easily adapted to drop the tuple with the smallest utility first.
concepts that are not completely true or false but partially true, it is very effective to handle uncertainties in highly-dynamic, nonlinear systems. In this paper, we apply it to efficiently handle uncertainties in DSMS including bursty data arrivals and aperiodic, data-dependent CQ executions.
Fuzzy control is performed using if-precedent-then consequent rules derived based on the logical understanding of the fundamental characteristics of the controlled system, e.g., a DSMS. We design a set of novel fuzzy rules to dynamically adjust the per-stream drop probability, if necessary, to control the length of each stream queue to be below the specified set-point based on the queue length error, i.e., the difference between the queue length set-point and current length of any individual data stream queue in a DSMS, even in the presence of dynamic workloads. Moreover, we design another set of new fuzzy rules to consider not only the queue length error but also the dynamics of query operators to drop just enough tuples, if necessary, to avoid overloads. Specifically, we consider the selectivity of each individual query operator, i.e., the ratio of the number of the output stream tuples produced by an operator to the number of the input stream tuples entering the operator, to further adjust the shedding probability. We seamlessly integrate the per-stream queue length and selectivity controllers into a single load shedding framework to avoid both overloads and excessive data losses in DSMS. For example, even when a data stream queue is longer than the desired bound, our approach does not increase the shedding probability for the specific stream, if a large fraction of the stream is filtered out by a preceding query operator before the stream reaches the queue being controlled (or vice versa).2
In addition, our fuzzy logic scheme for load shedding is executed in an event-driven manner; that is, it is executed when the length of any queue, i.e., per-stream backlog, changes by more than the specified event threshold. Being event-driven, our load shedding scheme automatically executes more often when the per-stream backlog increases or vice versa unlike the other control theoretic techniques using a fixed control period [10] , [11] , [12] . Further, our approach requires neither centralized control nor global information about the system status. For each stream queue, the shedding probability is adjusted considering the per-stream queue size error and selectivity of the preceding CQ operator. In summary, our approach supports immediate, localized per-stream backlog control in an event-driven manner to control the size of each data stream buffer to be below a specified set-point even in the presence of uncertainties. Supporting these features is not directly considered by previous work on DSMS including [5] , [4] , [6] , [13] , [14] , [15] , [8] , [16] .
For performance evaluation, we have implemented our approach by extending one of the most advanced open source DSMS, Borealis [4] , in a Linux cluster. For performance 2 Note that network congestion control is not directly applicable to load shedding in DSMS [7] , since it simply drops packets as the buffer in a network router builds up without simultaneously considering the aforementioned four issues and CQ selectivity important in DSMS. comparisons between our approach and Borealis, we use high speed Internet traces [17] different from most existing research on DSMS (including [5] , [4] , [6] , [18] , [19] , [13] , [14] , [15] , [8] , [16] ), which uses synthetic workloads or outdated traces such as [20] , [21] . The performance evaluation results show that our approach closely supports the desired per-stream queue length set-point. The per-stream queue length of our approach is up to two orders of magnitude shorter than the one supported by Borealis [16] . In addition, our approach considerably decreases the delay for query processing. Notably, our approach is lightweight. It consumes less than 1 % CPU utilization and lKB of memory to store the if-then rules for systematic load shedding. It has little overhead, since it is localized and requires no global feedback or adaptation across the entire query graph (also called a query network in the DSMS literature). Further, it only requires simple computations and look-ups of the fuzzy rules stored in two tables to compute the tuple drop probability for load shedding.
The rest of the paper is organized as follows. An overview of the DSMS architecture and load shedding in DSMS is given in Section II. A description of our load shedding scheme and fuzzy rule design is given in Section III. Performance of our approach is evaluated in Section IV. Section V discusses related research. Finally, Section VI concludes the paper and discusses future work.
II. SYSTEM ARCHITECTURE
In a distributed DSMS application, the stream sources provide input data streams to the rest of the nodes and the final output is produced at one or more sink nodes as shown in Figure 1 . CQ operators, e.g., windowed select, project, or join, process data streams and produce intermediate data streams. A query is a tree of CQ operators. One or more queries can be linked together to form a query graph/network as shown in Figure 1 . In DSMS, a queue is usually assigned to buffer data arriving from an individual data stream [4] , [22] , [5] . The stream queues in one node of a distributed DSMS usually share a single memory pool in the node without capping the length of an individual queue. Thus, a sudden arrival rate increase in a single stream can cause the other operators to starve due to the insufficient memory. As a result, the overall response time may increase due to the data and control dependencies in the query network.
To prevent a subset of streams from consuming exces sive amounts of memory, we directly control the backlog accumulated in each stream queue to be below a specified threshold, Q s, even in the presence of bursty stream data arrivals and aperiodic, data-dependent executions of query operators. 3 Since the arrival rate and selectivity may vary from stream to stream and operator to operator, our approach to load shedding performs on a per-stream, per-CQ operator basis. (1) where k ?: 1 and B is the control event threshold used to detect a noteworthy increase or decrease of qij' (We assume that qij(O) = 0 Vi,j when the system starts initially.) We take an event-driven approach, since it is infeasible to find one common control period effective to monitor and adapt all streams, which may have significantly different average and transient arrival rates.
To control the length of each stream queue to be below the specified set-point Q s, we employ two interconnected controllers: a queue length control module (QCM) and a selectivity-based control module (SCM) in Figure 2 . Via fuzzy control, QCM computes the drop probability d; j (k). SCM computes dij (k) actually used to probabilistic ally drop tuples of Iij, if necessary, to support Qs. To compute dij(k), SCM adjusts d; j (k) considering the selectivity of the preceding CQ operator, which pushes stream data tuples into Iiy's queue. Whenever a control event occurs for an arbitrary stream in a DSMS, we apply our load shedding method to the specific stream. Therefore, in the rest of this paper, we consider only a single stream Iij to present our per-stream load shedding scheme. We omit the operator and stream indexes i and j for brevity without loss of generality.
3 For the clarity of presentation, we use a system-wide queue length bound Q s that applies to every data stream queue in a DSMS. However, our approach is not limited to a single queue length bound. Different streams may have different queue length bounds.
At the kth (control) event, i.e., when Iq( k) -q( k -1) I ?: B, QCM computes the error:
At the kth event, QCM in Figure 2 measures the time between two consecutive events:
where t(k) indicates the time at which the kth event occurs.
QCM also computes the queue length change between the consecutive events:
Using Eq 3 and Eq 4, QCM calculates the trend of the queue length change representing the speed and direction of the queue length change:
Note that 6.q(k) i= 0 when f(k) is computed, since a control event occurs only when the queue length changes by more than B as defined in Eq 1. By considering the trend in addition to the error, we intend to improve the effectiveness of per-stream backlog management in DSMS. For example, even when the queue length is longer than Q s, it is unnecessary to increase the tuple drop probability by a large amount, if the queue length is decreasing fast or vice versa. Logical observations such as these ones can be easily formulated via fuzzy rules.
Based on e(k) and f(k), QCM computes the drop probability d' (k) using the fuzzy rules (described in Section III). As shown in Figure 2 , the output of QCM, d'(k), is an input to SCM that adapts d'(k), if necessary, to further enhance the effectiveness of load shedding by considering the selectivity.
At the kth event, SCM in Figure 2 computes the selectivity change of the preceding operator as follows:
In this equation, s( k) is the selectivity of the preceding oper ator computed at the kth event. Thus, 0 ::; s( k) ::; 1. Based on 6.s(k), SCM modifies d'(k), if necessary, to expedite the convergence of the queue length to Q s based on the selectivity information. For example, 6.s( k) < 0, if the selectivity of the operator pushing a data stream into the queue is decreasing. In this case, SCM adjusts the drop probability to shed fewer incoming stream tuples by making d(k) < d'(k) (or vice versa). In this way, it intends to avoid unnecessary data losses by dropping just enough tuples needed to closely support Q s.
III. ApPLICATION OF Fuzzy CONTROL TO MANAGE
PER-STREAM BACKLOG Figure 3 shows the structure of our closed-loop load shed ding scheme consisting of QCM and SCM. In fuzzy control, crisp variables expressed as real numbers, e.g., e(k) and f(k) in Figure 3 , are mapped to linguistic variables, e.g., the error and trend, to naturally express human thoughts via the process called fuzzification. Using the linguistic variables, the inference scheme looks up the relevant if-precedent-then consequent rules. Finally, the defuzzification interface, such as the one in Figure 3 , derives a crisp control signal from the linguistic rules. 4 In the rest of this section, we describe the key observations that motivated the design of our fuzzy if-then rules for effective per-stream load shedding. Also, we describe the detailed procedure for fuzzy control, while giving illustrative examples. For effective fuzzy control, it is essential to design an effective rule-base. They are designed based on the logical understanding of the characteristics of the controlled system such as a DSMS. Figures 5 and 6 are the rule-bases used 4 The fuzzification/defuzzification interface, inference scheme, and rule-base of SCM are not shown in Figure 3 to avoid a graphical repetition.
A. Design of Fuzzy Rules for Adaptive Load Shedding
by QCM and SCM, respectively. The rules are designed to support Q s even when the system status and workloads change dynamically. For example, the rule {N S, F I} -+ D M in Figure 5 requires the load shedder to drop most (DM) tuples of the stream (Iij), if the current error, i.e., the linguistic version of e(k), is negative small (NS), i.e., e(k) > Qs by a small amount. However, the trend, i.e., the linguistic version of f(k), is fast increasing (PI), i.e., f (k) » O.
We design the rules in Figure 5 based on our observations depicted in Figure 4 . In the figure, there are four major states that characterize dynamic queue length changes. In normal conditions, it is desired that the system is in states 1 or 4 in Figure 4 . Queue length overshoots are observed in states 2 and 3; that is, the queue length is longer than Qs. Also, state 2 is worse than state 3, since the queue length is diverging from Q s in state 2, whereas it is converging to Q s in state 3. The objective of QCM is to avoid overshoots by adapting the drop probability based on the error and trend, which are the linguistic (i.e., fuzzified) versions of Eq 2 and Eq 5. More specifically, we design the rule-base in Figure 5 for QCM considering the four states in Figure 4 as follows.
State 1. e(k) 20 and f(k) > 0: In this state, the queue is not longer than Q s, but it is increasing. Thus, the linguistic error is zero or positive, while the trend is increasing.
• Case 1: The error is zero. In this case, the queue length is equal to Q s. If the trend indicates a fast increase (PI) or medium (MI) of the error, we drop some (DS) tuples as shown in in Figure 5 . On the other hand, we drop few (DF) tuples, if the trend is a small increase (SI).
• Case 2: The error is positive. In this case, the queue is shorter than Q s. As this is a desirable state, we either drop few (DF) tuples or drop none (DN). If the error is positive small (PS), i.e., the queue is shorter than Q s by a small amount, and the trend is PI or MI, we drop few (DF) tuples. Otherwise, the rules recommend the DSMS to drop none (DN).
State 2. e(k) < 0 and f(k) > 0: In this zone, the queue is longer than Q s and further increasing. To cancel the overshoot and divergence from Q s, QCM recommends the DSMS to drop the largest fraction of tuples in this state. It derives the tuple drop probability considering the magnitudes of the error and trend. For example, when the error is negative medium (NM), the queue is longer than Q s by a medium amount. In this case, the rules {NM,SI} -+ DS and {NM,MI} -+ DM in Figure 5 require the DSMS to drop some (DS) and drop most (DM) tuples for the slow increase and medium increase of the queue length, respectively.
State 3. e( k) ::; 0 and f (k) < 0: In this zone, the queue length is longer than or equal to Q s, but it is decreasing. Control rules should be carefully designed by comparing the magnitudes of the error and trend, since it is possible for them to cancel each other. For example, if the error is negative small (NS) and the queue length shows a slowly decreasing (SD) trend, no tuple will be dropped as shown in Figure 5 . In this region, a higher drop probability is derived for a larger absolute value of the error and a slower decrease of the queue length or vice versa.
State 4. e(k) > 0 and f(k) < 0: In this state, the actual queue length is shorter than the set-point and it is further decreasing. Since this is a desirable state, the QCM requires the DSMS to drop none of the tuples. SCM aims to further decrease the possibility of a queue length overshoot. To achieve the objective, SCM uses the rule table in Figure 6 d'(k) . Thus, the rule-base in Figure 6 only considers positive selectivity changes.
For example, suppose that the selectivity change is positive large (PL), but QCM produces a drop none (DN) signal. In this case, the rule {PL, DN} ----+ DS in Figure 6 modifies the DN signal produced by the QCM to the drop some (DS) signal, because the preceding operator's selectivity is increas ing largely and the length of the stream queue succeeding the operator is likely to increase as a result.
Notably, the first two columns in Figure 6 require the system to further increase the drop probability considering the selectivity increase. On the other hand, the last two columns require no further increase of the drop probability, since the probability computed by QCM is already high enough in these cases. In this way, SCM aims to avoid overshoots and excessive data losses simultaneously.
B. Fuzzy Control Procedure
In this section, the fuzzification, inference, and defuzzifi cation process for QCM is described. The procedure used by SCM is similar and omitted due to space limitations.
At the kth control event, the fuzzification interface of QCM in Figure 3 For fuzzy control, each variable, such as the variables in Figures 7(a) -7(c) , should be associated with the universe of discourse, i.e., the domain, [9] . In this paper, the universe of discourse for e(k) and [:)'s(k) is [-0.5,0.5], while the universe of discourse for f(k) is [-3.5, 3.5].5 For the control output, i.e., d'(k) and d(k), we use the universe of discourse of [0, 0.95] to bound the range of the drop probability.
In fuzzy set theory underlying fuzzy control theory, to deal with uncertainties, a crisp value is mapped to one or more fuzzy sets; that is, partial membership is allowed unlike set theory that only supports binary membership [9] . The degree of membership, called certainty, is computed using S If e(k) or �s(k) is smaller than -0.5 (larger than 0.5), it belongs to NL (PL) with certainty 1. Similarly, if f(k) < -3.5 (f(k) > 3.5), it belongs to SD (SI) with certainty 1. membership functions (MFs). In this paper, e(k) may belong to one or two fuzzy MFs in Figure 7 (a), because we design adjacent MFs to overlap. For all the MFs in Figure 7(a) , except for the leftmost and rightmost ones, we use symmetric triangles of an equal base and 50% overlap with the adjacent fuzzy MFs. In Figure 7 (a), the horizontal axis represents e(k), while the vertical axis indicates the certainty of the membership.
Fuzzification is the first step in fuzzy control. It maps the input crisp variables to the corresponding linguistic variables.
In this paper, e( k) measured at the kth control event are fuzzified to the linguistic error with one or two linguistic values in Figure 7 Using the fuzzified linguistic error and trend, the inference mechanism of QCM looks up the rule-base in Figure 5 to find the related if-then rules. The linguistic variables are used to infer the if-then rules. Due to partial membership allowed in fuzzy control, more than one if-then rules can be triggered as a result of the rule-base look-up. In this case, the certainty of an inferred rule is set to the minimum of the certainty values of the precedents, because the consequent cannot be more certain than the precedents [9] .
Example 2. Rule-Base Lookup. In Example 1, the error belongs to N S and N M with the certainty 0.75 and 1. Further, the trend belongs to M I with the certainty 1. In this case, two rules in Figure 5 Most. To describe the defuzzification process, let x and y represent the row and column indexes in Figure 5 (1 :::; x :::; 7 and 1 :::; Y :::; 6). Also, let J.L(x, y ) denote the certainty of the corresponding rule(x , y ) in the table. Further, let c(x, y ) denote the center of the fuzzy set that is the rule(x , y)'s consequent. For a triangular fuzzy set, the center is the middle of the triangle's base. In this paper, we use the centroid method [9] to compute the drop probability for per-stream queue length control: 
IV. PERFORMANCE EVALUATION
In this section, a description of the experimental settings is followed by the performance evaluation results. For our experiments, we use CAIDA's Internet traffic traces collected by the equinix-sanjose high-speed monitor [17] . The average bit-rate of the monitored network is around 2.3 Gbps. Approximately 500,000 packets on average are being processed every second by each of the micro-benchmark ap plications that we have used for performance evaluation. Thus, our applications model the challenging problem of monitoring bursty and highly dynamic Internet traffic patterns. Figure 8 shows the query network topology used in our experiments. The input data streams flow from the sources and processed in the four layers to generate the query results at the sink. The 15 physical machines in the figure are connected via a 1 Gbps switch. Each machine has a 1.5 GHz or 2.2 GHz Intel dual core CPU and 1GB main memory. In our experiments, the stream sources use the faster machines to generate high rate data streams. Input data are stored in raw packet format and partitioned to eight source level machines based on their destination addresses, modeling network monitoring sensors placed at different locations. Sources read blocks of the traces, transform the data into Borealis tuples, and inject them into the input streams of the query network. The 8 query chains in Figure 8 are executed in parallel. For each query operator, we use a jumping window of 1000 tuples. Thus, an individual stream query operator is executed for every 1000 tuple arrivals. Table I shows the flow statistics (FS) application. In FS, the flow information, including source and destination ad dresses as well as port numbers, is extracted from the TCP/IP packets to continuously analyze flow statistics for the source destination pairs found in the jumping window. (For brevity, the window constraint is not included in the table.) The continuous queries in the table are deployed at the specified levels in Figure 8 to analyze network traffic patterns based on flow IDs. The sink node computes a running average and reports flows whose rates are higher than the value specified in Table I . Although we have done experiments for other network analysis applications, we mainly report the results of FS due to space limitations.
In this paper, we compare the performance of our approach, called FuzzyQS, to that of Borealis, which employs FIT [16] for load shedding, mainly in terms of the queue length and CQ processing delay. At every second, we record the maximum queue length measured in the query network. In this paper, we set Q s = 1000 tuples for performance evaluation purposes.
For performance evaluation, we keep track of the biggest queue size in the whole distributed DSMS at every second. In addition, the largest source-to-sink query processing delay is measured every 1 s. Since our approach avoids overloads via load shedding on a per-stream and per-operator basis, they can indirectly reduce the delay too. Figure 9 shows the cumulative distribution of the queue length for 10 experimental runs of the FS application. As shown in the figure, the 95 percentile queue length of Borealis and FuzzyQS is 59435 and 857 tuples, respectively. Figure 10 shows the transient queue length measured every Is for 1 run. FuzzyQS controls the per-stream queue length to be below Q s = 1000 tuples for most of the time except for a few By controlling the per-stream backlog, FuzzyQS considerably decreases the delay too. In Figure 11 , the 95 percentile delay of Borealis and FuzzyQS for 10 runs is 8.86s and 5.26s, respectively. Thus, the 95 percentile delay of our approach is approximately 40% shorter than that of Borealis. FuzzyQS achieves these improvements via per-stream, fully-distributed queue length control based on fuzzy rules. Borealis makes system-wide decisions on load shedding at the nodes near the sinks. The decisions are aggregated and cascaded back toward the sources in an incremental manner [16] . Notably, existing DSMS, including [1], [2], [3] , [5] , [4] , [6] , [18] , [19] , [13] , [14] , [15] , [8] , [16] , do not aim to support the desired per-stream queue length even in the presence of dynamic workloads. In the future, we will investigate how to further reduce per-stream queue length overshoots. Figure 12 shows the cumulative output rate for 10 runs, which measures the number of the output tuples leaving the sink per second. From the figure, we observe that the output In addition to FS, we have designed and run two more applications to analyze network traffic patterns based on the source and destination IP address, respectively. In these experiments, FuzzyQS has closely supported Qs. The queue length of Borealis is up to an order of magnitude longer that that of FuzzyQS. The response time of Borealis is longer than ours by 0.63s -1.2s. Also, FuzzyQS has shown simliar output rates to those provided by Borealis. Detailed results for these DSMS applications are not included due to space limitations.
Moreover, our approach incurs little overhead. In our exper iments, our load shedding scheme is activated approximately 80 times/s on average, consuming approximately 0.25% total CPU utilization. It consumes less than IKE of memory in each node to store the two rule-bases and keep track of the queue lengths and operator selectivities. Load shedding techniques have been studied to enhance the performance and reliability of DSMS [13] , [14] , [8] , [16] . Under overload, the load shedder of Aurora drops the tuple with the lowest utility first under the assumption that the utilities of streams are known a priori [8] . In Borealis, global load shedding decisions are made near the sink and propagated back toward the stream sources [16] . Data Triage does load shedding under overload, while generating short summaries of the discarded packets [13] . This approach is complementary to ours in that it could be combined with our approach to support a summary of dropped tuples in the background. Overall, our work is different in that it supports fully localized, per-stream backlog management by leveraging continuous query semantics, while applying well-established fuzzy control techniques.
A proportional and integral (PI) controller is designed to bound the average per-tuple delay via load shedding [14] . It has also been used to support real-time periodic queries [18] , [19] , [23] implemented in STREAM [5] . However, a PI controller may largely fail to support the desired performance, if the model of the controlled system, e.g., a DSMS, derived offline using representative workloads becomes inaccurate due to dynamic workloads and system behaviors riO]. Un fortunately, finding representative workloads for a highly dynamic, nonlinear systems, such as DSMS, is very hard (if at all possible). Applying other branches of control theoretic techniques based on mathematical modeling of the controlled system, such as [11], [12] , also suffers from the difficulty of accurately modeling highly-dynamic and nonlinear DSMS.
Fuzzy logic control has been applied to manage the per formance of other computational systems such as real-time tracking [24] . Basaran et al. [25] show that fuzzy control considerably outperforms a PI controller and a model pre dictive controller in terms of CPU utilization control in a real-time operating system. However, these approaches do not aim to support load shedding considering distributed DSMS semantics discussed in Section I. Nor do they support event driven control to manage the per-stream backlog.
VI. CONCLUSION AND FUTURE WORK
In this paper, we present a lightweight load shedding scheme to manage the per-stream backlog. Our approach directly considers the per-stream backlog and selectivity of each query operator to support graceful, fine-grained load shedding in a distributed manner. Further, our approach is event-driven. It quickly reacts to bursty workloads, while avoiding an unnec essary activation of the controller under light load conditions. The performance of our approach is evaluated thoroughly using high-rate Internet traces by extending Borealis, which is an advanced open-source distributed DSMS. From our experiments, we observe that our approach can closely sup port the desired per-stream queue length, while considerably decreasing the per-stream backlog and query processing delay compared to Borealis. In the future, we will explore more effective scheduling and load shedding schemes to further enhance the performance of distributed DSMS.
