Abstract. Time series often exhibit periodical patterns that can be analysed by conventional statistical techniques. These techniques rely upon an appropriate choice of model parameters that are often difficult to determine. Whilst neural networks also require an appropriate parameter configuration, they offer a way in which non-linear patterns may be modelled. However, evidence from a limited number of experiments has been used to argue that periodical patterns cannot be modelled using such networks. In this paper, we present a method to overcome the perceived limitations of this approach by determining the configuration parameters of a time delayed neural network from the seasonal data it is being used to model. Our method uses a fast Fourier transform to calculate the number of input tapped delays, with results demonstrating improved performance as compared to that of other linear and hybrid seasonal modelling techniques.
Introduction
In time series analysis, the recognition of patterns is important to facilitate the estimation of future values. This is especially evident for financial time series forecasting, where techniques such as technical and regression analyses have been developed that rely upon the identification of different temporal patterns [1] . In particular, regression analysis, whose application area is not only limited to financial forecasting [2, 3, 4] , relies on the identification of patterns within the series, such as trend and seasonality. These patterns can be modelled using statistical techniques, such as autoregressive (AR) variants, but constructing such models is often difficult. Whilst the application of neural networks to time series analysis remains controversial [1, 4] , they appear to offer improved performance, for example, when used in hybrid models [5] . In hybrid models applied to seasonal data series, seasonality is first decomposed using techniques such as linear filters [1] . One such method is the application of the autocorrelation function to determine the input lags used to build a linear AR model, and in particular only the significant lags are selected [3] . However there is evidence to suggest that using just these selected lags does not give optimal linear models [6] . Furthermore, it is unclear whether the lags obtained from the autocorrelation function are sufficient for use in a non-linear model, such as a neural network. In this paper we describe a method to configure a neural network to model time series that exhibit cyclic behaviour using a more appropriate selection of input lags. When applied to a time delayed neural network (TDNN), our method demonstrates similar performance compared to more complex hybrid modelling techniques.
In statistics, periodical variations are treated in two different ways. First, if periodical patterns change stochastically during time, one can apply seasonal differencing to eliminate seasonality. Second, if behaviour of the periodicity is deterministic, models can be applied by taking into account the type of the variation, such as whether the changes are in additive or multiplicative form. Linear processes such as AR models, seasonal AR models and the Holt-Winters method are among the few seasonal modelling techniques that have proven successful [1, 3] . However, to model non-linear patterns, appropriate non-linear techniques are required, such as neural networks.
Non-linear neural networks are capable of extracting complex patterns in time series successfully to some degree [2, 7] , although identifying whether nonlinear models are required remains difficult [1] . A well-known technique to perform temporal processing is to use memory of past input and activation values within the network to allow it to identify temporal patterns. These TDNN models [7, 8] are widely used because of their simplicity, either on their own [9,10,11], or in hybrid models such as with an autoregressive integrated moving average model (ARIMA) [5, 12, 13] . Nevertheless, it has been reported that such hybrids do not necessarily outperform single models [11] .
The limitations of neural networks are essentially an inability to cope with changes in mean and variance [9] , which can be attributed, for example, to trend and exponential seasonality. The mean and variance of a series may be stabilised using techniques such as differencing and the Box-Cox transformation [14] . Similarly, it has been argued that periodical patterns should be removed prior to modelling with a neural network [12, 13, 15, 16] . However, it has been shown that certain periodical patterns can be successfully modelled using neural networks if the network is configured appropriately, and the time series preprocessed to stabilise the mean [10] .
The studies so far have focused on model selection tools designed for building linear AR models, which are then used to construct a TDNN for cyclic series [9, 12] . For example, Cottrell [9] used Akaike and Bayesian Information Criteria to find an optimum TDNN. For the Sunspot data, their results suggested an architecture with four input delays and four hidden neurons. Despite this, the Sunspot data exhibits an 11 year cycle, and results suggest that a minimum lag of 11 is required (for example, [2, 17] ). In contrast to Cottrell's approach, Zhang and Qi [12] used the autocorrelation function to configure a TDNN. First, they obtained the significant lags within the series based on the an analysis of the autocorrelation. Then they employed these lags to construct the input delays of TDNN. In this paper we describe a method, which is an extension of that described in [10] , for selecting the input delays using a fast Fourier transform, comparing our results with Zhang and Qi's.
