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Abstract
As the demand for wireless communication services grows quickly, spectrum scarcity has
been on the rise sharply. In this context, cognitive radio (CR) is being viewed as a
new intelligent technology to solve the deficiency of fixed spectrum assignment policy in
wireless communications. Spectrum sensing is one of the most fundamental technologies
to realise dynamic spectrum access in cognitive radio networks. It requires high accuracy
as well as low complexity. In this thesis, a novel adaptive threshold setting algorithm
is proposed to optimise the trade-off between detection and false alarm probability in
spectrum sensing while satisfying sensing targets set by the IEEE 802.22 standard. The
adaptive threshold setting algorithm is further applied to minimise the error decision
probability with varying primary users’ spectrum utilisations. A closed-form expression
for the error decision probability, satisfied SNR value, number of samples and primary
users’ spectrum utilisation ratio are derived in both fixed and the proposed adaptive
threshold setting algorithms. By implementing both Welch and wavelet based energy
detectors, the adaptive threshold setting algorithm demonstrates a more reliable and
robust sensing result for both primary users (PUs) and secondary users (SUs) in com-
parison with the conventional fixed one. Furthermore, the wavelet de-noising method is
applied to improve the sensing performance when there is insufficient number of sam-
ples. Finally, a novel database assisted spectrum sensing algorithm is proposed for a
secondary access of the TV White Space (TVWS) spectrum. The proposed database
assisted sensing algorithm is based on the developed database assisted approach for
detecting incumbents like Digital Terrestrial Television (DTT) and Programme Making
and Special Events (PMSE), but assisted by spectrum sensing to further improve the
protection to primary users. Monte-Carlo simulations show a higher SUs’ spectrum effi-
ciency can be obtained for the proposed database assisted sensing algorithm than the
existing stand-alone database assisted or sensing models.
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Introduction
1.1 Introduction
The global digital switch-over plan enables large portions of the ultra high frequency
(UHF) TV spectrum to become entirely available. The spectrum once used for the
analog TV broadcasting service becomes completely available, which can be used for
deploying new licensed and license-exempt wireless services. The portions of the UHF
TV spectrum becomes available at a specific time period or geographical location to
avoid interference between neighbouring Digital Terrestrial Television (DTT) stations.
This available UHF TV spectrum are also called the TV White Space (TVWS). On the
other hand, Cognitive Radio (CR) was proposed by Joseph Mitola in [1] in 1999 as an
intelligent wireless communication technology allowing unlicensed users’ opportunistic
access of spectrum holes temporarily unoccupied by licensed users [2]. Thus, reframing
these TVWS spectrum could make them the prime candidate for opportunistic spec-
trum access in cognitive radio networks. Under this motivation, the second Report and
Order (R&O) issued by Federal Communications Commission (FCC) not only opened
the TVWS to unlicensed use, but also specified a series of requirements for the license-
exempt use of TVWS spectrum [3]. Furthermore, a consultation on the feasibility of
1
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cognitive access to interleaved spectrum (e.g. TVWS) carried out by the Office of Com-
munications (Ofcom) in UK indicates that over 50% of locations are likely to have more
than 150MHz interleaved spectrum, and around 100MHz at 90% of locations could be
available for cognitive access [4]. Dynamic spectrum access is proposed to solve the
current spectrum inefficiency problems. The Dynamic Spectrum Access Networks (DyS-
PAN) will provide high bandwidth to mobile users via heterogeneous wireless architec-
tures and dynamic spectrum access techniques. The key enabling technology of dynamic
spectrum access networks is the cognitive radio that can opportunistically use or share
the spectrum. Dynamic spectrum access allows the cognitive radio to operate in the
best available channel. More specifically, the cognitive radio technology will enable the
users to determine which portions of the spectrum is available and detect the presence
of licensed users [5]. However the successful operation of cognitive radio in TVWS relies
on its ability to detect the surrounding spectrum bands and not to cause harmful inter-
ference to primary users, such as DTT and registered Programme Making and Special
Events (PMSE) users. Therefore, the research in this thesis considers designing robust
spectrum detection methods to protect the transmission of primary users in cognitive
radio networks, especially in the TVWS spectrum. The research contribution could be
extended to other spectrum as well.
1.2 Motivation and Research Objectives
As presented in the research report by European Electronic Communications Commit-
tee (ECC) [6], a number of different detection algorithms have been investigated for
sensing white spaces over UHF TV frequency bands, e.g. 470-790MHz. Among all
these detection methods, spectrum sensing and geo-location database algorithms are the
two consensual spectrum detection approaches widely considered by both academia and
industry. Therefore, spectrum sensing and geo-location database algorithms are selected
to make a further study in this thesis.
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Spectrum sensing is one of the most challenging tasks in CR networks as it requires
high accuracy and low complexity for dynamic spectrum access [7]. The performance
metric of spectrum sensing is usually measured as a trade-off between selectivity and
sensitivity, and can be quantified by the levels of detection and false alarm probability.
The higher the detection probability, the better primary users (PUs) can be protected.
The lower the false alarm probability, the more chances a channel can be utilised by
secondary users (SUs). A detection probability of 90% and a false alarm probability of
10% have been set as the target requirements in the IEEE 802.22 standard for all the
sensing algorithms [8], [9].
The energy detection, also known as radiometry or periodogram, is selected as the tar-
get spectrum sensing method in this thesis because of its low computation and implemen-
tation complexities [10]. The sensing performance of energy detection depends greatly
on the setting of a detection threshold. Most conventional energy detection algorithms
adopt a fixed detection threshold to distinguish PU signals from the noise. For exam-
ple, a predefined experimental threshold was set in [11] and [12] by measuring the noise
power. However, it is difficult to guarantee the detection and false alarm probability with
the fixed threshold setting method, especially when the noise power fluctuates [13], [14].
Unlike the conventional fixed threshold based sensing algorithm, an adaptive spectrum
sensing algorithm was proposed to dynamically adjust its energy threshold according to
the signal to noise ratio (SNR) [15]. A number of studies on adaptive setting algorithms
in [16–19] were aiming to minimise the required missed detection probability and false
alarm probability. An optimal threshold was proposed for the cooperative spectrum
sensing method to minimise the total error rate in [16]. In [17], the authors derived
an adaptive threshold setting algorithm by introducing a weighted factor principle to
trade off the detection and false alarm probability. Instead of the weighted factor used
in [17], a spectrum utilisation factor was considered in [18] to minimise the total error
sensing probability. In [19], the cooperative spectrum sensing error rate is optimised
with the throughput. All these works assumed that the impact factor (weighted factor
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or spectrum utilisation) is a constant value in the derivation or simulations, e.g. 50%.
However, the effect of varying impact factors on the performance of spectrum sensing
is crucial to implement sensing algorithms as the PUs’ spectrum utilisation is dynamic
in practice. Therefore, the effect of varying PUs’ spectrum utilisation on the threshold
setting and sensing performance will be analysed in this thesis.
In addition to the threshold setting problem, another major challenge for the energy
detection is the ability to detect a signal at low SNR as required by the FCC [20] and
Ofcom [4]. However, due to the noise uncertainty, the sensing performance at low SNR
level deteriorates rapidly for the conventional energy detection techniques and even for
matched filters and cyclostationary detectors. In [21], spectrum sensing using a wavelet
based energy detector was studied for sensing signals in additive white Gaussian noise
(AWGN) channels at SNR = -5dB. The sensing performance of Welch’s energy detector
was studied for detecting the orthogonal frequency-division multiplexing (OFDM) signals
used in long-term evolution (LTE) femtocell scenarios at SNR = -11dB in [22], which still
has a big gap compared with the sensing requirement of digital television (DTV) signals,
e.g. -18dB [23]. Although a variety of cyclostationary sensing algorithms [23], [24] claim
to be able to achieve the sensing requirement at a level as low as -18dB (equivalent to
-114dBm in a 6MHz TV channel) set by the FCC. However, the FCC test report [20]
states that all these spectrum sensing algorithms have a high false alarm probability.
Therefore, how to make the energy detector able to detect signals at low SNR level while
maintain a proper detection and false alarm probability is a very challenging task that
will be investigated in this thesis.
As these spectrum sensing algorithms should meet the IEEE 802.22 requirements
Pd ≥ 90% and Pf ≤ 10% [8]. A number of research works on the constraint region
problem (Pd ≥ 90%, Pf ≤ 10%) has been conducted [25–28]. In [25], the proposed
cooperative sensing techniques could achieve above 90% detection probability at SNR =
-7dB with observation window of 50 bits and 10% false alarm rate. The cyclostationary
spectrum detection adopted in [26] could sense the Binary Phase-Shift Keying (BPSK)
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signals with SNR of -8dB while maintain 10% false alarm probability and 90% detection
probability. Both [25] and [26] couldn’t detect signals at low SNR as required by the
FCC in US [20] and Ofcom in UK [4]. In [27], the proposed Cyclostationary Spectrum
Density (CSD) estimation could achieve greater than 90% detection probability on BPSK
signals with SNR of -18dB, when the probability of false alarm is less than 10%. In [28],
the proposed energy detection scheme for multi carrier systems could reach 90% in
probability of detection and 10% in probability of false alarm for the SNR as low as -
21dB. Although the achieved sensing SNR in both [27] and [28] could maintain a relative
low level, the effect of varying PUs’ spectrum utilisations on the sensing performance was
not taken into account. Therefore, a very challenging task associated with the energy
detection technique is to choose a proper threshold to be able to detect signals at low
SNR level as well as satisfying the sensing targets set by IEEE 802.22 standard.
Finally, for the geo-location database assisted algorithm, the geo-location database
assigns a list of available frequency bands and their associated maximum transmit pow-
ers to the white space devices (WSD) based on its location, propagation model and PUs’
occupation of the network [29]. This geo-location database algorithm has been adopted
by both FCC and Ofcom for the WSDs to access the TVWS spectrum [4]. For the pro-
tection of registered incumbent service such as DTT or PMSE users, the FCC states that
the geo-location database algorithm could provide adequate and reliable protection, thus
making spectrum sensing not necessary [3]. However, the geo-location database approach
poses challenges to protect licensed DTT and PMSE users in a changing home or urban
city scenario, and difficult to detect the co-existed unlicensed PMSE and WSDs in close
proximity. The geo-location database approach’s disadvantage of slow response to rapid
changing radio environment and slow local information update makes spectrum sensing
to be the native approach to tackle these challenges. The value of spectrum sensing is also
widely recognised in the protection of unregistered PMSE services, wireless microphone
(WM), especially in Europe where PMSE devices mostly operate in unlicensed basis
without any record and the geo-location database approach can only protect registered
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systems [30]. Although research on both spectrum sensing and geo-location database
algorithms have been conducted individually, there is little work which combines both
approaches together which could result in the exponential growth on spectrum efficiency.
Therefore, a database assisted sensing algorithm combing both spectrum sensing and
geo-location database algorithms is studied in this thesis.
1.3 Research Contributions
The three main contributions of this thesis are provided as follows:
1. An Adaptive Threshold Setting Approach for Energy Detection
Previous research has usually been limited to fixed PUs’ spectrum utilisation and
lacks of considering the effects of different spectrum utilisations. In this thesis,
an adaptive threshold setting algorithm is proposed to minimise the total error
decision probability for both PUs and SUs at different PUs’ spectrum utilisations.
A closed-from expression between PU’s spectrum utilisation ratio and the pro-
posed adaptive threshold is derived and verified by Monte-Carlo simulations. The
numerical analysis shows that the significant influence of PUs’ varying spectrum
utilisations on the total system spectrum efficiency. Both analytical and simulation
results have shown that a lower error decision probability can be obtained for the
proposed adaptive threshold setting algorithm in comparison with the conventional
fixed one.
2. Energy Detection Consider the Constraint Region Requirement
The second contribution extends the proposed adaptive threshold by considering
the constraint region requirement set by the IEEE 802.22 standard. A closed-
form expression for the error decision probability, satisfied SNR value, number of
samples and PU’s spectrum utilisation ratio are derived for both fixed and pro-
posed adaptive threshold setting algorithms. Mathematical expression between
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PU’s spectrum utilisation ratio α and the proposed adaptive threshold has been
derived with considering the constraint region requirement. By implementing both
Welch and wavelet based energy detectors in Monte-Carlo simulations, the satis-
fied SNR value and number of samples for both threshold setting algorithms have
been verified with the constraint region requirement. Furthermore, the wavelet
de-noising method is also implemented with both fixed and adaptive threshold set-
ting algorithm, and shows a better sensing performance when there is insufficient
number of samples.
3. A Database Assisted Sensing Algorithm
Research in spectrum sensing and geo-location database approaches have been
extensively conducted. However, there is very limited work considering the effects
of combining both sensing and geo-location database approaches. In this the-
sis, a database assisted sensing algorithm combining both geo-location database
model and spectrum sensing algorithm is proposed for a secondary access of TVWS
spectrum. A closed-form expression of SUs’ spectral efficiency is derived for the
proposed database assisted sensing algorithm. The database assisted sensing algo-
rithm shows a better spectrum efficiency for SUs than the conventional geo-location
database alone one, and also relaxes the sensitivity required for sensing alone
device, and further reduces the risk of interference caused by the unregistered
PMSE users.
1.4 Author’s Publications
• Journal Papers:
1. N. Wang, Y. Gao, X. Zhang, “Adaptive Spectrum Sensing Algorithm under Dif-
ferent Primary User utilisations,” in Proc. IEEE Commun. Lett., vol. 99, pp. 1-4,
Aug. 2013.
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2. N. Wang, Y. Gao, L. Cuthbert, C. Parini, “Energy Detection based Spectrum
Sensing with Constraint Region,” Trans. Veh. Technol.,submitted, under review.
3. N. Wang, Y. Gao and L. Cuthbert, “Hybrid Sensing Algorithm in Cognitive Radio
Systems,” Trans. Veh. Technol., submitted, under review.
• Conference Papers:
1. N.Wang and Y.Gao, “Optimal threshold of welch periodogram for sensing ofdm
signals at low snr levels,” in Proc. Eur. Wireless Conf. (EW’13)., pp. 1-5, Apr.
2013.
2. F. Peng, N. Wang, Y. Gao, L. Cuthbert, X. Zhang, “Geo-location Database based
TV White Space for Interference Mitigation in LTE Femtocell Networks,” in Proc.
IEEE Int. Symp. WoWMoM., pp. 1-6, Jun. 2013.
3. N. Wang, Y. Gao, Y. Chen, E. Bodanese, L. Cuthbert, “Performance Evaluation of
Power Control Algorithm for TV White Space Resource in UK,” in Proc. Commun
and Netw in China (CHINACOM), pp. 733-736, Aug. 2012.
4. Z. Qin, N. Wang, Y. Gao, and L. Cuthbert, “Adaptive Threshold for Energy
Detector Based on Discrete Wavelet Packet Transform,” in Proc. IEEE Wireless
Telecomm Symp (WTS), pp. 1-5, Apr. 2012.
5. N. Wang, Y. Gao, K.K. Chai, Y. Chen. E. Bodanese, L. Cuthbert, “A Power
Control Algorithm for TV White Space Cognitive Radio System,” in Proc. IET
Conf on Commun Technol and Appl (ICCTA), pp. 546-550, Oct. 2011.
6. N. Wang, Y. Gao, L. Cuthbert, “Modeling of Spectrum Sensing for Cognitive Radio
based Geo-location Method”, IET Cognitive Radio Communications, Savoy Place,
London, Oct. 2010.
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1.5 Outline of the Thesis
Chapter 2 provides an overview of the background knowledge used in this the-
sis including the generic CR model, spectrum sensing, energy detection, Welch’s peri-
odogram, discrete wavelet packet transform, wavelet de-noising, geo-location database
detection, threshold setting algorithm, and TV White Space.
Chapter 3 presents a preliminary study of the proposed threshold setting algorithm
in an energy detector. The adaptive threshold setting algorithm used in this chapter is
achieved by changing the threshold influence ratio to a negative or positive value. This
approach gives useful results which illustrate the trade-off between detection and false
alarm probability.
Chapter 4 addresses the trade-off between detection and false alarm probability
by proposing the concept of error decision probability, which considers different PUs’
spectrum utilisations. Through optimising the error decision probability, a new adap-
tive threshold setting algorithm is proposed to make a balance between detection and
false alarm probability. Mathematical derivations and numerical results are conducted
to analyse and compare the performance of the proposed adaptive threshold with con-
ventional fixed one.
Chapter 5 evaluates the constraint region requirement set by the IEEE 802.22 stan-
dard. The closed-form expression for the error decision probability, satisfied SNR value,
number of samples N and primary users’ spectrum utilisation ratio α is further derived
for both fixed and adaptive threshold setting algorithms. In order to investigate the
impact of the proposed adaptive threshold, both Welch and wavelet based energy detec-
tor are implemented in Monte-Carlo simulations. Furthermore, the wavelet de-noising
method is applied to further enhance the sensing performance.
Chapter 6 describes a novel proposed database assisted spectrum sensing algorithm
for a secondary access of the TV White Space spectrum. Under the scheme of proposed
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database assisted sensing algorithm, a closed-form expression of SU’s spectral efficiency
is also derived for its opportunistic access of TVWS. Monte-Carlo simulations are con-
ducted to investigate the spectrum efficiency comparison between proposed database
assisted sensing algorithm and conventional stand-alone geo-location database and sens-
ing only model. Furthermore, analysis is conducted on the effect of unregistered PMSE
users’ appearance on SUs’ reliable use of the channel and PUs’ protection accuracy.
Chapter 7 presents the conclusion and some thoughts for the future work.
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Chapter 2
Background
This chapter provides an overview of the state-of-art on spectrum detection techniques
used in cognitive radio networks. The background knowledge used in this thesis is
introduced, including spectrum sensing, energy detection, geo-location database based
detection, threshold setting algorithm and database assisted sensing, etc. Especially, a
generic energy detection based spectrum sensing model is introduced and reviewed. The
concept of probability of detection and false alarm in spectrum sensing in cognitive radio
systems is formulated. The two most popular threshold setting methods, e.g. constant
false alarm rate (CFAR) and constant detection rate (CDR), are reviewed to show the
impact of threshold setting on the performance of spectrum sensing. Moreover, two
commonly used energy detection algorithms Welch’s periodogram and wavelet algorithms
are introduced.
In order to analyse the trade-off between CFAR and CDR methods, a typical frame
structure is considered for both PUs and SUs, which comprises the false alarm and
detection probability. The work in the literature on the threshold setting are reviewed.
Finally, a review on the geo-location database method for the dynamic access of TV
White Space spectrum in cognitive radio networks is provided.
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2.1 Cognitive Radio
With the rapid development of wireless communications and increasing demands on
higher transmission rate, the problem of the diminishing spectrum availability has been
on the rise. However, the current fixed spectrum assignment policy has restricted spec-
trum usage to licensed users only, resulting in severe under-utilisation of the spectrum
resources. For instance, more than 70% of the spectrum is reported to be underutilised
with the fixed spectrum assignment at certain times or in certain geographic locations [1].
The fixed spectrum allocation policy worked fine when demand on spectrum resource
was not so heavy. But nowadays, the increasing demand on wireless radio resources is
forcing regulators and researchers to re-consider the existing spectrum allocation policy.
CR technology which enables dynamic use of spectrum for higher utilisation rate has
gained strong research interest recently.
CR technology was built on the concept of software defined radio (SDR), which
was promoted by Joseph Mitola in [2]. Software defined radio, sometimes shortened to
software radio, is an open standard hardware platform so that its operating functional-
ities can be fully or partially realised by software programming. This enables different
telecommunication standards and structures to coexist without changing the existing
hardware components. Such a platform has better compatibility and flexibility. While
SDR is based on programming, CR is further improved to be able to adjust its trans-
mission parameters based on its own observations from the surrounding environment, or
CR is the SDR with cognitive ability.
According to the definition provided by FCC [3], cognitive radio is a radio that can
change its transmit parameters based on the interaction with the surrounding environ-
ment in which it operates. The basic idea of cognitive radio technique is to allow unli-
censed users/secondary users (SUs) to access the spectrum band occupied by the licensed
users/primary users (PUs) without interfering with their activities. Thus, the cognitive
radio networks should have two capabilities, cognitive capability and re-configurability.
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The cognitive capability is to enable SUs to sense the surrounding transmission environ-
ment to gain the activity knowledge of PUs. The re-configurability is to make SUs able
to reconfigure its operation parameters without changing its hardware part to adapt to
the dynamic changes of PUs’ activities. In this context, Cognitive radio is being viewed
as a new intelligent wireless communication technology to solve the inefficiency problem
of the current fixed spectrum assignment policy [4].
There are huge amount of efforts made in standardisation for CR networks. For
instance, the IEEE 802.22 standard is the first world-wide standard that defines the
physical layer (PHY) and media access control (MAC) wireless air interface for CR
networks [5]. The main target of IEEE 802.22 is to provide wireless broadband access
through white spaces in the TV frequency spectrum to fixed customers such as residences,
small and medium businesses in rural areas. It defines a cognitive radio network that
operates in analog and digital TV broadcasting white bands, without causing harmful
interference.
The IEEE Dynamic Spectrum Access Networks (DySPAN) standard committee is
working on a new standard series IEEE P1900 which includes the following research
scope: i) Dynamic spectrum access radio systems and networks with the focus on
improved use of spectrum; ii) New techniques and methods of dynamic spectrum access
including the management of radio transmission interference; iii) Coordination of wireless
technologies including network management and information sharing amongst networks
deploying different wireless technologies [6]. In 2014, the P1900.6 group developed a lat-
est standard that defines the information exchange between spectrum sensors and their
clients in radio communication networks [7].
2.2 Spectrum Sensing Algorithms
In CR, spectrum sensing is one of the most challenging tasks that allow the unlicensed
users to detect the holes in the spectrum that are not occupied by the licensed users. Once
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a spectrum hole is found, the unlicensed users can make use of it for transmission and
adapt its transmission power, frequency band, and modulation, to minimise the interfer-
ence to the primary users. Spectrum sensing requires high accuracy and low complexity
for dynamic spectrum access [8]. There is extensive research work on spectrum sensing
techniques being carried out. Many theoretical models and simulations of the spectrum
sensing techniques are proposed: such as matched filter detection, energy detection and
cyclostationary feature detection. The matched filter detection is an optimal detection
method that requires the prior information of the primary user [9]. However, it would
require secondary users to have a dedicated sensing receiver for every type of primary
user signal. Instead of the optimal matched filter detection, the two mostly common
sensing algorithms: cyclostationary feature detection and energy detection are reviewed
in this thesis.
2.2.1 Cyclostationary feature detection
The cyclostationary feature detection is used to detect the primary users by calculat-
ing the cyclostationary features of the target signals. Generally, modulated signals are
coupled with sine wave carriers, pulse trains, repeating spreading, hopping sequences, or
cyclic prefixes. This would result in the build-in periodicity. So, the idea of cyclostation-
ary feature detection is to utilise the build-in periodicity of the modulated signal [10].
Due to the spectral redundancy caused by periodicity, the cyclostationary signals exhibit
correlation between widely separated spectral components. The spectral correlation is
an important characteristic property of a cyclostationary random process. This is very
different from the stationary processes, in which no pairs of distinct frequency compo-
nents are correlated. Therefore, the cyclostationary feature detector can differentiate
the noise energy from the modulated signal energy, because the noise is a generalized
stationary signal that does not exhibit periodicity and have no spectral correlation.
Fig. 2.1 illustrates the cyclostationary feature detector, in which the cycle frequency
describes the frequency separation of the correlated spectral components [11]. It can be
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Figure 2.1: A graphical structure of the block diagram for cyclostationary fea-
ture detector
considered as an augmentation of the energy detector from with a single correlate block.
Compared to the common analysis of stationary random signals that is based on auto-
correlation function and power spectral density, the cyclostationary signal exhibits the
correlation characteristic as mentioned above. By analogy the definition of conventional
autocorrelation, one can define the spectral correlation function (SCF):
SαX(f) = lim
T→∞
lim
∆t→∞
1
T∆t
∫
XT (t, f + α/2)X
∗
T (t, f − α/2)dt (2.1)
Where the finite time Fourier Transform is given by:
XT (t, v) =
t+T/2∫
t−T/2
x(u)e−j2pivudu (2.2)
For sensing DTT signal, the main problem associated with many feature detection
methods is the ability to detect the DTT signal at a very low level (-116 dBm). Most
of the synchronization schemes designed for DTT receivers fail at these low signal levels
and the corresponding detector may require large number of samples to average over for
a reliable detection. A feature detection algorithm based on detecting the DTT pilot is
proposed in [12]. The authors proposed the FFT-based sensing method to detect the
pilot energy and location at the PHY layer, and the performance evaluation showed to
be able to detect a TV signal at a very low signal levels (-116dBm). Also the detection
based on location is proved to be more robust against noise uncertainty than the pilot
energy detection since the position of the pilot can be pinpointed with accuracy even if
the amplitude is low due to fading.
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Besides the method described in [12], a variety of other sensing algorithms for DTV
signals have either been reported in the literature, or proposed to the IEEE 802.22
Group [13]. Although some of them [14] claim to be able to achieve the sensing require-
ment set by the FCC, the FCC test report [5] reveals that all these white space prototypes
(spectrum sensors) have a high false alarm probability in Two-Signal (Adjacent Channel
Interference such as an adjacent TV signal) test model especially when a strong DTT
signal exists in the lower adjacent channel.
2.2.2 Energy Detection
Compared to the higher computational complexity of the cyclostationary feature detec-
tion [15], the energy detection (ED) based approach, also known as radiometry or peri-
odogram, is the most common way of spectrum sensing because of its low computation
and implementation complexities [15–18]. In addition, it is more generic and robust to
the variation of PU signals as the receivers do not need any apriori knowledge on primary
user’s signal. The signal is detected by comparing the output of the energy detector with
a threshold, which depends on the noise floor. The energy detector at SU firstly mea-
sures the power of input PU signals over a time interval T , then the received power is
compared to a predefined threshold to decide whether the frequency band is occupied or
not. The sensing decision can be formulated into a binary hypothesis problem by
H0 : y(n) = w(n) (signal absent)
H1 : y(n) = h(n)s(n) + w(n) (signal present)
(2.3)
where H0 and H1 denote the hypothesis PU absent and PU present, respectively. After
bandpass filtering over a bandwidth W , the received signal is denoted as y(n) (n =
0,1,...,N-1). w(n) represents the additive white Gaussian noise, assumed to be indepen-
dent and identically distributed (i.i.d) with zero mean and variance of σ2n. s(n) is the
PU signal, also assumed to be an i.i.d random process with zero mean and variance of
σ2s . h(n) is the channel gain with an average value of σ
2
h. With the signal and noise
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variance, the average SNR can be defined as SNR = σ2h · σ2s/σ2n [19]. In this section,
two commonly used energy detection methods, e.g. Welch’s periodogram and discrete
wavelet packet transform (DWPT) based energy detection are described and reviewed
respectively. The Welch’s periodogram algorithm is selected due to its advantage of low
variance and flexibility compared to other periodograms such as Bartlett and Blackman-
Turkey method [20]. The DWPT based energy detection is selected due to its advantage
of being well localised in both time and frequency domain whereas the standard Fourier
transform is only localized in frequency domain. This make the DWPT based energy
detection often give a better signal representation using multi-resolution analysis [21].
2.2.3 Welch’s Periodogram based Energy Detection
2.2.3.1 Periodogram
Welch’s periodogram based energy detector is a commonly used energy detection method.
Periodogram was first used to determine the possible hidden periodicities in time series.
Here, it is used as a method to estimate the power spectral density (PSD) periodogram
based on discrete fourier transform (DFT). The periodogram spectral estimator can be
described as [22]
I(vj) =
∣∣∣∣∣
N∑
t=1
X(vj)
∣∣∣∣∣
2
=
1
N
∣∣∣∣∣
N∑
t=1
e−2piitvjxt
∣∣∣∣∣
2
= X2c (vj) +X
2
s (vj) (2.4)
The bias and variance are used as measurements to characterise the performance of an
estimator. The main limitations of the periodogram method comes from the variances;
since the bias can be eliminated by increasing the length of processed number of samples
N. Increasing N can also improve the frequency resolution, which can help the narrow
band signal detection. The periodogram is an inconsistent spectrum estimator, namely,
it continues to fluctuate around the true PSD with a nonzero variance. This effect cannot
be eliminated even though the length of N is not limited to a bound. Particularly, large
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Figure 2.2: A graphical structure of the block diagram for Welch’s peri-
odogram [22]
N values make the periodogram exhibit an erratic behaviour, which means that the
periodogram values are uncorrelated [20].
2.2.3.2 Welch’s Periodogram
The Welch’s algorithm is a modified periodogram [20]. The principle of Welch’s algo-
rithm is to divide the data sequence into segments in order to reduce the large fluctu-
ations of the periodogram. In Welch’s method, the data segments are also allowed to
overlap, which is a feature that distinguishes it from some other modified periodograms,
such as the Bartlett method or the Blackman-Tukey method. The block diagram of
Welch’s periodogram is depicted in Fig. 2.2. The input data sequence is first filtered
and A/D converted. The data sequence is then partitioned into M segments with length
L. Furthermore, the fast Fourier transform (FFT) is performed for each segment and
the samples of each segment are squared, and averaged over the M segments. This is
followed by the averaging over L samples in the frequency domain. Finally, the output
values in the band of interest are compared to a predefined threshold to decide whether
the band is occupied or not.
For instance, a signal s(n) is first segmented into M segments in the time domain with
length L for each segment. L is the number of frequency bins to be averaged around the
zero frequency. Therefore, an input signal s(n) can be defined as a matrix with L×M
elements
s(m, l) = s(l + (m− 1) · (L− 1)) (2.5)
where m = 1,...M and l = 1,...L. After partitioning the input signal s(n) into M segments,
FFT is first applied to each segment, and averaging is then performed over the squared
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outputs of the FFT. At this point, the average signal energy of s(n) in the frequency
domain can be represented by:
P (l) =
1
M
M∑
m=1
[|FFT (s(m, l))|]2 (2.6)
The signal energy P (l) is averaged over L samples in the frequency domain. The
average energy over the entire frequency band, Y, is obtained:
Y =
1
L
L/2∑
l=−L/2
P (l) ≷ λ (2.7)
This average energy Y is then compared with the threshold λ to determine whether
the primary signal is present or not.
2.2.4 Discrete Wavelet Packet Transform based Energy Detection
Discrete wavelet transform (DWT) is designed from the multi-resolution analysis [23],
which decomposes the given signal space into an approximate space V and a detail space
W as shown in Fig. 2.3.
Vj = Wj ⊕ Vj−1 = Wj ⊕Wj−1 ⊕ Vj−1 (2.8)
where Wj is the orthogonal complement of Vj in Vj+1 and ⊕ represents the orthogonal
sum of the subspace. Two spaces Vj and Wj are constructed by orthogonal scaling
functions φj,k and orthogonal wavelet functions ψj,k, respectively. The scaling function
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Figure 2.3: A graphical structure of the block diagram for discrete wavelet
transform
φj,k and the wavelet function ψj,k are obtained as
φj,k(t) = 2
j/2 · φ(2jt− k) =
∑
l
hl−2k · φj+1,k(t)
ψj,k(t) = 2
j/2 · ψ(2jt− k) =
∑
l
gl−2k · ψj+1,k(t) (2.9)
with low pass filter hl−2k = 〈φj,k, φj+1,l〉 and high-pass filter gl−2k = 〈ψj,k, ψj+1,l〉. 〈〉
means inner product. Using these functions, the DWT of a given signal s(t) provides
scaling coefficients and wavelet coefficients. The scaling coefficient at the jth level and
kth time is computed by:
cj,k = 〈s, φj,k〉 =
∑
l
h∗l−2k 〈s, φj+1,l〉 =
∑
l
h∗l−2kcj+1,l (2.10)
The wavelet coefficient at the jth level and kth time is
dj,k = 〈s, ψj,k〉 =
∑
l
g∗l−2k 〈s, ψj+1,l〉 =
∑
l
g∗l−2kcj+1,l (2.11)
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Figure 2.4: A graphical structure of the block diagram for discrete wavelet
packet transform
Discrete wavelet packet transform (DWPT) based energy detection can be thought
of as a modified DWT method, in which DWPT decomposes not only the approximation
space but also the detail space as shown in Fig. 2.4. In other words, DWPT can separate
the frequency band uniformly. In order to improve the time-frequency resolution, the
DWPT decomposition algorithm is adopted to divide the received signal.
With DWPT, a signal can be represented as [23]
s(t) =
∑
j≥j0
∑
k
(cj,kφj,k(t) + dj,kψj,k(t)) (2.12)
where cj,k and dj,k are the scaling and wavelet coefficients, respectively. φj,k(t) and
ψj,k(t) are the wavelet bases to describe the approximation and detailed space of a signal
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respectively. The energy of signal s(t) can be measured with the two coefficients as
E =
1
T
∫ T
0
[
∑
j≥j0
∑
k
cj,kφj,k(t) + dj,kψj,k(t)]
2
dt
=
1
T
∑
j≥j0
∑
k
(cj,k
2 + dj,k
2) ≷ λ
(2.13)
The obtained energy E is then compared to the threshold λ as well to determine
whether the primary signal is present or not.
2.2.5 Wavelet De-noising
The essence of wavelet de-noising is to improve the receive signal’s SNR. The basic
principle of wavelet de-noising is to differentiate the different features between signals
and noise. In fact, after a wavelet transform, there are normally more wavelet coefficients
of noise than those of signals. However, the amplitudes of signal’s wavelet coefficients are
much higher than that of the noise. The wavelet de-noising method was proposed in [24]
to remove the noise and improve the SNR. The wavelet de-noising process is described
as follows in Algorithm 1.
Algorithm 1 Wavelet De-noising Process
Input:
1: The received signal s(n)’s wavelet packet coefficients (wj,k) are first obtained after
performing n level DWPT.
2: Compare the wavelet coefficients in the wavelet packet tree with a threshold (T ) to
generate a new wavelet packet coefficients (w∗j,k). Here, the VisuShrink threshold is
used [25].
T = σn
√
2 ln (N log 2 (N)); (2.14)
where σn is the noise standard derivation and N is the length of the received primary
signal. The adaptive threshold value makes the value of |wj,k − w∗j,k| as small as
possible.
Initialization:
The revised wavelet packets coefficients (w∗j,k) are used to reconstruct the estimated
original signal.
An illustration of the wavelet de-noising process is shown in Fig. 2.5. It can be found
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Figure 2.5: A graphical illustration of the wavelet de-noising
that a much more clean signal is obtained after applying the wavelet de-noising process
to the original noisy signal. This will make the sensing terminal more easily justify
whether the band is occupied or not.
2.3 Threshold Setting Algorithms in Spectrum Sensing
The performance metric of spectrum sensing can be measured by the detection prob-
ability Pd and the false alarm probability Pf . The detection probability Pd represents
the probability that an originally occupied PU channel is correctly detected by the SU
through sensing. When the number of samples N is large enough, Pd can be derived
by [26], [27]
Pd = P (Y > λ |H1 ) = Q
(
λ− (σ2n + σ2h · σ2s)
(σ2n + σ
2
h · σ2s)/
√
N/2
)
(2.15)
and Pf represents the probability that an originally empty PU channel is falsely
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determined as occupied by the SU and can be given as
Pf = P (Y > λ |H0 ) = Q
(
λ− σ2n
σ2n/
√
N/2
)
(2.16)
Without loss of generality, we assume σ2h = 1, and the average SNR is γ = σ
2
s/σ
2
n. It
can be seen that both Pd and Pf are mainly dependent on the threshold λ, if the signal
variance σ2s , the noise variance σ
2
n and the number of samples N are known. Therefore,
the decision threshold can be derived for a target Pd or Pf . Under hypothesis H1, the
threshold λPd can be set for a target constant detection rate (CDR) as [28]
λPd = (σ
2
n + σ
2
s)
(
1 +
Q−1(Pd)√
N/2
)
(2.17)
Similarly, under hypothesis H0, the threshold λPf can be set for a target constant
false alarm rate (CFAR) as
λPf = σ
2
n
(
1 +
Q−1(Pf )√
N/2
)
(2.18)
The sensing performance of energy detection depends greatly on the setting of a
detection threshold. Most conventional energy detection methods adopt a fixed decision
threshold to distinguish PU signals from the noise. The threshold based on CFAR is
commonly applied in energy detection algorithms. For the fixed threshold based sensing
algorithms, the obtained energy is compared to either the CDR threshold in (2.17) or
the CFAR threshold in (2.18). However, the fixed threshold based sensing process faces
one problem that it only considers one aspect every time in the favour of either PUs or
SUs. If the CR network is designed to guarantee PUs’ safe use of the spectrum, the CDR
method should be used and the target detection probability Pd should be set as high as
possible. The higher the detection probability, the better the PUs can be protected. If
the CR network is designed to guarantee the spectrum efficiency of the SUs, the CFAR
method should be implemented and the target false alarm probability Pf should be set
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as small as possible. The lower the false alarm probability, the more chances a channel
can be utilised by SUs. Besides this, it is difficult to guarantee the detection and false
alarm probability with the fixed threshold setting method, especially when the noise
power fluctuates [15], [18].
Unlike the conventional fixed threshold based sensing algorithm, recent work consid-
ers adaptive threshold. The adaptive threshold enables the SU dynamically adjust its
energy threshold according to the SNR [29], sensing time [30] or transmit power [31].
In [29], an adaptive threshold was studied according to the SNR for energy detection
based spectrum sensing. The detection threshold is dynamically adjusted using a linear
increasing function of the SNR observed at the SU receiver. The objective is to maximise
the SU’s average transmission rate using an optimised policy function, while limiting the
average interference to the PU within a target level. Through simple real time linear
calculation, the policy function can be obtained, which maps the instantaneous signal-
to-interference-plus-noise ratio (SINR) to a proper energy threshold. Simulation results
showed the proposed scheme achieves a much higher SU throughput than the fixed
threshold based energy detector, while keeping pretty good stability in false alarm and
detection probabilities.
In [30], the authors studied the design of sensing duration to maximise the energy
efficiency for SUs with cooperative sensing in cognitive radio networks. The sensing-
energy efficiency trade-off is mathematically formulated. The energy efficiency is proved
a quasi-concave function with sensing time when the number of cooperative users satisfies
certain constraints. Aiming at maximising the energy efficiency, an algorithm is proposed
to seek the optimal sensing time, energy detector threshold and number of cooperative
users. From the simulations, it can be found that the optimal sensing time is only about
half of that consumed in single user sensing, and the proposed scheme has significant
improvement in energy efficiency.
In [31], a novel power control based threshold setting method is proposed for SU’s
Chapter 2. Background 29
coexistence with PU. In order not to cause harmful interference to the PU, the SU con-
trols its sensing threshold adaptively according to its transmission power. The simulation
results show that the adaptively controlled threshold improves the detection probability
for PU while maintain a relative low false alarm probability for SU. This enables both
PU and SU to coexist in the same channel without interfering each other, even though
the transmission power of SU is changed.
Besides [29], [30] and [31], a number of adaptive threshold setting algorithms have
been proposed [32–35] to minimise the required missed detection probability and false
alarm probability. An adaptive threshold was proposed for the cooperative spectrum
sensing method to minimise the total error rate in [32]. In [33], the authors derived an
adaptive threshold setting algorithm by introducing a weighted factor principle to trade
off the detection and false alarm probability. Instead of the weighted factor used in [33],
a spectrum utilisation factor was considered in [34] to minimise the total error sensing
probability. In [35], the cooperative spectrum sensing error rate is optimised with the
throughput. As one of the research targets is to optimise the trade-off between detection
and false alarm probability, the adaptive threshold setting algorithm aims at minimising
the error decision rate is further derived in this thesis.
2.4 TV White Space
2.4.1 Overview of TV White Space
TV White Space (TVWS) refers to the spectrum originally allocated to a broadcasting
service but not used at a given time in a given geographical area [36]. The broadcast-
ing services operating in the UHF band are traditionally being used exclusively by the
licensed television broadcasters. These low frequency bands offer attractive features due
to its advantage of bandwidth and coverage in comparison with Wi-Fi and 3G spec-
trum, e.g. high building penetrations and wider coverage [37]. TV white spaces can be
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Figure 2.6: A graphical illustration of the spectrum usage in London (Crystal
Palace)
used for a wide range of potential new services, including machine-to-machine (M2M)
communications, last mile broadband access in urban area, wireless broadband access
in rural areas [5], licensed-exempt mobile broadband and wireless network for digital
homes. However, the licensed incumbents prohibit the use of unlicensed devices in the
TV bands with a quality control.
The digital switch-over (DSO) movement to convert TV stations from traditional
analog to new digital transmission is undergoing all around the world. The spectrum
originally used for analog TV will be cleared and made available for other usage after
this event. The TVWS or the interleaved spectrum arises because there is always a
geographical zone for a given frequency channel that the use of high power broadcasting
is not possible, due to the co-channel or adjacent channel interference it would cause.
Therefore, it is possible for the use of low or moderate powered devices, provided they
are carefully designed to be compatible with the primary DTT stations and PMSE users.
An example of the spectrum usage of London is shown in Fig. 2.6 to illustrate the white
space availability in London.
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2.4.2 Standardization Progress of TV White Space
A number of research groups have been developing standards for operation in the TVWS.
Related standards are reviewed in the following.
Cognitive Networking Alliance (CogNeA) is an open industry association aiming to
help drive the definition and adoption of an industry-wide standard for low power per-
sonal and portable devices to operate over TVWS in UHF TV bands [38]. It is formed
by a group of companies include Electronics and Telecommunications Research Institute
(ETRI), HP, Philips, Samsung Electro-Mechanics, Texas Instruments, and British Tele-
com. The scope of this association is to promote the regulations on TVWS worldwide.
CogNeA facilitates the compliance between cognitive devices from different manufac-
turers. In order to make CogNeA as an international standard, the association is in
collaboration with Standards Definition Organization (SDO).
In March 2009, the alliance transferred the draft specification to European Computer
Manufacturers Association International (Ecma), which was later published by the orga-
nization as Ecma-392 standard [38]. The Ecma-392 standards have a broad range of
applications including in-home high-definition multimedia networking and distribution,
and internet access for communities.
The IEEE 802.22 standard is a standard for Wireless Regional Area Network (WRAN)
using TVWS. It is the first wireless standard based on cognitive radios [5]. The 802.22
standard is designed to provide wireless broadband access services in large area (radius
¿30 Km), where less than 255 Consumer Premises Equipment (CPE) to be served per TV
channel. The capacity of each WRAN CPE is expected to be 1.5 Mbps in downstream
and 384 Kbps in upstream.
The IEEE 802.19 standard, which is focused on the development coexistence mecha-
nisms amongst potentially dissimilar networks that operates in a common TVWS chan-
nel [39]. The 802.19 Working Group carries out the research on development of mecha-
Chapter 2. Background 32
nisms for the discovery of other networks.
The IEEE 802.11af task group which is under the IEEE 802.11 working group was
established in 2009, to define a new standard to implement the use of a Wi-Fi technology
within the TVWS, which is also called White-Fi [40].
Weightless is a standard for machine-to-machine (M2M) communications within white
space spectrum [41]. It is developed by a special interest group and the main focus is
providing low data rates at extended range with very low power battery consumption.
2.4.3 Geo-location Database Access to TV White Space Spectrum
The successful operation of cognitive radio in TV bands relies on the ability of white space
devices to detect TVWS without causing harmful interference to primary services, such
as TV broadcasting and wireless microphones. Besides the spectrum sensing methods,
geo-location database access method is regarded as the most important mechanism for
TVWS spectrum detection as suggested by Ofcom [42] and FCC [43].
The operation of geo-location database access method can be described as follows: a
geo-location database is first set up, that contains all the information of primary users,
through which the database can compute the protected service contour for each incum-
bent station, thus can further determine the available frequency list at a specific location.
The cognitive devices can use a global positioning system (GPS) receiver to measure their
location and make use of a geo-location database to determine which frequency chan-
nels can be used at their current location and associated parameters, i.e. transmission
powers. They are prohibited from transmitting until they have successfully been deter-
mined from the database which frequencies that they are able to transmit on in their
location. The advantages of geo-location database method include easy implementation,
high frequency utilisation compared with spectrum sensing techniques [44].
An illustration of the power control based geo-location database system developed
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Figure 2.7: A graphical illustration of the power control based geo-location
database system
in [45] is shown in Fig. 2.7
It is assumed that two DTT transmitters are located in a given region, along with
their respective operational DTT channels and service contours indicated by the solid and
dash lines respectively. A CR station is planning to be built at a nearby location, where
it can use these operational DTT channels on a secondary basis. By using the proposed
power control based geo-location database algorithm, the CR station can obtain the
available TVWS channels at its location and the associated maximum transmit power
for each TVWS channel as well. The maximum effective isotropically radiated power
(EIRP) can be computed by equation (2.19) as [45]
EIRPmax =
4pid4E2CRmax
d2BP η
(2.19)
where d is the distance between the CR station and DTT transmitters’ coverage edge,
η is the intrinsic impedance. In order to obtain the EIRPmax, ECRmax shall be obtained
firstly. It is the maximum allowable E-field strength of secondary users at the affected
DTV station coverage edge, and dBP is the “Break-Point Distance”.
ECRmax can be computed based on the required interference protection D/U Ratios
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Table 2-A: An example result of the geo-location database model
NGR Coordinate: TQ360823
Channel No. 29 50 56 58
Maximum Allowable EIRP (watts) 4.000 4.000 0.315 4.000
of TV service at the edge of DTV protected contour, as shown in equation (2.20)
EEdgemax = min
 (ETV − (D/U)cc + F/B),(ETV − (D/U)ac + F/B)
 (2.20)
The break-point distance dBP is used to differentiate the square-law and forth law for
the two-ray propagation model, and can be calculated according to equation (2.21). K
is a predefined constant (ranges from between 0.5 to 8), λo is the wavelength, HTX and
HRX are the heights of the TVWS device transmit and incumbent TV receiver antennas
respectively.
dBP = KHTXHRX/λo (2.21)
Table 2-A shows the available TVWS information results returned from the power
control based geo-location database algorithm, when the simulated location is Queen
Mary University of London, post code E1 4NS (National Grid Reference: TQ360823).
As shown in the result, there are 4 TVWS channels available in that location with
different maximum allowable transmit power. The details of the designed database can
be found in the previous study [46].
With the power control algorithm, the CR station that wants to reuse the TV channels
as TVWS do not have to be located outside a certain distance from the DTT coverage
edge. This is required by the keep-away region geo-location database model. Thus,
the TVWS spectrum can be used more efficiently. In [45], the power control based
geo-location database algorithm demonstrated a better detection ability in terms of the
number of available channels compared to the conventional keep-away region one. The
correctness of the power control algorithm has also been validated by comparing the
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results obtained from Digital UK and a third-party company Wofbane in [46].
The geo-location database access method has drawn lots of attention and efforts from
both academia and industry. In the EU Seventh Framework Programme, the TVWS Geo-
location database prototypes have been developed in both COGEU [47] and QoSMOS
projects [48]. By April 2013, three 3 US companies, e.g. Spectrum Bridge, Telcordia,
Google, have performed trials on TV band database service. Microsoft is also conducting
trials in places such as Kenya, South Africa and Tanzania to provide wide band service
to people lived at rural areas. In the United Kingdom, Microsoft has been involved in
what was at the time the world’s largest TVWS trial in Cambridge, England since 2011
to help Ofcom complete its technical rules for TV white space access [49]. At the same
time, UK regulator Ofcom has announced that a group of technology firms, including
Google, BT and Microsoft, have signed up to its white space trials and are taking part
in what it says is Europe’s first major pilot of white space technology [50].
2.5 Summary
This chapter reviewed the state-of-art on cognitive radio, spectrum sensing, energy detec-
tion, threshold setting, TV White Space and geo-location database access methods.
The concept of cognitive radio was first introduced due to its potential to solve
the spectrum scarcity problem. The major problem in cognitive radio network is spec-
trum sensing, which is selected as the main research target. The basic idea of energy
detection based spectrum sensing algorithm was reviewed due to its low implementation
and computation complexity. To reduce the large fluctuations of the periodogram and
improve the time-frequency resolution, the Welch’s periodogram and discrete wavelet
packet transform based energy detectors were selected as the target energy detection
algorithms investigated in this thesis. The challenging problems were presented through
reviewing the current threshold setting algorithms in energy detection. For a better
understanding of the database assisted sensing ideas proposed in Chapter 6, the concept
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of TV White Space and the geo-location database access method were reviewed by intro-
ducing some previous research contributions. In summary, although extensive researches
are carried out over CR, many fundamental and challenging problems, such as spectrum
sensing and threshold setting, are yet to be solved.
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Chapter 3
Preliminary Study of Threshold
Setting in Energy Detection
As described in Chapter 2, the performance of the energy detector depends greatly
on the setting of the threshold. Thus, it is crucial to set a proper threshold for the
energy detector to achieve a reliable and robust sensing ability. A new threshold setting
algorithm is proposed in this chapter to show the trade-off between detection and false
alarm probability in spectrum sensing. In the proposed algorithm, the threshold adapter
is used to obtain an adaptive threshold in the process of classifying the spectrum of
interest.
3.1 Adaptive Threshold based DWPT Energy Detection
The procedure of the proposed algorithm for the DWPT based energy detection algo-
rithm is shown in Fig. 3.1 and can be described in Algorithm 2:
For (i+ 1)th level DWPT decomposition (i = 1, 2, 3...RI−1), the adaptive threshold
λi+1,j of channel j(j = 1, 2, 3...2
i) can be written as
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Figure 3.1: A graphical structure of the flow Chart for adaptive DWPT based
energy detection
Algorithm 2 Adaptive DWPT based Energy Detection
Input:
1: Compute the necessary level of decomposition RI for DWPT as RI = log2(Bs/Bd).
Bs refers to the spectrum of interest and Bd refers to the bandwidth of each sub-
channel.
2: Perform ith-level DWPT decomposition.
3: Compute the energy of each sub-channel, and compare it to the threshold. If the
energy of a specific sub-channel is lower than the threshold, it will be determined
as unoccupied and will not be processed in the next level DWPT decomposition.
Otherwise, it will be processed in the next level DWPT decomposition. In the first
level DWPT decomposition, the fixed threshold is applied and computed by (2.18).
The adaptive threshold will be used for the further level DWPT decomposition.
Initialization:
Steps 2 and 3 are repeated until the input signal is completely decomposed with RI
times.
λi+1,2j =
λi,j + a · Ei+1,2j
2
(3.1)
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λi+1,2j−1 =
λi,j + a · Ei+1,2j−1
2
(3.2)
where Ei+1,2j and Ei+1,2j−1 are the energy contribution for the computation of the
adaptive threshold of channels 2j and 2j-1 respectively. Channel j is one of the sub-
bands when doing ith level DWPT decomposition to the spectrum of interest. Channels
2j − 1 and 2j are the channels further divided of channel j at (i+ 1)th level. λi,j ,
λi,2j−1 and λi,2j are thresholds for channel j, channel 2j-1 and channel 2j respectively.
a(0 < a < 1) is the influence ratio mainly affected by the energy of the received signal
to determine the adaptive threshold.
Fig. 3.2 shows the process of how to determine the energy component of proposed
adaptive threshold algorithm. Assume Ei+1,2j is the current energy of channel 2j, E
∗
i+1,2j
is the energy of channel 2j when only one primary user exists. Ei+1,2j should be first
compared with E∗i+1,2j . If Ei+1,2j is greater than E
∗
i+1,2j , this means that there are
multiple primary users in the spectrum of interest. Then, Ei+1,2j should be replaced by
E∗i+1,2j . This is because if E
∗
i+1,2j is used in any case, the adaptive threshold will contain
the practical energy component, which will be used as part of the adaptive threshold in
the next level. This extra energy would make the adaptive threshold become too high
according to (3.1) and (3.2). By adopting the process of judging the energy component
for the adaptive threshold, the proposed adaptive threshold will avoid being too high to
cause all the sub-bands being falsely determined as vacant even though primary users
actually exist.
According to (3.1) and (3.2), when a tends to 1, the adaptive threshold will be mainly
affected by the energy of the received signals. When a tends to 0, the threshold for each
sub-band of (i+ 1)th level tends to be half of the threshold of ith level. In this case,
it will be close to the fixed threshold of sub-band of the (i+ 1)th level. However, the
initial detection performance of the proposed adaptive threshold based DWPT algorithm
cannot reach a very low SNR level for some wide band signal like DVB-T. This is because
the noise always spreads over a broadband signal. The amount of noise, or noise power,
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Figure 3.2: A graphical structure of the energy component computation pro-
cess for proposed adaptive threshold algorithm
reaching the detector in the receiver is directly proportional to the overall bandwidth.
The wider the bandwidth, the more noise power reaches the detector. In order to make
the proposed adaptive threshold based DWPT algorithm suitable for the DVB-T signal
at low SNR level, a modified method that can normalise the received signal is adopted.
The threshold adapter is also modified to improve the performance of spectrum sensing
for DVB-T signals.
The energy of sub-band j at level i is:
Ei,j = |wi,j |2 (3.3)
Then, the total energy of the spectrum of interest at level i is:
Eitotal =
2i∑
j=1
∣∣wij∣∣2 (3.4)
Thus, the average energy in each sub-band at level i is:
Eiavg =
Eitotal
2i
(3.5)
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Finally, the decision parameter can be defined as:
di,j =
Ei,j
Eiavg
(3.6)
where di,j is the normalised energy of the sub-band j at level i, which will be compared
to the adaptive threshold given by (3.7) to determine whether the sub-band is occupied
or not.
λi,j = λ
∗
i ± a · di,j (3.7)
where λi,j is the adaptive threshold for sub-band j at level i, and λ
∗
i is the normalised
fixed threshold for level i given by
λ∗ =
Q−1(Pf )
√
2N +N
N
(3.8)
where a is the key parameter to adjust the adaptive threshold. An optimal value can be
found through intensive simulations.
3.2 Adaptive Threshold based Welch’s Energy Detection
Welch’s algorithm is a modified periodogram. The principle of the Welch algorithm is
to divide the data sequence into segments in order to reduce the large fluctuations of
the periodogram [1]. For instance, a signal s(n) is segmented into M segments in the
time domain with length L for each segment. L is the number of frequency bins to be
averaged around the zero frequency. Therefore, an input signal s(n) can be defined as a
matrix with L×M elements
s(m, l) = s(l + (m− 1) · (L− 1)) (3.9)
where m = 1,...M and l = 1,...L. After partitioning the input signal s(n) into M segments,
FFT is first applied to each segment, and averaging is then performed over the squared
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outputs of the FFT. At this point, the average signal energy of s(n) in the frequency
domain can be presented by:
P (l) =
1
M
M∑
m=1
[|FFT (s(m, l))|]2 (3.10)
Then, averaging over L samples in the frequency domain, the average energy over the
entire frequency band Y can be obtained as:
Y =
1
L
L/2∑
l=−L/2
P (l) (3.11)
Finally, the decision parameter can be defined as
di(l) =
P (l)
Y
(3.12)
where di(l) {d1(l), d2(l), ...} represents the normalised Welch’s energy vector of the ith
primary user. As di(l) covers the entire frequency band of signal, each sub-signal repre-
sents the probability distribution of each primary user. This normalised Welch’s energy
detector would make its decision based on the associated adaptive threshold λi.
λi = λ
∗ ± a · di(l) (3.13)
where λi is the adaptive threshold for the i
th primary user, a(0 < a < 1) is an influence
ratio mainly affected by the energy of the received signal, namely the number of primary
users, λ∗ is the normalised fixed threshold determined by the false alarm probability Pf
and the number of sample points N .
λ∗ =
Q−1(Pf )
√
2Ns +N
N
(3.14)
When a tends to 1, the adaptive threshold is affected largely by the energy of the
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Table 3-A: Simulation parameter settings for LTE down-link signals [2]
Duplex Frequency Division Duplex (FDD)
LTE channel 4.5
Number of LTE channels 16
Subcarrier spacing 15 kHz
Number of useful carriers 300
Number of resource blocks 25
Number of carriers per RB 12
FFT size 2048
Sampling frequency 80 MHz
Primary users Channel 3,7,11,15
received signals. When a tends to 0, the proposed threshold tends to be affected by the
Gaussian noise, which is similar to the fixed threshold. By adjusting the value of a, a
trade-off between false alarm rate Pf and detection probability Pd can be obtained. An
optimal a value can be found through intensive simulations.
3.3 Simulation Results and Discussions
3.3.1 Simulation Setup
The simulation of the cognitive radio network under spectrum sensing environments with
multiple PUs is conducted to determine the impact of threshold setting, varying influence
ratio α on the performance of spectrum sensing. The target sensing signal is OFDM
signal, which is applied to both DVB-T and LTE networks. Taking the LTE down-
link signals as the study of OFDM signals, 1000 Mote-Carlo simulations are performed
and the simulation parameters of OFDM based cognitive radio system are described as
follows in Table 3-A:
An example of power spectral density (PSD) for 4 out of 16 LTE channels occupied
at SNR = 10dB is shown in Fig. 3.3. In this simulation, it is assumed that there are 16
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Figure 3.3: A graphical illustration of the PSD for 16 LTE channels where
channel 3,7,11 and 15 are occupied (SNR=10dB).
LTE channels for a spectrum of interest span from 0MHz to 80MHz with each channel
occupied 4.5MHz. Channel 3 (10MHz - 14.5MHz), Channel 7 (30MHz - 34.5MHz),
Channel 11 (50MHz - 54.5MHz), Channel 15 (70MHz - 74.5MHz) are assumed to be
occupied by four primary users. The remaining 12 channels are empty, but with the
additive white Gaussian noise. Therefore, the primary users’ initial spectrum utilisation
is set to α = 0.25. The desired probability of false alarm for the fixed threshold is
set as Pf = 0.1. Based on the OFDM signal parameters described in Table 3-A, the
performance of the proposed adaptive threshold based wavelet and Welch’s algorithm is
analysed and compared with the conventional fixed one.
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3.3.2 Results and Analysis
3.3.2.1 Sensing Performance for Adaptive Threshold based DWPT Algo-
rithm
In this section, we investigate the impact of different threshold setting methods in cog-
nitive radio networks under DWPT based spectrum sensing algorithms and variable
threshold influence ratio a. Simulation results are discussed and compared in this sec-
tion.
Fig. 3.4 shows the comparison between the fixed and adaptive DWPT based sensing
algorithms in terms of probability of detection Pd. The performance of Pd with a changing
threshold influence ratio a is presented in Fig. 3.4. Here, the PUs’ spectrum utilisation
is set to α = 0.25. It can be found that the proposed adaptive threshold based DWPT
algorithms could always achieve a higher detection probability Pd than the conventional
fixed DWPT algorithms when the threshold influence ratio a is negative. Further, the
detection probability Pd will be increased as the decreasing of influence ratio a from
-0.002 to -0.008. Particularly, for a = -0.008, the proposed adaptive threshold based
DWPT energy detection has improved the detection probability Pd by about 30% at SNR
= -20dB compared to the conventional fixed threshold based energy detection. This is
because the new threshold obtained from(3.7) is smaller than that of the conventional
fixed one when the influence ratio a is negative. Therefore, more channels will then be
judged as occupied due to this lower threshold.
On the other hand, it can be found that the proposed adaptive threshold based DWPT
algorithms will always achieve a lower detection probability Pd than the conventional
fixed DWPT algorithms when the threshold influence ratio a is positive. This is because
the new threshold obtained from(3.7) is always higher than that of the conventional
fixed one when the influence ratio a is positive. Therefore, more channels will be judged
as empty due to the higher threshold. Further, the detection probability Pd will be
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Figure 3.4: Pd versus SNR for fixed/adaptive DWPT algorithm with different
influence ratio a
decreased as the increasing of influence ratio a from 0.002 to 0.008 as shown in Fig. 3.4.
Similarly, Fig. 3.5 shows the corresponding false alarm probability Pf comparison
between the fixed and proposed adaptive DWPT based sensing algorithm. As the desired
Pf for the conventional fixed threshold is set as Pf = 0.1, the Pf obtained from simulation
could almost keep the same trend of 0.1. Unlike the better sensing performance in terms
of Pd when a is negative, the proposed adaptive DWPT algorithm keeps a higher Pf value
than the conventional fixed threshold based energy detection when the influence ratio
a ranges from -0.002 to -0.008. This is because the lower adaptive threshold obtained
from (3.7) when a is negative will result in more original empty channels being falsely
judged as occupied. Thus, a higher false alarm probability Pf will be obtained as the
decreasing of a from -0.002 to -0.008.
In Fig. 3.5, compared with the poor sensing performance of Pd when a is positive,
the proposed adaptive DWPT algorithm keeps a lower Pf value than the conventional
fixed threshold based energy detection when the influence ratio a ranges from 0.002
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Figure 3.5: Pf versus SNR for fixed/adaptive DWPT algorithm with different
influence ratio a
to 0.008. This is because the higher the threshold influence ratio a, the higher the
proposed adaptive threshold obtained from (3.7), thus a lower false alarm probability Pf
is obtained.
3.3.2.2 Sensing Performance for Adaptive Threshold based Welch’s Algo-
rithm
In this section, we investigate the impact of different threshold setting methods in cogni-
tive radio networks under Welch based spectrum sensing algorithms and variable thresh-
old influence ratio a. Simulation results are discussed and compared in this section.
Fig. 3.6 shows the comparison between the fixed and adaptive Welch based sensing
algorithms in terms of probability of detection Pd. The performance of Pd with a changing
threshold influence ratio a is presented Fig. 3.6 in as well. Here, the primary users’
spectrum utilisation is set to α = 0.25. It can be found that the proposed adaptive
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Figure 3.6: Pd versus SNR for fixed/adaptive Welch algorithm with different
influence ratio a
threshold based Welch algorithms could always achieve a higher detection probability
Pd than the conventional fixed Welch algorithms when the threshold influence ratio a
is negative. Further, the detection probability Pd will be increased as the decreasing
of influence ratio a from -0.002 to -0.008. Particularly, for a = -0.008, the proposed
adaptive threshold based Welch energy detection has improved the detection probability
Pd by about 30% at SNR = -20dB compared to the conventional fixed threshold based
energy detection. This is because the new threshold obtained from(3.13) is smaller than
that of the conventional fixed one when the influence ratio a is negative. Therefore, more
channels will then be judged as occupied due to this lower threshold.
Similarly, Fig. 3.7 shows the corresponding false alarm probability Pf comparison
between the fixed and proposed adaptive Welch based sensing algorithm. As the desired
Pf for the conventional fixed threshold is set as Pf = 0.1, the Pf obtained from simulation
could almost keep the same trend of 0.1. Unlike the better sensing performance in terms
of Pd when a is negative, the proposed adaptive Welch algorithm keeps a higher Pf value
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Figure 3.7: Pf versus SNR for fixed/adaptive Welch algorithm with different
influence ratio a
than the conventional fixed threshold based energy detection when the influence ratio
a ranges from -0.002 to -0.008. This is because the lower adaptive threshold obtained
from (3.13) when a is negative will result in more original empty channels being falsely
judged as occupied. Thus, a higher false alarm probability Pf will be obtained as the
decreasing of a from -0.002 to -0.008.
In Fig. 3.7, compared with the poor sensing performance of Pd when a is positive,
the proposed adaptive Welch algorithm keeps a lower Pf value than the conventional
fixed threshold based energy detection when the influence ratio a ranges from 0.002
to 0.008. This is because the higher the threshold influence ratio a, the higher the
proposed adaptive threshold obtained from (3.13), thus a lower false alarm probability
Pf is obtained.
Fig. 3.8 and Fig. 3.9 show the simulation results obtained by adaptive DWPT and
Welch based energy detection in terms of Pd and Pf respectively. It can be found
that the results obtained from both adaptive DWPT and Welch based energy detection
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Figure 3.8: Pd versus SNR for fixed/adaptive DWPT and Welch algorithms
with different influence ratio a
algorithms matched well with each other and could keep the same changing trend. These
unified results further proved the correctness of our research on the effect of the adaptive
threshold in different ways.
3.4 Summary
In this chapter, a preliminary study of using proposed adaptive threshold in energy
detection based spectrum sensing has been conducted. This study included: (i) Adaptive
threshold based energy detection with a negative threshold influence ratio a to obtain
a higher detection probability Pd, and (ii) adaptive threshold based energy detection
with a positive threshold influence ratio a to lower down the false alarm probability Pf .
The performance of the proposed adaptive threshold was evaluated by implementing the
conventional DWPT and Welch’s energy detection algorithms respectively.
The simulation results have shown: with a negative threshold influence ratio a, both
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Figure 3.9: Pf versus SNR for fixed/adaptive DWPT and Welch algorithms
with different influence ratio a
proposed adaptive threshold based DWPT and Welch energy detection could improve the
detection probability Pd by about 30% at SNR = −20dB compared to the conventional
fixed threshold based energy detection, and the Pd will be increased as the increasing
of influence ratio a. However, the corresponding false alarm probability Pf will exceed
that of the fixed threshold based energy detection for both adaptive DWPT and Welch
energy detection, and the Pf will be increased as the decreasing of influence ratio a.
Meanwhile, with a positive threshold influence ratio a, both proposed adaptive thresh-
old based DWPT and Welch energy detection will achieve lower detection probability
Pd compared to the conventional fixed threshold based energy detection, and the Pd will
be decreased as the increasing of influence ratio a. However, a relative lower false alarm
probability Pf could always be obtained. The Pf could always maintain a relative lower
value than the fixed threshold based energy detection whatever the threshold influence
ratio a changes.
All of these results are influenced by the threshold set in both (3.7) and (3.13),
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which can’t balance the relationship between detection probability Pd and false alarm
probability Pf . As a result, either a better Pd is achieved every time at the expense of a
higher Pf or a lower Pd is achieved for a lower Pf . This is also a common problem faced
by all the conventional fixed threshold setting algorithms.
Therefore, the next chapter will investigate the trade-off between Pd and Pf , based
on which a new adaptive threshold will be proposed.
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Chapter 4
Adaptive Threshold Setting
Algorithm for Different PUs’
Spectrum Utilisations
Following the work presented in Chapter 3, the trade-off between detection and false
alarm probability will be further discussed and investigated in this Chapter. To opti-
mise the trade-off, the concept of error decision probability will be proposed in this
chapter by considering different PUs’ spectrum utilisations. Through optimising the
error decision probability, a new adaptive threshold setting method is derived to make
a balance between detection and false alarm probability. Mathematical derivations and
numerical results are conducted to analyse and compare the performance of the proposed
adaptive threshold with a fixed one.
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4.1 Proposed Adaptive Threshold Setting Algorithm
4.1.1 Threshold Setting Optimisation
In order to maximise the benefit for both PUs and SUs, an adaptive threshold setting
algorithm is proposed to achieve the best trade-off between detection Pd and false alarm
Pf probability in this chapter. The trade-off between Pd and Pf is formulated to an
equivalent form of minimising the error decision probability Pe as a function of PUs’
spectrum utilisation ratio α(0 < α < 1) and the threshold λ as
min(Pe(λ)) = min{(1− α)Pf + α(1− Pd)} (4.1)
The error decision probability Pe is mainly decided by PUs’ spectrum utilisation ratio
α(0 < α < 1), Pd and Pf . The PUs’ spectrum utilisation ratio α(0 < α < 1) stands for
the probability that the channel is being occupied by the PUs.
When the PUs are present in the channel, the CR system’s corresponding error
decision probability is the missed detection probability (1−Pd) that represents the PUs
being detected as absent while actually present. Therefore, α(1−Pd) represents the error
decision probability for PUs being present with spectrum utilization of α.
Similarly, when the PUs are absent in the channel, (1−α) stands for the probability
that the channel is being vacant. In this case, the CR system’s corresponding error
decision probability is the false alarm probability Pf that represents the PUs being
detected as present while actually absent. Therefore, (1 − α)Pf represents the error
decision probability for PUs being absent with the probability of (1− α).
In summary, there are two kinds of error decision probabilities here, one is (1− Pd),
the other one is Pf . The corresponding probabilities that these two cases occur are α
and (1− α) respectively. Thus, the CR system’s total error decision probability is (1−
α)Pf +α(1−Pd). Since both Pd and Pf can be represented by the threshold λ according
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to (2.15) and (2.16), the objective of this research is to find a proper adaptive threshold
to minimise the total error decision probability. The suitable adaptive threshold depends
on the change of SNR, number of samples N and PUs’ spectrum utilisations α.
Substitute Pd in (2.15) and Pf in (2.16) into (4.1),
Pe(λ) = (1− α)Pf + α(1− Pd)
= (1− α)Q
(
λ−σ2n
σ2n/
√
N/2
)
+ α
[
1−Q
(
λ−(σ2n+σ2s)
(σ2n+σ
2
s)/
√
N/2
)]
= 1−α√
pi
∫∞
a√
2
e−z2dz − α√
pi
∫∞
b√
2
e−z2dz + α
(4.2)
where a = (λ−σ
2
n)
σ2n
· √N/2 and b = λ−(σ2n+σ2s)
σ2n+σ
2
s
· √N/2. If a specific PUs’ spectrum
utilisation ratio α and the number of samples N are given, the error decision probability
Pe(λ) becomes a convex function changing with varying threshold λ, when λ ≥ σ2n(1 −
σ2n
2σ2n+σ
2
s
). The proof of Pe(λ) being convex is given as follow.
Proof. According to the definition of convex function: If f(x) is twice continuously
differentiable and the domain is the real line, then f(x) is convex if and only if ∂
2f(x)
∂x2
≥ 0
for all x [1]. Therefore, in this thesis, the correctness of ∂
2Pe(λ)
∂λ2
≥ 0 should be proved,
within the domain of λ. According to the second order derivatives of (4.2), (4.3) can be
easily obtained as follow.
∂2Pe(λ)
∂λ2
=
(2σ2n + σ
2
s) · λ
σ2n(σ
2
n + σ
2
s)
− 1 (4.3)
Therefore, in order to make Pe(λ) a convex function,
∂2Pe(λ)
∂λ2
should ≥ 0. In other
words, the inequality in (4.4) should be proved.
λ ≥ σ
2
n(σ
2
n + σ
2
s)
2σ2n + σ
2
s
= σ2n(1−
σ2n
2σ2n + σ
2
s
) (4.4)
The correctness of the above inequality can be validate in the following way.
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According to (2.16), the false alarm probability is within the range of Pf ∈ (0, 1).
Let’s take the maximum value of Pf = 0.9999 that approaches to 1 but not equal, which
means
Pf = Q
(
λ− σ2n
σ2n/
√
N/2
)
≤ 0.9999 (4.5)
According to the Q-function table and some simple mathematical derivation, (4.5)
can be formulated to an equivalent form of inequality (4.6), which is always true.
λ ≥ σ2n(1−
4√
N/2
) (4.6)
It can easily be proved that λ ≥ σ2n(1− 4√N/2) is within the range of λ ≥ σ
2
n(1− σ
2
n
2σ2n+σ
2
s
)
for a sufficiently large samples N. In other words, all the λ can satisfy the condition
λ ≥ σ2n(1 − σ
2
n
2σ2n+σ
2
s
) to let the object function Pe(λ) be convex. Therefore, the object
function Pe(λ) is proved to be convex.
Since Pe(λ) is convex, let
∂Pe(λ)
∂λ = 0, we get (4.7)
Then, take the natural logarithm of both sides, (4.8) is obtained as
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(4.8) can be simplified as
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The solutions of (4.9) are
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Since a decision threshold should be real and positive. The optimal threshold λ∗ that
can minimise the error decision probability should be λ1
λ∗ =
1 +
√
1 + 4(2σ
2
n+σ
2
s)
Nσ2s
· ln
(
(1−α)(σ2s+σ2n)
ασ2n
)
(2σ2n + σ
2
s)/σ
2
n(σ
2
n + σ
2
s)
(4.12)
Substitute SNR = γ = σ2s/σ
2
h into (4.12)
λ∗ = σ2n ·
1 +
√
1 + 4N ·
(
1 + 2SNR
) · ln( (1−α)α · (1 + SNR))
(2 + SNR)/(1 + SNR)
(4.13)
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In comparison with the conventional fixed threshold of CDR in (2.17) and CFAR in
(2.18), the proposed adaptive threshold in (4.13) seems to have a higher computation
complexity, as the SU needs to dynamically adjust its threshold according to the SNR
and varying PUs’ spectrum utilisations α. However (4.13) can be further simplified when
the number of samples N is approaching to positive infinite,
λ∗ ≈ 2σ
2
n · (1 + SNR)
(2 + SNR)
(N → +∞) (4.14)
4.1.2 Numerical Analysis
Fig. 4.1 shows how the proposed adaptive threshold λ∗ changes with the SNR and differ-
ent PUs’ spectrum utilisations α, for a given number of samples N = 16385. The noise
variance σ2n is set to 1. The SNR ranges from -25dB to 0dB. It can be seen that the
proposed adaptive threshold λ∗ decreases as the spectrum utilisation α increases from
10% to 90% at low SNR levels. The spectrum utilisations α with 10% and 90% exhibit
a symmetry property centered at α = 50%. An ideal case is also illustrated in Fig. 4.1,
when the number of samples N † become positive infinity (N †  100 · N). The square
line for positive infinite number of samples N † overlaps the blue cross line for the 50%
PUs’ spectrum utilisation. This is because (1− α)/α is equal to 1 when α = 50%. The
spectrum utilisation α will have no effect on the setting of the adaptive threshold λ∗,
which is only determined by the number of samples N † and SNR. In other words, (4.14)
can be regarded as a simplified expression of the proposed adaptive threshold setting
algorithm when the spectrum utilisation is 50%.
It can also be found that the proposed adaptive threshold λ∗ will increase with the
increasing of SNR and merge together at high SNR levels for all three different spectrum
utilisations α. This is because (4.13) is an increasing function with SNR and will be
mainly affected by the changing of SNR at high SNR levels for a given number of samples
N †. Therefore, the varying PUs’ spectrum utilisations α will have significant effect on
the setting of proposed adaptive threshold λ∗ when sensing signals at low SNR levels.
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Figure 4.1: Adaptive threshold λ∗ versus SNR for different PUs’ spectrum
utilisations α
The proposed adaptive threshold λ∗ of a given PUs’ spectrum utilisation ratio α can
be obtained with the knowledge of the SNR and the number of samples N . Therefore,
for a given SNR and samples N , the impacts of different PUs’ spectrum utilisation α on
the performance of the error decision probability can be analysed by substituting (4.13)
into (4.2).
Fig. 4.2 shows the error decision probability Pe with N = 16385 against different
SNRs. The noise variance is set as σ2n = 1. The PUs’ spectrum utilisation α increases
from 0 to 1. A lower Pe always resulted from a higher Pd and a lower Pf , for a specific
PUs’ spectrum utilisation ratio. A higher Pd means the PUs can be better protected
and use the spectrum with less interference from the SUs. A lower Pf means the SUs
can use the spectrum with more chances or higher efficiency. Therefore, Pe should be
minimised as much as possible to achieve a more solid and reliable spectrum sensing.
It can be observed in Fig. 4.2 that the value of the error decision probability Pe
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Figure 4.2: Pe versus PUs’ spectrum utilisations α for different SNRs
increases with the decreasing of SNR values. This is because the decreasing of SNR
greatly degrades SUs’ sensing ability. The CR system will suffer a low detection prob-
ability and a high false alarm probability when the surrounding SNR is vey low, thus
the total error decision probability is definitely increased. Fig. 4.2 also shows that the
highest Pe always appears when α = 50%. In addition, Pe shows a symmetry property
around the 50% spectrum utilisation. Pe decreases by either decreasing or increasing α.
The three cases for Pe = 0 are α = 0, α = 1 and SNR greater than -15dB. α = 0 indicates
the extreme case when all the channels are available to be used by SUs. Similarly, if all
the channels are occupied by PUs, α = 1 and Pe = 0. Furthermore, Pe will infinitely
close to but not equal to zero with the increasing of SNR. This is because PUs and SUs
can be more clearly differentiated in better channel conditions.
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4.2 Simulation Results and Discussions
4.2.1 Simulation Setup
The simulation performance of the proposed adaptive threshold setting algorithm is
observed through implementations with both Welch and wavelet based energy detectors.
In simulations, the number of samples is set to N = 16384. The desired probability of
false alarm for the fixed threshold is set as Pf = 0.1. The initial PUs’ spectrum utilisation
is set as the worst case, α = 50%. The Welch and wavelet algorithms employed in this
chapter are based on the sensing algorithms used in [2] and [3], respectively.
4.2.2 Results and Analysis
4.2.2.1 Comparison between Conventional Fixed and Proposed Adaptive
Threshold based Energy Detection
Monte-Carlo simulation results shown in Fig. 4.3 indicate that both Welch and wavelet
algorithms’ results are very close to each other and match well with the fixed one. There-
fore, the correctness and reliability of the simulation platform is first verified. Imple-
mented with the proposed adaptive threshold setting algorithm, the detection probability
Pd comparison between the Welch and wavelet algorithms is shown in Fig. 4.3. With
the proposed threshold setting algorithm, both Welch and wavelet methods can achieve
higher detection probabilities than the conventional fixed one at lower SNR levels. The
adaptive threshold based sensing algorithms could achieve about 30% improvement at
SNR = -20dB in terms of detection probability Pd compared to the conventional fixed
one.
It can also be found in Fig. 4.3 that the false alarm probability Pf of the proposed
algorithm drops quickly for both Welch and wavelet algorithms compared to the con-
ventional fixed one when the SNR is greater than -15dB. This is because the proposed
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Figure 4.3: Pd and Pf versus SNR for fixed/adaptive Welch and wavelet algo-
rithms with PUs’ spectrum utilisation α = 50%
adaptive threshold is an increasing function with the increase of SNR values for α = 50%,
which has already been observed in Fig. 4.1. As is shown in Fig. 4.1, the adaptive thresh-
old value is equal to the fixed one at SNR = -15dB and will further increase for the 50%
spectrum utilisation. Therefore, the proposed adaptive threshold performs better in
terms of the higher detection probability Pd when the SNR value is lower than -15dB
and a lower false alarm probability Pf when the SNR is greater than -15dB. For the
conventional fixed threshold method, the Pf of both Welch and wavelet algorithms will
remain the same value under varying SNR environments. This is because Pf is considered
for the case of no signal transmission and such is independent of SNR.
However, the proposed adaptive threshold’s overall performance outperforms that of
the fixed threshold in terms of the error decision probability Pe as shown in Fig. 4.4. In
Fig. 4.4, both Welch and wavelet algorithms’ error decision probability Pe match well
with that of the fixed one. Moreover, the proposed adaptive algorithm could always
achieve a lower error decision probability Pe compared to that of the conventional fixed
Chapter 4. Adaptive Threshold Setting Algorithm for Different PUs’ Spectrum
Utilisations 67
-25 -20 -15 -10 -5 00
0.1
0.2
0.3
0.4
0.5
0.6
SNR(dB)
P e
P e Fixed Welch
P e Fixed Wavelet
P e Fixed Theory
P e Adaptive Welch
P e Adaptive Wavelet
P e Adaptive Theory
P
e
Adaptive
P
e
Fixed
Figure 4.4: Pe versus SNR for fixed/adaptive Welch and wavelet algorithms
with PUs’ spectrum utilisation α = 50%
one for both Welch and wavelet algorithms. This lower error error decision probability
Pe indicates that the superiority of proposed adaptive threshold over fixed one is well
established for both PUs and SUs. With the lower error decision probability Pe, the
spectrum can be better utilised by both PUs and SUs.
4.2.2.2 Effect of Variable PUs’ Spectrum utilisations on the Sensing Perfor-
mance
The effect of varying PUs’ spectrum utilisations α on the sensing performance is analysed
in Fig. 4.5 in terms of detection Pd and false alarm probability Pf . For the conventional
fixed threshold setting algorithm, because it didn’t consider the effect of PUs’ spectrum
utilisations α, its corresponding detection Pd and false alarm probability Pf will always
keep the same changing trend no matter what α will be. For the proposed adaptive
threshold setting algorithm, it can be found that its detection probability Pd increases
as the increasing of PUs’ spectrum utilisation α. This can be explained from Fig. 4.1
Chapter 4. Adaptive Threshold Setting Algorithm for Different PUs’ Spectrum
Utilisations 68
that a higher α will produce a lower adaptive threshold, which will make more original
occupied channels being correctly detected. Therefore, a higher detection probability
Pd will be obtained. Particularly, the proposed adaptive threshold setting algorithm’s
detection probability Pd will be lower than that of the conventional one, when α = 10%,
and will be higher than that of the conventional one, when α is greater than 50%.
On the other hand, the corresponding false alarm probability Pf shows the same
changing trend. The false alarm probability Pf increases as the increasing of PUs’
spectrum utilisations α. This can also be explained from Fig. 4.1 that a higher α will
produce a lower adaptive threshold, which will make the original empty channels being
false determined as occupied. Therefore, a higher false alarm probability Pf will be
obtained. Compared to the low detection probability Pd when α = 10%, the correspond-
ing false alarm probability Pf will be lower than that of the conventional fixed threshold.
When α is greater than 50%, a higher false alarm probability Pf will be first obtained
at low SNR level, but will decrease quickly even lower than that of the fixed one as the
increasing of SNR.
Fig. 4.6 illustrates the simulation results of the error decision probability Pe for both
the proposed adaptive threshold and conversional fixed threshold setting algorithm with
different PUs’ spectrum utilisation α ranging from 10% to 90%. It can be seen that
different PUs’ spectrum utilisations do have a significant impact on the performance of
Pe. The highest error decision probability Pe can be achieved at α = 50% for the proposed
adaptive threshold setting algorithm. This highest Pe point indicates the lowest total
spectrum utilisation ratio for both PUs and SUs. No matter whether α decreases or
increases, the error decision probability Pe always decreases. The Pe for the adaptive
threshold at the spectrum utilisation α = 10% is the same as that for the spectrum
utilisation α = 90%. By comparing the Pe at 10% and 90% spectrum utilisation in
Fig. 4.2 with those in Fig. 4.6, the Pe value at -19dB shows almost the same result for
both theoretical derivation and simulations. By observing all the Pe against SNR, it
is found that the symmetry property shown in Fig. 4.6 exactly matches the theoretical
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Figure 4.5: Pd and Pf versus SNR for fixed/adaptive energy detection with
different PUs’ spectrum utilisations α
derivation results shown in Fig. 4.2.
The effect of varying PUs’ spectrum utilisations α on the error decision probability Pe
for the conventional fixed threshold setting algorithm is also illustrated by the red dotted
curves in Fig. 4.6. The Pe of the fixed threshold based sensing algorithm increases greatly
as α increases when the SNR is lower than -15.4dB, and then maintain a constant level
when the SNR is greater than -15.4dB. However, by comparing the results of both fixed
and proposed adaptive threshold, the proposed adaptive threshold setting algorithm can
always obtain a lower Pe in the low SNR region for any α values ranging from 0 to
1. Therefore, a more reliable and robust sensing result can be obtained for both PUs
and SUs by adopting the proposed adaptive threshold setting algorithm. Moreover,
these findings will provide the theoretical guidance for cognitive radio system design by
utilising the historical spectrum utilisation in the existing primary user system.
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4.3 Summary
In order to maximise the benefit for both PUs and SUs, a novel adaptive threshold setting
algorithm was proposed in this chapter to transform the trade-off to an equivalent form
of minimising the error decision probability as a function of PUs’ spectrum utilisation
ratio and threshold. The closed-form expression between PUs’ spectrum utilisation ratio
and the proposed adaptive threshold was derived and simplified. The impacts of different
PUs’ spectrum utilisations on the sensing performance were quantified. The optimum
adaptive threshold value can be set based on the minimum error decision probability.
The performance of the proposed adaptive threshold has been evaluated and validated by
both mathematical derivations and simulations. The numerical analysis demonstrated
PUs’ spectrum utilisations’ significant influence on the performance of spectrum sensing.
Both analytical and simulation results have shown that a lower error decision probability
can be obtained for the proposed adaptive threshold setting algorithm in comparison with
the conventional fixed one. These results can be useful in practical CR network design
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and deployment, such as anticipating the overall system efficiency by computing the
error decision probability. A lower error decision probability means a higher benefit for
both PUs and SUs. Therefore, the CR station will be built in an area where the error
decision probability is small. Overall, it can be concluded that historical PUs’ spectrum
utilisations should be taken into account to compute the corresponding error decision
probability when designing CR networks in practice.
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Chapter 5
Energy Detection with Constraint
Region
In Chapter 4, the error decision probability Pe has been proposed to optimise the trade-off
between detection and false alarm probability. In this chapter, with the constraint region
requirement set by the IEEE 802.22 standard, the closed-form expression for the Pe,
satisfied SNR value, number of samples N and primary users’ spectrum utilisation ratio
α is derived for both fixed and adaptive threshold setting algorithms. By implementing
both Welch and wavelet based energy detectors, the adaptive threshold setting algorithm
demonstrates a more reliable and robust sensing result for both primary users (PUs) and
secondary users (SUs) in comparison with the fixed one. Furthermore, the wavelet de-
noising method is applied to improve the sensing performance when there is insufficient
number of samples.
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5.1 The Fixed Threshold Setting Algorithm with Constraint
Region
5.1.1 Constraint Region Analysis for the Fixed Threshold
According to the IEEE 802.22 standard, the detection and false alarm probability should
keep a sensing level of 90% and 10%, respectively. In other words, the object function
of (4.2) should be minimised subject to the two conditions Pd ≥ 90% and Pf ≤ 10%.
Based on equation (2.15), (2.16), Q(1.28) = 0.1 and Q(−1.28) = 0.9, the trade-off
optimisation considering the constraint region can be mathematically formulated as
min : f(λ) =
1− α√
pi
∫ ∞
a√
2
e−z
2
dz − α√
pi
∫ ∞
b√
2
e−z
2
dz + α
subject to: g1(λ) ≤ 0
g2(λ) ≤ 0 (5.1)
where a = (λ−σ
2
n)
σ2n
·√N/2 and b = λ−(σ2n+σ2s)
σ2n+σ
2
s
·√N/2. g1(λ) = λ+ 1.28(σ2n+σ2s)√
N/2
− σ2n − σ2s ,
g2(λ) = −λ+ 1.28σ
2
n√
N/2
+ σ2n are the inequality constraint equations.
For the conventional fixed threshold based sensing algorithm, either CFAR or CDR
method is applied. Here, the CFAR method is used as an example as in the majority of
research in the energy detection field [1]. Substitute (2.18) into g2(λ), then Q
−1(Pf ) ≥
1.28, which means Pf ≤ 10% is obtained. Substitute (2.18) into g1(λ),
σ2s ≥
1.28(σ2n + σ
2
s) + σ
2
n(Q
−1(Pf ))√
N/2
(5.2)
(5.2) can be further derived as
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SNR =
σ2s
σ2n
≥
√
N/2− 1.28
Q−1(Pf ) + 1.28
(5.3)
Therefore (5.1) can be further formulated as
min : f(λ) =
1− α√
pi
∫ ∞
a√
2
e−z
2
dz − α√
pi
∫ ∞
b√
2
e−z
2
dz + α
subject to: Pf ≤ 10%
SNR ≥ Q
−1(Pf ) + 1.28√
N/2− 1.28 (5.4)
5.1.2 Numerical Analysis
The solutions for (5.4) can be obtained by discussing all the possible cases of SNR and
the number of samples N. For example, if Pf = 0.1, N = 16384, the corresponding
SNR should be greater than -17dB to make (5.4) hold and generate the minimum error
decision probability at SNR = -17dB. In order to verify the derivation, Fig. 5.1 shows
the results of Pd versus Pf with different SNR. It can be found in Fig. 5.1 that the
detection probability Pd is higher than 90% if SNR is greater than -17dB, otherwise, a
lower detection probability Pd is obtained. Therefore, for a given number of samples
N = 16384, the satisfied minimum SNR value should be SNR = -17dB to make the
corresponding detection probability Pd ≥ 90% and false alarm probability Pf ≤ 10%.
Similarly, the required number of samples N satisfying the constraint condition can
be found for a given SNR value as shown in Fig. 5.2. It is shown in Fig. 5.2 that the
minimum number of samples N to satisfy the 90% Pd and 10% Pf constraint region
should be at least 16384. The larger the number of samples N, the easier the constraint
region problem can be satisfied. This is because (2.18) is a monotonic decreasing function
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Figure 5.1: Pd versus Pf for the number of samples N = 16384 with different
SNR
changing with the number of samples N for a given false alarm probability. A larger
number of samples will result in a lower fixed threshold, which will produce a higher
detection probability. Therefore, the constraint region requirement can be satisfied for a
larger number of samples N ≥ 16384. These results provide a theoretical guidance when
designing the energy detector to satisfy the constraint region requirement in reality.
5.2 The Adaptive Threshold Setting Algorithm with Con-
straint Region
5.2.1 Constraint Region Analysis for Proposed Adaptive Threshold
Besides the conventional fixed threshold setting algorithm, the constraint region is further
extended to the proposed adaptive threshold setting algorithm in Chapter 4. According
to the method of Lagrange multipliers and Karush-Kuhn-Tucker (KKT) conditions [2],
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the object function f(λ) and the constraint functions g1(λ) and g2(λ) can be formulated
as
L(λ, µ1, µ2) = f(λ) + µ1 · g1(λ) + µ2 · g2(λ) (5.5)
Suppose the object function f(λ) and the constraint functions g1(λ) and g2(λ) are
continuously differentiable at a point λ∗. If λ∗ is a local minimum that satisfies some reg-
ular conditions (see below), then there exist constants µ1 and µ2 called KKT multipliers,
such that
∂L(λ,µ1,µ2)
∂λ |λ = λ∗ = 0
µ1 · g1(λ∗) = 0
µ2 · g2(λ∗) = 0
µ1 ≥ 0
µ2 ≥ 0
(5.6)
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Equation (5.6) can be rewritten as
(2σ2n+σ
2
s)·λ∗2
2σ2n(σ
2
n+σ
2
s)
− λ∗ − 2·σ
2
n(σ2n+σ2s)
σ2sN
· ln (1−α)·(σ2n+σ2s)
ασ2n
(5.7)
µ1 ·
(
λ∗ +
1.28(σ2n + σ
2
s)√
N/2
− σ2n − σ2s
)
= 0 (5.8)
µ2 ·
(
λ∗ − 1.28σ
2
n√
N/2
− σ2n
)
= 0 (5.9)
µ1 ≥ 0 (5.10)
µ2 ≥ 0 (5.11)
Therefore, a general solution for any α and N can be obtained by discussing all the
possible cases of µ1 and µ2.
5.2.2 Numerical Analysis
There are a total of four different combinations of µ1 and µ2. They are: i) µ1 = 0, µ2 = 0.
ii) µ1 > 0, µ2 = 0. iii) µ1 = 0, µ2 > 0. iv) µ1 > 0, µ2 > 0.
Case1: µ1 = 0, µ2 = 0
The optimisation equation (5.7) will be equivalent to the original one (4.2) without
considering the constraint region. The solution is
λ∗ =
1 +
√
1 + 4(2σ
2
n+σ
2
s)
Nσ2s
· ln
(
(1−α)(σ2s+σ2n)
ασ2n
)
(2σ2n + σ
2
s)/σ
2
n(σ
2
n + σ
2
s)
(5.12)
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where λ∗ should satisfy the following two conditions (5.13) and (5.14)
g1(λ
∗) = λ∗ +
1.28(σ2n + σ
2
s)√
N/2
− σ2n − σ2s ≤ 0 (5.13)
g2(λ
∗) = −λ∗ + 1.28σ
2
n√
N/2
+ σ2n ≤ 0 (5.14)
Equations (5.13) and (5.14) can be further derived by substituting λ∗ into g1(λ) and
g2(λ) as
g1(λ
∗) =
1+
√
1+
4(2σ2n+σ
2
s )
Nσ2s
·ln
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(1−α)(σ2s+σ2n)
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)
(2σ2n+σ
2
s)/σ
2
n(σ
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2
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+1.28(σ
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2
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N/2
− σ2n − σ2s
(5.15)
g2(λ
∗) = −
1+
√
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4(2σ2n+σ
2
s )
Nσ2s
·ln
(
(1−α)(σ2s+σ2n)
ασ2n
)
(2σ2n+σ
2
s)/σ
2
n(σ
2
n+σ
2
s)
+1.28σ
2
n√
N/2
+ σ2n
(5.16)
For N = 16384, α = 50%, it can be found g1(λ) ≤ 0, when SNR = σ
2
s
σ2n
≥ −15.4dB.
g2(λ) ≤ 0, when SNR = σ
2
s
σ2n
≥ −15.5dB. Therefore, when SNR = σ2s
σ2n
≥ −15.4dB, the
constraint region can be satisfied for µ1 = 0, µ2 = 0.
Case2: µ1 > 0, µ2 = 0
According to (5.7),
λ∗ =
1 +
√
1 + 4(2σ
2
n+σ
2
s)
Nσ2s
·
(
ln
(
(1−α)(σ2s+σ2n)
ασ2n
)
+ µ1
)
(2σ2n + σ
2
s)/σ
2
n(σ
2
n + σ
2
s)
(5.17)
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For µ1 > 0, the solution of (5.8) is
λ1 = σ
2
n + σ
2
s −
1.28(σ2n + σ
2
s)√
N/2
(5.18)
Therefore, λ1 should be equal to λ
∗ and both of them should make g2(λ) ≤ 0.
However, the solution doesn’t exist after computation. In other words, the case of
µ1 > 0, µ2 = 0 doesn’t exist as well.
Case3: µ1 = 0, µ2 > 0
According to (5.7),
λ∗ =
1 +
√
1 + 4(2σ
2
n+σ
2
s)
Nσ2s
·
(
ln
(
(1−α)(σ2s+σ2n)
ασ2n
)
− µ2
)
(2σ2n + σ
2
s)/σ
2
n(σ
2
n + σ
2
s)
(5.19)
For µ2 > 0, the solution of (5.9) is
λ2 =
1.28σ2n√
N/2
+ σ2n (5.20)
Therefore, λ2 should be equal to λ
∗ and both of them should make g1(λ) ≤ 0. For
N = 16384, α = 50%, it can be found g1(λ) ≤ 0, when SNR = σ
2
s
σ2n
≥ −15.4dB.
The corresponding threshold λ2 = 1.0141 for λn
2 = 1. It can be proved there exist
λ∗ = λ2 = 1.0141 to make the condition (5.7) satisfied.
Case4: µ1 > 0, µ2 > 0
For µ1 > 0, µ2 > 0, the solutions of (5.9) and (5.9) are
λ1 = σ
2
n + σ
2
s −
1.28(σ2n + σ
2
s)√
N/2
(5.21)
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λ2 =
1.28σ2n√
N/2
+ σ2n (5.22)
Therefore, λ∗ = λ1 = λ2, which can be thought as a special case of Case 3. It can
be easily proved, all the conditions can be satisfied. All in all, considering all the four
cases, we can conclude λ∗ = 1.0143 is the minimum threshold that could satisfy all the
conditions in (5.6) with α = 50%, N = 16384.
5.3 Simulation Results and Discussions
5.3.1 Simulation Setup
The simulation performance of the fixed threshold setting and adaptive threshold setting
algorithms are observed through implementations with both Welch and wavelet based
energy detectors. The number of samples is set to N = 16384. The desired probability
of false alarm for the fixed threshold is set as Pf = 0.1. The initial spectrum utilisation
of the primary users is set as the worst case, α = 50%. The Welch and wavelet algo-
rithms employed in this session are based on the sensing algorithms used in [3] and [4],
respectively.
5.3.2 Results and Analysis
As analysed in section 5.2.2, there exists such minimum λ∗ = 1.0143, µ1 and µ2 such
that all the conditions (5.6) are satisfied when α = 50%, N = 16384. Furthermore, the
corresponding SNR is -15.4 if the minimum λ∗ = 1.0143. Fig. 5.3 shows the simulation
and theory results of adaptive DWPT and Welch based energy detection. The results
shown in Fig. 5.3 are the same as that shown in Fig. 4.3. It can be found in Fig. 5.3 that
the simulation curves are well matched to the theory curves, which prove the theoretical
analysis.
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Figure 5.3: Pd and Pf versus SNR for simulation/theory line with PUs’ spec-
trum utilisation α = 50%
The analytical study is then extended to a range of different number of samples N (N
= 8192, 16384, 65536) as shown in Fig. 5.4. It can be found that the satisfied SNR value,
considering the constraint region condition, decreases as the increase of the number of
samples N. A similar result can be found in Fig. 5.5, the increased samples N improves
the performance for both Pd and Pf . A higher Pd or lower Pf value can be obtained
with the increase of the number of samples N or SNR. Therefore, the more number of
samples N there are, the easier the constraint region condition can be satisfied. This is
echoed by the results obtained by other literature [5], [6].
The effect of spectrum utilisation α on the value of satisfied SNR considering the
constraint region condition is analysed in Fig. 5.6. It is found that the satisfied SNR
values for both 10% and 90% cases show a symmetry property. In addition, it can be
seen that the satisfied SNR values for both 10% and 90% cases are a bit higher than
that of the 50% case. This is mainly due to the poor performance generated by both
10% and 90% cases in terms of either Pd or Pf . The results can be useful in CR network
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design and deployment, such as anticipating the minimum SNR level that can be sensed
under certain PU spectrum utilisation or samples. The results also show that the sensing
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Figure 5.6: Pd and Pf versus SNR for different PUs’ spectrum utilisations α
performance is degraded by either bursty activity patterns of PUs or SUs in practice.
By implementing the wavelet de-noising method, the detection performance Pd for
both fixed and proposed adaptive threshold setting algorithm with the corresponding
false alarm performance Pf is shown in Fig. 5.7. With the wavelet de-noising function,
both fixed and adaptive wavelet methods can achieve a higher detection probability
Pd in comparison with the original ones without de-noising methods. Meanwhile, the
wavelet de-noising method increases the false alarm probability Pf a little for both
fixed and adaptive wavelet methods. However, in comparison with the fixed wavelet
de-noising method, the adaptive wavelet de-noising method’s false alarm probability Pf
drops quickly when SNR is greater than -15dB and almost merges with the one without
de-noising method.
The corresponding error decision probability Pe is shown in Fig. 5.8. It is found
that both adaptive wavelet de-noising and without de-noising algorithms’ error decision
probability Pe can always keep a relatively low value compared to the fixed one. This
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Figure 5.7: Pd and Pf versus SNR for fixed/adaptive wavelet algorithms
with/without de-noising method
means a more reliable and robust overall sensing result for both PUs and SUs. In
summary, the proposed adaptive threshold methods outperform the fixed ones for the
cases of both de-noising and without de-noising. The de-noising methods can improve the
wavelet method’s sensing performance in comparison with the one without de-noising.
In addition, a comparison of the computation complexity in terms of the real multi-
plication is made between the Welch and wavelet based energy detection algorithms as
follows [7]. The number of samples is set to N.
Welch:
= 2N log2N
db5 FIR wavelet filtering schemes for DWPT:
10coeff.× (2N + ...+ 2(log2N)N/2(log2N−1))
= 10× (2N log2N)
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Figure 5.8: Pe versus SNR for fixed/adaptive wavelet algorithms with/without
de-noising method
where coeff. represents the coefficients. db5 is the wavelet basis used in our simulation.
It can be found that the Welch algorithm has a lower computational complexity, which
makes the spectrum sensing faster compared to the wavelet one. Although the wavelet
algorithm results in a relatively high computation complexity, the wavelet de-noising
method can be implemented to make a further sensing performance improvement as
shown in Fig. 5.7
Fig. 5.9 shows the performance of the proposed adaptive wavelet algorithm imple-
mented with the de-noising method at different numbers of samples, especially when the
number of samples N is not very large. In reality, the number of samples N at the level of
thousands is always preferred due to the limitation of equipment. As shown in Fig. 5.9,
by adopting the wavelet de-noising method, a larger improvement can be obtained as
the number of samples N decreases.
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5.4 Summary
Previous research has usually been limited to fixed PUs’ spectrum utilisation and lacks
consideration of the constraint region requirement set by the IEEE 802.22 standard. In
this chapter, both conventional fixed threshold setting algorithm and proposed adap-
tive threshold setting algorithm have been modified by considering the constraint region
requirement. The closed-form expression between satisfied SNR value and number of
samples have been derived for the conventional fixed threshold setting algorithm. Math-
ematical expression between PUs’ spectrum utilisation ratio α and the proposed adap-
tive threshold has been derived as well considering the constraint region requirement.
Furthermore, both threshold setting algorithms have been verified by Monte-Carlo simu-
lations with the constraint region requirement. The trade-off between detection and false
alarm probability are investigated thoroughly considering the satisfied region problem.
The simulation results demonstrated the correctness of our numerical analysis to satisfy
the target sensing performance on detection and false alarm probability. The wavelet
Chapter 5. Energy Detection with Constraint Region 87
de-noising method is also implemented with both fixed and adaptive sensing algorithms
and shows a better sensing performance when there are insufficient number of samples.
With the computation of constraint region, the obtained results can be useful in future
CR network design and deployment, such as anticipating the minimum SNR level that
can be sensed under certain PU spectrum utilization or the minimum number of samples
required for reliable sensing. The results also show that the sensing performance can be
improved by the wavelet de-noising method in practice. Overall, the analytical study on
the PUs’ spectrum utilisations and the constraint region can provide practical guidance
when designing a CR system.
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Chapter 6
Database Assisted Sensing
Algorithm
In this chapter, a novel database assisted spectrum sensing algorithm is proposed for
a secondary access of the so-called TV White Space (TVWS) spectrum. The pro-
posed database assisted sensing algorithm is based on the existing geo-location database
approach for detecting incumbents like Digital Terrestrial Television (DTT) and Pro-
gramme Making and Special Events (PMSE), but is assisted by spectrum sensing to
further improve the protection to primary users (PUs). A closed-form expression of
secondary users’ (SUs) spectral efficiency is also derived for its opportunistic access of
TVWS. The proposed database assisted sensing algorithm is implemented with previ-
ously developed power control based geo-location database algorithm and the adaptive
spectrum sensing algorithm described in Chapter 5. Through Monte-Carlo simulations,
the proposed database assisted sensing algorithm demonstrates better spectrum effi-
ciency for SUs and incumbent protection for PUs than the exiting stand-alone geo-
location database model. Furthermore, the effect of the unregistered PMSE on SUs’
reliable use of the channel and PUs’ protection accuracy is analysed as well.
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6.1 The Proposed database assisted Sensing Algorithm
A multi-band cognitive radio system is considered, in which there are M bands with
each of them occupies W MHz. It is assumed that each band has its own PU and the
SU can only use the band when PU is not using it. Each PU’s status is assumed to be
independent to each other. Moreover, all the SUs are assumed not to be able to use the
same band at the same time.
The proposed database assisted sensing algorithm is based on the existing geo-location
database detection algorithm and assisted by the spectrum sensing approach as shown in
Fig. 6.1. Here, only the registered DTT geo-location database is considered to simplify
the problem formulation. The registered PMSE database can be added with the support
from the regulator when it is required. The SUs can classify the vacant and occupied
DTT bands by referring to the geo-location database which contains all the information
of registered DTT PUs. Given that the geo-location database does not update itself
immediately when the PUs temporally stop the data transmission, the conventional geo-
location database algorithm cannot make a full utilisation of obtained vacant bands.
Therefore, the SUs use less number of bands compared to the actual bands they can
utilise.
Because the PUs may temporally pause data transmission, the channel state of the
bands obtained by the geo-location database can be classified into three categories: SA,
SP and SO with their corresponding steady state probability of piA, piP and piO [1]. SA
means the PU is absent and the channel can be freely used by a SU. In the state SP ,
the PU is present in the channel but it temporally pauses the data transmission for a
moment so that the channel can be used by a SU as well. In the state SO, the band is
occupied by the PU and cannot be used by a SU any more. However, with the spectrum
sensing technique, the SUs cannot distinguish whether the band is in state SA or SP ,
because the PU doesn’t make any transmit in both states SA and SP . The SU can only
recognise whether the band is occupied or not. Therefore, the binary hypothesis decision
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Figure 6.1: A graphical structure of the flow chart for the proposed database
assisted sensing algorithm
can still hold for the spectrum sensing approach.
Assume a CR station is planning to be built at a specific location, where it can make
use of DTT transmitters’ operational channels. With the help of the registered DTT
geo-location database, the CR station will first obtain a list of channels tagged as 1 for
occupied and 0 for vacant. For the channels tagged as occupied by the primary DTT
user, a DTT sensing module will be applied to make a further decision on these channels.
The DTT sensing module will differentiate the channel state SP and SO. In this way,
the channels, PUs actually temporarily pause transmission, will be released to the SUs.
This will greatly improves the spectrum efficiency. For the channels tagged as vacant,
a PMSE sensing module will be applied in case the sudden appearance of unregistered
PMSE users, which will affect the SUs successful use of the vacant channels. In this way,
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the PMSE sensing module will provide the SUs a reliable use of the vacant channels.
It has been assumed that the results obtained from the geo-location database are
correct and the unregistered PMSE users’ possible appearance on the vacant channels
are not considered. The SUs then can only use the bands in which PUs are absent with
the probability Pa. Therefore, the SUs’ throughput based on the geo-location database
algorithm alone can be written as:
Rdvbt db = WMpiAE[log 2(1 + SNR)] (6.1)
Moreover, with the assistance of the DTT sensing module shown in the left circle of
Fig. 6.1, the SUs can use not only the bands in which PUs are really absent but also the
bands in which PUs temporally pause the data transmission. Thus, the number of bands
is increased by MpiP for the SUs compared to that of the geo-location based algorithm.
A sensing duration ratio τdvbt is assigned to the SUs to periodically perform spectrum
sensing to protect the DTT PUs [2]. Then, the increased throughput assisted by the
DTT sensing based algorithm can be written as:
Rdvbt ss = WMpiP (1− Pfadvbt)(1− τdvbt)E[log 2(1 + SNR)] (6.2)
where Pfadvbt represents the false alarm probability of DTT sensing, which is the prob-
ability that the sensing module indicates the band is occupied while actually vacant.
Therefore, the total throughput of the proposed database assisted sensing algorithm can
be written as (6.3) without considering the appearance of unregistered PMSE users.
Rdvbt db ss = Rdvbt db +Rdvbt ss (6.3)
On the other hand, if unregistered PMSE users are assumed to appear on geo-location
database’s vacant channels with a probability of Ppmse, the number of bands that can be
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used is decreased by MpiA(1−Ppmse) in comparison with that of the original geo-location
based algorithm and can be written as:
Rdvbt pmse db = WMpiA(1− Ppmse)E[log 2(1 + SNR)] (6.4)
Because no matter the unregistered PMSE is considered or not, the DTT sensing
algorithm is always the same value Rdvbt ss, the total throughput of proposed database
assisted sensing algorithm can be written as (6.5) by considering the appearance of
unregistered PMSE users.
Rdvbt pmse db ss = Rdvbt pmse db +Rdvbt ss (6.5)
The above discussion is based on the assumption that the results obtained from the
geo-location database are believable, however there is the case where the use of a database
may be challenging in an indoor environment especially in urban areas. In this case, the
CR system becomes a pure sensing only system and the SUs use both DTT and PMSE
sensing module instead of the geo-location database to detect all the bands’ availability.
The throughput of the PMSE sensing module can be written as
Rpmse ss = Rdvbt pmse db(1− Pfapmse)(1− τpmse) (6.6)
where Pfadvbt represents the false alarm probability of PMSE sensing, τpmse is the PMSE
sensing duration ratio assigned to the SUs to periodically perform spectrum sensing.
Thus, the total spectrum sensing throughput can be written as the combination of both
DTT and PMSE sensing as:
Rss = Rpmse ss +Rdvbt ss (6.7)
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Table 6-A: Simulation parameter settings for the DTT signals
Elementary period T 7/64µs
Number of carriers K 1705
Value of carriers Kmin 0
Value of carriers Kmax 1704
Duration Tu 224µs
Carrier spacing 1/Tu 4464 Hz
Spacing between Kmin and Kmax(T − 1)/Tu 7.61 MHz
Duration of symbol part Tu 2048× T (224µs)
6.2 Simulation Results and Discussions
6.2.1 Simulation Setup
In this section, the performance of geo-location database algorithm, database assisted
sensing algorithm and the sensing only algorithm are compared. The adaptive spectrum
sensing approach developed in [3] is also implemented with the database assisted sensing
algorithm and compared with the conventional fixed one. By referring to the results of
the power control based geo-location database algorithm in [4], the PU’s steady, absent
and pause probability are set as piA = 1/2 and piP = 1/4 respectively. The DTT and
PMSE signal are generated followed that in [5] with the PUs’ initial spectrum utilisation
α set as 25% [3]. The desired probability of false alarm for the fixed spectrum sensing
algorithm is set as Pf = 0.1. The number of samples is set as N = 16588.
Due to the high data rate and strong robustness to interference, orthogonal frequency
division multiplexing (OFDM) has been chosen as the channel modulation technique for
DTT. It provides two operation modes 2k mode and 8k mode. These two modes make a
trade-off between the receiver complexity and the ability of withstanding echoes. Both
two operation modes have different FFT sizes of DTT signals transmitted in the system.
The 2k mode is being used in the UK and the corresponding simulation parameters for
DTT signals used in this thesis are shown in Table 6-A.
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Compared to the detection of DTT transmissions in the UK that takes over 8 MHz
channels with high transmit power, detection of wireless microphones is much harder as
they always transmit at a much lower power (typically 50 mW for a 100 m coverage range)
and take over much smaller bandwidths (200 kHz). Here, the PMSE signal is assumed
to be transmitted by FM modulation at 200 kHz. The probability of the appearance of
unregistered PMSE users in the vacant channels is Ppmse = 0.1
6.2.2 Results and Analysis
6.2.2.1 Spectral Efficiency Comparison without Unregistered PMSE users
Monte-Carlo simulation results presented in Fig. 6.2 and Fig. 6.3 show that the Pf of
both DTT and PMSE are well matched with that of the theoretical one in case of either
fixed or adaptive sensing approach. Therefore, the correctness and reliability of our
simulation platform are verified, the obtained Pf can be used in the further database
assisted sensing simulation.
Without considering the appearance of unregistered PMSE users, Fig. 6.4 shows
the SUs’ spectral efficiency against different SNRs for the geo-location database alone,
database assisted sensing (fixed/adaptive) algorithm. Database assisted Sensing Fixed/Adaptive
means the fixed/adaptive sensing approach is adopted in the database assisted sensing
algorithm. As is shown in Fig. 6.4, all these sensing algorithms’ spectral efficiency will
increase as the increase of SNR, due to a higher Shannon capacity and a lower Pf . Both
fixed and adaptive database assisted sensing algorithms’ spectral efficiency outperform
that of the geo-location database alone due to the increased number of paused trans-
mission bands. Furthermore, the database assisted sensing algorithm implemented with
the adaptive sensing algorithm always achieves a better spectral efficiency than the fixed
one, especially with the increase of SNR. This is due to the lower Pf obtained by the
adaptive sensing approach compared to that of the fixed one. It also proves that the
error probability proposed in Chapter 4 can give a better quantification.
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6.2.2.2 Spectral Efficiency Comparison with Unregistered PMSE Users
Considering the appearance of unregistered PMSE users with probability Ppmse = 0.1,
Fig. 6.5 shows the SUs’ spectral efficiency against different SNRs for the geo-location
database alone, database assisted sensing (fixed/adaptive) and sensing only algorithm.
It can be seen that all the curves in Fig. 6.5 have the same changing trend in compari-
son with those shown in Fig. 6.4. However, due to the appearance of unregistered PMSE
users, a lower spectral efficiency was obtained for the geo-location database algorithm as
shown in Fig. 6.6. Fig. 6.6 shows the spectral efficiency comparison for both with and
without unregistered PMSE users. It can be found that the appearance of unregistered
PMSE users degrade SUs’ spectral efficiency due to the less available bands for SUs’ use.
In Fig. 6.5, the geo-location database algorithm alone again keeps the lowest spectral
efficiency due to its low efficiency use of spectrum. The fixed threshold based database
assisted sensing algorithm has a slightly higher spectral efficiency than that of the sensing
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Figure 6.5: Spectral efficiency versus SNR for sensing only, geo-location
database alone and database assisted sensing algorithm with
fixed/adaptive threshold
only one. Moreover, both adaptive database assisted sensing and sensing only algorithm
almost keep the same level of spectral efficiency. Generally, it seems the sensing only algo-
rithm could have almost the same spectral efficiency with that of the database assisted
sensing one. However, due to the reduced sensing bands, the database assisted sensing
algorithm relaxes the computation complexity required for the sensing device, as the
WSD has limit processing power.
6.2.2.3 Computation Complexity Comparison
In Fig. 6.7, a 3D comparison composed of the SNR, spectral efficiency and sensing com-
putation complexity is made between the sensing only and the database assisted sensing
algorithms for both fixed and adaptive threshold setting methods. A N sample points
sensing algorithm corresponds to a complexity of 2N log 2N [6]. It can be found that
the database assisted sensing algorithm has a lower computation complexity than the
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sensing only one due to a reduced number of bands for sensing. The database assisted
sensing algorithm has a 30.4% computation complexity reduction compared to the sens-
ing only algorithm. The adaptive threshold computed by the simplified equation (4.14)
has almost the same computation complexity as the fixed threshold for both database
assisted sensing algorithm and sensing only algorithm. The computation complexity of
the adaptive threshold computed by equation (4.13) is three times than that of the sim-
plified equation (4.14) for the database assisted sensing algorithm. However, the spectral
efficiency of the adaptive threshold computed from both (4.13) and (4.14) keeps almost
the same trend. This makes the simplified adaptive threshold a better choice in terms
of the computation of spectral efficiency and computation complexity.
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6.3 Summary
Previous research in spectrum detection of CR system has usually been limited to a
sensing or geo-location alone algorithm and lacks consideration of effects of combined
sensing and geo-location approach. In this chapter, a database assisted sensing algo-
rithm has been proposed for a secondary access of the TVWS. The database assisted
sensing approach has the advantage of increasing the spectral efficiency compared to
geo-location database only; and also relaxes the sensitivity required for sensing alone
device and reduces the risk of interference caused by the unregistered PMSE users. The
closed-form expression of SUs’ spectral efficiency is also derived for the different kinds of
detection algorithms. Furthermore, the proposed database assisted sensing algorithm is
also implemented with previously developed power control based geo-location and adap-
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tive sensing algorithm. The numerical analysis and simulation results demonstrated pro-
posed database assisted sensing algorithm’s significant improvement on the SUs’ spectral
efficiency in comparison with either geo-location database or sensing alone. Overall, it
has been suggested that the proposed database assisted sensing algorithm should be
taken into account for future CR networks design.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
This thesis presented research on threshold setting algorithms for spectrum sensing,
which is one of the most challenging tasks in the design of cognitive radio networks.
As the spectrum sensing being the fundamental technique, a preliminary study of the
threshold setting was first conducted. It has been shown that the CFAR and CDR
based threshold setting algorithms could not balance the relationship between detection
probability Pd and false alarm probability Pf . Either a better Pd is achieved every time
at the expense of a higher Pf or a lower Pd is achieved for a lower Pf . Chapter 3 showed
the trade-off between detection probability Pd and false alarm probability Pf , which was
faced by conventional fixed threshold setting algorithms.
To optimise the trade-off, the concept of error decision probability Pe was proposed
by considering different PUs’ spectrum utilisations in Chapter 4. The trade-off between
detection and false alarm probability was formulated to an equivalent form of minimising
the error decision probability Pe as a function of PUs’ spectrum utilisation with an
adaptive threshold. The proposed adaptive threshold can be set through optimising the
error decision probability to maximise the benefit for both PUs and SUs. The closed-form
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expression between PUs’ spectrum utilisation ratio and the proposed adaptive threshold
was derived and simplified. The impacts of different PU utilisations on the sensing
performance were also quantified. Both mathematical derivations and simulation results
have shown the strong impact of PUs’ spectrum utilisation on the spectrum sensing
performance and total system spectrum efficiency. It has also been found that a lower
error decision probability can be obtained for the proposed adaptive threshold setting
algorithm in comparison with the conventional fixed threshold.
As required by the IEEE 802.22 standard, both fixed threshold setting algorithm and
the proposed adaptive threshold setting algorithm have been modified by considering the
constraint region requirement in Chapter 5. The closed-form mathematical expression
between satisfied SNR value, number of samples and PUs’ spectrum utilisation ratio
has been derived for the conventional fixed and proposed adaptive threshold setting
algorithm. Furthermore, both threshold setting algorithms were verified by Monte-Carlo
simulations with the constraint region requirement. The wavelet-denoising method was
also implemented for both fixed and adaptive sensing algorithms, and showed a better
sensing performance when there are insufficient number of samples.
Since previous research in spectrum detection of CR networks has usually been limited
to a sensing or geo-location database alone approach and lacks consideration of combined
effects. A database assisted sensing algorithm was proposed for a secondary access of the
TVWS through combining the previously developed geo-location database and proposed
adaptive sensing approach in Chapter 6. The database assisted sensing approach has
the advantage of increasing the spectral efficiency compared to geo-location database
only; and also relaxes the sensitivity required for sensing alone device and reduce the
risk of interference caused by the unregistered PMSE users. The closed-form expression
of SUs’ spectral efficiency is also derived for the different kinds of detection algorithms.
The numerical analysis and simulation results demonstrated proposed database assisted
sensing algorithm’s significant improvement on the SUs’ spectral efficiency in comparison
with either geo-location database or sensing alone.
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In summary, in this thesis, an adaptive threshold setting algorithm is first proposed
to optimise the trade-off between detection and false alarm probability by consider-
ing PUs’ spectrum utilisations. Considering the constraint region requirement of IEEE
802.22 standard, both fixed and the proposed adaptive threshold setting algorithms were
modified and the closed-form expression between PUs’ spectrum utilisations, number of
samples N and satisfied SNR are derived. Finally, a database assisted sensing algorithm
was proposed to combine the sensing only and geo-location database approach. The
proposed adaptive threshold setting algorithm was also implemented with the database
assisted sensing algorithm and showed a better SUs’ spectral efficiency.
7.2 Future work
The current target sensing signal used in this thesis is generated from MATLAB rather
than the real time signal. As a spectrum monitoring device has been installed at Queen
Mary recently, the real-time signals, as shown in Fig. 7.1, could be used to test the pro-
posed algorithms. In the future, the real spectrum sensing will be researched. The pro-
posed theoretical sensing algorithms in this thesis will be validated through the real-time
sensing test-bed by working with the researchers at University of Surrey. Improvement
of the algorithm will be made based on the results from real time sensing.
The database assisted approach used in the proposed database assisted sensing approach
is previously developed power-control based channel allocation methods. More accurate
and advanced database methods can be applied in the future work. For example, a
new technique called location probability has been approved by Ofcom in September
2013 for WSD device’s cognitive access of TVWS spectrum [1]. Moreover, the database
assisted sensing approach could also adopt some other spectrum sensing methods except
the energy detection one used in this thesis. In this way, the database assisted sensing
approach could give a more precise and reliable results in the future.
The database assisted sensing approach is designed specifically for obtaining locally
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Figure 7.1: A graphical illustration of the power spectrum density for the real
time signal recorded at QMUL.
available TVWS information. In the future work, the current database can be further
investigated for obtaining available resource information in other spectrum band as well.
Take the cellular band as an example, in this way; the database assisted sensing algorithm
could be extended to cellular network in the future to monitor the interference between
stations. This can be achieved by updating the database with usage information of other
spectrum band and corresponding primary service protection requirements. Thus, the
database assisted sensing can be applied in future varieties kind of radio network design.
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