Abstract: This paper proposes a new contour-based speech endpoint detector which combines the log-Group
Introduction
The aim of the Endpoint Detection (ED) is to locate the starting and the ending points of a speech utterance. This detection is a crucial preprocessing stage in automatic speech and speaker recognition systems designed to operate in noisy real-world environments.
In the endpoint detection there are typically two main processing steps -feature extraction and decision scheme. In the first processing step, the features based on signal energy [17, 18] , autocorrelation functions [42] , spectral entropy [13, 36, 39] , time-frequency parameters [15] , wavelets [38, 39] , bi-spectrum [20] , etc., are extracted. In the second step, by using the properties of the estimated features, the starting and the ending points of the utterance are estimated. This is accomplished by applying state automaton [18, 37] or a classification scheme based on Hidden Markov Models (HMMs) [41] , support vectors machines [29] , neural networks [35] , etc. 115 The effectiveness of four explicit contour-based single-feature speech endpoint detection algorithms have been evaluated experimentally in the study. The first algorithm adopts as a feature the log version of the described in [24] the Group Delay Mean-Delta (GDMD) feature (named as log-GDMD). As a decision scheme is applied the proposed in the study a new adaptive two-threshold scheme and a new eight-state automaton and this detector is denoted as GDMD-E. The second algorithm is the well-known Long-Term Spectral Divergence (LTSD) algorithm [28] with hangover scheme [8] and it is denoted as LTSD-H. This algorithm is usually used in the Voice Activity Detection (VAD) tasks, but in this research its endpoint detection capability is evaluated. The third and fourth algorithms are new and are designed as a combination of features and decision schemes from the previous two ones. The third algorithm is a combination of the log-GDMD feature and the hangover scheme [8] and is denoted as GDMD-H. The last algorithm is a combination of the LTSD feature and proposed in the study algorithm with adaptive two-threshold scheme and eightstate automaton and it is denoted as LTSD-E.
In order to validate the performance of the four endpoint detection algorithms, two experiments are carried out. In the first one the accuracy was evaluated in terms of frames differences between hand-labelled and detected endpoints. In the second experiment the performance of the endpoints detection algorithms in terms of the recognition rate is estimated via two fixed-text speaker verification applications. The first application is based on the Dynamic Time Warping (DTW) algorithm [21] while the second one uses the left-to-right HMM paradigm [10] . The verification results are compared to these obtained by the manual endpoint detection. Two speech corpora are used in the experiments -TDIGITS corpus (in English) [6] and BG-SRDat corpus (in Bulgarian) [23] . The first experiment uses noisy speech examples from both corpora, while the second one -only examples from the latter.
The ZHTER -test method proposed in [3] is used to assess the difference (in statistical sense) between the endpoint detectors by using the obtained verification rate. To illustrate the verification results the Detection Error Tradeoff (DET) curves are plotted [19] . This paper is organized as follows: Section 2 presents endpoint detection features. Section 3 describes the proposed endpoint detection algorithm with adaptive two-threshold scheme and eight-state automaton. Section 4 presents the proposed endpoint detectors. Section 5 describes experimentation with the proposed detectors. Section 6 summarizes the work and suggests future research directions.
Endpoint detection features

The log-GDMD feature
The GDMD feature is proposed by the author in [24] . The core idea of the GDMD feature is to use the mean value of the delta spectral autocorrelation function defined on the Modified Group Delay Spectrum (MGDS) [12] as feature in speech detection. Thus by using the MGDS, peak-enhanced delta spectral autocorrelation function is obtained and thereafter more effective mean delta feature. In this study the 116 log-GDMD feature is proposed which is obtained from the GDMD one by applying additional processing steps. In the text below the index n is omitted whenever this dependence is clear from the context. For n-th speech frame, 1 ,..., 0   N n , N is the contour's frames number, the log-GDMD feature is computed into three steps, as follows:
Step 1. Calculation of the MGDS according to [ 
where "sign" is the sign of the term 
The LTSD feature
The LTSD is proposed in [28] . It is defined as the deviation of the long-term spectral envelope respect to the average noise spectrum. The LTSD is utilized as feature in the VAD algorithms [16, 28] . The LTSD version described in [16, §2] will be used in the study. It has been chosen because in the preliminary endpoint detection accuracy tests it gave better results than the version in [28] .
The hangover technique published by the European Telecommunications Standard Institute (ETSI) in [8] is applied in the work. This technique is used because it is described in details [1, 8] and has shown good results in the preliminary tests.
The LTSD-VAD algorithm is here evaluated in the endpoint detection task. In this case the endpoint detection is done as the first and last frames in the utterance labelled as speech are accepted as actual endpoints.
Endpoint detection algorithm
The proposed Endpoint Detection (ED) algorithm is designed to detect the starting and ending points of the word or short phrase. It is based on the analysis of the singlefeature contour variations and uses adaptive two-threshold scheme and state automaton to make a decision.
Thresholds' setting
The transition from unvoiced to voiced part at the beginning of the utterance results in large increase in the contour's values (e.g., speech energy). On the other hand, the transition from voiced to unvoiced part in the end of utterance often causes a slow reduction in these values. Such variations in the contour make the fixed thresholds scheme difficult to set reliable thresholds. This is especially true for the unvoiced frames at the end of the utterance which are more likely to be misclassified as noise.
To reduce the errors in these cases a threshold setting algorithm which uses two pairs of thresholds is proposed in the study. The first pair is intended for detection of the starting point, while the second one -for the ending point. Or in other words, two thresholds -low and high -are set using the contour characteristics in the beginning part of the speech record and these thresholds are used by state automaton for starting point detection only. And in similar way the two other thresholds -low and highare set using the contour specifics in the ending part and they are used only for detection of the ending point. The key issue in this algorithm is how to define the beginning and ending parts in speech record based only on the contour features. In order to do this, it is proposed to use the contour peaks analysis.
is the set of peaks, where G is the total number of peaks in analyzed contour. Each peak is defined as ( , )
where vi is the peak value and li is the location of the peak, i.e., the number of contour frame where the peak is placed. Let define new set sort{ } 
In the proposed algorithm for each part of the contour a single initial threshold is computed. By using of this threshold two additional averages down m and up m are estimated. The first average is calculated from the contour values smaller than the threshold, while the second one -from the values equal to or greater than it (a similar idea for VAD with two averages computed from the speech energy by using a single threshold is described in [14] ). Using these averages, the pairs of thresholds Step
Compute the contour values
, N is number of frames.
Step 2. Find contour peaks { }; ( , );
vi is the peak value, li is the location of the peak and
, G is the number of peaks. 
Step 8. Compute additional average values for the ending part:
Step 9. Compute pair of thresholds for the beginning part: and M are adjusted according to the particular requirements.
Finite state automaton
In the book about Bulgarian phonetics [33] it is claimed that no word begins with more than four consonants and also no word ends with more than three consonants. The preliminary experiments with limited amount of Bulgarian words (selected mostly from [33] ) found the following: the voiced fragments can be preceded (in the beginning) and followed (in the end) by unvoiced ones with length of about 200-400 and 400-600 ms, respectively. It is worth to point out that for English language it is claimed that no word begins with more than three consonants and no current word ends with more than four consonants [30] . Also it is claimed that the mentioned above time fragments for English language are about 300 and about 500 ms, respectively [11] . The comprehensive analysis of this issue, however, is clearly outside the scope of this paper. 120 These two time constants are applied in the developed state automaton for defining of the pre-voiced and post-voiced fragments where the beginning and ending points will be searched. Because the values of the time constants for Bulgarian and English are close, only one pair of constants is applied no matter which speech corpus is used. The above-mentioned values of the constants are only indicative and will be adjusted during the experimental work -see Section 5.2.
The proposed ED algorithm is based on eight-state automaton with states: INIT, SCAN_DATA, SCAN_START, MAYBE_IN, SCAN_END, MAYBE_OUT, END_FOUND and END. It uses the thresholding scheme with splitting point and it is an improved version of the algorithm described by the author in [25] . A specific feature of the proposed state automaton is that in some circumstances, an error may occur. If this is happened the ED algorithm stops and the particular file is ignored in the further processing steps. The errors occur in four cases: a) when the utterance ends outside the audio file -error ERR_TOOLONG; b) when the SNR is very low -error ERR_LOWSPEECH; c) when the current thresholds do not allow the starting or ending points to be found -errors ERR_BAD_BEG_THRS, ERR_BAD_END_THRS; d) when the estimated length of the utterance is less than MinLengthTimeerror ERR_TOOSHORT.
This error mechanism is designed to prevent cases when inappropriate speech data have been entered in the recognition system.
The finite state machine based decision logic applied to the ED is shown in Fig. 1 . The corresponding transition rules are listed in Table. 1. The parameters TSCAN_START, TMAYBE_IN, T1SCAN_END, T2SCAN_END and TMAYBE_OUT are state timers. Each one of the time constants MaxQuietTime, UpTime1, UpTime2, MiddleTime, MinLengthTime, EndTime, BegTime, MaxStateTime determines the length of the interval after which the state transition is performed. In the finite state automaton algorithm two types (type-0 and type-1) of Endpoint Candidates (EC) are analyzed. The type of candidates depends on several factors. For example, the type-0 EC in the end of the utterance is typical for unvoiced sounds.
The time period between the last type-1 candidate and the last type-0 candidate cannot be greater than EndTime. In Table 1 the EoF flag is set when the End-of-File has been reached.
For illustration in Fig. 2 are shown the results from the proposed ED algorithm applied on the log-GDMD feature contour for a noisy speech example selected from "Lombard Speech" section in the SpEAR database [5] . The example has clean reference and corresponded noisy version (time-aligned). It contains speech corrupted with noise, recorded inside a driving car. For the clean reference SNR = 27.00 dB and for its noisy version SNR = -14.58 dB. Both versions are downsampled to 8 kHz and are shown in Fig. 2a and b , respectively. The state transition timing diagram is shown in Fig. 2c . Along the contour in Fig. 2d This detector is a combination of the log-GDMD feature and the proposed adaptive thresholds setting and state automaton. The block-diagram of the GDMD-E detector is shown in Fig. 3 . The time contour of the log-GDMD feature is first computed. Thereafter the contour is analyzed and both pairs of thresholds are set. Later using the proposed state automaton and decision rules the actual utterance endpoints are estimated. 
Endpoint detector LTSD-E
In this new detector the LTSD time contour [16] for particular file (utterance) is first computed. Then instead of using the LTSD thresholding and hangover scheme the proposed pairs of thresholds, state automaton and decision rules are applied in order to obtain the actual endpoints. The block-diagram of the LTSD-E detector is shown in Fig. 4 . 
LTSD time contour estimation
Endpoint detector GDMD-H
In the proposed detector the time contour of the log-GDMD feature is first computed. Thereafter the contour is analyzed and both pairs of thresholds are computed. The hangover technique is usually applied to smooth the speech/non-speech (1/0) decisions sequence. To obtain a similar sequence it is decided to use the twothreshold scheme with splitting point but only the high thresholds from both pairs are applied. This is done in order to perform thresholding via a single threshold. The block-diagram of the GDMD-H detector is shown in Fig. 5 . In fact, the VAD is here implemented and therefore the first and last frames in the utterance labelled as speech are accepted as actual endpoints. 
Experimental setup
To validate the performance of the proposed endpoint detectors two experiments were carried out. In the first one the accuracy was evaluated in terms of frame differences between hand-labelled and detected endpoints. The second experiment was conducted to evaluate the endpoint detection algorithms in terms of speaker verification performance.
Speech data
The speech data used in the experiments are selected from the BG-SRDat corpus [23] and from the TDIGITS corpus [6] . In the first experiment -accuracy evaluation -the data are chosen from both data sources, while in the second experiment -verification task -are selected only from the former one. The BG-SRDat corpus is in Bulgarian language and it is recorded over noisy telephone channels and intended for speaker recognition. The data are sampled with frequency of 8 kHz at 16 bits, PCM format, and mono mode. The length of the utterance is about 2 s and the length of the single record (file) is about 2.5-3 s. The speech data used in the study include 337 files collected from 18 male speakers. The speech examples in the corpus do not have clean speech versions. The data are recorded in real-world environment, resulting in the fact that some records are clean and some others are very noisy. 125 From the TDIGITS corpus (in English) are selected examples containing spoken digit strings [6] . All examples have clean speech reference and corresponded (timealigned) distorted versions obtained by filtering, noising and reverberation adding. The signal is sampled with frequency of 8 kHz at 16 bits, PCM format, and mono mode. The speech data used in the study include 84 files collected from 3 male and 3 female speakers. The hand-labelling of the endpoints for all speech data is done in order to have reference endpoints for comparative purposes.
Endpoint detectors parameters
The endpoint detectors parameters are tuned in the study only in the endpoint accuracy experiments (see Section 5.3). This is done in such a way that leads to a maximum rate of distribution for frame differences less than 10-frames. The tuned parameters are later used in the speaker verification tests. All adjustments are performed experimentally using a trial-and-error approach.
The signal framing is done by using the Hamming-windowed frames of 30 ms with rate of 10 ms. In FFT-spectrum calculation is chosen size of 512 points. For the log-GDMD calculation the parameters are: α= 0.6; γ = 0.4; w l = 32 in formulas (1) and (2) and Q=3; J=6 in formulas (4) and (5), respectively.
During the experimental work some problems with the LTSD parameters have occurred. The LTSD uses calibration curve to set automatically the adaptive threshold. The parameters E0 and E1 are defined as the amount of noise energy in the cleanest and the noisiest conditions found in the used speech data. The values proposed in [16, 28] have led to poor performance in all tests. Similar observations were also made by the authors of the work presented in [34] . This fact made it necessary to find new sets of values that are effective for the used speech corpora. The initial estimation of the average noise spectrum in the LTSD calculation is done using the first 10 frames in each file assuming that they are non-speech ones.
In the hangover algorithm heuristic rules are used with timers and sequence thresholds which have the same values as in [1, 8] or B=7; SP=3; SL=4; LS=5 and LM=23, where B is the buffer length, SP is the speech possible sequence threshold, SL -speech likely sequence threshold, LS -short hangover time, and LM -medium hangover time.
The adaptive two-threshold settings algorithm uses 6 parameters, as follows:
and M=3. The state automaton uses 8 time constants, in ms, as follows: MaxQuietTime=2000; BegTime=300; MaxStateTime=1500; UpTime1=200; UpTime2=100; MiddleTime=200; MinLengthTime=500; EndTime=500. The constants are set in such a way that the state automaton can handle only words with length greater than MinLengthTime and phrases which include pauses with length less than MaxStateTime. 126 
Endpoint accuracy experiments
In this experiment the endpoints accuracy was evaluated in terms of frames differences between hand-labelled and detected endpoints [37] . The frames differences are denoted as DB and DE -for beginning and ending points, respectively. The histograms of DB and DE for the two corpora are presented in Figs. 6-7 and Figs 8-9 , respectively. In Tables 2 and 3 is shown the statistical information of the histograms -each value shows the rate of distribution in percentages for all test conditions. The absolute values of the differences are denoted in the Tables 2 and 3 as |DB| and |DE| while with D are denoted their average values for the particular feature and the corresponding frame difference. Two labels -"skip" and "add"-are added to the histograms. They are used to denote the areas in histograms corresponding to the skipped or to the added frames. The data points from each corpus used for the histograms' creation are 84 and 262 and the final number of bins are 9 and 19, respectively. These numbers are the averages of the number of bins calculated for each feature by the Scott's normal reference rule [31] .
The selected utterances from the TDIGITS corpus containing different digit strings so they start and end with different phonemes. For this corpus according to Table 2 the maximum average rate D for both differences belongs to the GDMD-E detector. The maximum value in each column is in bold text in Tables 2 and 3 .
The phrase from the BG-SRDat corpus starts with voiced fricative "z" and ends with unvoiced fricative "s" [23] . As seen in Figs. 8 and 9 there are substantial peaks (for almost all detectors) placed in the so called "add-area" in each histogram where the non-speech frames are added. According to Table 3 the maximum average rate D for both differences belongs to the GDMD-E detector.
As seen in Figs. 6-9 all detectors add non-speech segments at the both ends of the utterances. Most non-speech segments are added at the end of the utterances by the LTSD-H detector, while at least are added by the GDMD-E one. In other words, if the phrase starts or ends with fricative consonants, the endpoint detectors that use the hangover scheme prolong the utterances more than the detectors using the proposed state automaton algorithm. This fact is due to the one significant difference in the mode of operation of these two algorithms. In the state automaton algorithm are formed sets of reliable thresholds' crossing points. The actual endpoints are selected from these sets based on the rules, i.e., the endpoints are always selected from the real crossing points. This is the main difference compared to the hangover scheme where the speech fragments initially obtained by thresholding are extended by heuristic rules. 
Speaker verification experiments
The proposed endpoint detectors are examined with the help of two fixed-phrase speaker verification applications [32] . Their brief general descriptions are given in the text below. In the pre-processing step the Hamming-windowed frames of 30 ms with rate of 10 ms are used. The number of the Mel-Frequency Cepstral Coefficients (MFCC) is 14 (without zeroth coefficient) and the cepstral mean subtraction is applied for each file separately [9] .
DTW speaker verification
This application is based on the normalize-wrap DTW algorithm with the root power sum -cepstral distance [21] . The speaker's reference is obtained by an averaging (after dynamic time warping alignment) of his training utterances [40] . The speakers' verification thresholds are estimated by using of the cohorts with size of 3 [4] .
HMM speaker verification
The phrase modeling in this application is done by a whole-phrase continuous HMM [2, 10, 27] . The selected model is with a left-to-right topology with no skip state and the output distributions are represented as mixture of Gaussians with diagonal covariance matrices. The HMM training is carried out by well-known Baum-Welch Algorithm [10, 27] . In the verification are used the individual speaker's thresholds. They are estimated by using of the world (or background) model as non-speaker model. The speaker's score is obtained by computing the log-likelihood ratio of the particular utterance using the speaker and world models. The verification thresholds are set a priori based on the scores distributions from claimed speakers and impostors [22, 26] .
Speech data
The speech data used in the speech verification experiments include 337 records of the phrase collected from 18 male speakers. The bigger part of them -262 records from 12 speakers (these data are the same for both applications) is intended for templates or models forming (training set), for thresholds settings (validation set) and for testing (verification set). Because the speech corpus is small the same data set is used for training and for validation [3] . The rest of data -75 records from 6 speakers are selected for the world model training in the HMM test.
The 52 fold cross validation method is applied in order to make an efficient use of all available data [7] . Overall results are computed as weighted means of the outcomes from the five repetitions. In the verification mode there are 142 client accesses or false rejection tests and 1562 impostor accesses or false acceptance tests. After five runs the total tests are: for false rejection -710, and for false acceptance -7810.
Experimental results
The performance of various endpoints detectors is compared via the verification results in the study. Additional verification task is done with hand-labelled endpoints.
For limited real-world data the single value error is not reliable estimation of the speaker verification performance [3] . Since this is our case, it was decided to apply the methodology for performance estimation of the speaker verification proposed in 129 [3] . The verification results are presented as rate ratios -False Rejection Rate (FRR), False Acceptance Rate (FAR) and the Half Total Error Rate (HTER). Also the 95% Confidence Interval (CI) for the HTER is shown computed according to [3] . The HTER
Z
-test method proposed in [3] is applied to verify whether the given classifier is statistically significantly different than another.
In this test, the performance of various endpoints detectors is compared via the verification rate, i.e., for each endpoint detector a separate speaker verification task is carried out. When comparing the verification rates obtained from systems that have many identical modules and training and testing data are the same, must be considered that the obtained scores should be strongly correlated [3] . Given this and according to the comments in [3] the independent case of the HTER
-test is appliedmainly because its results are not optimistically biased.
In the text below, for the sake of clarity, some sentences are simplified, e.g., "detector GDMD-E provides better verification results" means that the speaker verification application that uses this detector, provides better verification results, not the detector itself.
The DTW speaker verification results are shown, as follows: in Table 4 -the rates and the confidence intervals for the HTERs; in Table 5 -the confidence values in percentages for each pair of detectors. The HMM speaker verification results are shown, as follows: in Table 6 -the rates and the confidence intervals for the HTERs; in Table 7 -the confidence values in percentages for each pair of detectors. The averaged DET curves [19] are plotted in Fig. 10 and Fig. 11 to analyze the DTW and HMM verification performance obtained for each endpoint detector. Tables 4 and 6 , i.e., the GDMD-E and the GDMD-H detectors performs the best in both speaker verification tests. Of the two detectors the GDMD-E is better in the endpoint accuracy test for both corpora (Tables 1, 2 ) and HMM test (Table 6) , while the second one is slightly better in the DTW verification test (Table 4) . Based on HTER Z -tests both detectors are equivalent. The worse verification rates of the LTSD-E and LTSD-H detectors are caused by the serious endpoint 131 detection errors. As seen in Figs 6-9 they demonstrate a lot of frames differences that are greater than 20 frames (200 ms).
In the study the following observations are made from the results obtained:  in all tests, the log-GDMD-based detectors demonstrated always better performance than the LTSD-based ones;
 in accuracy tests, the best results (maximum average rates) are obtained by the GDMD-E detector for both corpora;
 the best rate in the speaker verification experiments is obtained by the GDMD-H detector in the DTW tests, and by the GDMD-E detector in the HMM tests;
 
Conclusions
In the study the effectiveness of four contour-based single-feature speech endpoint detection algorithms was evaluated experimentally. One of them is the well-known LTSD algorithm with hangover scheme. The other three are new and are designed using the combination of different features (the log-GDMD and the LTSD) and different decision schemes (the hangover algorithm and the eight-state automaton with adaptive two-threshold scheme).
The experiments revealed three facts:  First, the log-GDMD-based endpoint detectors always (in all tests) perform better than the LTSD-based ones. It is worth to note that the LTSD feature is adaptive to the varying noise levels while the log-GDMD one relies only on the intrinsic noise robustness of the two its components -the modified group delay spectrum and the delta spectral autocorrelation function.
 Second, in the endpoint detection accuracy tests the state automaton with adaptive threshold scheme outperforms the hangover scheme for the same features.
 Third, in speaker verification tests for the same features, the state automaton with adaptive threshold scheme mostly outperforms the hangover scheme in terms of verification rate but difference between them is not statistically significant.
Future work will be focused on two directions: (1) development of the endpoint detector which integrates the GDMD feature and the pitch harmonics-based features, and (2) study of the GDMD-H detector as a part of the VAD algorithm in the neural network-based text-independent speaker recognition framework.
