We study the numerical range of composition operators on a Hilbert space of Dirichlet series with square-summable coefficients. We first describe the numerical range of "nice" composition operators (as invertible, normal and isometric ones). We also focus on the zeroinclusion question for more general symbols.
Introduction
We work with H, the Hilbert space of Dirichlet series with square-summable coefficients, equipped with the norm f = ∞ n=1 |a n | 2 1/2 if f (s) = ∞ n=1 a n n −s belongs to H. By the Cauchy-Schwarz inequality, the functions in H are all holomorphic on the half-plane C 1/2 = {s ∈ C, Rs > 1/2}. Thus H appears as a Hilbert space of analytic functions on the half-plane C 1/2 , with reproducing kernel K a (a ∈ C 1/2 ), i.e. f (a) = f, K a and K a (s) = ζ(s + a), where ζ denotes the Riemann zeta-function (observe that R(s + a) > 1 for a, s ∈ C 1/2 ) (cf. [13] ). The space H can be viewed as a Dirichlet series analog of the Hardy space H 2 of functions f (z) = ∞ n=0 a n z n , analytic in the open unit disk D, and such that ∞ n=0 |a n | 2 < ∞. For the Hardy space, it follows from the Littlewood subordination principle [16] that any analytic self-map φ : D → D induces a bounded "composition operator" on H 2 by the formula: C φ (f ) = f • φ. Such operators have been intensively studied during the two last decades [16] . In particular, their numerical range has been studied in [4, 5, 14] . A rather complete description of this numerical range when φ is an automorphism of D (equivalently, when C φ is invertible) has been obtained. We will proceed to a similar study for the composition operators on H (see [9] for an enumeration of the results). For the space H, mainly due to the fact that not any analytic function in a half-plane can be represented as a Dirichlet series, the situation is different. Yet, Gordon and Hedenmalm [10] have obtained the following Dirichlet series analog of the classical Littlewood subordination principle, where we denote by C θ the half-plane C θ = {s ∈ C, Rs > θ}. 
Let us mention that the cases c 0 1, c 0 = 0, are significantly different. It will be also convenient to extract from Theorem 4.2 of the Gordon-Hedenmalm paper [10] the following lemma. 
Lemma 2. Let φ(s)
Applying this with θ = ν = 0 gives:
Let c q (q 2) be the first nonzero coefficient of ϕ; adjust t ∈ R so that c−it = −|c q |, and take s = σ + it, with σ > 0 so large that n>q |c n |n −σ 1 2 |c q |q −σ . Then we have
Let us recall the following results of Bayart [2] .
Theorem 3. For a bounded composition operator C φ : H → H, the following are equivalent: 
Main results
Let us first recall some general facts; if H is a complex (separable) Hilbert space and T : H → H is a bounded operator, the numerical range of T is the set:
The numerical range is known to have the following general properties:
(a) it contains every eigenvalue of T (obvious), (b) it lies in the disk {|w| T } (obvious), (c) its closure contains the spectrum of T (easy), (d) it is convex (Toeplitz-Hausdorff theorem), therefore Lebesgue measurable, (e) it is even a Borel set [1] , (f) for compact T , it is closed if and only if it contains 0 [6] .
This set is often difficult to describe, but it encodes much information on T , and (to quote Bourdon and Shapiro) "plays a role in spectral location similar to that of the Gershgorin sets in matrix theory". We now start the study of the numerical range for composition operators on the space H. We shall always assume that φ is not the identity map of C 1/2 (then C φ = Id H , and W (C φ ) = {1}), and shall first examine the "simple" symbols φ giving rise to "nice" composition operators, as indicated in Theorems 3 and 4 of the Introduction. Those are exactly the symbols for which the Dirichlet part ϕ is constant, i.e. φ(s) = c 0 s + c 1 , with c 0 ∈ N and Rc 1 0, according to Lemma 2.
We shall also abbreviate W (C φ ) by W .
Proposition 5. Suppose that φ is a constant
c 1 ∈ C 1/2 (i.e. c 0 = 0). Then, W
is the closed elliptic disk with foci at 0 and 1 and major axis of length
C φ is the rank-one operator 1⊗K c 1 ; since the two-dimensional subspace V generated by 1 and K c 1 is reducing for C φ , W is the same as W (A), where A is the restriction of C φ to V ; and it is wellknown [12] that W (A) is the closed elliptic disk with foci at α and β, and major axis of length
where α, β (assumed to be distinct) are the eigenvalues of A, and f , g the corresponding eigenvectors of norm 1. Here, we can take α = 1, f = 1 1 , and this gives the result. points n −c 1 in each of the four quadrants, so that by convexity, 0 belongs to the interior of W ; moreover, W is the convex hull of the sequence (n −c 1 ) that spirals monotonically towards zero, and it is closed (for example since φ is compact and since 0 ∈ W ), therefore [14] it is a closed polygon.
Proposition 6. Suppose that φ(s)
(b) Write c 1 = ik, k real and / = 0, and set E = n −ik , n 1 .
Since (n + 1) −ik − n −ik |k| n , (n + 1) −ik − n −ik tends to zero, and E is dense in the unit circle, which implies:
(where co denotes the convex hull). Indeed, take re iθ ∈ D, set = 1 − r and take e iα , e iβ ∈ E such that α < θ < β and β − α . Define ρ, 0 < ρ < 1, by ρe iθ = λe iα + (1 − λ)e iβ , i.e. ρe iθ is the intersection point of the segments [0, e iθ ] and e iα , e iβ . Then:
This shows that ρ r. But, as in (a), we know that 0 ∈ • W ; by the convexity of W , we see that ρe iθ ∈ W , since ρe iθ ∈ e iα , e iβ ; and that re iθ ∈ W , since re iθ ∈ 0, ρe iθ ; this proves (1) . Since W ⊂ D, it remains to show that if w = ∞ 1 λ n n −ik ∈ ∂D, with λ n 0 and λ n = 1, then w ∈ E. But if , and W (S n ) ⊂ W (S) for each n [12] . We will show that
Indeed, define inductively a sequence (λ n ) n 1 of integers by:
e iθ n , where θ 1 ∈ R is arbitrary and θ n − θ n+1 = k log λ n . We get w = 
, the first inequality being strict unless |a n c 0 | = α|a n | for all n 2. But then, a
Otherwise, a n / = 0 for some n 2, and since a n c k 0 → 0 as k → ∞, we must have α < 1. But then, the second inequality is strict, [15] . Suppose moreover that N ∞ = Ce, e = 1, and that T e = e. Then, we claim that
In fact, (Recall that co denotes the convex hull.) We will see that, in our case, we have N ∞ = C1, with C φ (1) = 1. In fact, since C φ is an isometry, one has c 0 / = 0, and since this isometry is non-surjective, one has c 0 2. If φ n is the nth-iterate of φ, one clearly has h+1 and we see that W (S n ) is circularly symmetric, as in the proof of (a); S n (e 0 ), e 0 = 0, therefore 0 ∈ W (S n ); S n is compact (it is Hilbert-Schmidt), therefore (see (f)) of this section) W (S n ) is a closed disk D(0, r n ) , where the sequence (r n ) n∈Y clearly decreases, since
Let now f ∈ H , with f = 1. In view of (૽૽૽),
We have:
since r n r 2 if n ∈ Y . This clearly ends the proof of Proposition 7.
For more on the numerical range of weighted shifts (see [17] ). Propositions 5-7 have shown that, for symbols φ(s) = c 0 s + ϕ(s) where ϕ is constant, we always have 0 ∈ W , and even 0 ∈
We shall extend those results for more general symbols; we begin with the following simple proposition, which will be improved later. Recall that we exclude the trivial case φ(s) = s, and that we write W for W (C φ ). We will now prove a much more precise result, implying Proposition 8 as a special case: 1 a n n −s , absolutely convergent in a half-plane Rs > θ, will be injective on no vertical strip α < Rs < β of this half-plane; we can therefore (we also assume that φ is not constant, this case having been treated in Proposition 5) find a and b ∈ C 1/2 with a / = b and 
Let us now recall that an eigenvalue λ of an operator T on a Hilbert space is normal if ker(T − λI ) = ker(T ૽ − λI ) / = (0). It is known [5] that every eigenvalue of T lying on the boundary of W (T ) is normal. And (4) shows that 0 is not a normal eigenvalue of C 
In fact, we then have Rφ (s) > 0 on the convex open set C 0 . Similarly, φ is injective on C 1/2 if c 0
Case 2. c 0 2. It follows from [10] that, for n 2, one has n −φ(s) = (n c 0 ) 
It follows in particular that
If |λ 1 | + |λ 2 | < |a|, then 0 ∈
• E.
In fact, if α |a| is the length of the major axis of E, z ∈
• E if and only if |z − λ 1 | + |z − λ 2 | < α.
Let now A p : C 2 → C 2 be represented by the matrix A p = 1 0 −pc q log−c 1 . The previous relation C φ f, f = q −pc 1 |a| 2 + |b| 2 q −c 1 − pc q ab log q , |a| 2 + |b| 2 = 1, indicates that, for each integer p 2, we have
From Lemma 2, we know that Rc 1 > 0, since ϕ is not constant. We can therefore take p large enough to ensure that 1 + q −c 1 < p|c q | log q. Then, (6) shows that 0 ∈ • W (A p ), and (7) shows that 0 ∈ • W , which ends the proof of Theorem 9.
Remark 11. In view of (b) in Theorem 9, it is interesting to know when the operator C φ is compact. In [2, 3, 8] the compactness of such composition operators is studied.
