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a b s t r a c t
A polynomial A ∈ F2[x] is unitary perfect if and only if
A =

d|A, gcd(d,A/d)=1
d.
We find all unitary perfect polynomials of the form Pa11 P
a2
2 P
a3
3 P
a4
4
where P1, . . . , P4 ∈ F2[x] are irreducible polynomials and
a1, . . . , a4 are non-negative integers.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Amultiperfect number is a positive integer n such that n divides the sum σ(n) of all its divisors
σ(n) =

d|n
d.
For example 28, 120 are multiperfect numbers, since 28 | 56 = σ(28) and 120 | σ(120) = 360.
All known multiperfect numbers are even. A unitary multiperfect number is a positive integer n that
divides the sum σ ∗(n) of all its unitary divisors d, i.e., divisors d of n coprime with n/d. In other words
σ ∗(n) =

d|n, gcd(d, n/d)=1
d.
There is no odd unitary multiperfect number. When the quotient σ(n)/n = 2 then n is called
perfect and analogously when the quotient σ ∗(n)/n = 2 then n is called unitary perfect. So,
trivially, all unitary perfect numbers are even (see Theorem 3 for an analogue for polynomials).
Only five unitary perfect numbers are known: u1 = 6, u2 = 60, u3 = 90, u4 = 87360,
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u5 = 146361946186458562560000 (see Goto, 2007; Graham, 1989; Wall, 1988). Graham (1989)
characterized three of them, namely 6, 60, 87360. Denote, as usual, by ω(n) the number of distinct
prime divisors of the positive integer n. Goto (2007) proved an explicit exponential upper bound in
k = ω(n) for a given arbitrary unitary perfect n. Wall (1988) improved a previous result of Subbarao,
by proving thatω(n) ≥ 9 for any unitary perfect number n > u5.Observe thatω(ui) ∈ {2, 3, 3, 5, 12}.
In this paper, we consider an analogue of the notion of unitary perfect number in the ring R = F2[x]
of binary polynomials.Wemay think of this ring as a good analogue of the integers. The crucial notions
of even and odd integers, as well as the notion of unitary perfect numbers may be defined for a slightly
more general polynomial rings as follows.
Let p be a prime number and let Fq be a finite field of characteristic p and order q. Let A ∈ Fq[x] be
a monic polynomial. We say that a divisor d of A is unitary if d is monic and gcd(d, Ad ) = 1. Let ω(A)
denote the number of distinct monic irreducible factors of A over Fq and let σ(A) (resp. σ ∗(A)) denote
the sum of all monic divisors (resp. unitary divisors) of A (σ and σ ∗ are multiplicative functions).
The restriction to monic polynomials, i.e., to polynomials with leading coefficient equal to 1, in the
definitions of the functions σ , σ ∗ is necessary since otherwise both functions take only the value 0.
We call even a polynomial A with some zero in Fq, and odd a polynomial that is not even. We
assume that A /∈ Fq.
Since A and σ(A) are monic polynomials of the same degree, it follows that A divides σ(A) is
equivalent to σ(A) = A. If σ(A) = A (resp. σ ∗(A) = A), then we say that A is a perfect (resp. unitary
perfect) polynomial.
We may consider the perfect polynomials as a polynomial analogue of the multiperfect numbers.
E. F. Canaday, the first doctoral student of Leonard Carlitz, began in 1941 (Canaday, 1941) the study
of perfect polynomials by working on the prime field F2. Later, in the seventies, J. T. B. Beard Jr. et al.
extended this work in several directions (see e.g. Beard, 1977, 1991; Beard et al., 1977) including the
study of unitary perfect polynomials.
We became interested in this subject a few years ago and obtain some results (Gallardo and
Rahavandrainy, 2005, 2007a,b, 2011, 2009a,b,c,d) including for q ∈ {2, 4} a complete classification
of the perfect polynomials A for which ω(A) is small.
We began the study of unitary perfect polynomials by considering the splitting case when q =
p2 (see Gallardo and Rahavandrainy, 2010). In this paper, we study more general unitary perfect
polynomials A improving on previous results of Beard et al. (1977) and Beard (1977). In particular, we
prove that Amust be even, more precisely: a unitary perfect polynomial must be divisible by x(x+1),
(see Theorem 3) contrary to perfect polynomials for whichwe do not knowwhether or not there exist
odd perfect polynomials. More precisely, we determine here all unitary perfect polynomials A, over
F2, such that ω(A) ≤ 4. As usual N denotes the nonnegative integers and N∗ the positive integers.
As observed by Beard et al. (see Beard et al., 1977), the important notion to consider is the notion
of class of unitary perfect polynomials under the equivalence relation in which A and B are considered
equivalent if and only if A = B2n for some integer n. In the same paper (Beard et al., 1977, page 300,
Conjecture 3), they proposed the unsolved conjecture that there are an infinite number of classes,
based on some computer calculations. In the paper, we display three new classes along with proofs
that the computation of all classes is done for unitary perfect polynomials A ∈ F2[x] with ω(A) ≤ 4.
The results suggest that there are plenty of unitary perfect polynomials; however no general pattern
about structure emerges so that we cannot confirm the conjecture.
In the rest of the paper, for S ∈ F2[x], we denote by S the polynomial obtained from S with x
replaced by x+ 1: S(x) = S(x+ 1).
Our main results are the following.
Theorem 1. Let A ∈ F2[x] be a polynomial such that ω(A) ≤ 3, then A is unitary perfect over F2
if and only if either A or A is of the form B2
n
for some n ∈ N,where:(i) B = x
2 + x,
(ii) B ∈ {x3(x+ 1)2(x2 + x+ 1), x5(x+ 1)4(x4 + · · · + x+ 1)},
(iii) B = x3(x+ 1)3(x2 + x+ 1)2.
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Theorem 2. Let A ∈ F2[x] be a polynomial such that ω(A) = 4, then A is unitary perfect over F2
if and only if either A or A is of the form B2
n
for some n ∈ N,where:
(i) B = x6(x+ 1)4(1+ x+ x2)3(1+ x+ x4),
(ii) B = x13(x+ 1)8(1+ x+ x2)4(1+ x+ · · · + x12),
(iii) B = x11(x+ 1)8(1+ x+ · · · + x4)2(1+ x+ · · · + x10),
(iv) B = x9(x+ 1)4(1+ x+ x2)2(1+ x3 + x6),
(v) B = x25(x+ 1)16(1+ x+ · · · + x4)4(1+ x5 + x10 + x15 + x20),
(vi) B = x7(x+ 1)4(1+ x2 + x3)(1+ x+ x3),
(vii) B = x3(x+ 1)3(1+ x+ x2)3(1+ x+ x4),
(viii) B = x5(x+ 1)6(1+ x+ x2)2(1+ x+ · · · + x4),
(ix) B = x5(x+ 1)5(1+ x3 + x4)(1+ x+ · · · + x4),
(x) B = x13(x+ 1)12(1+ x+ x2)8(1+ x+ · · · + x12),
(xi) B = x9(x+ 1)6(1+ x+ x2)4(1+ x3 + x6),
(xii) B = x7(x+ 1)7(1+ x+ x3)2(1+ x2 + x3)2.
Wemay consider the family {x2n(x+ 1)2n : n ∈ N} as an analogue of the family {x2n+1(x+ 1)2n+1}
of trivial even perfect polynomials over F2.
Note that Beard (1977) and Beard et al. (1977) computed the above lists (but do not prove that they
are complete) with the exception of (v), (x), and (xi) that are new.
Moreover, compared to the list of all perfect polynomials A overF2 withω(A) < 5 given in Gallardo
and Rahavandrainy (2009b), we obtain an additional family of irreducible divisors of unitary perfect
polynomials: Si, S i, 1 ≤ i ≤ 4, where:
S1 = 1+ x3 + x6, S2 = 1+ x5 + x10 + x15 + x20,
S3 = 1+ x+ · · · + x10, S4 = 1+ x+ · · · + x12.
For Theorems 1 and 2, we shall prove only necessity, since sufficiency is always obtained by direct
computations.
The paper is organized as follows: in Section 2 we prove the important result that, as for integers,
there are only even unitary perfect polynomials. Section 3 contains useful results for the proofs of our
main results. In Section 4 we prove Theorem 1 and in Section 5 we prove Theorem 2.
The methods used to prove our results are simple ones. Mainly we separate the problem into
an appropriate number of different cases, use the definitions and some special factorizations (and
irreducibility criteria) included in Section 3. Roughly the basic results of Section 3 are results about
cyclotomic polynomials that appear naturally since σ ∗(Pn) = 1 + Pn for a given irreducible binary
polynomial P ∈ F2[x].
2. There are no odd binary unitary perfect polynomials
We prove now the non-existence of odd unitary perfect polynomials.
Proposition 3. Any nonconstant unitary perfect polynomial over F2 is divisible by x and by x + 1. In
particular, there is no odd unitary perfect polynomial over F2.
Proof. If P is an odd irreducible polynomial over F2, then P(0) = P(1) = 1, so that for any positive
integer h, 1 + P(0)h = 1 + P(1)h = 0. Thus, the monomials x and x + 1 divide 1 + Ph. Now, let A
be a unitary perfect polynomial. We have ω(A) ≥ 2. If both x, x + 1 divide A, then we are done. If
there exists an odd polynomial P ∈ F2[x] such that Ph | A and Ph+1 - A, then σ ∗(Ph) = 1+ Ph divides
σ ∗(A) = A. So x, x+ 1 divide A. 
3. Preliminary considerations
Weneed the following results. Some of them are obvious (namely Lemmas 5, 6, 9) so we omit their
proofs. Our first result gives basic information on the sizes of the primary parts of unitary perfect
polynomials.
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Lemma 4 (See also Beard (1977, Theorem 1) that has an analogue proof). If A = Ph11 · · · Phrr Q k11 · · ·Q kss
is a nonconstant unitary perfect polynomial over a finite field of characteristic p such that:
P1, . . . , Pr ,Q1, . . . ,Qs are all irreducible
h1 deg(P1) = · · · = hr deg(Pr) < k1 deg(Q1) ≤ · · · ≤ ks deg(Qs).
Then:
r ≡ 0 (mod p).
Proof. By definition, one has: 0 = σ ∗(A)− A = A
P
h1
1
+ · · · + A
Phrr
+ · · ·
In particular, r = 1+ · · · + 1, which is the leading coefficient of A
P
h1
1
+ · · · + A
Phrr
, equals 0 in Fp. 
Lemma 5. If A = A1A2 is unitary perfect over F2 and gcd(A1, A2) = 1, then A1 is unitary perfect if and
only if A2 is unitary perfect.
Lemma 6. If A is unitary perfect over F2, then the polynomials A and A2
n
are also unitary perfect over F2,
for any n ∈ N.
We recall here some useful notation and results in Canaday’s paper (Canaday, 1941).
• We define as the inverse of a polynomial P(x) of degreem, the polynomial P∗(x) = xmP( 1x ).• We say that P inverts into itself if P = P∗.
• A polynomial P is complete if P = 1+ x+ · · · + xh, for some h ∈ N.
Observe that any complete polynomial inverts into itself.
Part (iii) of the following lemma is essentially a result of Dickson (see Canaday, 1941, Lemma 2).
Lemma 7 (For a proof see Canaday (1941, Lemma 7)). (i) If 1 + x + · · · + xh = PQ , where P,Q are
irreducible, then either (P = P∗,Q = Q ∗) or (P = Q ∗,Q = P∗).
(ii) If P = P∗, P irreducible and if P = xa(x+ 1)b + 1, then:
P ∈ {1+ x+ x2, 1+ x+ · · · + x4}.
Lemma 8 (For a proof see Canaday (1941, Lemmas 4, 5, 6 and Theorem 8)). Let P,Q ∈ F2[x] be such
that P is irreducible and let n,m ∈ N.
(i) If 1+ P + · · · + P2n = Qm, then m ∈ {0, 1}.
(ii) If 1+ P + · · · + P2n = QmA, with m > 1 and A ∈ F2[x] is nonconstant, then deg(P) > deg(Q ).
(iii) If 1+ x+ · · · + x2n = PQ and P = 1+ (x+ 1)+ · · · + (x+ 1)2m, then n = 4, P = 1+ x+ x2 and
Q = P(x3) = 1+ x3 + x6.
(iv) If any irreducible factor of 1+ x+ · · · + x2n is of the form xa(x+ 1)b + 1, then n ∈ {1, 2, 3}.
(v) If 1+ x+ · · · + xh = 1+ (x+ 1)+ · · · + (x+ 1)h, then h = 2n − 2, for some n ∈ N.
Lemma 9. If 1+ x+ x2 divides 1+ x+ · · · + xh, then h ≡ 2 (mod 3).
If 1+ x+ · · · + x4 divides 1+ x+ · · · + xh, then h ≡ 4 (mod 5).
As a special case of Lidl and Niederreiter (1983, Theorem 2.47), we have the following lemma.
Lemma 10. The polynomial 1+ x+ · · · + xm is irreducible over F2 if and only if:
m+ 1 is a prime number and 2 is a primitive root in Fm+1.
Consequently one gets the following lemma.
Lemma 11. (i) The polynomial Q (x) = 1+ x5 + · · · + (x5)l is irreducible over F2 if and only if l = 4.
(ii) The polynomial Q (x) = 1+ x+ · · · + x3·2r is irreducible over F2 if and only if r = 2.
(iii) The polynomial Q (x) = 1+ x+ · · · + x5·2r is irreducible over F2 if and only if r = 1.
Proof. We prove only necessity. Sufficiency is obtained by direct computations.
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(i) For k ∈ N∗, let Φk be the k-th cyclotomic polynomial over F2. Recall that if k is a prime number,
thenΦk(x) = 1+ x+ · · · + xk−1.
If Q (x) is irreducible, then 1+ x+ · · · + xl is also irreducible.
Thus, by Lemma 10, l+ 1 is a prime number and Q (x) = Φl+1(x5).
It remains to observe that if 5 ≠ l+ 1, then:
Φl+1(x5) = Φl+1(x)Φ5(l+1)(x),
so that Q is not irreducible in that case. We conclude that l = 4.
(ii) If Q (x) is irreducible, then by Lemma 10, p = 3 · 2r + 1 is a prime number and 2 is a primitive
root in Fp. So, 2 is not a square in Fp. By considering the Legendre Symbol ( 2p ) = (−1)
p2−1
8 , we
see that we must have r ∈ {1, 2}.
The case r = 1 does not happen since Q (x) is irreducible.
(iii) As in (ii), we obtain: r ∈ {1, 2}. The case r = 2 does not happen since 5 · 2r + 1 is prime. 
4. Proof of Theorem 1
4.1. Case ω(A) = 2
The following proposition gives the first part of Theorem 1.
Proposition 12. Let A ∈ F2[x] such that ω(A) = 2, then A is unitary perfect over F2 if and only if A is of
the form (x2 + x)2n , for some n ∈ N.
Proof. It remains to prove necessity since sufficiency is obvious.
The casewhereA ∈ {xhPk, (x+1)hPk}, with P odd, is impossible by Lemma4. SoA splits:A = xh(x+1)k.
We must have: 1+ xh = (x+ 1)k, 1+ (x+ 1)k = xh. Hence, h = k = 2n, for some n ∈ N. 
Consequently the unitary perfect polynomials Awithω(A) = 2 are exactly the perfect polynomials
with ω(A) = 2.
4.2. Case ω(A) = 3
In this case, A is of the form xh1(x+ 1)k1P l, with P odd.
Lemma 13. If A = xh1(x + 1)k1P l is an unitary perfect polynomial over F2, then l = 2n, for some
nonnegative integer n.
Proof. Put: l = 2nu, where u is odd and n ∈ N. Since the only irreducible divisors of A = σ ∗(A) are
x, x+ 1 and P , and since P does not divide 1+ P l, the polynomial 1+ P l = σ ∗(P l)must be of the form
xa(x+ 1)b. Thus,
(1+ P)(1+ P + · · · + Pu−1) = 1+ Pu = xc(x+ 1)d.
Since x, x+1 divide 1+P and since gcd(1+P, 1+P+· · ·+Pu−1) = 1, we conclude that u−1 = 0. 
Put h1 = 2hc, k1 = 2kdwith c, d odd. Since A is unitary perfect, we have1+ x
h1 = (x+ 1)2h(1+ x+ · · · + xc−1)2h ,
1+ (x+ 1)k1 = x2k(1+ (x+ 1)+ · · · + (x+ 1)d−1)2k ,
1+ P2n = (1+ P)2n = (xa3(x+ 1)b3)2n .
(1)
Lemma 8(i) implies that:
1+ x+ · · · + xc−1, 1+ (x+ 1)+ · · · + (x+ 1)d−1 ∈ {1, P}.
Since h1 and k1 play symmetric roles and since P must appear in the right hand side of (1), we may
reduce the study to the two cases:
(I) : 1+ x+ · · · + xc−1 = P, d = 1,
(II) : 1+ x+ · · · + xc−1 = P = 1+ (x+ 1)+ · · · + (x+ 1)d−1.
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4.2.1. Case (I)
According to Lemma 7(iii), we have: P ∈ {1+ x+ x2, 1+ x+ · · · + x4} and c ∈ {3, 5}.
By considering exponents and degrees, System (1) implies
k = h+ 1, n = h if c = 3,
k = h+ 2, n = h if c = 5.
We obtain part (ii) of Theorem 1.
4.2.2. Case (II)
We have c = d and P = P . So, by Lemma 7, P = 1 + x + x2, and hence c = d = 3. System
(1) implies: k = h, n = h + 1, and we obtain part (iii) of Theorem 1. This completes the proof of
Theorem 1.
Remark 14. There is another proof (omitted for brevity) of parts (ii) and (iii) of Theorem 1, by using
Lemma 4 and by using a nice result of Swan (see Lemma 15) and its corollary (see Corollary 16).
Lemma 15 (See Swan (1962, p. 1103, line 3)). Let n, k ∈ N be such that 8n > k, then the polynomial
x8n + xk + 1 is reducible over F2.
Corollary 16. Let r be a positive integer, then the polynomial
P = x2r + x2r−1 + 1
is irreducible over F2 if and only if r ∈ {1, 2}.
5. Proof of Theorem 2
The following proposition gives more details about the form of a unitary perfect polynomial with
four irreducible factors.
Proposition 17. Every unitary perfect polynomial A over F2, with ω(A) = 4, is of the form
xh1(x+ 1)k1P2luQ 2m , where:
(i) P,Q , u are odd, deg(P) ≤ deg(Q ),
(ii) h1, k1 ∈ N∗, l,m ∈ N and either (u = 1) or (u = 3, Q = 1+ P + P2),
(iii) P ∈ {1+ x+ x2, 1+ x+ · · · + x4} if P is complete,
(iv) deg(Q ) ≥ 4 if Q is complete.
Proof. First of all, x and x+ 1 divide A by Lemma 4. So
A = xh1(x+ 1)k1P rQ s,
for some h1, k1, r, s ∈ N∗. Put r = 2lu, s = 2mv, where u, v are odd and l,m ∈ N. Consider
σ ∗(Q s) = 1+ Q s = (1+ Q )2m(1+ Q + · · · + Q v−1)2m .
Since x and x+1 divide 1+Q , they do not divide 1+Q+· · ·+Q v−1. Hence, 1+Q+· · ·+Q v−1 ∈ {1, P},
by Lemma 8(i). If v−1 ≥ 2, then 1+Q+· · ·+Q v−1 = P . This is impossible because deg(P) ≤ deg(Q ).
Thus, v−1 = 0 and s = 2m. Now, by considering degrees, we see that the irreducible odd polynomial
Q does not divide 1+ P . It follows that (1+ P)2l(1+ P + · · · + Pu−1)2l = 1+ P r = σ ∗(P r)must be
of the form xa(x+ 1)bQ c . Thus, by Lemma 8(i):
1+ P + · · · + Pu−1 ∈ {1,Q }.
We conclude that either (u = 1) or (1+ P + · · · + Pu−1 = Q ).
If u > 1, then put u = 2w + 1. We get
1+ Q 2m = (1+ Q )2m = P(1+ P + · · · + Pu−2)2m = P(1+ P) 1+ P + · · · + Pw−122m .
Since x, x+ 1 and P divide 1+ Q and since x, x+ 1 divide 1+ P , none of the irreducible divisors of A
does divide 1 + P + · · · + Pw−1. Hence w = 1, u = 3 and Q = 1 + P + P2. Since deg(P) ≤ deg(Q ),
the irreducible polynomial Q does not divide 1 + P . So P is always of the form xa(x + 1)b + 1. If P is
complete, then by parts (i) and (iii) of Lemma 7, we have P ∈ {1+ x+ x2, 1+ x+ · · · + x4}. Finally, if
Q is complete, since 1+ x+ x2 is the only degree 2 odd irreducible polynomial over F2, we must have
deg(Q ) ≥ 4. 
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Put
p = deg(P), q = deg(Q ), h1 = 2hc, k1 = 2kd, with c, d odd.
Since A is unitary perfect and since Q does not divide 1+ P , we have:
1+ xh1 = (1+ xc)2h = (1+ x)2h(1+ x+ · · · + xc−1)2h = (1+ x)2hP2hc1Q 2hd1 ,
1+ (x+ 1)k1 = x2k(1+ (1+ x)+ · · · + (1+ x)d−1)2k = x2kP2kc2Q 2kd2 ,
1+ P2lu = (1+ P)2l(1+ P + · · · + Pu−1)2l = (xa3(1+ x)b3)2lQ 2ld3 ,
1+ Q 2m = (1+ Q )2m = (xa4(1+ x)b4Pc4)2m .
(2)
By considering degrees and exponents of x, x+ 1, P and Q , (2) implies:
2hc = 2h(1+ pc1 + qd1) = 2k + 2la3 + 2ma4,
2kd = 2k(1+ pc2 + qd2) = 2h + 2lb3 + 2mb4,
2lup = 2l(a3 + b3 + qd3) = (2hc1 + 2kc2 + 2mc4)p,
2mq = 2m(a4 + b4 + pc4) = (2hd1 + 2kd2 + 2ld3)q.
(3)
By Lemma 8, c1, d1, c2, d2, d3 ∈ {0, 1} so that:
1+ x+ · · · + xc−1, 1+ (1+ x)+ · · · + (1+ x)d−1 ∈ {1, P,Q , PQ }.
Since h1 and k1 play symmetric roles, and since x, x+1, P and Q must divide A = σ ∗(A), it is sufficient
to consider the following ten cases:
(I): c = d = 1,
(II): 1+ x+ · · · + xc−1 = P, d = 1,
(III): 1+ x+ · · · + xc−1 = Q , d = 1,
(IV): 1+ x+ · · · + xc−1 = PQ , d = 1,
(V): 1+ x+ · · · + xc−1 = P = 1+ (x+ 1)+ · · · + (x+ 1)d−1,
(VI): 1+ x+ · · · + xc−1 = Q , 1+ (x+ 1)+ · · · + (x+ 1)d−1 = P,
(VII): 1+ x+ · · · + xc−1 = PQ , 1+ (x+ 1)+ · · · + (x+ 1)d−1 = P,
(VIII): 1+ x+ · · · + xc−1 = Q = 1+ (x+ 1)+ · · · + (x+ 1)d−1,
(IX): 1+ x+ · · · + xc−1 = PQ , 1+ (x+ 1)+ · · · + (x+ 1)d−1 = Q ,
(X): 1+ x+ · · · + xc−1 = PQ = 1+ (x+ 1)+ · · · + (x+ 1)d−1.
5.1. Case (I)
In this case, if u = 1, then since Q must appear in the right hand side of System (2), Q must divide
1+ P , which is impossible. So, u = 3 and 1+Q = P(P + 1). Thus, System (2) implies that c4 = 1 and
3 · 2l = c4 · 2m = 2m so that 3 divides 2m, which is impossible.
5.2. Case (II)
As above, u = 3 and Q = 1+ P + P2. It follows by Proposition 17 that
P ∈ {1+ x+ x2, 1+ x+ · · · + x4} and c ∈ {3, 5}.
If P = 1+ x+ · · · + x4, then:
Q = 1+ P + P2 = 1+ x+ x3 + x6 + x8 = (1+ x+ x2)(1+ x2 + x4 + x5 + x6),
which is reducible.
So we must have: P = 1+ x+ x2. Thus, c = 3 and Q = 1+ x+ x4. System (3) implies that:
l = m, h = m+ 1, k = m+ 2.
We obtain part (i) of Theorem 2.
5.3. Case (III)
P must divide 1+ Q since it must appear in the right hand side of (2).
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Put c − 1 = 2r s, with s odd. We get
xa4(1+ x)b4+1Pc4 = (1+ x)(1+ Q ) = x(x+ 1)(1+ x+ · · · + xc−2).
Thus, a4 = 1 and
(x+ 1)b4+1Pc4 = (1+ x)(1+ x+ · · · + xc−2) = 1+ xc−1 = (1+ x)2r (1+ x+ · · · + xs−1)2r .
We conclude that
b4 = 2r − 1, c4 = 2r , P = 1+ x+ · · · + xs−1.
By Proposition 17, we obtain
P ∈ {1+ x+ x2, 1+ x+ · · · + x4}.
Thus, c ∈ {3 · 2r + 1, 5 · 2r + 1}, and by Lemma 11, c ∈ {11, 13}. It follows that we must have
u = 1, d3 = 0,
P = 1+ x+ x2, Q = 1+ x+ · · · + x12 if c = 13,
P = 1+ x+ · · · + x4, Q = 1+ x+ · · · + x10 if c = 11.
System (3) implies
m = h, l = h+ 2, k = h+ 3 if c = 13,
m = h, l = h+ 1, k = h+ 3 if c = 11.
We obtain parts (ii) and (iii) of Theorem 2.
5.4. Case (IV)
We get 1+ x+ · · · + xc−1 = PQ , and by Lemma 7 we have P ∈ {P∗,Q ∗}.
5.4.1. Case P = P∗
In this case, by Lemma 7(iii), we have P ∈ {1+ x+ x2, 1+ x+ · · · + x4}.
• If P = 1+ x+ x2, then by Lemma 8(iii), the only possibility is
c = 9, Q = 1+ x3 + x6.
So, we must have
u = 1.
System (3) implies the following:
m = h, l = h+ 1, k = h+ 2.
We obtain then part (iv) of Theorem 2.
• If P = 1+ x+ · · · + x4, then 1+ x+ · · · + x4 divides 1+ x+ · · · + xc−1.
So, by Lemma 9, c is divisible by 5. Put c = 5w. We get Q = 1+x5+x10+· · ·+ (x5)w−1 ≠ 1+P+P2.
Thus, by Lemma 11(i) and by Proposition 17, we have
c = 5w = 25, u = 1, P = 1+ x+ · · · + x4, Q = 1+ x5 + x10 + x15 + x20.
System (3) implies
m = h, l = h+ 2, k = h+ 4.
So we obtain part (v) of Theorem 2.
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5.4.2. Case P = Q ∗
We get p = q. So both P and Q are of the form xa(x+ 1)b + 1. We conclude by Lemma 8(iv) that:
c = 7, P,Q ∈ {1+ x2 + x3, 1+ x+ x3}.
It follows that Q ≠ 1+ P + P2 and u = 1. System (3) implies
l = m = h, k = h+ 2.
We obtain then part (vi) of Theorem 2.
5.5. Case (V)
In this case, by Lemma 7(iii), P = 1 + x + x2 and c = d = 3. Moreover, umust be equal to 3. So,
Q = 1+ P + P2 = 1+ x+ x4. System (3) implies now:
l = m = k = h.
Consequently we obtain part (vii) of Theorem 2.
5.6. Case (VI)
In this case, P ∈ {1+ x+ x2, 1+ x+· · ·+ x4} by Lemma 8(iv). So Q ≠ 1+P+P2 and hence u = 1.
5.6.1. Case where P does not divide 1+ Q
In this case, both P andQ are of the form xa(x+1)b+1. By Lemma 8(iv) and Proposition 17(iii)–(iv),
we have two possibilities:
P = P = 1+ x+ x2, Q = 1+ x+ · · · + x4,
P = 1+ x+ · · · + x4 = Q .
Thus (c, d) ∈ {(5, 3), (5, 5)}. System (3) implies
m = h, l = k = h+ 1 if c = 5, d = 3,
l = m = k = h if c = d = 5.
We obtain parts (viii) and (ix) of Theorem 2.
5.6.2. Case where P divides 1+ Q
In this case, P must divide 1+Qx = 1+ x+ · · · + xc−2. Moreover, according to System (2), we have
a4 = 1, 1+ x+ · · · + xc−2 = (x+ 1)b4Pc4 .
Thus, if we put c − 1 = 2r s, with s odd, we obtain
(1+ x)2r (1+ x+ · · · + xs−1)2r = (1+ xs)2r = 1+ xc−1 = (x+ 1)b4+1Pc4 .
We conclude that:
b4 = 2r − 1,
and by Lemma 8(i):
P = 1+ x+ · · · + xs−1, c4 = 2r .
Hence, by Lemma 8(v) and 7(iii) the only possibility that remains is
P = 1+ x+ x2 = P, s = 3, c = 3 · 2r + 1.
It follows that r = 2 by Lemma 11. System (3) implies that:
m = h, k = h+ 2, l = h+ 3.
We obtain part (x) of Theorem 2.
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5.7. Case (VII)
In this case, P divides 1+ x+ · · · + xc−1. By Lemma 8(iii), we get
c = 9, P = 1+ x+ x2, d = 3, Q = 1+ x3 + x6.
Moreover, u = 1 since Q ≠ 1+ P + P2.
System (3) implies that:
m = h, k = h+ 1, l = h+ 2.
We obtain part (xi) of Theorem 2.
5.8. Case (VIII)
In this case, by Lemma 8(v) and by Proposition 17(iv), c = d = 2w − 1 ≥ 5.
Since P must appear in the right hand side of (2), it must divide 1+Q = x(1+ x+ · · · + xc−2). Hence
P divides 1+ x+ · · · + xc−2. Thus,
a4 = 1 and (x+ 1)b4Pc4 = 1+ x+ · · · + xc−2 = (1+ x)(1+ x+ · · · + x2w−1−2)2.
We deduce that:
b4 = 1, c4 = 2, P = 1+ x+ · · · + x2w−1−2.
By Proposition 17(iii), we must have
2w−1 − 2 ∈ {2, 4}.
Sow = 3 and Q = 1+ x+ · · · + x7 = (1+ x)7 which is not irreducible.
5.9. Case (IX)
In this case, Q divides 1+ x+ · · · + xc−1. By Lemma 8(iii), we get
Q = 1+ x+ x2, P = 1+ x3 + x6.
This contradicts the fact: deg(P) ≤ deg(Q ).
5.10. Case (X)
In this case, by Lemma 8(v), by Proposition 17(iv) and by Lemma 7(ii), we get
c = d = 2w − 1 ≥ 5, and either (P = P∗,Q = Q ∗) or (P = Q ∗).
5.10.1. Case where P = P∗, Q = Q ∗
We have by Lemma 7(iii): P ∈ {1+ x+ x2, 1+ x+ · · · + x4}.
• If P = 1+ x+ x2, by Lemma 8(iii), Q = 1+ x3 + x6. Thus, c = 9 = 2w − 1. This is impossible.
• If P = 1 + x + · · · + x4, then P divides 1 + x + · · · + xd−1. So, by Lemma 8, d − 1 = 8. This is
impossible.
5.10.2. Case where P = Q ∗
We have p = q and both P,Q are of the form xa(x+ 1)b + 1. By Lemma 8(iv),
c = d = 7 and P,Q ∈ {1+ x+ x3, 1+ x2 + x3}.
Moreover u = 1, by Proposition 17(ii). System (3) implies that:
l = m = h+ 1, k = h.
We obtain finally part (xii) of Theorem 2. This completes the proof of the Theorem.
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