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Questa tesi tratta un aspetto particolare della robotica industriale ovvero il bin-
picking. Questa attivit a  e molto diusa in tutti gli ambiti dell'industria e riguarda il
problema di isolare un singolo oggetto da un insieme disordinato. Una volta separato
e prelevato, esso pu o essere avviato alla successiva fase di lavorazione (assemblaggio,
packaging, trasporto, palettizzazione, ecc...). Questa operazione risulta essere un
problema molto complesso ma al tempo stesso ampiamente studiato. Molte aziende
al giorno d'oggi eseguono questa attivit a in molti impianti industriali ma in questo
progetto ci o avviene in modo diverso dal solito. Inoltre va precisato che la maggior
parte delle aziende esegue tale attivit a manualmente e non in modo automatico.
Questa tesi punta ad introdurre, all'interno di un ambiente simulato, la possibilit a
di eseguire una scansione tridimensionale di un oggetto grazie ad un sistema Laser
pi u Camera. Successivamente all'acquisizione dei dati, il sistema identica l'oggetto
in esame, la sua posizione ed il suo orientamento rispetto gli assi cartesiani. Tutto
ci o  e indispensabile per fornire le informazioni al robot per eettuare l'operazione
di bin-picking completa, dalla scansione al prelievo dell'oggetto. Questo ovviamente
avviene sempre all'interno del simulatore tridimensionale.
Questo progetto  e l'evoluzione di un simulatore robot 3D fornito dall'azienda Euclid
Labs. Alla ne del lavoro sar a in grado di poter eseguire le simulazioni complete del
bin-picking e potr a giovare di altri numerosi vantaggi portati da tale attivit a. Uno
di essi consiste nella possibilit a di eettuare la scansione di un qualunque oggetto
importabile nel simulatore ottenendo un risultato paragonabile all'utilizzo del sen-
sore utilizzato nell'applicazione reale (Ruler Sick). Ci o permette all'azienda di non
doversi recare dal cliente, di non dover fermare la macchina e di poter eseguire la
scansione di qualunque oggetto.
I contributi innovativi di questa tesi sono numerosi in quanto la situazione di parten-
za presentava solo il simulatore robot. Da qui sono stati ideati e sviluppati diversi
algoritmi e strategie, partendo dalla simulazione della scansione 3D, no ad arrivare
all'estrazione delle features. Tutte le tecniche proposte, che spaziano dall'utilizzo
della Hough Transform per l'identicazione di rette e di cerchi nello spazio 3D,
all'utilizzo del concetto di icosaedro per creare una sfera isotropa da usare in una
procedura di voto di versori, hanno fornito risultati sperimentalmente soddisfacenti.
vvi SommarioIntroduzione
Questa tesi intitolata " Algoritmi per l'elaborazione e l'analisi di immagini tridi-
mensionali per la guida automatica di robot industriali " nasce dall'idea di portare
un'innovazione nel mondo della programmazione della robotica industriale. Negli
ultimi anni la robotica ed il CAD/CAM hanno visto una continua crescita ed evo-
luzione, introducendo nuove tecnologie e coprendo sempre pi u svariate applicazioni.
Il campo in cui si andr a ad agire  e il bin-picking. Tale tecnica consiste nell'indi-
viduazione degli oggetti disposti alla rinfusa all'interno di un contenitore. L'oggetto
cos  individuato potr a quindi essere prelevato da un robot, per poi essere soggetto
al processo industriale designato. Un aspetto fondamentale di questa attivit a con-
siste nell'identicazione dell'oggetto e della sua posizione. Questa attivit a al giorno
d'oggi viene eettuata con diverse tecniche. Quella adottata durante questa tesi
consiste nell'utilizzo di un sistema Laser pi u Camera per la rilevazione dell'imma-
gine tridimensionale. Un'alternativa possibile consiste nella visione stereoscopica.
Questa utilizza 2 camere poste ad una certa angolazione tra di esse. Grazie a questo
principio si pu o ricostruire l'immagine tridimensionale utilizzando lo stesso principio
dell'occhio umano. Queste sono le tecniche pi u conosciute ma non le uniche.
Lo scopo ultimo della tesi  e lo sviluppo di un nuovo metodo per il riconoscimen-
to di oggetti, della loro posizione e della loro orientazione rispetto gli assi cartesiani.
Ci o avviene partendo dai dati ottenuti dalla scansione eettuata dal sistema Laser
e Camera.
L'intero progetto su cui  e stata redatta questa tesi  e stato eseguito in collaborazione
con l'azienda Euclid Labs. Questa  e un'azienda leader nel settore della robotica,
non solo a livello nazionale ma anche europeo. Euclid Labs opera in diversi campi
della virtualizzazione e del CAD/CAM. Per quanto riguarda la sezione inerente al
progetto, l'azienda ha sviluppato un proprio sistema di virtualizzazione degli im-
pianti robot. Questo rappresenta uno dei punti di forza dell'azienda in quanto le ha
permesso di giovare di numerosi vantaggi portati da tale novit a. Pi u precisamente
questa applicazione le permette di programmare il sistema robot o-line e di eet-
tuare tutti i test desiderati all'interno del simulatore senza dover ricorrere al fermo
macchina. Inoltre tutto ci o non necessita di recarsi dal cliente con ingenti risparmi
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di tempo e di costi.
L'azienda allo stato attuale installa gi a sistemi robot che eseguono il bin-picking.
Per eettuare tale attivit a si utilizza un insieme di procedure che sfruttano la scan-
sione tridimensionale grazie al sensore Ruler Sick e l'immagine ottica standard. So-
litamente tale procedura pu o essere riassunta in questi passi : si esegue una prima
scansione tridimensionale del pallet contenente gli oggetti da prelevare, si identica
l'oggetto nella posizione ottimale e si danno al robot le coordinare necessarie per po-
terlo prelevare correttamente. Eettuata tale operazione il robot posiziona l'oggetto
su un piano ed esegue una seconda acquisizione ottica. Questa rileva con maggiore
qualit a le caratteristiche dell'oggetto permettendo di aerrarlo con maggiore preci-
sione.
Obiettivo di questa tesi  e arontare alcuni aspetti molto importanti che il siste-
ma di simulazione 3D attualmente non copre.
Il primo di questi  e la possibilit a di poter visualizzare all'interno del simulatore
le immagini acquisite dal Ruler Sick. Fino ad ora queste venivano visualizzate con
dei software esterni "Sick" ma permettevano solo una visione bidimensionale dell'im-
magine. Con questa attivit a vi sar a la possibilit a di esplorare l'immagine acquisita
in modo tridimensionale con tutte le potenzialit a del simulatore.
Il secondo  e l'introduzione del sistema di scansione tridimensionale nel simulato-
re. Ovvero no a questo momento l'azienda poteva simulare qualunque funzionalit a
del robot all'interno del virtualizzatore ma non aveva sviluppato alcuna funziona-
lit a riguardante la visione tridimensionale. Perci o alla ne del progetto si punta ad
ottenere una nuova funzionalit a che permetter a di eseguire una scansione simulata
all'interno del mondo 3D, come se fosse stata eseguita dal Ruler Sick reale. Ci o
prevede la creazione di una base di lavoro dove poter appoggiare l'oggetto in esame,
la presenza di un sistema Laser Camera e la possibilit a di poter variare parame-
tri di congurazione del sistema. Questi parametri sono la dimensione del piano
di lavoro, la risoluzione dell'immagine acquisita che pu o variare indipendentemente
lungo l'asse x ed y, la distanza che intercorre tra il piano di lavoro ed il sistema
Laser Camera ed inne la distanza tra la Camera ed il Laser. Tutto ci o permette di
poter personalizzare al meglio l'ambiente di simulazione rendendolo il pi u veritiero
possibile rispetto a quello reale.
Il terzo  e l'estrazione delle features dall'immagine acquisita dal simulatore. Questa
fase sar a molto complessa in quanto impone l'utilizzo di molte tecniche innovative.
In particolare si partir a dai dati acquisiti nella fase precedente, cio e da una nuvola
di punti nel sistema tridimensionale che rappresentano gli oggetti in esame. Da que-
sti si desidera ricavare le caratteristiche fondamentali degli oggetti che compongono
l'immagine. Le features fondamentali per l'identicazione sono i bordi lineari, gliix
spigoli ed i fori negli oggetti. Grazie all'identicazione di queste caratteristiche sar a
possibile individuare quale degli oggetti risulta essere nella posizione ottimale per il
bin-picking.
Quelli elencati sono gli obiettivi nali del progetto. Per l'ideazione di tale lavo-
ro sono stati analizzati numerosi testi e paper in modo da conoscere al meglio ci o
che  e gi a stato sviluppato da altre aziende e cosa esiste in letteratura. Come si  e gi a
detto in precedenza, molte ditte eettuano gi a il bin-picking sfruttando la scansione
tridimensionale ma in questo progetto l'aspetto innovativo consiste nell'eettuare
tale attivit a nel simulatore 3D creato dall'azienda Euclid Labs. Inoltre la maggior
parte delle aziende che usano la scansione tridimensionale in realt a non eseguono
una vera acquisizione 3D ma per esempio sfruttano una sequenza di immagini 2D
per poi ricreare l'ambiente 3D. Quanto fatto in questo progetto esegue il tutto par-
tendo proprio dalla nuvola di punti nello spazio senza passaggi intermedi al 2D. Va
precisato che sono rare le aziende che utilizzano il bin-picking in modo automatico,
mentre nella maggior parte viene eettuato manualmente da un operatore.
L'esecuzione e la descrizione del progetto  e stata divisa in fasi successive. Man
mano che sono stati testati e confermati i risultati parziali si  e proseguito allo step
successivo.
La prima fase, che corrisponde al primo capitolo della tesi,  e dedicata alla presen-
tazione dell'azienda ospitante Euclid Labs e dei suoi principali concorrenti. Inoltre
sono stati descritti degli aspetti fondamentali della graca 3D, dell'elaborazione dei
dati 3D e di alcuni metodi di acquisizione 3D cio e Stereovisione, Lidar e sistema
Laser Camera Ruler Sick.
Il secondo capitolo  e destinato alla spiegazione dell'importazione dei dati creati dal
Ruler Sick, la loro elaborazione per la creazione della mesh relativa e la sua impor-
tazione nel simulatore creato da Euclid Labs.
Il terzo capitolo  e rivolto alla spiegazione di com' e stata ideata e sviluppata l'intera
sezione del progetto inerente la simulazione della scansione 3D del sistema Laser pi u
Camera. Come descritto in precedenza tale attivit a  e stata eseguita inserendo tutte
le possibilit a di parametrizzazione desiderate.
Il quarto capitolo  e indirizzato all'estrazione delle features. Identicata la meto-
dologia ideale da utilizzare, vengono descritte l'estrazione dei bordi e dei fori dalla
collezione di punti nell'ambiente tridimensionale.
Il quinto ed ultimo capitolo consiste in una sequenza di test per vericare il corretto
funzionamento di tre parti fondamentali del progetto. Queste sono la simulazione
della scansione 3D con la relativa visualizzazione della mesh nel simulatore, l'iden-x Introduzione
ticazione dei bordi e dei fori dell'oggetto in esame. Va precisato che per le ultime
due fasi verranno utilizzati dierenti oggetti per vericare il corretto funzionamento
del sistema in diverse situazioni di lavoro.
Si anticipa gi a da ora che l'intero progetto ha avuto successo, gli obiettivi na-
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Ambiente di lavoro
Obiettivo: Illustrazione della situazione di partenza da cui inizia l'intero pro-
getto.
1.1 Presentazione Euclid Labs
Figura 1.1: Logo aziendale Euclid Labs
In gura 1.1  e riportato il logo dell'azienda presso cui  e stato eettuato il seguente
progetto. Euclid Labs sviluppa soluzioni informatiche per la robotica e l'automazio-
ne industriale. In particolare : sistemi di programmazione automatica ed o-line,
CAD/CAM, simulazione tridimensionale, visione articiale e supervisione. Oltre a
questi prodotti crea soluzioni personalizzate per problemi di produzione robotizza-
ta, anche in sistemi di robot cooperanti, seguendo ogni parte dello sviluppo, dalla
progettazione al collaudo. Per ricavare le seguenti informazioni  e stato consultato il
sito aziendale [?].
Un aspetto fondamentale dei software Euclid Labs  e la massima semplicazio-
ne del processo di riprogrammazione dell'impianto, riducendo i tempi di fermo-
macchina.
La mission  e l'introduzione della robotica in nuovi mercati (produzioni di piccoli
lotti, esecuzione di compiti complessi) attraverso l'uso di moderni strumenti software
e l'accurata analisi del processo produttivo del Cliente.
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Con l'esperienza maturata e i numerosi successi, l'azienda si sta ampliando
sempre pi u in diverse nazioni fornendo sempre nuove soluzioni per ogni settore.
Analizzando pi u nello specico le potenzialit a di Euclid Labs possono essere rias-
sunte nei seguneti punti cardine.
Dal disegno al prodotto
Euclid Labs fornisce soluzioni in grado di ottenere il prodotto nito partendo dal
modello CAD. L'azienda ha sviluppato un proprio ambiente di simulazione tridimen-
sionale in grado di replicare fedelmente l'ambiente di lavoro e, in modo particolare,
l'eventuale manipolatore in esso presente. In tale modo  e possibile generare e veri-
care i percorsi necessari alla realizzazione del prodotto in modo semplice ed accurato.
Soluzioni CAD/CAM
Euclid Labs ha sviluppato dei moduli appositi da inserire nel proprio simulatore,
in grado di risolvere ecacemente problemi specici. In altre parole, il simulatore
realizzato dall'azienda consiste nel cuore delle applicazioni mentre a seconda degli
scopi da raggiungere nei singoli progetti vengono applicati al simulatore i pacchetti
aggiuntivi necessari. Tali moduli sono caratterizzati dalla possibilit a di generare
il programma robot in modo completamente automatico, in programmazione o-
line, al ne di limitare i fermi macchina dovuti all'installazione di nuovi programmi.
Alcuni tra i moduli disponibili sono : lucidatura stampi, riempimento stampi, rile-
vamento difetti superciali, etc...
Sistemi di carico/scarico
Euclid Labs propone soluzioni avanzate per il carico scarico, in grado di soddisfare
le pi u stringenti richieste in fatto di velocit a o di potenza. Si possono infatti for-
nire impianti capaci di movimentare 1000 kg con un singolo robot oppure molto di
pi u con sistemi di cooperazione multi-robot. Tali sistemi possono essere montati su
slitta per aumentare la 
essibilit a dell'impianto. I dati per lo scarico possono essere
ricavati da sensori, sistemi di visione o da altro software esterno (nesting).
Software per Macchinari Speciali
Euclid Labs  e in grado di seguire la progettazione e lo sviluppo di software per
macchine speciali per l'automazione, curando in particolar modo gli aspetti relativi
a :
1. gestione completa del processo,
2. controllo del movimento,
3. sistemi di controllo e verica,
4. sistemi di visione standard e tridimensionali,
5. supervisione della macchina,1.1 Presentazione Euclid Labs 3
6. connessione ad altre macchine o sistemi gestionali.
L'esperienza dell'azienda ha permesso di fornire soluzioni complete in diversi
settori tra cui :
1. Gestione del processo del taglio bidimensionale con macchine a lama ed a getto
d'acqua,
2. Molatura lenti per occhiali,
3. Taglio e sbavatura lamiere piane
4. Incisione su percorsi tridimensionali, a laser e a getto d'acqua,
5. Taglio tubi, anche di grandi dimensioni (superiori a 1500mm).
Prelievo automatico 3D
La visione per la guida robot ha raggiunto una nuova dimensione con il pacchetto
software Euclid Labs Pick3D. Il software permette di recuperare pezzi disposti a
caso in un volume, calcolandone non solo la posizione ma anche le orientazioni nello
spazio.
L'applicazione si rileva particolarmente utile per riprendere e lavorare componenti
che non possono essere vibrati per fattori di forma o per non comprometterne la
qualit a, componenti che vengono disposti in modo disordinato subito dopo la pro-
duzione, oggetti che arrivano su nastri anche sovrapposti tra loro.
Il software sviluppato da Euclid Labs si occupa di ricostruire l'immagine tridimen-
sionale, identicare la posizione di un oggetto che possa essere prelevato, vericare se
il robot pu o raggiungerlo senza collisioni eseguendo una simulazione della manovra
nella cella.
Il robot una volta prelevato il pezzo pu o alimentare presse o macchine utensili,
oppure eseguire lavorazioni o assemblaggi.
Quello appena descritto  e l'ambito aziendale in cui sar a centrata questa tesi. In
particolare si vuole eettuare questa operazione di Pick3D all'interno del simulatore
aziendale.
Servizi per costruttori di macchine ed impianti
Euclid Labs mette la propria esperienza a disposizione dei costruttori di macchine ed
impianti speciali, aggiungendo al loro know-how le potenzialit a della robotica e dei
moderni sistemi di programmazione o-line, anche di sistemi multi-robot. I servizi
spaziano dalla completa integrazione del robot con una macchina, alla programma-
zione di un sistema CAD/CAM specico per l'applicazione. Le tecnologie dell'a-
zienda si applicano ai settori pi u vari dal metallo al legno, dal tessile al calzaturiero,
dall'oreceria alle lenti per occhiali.4 Ambiente di lavoro
1.2 Concorrenti Euclid Labs
Qui di seguito verranno introdotti alcuni dei principali concorrenti di Euclid
Labs. Questi coprono il settore della visione 3D oppure CAM, mentre Euclid Labs
si sta specializzando sempre pi u in ambe due i settori. Le ditte che verranno citate
sono Scape tecnoligies, 3ideo e almacam.
1.2.1 Scape tecnologies
Figura 1.2: Logo aziendale Scape
La prima azienda che verr a descritta  e Scape tecnologies [5].Tale azienda con
sede in Kochsgade 31C, 3. sal DK-5000 Odense C DENMARK, dichiara come pro-
pria mission di sviluppare, vendere e implementare bin picking all'avanguardia per
la produzione e l'industria manifatturiera.
Scape Technologies sviluppa e vende sistemi bin picking altamente 
essibili ed au-
tomatizzati. Come  e ben noto i robot Bin-picking sono applicabili in molte aree di
produzione dall'automobilismo a molto altro. Scape Technologies lavora a stretto
contatto con le aziende per ottenere ottimi risultati aumentando la produttivit a e
diminuendo il lavoro manuale del cliente. L'azienda ore un'ottima soluzione bin
picking con bracci robotizzati per individuare e scegliere i singoli pezzi originalmente
messi in modo casuale accatastandoli generalmente in un pallet. Per eettuare tali
operazioni sfrutta le nuove tecnologie di visione 3D in tempi sucientemente veloci,
accurati ed economicamente competitivi.
Riguardo l'aspetto a noi piu interessante, per la visione 3D, utilizza una camera
ed un laser rosso sfruttando software proprietario.
Le soluzioni proposte dall'azienda sono le seguenti :
1. Loading of Disc Shaped Parts,
2. Loading of Pipe Shaped Parts,
3. Feeding of Semi-Structured Parts,
4. Assembly of Multiple Parts,
5. Reloading Parts to Next Operation After Press,
6. Precision Loading of Non-Symmetrical Parts,
7. Loading of Cube Shaped Parts for CNC Machining.1.2 Concorrenti Euclid Labs 5
1.2.2 3ideo
Figura 1.3: Logo aziendale 3ideo
Quest'altra azienda con sede in 31, rue Lamartine 62000 ARRAS - FRANCE (
Web: www.3ideo.com ) [6]. 3ideo  e un fornitore di prodotti software standard per
la robotica, machine vision e inline inspection. La mission azienda consiste nello
sviluppo di tecnologie innovative per l'industria sfruttando il CAD 3D. Sfruttando
i nuovi sistemi di visione ed i componenti meccanici standard sono stati realizzati
numerosi impianti di bin picking ed altre applicazioni.
L'azienda fornisce le seguenti soluzioni : Pick3D , Handling3D, Guidance3D, Iden-
tication3D, InGauge3D.
1. Pick3D : Far diventare il robot intelligente per le operazioni di bin-picking,
2. Handling3D : Accurare le operazioni necessarie per le applicazioni di assem-
blaggio,
3. Guidance3D : Pre attivit a accurate per migliorare il movimento,
4. Identication3D : Rendere il processo 
essibile,
5. Inguage3D : Rendere il controllo di qualit a 3D sistematico.




4. Foundry and Stamping,
5. General mechanical,
6. Medical / Biomechanics,
7. Robotics,
8. Special machines,
9. System integators.6 Ambiente di lavoro
Nel campo del Pick3D l'azienda ore i seguenti moduli :
Automatic bin pikcing module :
- tutte le parti nel piano di lavoro vengono identicate con precisione,
- vengono rilevati gli oggetti con zone di sovrapposizione,
- il movimento della pinza viene simulato in modo da rilevare potenziali collisioni.
Real-time visualization module :
- visualizzazione della scena CAD virtuale integrando i dati della scansione,
- Visualizzazione dello stato, dei warning e degli errori del Pick3D.
Open communication module :
- Comunicazione Scan - head cia TCP-IP, CameraLink,...
- Comunicazione robot via TCP - IP, porta seriale.
Approfondendo l'aspetto pi u di nostro interesse, ovvero il bin picking, 3ideo
punta a dare un servizio sicuro, adabile, collaudato, 
essibile, universale e rapido.
3ideo con le proprie proposte garantisce di raccogliere oggetti distribuiti in modo
casuale all'interno di un pallet garantendo di evitare alcuna collisione. Ed il tutto
in tempo reale.
Per quanto riguarda le tecnologie utilizzate 3ideo come Euclid Labs pu o utilizza-
re svariati robot tra cui ABB, Fanuc, Kuka, Staubli, etc... ed i sensori utilizzati
sono sempre SICK IVP Ranger e Ruler.
1.2.3 Alma
Figura 1.4: Logo aziendale
L'ultima azienda citata  e Alma che possiede numerose sedi in tutto il mondo
( Web : www.almacam.com) [7]. Alma  e conosciuta da pi u di 30 anni come lo
specialista del software automatico applicato al taglio di materiali piani. Grazie al
suo Dipartimento Industrial software,  e attualmente radicata in tre paesi europei, in
Cina, in Brasile e negli Stati Uniti,  e uno dei leader nella pubblicazione di software
CAD-CAM per la lavorazione della lamiera, taglio e robotica.
Nel 1994, Alma ha esteso la sua gamma di software applicativi per la programma-
zione o-line di robot nel campo della saldatura ad arco e taglio 3D. In conseguenza
di questo, Alma ore la gamma pi u completa di software CAD-CAM per la lamiera
e saldatura meccanizzata. I prodotti software applicativi della gamma act coprono
tutte le tecnologie usate in queste lavorazioni: punzonatura, taglio 2D, fresatura,
tranciatura, piegatura, taglio 3D, taglio di tubi, saldatura ad arco ...1.2 Concorrenti Euclid Labs 7
Questi prodotti sono distribuiti dalla rete di distribuzione di Alma. L'azienda
commercializza i suoi algoritmi, sotto forma di componenti software, e fornisce la
preziosa esperienza tecnica per lo sviluppo del software applicativo.
Uno degli ambiti principali di Alma  e act/cut 3D. Da una precisa rappresentazione
3D della macchina (cinematica, limiti degli assi ...) e il suo ambiente, act / cut 3d
permette una denizione molto rapida dei proli di taglio su pezzi importati dal
CAD. Inoltre, il software consente di modellare automaticamente le attrezzature in
base al modello 3D della parte. Poi, il software genera le traiettorie con un potente
algoritmo che ottimizza i percorsi con prevenzione delle collisioni. Mentre la crea-
zione e la convalida del programma di taglio sono facilmente realizzati grazie alle
funzioni di simulazione realistica e le funzioni di controllo automatico combinato con
visualizzazione delle anomalie.
Figura 1.5: Esempio di cut 3D
Per quanto riguarda il settore software dell'azienda si divide in 3 sezioni :
1. Automatic Nesting
2. 1D / 2D / 3D nesting optimization
3. Robotic Applications development8 Ambiente di lavoro
Figura 1.6: Automatic Nesting
Figura 1.7: 1D / 2D / 3D nesting optimization
Figura 1.8: Robotic Applications development
1.3 3D Vision
Prima di entrare negli aspetti pi u tecnici del progetto  e bene denire il contesto
in qui  e realizzato. Al giorno d'oggi ci sono numerose novit a riguardo il mondo 3D
ma questo ambito realmente  e molto ampio. Si riferisce ad una variet a di dierenti
tecnologie che forniscono una reale prospettiva delle immagini in tre dimensioni.
Ovvero dando anche la sensazione della profondit a. Le immagini 3D possono essere
visualizzate in una stampa, in un computer, al cinema oppure anche in TV. Le
nuove tecnologie 3D sono utilizzate in svariati campi tra cui la graca 3D, computer-1.3 3D Vision 9
aided design (CAD) ed animazione 3D. Tali immagini posso essere visualizzate dallo
spettatore con la sensazione di profondit a.
La graca 3D racchiude tutto ci o che riguarda la creazione, la visualizzazione e
la manipolazione di oggetti 3D nel computer. 3D CAD ed i programmi di graca
tridimensionale permettono di creare oggetti con i seguenti parametri, x y z, cio e
larghezza, altezza e profondit a. Come entit a 3D possono essere ruotati e visualizzati
da tutte le angolazioni cos  come essere scalati pi u o meno grandi. Inoltre permettono
l'illuminazione durante la fare di rendering.
Alcuni dei principali ambiti del 3D sono i seguenti: Virtual Reality (Realt a Vir-
tuale), Creating 3D - Stereoscopic Images (Creazione 3D - Immagine stereoscopica),
3D Stills, Cinema 3D, 3D nei Computers e nelle TV.
Realt a Virtuale
La realt a virtuale  e un tipo di visualizzazione 3D che viene utilizzato in simulatori
di volo cos  come nei giochi e di intrattenimento. Indossando gli occhiali 3D si ha
l'illusione della realt a avendo la sensazione di essere immersi in un ambiente a 360
gradi. Tali sistemi possono impiegare il tradizionale rendering 3D o possono utiliz-
zare metodi di visualizzazione 3D come descritto di seguito.
Creazione 3D - Immagini stereoscopiche
La creazione 3D si ottiene catturando la scena osservandola da due angoli diversi,
cio e corrispondenti alla distanza tra gli occhi di una persona (circa 65 mm). Quando
osserviamo l'immagine 3D, le immagini sono dirette nuovamente all'occhio sinistro
e destro ed il cervello percepisce l'illusione della profondit a. Le immagini sono espo-
ste insieme, ma separate dai colori, dalla polarizzazione o alternarsi rapidamente
dei fotogrammi. Gli occhiali 3D utilizzati devono essere appositi per il metodo scel-
to, in modo che le immagini per l'occhio sinistro e destro siano ltrate correttamente.
Stills 3D
Queste sono immagini 3D sse create da un particolare binocolo costruito nel 16◦
secolo. Negli anni questa tecnica sub  numerose evoluzioni e nel 1800 si svilupp o lo
stereoscopio. Mentre al giorno d'oggi ci sono le fotocamere 3D o una lente 3D su
una normale fotocamera.
Cinema 3D
Nel 1950, vi fu il primo lm 3D ma utilizzava delle tecnologie arretrate mentre al
giorno d'oggi la visione dei lm 3D sfrutta soluzioni molto pi u potenti ed ha rag-
giunto un'espansione in larga scala. Questo  e avvenuto a tal punto da renderla una
routine giornaliera al cinema ed un po' alla volta entrer a nelle case di tutti.
3D su computer e televisori
Nel 2009, NVIDIA ha introdotto il suo sistema 3D Vision con la quale ha portato
la propria esperienza nel mondo dei giochi 3D, ovviamente l'evento  e stato accolto10 Ambiente di lavoro
con entusiasmo dagli appassionati dei giochi. Nel corso degli ultimi anni questa tec-
nologia  e stata impiegata in moltissime apparecchiature in modo da fornire sempre
pi u scelta ai potenziali clienti, dai videogiochi 3D, ai lm 3D alle TV da casa con
tecnologie 3D integrate.
1.4 3D Reconstruction
Nella Computer Vision e nella Computer Graphics, la 3D reconstruction  e il
processo attraverso cui si cattura la forma e l'aspetto degli oggetti reali. Questo
processo pu o essere eettuato sia con metodi attivi che passivi. Inoltre possiamo
scegliere di lasciar cambiare la forma del modello durante il tempo, in questo caso
si parla di modellazioni non-rigide oppure spazio-temporali.
Con i metodi attivi si interferisce con l'oggetto meccanicamente. L'esempio pi u
semplice del metodo meccanico pu o essere l'utilizzo di un profondimetro per misu-
rare lo spessore di un oggetto.
Mentre i metodi passivi di ricostruzione 3D non interferiscono con l'oggetto rico-
struito, usano solo un sensore per misurare la radiazione ri
essa o emessa dalla
supercie dell'oggetto al ne di dedurre la struttura 3D. Tipicamente, il sensore  e
un sensore di immagine in una macchina fotograca sensibile alla luce visibile e l'in-
gresso al metodo  e un insieme di immagini digitali (uno, due o pi u) o video.
Un altro metodo per la 3D reconstruction  e partendo dai dati che si conoscono
dell'oggetto. Ovvero conoscendo tutte le sue caratteristiche siche di misure e
composizione  e possibile ricostruire tale oggetto ottenendo un modello 3D.
1.5 StereoVision, Lidar e Ruler
Ci sono diverse tecniche e apparecchiature per ottenere la 3D Vision. Ognuna
delle quali presenta dei pregi e dei difetti. Qui di seguito sono rappresentate tre di
queste, dandone i concetti fondamentali per comprenderle.
1.5.1 StereoVision
La prima  e la StereoVision basata su telecamere tradizionali in quanto poten-
zialmente pi u economiche rispetto ad altri sensori basati su tecnologie di tipo laser,
etc. Tra le diverse tecniche di Computer Vision note in letteratura e create per la
ricostruzione della struttura tridimensionale di una scena osservata da una o pi u
telecamere ( shape from motion, shape from shading, shape from texture) la visione
stereoscopica  e quella che ha riscosso la maggiore attenzione. Il principio alla base1.5 StereoVision, Lidar e Ruler 11
della visione stereoscopica, noto sin dal rinascimento, consiste in una triangolazione
mirata a mettere in relazione la proiezione di un punto della scena sui due (o pi u)
piani immagine delle telecamere (tali punti sono denominati punti omologhi) che
compongono il sistema di visione stereoscopico. L'individuazione dei punti omo-
loghi consente di ottenere una grandezza denominata disparit a mediante la quale,
conoscendo opportuni parametri del sistema stereoscopico,  e possibile risalire alla
posizione 3D del punto considerato.
La raccolta di informazione riguardanti queste tematiche  e stata eettuata da queste
fonti : [28], [29], [30].
Geometria di un sistema stereoscopico
La trasformazione prospettica che mappa un punto dello spazio nel piano immagine
di una telecamera implica la perdita dell'informazione relativa alla distanza. Questo
pu o essere facilmente rilevato osservando la gura seguente nella quale due distinti
punti P e Q nello spazio, intersecano lo stesso raggio che parte dal centro ottico O1
della Camera e passa per i due punti. Inoltre, questi punti corrispondono allo stesso
punto p=q nel piano immagine.
Figura 1.9: Proiezione di 2 punti distinti nel piano immagine
Un metodo per poter risalire a quale punto dello spazio corrisponda la proiezione
di un punto sul piano immagine di una telecamera consiste nell'utilizzo di due o pi u
telecamere. Infatti, come mostrato nella gura seguente nel caso di un sistema
composto da due telecamere, tra tutti punti nello spazio che giacciono sul raggio che
passa per il centro ottico Ol e il punto q, proiezione di Q sul piano immagine πl, al
pi u un solo punto, punto omologo, viene proiettato q anche sul piano immagine πr.
La determinazione dei punti omologhi consente di mettere in relazione le proiezioni
dello stesso punto sui due piani immagini e di risalire, mediante una procedure
denominata triangolazione, alle coordinate dei punti dello spazio rispetto ad un
sistema di riferimento opportuno. Sia dato un punto q su un piano immagine πl,
proiezione del punto Q appartenente allo spazio 3D. Per ottenere, attraverso la
triangolazione, le coordinate 3D del punto nello spazio  e necessario determinare12 Ambiente di lavoro
il punto omologo q nel piano immagine πl. Tale problema, dato il punto q nel
piano immagine πl, richiederebbe una ricerca bidimensionale del punto omologo q
allinterno del piano immagine πr.
Figura 1.10: Principio alla base di un sistema stereoscopico
In realt a, sfruttando una particolare caratteristica della geometria del sistema
stereoscopico,  e possibile eettuare la ricerca del punto omologo in uno spazio mo-
nodimensionale. Infatti, come mostrato nella gura seguente, gli omologhi di tutti i
punti dello spazio che potrebbero risultare proiezione nello stesso punto q del piano
immagine πl, punto p proiezione di P o lo stesso punto q proiezione di Q giacciono
sulla retta generata dall'intersezione tra il piano immagine πl e il piano denominato
piano epipolare che passa per la retta OlQr e i due centri ottici Ol e Or. Tale vinco-
lo, denominato vincolo epipolare, consente di limitare lo spazio di ricerca dei punti
omologhi ad un segmento di retta semplicando considerevolmente il problema delle
corrispondenze sia da un punto di vista della complessit a algoritmica sia per quanto
concerne la correttezza della soluzione. Si fa notare che il problema delle corrispon-
denze non necessariamente ha soluzione: infatti a causa della diversa posizione delle
telecamere che compongono un sistema di visione stereoscopico nello spazio  e pos-
sibile che un punto non risulti proiettato su tutti i piani immagini delle telecamere.
In tal caso il problema delle corrispondenze non ha soluzione e non  e possibile deter-
minare la distanza del punto esaminato dalle telecamere (occlusioni). Un sistema di
visione stereoscopico  e completamente caratterizzato mediante i parametri intrinseci
ed estrinseci. I primi consentono di denire la trasformazione che mappa un punto
dello spazio 3D nelle coordinate del piano immagine di ogni telecamera e risultano
le coordinate relative al piano immagine del principal point (punto di intersezione
tra il piano immagine e la retta ortogonale al piano immagine stesso passante per1.5 StereoVision, Lidar e Ruler 13
il centro ottico), la distanza focale, ed eventualmente altri parametri che descrivo-
no altre caratteristiche del sensore (distorsione delle lenti, forma dei pixels, etc). I
parametri estrinseci rappresentano le posizioni di ogni telecamera rispetto ad una
sistema di riferimento noto.
Figura 1.11: Vincolo Epipolare
La determinazione dei parametri intrinseci ed estrinseci, ottenuta mediante la
procedura di calibrazione, consente quindi di descrivere completamente il sistema
stereoscopico ed in particolare di inferire informazioni relative alle coordinate dei
punti nello spazio mediante la triangolazione di punti omologhi.14 Ambiente di lavoro
Figura 1.12: Immagine in forma standard
La conoscenza dei parametri intrinseci ed estrinseci consente anche di trasfor-
mare le immagini acquisite dal sistema stereoscopico al ne di produrre un sistema
virtuale nel quale i piani immagine delle telecamere giacciono sullo stesso piano e nel
quale la ricerca dei punti omologhi avviene esaminando le medesime righe nei diver-
si piani immagine. Tale congurazione del sistema stereoscopico ottenuta mediante
una procedura denominata retticazione  e mostrata in gura 1.12 Immagini in for-
ma standard. Osservando la gura si pu o notare come il sistema risultante dopo
la retticazione risulti composto da due piani immagine virtuali l e r giacenti sullo
stesso piano. Le immagini stereoscopiche ottenute da una sistema retticato sono
denominate immagini in forma standard. Si pu o osservare inne che nelle immagini
in forma standard i piani xy dei sistemi di riferimento centrati nei centri ottici delle
due telecamere sono complanari.
I passi per risalire alle coordinate dei punti dello spazio mediante un sistema di
visione sono calibrazione, acquisizione, retticazione, matching stereo, trinagolariz-
zazione.
Per concludere la panoramica sulla stereovisione una della possibili applicazioni
di questa tecnica consiste nel 3D people counting and tracking. Di seguito c' e
un'immagine d'esempio.1.5 StereoVision, Lidar e Ruler 15
Figura 1.13: Esempio di 3D peolple counting and tracking
1.5.2 Lidar
LIDAR acronimo di Light Detection and Ranging o Laser Imaging Detection and
Ranging  e una tecnica di telerilevamento che permette di determinare la distanza
di un oggetto o di una supercie utilizzando un impulso laser. Come per il radar,
che al posto della luce utilizza onde radio, la distanza dell'oggetto  e determinata
misurando il tempo trascorso fra l'emissione dell'impulso e la ricezione del segnale
retrodiuso. La sorgente di un sistema LIDAR  e un laser, ovvero un fascio coerente
di luce ad una ben precisa lunghezza d'onda, che viene inviato verso il sistema da
osservare. La tecnologia Lidar ha applicazioni in geologia, sismologia, rilevamento
remoto e sica dell'atmosfera.
Il lidar usa lunghezze d'onda ultraviolette, nel visibile o nel vicino infrarosso; que-
sto rende possibile localizzare e ricavare immagini e informazioni su oggetti molto
piccoli, di dimensioni pari alla lunghezza d'onda usata. Perci o grazie a queste carat-
teristiche il lidar  e molto sensibile agli aerosol e al particolato in sospensione nelle
nuvole ed  e molto usato in meteorologia e in sica dell'atmosfera. Anch e un og-
getto ri
etta un'onda elettromagnetica, deve produrre una discontinuit a dielettrica;
alle frequenze del radar un oggetto metallico produce una buona eco, ma gli oggetti
non-metallici come pioggia e rocce producono ri
essioni molto pi u deboli, e alcu-
ni materiali possono non produrne aatto, risultando a tutti gli eetti invisibili ai
radar. Questo vale soprattutto per oggetti molto piccoli come polveri, molecole e
aerosol. I laser forniscono una soluzione a questi problemi: la coerenza e densit a del
fascio laser  e ottima, e la lunghezza d'onda  e molto pi u breve dei sistemi radio, e
pu o andare dai 10 micron a circa 250 nm. Onde di questa lunghezza d'onda sono
ri
esse ottimamente dai piccoli oggetti, con un comportamento detto retrodiusio-
ne; il tipo esatto di retrodiusione sfruttato pu o variare: in genere si sfruttano la
diusione Rayleigh, la diusione Mie e la diusione Raman, oltre che la 
uorescenza.
Le lunghezza d'onda dei laser sono ideali per misurare fumi e particelle in sospen-
sione aerea, nuvole e molecole nell'atmosfera. Un laser ha in genere un fascio molto
stretto, che permette la mappatura di caratteristiche siche con risoluzione molto16 Ambiente di lavoro
alta, paragonata a quella del radar. Inoltre molti composti chimici interagiscono pi u
attivamente con le lunghezze d'onda del visibile che non con le microonde, permet-
tendo una denizione anche migliore: con adatte combinazioni di laser permettono
la mappatura remota della composizione dell'atmosfera rilevando le variazioni del-
l'intensit a del segnale di ritorno in funzione della lunghezza d'onda.
In genere ci sono due tipi di sistemi lidar: lidar a microimpulsi e lidar ad alta
energia. I sistemi a microimpulsi sono stati sviluppati recentemente, come risultato
della sempre crescente potenza di calcolo disponibile e dei progressi nella tecnologia
dei laser. Questi nuovi sistemi usano potenze molto basse, dell'ordine di un watt, e
sono spesso completamente sicuri. I lidar ad alta energia invece sono comuni nello
studio dell'atmosfera, dove sono impiegati per il rilevamento di molti parametri at-
mosferici come altezza, straticazione e densit a delle nubi e propriet a del particolato
che contengono temperatura, pressione, umidit a, venti, concentrazioni di gas traccia.
Un lidar  e composto dai seguenti sistemi: Laser, Scanner e ottica, Ricevitore ed
elettronica, Sistemi di localizzazione e navigazione.
Figura 1.14: Schematizzazione Lidar
1.5.3 Ruler
Questa sezione  e dedicata alla spiegazione del metodo e delle apparecchiature
utilizzate durante tutto il progetto per la scansione delle immagini 3D. L'apparecchio
utilizzato  e fabbricato dall'azienda SICK IVP con sede in Wallenbergs gata 4 SE-
583 35 Link oping Sweden. Le informazioni utilizzate per scrivere questa sezione sono
state ricavate dal sito aziendale Sick e da [2].La Sick produce moltissimi sensori a1.5 StereoVision, Lidar e Ruler 17
seconda degli scopi desiderati. Al nostro ne interessano i sensori di visione o pi u
precisamente le 3DCamera. Sick ore 2 scelte principali ovvero Ranger e Ruler.
Figura 1.15: SICK Ranger e Ruler Cameras
Le due scelte fondamentalmente utilizzano lo stesso principio e matematica ma
come si pu o vedere nella gura seguente Ranger ed il Laser sono due oggetti si-
camente separati mentre per il Ruler sono prodotti gi a dalla fabbrica in un pezzo
unico.
Figura 1.16: Ruler Cameras
Data la possibilit a per il Ranger di poter scegliere la congurazione Camera-
Laser, Sick ore queste possibili congurazioni a seconda delle necessit a o preferen-
ze.18 Ambiente di lavoro
Reverse Odinary
(a) Reverse Ordinary a. (b) Reverse Ordinary b.
Figura 1.17
Ordinary Geometry
(a) Ordinary Geometry a. (b) Ordinary Geometry b.
Figura 1.181.5 StereoVision, Lidar e Ruler 19
Specular Geometry
(a) Specular Geometry a. (b) Specular Geometry b.
Figura 1.19
Look-away
Figura 1.20: Ruler Cameras
A seconda della congurazione geometrica scelta ovviamente cambier a la geome-
tria e la risoluzione. In eetti per esempio la risoluzione lungo l'asse Z cambier a a




Data una congurazione di base come detto in precedenza il sistema  e composto
da una particolare camera 3D e da un laser. Il laser proietta semplicemente un
fascio nell'oggetto da analizzare. Questo ha l'unica particolarit a di dover essere per-
pendicolare al piano per rendere pi u semplici i calcoli geometrici. La camera invece
ha al suo interno un sensore che le permette di trovare il fascio laser. Questa ope-
razione viene eseguita in modo particolare. Ovvero, ogni immagine rilevata dalla
Camera viene divisa in colonne verticali ed analizzate in parallelo. Il sistema inter-
no della camera rileva il punto del laser in ogni singola colonne con diverse possibili
tecniche che verranno illustrate in seguito. La linea laser produce un picco distinto
di luce su un certo numero di pixel lungo una colonna del sensore e il centro di
questo picco sar a denito come il punto d'impatto.1.5 StereoVision, Lidar e Ruler 21
Figura 1.23: Laser
Esistono 3 tipologie di algoritmo per l'identicazione del laser:
Figura 1.24: Rappresentazione dei metodi22 Ambiente di lavoro
Hi3D
Hi3D  e un algoritmo a medio/alta risoluzione (no a 4 kHz). Utilizza una soglia
per eliminare il rumore di fondo prima di passare alla conversione AD. L'altezza di
risoluzione  e 1/16 di pixel.
Questa  e la tecnica maggiormente utilizzata nei progetti Euclid Labs dato che
garantisce una maggiore precisione.
Figura 1.25: Hi3D
HorThr
L'algoritmo HorThr  e il pi u veloce algoritmo 3D (no a 35 kHz). Per ogni colonna
l'algoritmo cerca il primo punto al di sopra di una certa soglia e successivamente
anche quando torna al di sotto. Questi 2 punti sono considerati l'inizio e la ne
della linea laser. L'algoritmo essere impostato anche per utilizzare due soglie in cui
vengono estratte quattro posizioni.
Figura 1.26: Hor
HorMax
L'algoritmo HorMax lavora ad un velocit a media di max 5 kHz. Per ogni colonna
trova il valore di massima intensit a. Anche in questo caso pu o essere inserita una
soglia per eliminare il rumore di fondo. L'altezza della risoluzione  e di 1 o 1
2 pixel.1.5 StereoVision, Lidar e Ruler 23
Figura 1.27: Max
Figura 1.28: Geometry
Oltre alle precedenti tecniche c' e un'altro algoritmo utilizzato per scopi partico-
lari. Ovvero lo Scatter.
Scatter
Lo Scatter rileva il comportamento del laser appena sotto la supercie dell'oggetto.
Lo Scatter  e composto da 2 subcompents, laser diretta (restituisce un cosiddetto
bilancio 2D) e dispersione (banda laterale). Il principio di base sta nel rilevare come
viene ri
essa la luce del laser per capire le particolarit a della supercie. Tale tecnica
ci permette di analizzare com' e fatta la supercie dell'oggetto. Una della applicazio-
ni fondamentali  e l'analisi del legno per rilevare i punti in cui sono presenti dei nodi.
La potenzialit a di questa tecnologia si pu o apprezzare nelle seguenti illustrazioni.
Nell'immagine di sinistra si ha una normale scansione ottica di una tavola in legno
mentre in quella di destra quella con l'utilizzo dello scatter. Si vede subito come i
nodi del legno vengono evidenziati con delle tonalit a molto scure mentre le venature
molto chiare, questo  e dovuto alla dierente ri
essione della luce.24 Ambiente di lavoro
(a) Scatter 1. (b) Scatter 2.
Figura 1.29
Informazioni generali
A questo punto si sono viste le metodologie attraverso cui il sistema rileva la
posizione del laser. Come gi a detto questo viene eettuato per ogni colonna lungo
la larghezza del fascio laser. Rilevati tutti i punti del laser nelle colonne si ottiene
un prolo dell'immagine. Questa procedura di analisi delle colonne viene eettuata
per ogni prolo. In questo modo a seconda dei parametri iniziali di congurazione,
tra cui la scelta del passo con cui rilevare un nuovo prolo, alla ne di una scansione
si ottengono un certo numero di proli che descrivono l'oggetto scansionato.
Figura 1.30: Proli rilevati
Per quanto riguarda il Ruler utilizzato da Euclid Labs sono commercializzate
solo 3 dimensioni dell'apparecchio ovvero Ruler E 150, Ruler E 600 e Ruler E 1200.
Questi utilizzano la stessa tecnologia ma hanno una campo di lavoro dierente.1.5 StereoVision, Lidar e Ruler 25
Figura 1.31: Tipi di Ruler
Figura 1.32: Tipi di Ruler
Inne si possono riassumere i beneci dell'utilizzo del Ruler Sick con questo
elenco :
1. dati 3D ad alta velocit a,
2. calibrazione in fabbrica,
3. facilit a di installazione ed integrazione,
4. possibilit a di combinazione tra dati di diversi Ruler,
5. libera scelta tra le routine di analisi delle immagini,
6. interfaccia standard, Gigabit Ethernet,
7. custodia robusta,
8. funzionamento garantito anche a basse temperature,
9. buon compromesso qualit a/prezzo.26 Ambiente di lavoro
1.6 Euclid Labs
Figura 1.33: Euclid Labs
Allora stato attuale Euclid Labs lavora gi a con le apparecchiature Sick Ruler ed
eettua gi a il bin-picking di oggetti messi in modo casuale in un pallet. Ma il lavoro
eettuato in questo progetto, come detto in precedenza, lavora sul sistema di vir-
tualizzazione creato da Euclid Labs. Questo mondo virtuale rispecchia esattamente
la realt a e viene utilizzato per eettuare la simulazione dell'operato del robot. I
vantaggi di questa strategia sono molteplici.
1. Possibilit a di eettuare qualsiasi test senza dover arrestare la macchina,
2. Possibilit a di eettuare qualsiasi test senza doversi recare presso il cliente,
3. Possibilit a di testare collisioni tra robot ed ambiente esterno senza rischi.
Fase 1
La prima attivit a del progetto consiste nell'importare il le creato dal Ruler Sick nel
mondo 3D Euclid Labs. Questa operazione non era mai stata eettuata dal persona-
le dell'azienda ma ha portato nuovi vantaggi e risparmi di tempo. Sostanzialmente
il principale vantaggio da questa operazione consiste nel poter visualizzare, all'in-
terno del simulatore, l'oggetto desiderato senza averlo sicamente. Questo aspetto
pu o essere utile in tutti i progetti in quanto per eettuare i test dell'applicazione
c' e bisogno di avere l'immagine che ha rilevato il Ruler. Inoltre poter analizzare in
modo 3D l'immagine scansionata rende pi u facile la comprensione di essa ed ancor
pi u la rilevazione di anomalie nell'acquisizione.
Fase 2
La fase successiva consiste nel simulare la scansione dell'oggetto direttamente all'in-
terno del mondo 3D. Ovvero la creazione di un piano di lavoro dove si pu o collocare1.6 Euclid Labs 27
un qualsiasi oggetto importabile dal simulatore ed una guida dove scorrono il laser
e la telecamera. Lo scopo di tale algoritmo  e di ottenere in uscita di esso un le
contenente le stesse informazioni che si sarebbe ottenute eettuano la scansione del-
l'oggetto vero con il Ruler vero.
Anche questa attivit a ha numerosi vantaggi in quanto il cliente che commissiona
il robot sicuramente  e in possesso dei disegni tridimensionali degli oggetti con cui
andremo a lavorare. Questi potranno essere in diversi formati tra cui CAD3D, stl,
vrml, etc ma sicuramente non avranno la scansione del Ruler. Alla luce di ci o, no
a prima dei risultati di questo progetto, Euclid Labs era costretta a farsi spedire dei
pezzi campione per fare delle scansioni con il Ruler oppure, se gli oggetti sono intra-
sportabili, recarsi direttamente dal cliente per acquisire l'immagine. Mentre, come
gi a detto, alla conclusione del progetto  e possibile farsi spedire dal cliente il modello
tridimensionale dell'oggetto in uno dei svariati formati acquisibili dal simulatore.
Posizionare l'oggetto importato nel piano di lavoro simulato del Ruler, lanciare la
scansione ed in uscita otterremo lo stesso le che avremo ottenuto recandoci sica-
mente dal cilente. Inoltre con tale approccio  e possibile eettuare qualsiasi tipo di
test, variando la posizione dell'oggetto o altre preferenze in qualsiasi momento.
Riassumendo i vantaggi che si suppone di avere alla ne del progetto:
1. Possibilit a di visualizzare all'interno del simulatore l'immagine crea-
ta dal Ruler,
2. Avendo l'immagine all'interno del simulatore si possono identicare
eventuali anomalie della scansione in modo molto agevole,
3. Possibilit a di eettuare la scansione di un oggetto che non abbiamo
sicamente,
4. Evitare di doversi recare dal cliente o di farsi spedire l'oggetto
desiderato,
5. Possibilit a di fare un numero di test a piacere, variando speciche
dell'oggetto, a costo zero ed in qualsiasi momento,
6. Possibilit a di eettuare qualunque test senza dover arrestare la mac-
china.28 Ambiente di lavoro2
Importazione del le Ruler
Obiettivo: importare nel simulatore 3D creato da Euclid Labs il le dato in
uscita dal Ruler Sick
In questo capitolo si proceder a con la spiegazione dell'importazione del le dato
in uscita dal Ruler Sick nel mondo 3D di simulazione creato da Euclid Labs. Uno dei
punti di forza dell'azienda consiste nell'aver sviluppato proprio questo software di
simulazione 3D con il quale si possono eseguire i test di funzionamento dell'impianto
robot desiderato.
(a) Mondo3D situazione base. (b) Mondo3D con applicazione robot.
Figura 2.1
Per l'ideazione delle scelte eettuate lungo il capitolo sono stati letti numerosi
paper tra cui : [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19]. In seguito
saranno precisati i paper da cui sono stati evidenziati particolari interessanti.
Al giorno d'oggi sempre pi u impianti robot vengono ampliati con un sistema di visio-
ne 3D. Euclid Labs principalmente installa la camera 3D Ruler Sick.Infatti si  e resa
molto utile la possibilit a di poter importare nel simulatore 3D l'immagine generata
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dal Ruler.
Per poter eettuare questa operazione  e stato fondamentale capire come  e struttu-
rato il le dato dal Ruler e come si deve costruire l'immagine nel mondo 3D. Per
quanto riguarda il le di ingresso  e costituito da numerose informazioni ma al ne
del progetto  e suciente la lista di punti descritti dalle coordinate (x,y,z), il numero
di punti in ogni riga ed in ogni colonna. Mentre in uscita si dovr a creare una mesh
con la struttura richiesta dal sistema ed importarla nel simulatore.
Figura 2.2: Passi da eettuare per l'Import
In particolare il costruttore della mesh utilizzato  e il seguente :
public Mesh(int numFaces, int numV ertices, MeshFlags options, V ertexFormats
vertexFormat, Devicedevice);
Per la costruzione di tale struttura partendo dalla lista dei punti  e richiesto un
lavoro approfondito e suddiviso in pi u parti. Inoltre tale metodo deve essere pro-
gettato in modo da poter funzionare con qualsiasi dimensione dell'immagine, ovvero
deve essere progettato in modo totalmente generale.
Nell'algoritmo, la chiamata al metodo  e eettuata nel modo seguente.
m = new Mesh(totfaces, totfaces  3, mf,
CustomV ertex.PositionNormalTextured.Format, device);
Come si  e pu o vedere nella chiamata del metodo Mesh il formato dei vertici  e del tipo
CustomVertex.PositionNormalTextured.Format. Questo particolare formato, come
si vede in seguito, richiede numerosi parametri :
PositionNormalTextured(float xvalue, float yvalue, float zvalue, float nxvalue,
float nyvalue, float nzvalue, float u, float v).
1. xvalue : Posizione lungo l'asse x del punto
2. yvalue : Posizione lungo l'asse y del punto2.1 Estrazione dati dal le 3db 31
3. zvalue : Posizione lungo l'asse z del punto
4. nxvalue : Componente x della normale del punto
5. nyvalue : Componente y della normale del punto
6. nzvalue : Componente z della normale del punto
7. u : Componente u della texture
8. z : Componente z della texture
2.1 Estrazione dati dal le 3db
Per arrivare al ne richiesto ci sono numerosi passi da eettuare. Il primo di
tutti consiste nell'estrazione dal le 3db delle informazioni desiderate. Durante la
progettazione del sistema  e stata introdotta anche la possibilit a di scegliere a priori se
si desidera importare solo una parte dell'immagine. Invece di importarla per intero
e poi visualizzare solo la parte di interesse, in questo caso, si  e scelto di caricare solo
la parte desiderata ottenendo un sistema pi u eciente. I parametri che si possono
scegliere sono i seguenti :
1. full image = false o true : con questo parametro si scegliere se si desidera
importare l'immagine intera oppure no
2. Row Limited : il numero di righe che si vogliono prendere in esame se non si
usa il le intero
3. rowStart : indice della riga iniziale da cui acquisire
4. Col Limited : il numero di colonne che si vogliono prendere in esame se non si
usa il le intero
5. colStart : indice della colonna iniziale da cui acquisire
I dati estratti vengono salvati in una matrice data[], a cui ogni riga corrispon-
de un punto dell'immagine e nelle colonne abbiamo le componenti x, y e z che
dal le vengono estratte con i rispettivi comandi Read3db.x[i], Read3db.id[rigaI],
Read3db.range[i]. I valori della x e della z vengono chiamati con l'indice del punto
mentre per la y rimane uguale per un'intera riga di lettura.
Essendoci la possibilit a di poter scegliere il tipo di incremento del parametro riga
I, si pu o anche eettuare un'acquisizione non ad ogni riga ma ad un determinato
multiplo desiderato.
Mentre a seconda delle restrizione desiderate per il numero di colonne e di righe il
sistema imposta la variabile i corretta. In uscita avremo una matrice contenente le
coordinate di tutti i punti da visualizzare rispettanti i canoni desiderati.32 Importazione del 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2.2 Eliminazione dei punti buchi
Dall'analisi dei dati estratti si  e avuto conferma che il Ruler Sick non acquisisce
tutti i punti correttamente ma se riscontra qualche anomalia setta tale punto a
(0,0,0). A questo riguardo  e stata inserita la possibilit a di eliminare o non eliminare
i buchi impostando una variabile deletehole a true oppure a false. La procedura di
eliminazione  e composta dai seguenti passi:
1. eliminare i buchi nella prima riga
2. eliminare i buchi nell'ultima colonna
3. eliminare i buchi nei punti rimanenti
Questa sequenza  e indispensabile per com' e stato ideato il sistema di eliminazione.
Se la prima riga e l'ultima colonna non sono prive di buchi l'algoritmo non porter a
il risultato nale desiderato.
In particolare per l'eliminazione dei buchi nel corpo centrale si segue questa logica.
Ovvero si sovrascrivono i punti buchi con la media dei valori dei punti vicini.
1. Scorrere i punti dal primo verso l'ultimo no a quando si trova un buco,
2. Conteggiare se anche i punti successivi sono dei buchi incrementando nFind,
3. Quando si trova il primo punto corretto si modicano i valori dei buchi trovati
in questo modo:
4. a) preX = Valore della x del punto precedente al buco,
5. b) postX = Valore della x del punto precedente al buco,
6. c) incrX = (postX - preX) / (nFind + 1),
7. d) preZ = Valore della z del punto precedente al buco,
8. e) postZ = Valore della z del punto precedente al buco,
9. f) incrZ = (postZ - preZ) / (nFind + 1),
10. g) per ogni punto dove  e stato trovato il buco cio e for (int k = (i - nFind); k <
i; k++),
11. g1) data[k, 0] = data[k - 1, 0] + incr,
12. g2) data[k, 2] = data[k - 1, 2] + incrZ..
Eliminati i buchi presenti nei dati originali si  e in possesso di una lista di punti,
tutti signicativi, perci o si procede con la creazione della mesh.2.3 Creazione Mesh 33
Figura 2.3: Scorrimento griglia
2.3 Creazione Mesh
Ora si procede con la creazione della Mesh utilizzando la matrice dei punti estrat-
ti data[] ed il numero di colonne Col Mesh impostato a seconda delle preferenze scelte
in precedenza. La chiamata che ritorna la Mesh  e la seguente :
Mesh m = CreateMeshFromData3db(Col Mesh,data,device,scale,out adjacency,
out materials def,out materials,out textures);
All'interno di questo metodo viene creata la struttura interna della Mesh. Il pri-
mo passo eettuato  e la creazione del CustomV ertex.PositionNormalTextured[]
out vertexbuffer. Per eettuare questa operazione bisogna capire a pieno com' e
strutturato l'immagine. Ovvero si  e in possesso della lista di punti che identica-
no l'immagine ma in realt a questa pu o essere visualizzata come una sequenza di
tantissime facce aancate, nel nostro caso dei triangoli.
(a) Struttura STL. (b) Visualizzazione STL.
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Nel nostro caso si  e agevolati dato che il numero di punti per riga e per colonna
sono ssi, perci o si lavora con una sorta di griglia. La prima cosa da eettuare  e
l'indicizzazione generica di tutti i punti, ed eettuato ci o si pu o passare alle facce.
Ragionando con facce triangolari, va considerato che ogni tre punti vicini vi sar a un
triangolo. A noi in particolare interessa la normale di queste facce. Perci o  e stato
creato un metodo che dato in ingresso la lista dei vertici data[], ed il numero di
righe e colonne, indicizza tutti i punti in modo da formare i triangoli e ne calcola la
relativa normale.
Per popolare la Mesh non sono necessarie le normali delle facce triangolari ma le nor-
mali dei vertici. La normale di un vertice pu o essere ottenuta semplicemente grazie
alla normale delle facce che hanno come uno dei tre vertici quello in esame. Anche
questa operazione va eettuato con attenzione in quanto vanno indicizzati tutti i
vertici e le facce in modo generale. Questo va eettuato in quanto non siamo a co-
noscenza delle dimensioni dell'immagine con cui andremo a lavorare. In particolare
tale operazione va divisa in base alla posizione dei vertici perch e oltre a variare l'in-
dice delle facce vicine da prendere in considerazione varia anche il numero delle facce.
Di seguito sono elencate le generalizzazioni scoperte durante la progettazione.
1. Il primo vertice in basso a sinistra ha la normale della prima faccia,
2. I vertici centrali della prima riga usano le 3 facce di cui fanno parte,
3. L'ultimo vertice della prima riga usa le ultime due facce della prima riga,
4. I vertici della prima colonna usano le due facce di cui fanno parte della riga
sotto e una faccia della riga sopra,
5. I vertici dell'ultima colonna usano una faccia della riga sotto e due di quella
sopra,
6. I vertici centrali al corpo usano le 6 facce di cui fanno parte,
7. Il primo elemento dell'ultima riga usa le prime due facce dell'ultima riga,
8. I vertici centrali dell'ultima riga usano le tre facce di cui fanno parte,
9. L'ultimo vertice in alto a destra ha la normale dell'ultima faccia.2.3 Creazione Mesh 35
Figura 2.5: Indicizzazione Facce
Come si  e visto i casi e le particolarit a sono numerose ma  e essenziale che ci o
sia stato eettuato in questo modo per ottenere la lista dei vertici con le relative
normali. Ovviamente sono stati creati dei metodi per il calcolo della normale di un
vertice partendo dalla normale di 2 facce, 3 facce oppure 6 facce vicine, ovvero i casi
che si sono riscontrati necessari. Ora si pu o procedere con l'inserimento dei vertici
nel V ertex Buffer nel modo seguente :
vertexbuffer.Add(new CustomV ertex.PositionNormalTextured((float)vertices[
i].X  scale, (float)vertices[i].Y  scale, (float)vertices[i].Z  scale, (float)norm
al vertex[i].X, (float)normal vertex[i].Y, (float)normal vertex[i].Z, 0, 0));
Popolato il V ertex.Buffer va creato l'I′intex Buffer. L'I′intex Buffer con-
siste nell'indicizzazione di tutti i vertici a tre a tre per formare i triangoli che visua-
lizzaranno l'immagine nale. In particolare vanno salvati gli indici in questo modo :
1. out indexbuer[0] : indice 1 della faccia 1
2. out indexbuer[1] : indice 2 della faccia 1
3. out indexbuer[2] : indice 3 della faccia 1
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5. out indexbuer[4] : indice 2 della faccia 2
6. out indexbuer[5] : indice 3 della faccia 2
7. out indexbuer[...] : ...
8. out indexbuer[(nRow * nFaceRow * 3)-1] : indice 3 della faccia nFaceTot
Una cosa a cui porre attenzione, come appena visto,  e di salvare gli indici delle
facce il ordine antiorario, in questo modo il sistema interpreta la normale verso l'altro
e di conseguenza che  e una faccia esterna dell'oggetto.
Figura 2.6: Orientazione Facce
Anche in questo caso, come per la creazione del V ertex Buffer  e stato creato
tutto in modo generico e suddiviso per posizione delle facce. Non verranno precisati
i dettagli dato che il concetto  e simile alla creazione del V ertex Buffer. Creato il
V ertex Buffer ed l'IndexBuffer rimane da costruire l' out materialbuffer ma
nel nostro caso non  e di particolare interesse perci o lo lasciamo generico.
Qui di seguito  e stata inserita inserita l'ultima parte di codice per creare e
popolare la Mesh dopo aver elaborato tutto quello che e stato descritto in precedenza.
Listato 2.1: Caricamento Mesh
% ==========================================================================
AttributeRange [ ] attributerange = CreateAttributeRange ( indexbuffer ) ;
MeshFlags mf;
mf = MeshFlags . Managed | MeshFlags . Use32Bit ;
int totfaces = indexbuffer . Length / 3;
m = new Mesh( totfaces , totfaces ∗ 3 , mf , CustomVertex . PositionNormalTextured .
Format , device ) ;
m. SetVertexBufferData ( vertexbuffer , LockFlags . None) ;
m. SetIndexBufferData ( indexbuffer , LockFlags . None) ;
m. SetAttributeTable ( attributerange ) ;
% ==========================================================================
2.4 Applicazione
Tutte le funzionalit a descritte no ad ora sono state inglobate in un pulsante
nell'applicazione nale, pulsante 3db. Oltre a questa funzionalit a principale sono
state inserite nel pannello dei comandi anche ulteriori funzionalit a.2.5 Esempi 37
(a) comandi 1. (b) comandi 2.
Figura 2.7
Come si pu o notare c' e il pulsante 3db che importa il le 3db corrispondente al-
l'indirizzo indicato nello spazio sottostante. Mentre il pulsante 1/2 3db ci permette
di dimezzare il numero di punti presenti in un le indicato nella riga input che viene
salvato nel le 3db indicato nella riga output.
Mentre la seconda parte dei comandi ci permette di importare alcune gure di base,
sfera, cubo, cubo ruotato,cilindro oppure  e stata inserita la possibilit a di importare
un altro tipo di le, vrml, inserendo l'indirizzo nello spazio sottostante.
2.5 Esempi
Con ci o si pu o ritenere suciente la spiegazione delle parti cruciali del carica-
mento di un le 3db, della successiva elaborazione di esso per creare la Mesh e la
visualizzazione dell'immagine nel mondo 3D creato da Euclid Labs. Qui di seguito
sono stai inseriti degli esempi per attestare la buona riuscita di quanto detto no ad
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Figura 2.8: Esempio 1, Import totale di un le
Figura 2.9: Esempio 1, Import limitato nelle righe2.5 Esempi 39
Figura 2.10: Esempio 1, Import limitato nelle righe
Figura 2.11: Esempio 2, Import limitato nelle colonne
Questa nuova possibilit a di visualizzare in modo 3D le immagini scannerizzate
dal Ruler Sick ci pu o permettere anche di rilevare con maggiore semplicit a eventuali
anomalie. Ovvero si potrebbero visualizzare delle particolarit a che permettono di40 Importazione del le Ruler
identicare la causa di un problema. Per esempio, come visualizzato in seguito, si
possono vedere delle fasce non regolari simili ad un eetto fontana lungo il bordo
del piano dove sono appoggiati gli oggetti. Questo  e dovuto al fondo del piano fatto
di un materiale ri
ettente. Di conseguenza la camera rileva i punti lungo il bordo
in modo anomalo. Mentre come si pu o apprezzare dall'immagine l'oggetto in esame
 e stato comunque rilevato in modo eccellente.
Figura 2.12: Esempio 3, Import con problema base ri
ettente
Figura 2.13: Esempio 3, Import oggetto rilevato correttamente3
Simulazione Ruler Sick
Obiettivo: simulare il comportamento del Ruler Sick.
Riassumendo lo stato attuale, a questo punto, grazie al lavoro eseguito no ad
ora si  e in grado di importare nel mondo 3D un le di tipo 3db costruendo l'immagine
con una mesh. Il passo successivo del progetto consiste nel simulare il comportamen-
to del Ruler all'interno del mondo 3D. Cio e di creare un'applicazione che permetta
di eettuare una scansione simulata dell'oggetto ottenendo gli stessi risultati che
avremo ottenuto con l'utilizzo del vero Ruler e del vero oggetto da analizzare.
3.1 Ambiente di simulazione Ruler
Come appena detto il ne di questa parte del progetto  e quella di simulare il
comportamento del Ruler. Perci o la prima cosa da fare  e di creare un ambiente di
lavoro che sia simile a quello reale. Ci o  e stato eettuato creando diversi oggetti
all'interno del simulatore e dando la possibilit a di personalizzare alcuni parametri.
Per quanto riguarda gli aspetti visibili nell'ambiente :
1. E' stato creato un piano di lavoro dove viene situato l'oggetto in esame, questo
 e il livello entro il quale successivamente il laser e la camera eettueranno la
scansione,
2. E' stata creata una guida dove scorreranno il laser e la camera,
3. Sono stati creati degli oggetti che rappresentano la camera ed il laser,
4. E' stata creata una linea rossa lungo il piano di lavoro che identica la posizione
in cui il laser sta proiettando il fascio e la camera sta eseguendo la scansione,
5. E' stato creato un eetto di animazione di scorrimento del laser, camera e linea
laser man mano che vengono eseguiti la scansione ed i calcoli,
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6. Lungo la guida di scorrimento vengono stampati dei marcatori gialli nel punto
esatto in cui avviene la scansione.
Figura 3.1: Situazione base
Mentre per quanto riguarda i parametri che si possono scegliere a seconda delle
esigenze del caso sono state create le seguenti personalizzazioni :
(a) Parametri 1. (b) Parametri 2.
Figura 3.2
1. num read Y : numero di letture lungo l'asse Y, cio e la direzione dello scorri-
mento,
2. num read X : numero di letture lungo l'asse X, cio e il ventaglio del laser,3.1 Ambiente di simulazione Ruler 43
3. dist Floar Pick : distanza tra il piano di lavoro e la guida dove lavorano laser
e camera,
4. Pick length : lunghezza del piano di lavoro,
5. xWidthPick : larghezza del piano di lavoro,
6. dist Laser Camera : distanza che intercorre tra la posizione della Camera e
del Laser.
Riguardo la distanza tra il laser e la camera  e preferibile dare qualche precisazione
in quanto presenta degli aspetti particolari. Variando tale parametro si varia la
geometria dell'acquisizione ovvero dato che il laser proietta un fascio e la camera
rileva dove questo colpisce l'oggetto, a seconda della posizione varia l'angolo tra i
due. Il variare di quest'angolo principalmente porta alla variazione del numero di
punti oscuri dell'oggetto. Ci o dipende anche dalla conformazione dell'oggetto, ma
nella gran parte dei casi, maggiore  e l'angolo tra i due, maggiore sar a la quantit a di
punti nascosti.
Figura 3.3: Con punto nascosto
Figura 3.4: Punto visibile
Progettato tutto ci o che riguarda l'ambiente di lavoro e le varie possibilit a di
personalizzazione di questo si passa alla vera e propria spiegazione della scansione
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3.2 Pick
Essendo a conoscenza di tutti i parametri della scansione si  e a conoscenza della
dimensione di una riga e di quante letture vanno eettute lungo ad essa. Perci o si
pu o ricavare la distanza tra una letture e l'altra. Allo stesso modo si pu o ragionare
anche per le colonne, cio e siamo a conoscenza di quante letture andremo ad eetture
lungo la scansione e la lunghezza del piano perci o possiamo ricavare la distanza tra
un prolo ed il successivo.
Figura 3.5: Esempio scansione proli
Avendo queste informazioni abbiamo una griglia composta da punti in una pre-
cisa posizione. Ogni punto corrisponde alla direzione verso cui verr a eettuata la
singola lettura. Infatti per ognuno di questi punti viene eettuata la seguente chia-
mata a metodo :
distPick = doPick optimized(′′oggetto in esame′′, xPickStart, yPosPick,
zPickStart, xDirPick, yDirPick, zDirPick);
Il metodo richiede di conoscere : l'oggetto in esame nel formato
EuclidLabs.World.el3DMeshObjec, le tre coordiante che rappresentano la posizio-
ne del laser e tre per la direzione del laser. A questo punto chiamando il metodo :
s.Pick(rayPos,rayDir,outdist);
Con rayPos e rayDir costituiti da due dati di tipo Vector3D restituisce la distanza
che intercorre tra il laser e il punto in cui il raggio del laser interseca l'oggetto in
esame. Mentre se il raggio dovesse arrivare al livello del piano senza intersecare
l'oggetto il metodo restituisce un valore di distanza -1.
A questo punto si  e in possesso della distanza tra laser ed oggetto ma non le coor-
dinate del punto, perci o entra in gioco un po' di trigonometria. Osservando la
successiva immagine si comprende subito la motivazione di questo problema. Ci o si
verica in quanto  e stata data una posizione ed una direzione per eseguire il pick ma
l'intersezione con l'oggetto  e avvenuta prima di arrivare al livello del piano di lavoro.
Perci o vanno calcolate coordinate x e z dell'intersezione mentre la coordinate y non3.2 Pick 45
ha subito variazioni dato che  e costante lungo tutto il prolo. Per comprendere al
meglio la problematica osservare la seguente illustrazione pu o essere di aiuto.
(a) Pick Laser 1. (b) Pick Laser 2.
Figura 3.6
Come gi a detto in precedenza, analizzando il caso generale del pick, esso viene
eettuato con la direzione che parte dal Laser e va verso il punto B. In questo modo
La distanza tra il punto B ed il punto D rispecchia la suddivisione equidistante lungo
la larghezza del prolo. Ma dato che il Pick ha intersecato l'oggetto nel punto A va
calcolata la reale coordinata x del punto di intersezione. Si consideri che la distanza
rilevata tra il Laser e l'intersezione con l'oggetto cio e il punto A  e stata nominata con
distPick e ci viene fornita come risultato della chiamata del metodo Pick. Mentre
la realX  e la lunghezza del segmento CD.
realX = distPick  sen(α) (3.1)
Ora si pu o calcolare la reale coordinata z.
zPick = zPickStart   (
√
(distPick2   realX2)); (3.2)
Ottenuti tali risultati si possono salvare le coordinate reali del punto trovato.
Listato 3.1: Salvataggio coordinate punto
===========================================================================
MatPick [ r MatPick , 0] = xPickStart + realXPick ;
MatPick [ r MatPick , 1] = yPosPick ;
MatPick [ r MatPick , 2] = zPick ;
r MatPick++;
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In questo modo si sono ottenute le coordinate di tutti i punti in cui si  e rileva-
ta l'intersezione del laser con l'oggetto ed i punti in cui  e giunti no al piano di lavoro.
Durante la fase di sviluppo  e stata ideata ed inserita la possibilit a di stampare
tutti i punti trovati. Ma se questo non  e desiderato il sistema procede con la fase
successiva.
3.3 Punti visibili dalla camera
In questa nuova fase si eettua il test dei punti che sono realmente visibili dalla
camera e quelli che sono nascosti. Il concetto  e stato chiarito in precedenza ma ora
si proceder a ad illustrare la strategia adottata per raggiungere questo obiettivo.
Figura 3.7: Punti visibili
Essendo a conoscenza delle coordinate x,y,z del Laser, della Camera e del Punto
in esame si possono calcolare gli angoli α e β. In base a ci o si pu o procedere con il
calcolo delle direzioni del segmento che congiunge la Camera con il punto in esame.
Calcolate xDirPick, yDirPick, zDirPick si hanno i parametri necessari per eet-
tuare il calcolo successivo, ovvero si esegue un'altra operazione di Pick dell'oggetto
ma con questa chiamata.
distPick = doPick optimized(′′oggetto in esame′′, (int)Camera.X, (int)Camera.Y,
(int)Camera.Z, xDirPick, yDirPick, zDirPick);3.3 Punti visibili dalla camera 47
Grazie a tale istruzione si ottiene la distanza che intercorre tra la camera ed il
punto trovato. Nominiamo questo valore come Distanza effettiva tra punto e camera.
Quanto trovato no ad ora non  e suciente per raggiungere lo scopo desiderato.
E' necessario calcolare anche la distanza teorica tra la Camera ed il Punto utilizzando
i valori trovati precedentemente.
1. Pt Cam X : distanza tra il Punto e la Camera lungo l'asse x, MatPick[i,0] -
Camera.X
2. Pt Cam Y : distanza tra il Punto e la Camera lungo l'asse y, MatPick[i,1]-
Camera.Y
3. Pt Cam Z : distanza tra il Punto e la Camera lungo l'asse z, Camera.Z -
MatPick[i, 2]
4. tolerance : impostata dall'utente
Fissati tali parametri si pu o procedere con la distanza teorica Punto / Camera.
dist Teo =
√
(Pt Cam X2 + Pt Cam Y 2 + Pt Cam Z2) (3.3)
Tutto ci o viene eettuato perch e se la dist Teo e la Distanza effettiva tra punto
e camera sono equivalenti salvo una certa tolerance ssata, il punto  e visibile mentre
se non lo sono il punto  e oscurato.
La motivazione di ci o si pu o spiegare nel seguente modo. Come detto in prece-
denza quando si calcola la distanza tra laser ed oggetto si richiama la funzione Pick
che restituisce la prima intersezione che riscontra con l'oggetto. La stessa cosa viene
eettuata anche con la Camera perci o se la camera trova come prima intersezione
la stessa che aveva trovato il Laser allora il punto  e visibile dalla camera. Nel caso
contrario signica che la funzione Pick della Camera trova un'intersezione con l'og-
getto prima di arrivare al punto desiderato. Perci o il punto identicato dal Laser e
dalla Camera non coincidono.
Come si pu o apprezzare nella seguente coppia di gure si nota che in quella a si-
nistra il punto evidenziato dal Laser e dalla Camera coincidono di conseguenza il
punto  e visibile. Mentre nella gura di destra il Laser va dritto no al piano mentre
la Camera interseca l'oggetto, questa  e la situazione in cui il punto risulta essere
oscurato.48 Simulazione Ruler Sick
(a) Pick punto visibile. (b) Pick punto nascosto.
Figura 3.8
Questa procedura di controllo viene eettuata per tutti i punti identicati dal
Pick del Laser. Giunti a questo punto si  e in possesso di tutti i punti visibili dalla
camera con le relative coordinate (xi,yi,zi). Queste informazioni sono salvate in una
matrice matrix visible[numero punti, 3].
Eettuando un'osservazione, si constata che tali punti rappresentano lungo gli assi
x ed y una griglia completa. Cio e non vi  e un incremento costante nell'asse x ma
comunque rimane costante il numero di punti in ambe due le direzioni. Mentre nella
direzione z i valori dipendono dalla conformazione dell'oggetto analizzato. Pertanto
tale struttura  e costruita nello stesso modo del le 3db che si aveva in ingresso nel
capitolo precedente. Dato che la procedura per l'import del 3db  e stata creata in
modo generico in modo da poter visualizzare correttamente le immagini di qualun-
que dimensione, cio e numero di punti lungo l'asse x ed y generici. E' stata inserita
la possibilit a di visualizzare all'interno del simulatore la collezione dei punti visibili
trovati sfruttando le funzionalit a dell'Import3db creato in precedenza.3.3 Punti visibili dalla camera 49
Per attestare il corretto funzionamento, di seguito  e stato inserito un esempio di
scansione con le relative annotazioni. Inizialmente, nella situazione di base, erano
presenti il piano di lavoro, la camera, il laser e la guida di scorrimento mentre ora
sono visibili anche i seguenti elementi.
1. Sfera rossa che rappresenta un qualunque oggetto che pu o essere posto sul
piano di lavoro
2. La nuvola di punti visibili ed appartenenti alla sfera
3. L'oggetto ricostruito grazie alle funzionalit a dell'Import3db
Figura 3.9: Esempio esecuzione scansione simulata50 Simulazione Ruler Sick4
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Obiettivo: estrazione delle features dalla cloud of points.
4.1 Identicazione dei bordi
Il lavoro svolto nei capitoli precedenti ci permette di ottenere una nuvola di punti
che descrive la supercie visibile di un oggetto, osservata da una camera che scorre
lungo un supporto. Tali punti sono solo quelli realmente visibili da essa e sono iden-
ticati dalle 3 coordinate (xi,yi,zi).
Quello che verr a descritto di seguito consiste in uno dei punti fondamentali e
complessi del progetto. Per eettuare tali scelte sono stati consultati dierenti pa-
per tra cui i seguenti : [35], [36], [37], [38]. In seguito verranno precisati eventuali
punti cruciali che sono stati ricavati dai paper ma va precisato gi a da ora che non
sono stati utilizzati metodi o algoritmi gi a esistenti ma ognuno dei paper ha dato
un leggero contributo per creare la nuova idea nale. Oltre ai paper appena citati
riguardanti tecniche di line detection sono stati analizzati anche molti altri riguardo
svariate tecniche di tting : [43], [44], [45], [46], [47], [48], [49], [50], [51], [52], [53],
[54]
Partendo da queste informazioni si passa alla fase successiva cio e all'identica-
zione dei punti vicini ai bordi dell'oggetto. Per ricavare tale informazione  e stato
pensato di analizzare tutti i punti visibili ma pi u in particolare si  e studiata la nor-
male di ogni punto. L'idea di fondo di questo algoritmo  e focalizzata in un unico
concetto. I punti appartenenti ad un faccia mantengono la medesima normale men-
tre i punti vicino ad un bordo variano sempre pi u tale valore no ad arrivare a quello
della normale della faccia successiva. In altre parole i punti nell'intorno dei bordi
sono quelli in cui si verica un cambiamento di normale.
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Per eettuare tale test in modo eciente ed ottenendo risultati soddisfacenti si
sono provate dierenti tecniche. Ma la migliore che  e stata trovata  e la seguente.
Si scorre la lista di tutti i punti visibili e per ognuno di essi si esegue il successivo
test della normale. Questo test, come i metodi precedentemente creati,  e stato stu-
diato per funzionare con qualunque dimensione di immagine. La sua prima funzione
 e quella di identicare gli 8 punti pi u vicini di quello in esame. Identicati questi
calcola la dierenza tra la normale del punto in esame e quella di ognuno di essi.
Figura 4.1: Otto punti in esame
Mentre viene calcolata la dierenza ne viene anche identicata quella maggiore
e viene restituita al metodo chiamante.
Terminata questa procedura si ottiene la lista dei punti con un'informazione in pi u,
quale degli otto punti vicini ha la maggiore dierenza di normale ed il suo valore.
A questo punto  e stata inserita una variabile di soglia personalizzabile che viene
utilizzata come ltro. I punti che hanno un vicino con una normale la cui dierenza
 e superiore della soglia sono identicati come punti vicino al bordo in caso contrario
sono considerati punti appartenenti alla faccia.
Dai test eettuati si  e notato che tale metodo funziona ma la precisione di esso
varia a seconda della risoluzione dell'immagine. Ora si motiver a tale aermazione.
Come descritto in precedenza questo metodo analizza la normale degli 8 punti vicini
perci o se l'immagine ha un numero di scansioni per prolo piccolo i punti che verran-
no identicati come vicini al bordo copriranno un'area maggiore perci o il risultato
sar a meno preciso. Mentre pi u si eleva in numero di scansioni pi u si rimpicciolisce
l'area identicata vicino al bordo, ottenendo un risultato pi u accurato.4.1 Identicazione dei bordi 53
(a) scansione 80x80. (b) scansione 90x90.
Figura 4.2
(a) scansione 150x150. (b) scansione 180x180.
Figura 4.3
Riassumendo lo stato attuale, a questo punto, grazie al lavoro eseguito no ad
ora si  e ottenuta una struttura dati con un contenuto molto particolare. Il contenuto
di questa struttura consiste nei punti nell'immediato intorno dei bordi dell'oggetto
in esame. Ognuno di questi punti  e rappresentato da 3 dati che corrispondono alle
sue coordinate tridimensionali nel piano cartesiano. La creazione di questi dati  e
stata illustrata nelle sezioni precedenti, mentre ora inizia una parte fondamentale
dell'intero progetto. Come scritto nel titolo consiste nell'estrazione di features dalla
nuvola di punti. In particolare l'obiettivo  e di individuare gli spigoli, i vertici ed i
cerchi. Per raggiungere tale obiettivo sono stati studiati molti lavori eettuati da
altri ricercatori, ma alla ne di tale attivit a si  e giunti alla conclusione che non ci54 Estrazione Features
sono risultati concreti per questo lavoro. In particolare nel passato sono stati studiati
molteplici casi in 2 dimensioni e con diverse tecniche. Ma per quando riguarda il
3D o ci si riconduce alla situazione del 2D oppure si utilizzano tecniche in cui l'idea
principale  e di muovere l'oggetto da cercare all'interno dell'immagine no a quando
si trova la posizione ideale. Ma questa non  e la strada corretta al ne di questo
progetto.
4.2 Scelta della strada corretta
In seguito alle ricerche eettuale si sono aperte diverse strada per la soluzione
del problema. Ma come si s a, quando si esplorano nuovi terreni non  e per niente
semplice individuare quale sia la via che permette una soluzione corretta e nel tempo
minore. Successivamente a numerosi studi e ragionamenti  e stata scelta la seguente
strategia. E' stato scelto di creare un sistema simile alla conosciutissima Hough
Transform.
La trasformata di Hough  e una tecnica utilizzata nell'elaborazione digitale delle
immagini. I suoi creatori furono Richard Duda e Peter Hart nel 1972 che con ta-
le scoperta permisero il riconoscimento delle linee di un'immagine 2D. Negli anni
successivi Dana H. Ballard riprese in mano tale scoperta che ebbe un nuovo succes-
so grazie alla sua pubblicazione dell'articolo Generalizzazione della trasformata di
Hough per il riconoscimento di forme arbitrariamente denite.
Per lo studio e l'approfondimento della Hough Transform sono stati analizzati molti
paper tra cui : [20], [21], [22], [23], [24], [25], [26], [27]. Ora vediamo in cosa consiste
tale tecnica.
Partendo da quello che dobbiamo trovare, cio e l'equazione generale di una retta
:
y = mx + c (4.1)
Lo scopo della Hough Transform  e quello di trovare i parametri (m,c) che iden-
ticano la retta in esame. Considerando il punto (xi + yi) appartenente alla retta
otteniamo queste formule :
yi = mxi + c (4.2)
oppure
c =  xim + yi (4.3)
Con quest'immagine si riassume la situazione attuale della retta generica nello spazio
2D con un punto generico che vi appartiene.4.2 Scelta della strada corretta 55
Figura 4.4: Retta generica in 2D
A questo punto  e necessario introdurre l'Hough Space concetto fondamentale per
capire la Hough Transform. Mentre nella rappresentazione classica della retta negli
assi cartesiani si hanno le coordinate x ed y nell'Hough Space si devono mettere 2
variabili che permettono l'identicazione univoca della retta. Pi u precisamente in
questo caso negli assi dell'Hough Space si hanno m e c.
Figura 4.5: Hough Space
Dalla gura 4.5 si nota che l'intersezione di tutte le rette, nello Hough Space,
rappresenta proprio i parametri m e c della retta desiderata.
Per entrare pi u nel particolare l'algoritmo per l'Hough Transform consiste in questi
passi principali.
1. Quantizzazione dei parametri dello Space (m,c),
2. Creazione Array di accumulazione A(m,c),
3. Impostazione A(m,c) = 0 8m,c ,
4. 8 m,c incrementare A(m,c) = A(m,c) + 1 se (m,c) si trova nella retta c =
 xim + yi ,
5. Cercare il massimo in A(m,c).56 Estrazione Features
Figura 4.6: Hough Accumulazione
Come si pu o notare nella gura 4.6 man mano che l'algoritmo itera si accumula il
valore massimo nella cella con indici m e c dell'equazione in esame. Il Passo succes-
sivo consiste nel considerare la Normal Parametrization di una linea, in particolare
una retta generica pu o essere rappresentata con la seguente equazione, considerando
u il vettore normale della retta l:
Figura 4.7: Normal Parametrization
x  cosθ + y  senθ = ρ (4.4)
Ragionando sulle 2 possibilit a di esprimere una retta si pu o ragionare sul fatto
che - 1  m  1 mentre per 0  θ  2π e 0  ρ  ρmax .
Dati i punti (xi,yi) si devono cercare (ρ,θ) .4.2 Scelta della strada corretta 57
Figura 4.8: Hough con Normal Parametrization
Ora seguono degli esempi inerenti a questa tecnica. Il primo privo di rumore
mentre il secondo con una presenza leggera di disturbo.
Figura 4.9: Hough Esempio 158 Estrazione Features
Figura 4.10: Hough Esempio 2
4.3 Hough Transform per 3D
Illustrata la Hough Transform generale si deve pensare cosa c' e di utile per il ne
del progetto e cose invece deve essere rivoluzionato. Per prima cosa quanto detto
no a questo punto vale per quanto riguarda le 2 dimensioni e non le 3 dimensioni.
Questo aspetto  e fondamentale e porta a diverse variazioni. Il ragionamento princi-
pale va fatto per fare in modo che sia possibile identicare univocamente una retta
nello spazio 3D. Per ideare tale strategia  e stato preso spunto dal paper [21], pi u in
particolare  e stato pensato quanto segue.
Una retta nello spazio pu o essere descritta come intersezione di 2 piani ovvero:
ax + by + cz + d = 0 , ex + fy + gz + h = 0 (4.5)





x = lt + x1
y = mt + y1
z = nt + z1
(4.6)
la retta passa dal punto (x1,y1,z1) ed  e parallela al vettore ( l, m, n ).
Oltre a ci o, per poter identicare in modo univoco, ogni punto appartenente alla
stessa retta  e necessario qualcosa in pi u. Ovvero ogni retta verr a identicata con il
versore ad essa associato grazie alla terna (V x,V y,V z) ed alle coordinate del punto
appartenente alla retta pi u vicino all'origine. Questo particolare punto pu o essere4.3 Hough Transform per 3D 59
visto anche come il punto della retta da cui parte la rette normale ad essa e passante
per l'origine. Questo particolare punto viene indicato con la terna (Ox,Oy,Oz).
A questo punto si ha la possibilit a di identicare in modo univoco una retta nello
spazio 3D utilizzando 6 parametri (Vx,Vy,Vz,Ox,Oy,Oz).
4.3.1 Idea base dell'algoritmo
Denito come si identica una retta nello spazio 3D si procede con l'idea di base
dell'algoritmo. Come visto in precedenza per l'Hough Transform del caso 2D anche
qui se eettuare una procedura di voto per ogni punto. In particolare preso in esa-
me il punto generico P (xp,yp,zp) si dovranno scandire tutti i versori possibili con il
livello di discretizzazione desiderato. Per eettuare tale attivit a verranno illustrati
in seguito pi u vie possibili. In ogni caso, identicato il versore (Vx,Vy,Vz) si deve
procedere con il calcolo delle coordinate del punto pi u vicino all'origine (Ox,Oy,Oz).
Partendo dalle formule della rappresentazione parametrica e denendo la distanza
della retta dall'origine con dist otteniamo:
(xp + t  Vx)2 + (yp + t  Vy)2 + (zp + t  Vz)2 = dist2 (4.7)






Per trovare il punto pi u vicino all'origine ci interessa il minimo di questa funzione
ovvero per procedere dobbiamo trovare la derivata prima in t e la imponiamo = 0
per trovare il minimo:
2  xp  V x + 2  t  V 2
x + 2  yp  V y + 2  t  V 2
y + 2  zp  V z + 2  t  V 2
z = 0 (4.9)
A questo punto isolando la t si ottiene:
tmin =  
xp  V x + yp  Vy + z0  Vz
V 2
x + V 2
y + V z2 (4.10)
Ottenuto tale risultato si sostituisce tmin alla rappresentazione parametrica ottenen-





Ox = Vx  tmin + xp
Oy = Vy  tmin + yp
Oz = Vz  tmin + zp
(4.11)
A seguito di tutto questo procedimento si ottiene una sestupla di valori
(Vx,Vy,Vz,Ox,Oy,Oz), che identicano una precisa retta.
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viene votata. Tale procedimento viene eettuato per i vari versori scansionati e per
ogni punto presente nell'immagine. Al ne di tutto le rette che approssimano nel
modo migliore i punti dell'immagine sono esattamente quelle che hanno ottenuto il
maggior numero di voti. In altre parole  e necessario trovare i massimi all'interno
della struttura che memorizza i voti.
4.3.2 Scansione dei versori
Ora si entra pi u nel particolare dell'algoritmo in quanto per prima cosa si deve
denire come si desidera eettuare la scansione dei possibili versori. Nel corso degli
studi sono stati esaminati e confrontati diversi tipi di approccio nella ricerca della
strada migliore. La scansione ideale dovrebbe coprire diversi requisiti tra cui:
1. Permettere di scandire tutti i versori a seconda di un livello di discretizzazione
desiderato.
2. Non considerare un versore ed il suo opposto
(es: Vx = 1,Vy = 0,Vz = 0 e Vx =  1,Vy = 0,Vz = 0).
3. garantire una equa distribuzione dei versori in tutte le direzioni in modo che i
successivi voti abbiano pari peso.
Supercie sfera
La prima scansione presa in esame  e la scansione che utilizza le formule della
supercie della sfera.
Per prima cosa per o  e bene denire il sistema sferico per lo spazio. Questo  e denito
da tre coordinate: ρ, θ e φ. Prendendo in considerazione un generico punto P e la
sua proiezione sul piano XY chiamata Q. Con ρ questa volta si indica la distanza
di P dall'origine e θ  e l'angolo che ⃗ ρ forma con l'asse Z. Indichiamo invece con ⃗ ρ ′
il vettore che collega l'origine con il punto Q, mentre φ rappresenta l'angolo che
quest'ultimo vettore forma con l'asse X.





x = ρ  sinθ  cosϕ
y = ρ  sinθ  sinϕ
z = ρ  cosθ
(4.12)4.3 Hough Transform per 3D 61
Figura 4.11: Sistema Sferico
Denito il sistema sferico si pu o passare alla supercie della sfera. I punti del-




x = x0 + r  sinθ  cosϕ
y = y0 + r  sinθ  sinϕ
z = z0 + r  cosθ
(4.13)
Come in precedenza θ e ϕ rappresentano la latitudine e la longitudine del punto,
variando negli intervalli 0  θ  π ,  π  ϕ < π. Ogni punto della supercie sferica
 e descritto da una sola coppia (θ, ϕ), tranne i poli che vengono rappresentati dalla
coppia (0,ϕ) per il polo nord, e (π, ϕ) per il polo sud per qualsiasi valore di ϕ.
Figura 4.12: Sfera
Tale sistema viene adattato alle nostre necessit a eettuando queste variazioni:62 Estrazione Features
1. Interessandoci solo i versori possiamo tenere il raggio r = 1.
2. Il centro della sfera sar a rappresentato dal punto in esame perci o avremo che:
(a) x0 = xp
(b) y0 = yp
(c) z0 = zp
3. Le coordinate trovata rappresenteranno quelle del versore:
(a) x = Vx
(b) y = Vy
(c) z = Vz
Ottenendo il seguente sistema che ci permette di calcolare le coordinate del versore




Vx = xp + sinθ  cosϕ
Vy = yp + sinθ  sinϕ
Vz = xz + cosθ
(4.14)
In questo modo si possono avere i punti della supercie della sfera che verranno
utilizzati come coordinate del versore ma eettuando un'attenta osservazione se
venisse presa l'intera sfera andremo a considerare due volte tutte le possibili rette,
Questo  e dovuto dalla presenza di un generico versore e del suo opposto. Per ovviare
a ci o  e molto semplice in quanto  e suciente non utilizzare l'intera sfera ma solo la
parte che ci permette di non avere rette duplicate. Questo consiste nel lavorare con
una cupola pari a met a sfera meno uno spicchio. Successivamente verr a spiegato il
motivo.
Oltre a ci o nell'esecuzione dell'algoritmo va decisa la discretizzazione dei 2 angoli.
Ovvero quanto incrementiamo l'angolo ad ogni scansione. Questo parametro sar a
identicato come incθ e incϕ. Tornando al concetto di cupola ridotta ora possiamo
precisare che 0  θ  π mentre  
2  ϕ < 
2   incϕ.
Dall'esecuzione di tale procedura otteniamo la seguente cupola:4.3 Hough Transform per 3D 63
(a) Cupola 1a. (b) Cupola 1b.
Figura 4.13
In prima apparenza il risultato sembra soddisfare i requisiti necessari. Ma suc-
cessivamente ad alcuni test ed all'analisi delle immagini sopra riportate ci si  e resi
conto dei seguenti problemi.
Problemi
1. Ai poli ho punti sovrapposti
2. Man mano che mi avvicino ai poli ho una maggiore concentrazione dei punti,
con una conseguenti non equicit a dei pesi dei voti.
Supercie sfera alternativa
Nella sezione precedente  e stata illustrata una tecnica sfruttando le equazioni di
base della supercie della sfera. Un'altra possibile strada, sempre correlata alla
sfera, consiste nell'utilizzare l'equazione cartesiana della supercie sferica:
x2 + y2 + z2 + ax + by + cz + d = 0 (4.15)
Anche questa volta tale equazione viene modicata in quando il centro della sfera
viene posto nell'origine perci o si ottiene l'equazione semplicata:
x2 + y2 + z2 = 1 (4.16)
Grazie a tale condizione faremo variare x in questo range 0  x  1 , y in 0  y 
1 
p




y. In questo modo otteniamo la seguente cupola :64 Estrazione Features
Figura 4.14: Cupola 3
Anche in questo caso il sistema denisce correttamente una sfera ma ai ni del
progetto si sono riscontrati dei problemi.
Problemi
1. Non ho un'equa distribuzione dei punti
2. Man mano che mi avvicino ai poli ho una maggiore concentrazione dei punti
Rombo
Un'altra possibile tipologia di scansione testata  e stata la seguente. Questa tecnica
non sfrutta la supercie della sfera come le precedenti ma un concetto molto pi u
semplice cio e sfrutto le possibili soluzioni dell'equazione:
x + y + z = 0 (4.17)
Facendo variare x, y e z rispettando l'equazione sopra citata otteniamo questa
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(a) Distribuzione versori 3 a. (b) Distribuzione versori 3 b.
Figura 4.15
Con questa scelta non otteniamo pi u una sfera ma un'altra gura. Con que-
sta distribuzione dei versori  e stato pi u dicile riscontrare se rispecchiava o meno
i canoni richiesti ma successivamente a delle analisi si  e giunti alla conclusione che
anche con questa distribuzione si rilevano gli stessi problemi dei precedenti tentativi.
Problemi
1. Non ho un'equa distribuzione dei punti
2. Man mano che mi avvicino agli assi ho una maggiore concentrazione dei punti
Icosaedro
In geometria l'icosaedro  e un qualsiasi poliedro con venti facce. Con il termine
icosaedro si intende per o generalmente l'icosaedro regolare: nell'icosaedro regolare,
le facce sono triangoli equilateri. La struttura base dell'icosaedro  e ragurata nella
seguente immagine.66 Estrazione Features
Figura 4.16: Struttura base dell'icosaedro
I 12 vertici principali dell'isocaedro sono deniti nel seguente modo sfruttando
la costante tao = 1.61803399.
Punti
1. p1 = 1,tao,0
2. p2 =  1,tao,0
3. p3 = 1, tao,0
4. p4 =  1, tao,0
5. p5 = 0,1,tao
6. p6 = 0, 1,tao
7. p7 = 0,1, tao
8. p8 = 0, 1, tao
9. p9 = tao,0,1
10. p10 =  tao,0,1
11. p11 = tao,0, 1
12. p12 =  tao,0, 1
Da questi 12 punti si ottengono esattamente 20 facce a forma di triangolo. Queste
facce compongono l'immagine 4.16 ma al nostro ne questo non  e suciente. La fase
successiva consiste nel dividere ogni singolo spigolo delle facce in n segmenti distinti
e da questi ottenere la nuova suddivisione delle facce. Eettuando tale operazione
si ottiene questo risultato.4.3 Hough Transform per 3D 67
Figura 4.17: Suddivisione facce
A questo punto si ottiene un suddivisione molto pi u tta delle facce ed i relativi
punti di intersezione tra di essere. A questo punto si devono portare tali punti
sulla supercie della sfera sfruttando la normale della faccia a cui appartengono.
Terminata questa operazione abbiamo ottenuto il seguente risultato nale.
Figura 4.18: Sfera Icosaedro
A questo punto possiamo aermare di aver costruito un sistema che ha risolto le
problematiche delle strade precedentemente analizzate e che ci permette di avere una
distribuzione equidistante dei punti lungo la supercie della sfera. Questa struttura
verr a utilizzata per il sistema di voto delle rette.
4.3.3 Voto delle rette
Precisato il metodo migliore per eettuare la scansione dei versori si pu o pro-
cedere con la fase successiva dell'algoritmo. Seguendo l'idea di base dell'algoritmo
per ogni punto dobbiamo lanciare la procedura di voto. Questa testa tutti i versori
creati dalla sfera isotropica e d a un voto a tale retta passante per il punto in esame.
Eettuata la procedura di voto per tutti i punti ci troveremo ad avere una lista di68 Estrazione Features
rette ed i corrispondenti voti.
Ottenuta tale lista si esegue una ricerca delle istanze, rette, con il numero maggiore
di voti. Queste corrispondono alle rette che passano per il numero maggiore di punti.
Eettuando la scansione di un cubo e stampando le rette con maggiori voti ot-
teniamo questo risultato nale. Si pu o notare che per ogni bordo non si ottiene
un'unica retta ma molteplici. Questo fenomeno varia a seconda della risoluzione
dell'immagine e delle tolleranze impostate.
Figura 4.19: Rette rilevate dal cubo
4.3.4 Estrazione feature
Ricordando che lo scopo nale del progetto  e di riconoscere un oggetto ed in che
posizione  e nel piano di lavoro, rilevare le rette che identicano nel modo migliore i
bordi non  e suciente. Il passo successivo consiste nel estrarre delle features signi-
cative dalle informazioni di cui siamo in possesso.
Con l'esempio del cubo potrebbe essere identicato perch e vengono rilevati tutti
i segmenti che rappresentano gli spigoli di pari lunghezza. Mentre dovendo rilevare
una classica chiave inglese potrebbe essere necessario identicare 2 segmenti ad una
certa distante. Questo al ne di riconoscere il corpo centrale della chiave.
Durante la fase di progettazione di questa sezione  e stato deciso di estrarre le se-
guenti features.4.3 Hough Transform per 3D 69
Features
1. Rilevamento di rette parallele entro un certa tolleranza di angolo,
2. Rilevamento della distanza tra le rette identicate come parallele,
3. Identicazione del punto di distanza minima tra 2 rette sghembe nello spazio,
4. Identicazione dei segmenti con relativo punto iniziale e nale,
5. Identicazione dei punti di intersezione tra 2 segmenti (lati),
6. Identicazione dei punti di intersezione tra 3 segmenti (lati).
Rilevamento di rette parallele entro un certa tolleranza di angolo
La prima features rilevata  e il Rilevamento di rette parallele entro un certa tolleranza
di angolo. Per eettuare ci o sono state analizzate tutte le possibili combinazioni di
coppie di rette. Per ognuna di essere  e stato analizzato se le componenti dei versori
delle 2 rette sono uguali entro una certa soglia.
1. Vx1 < Vx2 + soglia,
2. Vx1 > Vx2   soglia,
3. Vy1 < Vy2 + soglia,
4. Vy1 > Vy2   soglia,
5. Vz1 < Vz2 + soglia,
6. Vz1 > Vz2   soglia.
Rilevamento della distanza tra le rette identicate come parallele
Per estrarre questa feature il lavoro  e molto semplice considerando un aspetto fonda-
mentale. Se le due rette in esame sono state identicate come parallele e ricordando
che ogni retta  e rappresentata dalla sestupla Ox,Oy,Oz,Vx,Vy,Vz, avranno gli stessi
valori del versore mentre valori dierenti di O. Identicando come O1 ed O2 i due
punti delle 2 rette, questi identicano un particolare segmento tra di essere O1O2.
Essendo le due rette parallele ed i punti O1 ed O2 i punti pi u vicini all'origine delle
rispettive rette, il segmento O1O2 ha la particolarit a di essere perpendicolare sia alla
retta1 che alla retta2. Questo ci porta alla rapida conclusione che per conoscere la
distanza tra le due rette  e suciente calcolare la lunghezza del segmento O1O2.
Ovviamente tale procedura viene eettuata per ogni coppia di rette parallele iden-
ti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Identicazione del punto di distanza minima tra 2 rette sghembe nello
spazio
Quello che si andr a a descrivere consiste nel metodo pi u importante e complesso
delle estrazioni delle features sviluppare nel progetto. Prima di passare alla descri-
zione  e utile capire la motivazione della sua creazione. Come descritto nelle sezioni
precedenti otteniamo un insieme di rette che approssimano i bordi dell'oggetto in
esame. Queste rette sono create grazie alla scansione dei versori con l'isocaedro. Ov-
viamente tale scansione  e stata eseguita in modo accurato ma  e sempre una forma di
discretizzazione perci o non  e detto che avremo l'esatta retta, ma un'approssimazione
molto vicina. Questo aspetto  e presente in tutte le rette identicare. Idealmente due
rette si intersecano in un punto preciso dello spazio ma se come appena descritto
queste sono approssimate comporta che le rette non si intersecheranno in un punto
ma passeranno vicine ad un certa distanze. Perci o il rilevamento della distanza mi-
nima tra due rette sghembe nello spazio si rivela essenziale per il nostro scopo, in
quanto i punti delle rette a minima distanza verranno successivamente utilizzati per
identicare il punto di intersezione ttizio tra le due.
Spiegata la motivazione ed il ne di tale metodo si pu o passare all'esposizione della
parte tecnica. Quanto segue descrive l'idea di base dell'algoritmo sviluppato. Come
punto di partenza abbiamo due generiche rette r ed s nello spazio 3D. La prima
operazione da eettuare consiste nel creare la retta p parallela alla retta s ma che
intersechi la retta r. Si denomina il punto di intersezione tra p ed r con la lettera
C, e si crea il piano π passante per r e p.
(a) Distribuzione versori 3 a. (b) Distribuzione versori 3 b.
Figura 4.20
Passando alla parte matematica si ricorda che le rette in esame vengono fornite
attraverso la sestupla (Ox, Oy, Oz, Vx, Vy, Vz). Perci o all'invocazione del metodo si
hanno due sestuple una per identicare la retta s ed una per la retta r.
rettas = Oxs,Oys,Ozs,Vxs,Vys,Vzs (4.18)4.3 Hough Transform per 3D 71
rettar = Oxr,Oyr,Ozr,Vxr,Vyr,Vzr (4.19)
Questo  e inerente alle rette mentre per quanto riguarda il piano π  e rappresentato




Xπ = Vxp  s + Vxr  t + Oxr
Y π = Vyp  s + Vyr  t + Oyr
Zπ = Vzp  s + Vzr  t + Ozr
(4.20)
A questo punto si crea il piano α perpendicolare al piano π e passante per la retta
iniziale s. Ora si identica la retta t creata dall'intersezione tra il piano π ed il piano
α. Questa retta ha la particolarit a di essere parallela alla retta s. Successivamente
troviamo il punto di intersezione tra la nuova retta t e la retta e la retta d'origine
r e lo nominiamo con la lettera A. Ora si crea la retta q passante per il punto A,
appartenente al piano α e perpendicolare alla retta s. Ed inne si trova il punto B
intersezione tra la retta s e q.
(a) Distribuzione versori 3 a. (b) Distribuzione versori 3 b.
Figura 4.21
Passando alla parte matematica la prima cosa da calcolare  e la normale del piano




normleπ.X = Vyp  Vzr   Vzp  Vyr
normleπ.Y = Vzp  Vxr   Vxp  Vzr
normleπ.Z = Vxp  Vyr   Vyp  Vxr
(4.21)72 Estrazione Features




Xα = s  normleπ.X + t  Vxs + Oxs
Y α = s  normleπ.Y + t  Vys + Oys
Zα = s  normleπ.Z + t  Vzs + Ozs
(4.22)
A questo punto bisogna calcolare l'intersezione dei piani π e α ma prima di fare
ci o passo dalla rappresentazione parametrica a quella cartesiana.
Passaggio da rappresentazione parametrica a cartesiana




X = Vx1  s + Vx2  t + Ox2
Y = Vy1  s + Vy2  t + Oy2
Z = Vz1  s + Vz2  t + Oz2
(4.23)
Calcoliamo un punto per ognuna delle 2 rette che formano il piano, per esempio




PX1 = Vx1  t + Ox2 = Vx1  100 + Ox2
PY 1 = Vy1  t + Oy2 = Vy1  100 + Oy2





PX2 = Vx2  t + Ox2 = Vx2  100 + Ox2
PY 2 = Vy2  t + Oy2 = Vy2  100 + Oy2
PZ2 = Vz2  t + Oz2 = Vz2  100 + Oz2
(4.25)
a = Vy1  Vz2   Vz1  Vy2 (4.26)
b = Vz1  Vx2   Vx1  Vz2 (4.27)
c = Vx1  Vy2   Vy1  Vx2 (4.28)
d =  (a  PX1)   (b  PY 1)   (c  PZ1) (4.29)
Avendo cos  ottenuto la forma cartesiana dell'equazione del piano cio e:
a  x + b  y + c  z + d = 0 (4.30)
Si pu o procedere con il calcolo dell'intersezione tra il piano π ed il piano α.
Questo calcola si eettua tenendo in considerazione i seguenti assegnamenti delle
variabili.
Pianoπ : a  x + b  y + c  z + d = 0 (4.31)4.3 Hough Transform per 3D 73
Pianoα : a  x + b  y + c  z + d = 0 (4.32)
Le variabili detta retta t calcolato sono:
t1 = (c  a   c  a)/((( b)  a) + b  a) (4.33)
t2 = (d  a   d  a)/((( b)  a) + b  a) (4.34)
t3 = ((( t1)  (b/a))   (c/a)) (4.35)





Xt = s  t3 + t4
Yt = s  t1 + t2
Zt = s  1 + 0
(4.37)
Ora va calcolata l'intersezione tra la retta t e la retta r nel seguente modo :
j = ((t3  Oyr)   (Oxr  t1) + (t3  t1)   (t1  t3))/((Vxr  t1)   (Vyr  t3)) (4.38)




XA = i  t3 + t4
YA = i  t1 + t2
ZA = j  Vzr + 0
(4.40)




XA = t  normleπ.X + XA
YA = t  normleπ.Y + YA
ZA = t  normleπ.Z + ZA
(4.41)
E successivamente si calcola l'intersezione tra la retta q appena trovata e la retta




XB = i′  normleπ.X + XA
YB = i′  normleπ.Y + YA
ZB = j′  Vzs + Oz2
(4.42)
L'ultimo passo consiste nel calcolo della distanza 3D dal punto A al punto B :
distAB =
√
((XB   XA)2 + (YB   YA)2 + (ZB   ZA)2) (4.43)74 Estrazione Features
La retta q  e perpendicolare alla retta s e al piano π e quindi anche alla retta
r. E' pertanto la perpendicolare ad entrambe le rette sghembe r ed s. A questo
punto punto dimostro che il segmento AB costituisce la distanza minima tra le due
rette. Preso un punto D qualsiasi su s e un punto E qualsiasi su r, tracciamo da D
la retta v perpendicolare alla retta t e, indicato con F il punto di intersezione tra
la retta v e la retta t, tracciamo la retta u passante per F e per E. Le rette v e
u sono perpendicolari e pertanto il triangolo DFE  e retto in F. L'ipotenusa DE  e
maggiore del cateto DF. Poich e DF  e congruente al segmento AB poich e sono i lati
opposti di un rettangolo, si deduce che il segmento AB  e la minima distanza delle
due rette sghembe.
Figura 4.22: Rette rilevate dal cubo
Identicazione dei punti di intersezione tra 2 rette (lati)
Grazie alla procedura appena descritta siamo a conoscenza delle distanze minime
tra due generiche rette sghembe nello spazio 3D. A questo punto  e stata inserita
una soglia per la distanza al di sotto della quale si considera che le due rette si
intersecano. Il punto esatto dell'intersezione  e identicato come il punto medio del
segmento che rileva la distanza minima.
Identicazione dei punti di intersezione tra 3 rette (lati)
Per identicare l'intersezione di 3 rette ci sono pi u strade possibili ma  e stato scelto
di analizzare i risultati dell'intersezione tra 2 rette. In particolare con tale procedura
siamo a conoscenza del punto di intersezione e di quali rette vi sono coinvolte. Alla
luce di ci o per rilevare l'intersezione tre 3 rette bisogna eettuare una scansione4.4 Hough Transform 3D per il rilevamento di cerchi 75
dell'intersezione tra 2 rette e testare quanto segue. Per prima cosa bisogna cercare
i punti di intersezione che hanno delle coordinate che dieriscono entro una certa
soglia d'errore. Identicato tale punto si rilevano le rette che intersecavano in esso.
Identicazione dei segmenti con relativo punto iniziale e nale
L'esecuzione di questa procedura sfrutta i risultati del metodo che identica il pun-
to di intersezione tra 2 rette. Grazie ad esso siamo a conoscenza di tutti i punti di
intersezione tra le varie coppie di rette. A questo punto si esegue una scansione di
tutti questi punti di intersezione e si identicano le rette che ne hanno due. Questi
2 punti rappresentato i due estremi di un segmento. Alla ne della scansione otter-
remo tutti i segmenti rilevati dal sistema.
4.4 Hough Transform 3D per il rilevamento di cerchi
Gli oggetti con cui verr a utilizzato il risultato nale saranno principalmente piani
e con dei fori presenti nella supercie. Con quanto descritto no a questo punto il
sistema  e in grado di rilevare tutte le rette, i segmenti e gli spigoli presenti nell'og-
getto. Ma sia per riconoscere la posizione dell'oggetto sia per eventuali punti in cui
prendere l'oggetto  e necessario rilevare la posizione dei cerchi (fori) e la normale di
essi.
La base di partenza da cui si parte  e la medesima della ricerca delle rette descritta
no ad ora. Cio e si  e in possesso dei punti nell'intorno degli spigoli, ma gli spigoli
possono essere sia quelli rettilinei di un cubo sia quelli che si formano su un foro di
un oggetto.
Per lo sviluppo di tale metodo si parte dal presupposto che si sia a conoscenza
del raggio del foro da ricercare.
La tecnica scelta per eettuare tale applicazione si basa sullo stesso concetto di quel-
la per rilevare le rette ovvero un sistema di voto come Hough Transform. In questo
caso per o il procedimento, ovviamente,  e dierente essendo un cerchio l'oggetto in
esame. L'idea di base dell'algoritmo  e la seguente:
1. Si crea la sfera del diametro desiderato con il concetto dell'isocaedro,
2. 8 punto (xi,yi,zi) dei bordi si esegue quanto segue:
(a) Si posiziona il baricentro della sfera nel punto (xi,yi,zi) e si calcolano tutti
i punti della supercie con il raggio pressato,
(b) 8 punto calcolato si da un Voto,76 Estrazione Features
3. Al termine di tutti i voti si cerca il punto che ha ottenuto il maggior numero
di voti, questo  e il centro del cerchio,
4. Ottenuto il centro cerco la normale del cerchio.
Figura 4.23: Centro del cerchio
Il punto 4, calcolo della normale del cerchio, merita di essere descritto essendo
stato creato in modo particolare. Il punto di partenza di questo metodo  e la cono-
scenza del centro del cerchio e di tutti i punti candidati ad essere bordi dell'oggetto.
La prima cosa che  e stato opportuno fare  e di selezionare solo i punti all'interno
della sfera con centro il centro del cerchio e del raggio ricercato. In questo mo-
do si prendono in considerazione solamente i punti che fanno parte del cerchio. A
questo punto si hanno i dati necessari per procedere con l'algoritmo di Ransac per
il rilevamento del piano che approssima nel modo migliore una certa nuvola di punti.
Oltre alla lista dei punti sono necessari altri 3 parametri :
1. tolerance threshold : la soglia di tolleranza della distanza tra il piano ed i
punti,
2. forseeable-support : il numero massimo probabile di punti che appartengono
al piano,
3. probabilit a α : probabilit a minima di successi in N prove, che pu o essere
impostata tra 0.9 e 0.99.
Per lo studio e l'analisi dell'algoritmo di Ransac sono stati utilizzati dierenti
paper tra cui i seguenti : [31], [32], [33], [34]. In modo particolare al ne dell'utilizzo
vero e proprio dell'algoritmo  e stato preso spunto dal paper [32].4.4 Hough Transform 3D per il rilevamento di cerchi 77
Algoritmo di Ransac per l'identicazione di piani :
1. best Support = 0; bestPlane(3,1) = [0,0,0];
2. bestStd = 1; i = 0;
3. ϵ = 1 - forseeable-support/length(point-list)
4. N = round(log(1 - α)/log(1 - (1 - ϵ)3))
5. while i  N do
6. j = pick 3 punti in modo random dalla lista di punti
7. pl = pts2plane(j) // dermino il piano passante per i 3 punti selezionati
8. dis = dist2plane(pl, point-list) // determino al distanza tra il piano ed i punti
9. s = nd(abs(dis)t) // seleziono tutti i punti che sono al un distanza inferiore
alla soglia
10. st = Standard-deviation(s) // calcolo la deviazione standard di s
11. if(length(s)  bestSupport) or (length(s) = bestSupport and st  bestStd)
then
12. bestSupport = length(s) // salvo il nuovo miglior piano identicato no ad
ora
13. bestPlane = pl; bestStd = st
14. end if
15. i = i + 1
16. end while78 Estrazione Features
Figura 4.24: Esempio identicazione normale del cerchio5
Test
Obiettivo: in questo capitolo sono descritti ed analizzati i vari test che sono
stati eettuati per attestare il corretto funzionamento del prodotto nale.
5.1 Modalit a di test
Lo scopo del progetto, come descritto nei capitoli precedenti, consiste nell'iden-
ticare degli oggetti conosciuti a priori nell'immagine scansionata dal sistema laser
camera simulato nel mondo 3D. Tale operazione usufruisce di due funzionalit a cru-
ciali del progetto. Queste sono la possibilit a di identicare i bordi di un oggetto e
l'identicazione di cerchi, ovvero fori, con la corrispondente normale.
Per vericare il corretto funzionamento di queste 2 sezioni sono state testate sin-
golarmente con dierenti gure e successivamente si  e proseguito con l'analisi dei
risultati ottenuti.
Dunque, nelle successive sezioni saranno analizzati i test eettuati prima per la
ricerca dei bordi e successivamente per la ricerca dei fori.
Ma ancor prima di eettuare i test riguardanti l'estrazione delle feature sono state
eseguite delle veriche riguardanti la costruzione delle mesh partendo dalla nuvola
di punti.
5.2 Test Mesh
I primi test eettuati riguardano il controllo della costruzione delle mesh che
rappresentano l'oggetto partendo dalla nuvola di punti. Il funzionamento di questa
procedura  e stato ampiamente descritto in precedenza e sono state inserite anche
delle immagini esempio per attestare il corretto funzionamento.
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In questa sezione di test  e stato scelto di utilizzare i punti generati dalla scan-
sione simulata del laser per creare la mesh dell'oggetto e la relativa visualizzazione
nel simulatore 3D.
Il primo test  e stato eettuato con un oggetto piastra metallica con 5 fori, 4 di
una dimensione ed uno di un'altra. La prima esecuzione  e stata eettuata con una
risoluzione 100 x 100 mentre la seconda con 200 x 200.
Figura 5.1: Mesh piastra 1, 100 x 100
Figura 5.2: Mesh piastra 2, 200 x 200
Il secondo test  e stato eettuato con lo stesso oggetto ma ruotandolo rispetto
l'asse x ed y. La prima esecuzione  e stata eettuata con una risoluzione 100 x 100
mentre la seconda con 200 x 200.5.2 Test Mesh 81
Figura 5.3: Mesh piastra ruotata 1, 100 x 100
Figura 5.4: Mesh piastra ruotata 2, 200 x 200
Il secondo test  e stato eettuato con la scansione di un pezzo robot. Nella prima
immagini c' e l'oggetto originale mentre nella seconda l'oggetto creato dalla mesh.
In questo caso la scansione  e stata eettuata con risoluzione 400 x 400.
Figura 5.5: Pezzo robot originale82 Test
Figura 5.6: Pezzo robot, 400 x 400
5.3 Test bordi
Per i test relativi al rilevamento dei bordi  e stato utilizzato un semplice oggetto
che rappresenta una piastra metallica quadrata. Le informazioni utili su questo
oggetto ai ni del progetto sono:
1. La piastra  e quadrata e di lato 30 mm,
2. lo spessore  e di 5 mm,
3.  e stata posta al centro del piano di lavoro creato,
4.  e stata ruotata di 45◦ rispetto l'asse z.
La risultante situazione di partenza  e la seguente.
Figura 5.7: Test piano, situazione base5.3 Test bordi 83
Lo scopo di questo algoritmo  e di trovare le rette che approssimano nel modo
migliore i bordi dell'oggetto, ma dato che  e stato creato ed inserito per i test si  e
a conoscenza a priori delle equazioni delle rette. In particolare qui di seguito sono
inserite le 4 rette con la rappresentazione a sestuple utilizzata lungo tutto il progetto.
1. retta 1 : 336 Ox, 252 Oy, 304 Oz, 0,7 Vx, -0,7 Vy, 0 Vz,
2. retta 2 : 360 Ox, 272 Oy, 304 Oz, 0,7 Vx, -0,7 Vy, 0 Vz,
3. retta 3 : -16 Ox, 16 Oy, 304 Oz, 0,7 Vx, 0,7 Vy, 0 Vz,
4. retta 4: 6 Ox, -6 Oy, 304 Oz, 0,7 Vx, 0,7 Vy, 0 Vz.
Durante i vari test sono state variate la risoluzione dell'immagine e la soglia di
accettazione delle rette all'interno dell'algoritmo. Il tutto verr a chiarito, in seguito,
in modo pi u approfondito.
Eettuata la ricerca dei bordi, questi verranno visualizzati nel mondo 3D nel
modo seguente.
1. I cubi grigi rappresentano la retta identicata come bordo stampandola all'in-
terno di un range pressato lungo l'asse x,
2. I cubi neri rappresentano la retta ma il punto di partenza consiste nelle coor-
dinate Ox, Oy, Oz,
3. Mentre i cubi oro sono i punti di intersezione tra le varie rette.84 Test
5.3.1 Test piastra 150 x 150, con soglia 210
Il primo test eettuato  e con una risoluzione bassa ovvero rilevando 150 x 150
punti nel piano di lavoro. Inoltre  e stata impostata una soglia di accettazione delle
rette pari a 210. Solo le rette che accumulano un numero di voti al di sopra della
soglia superano in test di accettazione e sono candidate come buone rette.
Ox Oy Oz Vx Vy Vz Voti
364 236 304 0,55 -0,85 0 266
316 316 304 0,7 -0,7 0 213
364 232 312 0,5 -0,85 0,05 282
316 316 308 0,65 -0,75 0,1 234
356 268 300 0,65 -0,75 -0,1 228
Figura 5.8: Test piano 150 x 150, soglia 2105.3 Test bordi 85
5.3.2 Test piastra 150 x 150, con soglia 160
Per poter avere un'idea pi u chiara della scansione con 150 x 150  e stato rieseguito
il test con una soglia pi u bassa, pari a 160 voti.
Ox Oy Oz Vx Vy Vz Voti
364 236 304 0,55 -0,85 0 266
308 328 304 0,65 -0,75 0,15 184
316 316 304 0,7 -0,7 0 213
336 292 304 0,65 -0,75 0 162
368 236 304 0,55 -0,85 0 182
356 268 300 0,65 -0,75 -0,1 228
348 224 296 0,6 -0,8 -0,1 164
340 220 304 0,55 -0,85 0 210
96 -72 284 0,5 0,85 0,05 162
316 316 308 0,65 -0,75 0,1 234
364 232 312 0,5 -0,85 0,05 282
Figura 5.9: Test piano 150 x 150, soglia 180
Come si pu o notare il risultato con questa risoluzione d'immagine non  e su-
ciente. Con risoluzione 150 x 150 si ha una bassa accuratezza dei punti nell'intorno
dei bordi dell'oggetto in esame. Qui di seguito  e inserita la selezione dei punti che  e
stata identicata con questa risoluzione.86 Test
Figura 5.10: Test piano 150 x 150
Data questa bassa qualit a, l'algoritmo non pu o identicare in modo preciso il
bordo della gura perci o si procede con l'aumento della risoluzione della scansione.
5.3.3 Test piastra 200 x 200, con soglia 200
Con questo test  e stata aumentata la risoluzione a 200 x 200 ed  e stata utilizzata
una soglia di 200 voti.
Ox Oy Oz Vx Vy Vz Voti
364 236 304 0,55 -0,85 0 273
308 328 304 0,65 -0,75 0,15 300
356 268 300 0,65 -0,75 -0,1 246
368 236 304 0,55 -0,85 0 217
296 340 304 0,7 -0,7 0,1 207
268 356 304 0,8 -0,6 0 201
340 220 304 0,55 -0,85 0 245
316 316 308 0,65 -0,75 0,1 294
364 232 312 0,5 -0,85 0,05 342
316 316 304 0,7 -0,7 0 252
368 240 304 0,55 -0,85 0 217
96 -72 284 0,5 0,85 0,05 2225.3 Test bordi 87
Figura 5.11: Test piano 200 x 200, soglia 200
Anche in questo caso il risultato non  e soddisfacente e la selezione dei punti
nell'intorno del bordo  e la seguente.
Figura 5.12: Test piano 200 x 20088 Test
5.3.4 Test piastra 250 x 250, con soglia 300
Il test successivo  e stato eettuato con risoluzione 250 x 250, con una soglia di
accettazione di 300.
La selezione dei punti nell'intorno del bordo  e la seguente.
Figura 5.13: Test piano 250 x 250
Ox Oy Oz Vx Vy Vz Voti
296 340 304 0,7 -0,7 0,1 342
332 248 300 0,65 -0,75 -0,1 324
308 328 304 0,65 -0,75 0,15 384
316 316 304 0,7 -0,7 0 318
340 220 304 0,55 -0,85 0 336
364 236 304 0,55 -0,85 0 301
316 316 308 0,65 -0,75 0,1 366
364 232 312 0,5 -0,85 0,05 438
368 240 304 0,55 -0,85 0 3155.3 Test bordi 89
Figura 5.14: Test piano 250 x 250, soglia 300
Come si pu o notare dai valori nella tabella e dalla rappresentazione graca delle
rette il sistema non  e riuscito ad identicare tutte e quattro le rette ma solo due di
esse.
5.3.5 Test piastra 250 x 250, con soglia 270
Il test successivo  e stato eettuato con risoluzione 250 x 250 e con una soglia di
accettazione di 270.
Ox Oy Oz Vx Vy Vz Voti
364 236 304 0,55 -0,85 0 301
276 360 296 0,7 -0,7 0,2 284
308 328 304 0,65 -0,75 0,15 384
316 316 304 0,7 -0,7 0 318
360 276 292 0,7 -0,7 -0,2 280
368 236 304 0,55 -0,85 0 294
356 268 300 0,65 -0,75 -0,1 282
268 356 304 0,8 -0,6 0 279
340 220 304 0,55 -0,85 0 336
332 248 300 0,65 -0,75 -0,1 324
360 272 300 0,65 -0,75 -0,1 300
316 316 308 0,65 -0,75 0,1 366
296 340 304 0,7 -0,7 0,1 342
364 232 312 0,5 -0,85 0,05 438
368 240 304 0,55 -0,85 0 315
Anche in questo caso il sistema non  e riuscito ad identicare tutte e quattro le
rette ma solo due di esse.90 Test
5.3.6 Test piastra 300 x 300, con soglia 360
Il test successivo  e stato eettuato con risoluzione 300 x 300 ed una soglia di
accettazione di 360.
La selezione dei punti nell'intorno del bordo  e la seguente.
Figura 5.15: Test piano 300 x 300
I valori ottenuti sono i seguenti.
Ox Oy Oz Vx Vy Vz Voti
112 -48 328 0,5 0,85 -0,05 366
332 248 300 0,65 -0,75 -0,1 402
308 328 304 0,65 -0,75 0,15 368
32 -28 304 0,65 0,75 0 372
8 -8 304 0,7 0,7 0 375
56 -36 304 0,55 0,85 0 385
340 220 304 0,55 -0,85 0 455
-12 -24 260 0,65 0,75 0,1 432
96 -72 284 0,5 0,85 0,05 3905.3 Test bordi 91
5.3.7 Test piastra 350 x 350, con soglia 420
Il test successivo  e stato eettuato con risoluzione 350 x 350 ed una soglia di
accettazione di 420.
La selezione dei punti nell'intorno del bordo  e la seguente.
Figura 5.16: Test piano 350 x 350
Ox Oy Oz Vx Vy Vz Voti
296 340 304 0,7 -0,7 0,1 480
332 248 300 0,65 -0,75 -0,1 600
308 328 304 0,65 -0,75 0,15 556
268 356 304 0,8 -0,6 0 429
340 220 304 0,55 -0,85 0 595
316 316 308 0,65 -0,75 0,1 504
360 272 300 0,65 -0,75 -0,1 534
272 360 300 0,75 -0,65 0,1 423
364 232 312 0,5 -0,85 0,05 606
368 240 304 0,55 -0,85 0 48392 Test
5.3.8 Test piastra 350 x 350, con soglia 390
Il test successivo  e stato eettuato con risoluzione 350 x 350 ed una soglia di
accettazione di 390.
Da questo test si sono ottenuti i seguenti valori.
Ox Oy Oz Vx Vy Vz Voti
296 340 304 0,7 -0,7 0,1 480
368 240 304 0,55 -0,85 0 483
360 276 292 0,7 -0,7 -0,2 400
368 236 304 0,55 -0,85 0 392
272 360 300 0,75 -0,65 0,1 423
268 356 304 0,8 -0,6 0 429
364 236 304 0,55 -0,85 0 413
364 232 312 0,5 -0,85 0,05 606
276 360 296 0,7 -0,7 0,2 404
316 316 308 0,65 -0,75 0,1 504
332 248 300 0,65 -0,75 -0,1 600
292 296 308 0,65 -0,75 0,1 414
316 316 304 0,7 -0,7 0 393
308 328 304 0,65 -0,75 0,15 556
96 -72 284 0,5 0,85 0,05 414
340 220 304 0,55 -0,85 0 595
360 272 300 0,65 -0,75 -0,1 534
Con tale valori otteniamo le seguenti rette.
Figura 5.17: Test piano 350 x 350, soglia 4205.3 Test bordi 93
5.3.9 Test piastra 350 x 350, con soglia 370
Il test successivo  e stato eettuato con risoluzione 350 x 350 ed una soglia di
accettazione di 370, ottenendo i seguenti valori.
id Ox Oy Oz Vx Vy Vz Voti
10 296 340 304 0,7 -0,7 0,1 480
12 340 220 304 0,55 -0,85 0 595
6 368 240 304 0,55 -0,85 0 483
0 372 244 296 0,6 -0,8 -0,1 384
2 336 216 312 0,5 -0,85 0,05 390
24 32 -28 304 0,65 0,75 0 372
17 304 328 308 0,8 -0,6 -0,15 360
20 368 236 304 0,55 -0,85 0 392
9 272 360 300 0,75 -0,65 0,1 423
22 268 356 304 0,8 -0,6 0 429
11 360 276 292 0,7 -0,7 -0,2 400
1 364 236 304 0,55 -0,85 0 413
7 364 232 312 0,5 -0,85 0,05 606
18 276 360 296 0,7 -0,7 0,2 404
23 316 316 308 0,65 -0,75 0,1 504
3 112 -48 328 0,5 0,85 -0,05 384
25 332 248 300 0,65 -0,75 -0,1 600
5 292 296 308 0,65 -0,75 0,1 414
21 328 304 308 0,65 -0,75 0,05 352
4 316 316 304 0,7 -0,7 0 393
15 368 236 312 0,5 -0,85 0,05 384
19 308 328 304 0,65 -0,75 0,15 556
8 368 260 292 0,65 -0,75 -0,15 364
13 8 -8 304 0,7 0,7 0 381
16 96 -72 284 0,5 0,85 0,05 414
14 92 -72 284 0,5 0,85 0,05 360
26 360 272 300 0,65 -0,75 -0,1 534
La rappresentazione graca di queste rette  e la seguente.94 Test
Figura 5.18: Test piano 350 x 350
Dato che i risultati iniziano ad essere di buona qualit a si introduce un'altra
informazione ovvero quali coppie di rette vengono rilevate come parallele ed a quale
distanza.
id retta 1 id retta 2 distanza id retta 1 id retta 2 distanza
20 23 32,25 22 24 38,78
22 26 36,87 10 21 48,44
11 21 16,97 24 26 1,60
0 24 16,97 2 23 9,79
18 19 45,95 9 21 1,73
7 17 5,65 17 23 33,22
1 7 8,90 2 7 32,24
17 20 8,00 6 7 12,00
0 26 30,72 5 21 36,87
24 25 1,78 1 6 5,65
2 6 4,00 10 11 31,49
1 17 8,90 2 17 37,73
10 15 31,49 5 11 31,24
6 17 8,90 10 19 16,97
1 23 28,80 11 19 14,96
12 14 0,17 13 16 31,24
6 23 34,40 7 23 1,17
5 19 1,50 1 2 35,32
1 20 0,17 2 20 38,50
6 20 0,17 7 20 9,97
5 10 4,40 0 22 4,035.3 Test bordi 95
5.3.10 Test piastra 400 x 400, con soglia 430
Il test successivo  e stato eettuato con risoluzione 400 x 400 ed una soglia di
accettazione di 430.
I vertici identicati nell'intorno del bordo sono i seguenti. Si vede subito che
l'accuratezza di tale risultato ci permetter a di arrivare allo scopo nale.
Figura 5.19: Test piano 400 x 400
Con questo test si sono ottenute le seguenti rette.
id Ox Oy Oz Vx Vy Vz Voti
1 340 220 304 0,55 -0,85 0 707
2 368 240 304 0,55 -0,85 0 455
3 -12 16 304 0,75 0,65 0 468
4 336 216 312 0,5 -0,85 0,05 510
5 -12 -24 260 0,65 0,75 0,1 588
6 -56 24 260 0,75 0,65 0,1 465
7 -16 16 304 0,7 0,7 0 501
8 272 360 300 0,75 -0,65 0,1 459
9 32 -28 304 0,65 0,75 0 537
10 364 232 312 0,5 -0,85 0,05 576
11 364 236 304 0,55 -0,85 0 434
12 112 -48 328 0,5 0,85 -0,05 528
13 332 248 300 0,65 -0,75 -0,1 624
14 56 -36 304 0,55 0,85 0 525
15 292 296 308 0,65 -0,75 0,1 432
16 16 -44 260 0,6 0,8 0,1 492
17 -36 40 304 0,75 0,65 0 459
18 308 328 304 0,65 -0,7 0,15 500
19 68 -56 284 0,5 0,85 0,05 552
20 8 -8 304 0,7 0,7 0 546
21 96 -72 284 0,5 0,85 0,05 552
22 92 -72 284 0,5 0,85 0,05 456
23 360 272 300 0,65 -0,75 -0,1 63696 Test
5.3.11 Test piastra 600 x 600, con soglia 640
Il test successivo  e stato eettuato con risoluzione 600 x 600 ed una soglia di
accettazione di 640.
I vertici identicati nell'intorno del bordo sono i seguenti. Si vede subito che
l'accuratezza di tale risultato ci permetter a di arrivare allo scopo nale.
Figura 5.20: Test piano 600 x 600
id Ox Oy Oz Vx Vy Vz Voti
1 296 340 304 0,7 -0,7 0,1 648
9 340 220 304 0,55 -0,85 0 1106
19 368 240 304 0,55 -0,85 0 665
11 -12 16 304 0,75 0,65 0 777
4 336 216 312 0,5 -0,85 0,05 780
14 -12 -24 260 0,65 0,75 0,1 896
20 -56 24 260 0,75 0,65 0,1 708
23 16 -44 260 0,6 0,8 0,1 716
2 -16 16 304 0,7 0,7 0 765
21 272 360 300 0,75 -0,65 0,1 690
8 84 -56 304 0,55 0,85 0 670
22 32 -28 304 0,65 0,75 0 849
17 364 232 312 0,5 -0,85 0,05 864
24 112 -48 328 0,5 0,85 -0,05 804
10 336 252 304 0,7 -0,7 0 996
5 56 -36 304 0,55 0,85 0 835
18 16 -48 260 0,65 0,75 0,1 748
3 -36 40 304 0,75 0,65 0 702
7 368 236 312 0,5 -0,85 0,05 684
0 308 328 304 0,65 -0,75 0,15 780
16 68 -56 284 0,5 0,85 0,05 840
13 6 -6 304 0,7 0,7 0 864
15 96 -72 284 0,5 0,85 0,05 900
12 92 -72 284 0,5 0,85 0,05 678
6 360 272 304 0,7 -0,7 0 10445.3 Test bordi 97
Figura 5.21: Test piano 600 x 600, 2
La prima cosa da mettere in risalto  e la presenza delle quattro rette che identi-
cano in modo esatto i bordi dell'oggetto:
1. retta 1 : id 10, 336 Ox, 252 Oy, 304 Oz, 0,7 Vx, -0,7 Vy, 0 Vz ,
2. retta 2 : id 6, 360 Ox, 272 Oy, 304 Oz, 0,7 Vx, -0,7 Vy, 0 Vz ,
3. retta 3 : id 2, -16 Ox, 16 Oy, 304 Oz, 0,7 Vx, 0,7 Vy, 0 Vz,
4. retta 4: id 13, 6 Ox, -6 Oy, 304 Oz, 0,7 Vx, 0,7 Vy, 0 Vz.
Inoltre si pu o passare all'analisi dei dati ottenuti, anche per quanto riguarda le
rette parallele e la loro distanza.98 Test
id retta 1 id retta 2 distanza id retta 1 id retta 2 distanza
18 21 4 4 19 40,79
5 12 54,7 12 23 28,84
2 3 31,24 3 24 33,94
14 21 34,4 13 24 31,24
15 23 32,25 5 15 57,41
14 18 36,88 4 7 37,73
9 20 28 8 12 26,83
2 24 4 8 23 25,61
2 17 65,11 4 9 9,79
7 9 33,22 12 15 4
13 17 31,24 5 23 30,72
5 8 34,41 7 19 8,94
2 13 31,11 3 13 65,11
4 20 32,25 7 20 5,65
8 15 28,28 19 20 12
6 10 31,24 8 22 37,74
1 16 31,49 0 1 16,97
9 19 34,4 5 22 62,09
Questo elenco rappresenta tutte le rette parallele entro una certa tolleranza e
la relativa distanza tra di esse. Ai ni del progetto  e indispensabile analizzare le
distanze tra le rette identicate come i bordi. Queste sono le seguenti.
1. distanza tra 2 e 13 : 31,11,
2. distanza tra 6 e 10 : 31,24.5.3 Test bordi 99
5.3.12 Conclusioni Test Rette
I test eettuati sono stati numerosi ed ognuno di essi con impostazioni dierenti.
Riassumendo i parametri sono i seguenti.
id test risoluzione soglia di accettazione
1 150 x 150 210
2 150 x 150 180
3 200 x 200 200
4 250 x 250 300
5 250 x 250 270
6 300 x 300 360
7 350 x 350 420
8 350 x 350 390
9 350 x 350 370
10 400 x 400 430
11 600 x 600 640
Alle ne di questi test si pu o aermare con certezza che l'algoritmo e la sua imple-
mentazione sono corrette e funzionanti. In particolare come da obiettivo il sistema
identica le rette che approssimano nel modo migliore i bordi dell'oggetto in esame.
Inoltre dall'analisi eettuata si  e constatato che per il corretto funzionamento  e
necessario prestare particolare attenzione a due aspetti fondamentali.
Il primo, ed il pi u importante, consiste nella risoluzione dell'immagine. Questa deve
essere sucientemente elevata per permettere una buona approssimazione dei pun-
ti nell'intorno dei bordi. Pi u questa selezione dei punti  e precisa migliore sar a il
risultato nale. Contrariamente a ci o, se la risoluzione  e troppo bassa il sistema
identica comunque delle rette, cio e le rette che totalizzano il numero maggiore di
voti, ma queste saranno molto dierenti rispetto al risultato obiettivo.
Il secondo punto consiste nel setting della soglia di accettazione. Questo parame-
tro, come descritto lungo il progetto, ltra i risultati al di sotto di una certa soglia
impostata. Questa per o non pu o assumere lo stesso valore per tutti gli oggetti e la
risoluzione va variata a seconda dei casi. La motivazione di questo aspetto  e molto
intuitiva in quanto se il numero di punti che identicano un bordo con una determi-
nata risoluzione ammontano ad una certa quantit a, se si prende la stessa immagine
ma con una risoluzione doppia il numero di punti dello stesso bordo raddoppier a
pure lui. Di conseguenza pure il numero di voti per tale retta aumenter a.
Va precisato che l'algoritmo funziona comunque e che questo  e solo un ltro in modo
da estrarre le rette che hanno totalizzato il numero maggiore di voti. Un'altra strada
alternativa potrebbe essere di ordinare in modo decrescente in base al numero di voti
tutte le rette e di selezionare solo le prime n desiderate.100 Test
5.4 Test fori
Per i test relativi al rilevamento dei fori sono stati utilizzati dierenti oggetti
ciascuno caratterizzato da alcune particolarit a.
Gli oggetti scelti per questi test sono elencati qui di seguito. Le caratteristiche
precise di ognuno di essi verranno precisate man mano che verranno utilizzati.
1. Piastra con 4 fori uguali,
2. Piastra con 4 fori uguali ed uno di dimensione dierente,
3. Cubo con foro,
4. Oggetto assemblato da 3 tubi.
Per quanto riguarda i risultati dei test verranno inseriti su delle tabelle e visua-
lizzati gracamente con le schermate delle immagini esportate dal mondo 3D. In
particolare nelle immagini verranno visualizzati.
1. I centri dei fori con un cubo viola,
2. le normali dei fori con una sequenza di cubi neri.
5.4.1 Piastra con 4 fori uguali
I primi test sono stati eettuati con un oggetto rappresentante una piastra metal-
lica con 4 fori di pari diametro. Le caratteristiche siche dell'oggetto sono riassunte
nei seguenti punti.
1. Dimensioni dell'oggetto 50 x 50,
2. numero fori 4,
3. diametro fori 4,
4. posizione foro 1 : 287, 320, 304,
5. posizione foro 2 : 287, 300, 304,
6. posizione foro 3 : 311, 300, 304,
7. posizione foro 4 : 311, 320, 304,
8. normale foro 1 : 0, 0, 0,
9. normale foro 2 : 0, 0, 0,
10. normale foro 3 : 0, 0, 0,5.4 Test fori 101
11. normale foro 4 : 0, 0, 0,
La risultante situazione di partenza  e la seguente.
Figura 5.22: Test piastra 4 fori, situazione base
Ora che si  e precisata la situazione di partenza si pu o proseguire con la descri-
zione del test. L'oggetto in esame  e quello appena descritto e l'obiettivo alla ne
dell'esecuzione  e di ottenere le posizioni e le normali dei fori precise.
5.4.2 Piastra con 4 fori uguali, 60 x 60
La prima scansione  e stata eettuata ad una bassissima risoluzione ovvero con
60 x 60 punti. Con questi parametri il sistema ha dato in uscita i seguenti valori.
Centri dei fori.
id foro X Y Z voti
1 325 308,5 304 85
2 325 322 304 85
3 325 291,5 304 85
4 325 325,5 304 81
Mentre per le normali.
id normale X Y Z
1 0 0 0
2 0 0 0
3 0 0 0
4 0 0 0
Tali risultati sono visualizzati nelle seguenti immagini.102 Test
Figura 5.23: Test 1 piastra con 4 fori
Figura 5.24: Test 2 piastra con 4 fori
Con il primo test si  e constatato che la normale  e stata identicata correttamente
mentre riguardo i centri dei fori il sistema non ha dato il risultato sperato. Si
prosegue con il test successivo aumentando la risoluzione dell'immagine.5.4 Test fori 103
5.4.3 Piastra con 4 fori uguali, 180 x 180
Nella seconda scansione  e stata raddoppiata la risoluzione a 180 x 180. Questo
cambiamento sicuramente porta ad un aumento di precisione dei risultati. Con que-
sti parametri il sistema ha dato in uscita i seguenti valori.
Centri dei fori.
id foro X Y Z voti
1 287 321 304 164
2 287 299 304 141
3 311 298 304 140
4 310,5 321 304 139
Mentre per le normali.
id normale X Y Z
1 0 0 0
2 0 0 0
3 0 0 0
4 0 0 0
Tali risultati sono visualizzati nelle seguenti immagini.
Figura 5.25: Test 3 piastra con 4 fori104 Test
Figura 5.26: Test 4 piastra con 4 fori
Figura 5.27: Test 5 piastra con 4 fori
Sia dai valori nelle tabelle sia dalle immagini si nota subito che il sistema ha
lavorato correttamente ed ha portato i risultati sperati. Infatti dalla prima e dalla
terza immagine si pu o notare che i centri sono stati trovati correttamente, mentre
dalla terza si vede che pure le normali dei fori sono precise.
Per quanto riguarda l'analisi dei valori nelle tabelle, che danno una stima molto
pi u precisa del successo del sistema, si nota qualche leggero scostamento dai valori
ottimi. Questo puo essere dovuto dalla risoluzione ancora insuciente dell'immagine
oppure anche dalle discretizzazioni inserite nel sistema.5.4 Test fori 105
5.4.4 Piastra con 4 fori uguali, 150 x 150, ruotata
Dato che nei test precedenti l'oggetto era parallelo al piano e di conseguenza le
normali pure,  e stato deciso di ruotale tale oggetto di π/12 rispetto l'asse x e π/12
rispetto l'asse y.
Il primo test  e stato eettuato con risoluzione 150 x 150 ed ha ottenuto i seguenti
risultati.
Centri dei fori.
id foro X Y Z voti
1 287,5 298 303 142
2 287,5 321 297 138
3 305,5 304 310 125
4 311 300 308,5 125
Mentre per le normali.
id normale X Y Z
1 -21,092 11,235 29,573
2 -4,335 8,823 7,976
3 -0,322 7,748 -11,3
4 -4,077 3,938 14,697
Il secondo test  e stato eettuato con risoluzione 180 x 180 ed ha ottenuto i se-
guenti risultati.
Centri dei fori.
id foro X Y Z voti
1 287,5 321 296,5 181
2 287,5 298,5 303 157
3 310,5 322,5 303 153
4 287,5 298 303 157
Mentre per le normali.
id normale X Y Z
1 -7,5 7,2 27,1
2 -7,4 11,8 26,6
3 0,7 -0,7 -2,6
4 -2,2 2,1 8
Il terzo test  e stato eettuato con risoluzione 220 x 220 ed ha ottenuto i seguenti
risultati.106 Test
Centri dei fori.
id foro X Y Z voti
1 287 298,5 303,5 252
2 310 322,5 303,5 246
3 310 299,5 309,5 244
4 287 321,5 298 238
Mentre per le normali.
id normale X Y Z
1 -4,452 4,3 16,049
2 1,817 -1,768 -3,507
3 2,862 -2,764 -10,314
4 -2,007 1,939 7,236
Rappresentando i risultati dell'ultimo test gracamente si ha la seguente immagine.
Figura 5.28: Test 6 piastra con 4 fori
Come si puo notare anche in questo caso il sistema ha identicato correttamente
le posizioni dei centri dei fori e la loro relativa normale.5.4 Test fori 107
5.4.5 Piastra con 4 fori uguali ed uno di dimensione dierente
I test precedenti sono stati eettuati grazie ad un oggetto con 4 fori uguali.
Mentre il seguente test vuole mettere alla prova l'algoritmo rendendo un po pi u
dicile l'esecuzione. Ovvero invece di esserci solo i 4 fori uguali ne viene inserito un
altro di dimensione dierente. Ma lo scopo  e comunque quello di cercare i 4 fori di
diametro 9. L'oggetto in esame  e il seguente.
Figura 5.29: Test 1 piastra con 5 fori
I valori obiettivo di questo test sono i seguenti:
1. Centro foro 1 : x = 226,5, y = 293,5, z = 267,
2. Centro foro 2 : x = 284,5, y = 235,5, z = 300,5,
3. Centro foro 3 : x = 333, y = 302,5, z = 332,5,
4. Centro foro 4 : x = 275,5, y = 360,5, z = 298,
5. Normale foro 1 : x = 44,77, y = 1,77, z = -73,4,
6. Normale foro 2 : x = 44,77, y = 1,77, z = -73,4,
7. Normale foro 3 : x = 44,77, y = 1,77, z = -73,4,
8. Normale foro 4 : x = 44,77, y = 1,77, z = -73,4,
Il primo test eettuato  e stato eseguito con risoluzione 100 x 100. Inoltre sono
stati utilizzati i seguenti parametri di Ransac, double threshold = 5, double forseea-
ble support = 15, double alfa = 0.95, double bestsupport = 8. Con questa prima
esecuzione si sono ottenuti i seguenti valori.108 Test
Centri dei fori.
id foro X Y Z voti
1 226,5 293,5 267 34
2 333 302,5 332 33
3 285 235,5 300 32
4 276 360,5 297 30
Mentre per le normali.
id normale X Y Z
1 -27,89 5,32 40
2 -52,66 16,39 94,96
3 -65,59 -2,59 107,54
4 0 0 0
Il secondo test  e stato eettuato con risoluzione 150 x 150 e con gli stessi para-
metri di Ransac dell'esecuzione precedente. Con questa esecuzione si sono ottenuti
i seguenti valori.
Centri dei fori.
id foro X Y Z voti
1 226,5 293,5 267 76
2 284,5 235,5 300,5 73
3 333 302,5 332,5 73
4 275,5 360,5 298 67
Mentre per le normali.
id normale X Y Z
1 41,76 -13,67 -35,19
2 -45,67 0 3,17
3 27,81 -56,08 -41,1
4 -63,22 -1,62 102,28
Il terzo test  e stato eseguito ancora con risoluzione 150 x 150 ma sono stati variati
i parametri di Ransac dato che non risultavano idonei al caso in esame. Perci o si  e
scelto di passare da questi.
1. double threshold = 5,
2. double forseeable support = 15,
3. double alfa = 0.95,5.4 Test fori 109
4. double bestsupport = 8.
Ai seguenti.
1. double threshold = 5,
2. double forseeable support = 12,
3. double alfa = 0.95,
4. double bestsupport = 15.
Grazie a questa variazione dei parametri si sono ottenuti i seguenti nuovi valori.
Centri dei fori.
id foro X Y Z voti
1 226,5 293,5 267 76
2 284,5 235,5 300,5 73
3 333 302,5 332,5 73
4 275,5 360,5 298 67
Mentre per le normali.
id normale X Y Z
1 45,58 1,65 -71,34
2 42,64 1,8 -74,63
3 44,77 1,77 -73,4
4 44,77 1,77 -73,4
Visualizzando gracamente l'ultima sequenza di valori si pu o apprezzare la loro
correttezza.
Figura 5.30: Test 2 piastra con 5 fori110 Test
Figura 5.31: Test 3 piastra con 5 fori
Figura 5.32: Test 4 piastra con 5 fori
Figura 5.33: Test 5 piastra con 5 fori5.4 Test fori 111
5.4.6 Cubo con foro
Questa nuova serie di test  e stata eseguita con un oggetto costituito da un cubo
con un foro passante di diametro 12mm. Come sempre lo scopo  e di ricercare il
centro del foro e la relativa normale.
I risultati obiettivo di questi test sono.
1. Centro del foro : x = 283,5, y = 295,5, z = 354,
2. normale del foro : x = 2,96, y = 0,12, z = -4,85.
Anche con questo oggetto sono stati eseguiti numerosi test partendo da una riso-
luzione bassa ed aumentandola man mano no ad ottenere dei risultati soddisfacenti.
Il primo test  e stato eseguito con una risoluzione 60 x 60 ed ha ottenuto come
centro del foro i seguenti valori : x = 280,00, y = 325,5, z = 354.
Il secondo test  e stato eseguito con una risoluzione 100 x 100 ed ha ottenuto co-
me centro del foro i seguenti valori : x = 284, y = 296,00, z = 352.
Il terzo test  e stato eseguito con una risoluzione 200 x 200 ed ha ottenuto come
centro del foro i seguenti valori : x = 283,5, y = 295,5, z = 354.
Il quarto test  e stato eseguito con una risoluzione 400 x 400 ed ha ottenuto co-
me centro del foro i seguenti valori x = 283,5, y = 295,5, z = 354 e come normale
del foro Ox = 283,5, Oy = 295,5, Oz = 354, Vx = 2,957, Vy = 0,118, Vz = -4,848.
Visualizzando alcuni di questi risultati gracamente si mettono in evidenza quel-
li del test con risoluzione 400 x 400.
La prima immagine ragura i punti identicati come nell'intorno dei bordi con
dei cubi blu mentre il cubo viola il centro del foro. Come si pu o notare la selezione
dei punti del bordo  e molto precisa e ci o ci porta ad ottenere un'identicazione anche
del centro ottima.112 Test
Figura 5.34: Test 1 cubo con foro
Nella seconda immagine si possono vedere sia il centro del foro sia la normale
identicate correttamente.
Figura 5.35: Test 2 cubo con foro
Nella seguente immagine si  e voluto mettere in risalto un aspetto molto parti-
colare. Ognuno dei cubi ragurati rappresenta un punto di quelli selezionati per
il calcolo della normale. Ovviamente pi u l'immagine ha una buona risoluzione, pi u
i bordi dell'oggetto vengono identicati correttamente, pi u preciso avviene il voto
per il centro del foro e pi u precisa avviene questa fase di selezione dei punti che poi
vengono utilizzati per trovare la normale utilizzando Ransac. Infatti nell'ultimo test5.4 Test fori 113
con risoluzione 400 x 400 si  e ottenuto un buon risultato anche in questa fase in
quanto i punti esterni al cerchio del foro sono poco numerosi ed in questo modo non
in
uenzano considerevolmente il corretto calcolo della normale.
Figura 5.36: Test 3 cubo con foro
5.4.7 Quattro cubi con foro
Nella reale applicazione di questo algoritmo molto raramente ci si trover a ad
analizzare immagini con un singolo oggetto ma invece si analizzeranno immagini
composte da pi u oggetti. Per eettuare un test pi u complesso  e stato deciso di
inserire 4 cubi con foro utilizzati nel test precedente. I dati obiettivo di questo test
sono riassunti nel seguente elenco.
1. numero fori 4,
2. diametro fori 12,
3. centro foro 1 : x = 363,5, y = 285,5, z = 355,5,
4. centro foro 2 : x = 312,00, y = 215, z = 313,
5. centro foro 3 : x = 264,50, y = 299, z = 297,
6. centro foro 4 : x = 322,00, y = 355,5, z = 334,5,
7. normale foro 1 : x = 8,932, y = -45,326, z = 91,827,
8. normale foro 2 : x = -58,437, y = -17.546, z = 16.321,
9. normale foro 3 : x = -238,274, y = -135,478, z = -184,882,
10. normale foro 4 : x = 189,174, y = 66,168, z = -158,738.
Il primo test  e stato eettuato con una risoluzione di 100 x 100 ed ha portato i
seguenti risultati.
Centri dei fori.114 Test
id foro X Y Z voti
1 322,50 355,5 334 30
2 363,50 285 356,5 29
3 312,00 215,5 313 29
4 266,50 300 300 26
Mentre per le normali.
id normale X Y Z
1 -18.175 -6.869 34.647
2 -0.001 43.978 -164.130
3 -58,437 -17.546 16.321
4 -162.733 -87.208 -281.859
Il secondo test  e stato eettuato con una risoluzione maggiore, pari a 140 x 140,
ed ha portato ai seguenti risultati.
Centri dei fori.
id foro X Y Z voti
1 363,5 285,5 355,5 54
2 312,0 215 313 51
3 264,5 299 297 46
4 322,0 355,5 334,5 43
Mentre per le normali.
id normale X Y Z
1 8,9 -45,6 91,8
2 -58,4 -17.6 16.3
3 -238,3 -135,5 -184,9
4 189,2 66,2 -158,7
Come si pu o notare i valori dei centri e delle normali risultano sucientemente
precisi. Ora si pu o passare alla rappresentazione graca di tali valori per rendere
meglio l'idea della correttezza del sistema.
La prima immagine rappresenta la selezione dei punti di bordo con risoluzione 100
x 100 mentre la seconda rappresenta quelli con la risoluzione 140 x 140.5.4 Test fori 115
Figura 5.37: Test 4 cubo con foro, 100 x 100
Figura 5.38: Test 5 cubo con foro, 140 x 140
Come si pu o notare i bordi sono ben deniti ed i centri dei fori sono identicati
in modo corretto. Passando alle successive immagini, rappresentano l'assieme degli
oggetti con le relative normali.
Come detto in precedenza, in diverse occasioni, l'algoritmo funziona correttamente
se si ha una risoluzione dell'immagine sucientemente accurata ed un'impostazione116 Test
dei parametri corretta. I Parametri possono variare a seconda dell'oggetto e della
risoluzione dell'immagine. Infatti come si pu o notare nella prima immagine, i centri
dei fori sono stati identicati correttamente mentre per quanto riguarda le normali,
una di esse risulta essere errata.
Figura 5.39: Test 6 cubo con foro
In questo caso il problema  e dovuto al fatto che il foro in esame  e in una posizione
molto verticale. Questo problema e stato risolto grazie ad una accurata variazione dei
parametri di Ransac. Eettuata tale operazione si sono ottenuti i seguenti risultati
con tutte e 4 le normali corrette.
Figura 5.40: Test 7 cubo con foro5.4 Test fori 117
Figura 5.41: Test 8 cubo con foro118 Test
5.4.8 Oggetto assemblato da 3 tubi
Un altro oggetto utilizzato in questi test consiste in un raccordo tubolare formato
da un assemblaggio di tubi di diametro 4 mm. Questo presenta esattamente 5
estremit a del tubo che possono essere identicate sempre con l'algoritmo dei fori.
Qui di seguito  e ragurato l'oggetto in esame.
Figura 5.42: Test 1 tubi
Per questo test  e stato deciso di partire direttamente con risoluzioni elevate dato
che l'oggetto  e abbastanza di piccole dimensioni e complesso. Dunque si  e deciso di
partire direttamente con una risoluzione di 600 x 600. Con tale test si sono ottenuti
i seguenti valori.
Centri dei fori.
id foro X Y Z voti
1 311,5 329 308,5 865
2 298,5 311 300 851
3 286,5 292,5 292 842
4 300 346,5 391,5 785
Mentre per le normali.
id normale X Y Z
1 -5,00 5,43 -2,65
2 -4,9 5,39 -2,62
3 -5,1 5,5 -2,68
4 -14,66 -20,61 -10,865.4 Test fori 119
Visualizzando gracamente tali risultati si hanno le seguenti immagini.
Figura 5.43: Test 2 tubi
Figura 5.44: Test 3 tubi120 Test
Figura 5.45: Test 4 tubi
Anche in questo caso si sono eseguite delle variazioni nei parametri dell'algoritmo
per ottenere i valori prima elencati. Come si pu o notare dalle immagini questi
rispecchiano pienamente gli obiettivi desiderati e confermano nuovamente la buona
riuscita dell'algoritmo.6
Conclusioni
Tutti gli obiettivi pressati per questo lavoro di tesi sono stati raggiunti in modo
ottimale. Lungo il percorso sono state eettuate delle scelte fondamentali per il
progetto che dopo analisi e test si sono rivelate molto promettenti. Il sistema svi-
luppato permette di eseguire la scansione simulata di qualunque oggetto importabile
come se fosse stata eseguita dal Ruler Sick. Inoltre tale scansione pu o essere per-
sonalizzata a piacere variando le parametrizzazioni che sono state richieste all'inizio
del progetto. Passando alla fase successiva il sistema identica correttamente le fea-
tures desiderate per il riconoscimento dell'oggetto. Va precisato che tale attivit a  e
stata ampiamente testata ed  e stato confermato che l'algoritmo d a risultati ottimi
solo se l'immagine ha una risoluzione sucientemente elevata e vi  e una corretta
congurazione dei parametri dell'algoritmo. Queste caratteristiche vanno congu-
rate a seconda della dimensione e della conformazione dell'oggetto in esame. Una
volta settate, il sistema funziona correttamente con qualunque numero e posizione
di oggetti presi in esame. Perci o tale operazione di settaggio va eettuata solo nella
fase iniziale di installazione.
Alla luce di ci o, si pu o aermare che le sperimentazioni eseguite hanno dato ra-
gione alle scelte eettuate.
Il successo di tale progetto porta a numerosi vantaggi tra cui :
1. Possibilit a di eettuare qualsiasi test senza dover arrestare la macchina,
2. Possibilit a di eettuare qualsiasi test senza doversi recare presso il cliente o di
farsi spedire l'oggetto sico desiderato,
3. Possibilit a di testare collisioni tra robot ed ambiente esterno senza rischi,
4. Possibilit a di visualizzare all'interno del simulatore l'immagine creata dal Ru-
ler,
5. Avendo l'immagine all'interno del simulatore si possono identicare eventuali
anomalie della scansione in modo molto agevole,
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6. Possibilit a di eettuare la scansione di un oggetto che non si possiede sica-
mente,
7. Possibilit a di fare un numero di test a piacere, variando speciche dell'oggetto,
a costo zero ed in qualsiasi momento,
Sviluppi futuri
Avendo a disposizione altro tempo da poter dedicare a questo progetto si potrebbero
migliorare i seguenti aspetti :
1. Il primo ed il pi u importante consiste nella rilevazione delle occlusioni. Ovvero
il sistema deve essere in grado di rilevare se pi u oggetti possono avere delle
parti sovrapposte. Ipoteticamente si potrebbero rilevare correttamente tutte
le features ricercate su pi u oggetti, ma questi potrebbero essere parzialmente
accavallati. La conseguenza potrebbe essere la collisione tra oggetti ed il robot.
2. Creare una metodologia con la quale il sistema decida autonomamente quali
siano le features cruciali da identicare per il riconoscimento di un generico
oggetto. Questa attivit a risulta essere molto complessa ma porterebbe il siste-
ma ad essere totalmente generico. Va sottolineato che al ne dell'applicazione
per cui  e stato ideato lo sviluppo di questa attivit a non  e essenziale in quanto
solitamente il numero di oggetti con cui il robot va a lavorare  e limitato, mas-
simo 10. Perci o non ha senso investire risorse in questo campo ma se vi fosse
la necessit a o se fosse ideata una nuova applicazione dell'intero sistema questo
pu o essere uno dei punti di sviluppo.
3. Come in tutti gli ambiti software un altro punto su cui si pu o lavorare  e la
velocit a del sistema, infatti nell'intero progetto non  e mai stata analizzata con
precisione perch e lo scopo principale consisteva nel vericare che il tutto funzio-
nasse correttamente. Ma quando verr a usata in un'applicazione con dei tem-
pi da rispettare probabilmente dovranno essere introdotti dei miglioramenti
computazionali.
4. Se richiesto potrebbe essere modicato anche il sistema di acquisizione. Attual-
mente si  e puntato a simulare il comportamento del Ruler Sick ma il sistema
potrebbe essere ampliato introducendo la possibilit a di eettuare la scansione
con altri sistemi, ad esempio l'introduzione di un altro Laser, di un'altra Ca-
mera o di altre modiche desiderate. Si potrebbe voler utilizzare altri sistemi
per la scansione per evitare eventuali problematiche, per esempio con l'utilizzo
di 2 telecamere si evita il sotto-squadro oppure si migliorerebbe l'adabilit a
se il sistema stesse fermo.Bibliogra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