We show that the domains of dependence of stationary, I + -regular, analytic, electrovacuum space-times with a connected, non-empty, rotating, degenerate event horizon arise from Kerr-Newman space-times.
Introduction
A classical problem in general relativity is that of classification of domains of outer communication of suitably regular black hole space-times. A complete solution for stationary, I
+ -regular, analytic, vacuum, connected nondegenerate black holes has been given in [11] , building on the fundamental work in [6, 23, 30, 32, 33] and others; see [1, 2] for some progress towards removing the hypothesis of analyticity. The analysis in [11] has been extended to the electrovacuum case in [17, 18] (see [5, 7, 27] for previous results). The aim of this work is to remove the condition of non-degeneracy in the rotating case (here M ext denotes the domain of outer communications; the reader is referred to [11] for terminology and further notation): Theorem 1.1 Let (M , g) be a stationary, I
+ -regular, analytic, electrovacuum space-time with connected, non-empty, rotating, degenerate future event horizon
) is isometrically diffeomorphic to the domain of outer communications of a Kerr-Newman space-time.
Non-rotating, degenerate, vacuum and suitably well-behaved solutions are expected not to exist; here one should keep in mind that while the usual staticity argument for non-rotating configurations applies both for nondegenerate [32] (compare [11, end of Section 7] ) and degenerate [13, Section 5] configurations, it requires existence of a maximal surface, which has only been proved in the non-degenerate case so far [16] . Static electrovacuum solutions with degenerate components have been classified in [14] , see also [13] .
The first element needed to prove Theorem 1.1, and missing in the arguments given in [11, 18] under the current assumptions, is the global reduction to a harmonic map problem; equivalently, one needs to prove that the area density of the orbits of the isometry group can be used as one of global coordinates on the domain of outer communications; this is established below in Theorem 3.3. The other missing element is the proof that the harmonic map associated to (M , g) lies a finite distance to a Kerr-Newman one; we do this below in Theorem 3.4 in vacuum and Theorem 3.5 in electrovacuum. The remaining arguments of the proof of Theorem 1.1 are as in [11, 18] ; for the convenience of the reader we present a few more essential steps in Section 4.
Our analysis below can be used to provide a uniqueness theorem for stationary and axisymmetric space-times with several black hole components, along the lines of Corollary 6.3 of [11] ; note that many such vacuum configurations are excluded by the analysis in [29] .
Adapted coordinates
Assuming I + -regularity and analyticity, it follows from the Structure Theorem 4.5 in [11] that Hawking's rigidity theorem [11, Theorem 4.13] applies, and so for each rotating connected component of the future event horizon I + (M ext ) ∩ ∂ M ext there exists on M ext a Killing vector field ξ tangent to the generators, without zeros on I + (M ext ) ∩ ∂ M ext , as well as a second Killing vector field η, commuting with ξ, and generating a U(1) action on M . Introducing null Gaussian coordinates [28] near a connected degenerate component of I + (M ext ) ∩ ∂ M ext , the metric there takes the form g = −r 2F (r,x) dv 2 − 2dv dr + 2r h a (r,x) dv dx a + h ab (r,x) dx a dx b , (2.1)
where ξ = ∂ v , the horizon is atr = 0, we writex = (x a ), and thex a 's are coordinates on a two dimensional cross section of the horizon, which is spherical by the topology theorem [15] . All functions are smooth functions of their arguments nearr = 0.
It has been shown in [22] , and rediscovered in [26] (see also [20] ), that, for axisymmetric stationary vacuum metrics, the leading order behaviour of the functions above coincides with that of the extreme Kerr metric. We choose the coordinatesx a atr = 0 to coincide with the spherical Boyer-Lindquist coordinates (θ, ϕ) of the Kerr metric (compare (3.3)-(3.8) below). A similar procedure applies to the electrovacuum situation, using [26] . We will return to the details of those constructions in Sections 3.1 and 3.2. The coordinates on the horizon are then propagated away from the horizon so as to obtain the form (2.1) of the metric. Then η = ∂ ϕ , and since the commutator [ξ, η] vanishes, the construction leading to (2.1) can be carried-out so that all metric functions are independent of both v and ϕ.
It turns out to be convenient to rewrite (2.1) as
To obtain this form of the metric one defines α as
and the other functions in (2.2) are then obtained by redefinitions:
with h ϕϕ = g ϕϕ , etc. Since g ϕϕ vanishes at zeros of ϕ, smoothness of α at the zero-set of ∂ ϕ requires justification; this proceeds as follows: Since ∂ ϕ and ∂ v are Killing vector fields, both g(∂ ϕ , ∂ v ) and g(∂ ϕ , ∂ ϕ ), and hence their ratio, are scalar functions on space-time. So smoothness of the ratio is obvious away from zeros of g(∂ ϕ , ∂ ϕ ). To proceed further, we need to understand the nature of the zero-set of ∂ ϕ .
In the current coordinate system the Killing vector field η coincides with ∂ ϕ . It is well known that a periodic Killing vector field cannot be null on a causal domain of outer communications M ext . It further follows from [11, Theorem 4.5] that in I + -regular space-times the Killing vector field η cannot be null on
So, under the hypothesis of I + -regularity, on this last region the function g(∂ ϕ , ∂ ϕ ) vanishes only at zeros of η. Consider then a point p at which a Killing vector field η vanishes. It is also well known (see, e.g., [10, Proposition 7.1] ) that, in four dimensional space-times, there exists a normal coordinate system {x µ } centred at p such that:
1. either there exist constants β µ ∈ R, µ = 0, 1, not both zero, such that
2. or there exists a constant a ∈ R * such that
Exponentiating, in normal coordinates near p the action of the isometry group φ t generated by η is linear and takes the form
in case 1., while in case 2. the matrix B ν µ := ∇ µ η ν is nilpotent, with B 3 = 0, so that the matrix Λ t associated with the action of φ t is
This shows that periodic orbits are not possible in the second case, while in the first they are possible if and only if β 0 = 0. Smoothness of α can now be established by adapting the analysis of the proof of [8, Proposition 3 .1] to the current setting; we provide the details to exhibit some key factorizations needed in the arguments that follow: Consider a covering of
by domains of definition O of smooth coordinate systems x A , A = 0, 1, and for q ∈ O let x a , a = 2, 3, denote normal coordinates on exp q {(T q A ) ⊥ }. Note that the coordinates (x 2 , x 3 ) here are not identical with the ones in (2.5)-(2.6), but the x a | exp p {(TpA ) ⊥ } 's coincide, where p is as in the analysis leading to (2.5)-(2.6). We have just seen that A is a smooth timelike submanifold of M ; and A is totally geodesic (in the sense of having vanishing second fundamental form) by standard arguments. Set (x µ ) = (x A , x a ), and
We have the following local form of the metric 
When expressed in terms ofρ and ϕ, the functions g µν := g(∂ x µ , ∂ x ν ) are smooth functions of the x µ 's. Let R π denote a rotation by π in the (x a )-planes; R π is obtained by flowing along η a parameter-time π and is therefore an isometry, leading to
In particular all odd-order derivatives of g ab with respect to the x a 's vanish at {x a = 0}, etc. Those symmetry properties together with Borel's summation Lemma imply that there exist smooth fields
Similarly, let n = x a ∂ a , then g ab η a n b and g ab n a n b are smooth functions invariant under the flow of η, with g ab η a n
We note similar formulae for the Maxwell two-form F and its Hodge-dual * F :
for some smooth sphere functionsζ,ζ,γ A ,γ A ,γ A andγ A .
In the same fashion one finds existence of a smooth one-form λ A (s,
In polar coordinates (2.10) one therefore obtains
Writing g in the form In particular
is a smooth function on space-time. Since it vanishes atr = 0, the quotient g vϕ /(rg ϕϕ ) is also a smooth function on space-time by Taylor's theorem. Hence the function α defined in (2.3) is smooth. Smoothness of A and λ as in (2.4) follows.
In the coordinate system adapted to the horizon as in (2.2), the intersection of the axis A and of the Killing horizon corresponds to sinθ = 0. To see that this remains true in a neighbourhood of the horizon, recall that the construction of the Gauss normal coordinates in (2.1) involves the family of null geodesics normal to the section S := {v = 0} of the connected component of the future event horizon under consideration: the local coordinates (θ, ϕ) on S are first Lie-propagated toJ − (S) along the normal null geodesics, and then to a neighbourhood of the Killing horizon along the flow of ∂ v . Since S is invariant under the action of U(1), so is its normal bundle. It follows from (2.7) that, at the north and south poles of S, which are fixed points of the rotational Killing vector η, those normal geodesics are initially tangent to A . But A is totally geodesic, so in fact those geodesics remain on A : one of them is the generator of the event horizon, the second one is the one which is used to propagate the coordinates (θ, ϕ) away from the horizon. Now, A is also invariant under the flow of ∂ v , which is tangent on A to that null normal geodesic to S which coincides with the generator of the horizon. Thus ∂ v is transversal to the other null geodesic on A , so flowing this other geodesic along ∂ v fills out a neighbourhood of this geodesic within A . Sincẽ θ is constant along the flow of ∂ v , we conclude that sinθ = 0 on A . Finally, e.g. by dimension considerations, we obtain that {sinθ = 0} coincides with A = {ρ = 0} in a collar neighbourhood of S.
So, nearθ = 0 the functionρ of (2.8) is equivalent toθ, which is equivalent to sinθ, and by the arguments above for smallθ we havẽ
for some functionf , smooth in its arguments, bounded away from zero, and which can be smoothly extended to an even function ofθ across zero. Similarly nearθ = π the functionρ is equivalent to π −θ, which is again equivalent to sinθ nearθ = π, and so the function f in (2.17) extends smoothly across θ = π to a function which is bounded away from zero and even in π − θ for θ close to π. Since (2.17) is trivial away from the zeros of sinθ, we conclude that (2.17) holds everywhere. Functions ofθ ∈ [0, π] with the smooth even extension properties near zero and π, as just described in the last paragraph, will be called sphere functions: indeed, a function ofθ defines a smooth function on a sphere if and only if it is a sphere-function in the sense just defined.
Equations (2.11) and (2.18) lead us to
for some sphere function f , smooth in its arguments, and bounded away from zero. It also follows from what has been said so far that the functions α, λ, F , h ϕϕ / sin 2θ , hθθ, h ϕθ / sinθ, and λ/ sinθ are smooth sphere functions ofr and θ.
As the next step, we modify the coordinater to a new coordinater by setting
normalized so thatr (r = 0,θ = 0) = 0 .
The integrability conditions forr give
which can be solved by shooting characteristics from the north poleθ = 0, where we imposeχ = 0. Again smoothness ofχ and ofr at the north and south poles requires justification: Since λ/ sinθ is a smooth sphere function ofr andθ, by matching powers in a power-series expansion ofχ in (2.21) one finds thatχ is a smooth sphere function ofr andθ. In other words, for each r,χ defines naturally a smooth function on S 2 . A similar argument applies to (2.21).
Since ∂θr = 0 atr = 0 from (2.19), we havê r(r = 0,θ) = 0 
where ∂ v is the Killing field defining the Killing horizon, ∂ ϕ is the axial Killing field, the horizon is atr = 0, (ϕ,θ) parameterize a two-dimensional spherical cross section of the horizon, and F , α, ψ, h ϕϕ / sin 2θ , hθθ, h ϕθ / sinθ (and hence also det h ab / sin 2θ ) are smooth sphere functions in a neighbourhood of r = 0.
Similarly, for any anti-symmetric tensor F the functions F vϕ / sin 2θ , F rϕ / sin 2θ , F vθ / sinθ, Fθ ϕ / sinθ and F vr are smooth sphere functions.
Geometric analysis near a degenerate horizon
In this section, we would like to extract geometric information near a degenerate horizon E 0 in an axially symmetric and stationary electrovacuum space-time (M , g) using the metric form (2.23). More precisely, it has been shown in [22] in vacuum, and in [26] in electrovacuum, that the near-horizon geometry is determined uniquely by the area A 0 of a cross section S 0 of the horizon E 0 , the electric charge q e and the magnetic charge q b of the horizon. For convenience of notation we introduce the area radius of the horizon:
Note that, by the near-horizon analysis in [26] ,
The near-horizon limit in vacuum
Assume that (M , g) is a vacuum space-time, so q e = q b = 0. The nearhorizon geometry of the extreme Kerr solution which has horizon area A 0 is given by (see, e.g., [3] ):
where (t,r + r 0 / √ 2, θ, φ) is the Boyer-Lindquist coordinate system for the Kerr solution.
By the change of variables
the above metric can be rewritten as
We then use the results in [22] and the analysis in Section 2 to obtain, in a neighbourhood of E 0 , a null Gaussian coordinate system (v, ϕ,r,θ) such that the metric g takes the form (2.23) and the coordinates (θ, ϕ) agree with the coordinate (θ, ϕ) of the above Kerr metric atr = 0. Furthermore,
Observe that equations (3.5)-(3.7) together with Proposition 2.2 allow us to write
for some smooth sphere functions β ϕϕ and β of (r,θ), which satisfy β ϕϕ (0,θ) ≡ β(0,θ) ≡ 1.
The near-horizon limit in electrovacuum
In the general case where (M , g) is electrovacuum, by [26] , the near-horizon geometry is characterized by that of the Kerr-Newman solution which has the same horizon area parameter A 0 and charge parameters q e and q b . In the Kerr-Newman case, the near-horizon fields can be obtained by first applying a duality rotation to F KN (to account for the magnetic charge), and then calculating the near-horizon limit. Using, e.g., [24, pp.79-80] one finds (compare [3] ): . Note that the sign of a 0 is not determined in [26] , but we can always make it positive using the transformation φ → −φ.
Introducing the change of variables
Thus, as already explained, we can select a null Gaussian coordinate system (v,r,θ, ϕ) in a neighbourhood of E 0 in M such that g takes the form (2.23) there, the coordinates (θ, ϕ) coincide with the coordinates (θ, ϕ) as in (3.10) on E 0 , and 
for some smooth sphere functions β ϕϕ and β of (r,θ) which satisfy β ϕϕ (0,θ) ≡ β(0,θ) ≡ 1.
The orbit-space metric
In
Note that det g = −r 2 F h ϕϕ .
In particular, g is Lorentzian forr = 0 if and only if Ah ϕϕ is non-negative. In electrovacuum this follows from (2.18) and from the analysis of the nearhorizon geometry in [22, 26] (compare (3.3) and (3.12)). Alternatively, one can simply assume that this is true and carry-on the analysis from there. The orbit-space metric q is defined as
where g ab is the matrix inverse to g (∂ a , ∂ b ). In matrix notation (3.19) reads
and so its inverse reads
The orbit-space metric is then for some smooth sphere functionβ ρ =β ρ (r,θ) such that
By the Einstein-Maxwell electrovacuum equation, ρ is harmonic with respect to q (see, e.g., [35, Section 2] ). Let z be minus the harmonic conjugate of ρ, i.e. z is defined up to a constant by
By (3.12)-(3.16) and (3.23), we have
where γ is some smooth positive function of (r,θ) such that γ(0,θ) ≡ 1. Thus, up to a shift by a constant, Altogether, (3.23) and (3.24) imply that
We have thus proved: Proposition 3.1 In I + -regular, axisymmetric, stationary and electrovacuum space-times, every degenerate component of the event horizon corresponds to a point lying on the axis ρ = 0 in the (ρ, z) plane.
Remark 3.2 For the sake of simplicity we have stated the result under the hypotheses of Theorem 1.1. However, the analysis above only uses the following: the horizon is degenerate, and has a spherical cross-section S on which the Killing vector ∂ v has no zeros; the Killing vector field ∂ ϕ is spacelike wherever non-zero; the function ρ is harmonic with respect to the orbit-space metric q; and finally
Global isothermal coordinates
We wish to show that the functions ρ and z provide global coordinates on the quotient manifold M ext /(R × U (1)), where M ext is the domain of outer communications in (M , g). For this we adopt the strategy in [11] , which in turn draws on [9] ; the arguments there need to be extended in a non-trivial way to cover the current setting. Let B be the manifold obtained from the orbit space M ext /(R×U(1)) by doubling along the axis, as in [9] . The metric q extends smoothly to a smooth metric on B, which we will also denote by q. In this section, we show that the functions ρ and z, defined in the previous section and appropriately extended to the double, provide global isothermal coordinates for (B, q) and hence, by restriction, for M ext /(R × U(1)).
As shown in Proposition 3.1, in the connected case the horizon corresponds to a point p in a one-point completion B := B ∪ {p} of B. The point p will be denoted by 0; the reason for this slight abuse of notation will be clear momentarily. For configurations with N d degenerate components of the horizon and N r non-degenerate ones, each degenerate horizon will correspond to a point p i in a completion
where the D 1 a 's are disks corresponding to smooth boundary components for B; see [11] for a detailed description of the non-degenerate components of the event horizon. It should be noted that the point 0 in the former case, and the p i 's in the latter case, are genuinely not points in B.
In a B-neighbourhood of each p i we parameterize B by a small punctured disc D 4ǫ \ {0} ⊂ R 2 via the polar map (x,ŷ) → (r,θ), withr ∈ (0, 4ǫ). By (3.21) in this region, q is conformal tô
where f is a smooth sphere function such that f (0,θ) ≡ 1. This can be rewritten asq
Soq will extend smoothly acrossx =ŷ = 0 if and only if f − 1 equalsr 2 times a smooth function ofx andŷ. If this happens to be the case, we can apply [9, Theorem 2.9] to reach the desired conclusion, Theorem 3.3 below. However, it is not clear that f will take this form in general, so the above strategy needs to be revised to allow general metricsq as above. For this we need to provide first some preliminary analysis. Let Rq denote the Gaussian curvature ofq. It is evident that Rq is smooth in all sufficiently small punctured discs D 4ǫ \ {0}, 0 < ǫ < ǫ 0 for some ǫ 0 , with Rq = O(r −1 ) and |DRq| = O(r −2 ) for smallr > 0 . Moreover, the usual formula for the scalar curvature in a frame formalism in dimension two shows that there are functionŝ 
such thatû * ≡ u in the region which is parameterized by D ǫ . Defineq = e −2û * q . It is readily seen that q is flat near 0. Sinceû is continuous,q has no conical singularity at the origin, and so the metricq is smooth across 0 in an appropriate differentiable structure (which might, or might not, coincide with the one defined by the coordinatesx andŷ, but this turns out to be irrelevant for what follows). We can now apply [9, Theorem 2.19 ] to find a functionũ ∈ C ∞ (B) such that q := e −2ũq is a smooth flat metric on the complete simply connected manifold B. Since the relevant equations are conformally invariant, one can ignore the possible singularities at the p i 's of the conformal factor relating q and q, and proceed as in [11] (see in particular the argument leading from Equation (6.8) to Equation (6.11) there) to show that ρ and z provide a global coordinate system on M ext /(R × U (1)). We conclude that Theorem 3.3 Under the hypotheses of Theorem 1.1, the area function ρ and its harmonic conjugate −z form a global manifestly asymptotically flat coordinate system on M ext /(R × U (1)).
For the sake of completeness, we note some regularity properties ofû. Fix some point p ∈ D ǫ \ {0}. Applying [21, Theorem 8.32 ] to u − u(0) in D |p|/2 (p) and recalling (3.25), we have
It follows that
Similarly, applying [21, Theorem 6.2] to u − u(0) in D |p|/2 (p) and noting that, by (3.25)
we get
We thus have
Hypersurface-orthogonality
Recall that ξ = ∂ v , η = ∂ ϕ . It is well-known that, in electrovacuum (see, e.g., [25] ), the plane distribution (Span{ξ, η}) ⊥ is integrable; equivalently
By direct computations, we find
Thus the hypersurface orthogonality condition (3.29) reads
The Ernst potential of ∂ ϕ in vacuum
We now turn our attention to the second missing ingredient required for the uniqueness argument. Namely, we will show that, in a neighbourhood of the horizon E 0 , the harmonic map associated to (M , g) lies a finite distance from that associated to the Kerr-Newman solution which has the same parameters A 0 , q e and q b . We start with the special case where (M , g) is vacuum. The electrovacuum case will be considered in Section 3.7. The (complex) Ernst potential associated with the Killing vector η = ∂ ϕ is defined as X + i Y where
where * is the Hodge operator of g. Here, by a common abuse of notation, we use the same symbol η for the vector η and its metric dual g(η, ·). The existence of the twist potential Y is a consequence of the Einstein vacuum equations; see, e.g., [33, Section 2].
The reference Kerr metric has been chosen to have the same area radius r 0 as the metric under consideration, and so from (3.9), we have
To obtain the twist potential Y , a computation gives
In the above formula, the dv component must vanish. This is a consequence of one of the hypersurface orthogonality conditions, namely that dη∧ξ∧η = 0 (see (3.30) ). Thus,
Now, as dY = * (η ∧ dη), the relations (3.4), (3.8) and (3.9) imply
where γr and γθ are smooth sphere function of (r,θ) with γθ(0,θ) ≡ 1. By [11, Section 6] , in a sufficiently regular black hole space-time, in a collar neighbourhood of every component of the Killing horizon the axis of rotation A has exactly two connected components, each of which meets a cross section of the horizon at exactly one point. Now, by Proposition 2.2, in a neighbourhood of the horizon, ∂ ϕ vanishes along {θ = 0} and {θ = π}. Evidently these two sets correspond to different component of A . Denote by A + and A − the components of A that contain {θ = 0} and {θ = π}, respectively.
It is well-known that Y is constant on each component of A . In a neighbourhood of the horizon, this can be seen readily from the first equation in (3.34) . Away from the horizon, see e.g. [12, Eq. (2.6)] or [33] . By (3.34), we have
Hence, shifting Y by a constant if necessary, we can assume that
Then, by integrating (3.34),
where δY is given by δY (r,θ) = 4r
It thus follows that
To proceed, we recall that the distance d b between two points (X 1 , Y 1 ) and (X 2 , Y 2 ) in the (real) hyperbolic plane is implicitly given by the formula [4, Theorem 7.2.1]:
Also, recall that we have shown that the functions z and ρ defined in Section 3.3 provide global isothermal coordinates on the orbit space. Define (r, θ) by (z, ρ) = (r cos θ, r sin θ).
Now consider a reference Ernst potential X Kerr + i Y Kerr as given in [19] :
Here r and θ are polar coordinates associated to Kerr's own (z, ρ) coordinates.
It is convenient to rewrite X Kerr and Y Kerr as Thus, for smallr, 
We have therefore proved (for terminology, see [11] ):
) be a vacuum, I + regular, stationary and axisymmetric asymptotically flat black hole space-time. Let E 0 be a degenerate component of the event horizon I + (M ext ) ∩ ∂ M ext with cross-section area A 0 . There exists a neighbourhood of E 0 on which the hyperbolic-plane distance between the complex Ernst potential of (M , g) and that of the extreme Kerr space-time with the same area of the cross-sections of the horizon is bounded.
The Ernst potential of ∂ ϕ in electrovacuum
We continue with the extension of the analysis in Section 3.6 to the electrovacuum case. Let F be the electro-magnetic two-form in a stationary axisymmetric space-time (M , g) satisfying the sourceless Einstein-Maxwell equations: thus F is invariant under both ξ and η and satisfies the Maxwell equations:
To fix terminology, the vectorial Ernst potential (U, V, χ e , χ m ) of the rotational Killing field η, is defined as follows. First, U is defined as
Next, the electric and magnetic potentials χ e and χ m of η are defined by
To dispel confusion, we emphasize that these are not the same as the standard electric and magnetic potentials which are defined using the stationary Killing field. The existence of χ e and χ m is a consequence of (3.47). Note that η vanishes on the axis A , which implies that χ e and χ m are constant on each connected component of A . It further follows from the Einstein-Maxwell equations that the 1-form * (η∧dη)−2χ
m dχ e +2χ e dχ m is closed (see e.g. [35] ), and so we can define V by
Similarly to the vacuum case, V is constant on each connected component of A .
In the sequel, we analyze the asymptotic behaviour of (U, V, χ e , χ m ) aŝ r → 0. It is desired to relate this potential to that of the reference degenerate Kerr-Newman solution which has the same horizon area A 0 and charge parameters q e and q b . To this end, we introduce the variable (r, θ) as in Section 3.6 by (z, ρ) = (r cos θ, r sin θ) ,
where the functions z and ρ are defined in Section 3.3. The Ernst potential of the reference Kerr-Newman solution then takes the following form in terms of r and θ) (see, e.g., [24] ):
Here q 0 is the total charge,
Note that in [24] , only the case of vanishing magnetic charge is considered. The general magnetically charged solution can be obtained from this by a duality rotation, F → cos λF + sin λ * F , where λ is a real constant. Under this transformation the new potentials χ where the error terms are smooth sphere functions. Thus, by a simple calculation, in a neighbourhood of the horizon we have
where s is some smooth function ofθ such that s(
We are ready for the analysis of (U, V, χ e , χ m ) near the horizon. From the flux formulae for the total electric and magnetic charges of the horizon we have
In view of the above two identities, we can assume without loss of generality that χ Next, applying the result of [26] to (M , g, F ) and to (M , g, * F ) we find
where F KN is the electro-magnetic two-form associated to the reference KerrNewman solution. Note that here we have used θ ≡θ on the horizon. It thus follows from the definition of χ e and χ m that We have therefore proved (for terminology, see [11] ):
Theorem 3.5 Let (M , g, F ) be an electrovacuum, I + regular, stationary and axisymmetric asymptotically flat black hole space-time. Let E 0 be a degenerate component of the event horizon I + (M ext ) ∩ ∂ M ext with cross-section area A 0 , electric charge q e and magnetic charge q b . There exists a neighbourhood of E 0 on which the complex-hyperbolic-plane distance between the vectorial Ernst potential of the rotational Killing vector field of (M , g) and that of the extreme Kerr-Newman space-time with the same horizon cross-section area, electric charge and magnetic charge is bounded. 4 Proof of Theorem 1.1
Let (M , g) be a stationary, I + -regular, analytic electrovacuum space-time with connected, non-empty, rotating future event horizon E 0 . As justified in detail in [11] , we only need to consider the case where the metric is axisymmetric. By Theorem 3.3, the area function ρ and its harmonic conjugate −z form a global manifestly asymptotically flat coordinate system on M ext /(R × U (1) , g ) is diffeomorphic to the corresponding domain of outer communications in that Kerr-Newman space-time to which the reference Ernst potential is associated.
