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Abstract
This paper studies adaptive sensing for estimating the nonzero amplitudes of a sparse signal with the
aim of providing analytical guarantees on the performance gain due to adaptive resource allocation. We
consider a previously proposed optimal two-stage policy for allocating sensing resources. For positive
powers q, we derive tight upper bounds on the mean qth-power error resulting from the optimal two-
stage policy and corresponding lower bounds on the improvement over non-adaptive uniform sensing. It is
shown that the adaptation gain is related to the detectability of nonzero signal components as characterized
by Chernoff coefficients, thus quantifying analytically the dependence on the sparsity level of the signal,
the signal-to-noise ratio, and the sensing resource budget. For fixed sparsity levels and increasing signal-
to-noise ratio or sensing budget, we obtain the rate of convergence to oracle performance and the rate
at which the fraction of resources spent on the first exploratory stage decreases to zero. For a vanishing
fraction of nonzero components, the gain increases without bound as a function of signal-to-noise ratio
and sensing budget. Numerical simulations demonstrate that the bounds on adaptation gain are quite tight
in non-asymptotic regimes as well.
Index Terms
Adaptive sensing, adaptive estimation, sparse signals, resource allocation, performance analysis.
I. INTRODUCTION
Adaptive or controlled sensing refers to the control of the signal acquisition process in response to
information that has already been learned about the signal. Recently, attention has been focused on
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2adaptive sensing for sparse signals [1]–[12], i.e., signals that occupy a small number of dimensions in a
much larger ambient space. The common theme in these works is that the signal-to-noise ratio (SNR) can
be improved for various inference tasks by gradually determining the support of the signal and allocating
sensing resources accordingly.
In [1], adaptive sensing is considered for the estimation of the nonzero amplitudes of a sparse signal.
For the case of two sensing stages, policies for allocating sensing resources are derived that are optimal
for a variety of estimation loss functions, generalizing an optimal two-stage policy proposed by [2] under
slightly different motivations. For more than two stages, [1] also provides allocation policies based on the
approximate dynamic programming method of open-loop feedback control (OLFC) [13] with performance
that improves monotonically as the number of stages increases. Simplifications to the two-stage policy
in [2] have also been proposed based on Lagrangian constraint relaxation [3] and a pooling approach to
reduce the number of measurements in the first stage [4].
Empirical results in [1], [2], [4] show that multistage adaptive sensing can lead to dramatically
better estimates of nonzero signal components compared to non-adaptive sensing. However, analytical
quantification of the gains in this setting has so far been lacking. In this paper, we make a contribution in
this direction by obtaining upper bounds on the mean estimation error resulting from optimal two-stage
adaptive sensing, and by extension lower bounds on the adaptation gain. While our focus is on two-
stage policies, the bounds also apply to the multistage OLFC policies of [1] because of the monotonicity
property noted above.
In related work on adaptive sensing of sparse signals, performance guarantees have been derived for
other inference tasks, notably signal support recovery. Under a Gaussian observation model similar to the
one in this work, bounds are obtained on the SNR required by a procedure known as distilled sensing
[5] to recover the support with vanishing false discovery and non-discovery rates as the signal dimension
increases. The method of sequential thresholding [6] generalizes distilled sensing and is shown to recover
the support exactly in the high-dimensional limit provided that the number of observations grows as a
function of the sparsity level and the SNR as measured by a Kullback-Leibler divergence. Distilled sensing
has also been generalized to a gamma-distributed observation model appropriate for spectrum sensing and
the detection error probability is characterized in terms of the channel occupancy, primary user power, and
sensing budget [7]. Additionally, similar support recovery guarantees have been given for sensing that is
both adaptive and compressive [8]–[10], in contrast to the non-compressive component-wise observations
considered in [5]–[7] and herein. However, as contrasted with support recovery, guarantees for adaptive
amplitude estimation of sparse signals have received less attention.
3This paper studies the benefits of adaptive sensing for the estimation of nonzero signal amplitudes
in a context similar to [1]. In contrast to [1]–[4] however, where the focus was on developing tractable
resource allocation policies capable of large gains and on empirical validation thereof, here the focus
is on theoretical certification. Specifically, the goal is to provide estimation performance guarantees for
adaptive sensing policies and to analyze the key factors affecting the adaptation gain. Moreover, the
guarantees presented herein are quantitative, as opposed to the weaker qualitative statements in [1] of
one policy improving upon another.
For the signal estimation problem, intuition suggests that the benefit of adaptive sensing depends on
the extent to which sensing resources can be concentrated on the signal support, which depends in
turn on the ability to detect nonzero signal components. It is of interest therefore to understand the
impact on performance of several quantities: the sparsity level of the signal, which limits the degree of
concentration; the SNR, which controls detectability; and the total sensing resource budget. Our bounds
show that these dependences can be largely summarized by a single measure of detectability, specifically
a Chernoff coefficient between two distributions: (1) the conditional distribution of the observations given
the presence of a signal component; and (2) the marginal distribution of the observations. For the case
of mean squared error (MSE), the Chernoff coefficient reduces to the Bhattacharyya coefficient. It is
interesting to note that both Bhattacharyya [14] and Chernoff coefficients [15] have been used before in
adaptive sensor management, specifically to bound the probability of classification error and assess the
value of further observations.
A more detailed overview of our results is as follows. We focus on optimal two-stage policies and
derive upper bounds on the mean qth-power estimation error for any positive q. These bounds are then
compared to the error incurred under non-adaptive uniform sensing. Two regimes are considered with
respect to sparsity: (1) a fixed fraction p ∈ [0, 1] of nonzero components and signal dimension N either
finite or tending to infinity (Theorem 1); and (2) a vanishing nonzero fraction p → 0 as N → ∞ such
that Np→∞ (Corollary 1). To describe the combined effect of the SNR and sensing budget, in Section
III-B we define a parameter r as the product of SNR (in units of squared amplitude/power) and sensing
budget. In terms of r, the performance bounds are shown to be tight in the limits r → 0 and r → ∞
(note that these limits can be approached when only one of the SNR or sensing budget tends to 0 or
∞). In the case of fixed p and r → ∞, the analysis confirms the previous empirical finding [1], [2]
that adaptive sensing can achieve the same performance as the oracle policy, which has perfect prior
knowledge of the signal support. In addition, we obtain in Theorem 2 rates of convergence to the oracle
gain as a function of r and the corresponding optimal allocation of resources to the first, exploratory
4stage of the two-stage procedure. As r → ∞ with p fixed, the first-stage allocation decays to zero, a
phenomenon that has previously been shown for two-stage variable selection and prediction [16] and
is analogous to the notion of sublinear regret for multi-arm bandits (see e.g. [17], [18]). In the case of
vanishing p and r → ∞, Theorem 3 shows that the gain increases without bound as O (√r) and gives
the optimal division of resources between the two stages.
The tightness of the bounds on adaptation gain is illustrated by simulation in Section V. Notably, the
simulations indicate that the bounds are also quite tight in the regime of intermediate r and finite N .
Furthermore, while the main contribution of this paper is on performance analysis, as a by-product we
propose a simplification of the optimal two-stage policy that minimizes an upper bound on the expected
cost-to-go instead of the true cost-to-go. The simplified policy performs nearly identically to the optimal
policy, due in part to the accuracy of the bound, and unlike [1]–[4], does not require Monte Carlo sampling
to compute expectations.
The remainder of the paper proceeds as follows. Sections II and III review relevant material from [1],
including the signal and observation models, the estimation cost function, and a two-stage policy for
sensing resource allocation that minimizes the mean estimation error. In Section IV, we develop the main
results of this paper, namely bounds on the estimation error of the two-stage policy in Section III and
its improvement compared to non-adaptive sensing. The bounds are validated numerically in Section V
and the paper concludes in Section VI. Detailed proofs can be found in the appendices.
II. PROBLEM FORMULATION
The adaptive sensing problem considered in this paper is a special case of the multistage resource
allocation problem in [1]. It is also related to [2] as discussed in [1]. Let x be an N -dimensional real-
valued signal that is sparse in some fixed basis, which we assume is the canonical basis without loss of
generality. We consider the following Bernoulli-Gaussian model for x: The support of x is represented
by a vector I of i.i.d. Bernoulli indicator variables Ii, i = 1, . . . , N , with P(Ii = 1) = p a priori and
xi = 0 if Ii = 0. The parameter p is therefore the mean proportion of nonzero entries in x, i.e., the mean
number of nonzero entries divided by N . Given Ii = 1, the corresponding amplitude xi is conditionally
distributed as a Gaussian random variable with mean µ and variance σ2, independent of other components
of x. While the framework of [1] allowed the prior distributions P(Ii = 1) and f(xi|Ii = 1) to depend
on i, i.e., inhomogeneous distributions, the results in the present work are restricted to the homogeneous
distributions specified above. Furthermore, it is assumed that the prior parameters p, µ, and σ2 are known.
For the analysis herein, these parameters determine the sparsity and SNR levels that in turn control the
5gain of adaptive estimation. In terms of implementation, considerable robustness to inaccurate knowledge
of these parameters has been demonstrated through simulations in [1].
While [1] considered the allocation of resources over an arbitrary number of stages T to measure the
signal x, in this paper we focus on the two-stage case T = 2. Define λi(t), i = 1, . . . , N, t = 0, . . . , T−1,
to be the effort allocated to sensing component i of x in stage t+1, where effort may represent observation
time, number of samples, or other sensing resources depending on the application. The effort allocations
λ(t) = (λ1(t), . . . , λN (t)), t = 0, . . . , T − 1, satisfy an overall budget constraint. Denoting by Λ(t) the
sensing budget available at the end of stage t, this budget constraint may be expressed as
T−1∑
t=0
N∑
i=1
λi(t) = Λ(0), (1)
where Λ(0) is the total budget at the beginning. Given λi(t − 1), the observation yi(t) of component i
in stage t is given by
yi(t) = xi +
ni(t)√
λi(t− 1)
, i = 1, . . . , N, t = 1, . . . , T, (2)
where ni(t) denotes i.i.d. zero-mean Gaussian noise with variance ν2 and we adopt the convention that
the observation is not taken if λi(t− 1) = 0. As with p, µ, and σ2, the noise variance ν2 is assumed to
be known and similar comments as above apply. The effective SNR under (2) is
SNReff,i(t) =
σ2λi(t− 1)
ν2
(3)
and can be selectively increased through choice of λi(t−1). In the non-adaptive case, λ(t) for all t must
be chosen ahead of the first observation stage, whereas in adaptive sensing, λ(t) can depend causally on
all observations Y(t) ≡ {y(1), . . . ,y(t)} seen so far. The function relating Y(t) to λ(t) is referred to
as the effort allocation policy. The observation model (2), (3) assumes that the signal is constant over
the T -stage sensing horizon and that the dependence of SNR on λi(t − 1) is linear; in the latter case,
nonlinear dependences are also considered in [1].
After T sensing stages, the full set of observations Y(T ) is used to produce an estimate xˆ of x. As
in [1], we assume that the nonzero components of x are of primary interest and seek to minimize the
mean qth-power error over the signal support:
E
{
N∑
i=1
Ii |xˆi − xi|q
}
, (4)
where q > 0 and the expectation is taken over I, x, and Y(T ). Setting q = 2 yields the familiar mean
squared error (MSE). In addition to accounting for amplitude estimation error directly, the cost function
6(4) also indirectly promotes better performance in estimating the support of the signal, i.e., detecting
nonzero signal components, as demonstrated in [2], [19]. This is because the lowest values of (4) are
achieved by concentrating sensing effort on the signal support, which in turn requires reliable identification
of the support. Missed nonzero components lead to insufficient effort allocations and higher error, while
false alarms, i.e., zero-valued components mistaken as nonzero, are also penalized by (4) because they
divert resources away from the true signal support.
III. EFFORT ALLOCATION POLICIES
A. Optimal two-stage policy
In [1], an effort allocation policy was derived that minimizes the mean qth-power error (4) over all
two-stage policies subject to the budget constraint (1). This optimal two-stage policy is the subject of
study in the present work and is summarized here along with related facts for later reference.
The policy in [1] is obtained using dynamic programming [13] and thus depends on the observation
history Y(t) through a collection of state variables s(t) = (p(t),µ(t),σ2(t),Λ(t)), where pi(t) = P(Ii =
1 | Y(t)), µi(t) = E[xi | Ii = 1,Y(t)], and σ2i (t) = var(xi | Ii = 1,Y(t)) for i = 1, . . . , N , and Λ(t) is
the remaining sensing budget after t stages. At time t = 0, the state variables are initialized uniformly
over i to the prior values p, µ, σ2, and Λ(0), and evolve according to the following relations:
pi(t+ 1) =
pi(t)f1(yi(t+ 1))
pi(t)f1(yi(t+ 1)) + (1− pi(t))f0(yi(t+ 1)) , (5a)
µi(t+ 1) =
ν2µi(t) + λi(t)σ
2
i (t)yi(t+ 1)
ν2 + λi(t)σ
2
i (t)
, (5b)
σ2i (t+ 1) =
ν2σ2i (t)
ν2 + λi(t)σ2i (t)
, (5c)
Λ(t+ 1) = Λ(t)−
N∑
i=1
λi(t), (5d)
where
f0(yi(t+ 1)) = f(yi(t+ 1) | Ii = 0,Y(t)) = φ(yi(t+ 1); 0, ν2/λi(t)), (6a)
f1(yi(t+ 1)) = f(yi(t+ 1) | Ii = 1,Y(t)) = φ(yi(t+ 1);µi(t), σ2i (t) + ν2/λi(t)), (6b)
and φ(·;µ, σ2) denotes the Gaussian probability density function (PDF) with mean µ and variance σ2. The
effort parameters λi(t) in (5) are determined by the effort allocation policy, and specifically through (7), (8)
below. With these definitions, it is shown in [1] that the conditional mean estimator xˆ = µ(T ) minimizes
7(4) and that the effort allocation problem for T = 2 can be expressed as a two-stage optimization problem,
J∗1 (s(1)) = mqν
q min
λ(1)
N∑
i=1
pi(1)(
ν2/σ2i (1) + λi(1)
)q/2
s.t.
N∑
i=1
λi(1) = Λ(1), λi(1) ≥ 0 ∀ i,
(7)
J∗0 (s(0)) = min
λ
E {J∗1 (s(1)) | s(0), λ1}
s.t. 0 ≤ λ ≤ Λ(0)
N
,
(8)
where mq = E[|z|q], z ∼ N (0, 1), is the qth absolute moment of a standard Gaussian random variable.
The optimal two-stage estimation error is given by J∗0 (s(0)). The second-stage optimization (7) over
λ(1) depends on the values of the first-stage observations y(1) through the state s(1). The first-stage
optimization (8) is then defined recursively in terms of J∗1 (s(1)). Under the assumption of a uniform
prior, the first-stage allocation λ(0) is also uniform by symmetry, i.e., λ(0) = λ1 where 1 is a vector of
ones, thus making (8) a one-dimensional optimization. The expectation in (8) is taken over y(1), which
has i.i.d. components with distribution
fp(yi(1)) = pf1(yi(1)) + (1− p)f0(yi(1)) (9)
= pφ(yi(1);µ, σ
2 + ν2/λ) + (1− p)φ(yi(1); 0, ν2/λ)
parameterized by s(0) = {p, µ, σ2,Λ(0)} and λ.
The optimal solution to (7) has an explicit form as derived in [1]. Define γ = 2/(q + 2) and π to be
an index permutation that sorts the quantities pγi (1)σ2i (1) in non-increasing order:
pγpi(1)(1)σ
2
pi(1)(1) ≥ pγpi(2)(1)σ2pi(2)(1) ≥ · · · ≥ pγpi(N)(1)σ2pi(N)(1). (10)
Then the optimal solution λ∗(1) to (7) is given by
λ∗pi(i)(1) =


Cpγpi(i)(1) − ν
2
σ2pi(i)(1)
, i = 1, . . . , k,
0, i = k + 1, . . . , N,
(11)
where
C =
Λ(1) +
∑k
j=1
ν2
σ2pi(j)(1)∑k
j=1 p
γ
pi(j)(1)
. (12)
Equation (11) shows that the optimal allocations are thresholded to zero after a certain point in the rank
order and that the nonzero allocations increase with the probabilities pi(1) raised to the power γ and
decrease with the precisions 1/σ2i (1). The number of nonzero allocations k is determined by the interval
8(b(k − 1), b(k)] in which the budget parameter Λ(1) falls, where b(k) is the monotone non-decreasing
sequence
b(k) =
ν2
pγpi(k+1)(1)σ
2
pi(k+1)(1)
k∑
i=1
pγpi(i)(1) −
k∑
i=1
ν2
σ2pi(i)(1)
, k = 0, . . . , N − 1, (13)
and b(N) =∞.
The optimal solution to (8) can therefore be computed by sweeping λ from 0 to Λ(0)/N , approximating
the expected cost-to-go E{J∗1 (s(1))} for each λ, for example by Monte Carlo, and using (10)–(13) to
compute J∗1 (s(1)). In the course of the analysis in Section IV-A, a closed-form upper bound is derived
on the expected cost-to-go, suggesting as a by-product a simplification of the optimal procedure above
in which the expected cost-to-go is replaced by its upper bound and Monte Carlo simulation is avoided.
This is discussed in more detail in Section IV-A.
B. Non-adaptive and oracle policies
Our results in Section IV compare the optimal two-stage policy in Section III-A to two other policies:
single-stage non-adaptive sensing, and an oracle policy that has full knowledge of the true signal support
and distributes effort only over the support. In this subsection, we derive the mean estimation error of
the non-adaptive and oracle policies.
The non-adaptive estimation error can be determined as a special case of two-stage sensing by setting
λ = 0 in (8), i.e., by skipping the first observation stage. As a consequence, the state remains unchanged
from its initial value, s(1) = s(0), and the non-adaptive estimation error Jna(s(0)) is equal to J∗1 (s(0)).
By symmetry, the optimal solution to (7) is to divide the sensing budget Λ(0) evenly, yielding
Jna(s(0)) =
mqν
qNp
((ν2/σ2) + (Λ(0)/N))q/2
. (14)
To express (14) in a more interpretable form, we normalize the budget Λ(0) so that Λ(0)/N = 1, which
has the effect of scaling ν2 by N/Λ(0) in the effective SNR (3). We also define the ratio r ≡ σ2/ν2 as
a measure of effective SNR. Because of the normalization of Λ(0), r accounts not only for the intrinsic
strength of the nonzero signal amplitudes relative to the noise, but also for the size of the sensing budget.
With these definitions, (14) can be rewritten as
Jna(s(0)) =
mqσ
qNp
(1 + r)q/2
. (15)
The numerator can be interpreted as the mean estimation error incurred a priori, i.e., with xˆ = µ(0),
while the denominator is the reduction factor due to making observations y(1).
9The oracle estimation error can be similarly determined by setting λ = 0 in (8) but instead assuming
that the probabilities pi(1) collapse to 1 for the k locations with nonzero signal components and to 0
elsewhere. The total budget Λ(0) = N is then divided into shares of N/k for each nonzero component,
resulting in an oracle error of
Jo(s(0)) = mqν
q
E
{
k
(ν2/σ2 +N/k)q/2
}
= mqσ
q
E
{
k
(1 + rN/k)q/2
}
,
where the expectation is over k, a binomial random variable with parameters N and p. Since the function
k/(1 + rN/k)q/2 is convex with respect to k ≥ 0, an application of Jensen’s inequality yields
Jo(s(0)) ≥ mqσq E{k}
(1 + rN/E{k})q/2
=
mqσ
qNp
(1 + r/p)q/2
.
We define the estimation gain of an allocation policy as its error reduction factor relative to non-adaptive
uniform allocation. The gain of the oracle policy is thus bounded as
Go ≤
(
1 + r/p
1 + r
)q/2
. (16)
IV. PERFORMANCE GUARANTEES
Previous work [1], [2] has shown empirically that the optimal two-stage policy in Section III-A can
achieve substantially lower estimation error than the non-adaptive strategy of uniform effort allocation.
The contribution of this paper is to provide analytical guarantees on the gain due to adaptation. Of
particular interest is the dependence of the gain on several key quantities: the sparsity of the signal as
represented by the fraction p, the SNR, and the sensing budget. With regard to sparsity, two cases are
distinguished: the first in Section IV-A in which p is fixed, representing a fixed fraction of nonzero
components, and the second in Section IV-B in which p decreases to zero as N increases, corresponding
to sublinear growth in the number of nonzero components as a function of N . As in Section III-B, we
normalize the total sensing budget Λ(0) to N . The SNR and the sensing budget can then be summarized
by the ratio r = σ2/ν2 introduced in Section III-B, which increases as either the intrinsic noise variance
decreases or the sensing budget increases. We also define s ≡ µ2/σ2 to represent the prior degree of
certainty in the nonzero signal amplitudes; s will be regarded as a fixed parameter.
As noted in Section II, the improvement in the mean estimation error (4) due to adaptation is determined
by the ability to concentrate sensing resources on the true signal support and thus increase the effective
SNR. This in turn depends on the detectability of nonzero signal components, which is characterized by
the contrast between the signal-absent measurement likelihood f0 (6a) and the signal-present likelihood f1
(6b). Theorem 1 shows that the relevant measures of contrast are Chernoff coefficients between f1(yi(1))
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and the unconditional likelihood fp(yi(1)) (9), which is a mixture of f1(yi(1)) and f0(yi(1)) with weights
p and 1− p respectively. In the sequel, we use f0(y) and f1(y) as a shorthand to refer to f0(yi(1)) and
f1(yi(1)), noting that these distributions do not depend on i due to the assumed homogeneous distribution
of amplitudes over the signal support. The Chernoff coefficient Cγp is then defined as
Cγp =
∫ ∞
−∞
fγ1 (y)f
1−γ
p (y)dy =
∫ ∞
−∞
fγ1 (y) (pf1(y) + (1− p)f0(y))1−γ dy, (17)
where the exponent γ = 2/(q + 2) ∈ (0, 1) as before and is determined by the exponent q chosen to
characterize the loss function (4). In general, Chernoff coefficients measure the overlap between two
probability distributions and take values between 0 and 1, with 0 corresponding to no overlap and 1 to
perfect overlap. For the special case of MSE (q = 2), γ = 1/2 and the Chernoff coefficient reduces to
the Bhattacharyya coefficient
C1/2p =
∫ ∞
−∞
√
f1(y)fp(y)dy,
which is related to the Hellinger distance H(f1, fp) between two distributions via H(f1, fp) =
√
1− C1/2p .
A. Estimation gain: large N and fixed fraction p of nonzero signal components
We consider first the case in which the sparsity parameter p ∈ [0, 1] is fixed and establish the following
bounds on the performance of two-stage adaptive sensing. Similar to [5]–[10], we focus more attention
on the limit as the signal dimension N →∞, which simplifies the form of the bounds.
Theorem 1. Assume that the signal x and observations y(1),y(2) follow the model in Section II with
sensing budget Λ(0) = N . Then for any ǫ > 0, the optimal two-stage estimation error J∗0 (s(0)) is
bounded from above as
J∗0 (s(0)) ≤
mqσ
qNp[
1 + r + r max
λ∈[0,1]
(
(1 + ǫ)−1
(
Cγp
)− 1
1−γ − 1
)
(1− λ)
]q/2 (18)
with probability at least

1− exp

− (Cγp )2Npγǫ2
2
(
pγ
(
C2γp − (Cγp )2
)
+ ǫCγp /3
)

 , 0 < γ ≤ 12 ,
1− exp

− (Cγp )2Npγǫ2
2
(
p1−γ − pγ (Cγp )2 + ǫCγp /3
)

 , 12 < γ < 1.
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In the limit as the signal dimension N →∞ and with ǫ = ω
(
1/
√
N
)
, we have
lim
N→∞
1
mqσqNp
J∗0 (s(0)) ≤
1[
1 + r + r max
λ∈[0,1]
((
Cγp
)− 1
1−γ − 1
)
(1− λ)
]q/2 (19)
and a corresponding bound on the optimal two-stage gain G = Jna(s(0))/J∗0 (s(0)):
lim
N→∞
G ≥
[
1 +
r
r + 1
max
λ∈[0,1]
((
Cγp
)− 1
1−γ − 1
)
(1− λ)
]q/2
. (20)
Equality holds asymptotically in (19), (20) in the limits r → 0 and r → ∞ with λ → 0 simultaneously
in the latter case.
Proof: First we bound the cost-to-go J∗1 (s(1)) in (7). Although the optimal solution to (7) is given
explicitly in (10)–(13), it requires determining the number of nonzero allocations k using (13), which
depends in turn on the rank order of the random variables
√
pi(1). Since a suboptimal allocation can
only increase the cost-to-go, we can upper bound J∗1 (s(1)) by evaluating (7) with the specific non-sparse
allocation:
λi(1) = Λ(1)
pγi (1)∑N
j=1 p
γ
j (1)
. (21)
The allocation (21) preserves the γ-power dependence on the probabilities pi(1) as in the optimal
allocation (11) but does not threshold any of the λi(1) to zero. A particular case of (21) with γ = 1/2
was first proposed in [2] and was shown empirically to result in only a small performance loss relative
to the optimal allocation.
Substituting (21) into (7), we obtain
J∗1 (s(1)) ≤ mqνq
N∑
i=1
pi(1)(
ν2/σ2i (1) + Λ(1)p
γ
i (1)/
∑N
j=1 p
γ
j (1)
)q/2
= mqν
q
N∑
i=1
pi(1)(
ν2/σ2 + λ+N(1− λ)pγi (1)/
∑N
j=1 p
γ
j (1)
)q/2 (22)
= mqσ
q
N∑
i=1
pi(1)(
1 + rλ+ r(1− λ)pγi (1)
(
1
N
∑N
j=1 p
γ
j (1)
)−1)q/2 . (23)
In the first equality (22), we have used (5c) and (5d), λi(0) = λ, and the normalization Λ(0) = N , while
in the second equality (23), we have used the definition of r from Section III-B. The bound in (23) is
monotone non-decreasing in the quantity 1N
∑N
j=1 p
γ
j (1). Hence an application of Lemma 1 in Appendix
12
A yields
J∗1 (s(1)) ≤ mqσq
N∑
i=1
pi(1)(
1 + rλ+ r(1− λ)pγi (1) ((1 + ǫ)pγCγp )−1
)q/2 (24)
with probabilities as indicated in Lemma 1 and the theorem statement.
Next we bound the two-stage cost J∗0 (s(0)) by combining (8) and (24) to yield
J∗0 (s(0)) ≤ mqσq min
λ∈[0,1]
E


N∑
i=1
pi(1)(
1 + rλ+ r(1− λ)pγi (1) ((1 + ǫ)pγCγp )−1
)q/2


= mqσ
qN min
λ∈[0,1]
E


pi(1)(
1 + rλ+ r(1− λ)pγi (1) ((1 + ǫ)pγCγp )−1
)q/2

 , (25)
since {pγi (1)}Ni=1 are identically distributed. The right-hand side of (25) can be further simplified. Using
(A.1), the expectation in (25), which is taken with respect to the unconditional density fp(yi(1)), can
be converted into an expectation with respect to f1(yi(1)), i.e., conditioned on Ii = 1. Thus (25) is
equivalent to
J∗0 (s(0)) ≤ mqσqN min
λ∈[0,1]
E


p(
1 + rλ+ r(1− λ)pγi (1) ((1 + ǫ)pγCγp )−1
)q/2 | Ii = 1


= mqσ
qNp min
λ∈[0,1]
E


1(
1 + rλ+ r(1− λ)
(
p
−(1−γ)
i (1)
)−2/q
((1 + ǫ)pγCγp )
−1
)q/2 | Ii = 1


using the relations γ = 2q
q
q+2 =
2
q (1− γ). The quantity inside the expectation is of the form
1
(α+ βx−2/q)q/2
, α, β ≥ 0, (26)
which can be shown to be a concave function of x by differentiating twice. (More informally, it can
be seen that the function transitions from linear for small x to constant for large x.) Applying Jensen’s
inequality with x = p−(1−γ)i (1) yields
J∗0 (s(0)) ≤ mqσqNp min
λ∈[0,1]
1(
1 + rλ+ r(1− λ)
(
E
[
p
−(1−γ)
i (1) | Ii = 1
])−2/q
((1 + ǫ)pγCγp )
−1
)q/2
=
mqσ
qNp(
max
λ∈[0,1]
1 + rλ+ r(1− λ)
(
p−(1−γ)Cγp
)−2/q (
(1 + ǫ)pγCγp
)−1)q/2
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=
mqσ
qNp(
max
λ∈[0,1]
1 + rλ+ r(1− λ)(1 + ǫ)−1 (Cγp )− 11−γ
)q/2 . (27)
In the first equality above, we have used (A.1) to obtain
E
[
p
−(1−γ)
i (1) | Ii = 1
]
=
∫ ∞
−∞
p−(1−γ)
(
fp(y)
f1(y)
)1−γ
f1(y)dy = p
−(1−γ)Cγp .
The non-asymptotic bound (18) follows from a rearrangement of the denominator in (27). Taking ǫ to
0 at a rate ω
(
1/
√
N
)
yields the asymptotic bound (19) with probability converging to 1. The bound
(20) on the gain G follows from a comparison with the non-adaptive estimation error (15).
In the infinite-dimensional regime N →∞, the two approximations made in the above proof are the
use of the suboptimal second-stage allocation in (21) and Jensen’s inequality applied to the function in
(26). Both of these approximations are tight in the limits r → 0 and r → ∞, λ → 0, and hence the
asymptotic bounds (19), (20) are also tight. To show that the suboptimal allocation (21) can be optimal,
we use the relation ν2/σ2i (1) = 1/r + λ (cf. (22)) to express the nonzero optimal allocations in (11) as
λ∗pi(i)(1) =
(
Λ(1) + k
(
1
r
+ λ
)) pγpi(i)(1)∑k
j=1 p
γ
pi(j)(1)
−
(
1
r
+ λ
)
= Λ(1)
pγpi(i)(1)∑k
j=1 p
γ
pi(j)(1)
+
(
kpγpi(i)(1)∑k
j=1 p
γ
pi(j)(1)
− 1
)(
1
r
+ λ
)
. (28)
Similarly, (13) can be rewritten as
b(k) =
(∑k
i=1 p
γ
pi(i)
(1)
pγpi(k+1)(1)
− k
)(
1
r
+ λ
)
. (29)
As r → 0, i.e., for vanishing SNR or sensing budget, the probabilities pi(1) deviate less and less from
their common prior value of p. Thus the quantity in the first set of parentheses vanishes in both (28) and
(29). It follows that b(N − 1) = 0 < Λ(1), the number of nonzero allocations k = N , and (28) coincides
with the suboptimal allocation (21). For r →∞ and λ→ 0, the quantity in the second set of parentheses
vanishes in (28) and (29) and thus (19), (20) are tight.
As for Jensen’s inequality, equality is achieved if the function in (26) degenerates into an affine function
of x. This is indeed the case for r → 0 since β in (26) converges to 0 and (26) becomes a constant
function. For r → ∞ and λ → 0, α = 1 + rλ becomes negligible compared to β = Θ(r) and (26)
becomes linear.
Remark. While Theorem 1 is stated for two-stage policies, the bounds also hold for the OLFC policies
in [1] with more than two stages because these policies improve monotonically as the number of stages
increases under a fixed total sensing budget (see [1, Prop. 2]). However, the bounds may not be tight for
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T > 2. The same comments apply to performance bounds to be presented in the sequel. As discussed
briefly in Section VI, the derivation of more refined bounds for T > 2, i.e., a sequence of tight bounds
for increasing T , is a subject for future work.
The bound in (20) guarantees that the gain G is greater than 1 for r > 0 since the Chernoff coefficient
Cγp between f1 and fp is strictly less than 1 for r > 0. Further analysis of J∗0 (s(0)) and G requires
computing Cγp , but unfortunately, a closed-form expression is not available when p ∈ (0, 1). As a first
step, we evaluate the bounds in the asymptotic limits of low and high SNR/sensing budget. In the former
case (ν2 → ∞, r → 0), it can be seen from (6) that the distributions f0(yi(1)) and f1(yi(1)) become
more diffuse and similar to each other. Therefore the Chernoff coefficient Cγp approaches 1 as r → 0, and
so too does the gain G. For high SNR/sensing budgets (ν2 → 0, r→∞), f0 and f1 become increasingly
concentrated and their overlap tends to zero. Hence (17) implies that Cγp approaches p1−γ and (Cγp )−
1
1−γ
approaches 1/p. If we take λ→ 0 at a slower rate than ν2 so that ν2/λ still approaches zero, then it can
be seen from (20) that G tends to (1/p)q/2 as r →∞. This is the same gain as that of the oracle (16) for
r → ∞, thus confirming analytically that two-stage adaptive sensing can approach oracle performance
at high SNR/sensing budget, as observed previously in [1], [2].
More insight can be obtained by bounding Cγp in terms of Cγ0 , the Chernoff coefficient between f1 and
f0. The latter coefficient can be computed in closed form since it involves the two Gaussian distributions
specified in (6). From the general formula for two Gaussians with parameters µ0, σ20 and µ1, σ21 , we have
Cγ0 =
√
σ2γ0 σ
2(1−γ)
1
γσ20 + (1− γ)σ21
exp
(
−γ(1− γ)(µ1 − µ0)
2
2(γσ20 + (1− γ)σ21)
)
=
√
(ν2/λ)γ (σ2 + ν2/λ)1−γ
ν2/λ+ (1− γ)σ2 exp
(
− γ(1− γ)µ
2
2(ν2/λ+ (1− γ)σ2)
)
=
√
(1 + rλ)1−γ
1 + (1− γ)rλ exp
(
− γ(1 − γ)srλ
2(1 + (1− γ)rλ)
)
, (30)
using the definitions of r and s. The following proposition provides upper bounds on Cγp in terms of
Cγ0 and is proved in Appendix B. Substituting the upper bounds in place of C
γ
p in Theorem 1 yields
bounds on the two-stage estimation error J∗0 (s(0)) and gain G that are weaker than before but more
easily computed. The first bound (31a) involves the standard Gaussian cumulative distribution function
(CDF) while the second bound (31b) is weaker but does not require computing the Gaussian CDF.
Proposition 1. For any p ∈ [0, 1] and γ ∈ (0, 1), the Chernoff coefficient Cγp (17) is bounded in terms
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of Cγ0 (30) as follows:
Cγp ≤ min
{
p1−γ (1− γ + γ P1(Y1)) + (1− p)1−γ
(
P01(Y0)Cγ0 + (1− γ)
(
1− p
p
)γ
P0(Y1)
)
, 1
}
(31a)
≤ min{p1−γ + (1− p)1−γCγ0 , 1} , (31b)
where
Y0 = {y : pf1(y) < (1− p)f0(y)},
Y1 = {y : pf1(y) > (1− p)f0(y)},
P0, P1 denote probability under f0, f1, and P01 denotes probability under
f01(y) = N
(
y;
γµ
1 + (1− γ)rλ,
1 + rλ
1 + (1− γ)rλ
ν2
λ
)
.
The bounds are asymptotically tight in the limit rλ→∞. Detailed expressions for P1(Y1), P01(Y0), and
P0(Y1) are given below in terms of the standard Gaussian CDF Φ:
P1(Y1) = Φ(z+1 ) + Φ(z−1 ), (32a)
P01(Y0) = Φ(z+01)− Φ(z−01), (32b)
P0(Y1) = Φ(z+0 ) + Φ(z−0 ), (32c)
z±1 =
√
s
rλ
(
±√1 + rλ−
√
1 +
1
s
(2η + log(1 + rλ))
)
, (32d)
z±01 =
√
s(1 + (1− γ)rλ)
rλ
(
−
√
1 + rλ
1 + (1− γ)rλ ±
√
1 +
1
s
(2η + log(1 + rλ))
)
, (32e)
z±0 =
√
s
rλ
(
±1−
√
(1 + rλ)
(
1 +
1
s
(2η + log(1 + rλ))
))
, (32f)
where η = log 1−pp .
For the special case of γ = 1/2 corresponding to the Bhattacharyya coefficient and MSE, an alternative
upper bound can be derived that is tighter for small rλ as demonstrated in Appendix C. As explained in
the proof in Appendix B, it does not seem straightforward to generalize this bound to arbitrary γ.
Proposition 2. For any p ∈ [0, 1], the Bhattacharrya coefficient C1/2p is bounded in terms of C1/20 as
follows:
C1/2p ≤ min
{
p√
p+
√
1− p +
√
p(1− p)√
p+
√
1− p P1(Y
′
1) + C
1/2
0
(
1− p√
p+
√
1− p +
√
p(1− p)√
p+
√
1− p P01(Y
′
0)
)
, 1
}
,
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where
Y ′0 = {y : f1(y) < f0(y)},
Y ′1 = {y : f1(y) > f0(y)},
and P1(Y ′1), P01(Y ′0) are given by the right-hand sides of (32a), (32b) but with η = 0 and γ = 1/2 in
(32d) and (32e).
Propositions 1 and 2 provide approximations to the Chernoff coefficient Cγp that simplify the evaluation
of the bounds in Theorem 1. We use these approximations in Section V to compute lower bounds on
the gain G. The combination of Theorem 1 with either Propositions 1 or 2 also offers a simpler way of
determining the fraction λ of the sensing budget to be allocated to the first stage. Instead of optimizing
(8) directly, which requires exact evaluation of or at least an accurate approximation to the expected
cost-to-go E {J∗1 (s(1))}, we optimize the asymptotic upper bound on E {J∗1 (s(1))} in (19), which is
straightforward to compute with the aid of Propositions 1 or 2. The value of λ that optimizes the bound
is taken to be the first-stage allocation. In Section V, we compare this simplified method to the exact
method (8) and show that the performance loss is negligible.
The approximation to Cγp in Proposition 1 becomes increasingly accurate as rλ → ∞. Proposition 1
can therefore be used to more quantitatively reexamine the limit of high SNR/sensing budget considered
earlier. By expanding the approximation to lowest order in 1/(rλ), it is possible not only to confirm
that the optimal two-stage gain converges to the oracle gain as discussed earlier, but also to determine
the rate of convergence and the first-stage fraction λ that asymptotically achieves the optimal gain. The
following theorem summarizes these results and a detailed proof appears in Appendix D.
Theorem 2. In the limit as N →∞, the optimal two-stage gain converges to the asymptotic oracle gain
of (1/p)q/2 at the rate below:
lim
N→∞
G =
(
1
p
)q/2(
1−A1(q)(1− p)
q+1
q+3
p
q
q+3
e−
s
q+3 r−
1
q+3 +O
(
r−
1+min{q/2,1}
q+3
√
log r
))
,
where A1(q) is a constant that depends only on the exponent q:
A1(q) =
(q + 3)(q + 2)
q+2
2(q+3)
2(q)
q
2(q+3)
.
To achieve this rate, the required fraction λ∗ of the sensing budget allocated to the first stage is
λ∗ =
A2(q)
p
q
q+3 (1− p) 2q+3
e−
s
q+3 r−
1
q+3 , (33)
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A2(q) =
(q + 2)
q+2
2(q+3)
q
3(q+2)
2(q+3)
.
Theorem 2 shows that the two-stage gain G approaches the high-SNR oracle gain (1/p)q/2 at a
rate of r−
1
q+3 as r → ∞, and also shows that the first-stage allocation λ∗ should decrease to zero at
the same rate. These rates quantify empirical findings from [1], [2]. Moreover, the result agrees with
an intuitive view of two-stage sensing as the combination of an exploration stage aimed at detecting
nonzero signal components followed by an exploitation stage devoted to concentrating measurements
and reducing estimation error. Note that the ideal gain of (1/p)q/2 can only be achieved if nearly the
entire budget is allocated to the selective second stage. As the SNR or sensing budget increases, it becomes
possible to use a smaller fraction of the budget in the first stage while still maintaining adequate detection
performance, thus reserving the bulk of the budget for the second stage. The theorem makes precise how
small the first-stage fraction λ can be, or equivalently, what constitutes sufficient detection performance
to enable full exploitation in the second stage. In the limit, the first-stage fraction decreases to zero and
the concentration gain in the second stage approaches 1/p.
The asymptotically vanishing fraction λ∗ ∝ r− 1q+3 devoted to exploration is analogous to the notion of
sublinear regret for multi-arm bandits [17], [18]. Given this context, one may wonder why the regret cannot
be made logarithmic as in many bandit problems, corresponding to a fraction of log(r)/r. Such a log r
vs. r allocation between stages has also been found optimal for two-stage variable selection and predictor
design [16]. The reason is that in the present setting, the problem of detecting nonzero components is
a composite hypothesis test because of uncertainty in the nonzero amplitudes, as represented by the
nonzero prior variance σ2. As a consequence, the probability of detection error decreases only as a weak
power of the SNR/sensing budget r and not exponentially as might be expected otherwise. To be more
specific, (D.3) shows that P1(Y0), which is the probability of missing a nonzero component, decays as
O
(√
log(rλ)
rλ
)
while (D.6) shows that the false alarm probability P0(Y1) decays as O
(√
1
rλ log(rλ)
)
.
Thus the fraction of the budget allocated to the first stage must be significantly larger than log(r)/r to
control the detection errors from the first stage and limit their effect on the exploitation stage. The exact
dependence of the first-stage fraction on r is determined by the interplay between detection error and
the qth-power estimation error (4).
It is also interesting to interpret Theorem 2 in terms of MMSE dimension, a measure of information
and estimability developed in [20]. Both pertain to the high-SNR regime, with MMSE dimension defined
as the product of SNR and the MMSE of estimating a random variable in additive noise, in the limit
of increasing SNR. We give a brief account of the connection to MMSE dimension and refer the reader
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to [20] for an in-depth discussion. First, it can be shown that the cost function (4) adopted herein with
q = 2, i.e., the MSE over the signal support, is equal to the MSE in estimating x over all dimensions
but conditioned on the support I. From this equivalence, the MMSE dimension for the cost function
(4) is determined to be p, being equal to the mass of the continuous part of the distribution of each xi
[20, Thm. 15], and unchanged when conditioned on a discrete random variable [20, Thm. 9]. This result
agrees with the MSE under non-adaptive sensing (15) (normalized by the dimension of x and the variance
σ2), with r playing the role of SNR and taking the limit as r → ∞. On the other hand, for adaptive
sensing, Theorem 2 seems to imply that the MMSE dimension is smaller by an additional factor of p.
The discrepancy lies in two differing definitions of SNR: the first associated with r, which corresponds
to the definition used in [20], and the second being the effective SNR (3), which approaches r/p due
to resource concentration as r → ∞. Under the second definition, Theorem 2 is indeed consistent with
MMSE dimension, thus offering an independent confirmation of the SNR-boosting effect of adaptive
sensing.
B. Estimation gain: large N and vanishing fraction p of nonzero signal components
We now consider the case in which the average number of nonzero signal components grows sublinearly
with N so that the non-sparsity fraction p decreases to zero. More precisely, it is assumed that Np→∞
as N → ∞ while p → 0. As seen in Theorem 3 below, the main difference compared to the previous
regime of fixed p is that the adaptation gain is no longer limited to a finite value. This reflects the fact
that the sensing budget increases linearly with N while the number of nonzero components increases
more slowly. Indeed, for the oracle policy the gain becomes infinite as p → 0. For a non-oracle policy,
the gain is limited only by the detectability of nonzero components, which is a function of SNR.
For any finite N and p, Theorem 1 gives a probabilistic upper bound on the optimal two-stage estimation
error J∗0 (s(0)). As Np→∞ and p→ 0, one would expect the asymptotic bounds (19) and (20) to remain
valid with the Chernoff coefficient Cγp replaced by Cγ0 . This is indeed the case but the vanishing of p
requires a modification to the rate at which ǫ can converge to zero while still ensuring that the probabilities
in Theorem 1 converge to 1. The following corollary makes these convergence rates precise.
Corollary 1. Assume that the average number of nonzero signal components grows sublinearly with N ,
i.e., Np→∞ and p→ 0 as N →∞. Then with ǫ in Theorem 1 decreasing to zero as
ǫ =


ω
(
1√
N
)
, 0 < γ ≤ 12 ,
ω
(
1√
Npγ−
1
2
)
, 12 < γ < 1,
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the optimal two-stage gain G is asymptotically bounded as
lim
Np→∞
p→0
G ≥
[
1 +
r
r + 1
max
λ∈[0,1]
(
(Cγ0 )
− 1
1−γ − 1
)
(1− λ)
]q/2
. (34)
Proof: For the case 0 < γ ≤ 1/2, suppose first that ǫ = ω (pγ). Then for sufficiently large N
and small p, the exponent governing the probability in Theorem 1 is of order Npγǫ = ω
(
Np2γ
)
=
ω
(
N1−2γ
)
and thus increases without bound as desired. Assume then that ǫ = O (pγ). Then the exponent
is asymptotically of order Nǫ2, which requires that ǫ = ω
(
1/
√
N
)
for the bound (34) to hold with
probability converging to 1.
For the case 1/2 < γ < 1, first note that the p1−γ term in the denominator of the exponent dominates the
pγ term for small p. If ǫ = ω
(
p1−γ
)
, then the exponent is again asymptotically of order Npγǫ = ω(Np)
and increases to infinity. If ǫ = O
(
p1−γ
)
, then the order of the exponent becomes Np2γ−1ǫ2, requiring
that ǫ decrease according to the stated rate.
Using Corollary 1, we examine next the limits at low and high SNR/sensing budget as in Section IV-A.
The result below specifies the asymptotic dependence of the two-stage gain on the ratio r as well as the
asymptotically optimal division of the sensing budget between the first and second stages. A proof is
given in Appendix E.
Theorem 3. Assume that Np→∞ and p→ 0 as in Corollary 1. For low SNR or sensing budgets, the
optimal two-stage gain satisfies
lim
Np→∞
p→0
G ≥ 1 + (1− γ)sr
2
8
+O
(
r3
)
and the optimal fraction of the sensing budget allocated to the first stage approaches λ∗ = 1/2. For high
SNR or sensing budgets, the optimal two-stage gain increases as
lim
Np→∞
p→0
G ≥ C3(q)es/2
√
r +O
(
r
max
{
1
2
− 1
q
,− 1
2
})
,
where
C3(q) =
q
3q+2
4
(q + 2)
q+2
4 (q + 1)
q+1
2
,
and the optimal first-stage fraction approaches λ∗ = 1/(q + 1).
Theorem 3 shows that the gain increases with the SNR/sensing budget according to
√
r, independent
of the loss exponent q. Another difference with the fixed-p result in Theorem 2 is that the first-stage
budget fraction λ∗ does not decrease to zero as r →∞. This can again be explained by the faster increase
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of the sensing budget relative to the number of nonzero components. As a result, arbitrarily high gains
can be achieved while using only a fraction of the budget in the second exploitation stage, leaving more
resources for detecting nonzero components in the first stage to increase the gains in the second stage.
Optimizing this tradeoff yields the solution λ∗ = 1/(q + 1) in the theorem.
V. NUMERICAL VALIDATION
The results in Section IV-A for finite sparsity levels p are validated through numerical simulations.
The signal dimension N is set to 10000, the prior signal standard deviation σ is normalized to 1, and
the prior signal mean µ is set to 4 corresponding to s = 16.
We discuss first the determination of the fraction λ of the sensing budget allocated to the first stage.
Fig. 1 compares the optimal λ from (8) to the suboptimal choice obtained by optimizing the upper bound
(19) for a range of sparsity levels and SNR/sensing budgets. We consider both MSE (q = 2 in (4)) and
mean absolute error (MAE, q = 1), using Proposition 2 in the former case and the first inequality (31a)
in Proposition 1 in the latter case to bound the Chernoff coefficient Cγp . The plots show generally good
agreement between the optimal and suboptimal values for moderate and large r. For small r, the values
deviate because of the decreasing quality of the approximations to Cγp in Propositions 1 and 2. In some
cases for very small r, the best upper bound on Cγp is the trivial bound of 1, which makes the right-hand
side of (19) independent of λ and hence prevents λ from being determined. These cases appear as gaps in
the suboptimal curves in Fig. 1. We also show in Fig. 1 the large-r approximations (33) to the suboptimal
first-stage allocations. The approximations become increasingly accurate for r greater than 30 dB.
In Fig. 2, we compare the adaptation gain, i.e., the reduction in MSE or MAE relative to non-adaptive
uniform sensing, of the optimal two-stage policy in Section III-A to the lower bound (20) in Theorem 1,
again combined with either Propositions 1 or 2 to bound Cγp . All empirical means in Fig. 2 are computed
from 10000 simulations. It is seen that the lower bound, which is an asymptotic result, approximates the
finite-dimensional optimal gain very well. At small and large r, both curves approach gains of 1 and
(1/p)q/2 respectively as predicted. The maximum deviations of the two curves occur at intermediate r
near unity and are 1.9, 3.6, 4.6 dB for p = 0.1, 0.01, 0.001 and MSE, and 1.7, 3.3, 4.3 dB for the same
p values and MAE. Fig. 2 also plots the gains of three suboptimal policies, the first using the suboptimal
first-stage allocation in Fig. 1 and the optimal form (10)–(13) for the second stage, the second using the
suboptimal form (21) for the second stage, and the third using the large-r approximation (33) to the first-
stage and optimal second stage. The first of these policies achieves gains that are nearly identical to the
optimal gains, while the policy with suboptimal second stage shows that roughly one third to one half of
21
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Fig. 1. First-stage budget allocation λ as a function of SNR/sensing budget parameter r = σ2/ν2 for sparsity levels p =
0.1, 0.01, 0.001 and either MSE (top row, q = 2 in (4)) or MAE (bottom row, q = 1). The suboptimal values of λ that optimize
the upper bound (19) (using Propositions 1, 2 to bound Cγp ) agree well with the optimal values from (8) for moderate and large
r. The large-r approximation to the suboptimal allocation becomes accurate for r greater than 30 dB.
the gap between the optimal gain and the lower bound (20) is due to the simpler functional form assumed
in (21). The large-r approximate policy approaches the optimal gain above r = 25 dB, suggesting that
the lowest-order approximation (33) is sufficiently accurate in this regime. The approximation is better
for MSE and improves as p decreases.
VI. CONCLUSION AND FUTURE WORK
This paper has provided analytical guarantees on the performance of two-stage adaptive sensing for
estimating the nonzero amplitudes in a sparse signal. The results apply to the mean qth-power estimation
error metric for any positive q. The improvement compared to non-adaptive sensing is shown to be
related to the detectability of nonzero components as measured by Chernoff coefficients, thus quantifying
the dependence on the sparsity level, the SNR, and the sensing resource budget. In the case of fixed
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Fig. 2. Gain (MSE or MAE reduction) relative to non-adaptive sensing as a function of SNR/sensing budget parameter
r = σ2/ν2 for sparsity levels p = 0.1, 0.01, 0.001. The lower bound resulting from (20) and Propositions 1, 2 closely follows
the gain of the optimal two-stage policy, with both curves converging to 1 and (1/p)q/2 at small and large r respectively. The
gain of the policy with suboptimal first stage is nearly identical to the optimal gain while the gain of the policy with suboptimal
second stage lies roughly midway between the optimal gain and the lower bound. The large-r approximate policy approaches
the optimal gain above r = 25 dB.
sparsity level and increasing SNR or sensing budget, we have derived the rate of convergence to oracle
performance as well as the rate at which the fraction of the budget devoted to signal support identification
decays to zero. In the case of a vanishing fraction of nonzero components, the rate of increase of the
adaptation gain with SNR/sensing budget is quantified. Numerical simulations have demonstrated that the
bounds yield good approximations to the optimal two-stage policy and can thus be used to quantitatively
predict performance.
Future work will consider the extension of the techniques in this paper to analogous policies for adaptive
spectrum sensing [19], to other tasks such as signal support recovery, and to more refined analysis of
policies with more than two stages. It is anticipated that the extension to multiple stages will require the
23
ability to handle non-uniform belief states s(t), e.g. non-uniform signal presence probabilities pi(t), which
arise once the first stage of observations has been incorporated. The current work by contrast assumes a
uniform signal prior and first-stage allocation λ, which makes the first-stage observations yi(1) identically
distributed and hence simpler to analyze. Lastly, it would be desirable to determine fundamental limits
on adaptive sensing for the problem considered in this work, i.e., upper bounds on performance along
the lines of [21], [22] that are better than an oracle bound.
APPENDIX A
TAIL BOUND
In this appendix, we derive a tail bound on a sample average that appears in the proof of Theorem 1.
Lemma 1. For γ ∈ (0, 1) and any ǫ > 0,
1
N
N∑
i=1
pγi (1) ≤ (1 + ǫ)pγCγp
with probability at least

1− exp

− (Cγp )2Npγǫ2
2
(
pγ
(
C2γp − (Cγp )2
)
+ ǫCγp /3
)

 , 0 < γ ≤ 12 ,
1− exp

− (Cγp )2Npγǫ2
2
(
p1−γ − pγ (Cγp )2 + ǫCγp /3
)

 , 12 < γ < 1.
Proof: From (5a) and (9) we have
pi(1) =
pf1(yi(1))
pf1(yi(1)) + (1− p)f0(yi(1)) =
pf1(yi(1))
fp(yi(1))
, (A.1)
and since {yi(1)}Ni=1 are i.i.d., so too are {pγi (1)}Ni=1. The expected value of pγi (1) is given by
E [pγi (1)] =
∫ ∞
−∞
pγ
(
f1(y)
fp(y)
)γ
fp(y)dy = p
γCγp (A.2)
using (17). For 0 < γ ≤ 1/2, the second moment of pγi (1) is likewise given by p2γC2γp , while for
1/2 < γ < 1, we use the fact that pi(1) ≤ 1 as a probability to bound the second moment:
E
[
p2γi (1)
]
≤ E [pi(1)] = p.
Hence
var (pγi (1))


= p2γ
(
C2γp − (Cγp )2
)
, 0 < γ ≤ 12 ,
≤ p− p2γ (Cγp )2 , 12 < γ < 1.
(A.3)
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We may now invoke Bernstein’s inequality for random variables bounded by M [23]:
P
(
1
N
N∑
i=1
pγi (1) > E [p
γ
i (1)] + δ
)
≤ exp
(
− Nδ
2
2 (var (pγi (1)) +Mδ/3)
)
,
with M = 1. Substituting (A.2) and (A.3) and letting δ = ǫpγCγp establishes the result.
APPENDIX B
BOUNDS ON CHERNOFF COEFFICIENTS
We prove Proposition 1, which provides upper bounds on the Chernoff coefficient Cγp (17) in terms of
Cγ0 (30), and Proposition 2, which gives a tighter upper bound for the special case of the Bhattacharyya
coefficient C1/2p .
Proof of Proposition 1: We use the fact that the function z1−γ is concave in z ≥ 0 for γ ∈ (0, 1).
Hence its value at z = z1+ z2 with z1 > z2 ≥ 0 is bounded above by its linear approximation at z = z1:
(z1 + z2)
1−γ ≤ z1−γ1 + (1− γ)z−γ1 z2.
For y ∈ Y0, we let z1 = (1− p)f0(y) and z2 = pf1(y) to obtain
(pf1(y) + (1− p)f0(y))1−γ ≤ (1− p)1−γf1−γ0 (y) + (1− γ)
pf1(y)
((1− p)f0(y))γ
≤ (1− p)1−γf1−γ0 (y) + (1− γ)p1−γf1−γ1 (y), (B.1)
where the second inequality follows from the definition of Y0. For y ∈ Y1 we reverse the roles of
(1− p)f0(y) and pf1(y), yielding
(pf1(y) + (1− p)f0(y))1−γ ≤ p1−γf1−γ1 (y) + (1− γ)
(1− p)f0(y)
(pf1(y))γ
. (B.2)
Applying (B.1) and (B.2) pointwise to the integrand in (17) results in
Cγp ≤ (1− p)1−γ
∫
Y0
fγ1 (y)f
1−γ
0 (y)dy + (1− γ)p1−γ
∫
Y0
f1(y)dy
+ p1−γ
∫
Y1
f1(y)dy + (1− γ)1− p
pγ
∫
Y1
f0(y)dy (B.3)
= p1−γ (1− γ + γ P1(Y1)) + (1− p)1−γ
(∫
Y0
fγ1 (y)f
1−γ
0 (y)dy + (1− γ)
(
1− p
p
)γ
P0(Y1)
)
.
(B.4)
Using (6), (30) and the definition of r and after some straightforward algebra, we find that∫
Y0
fγ1 (y)f
1−γ
0 (y)dy = C
γ
0
∫
Y0
f01(y)dy = P01(Y0)Cγ0 , (B.5)
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where f01 is a Gaussian PDF with parameters given in the statement of the proposition. Combining (B.4),
(B.5), and the trivial bound Cγp ≤ 1, we arrive at the first bound (31a) in the proposition statement.
To derive the second, weaker bound (31b) from the first bound, we use the definition of Y1 to relax
(B.2) as follows:
(pf1(y) + (1− p)f0(y))1−γ ≤ p1−γf1−γ1 (y) + (1− γ)(1− p)1−γf1−γ0 (y)
≤ p1−γf1−γ1 (y) + (1− p)1−γf1−γ0 (y). (B.6)
Note that (B.6) is also a relaxation of (B.1). Substituting (B.6) into (17) and combining with the trivial
bound Cγp ≤ 1 yields (31b).
As rλ increases, the densities f0(y) and f1(y) become more concentrated and dominate the other
density within their respective regions Y0 and Y1. As a consequence, the linear approximations in (B.1),
(B.2) to the function z1−γ become more accurate, with the first terms on the right-hand sides of (B.1),
(B.2) becoming dominant. Correspondingly, the first and third terms on the right-hand side of (B.3)
converge to (1− p)1−γCγ0 and p1−γ respectively, while the second and fourth terms become negligible.
This shows that the second inequality (31b) becomes tight as rλ increases, and by extension the first
inequality (31a) as well. In the limit rλ→∞, both Cγp and the upper bounds converge to p1−γ .
It remains to specify the probabilities P1(Y1), P01(Y0), and P0(Y1) in terms of the standard Gaussian
CDF Φ. First we determine the boundaries between the regions Y0 and Y1 by setting (1−p)f0(y) = pf1(y)
and using (6):
1− p√
2πν2/λ
exp
(
− y
2
2ν2/λ
)
=
p√
2π(σ2 + ν2/λ)
exp
(
− (y − µ)
2
2(σ2 + ν2/λ)
)
,
1− p
p
√
σ2 + ν2/λ
ν2/λ
= exp
(
σ2
2(ν2/λ)(σ2 + ν2/λ)
y2 +
µ
σ2 + ν2/λ
y − µ
2
2(σ2 + ν2/λ)
)
,
1− p
p
√
1 + rλ = exp
(
sr2λ2
2(1 + rλ)
(
y
µ
)2
+
srλ
1 + rλ
(
y
µ
)
− srλ
2(1 + rλ)
)
,
1 + rλ
s
(2η + log(1 + rλ)) =
(
rλy
µ
)2
+ 2
(
rλy
µ
)
− rλ,
rλy±
µ
= −1±
√
1 + rλ+
1 + rλ
s
(2η + log(1 + rλ)),
y± =
µ
rλ
(
−1±
√
(1 + rλ)
(
1 +
1
s
(2η + log(1 + rλ))
))
.
In the third line above, we have substituted r = σ2/ν2 and s = µ2/σ2 as defined in Section IV, while
in the fourth line we have taken the logarithm of both sides and defined η = log 1−pp . The fifth line
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results from the quadratic formula. The region Y0 is the interval [y−, y+] while the region Y1 is given
by (−∞, y−) ∪ (y+,∞).
We now standardize y± by subtracting the means and dividing by the standard deviations of the
Gaussian distributions f1, f01, and f0. From the relation
µ√
σ2 + ν2/λ
=
√
µ2λ/ν2
1 + rλ
=
√
srλ
1 + rλ
,
we have
y± − µ√
σ2 + ν2/λ
=
1
rλ
√
srλ
1 + rλ
(
−(1 + rλ)±
√
(1 + rλ)
(
1 +
1
s
(2η + log(1 + rλ))
))
=
√
s
rλ
(
−√1 + rλ±
√
1 +
1
s
(2η + log(1 + rλ))
)
= ∓z±1 ,
referring to (32d). Equation (32a) then follows from (6b), (32d), and the symmetry of Φ. Similarly from
µ√
1+rλ
1+(1−γ)rλ
ν2
λ
=
√
srλ(1 + (1− γ)rλ)
1 + rλ
,
we obtain
y± − γµ1+(1−γ)rλ√
1+rλ
1+(1−γ)rλ
ν2
λ
=
√
srλ(1 + (1− γ)rλ)
1 + rλ
(
− 1
rλ
− γ
1 + (1− γ)rλ
± 1
rλ
√
(1 + rλ)
(
1 +
1
s
(2η + log(1 + rλ))
))
=
√
srλ(1 + (1− γ)rλ)
1 + rλ
(
− 1 + rλ
rλ(1 + (1− γ)rλ)
± 1
rλ
√
(1 + rλ)
(
1 +
1
s
(2η + log(1 + rλ))
))
=
√
s(1 + (1− γ)rλ)
rλ
(
−
√
1 + rλ
1 + (1− γ)rλ ±
√
1 +
1
s
(2η + log(1 + rλ))
)
= z±01
from (32e). Hence P01(Y0) is given by (32b). Lastly,
y±√
ν2
λ
=
µ
rλ
√
ν2
λ
(
−1±
√
(1 + rλ)
(
1 +
1
s
(2η + log(1 + rλ))
))
= ∓z±0
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from (32f). Combining this with (6a) yields (32c).
Proof of Proposition 2: We use the following bound on the square root appearing in the definition
of the Bhattacharyya coefficient C1/2p (17).
Lemma 2. For f0, f1 ≥ 0 and p ∈ [0, 1],
√
pf1 + (1− p)f0 ≤
√
pf1 +
√
(1− p)f0 −
√
p(1− p)f0f1√
pf1 +
√
(1− p)f0
(B.7a)
≤
√
pf1 +
√
(1− p)f0 −
√
p(1− p)√
p+
√
1− p
√
min{f0, f1}. (B.7b)
Proof: We start from (B.6), dropping the dependence on y and with γ = 1/2, and square both sides
to yield
pf1 + (1− p)f0 ≤
(√
pf1 +
√
(1− p)f0
)2
.
Instead of taking the square root directly, we exploit the concavity of the square root function as in the
proof of Proposition 1, specifically the property that any tangent linear approximation is an overestimator
of the function. For z1, z2 ≥ 0,
√
z2 ≤ √z1 + 1
2
√
z1
(z2 − z1),
where 1/(2√z1) is the slope of the tangent at z1. Letting z1 =
(√
pf1 +
√
(1− p)f0
)2
and z2 =
pf1 + (1− p)f0, we obtain (B.7a). Note that for general γ 6= 1/2, an analogous argument would result
in z1 =
(
(pf1)
1−γ + ((1− p)f0)1−γ
) 1
1−γ and z2 = pf1+(1− p)f0, but the difference z2− z1 is difficult
to simplify.
The second inequality (B.7b) follows immediately from (B.7a) by applying
√
pf1 +
√
(1− p)f0 ≤
(√
p+
√
1− p
)√
max{f0, f1}
to the denominator of the last term.
Applying Lemma 2 (specifically (B.7b)) pointwise to the integrand in (17) results in
C1/2p ≤
√
p
∫ ∞
−∞
f1(y)dy +
√
1− p
∫ ∞
−∞
√
f0(y)f1(y)dy
−
√
p(1− p)√
p+
√
1− p
∫ ∞
−∞
√
f1(y)
√
min{f0(y), f1(y)}dy
=
√
p+ C
1/2
0
√
1− p−
√
p(1− p)√
p+
√
1− p
(∫
Y ′1
√
f0(y)f1(y)dy +
∫
Y ′0
f1(y)dy
)
=
p√
p+
√
1− p + C
1/2
0
1− p√
p+
√
1− p +
√
p(1− p)√
p+
√
1− p
(∫
Y ′0
√
f0(y)f1(y)dy +
∫
Y ′1
f1(y)dy
)
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=
p√
p+
√
1− p +
√
p(1− p)√
p+
√
1− p P1(Y
′
1) + C
1/2
0
(
1− p√
p+
√
1− p +
√
p(1− p)√
p+
√
1− p P01(Y
′
0)
)
.
(B.8)
In the first equality above, we have used the definitions of Y ′0 and Y ′1 in the proposition statement. The
second and third equalities follow from the complementarity of Y ′0 and Y ′1 and (B.5). Combining (B.8)
and the trivial bound C1/2p ≤ 1 completes the proof. Since the regions Y ′0 and Y ′1 correspond to Y0 and
Y1 in Proposition 1 with p = 1/2, the probabilities P1(Y ′1) and P01(Y ′0) are given by the same formulas
as in (32a), (32b), (32d), (32e) but with η = log 1−pp = 0.
APPENDIX C
COMPARISON OF UPPER BOUNDS ON THE BHATTACHARYYA COEFFICIENT C1/2p
In this appendix, we show that the bound in Proposition 2 on the Bhattacharyya coefficient C1/2p is
tighter than the first bound (31a) in Proposition 1 with γ = 1/2 in the limit rλ→ 0. We restrict attention
to the case p < 1/2 so that η = log 1−pp > 0. Then it can be seen from (32d)–(32f) that z±1 , z±0 → −∞
as rλ→ 0 while z±01 → ±∞. Hence (32a)–(32c) imply that limrλ→0 P1(Y1) = limrλ→0 P0(Y1) = 0 and
limrλ→0 P01(Y0) = 1. Combined with the limit C1/20 → 1 from (30), the non-trivial bound in (31a) in
Proposition 1 evaluates to
1
2
√
p+
√
1− p (C.1)
for γ = 1/2. For the bound in Proposition 2, we have instead η = 0 in (32d), (32e). While it is still the
case that z−1 , z
−
01 → −∞ as rλ → 0, now z+1 , z+01 → 0 because the quantities in parentheses in (32d),
(32e) decrease to zero as O(rλ) while the prefactor is O(1/√rλ). It follows that limrλ→0 P1(Y ′1) =
limrλ→0 P01(Y ′0) = 1/2 and the bound in Proposition 2 becomes
1 +
√
p(1− p)√
p+
√
1− p . (C.2)
Fig. 3 compares (C.1) and (C.2) and shows that the latter is smaller for all p ∈ (0, 1/2). While it is true
that both (C.1) and (C.2) exceed the trivial upper bound of 1, the fact that (C.2) is closer to 1 implies that
the trivial bound is improved upon sooner as rλ increases from zero and the Bhattacharyya coefficient
C
1/2
0 decays from 1.
APPENDIX D
PROOF OF THEOREM 2
The theorem stems from an asymptotic expansion of the bounds in Proposition 1 on the Chernoff
coefficient Cγp in the limit rλ→∞.
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Fig. 3. Comparison of upper bounds (C.1) and (C.2) on the Bhattacharyya coefficient C1/2p at r = 0 as a function of p.
Lemma 3. As rλ→∞, the Chernoff coefficient Cγp is governed by the following expansion:
Cγp ≤ p1−γ
(
1 +
(
1− p
p
)1−γ e−γs/2√
1− γ
1
(rλ)γ/2
−O
(√
log(rλ)
rλ
))
.
Proof: We begin with the first bound (31a) in Proposition 1. There are four quantities to consider:
Cγ0 , P1(Y1), P01(Y0), and P0(Y1), and we expand each to lowest order in 1/rλ. From (30) we have
Cγ0 =
(rλ)−γ/2√
1− γ
√√√√(1 + 1rλ)1−γ
1 + 1(1−γ)rλ
exp
(
−γs
2
+
γs
2(1 + (1− γ)rλ)
)
=
e−γs/2√
1− γ
1
(rλ)γ/2
(
1 +O
(
1
rλ
))
. (D.1)
Next we express z±1 in (32d) as
z±1 = ±
√
s
√
1 +
1
rλ
−
√
s+ 2η + log(1 + rλ)
rλ
= ±√s−
√
s+ 2η + log(rλ)
rλ
+O
(
1
rλ
)
. (D.2)
Substituting (D.2) into (32a) and expanding to first order,
P1(Y1) = Φ(
√
s)− φ(√s)
√
s+ 2η + log(rλ)
rλ
+Φ(−√s)− φ(−√s)
√
s+ 2η + log(rλ)
rλ
+O
(
log(rλ)
rλ
)
= 1−O
(√
log(rλ)
rλ
)
, (D.3)
30
where φ is the standard Gaussian PDF. For z±01 in (32e) we have
z±01 =
√
s(1− γ)
√
1 +
1
(1− γ)rλ
(
−
√
1 + rλ
1 + (1− γ)rλ ±
√
1 +
1
s
(2η + log(1 + rλ))
)
= ±
√
(1− γ)(s + 2η + log(rλ))−O
(
1√
rλ
)
, (D.4)
which approaches ±∞ as rλ → ∞. Using the Gaussian tail bounds Φ(z) > 1 − φ(z)/z for z > 0 and
Φ(z) < −φ(z)/z for z < 0, we infer from (32b) and (D.4) that
P01(Y0) = Φ
(√
(1− γ)(s + 2η + log(rλ))
)
−Φ
(
−
√
(1− γ)(s+ 2η + log(rλ))
)
+ φ
(√
(1− γ)(s+ 2η + log(rλ))
)
O
(
1√
rλ
)
> 1 + φ
(√
(1− γ)(s + 2η + log(rλ))
)(
− 2√
(1− γ)(s+ 2η + log(rλ)) +O
(
1√
rλ
))
= 1 +
1√
2π
exp
(
−1− γ
2
(s+ 2η + log(rλ))
)(
− 2√
(1− γ)(s+ 2η + log(rλ)) +O
(
1√
rλ
))
= 1−O
(
1
(rλ)(1−γ)/2
√
log(rλ)
)
. (D.5)
Lastly we consider z±0 in (32f):
z±0 = −
√(
1 +
1
rλ
)
(s+ 2η + log(1 + rλ))±
√
s
rλ
= −
√
s+ 2η + log(rλ)±
√
s
rλ
+O
(
1
rλ
)
,
which leads to
P0(Y1) = 2Φ
(
−
√
s+ 2η + log(rλ)
)
+ φ
(
−
√
s+ 2η + log(rλ)
)(√ s
rλ
−
√
s
rλ
+O
(
1
rλ
))
<
1√
2π
exp
(
−1
2
(s+ 2η + log(rλ))
)(
2√
s+ 2η + log(rλ)
+O
(
1
rλ
))
= O
(
1√
rλ log(rλ)
)
, (D.6)
using the tail bound Φ(z) < −φ(z)/z again in the second line. Combining (D.1), (D.3), (D.5), and (D.6)
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with (31a), we deduce that for large rλ,
Cγp ≤ p1−γ
(
1−O
(√
log(rλ)
rλ
))
+ (1− p)1−γ e
−γs/2
√
1− γ
1
(rλ)γ/2
(
1−O
(
1
(rλ)(1−γ)/2
√
log(rλ)
))
+O
(
1√
rλ log(rλ)
)
= p1−γ + (1− p)1−γ e
−γs/2
√
1− γ
1
(rλ)γ/2
−O
(√
log(rλ)
rλ
)
.
From Lemma 3 we immediately obtain
(
Cγp
)− 1
1−γ − 1 ≥ 1
p
(
1 +
(
1− p
p
)1−γ e−γs/2√
1− γ
1
(rλ)γ/2
−O
(√
log(rλ)
rλ
))− 1
1−γ
− 1
=
1
p
(
1−
(
1− p
p
)1−γ e−γs/2
(1− γ)3/2
1
(rλ)γ/2
+O
(√
log(rλ)
rλ
))
− 1
=
1− p
p
(
1− 1
p1−γ(1− p)γ
e−γs/2
(1− γ)3/2
1
(rλ)γ/2
+O
(√
log(rλ)
rλ
))
. (D.7)
Substituting (D.7) into the bound on G in Theorem 1 gives
lim
N→∞
G ≥
[
1 +
r
r + 1
1− p
p
max
λ∈[0,1]
(
1− 1
p1−γ(1− p)γ
e−γs/2
(1− γ)3/2
1
(rλ)γ/2
+O
(√
log(rλ)
rλ
))
(1− λ)
]q/2
=
[
1 +
r
r + 1
1− p
p
max
λ∈[0,1]
1− λ− 1
p1−γ(1− p)γ
e−γs/2
(1− γ)3/2
1
(rλ)γ/2
+O
(√
log(rλ)
rλ
+
λ
(rλ)γ/2
)]q/2
.
(D.8)
The neglect of the cross term O(λ/(rλ)γ/2) will be justified shortly. Noting that the leading terms in
λ specify a concave function, the maximization over λ in (D.8) can now be carried out analytically by
setting the derivative with respect to λ to zero and solving for the optimal λ∗, resulting in
λ∗ =
(γ/2)
2
2+γ
(1− γ) 32+γ
1
p
2(1−γ)
2+γ (1− p) 2γ2+γ
e−
γs
2+γ r−
γ
2+γ .
Substituting γ = 2/(q + 2) and simplifying yields (33). Since λ∗ ∝ r− γ2+γ and (rλ∗)−γ/2 ∝ r− γ2+γ , the
neglected cross term λ/(rλ)γ/2 ∝ r− 2γ2+γ is of higher order as claimed. We now substitute λ = λ∗ into
32
(D.8), noting that the prefactor r/(r + 1) = 1−O(1/r):
lim
N→∞
G ≥
[
1 +
1− p
p
(
1− λ∗ − 2
γ
λ∗ +O
(
r−
1
2+γ
√
log r + r−
2γ
2+γ
))]q/2
=
[
1
p
(
1− (1− p)2 + γ
γ
λ∗ +O
(
r−
min{1,2γ}
2+γ
√
log r
))]q/2
=
(
1
p
)q/2 [
1− (q + 3)(1 − p)λ∗ +O
(
r−
1+min{q/2,1}
q+3
√
log r
)]q/2
=
(
1
p
)q/2 [
1− q(q + 3)
2
(1− p)λ∗ +O
(
r−
1+min{q/2,1}
q+3
√
log r
)]
,
again using γ = 2/(q + 2) in the second equality. Combining with (33) completes the proof.
APPENDIX E
PROOF OF THEOREM 3
Similar to Theorem 2, the proof relies on Taylor expansions. As r→ 0, we may expand (Cγ0 )−
1
1−γ to
first order in rλ using (30):
(Cγ0 )
− 1
1−γ =
(1 + (1− γ)rλ) 12(1−γ)√
1 + rλ
exp
(
γsrλ
2(1 + (1− γ)rλ)
)
=
(
1 +
rλ
2
+O
(
(rλ)2
))(
1− rλ
2
+O
(
(rλ)2
))(
1 +
γsrλ
2
+O
(
(rλ)2
))
= 1 +
γsrλ
2
+O
(
(rλ)2
)
.
Substituting into (34) gives
lim
Np→∞
p→0
G ≥
[
1 +
r
r + 1
max
λ∈[0,1]
(
γsrλ
2
+O
(
(rλ)2
))
(1− λ)
]q/2
.
The right-hand side is of the form 1+ cλ(1−λ) to lowest order in r and is thus maximized at λ∗ = 1/2.
Consequently we obtain
lim
Np→∞
p→0
G ≥
[
1 +
r
r + 1
(γsr
8
+O
(
(rλ)2
))]q/2
=
[
1 +
γsr2
8
+O
(
(rλ)3
)]q/2
= 1 +
(1− γ)sr2
8
+O
(
(rλ)3
)
,
using r/(r + 1) = r −O(r2) in the first equality and qγ/2 = 1− γ in the second.
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As r →∞,
(Cγ0 )
− 1
1−γ =
((1− γ)rλ) 12(1−γ)
(
1 + 1(1−γ)rλ
) 1
2(1−γ)
(rλ)1/2
√
1 + 1rλ
exp
(
γs
2(1− γ)
1
1 + 1(1−γ)rλ
)
= (1− γ) 12(1−γ) exp
(
γs
2(1 − γ)
)
(rλ)
γ
2(1−γ)
(
1 +O
(
1
rλ
))
=
(
q
q + 2
) q+2
2q
es/q(rλ)1/q
(
1 +O
(
1
rλ
))
using γ = 2/(q + 2). Substituting into (34) yields
lim
Np→∞
p→0
G ≥
[
1 +
r
r + 1
max
λ∈[0,1]
((
q
q + 2
) q+2
2q
es/q(rλ)1/q +O
(
(rλ)max{1/q−1,0}
))
(1− λ)
]q/2
.
The leading term in r is proportional to λ1/q(1 − λ), which is maximized at λ∗ = 1/(q + 1) as can be
verified by differentiating with respect to λ. Noting that r/(r + 1) = 1−O(1/r), this leads to
lim
Np→∞
p→0
G ≥
[
1 +
(
1−O
(
1
r
))((
q
q + 2
) q+2
2q
(
1
q + 1
)1/q q
q + 1
es/qr1/q +O
(
rmax{1/q−1,0}
))]q/2
=
[
q
3q+2
2q
(q + 2)
q+2
2q (q + 1)
q+1
q
es/qr1/q +O
(
rmax{1/q−1,0}
)]q/2
=
q
3q+2
4
(q + 2)
q+2
4 (q + 1)
q+1
2
es/2
√
r +O
(
r
max
{
1
2
− 1
q
,− 1
2
})
.
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