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Abstract
We study transitional patterns from the vibrational, U(5), to the rotational, SU(3), limit of the interacting boson model with a
schematic Hamiltonian. The transitional behavior of low-lying energy levels, isomer shifts, E2 transition rates, and some other
related quantities across the entire U(5)↔ SU(3) transitional region are studied in detail. The analysis shows that nuclei in the
critical region are soft.
 2003 Published by Elsevier B.V.
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Open access under CC BY license.Understanding shape phase transitions of a finite
many-body system is paramount to understanding
the system’s underlying dynamics. The three possi-
ble phases that can occur in the interacting boson
model for nuclei have been classified [1–3] as U(5),
SU(3), and O(6). The full scope of the transitional
region can be characterized in terms of the Casten
triangle [4]. The U(5)↔ SU(3) transitional descrip-
tion of the rare-earth nuclei Nd, Sm, Gd, and Dy was
first reported in [5], including detailed results for most
quantities of physical interest. Evidence for coexisting
phases at low energy in the spherical-deformed transi-
tional nucleus 152Sm was also analyzed using U(5)↔
SU(3) transitional theory and the results show that the
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Open access under CC BY licentwo phases coexist in a very small region of parame-
ter space around the critical point [6]. Recently, since
the discovery of the X(5) symmetry in this region [7],
the spherical to axially deformed shape phase transi-
tion has attracted further attention [8,9].
In this Letter, in order to take a close look at
the U(5)↔ SU(3) shape phase transition, we study
transitional patterns of many physical quantities, such
as low-lying energy levels, isomer shifts, E2 transition
rates, and some related quantities across the U(5)↔
SU(3) leg of the Casten triangle. No attempt is made to
relate the results to realistic nuclei; rather, our purpose
is to gain a better understanding the nature of the
U(5)↔ SU(3) transition. In the study, the schematic
Hamiltonian
(1)Hˆ =−c
(
xnˆs + (1− x)
f (N)
Qˆ · Qˆ
)
,se.
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describing nuclei in this region is used, where the
parameter c > 0, 0  x  1 is the phase parameter,
f (N) is a linear function of the total number of
bosons N , nˆs = s†s is the number of s bosons, and
Qˆ = (s†d˜ + d†s˜) − (√7/2)(d†d˜)(2). We note that
f (N) = 1 was used in [6], while f (N) = 4N was
adopted in [7,10]. Also, the critical point xc will be
quite different for different choices of the function
f (N). Up to a constant, Hamiltonian (1) is equivalent
to the one used in [5–7,10] with the relation ζ = 1−x .
In order to diagonalize the Hamiltonian (1), we
expand eigenstates of (1) in terms of the U(6) ⊃
SU(3)⊃ SO(3) basis vectors |N(λµ)KL〉 as
(2)|NLξ 〉 =
∑
(λµ)K
C
Lξ
(λµ)K
∣∣N(λµ)KL〉,
where the quantum number ξ indicating the ξ th
level with angular momentum quantum number L is
introduced, and the CLξ(λµ)K are expansion coefficients.
Since the total number of bosons N is fixed for a
given nucleus, the eigenstate given in (2) will also
be denoted as |Lξ ;x〉 in the following, in which the
value of the phase parameter x is explicitly shown. In
our calculation, the orthonormalization process with
respect to the band label K and the phase convention
for the SU(3) ⊃ SO(3) basis vectors proposed in
[11,12] is used. By using analytic expressions for
U(6)⊃ SU(3) reduced matrix element of the s-boson
creation or annihilation operator [11] and an algorithm
[12,13] for generating the SU(3) ⊃ SO(3) Wigner
coefficients, the eigenequation that simultaneously
determines the eigenenergy and the corresponding
set of the expansion coefficients {CLξ(λµ)K} can be
established.
To explore the transitional patterns, we fix the total
number of bosons at N = 10 and allow the phase
parameter x to vary in the closed interval [0,1]. The
functional form of f (N) is chosen to be the same
as that used in [7] with f (N) = 4N unless otherwise
specifically noted. Some low-lying energy levels as a
function of x are shown in Fig. 1 from which one can
see that there is a minimum in the excitation energy
around x ∼ 0.41–0.46, which corresponds to the
spherical-deformed shape coexistence region which is
also referred to as the critical (phase transition) region.
It can also be seen that the minimum is not exactly theFig. 1. Some low-lying energy levels across the transitional region,
where x = 0 point corresponds to the axially deformed shape with
rotational spectrum and x = 1 point to the spherical shape with
vibrational spectrum.
Fig. 2. Energy ratios R02 and R42 as functions of the transitional
parameter x.
same for all the levels, but all fall within the spherical-
deformed shape coexistence region.
Two energy ratios, R02 = E0+2 /E2+1 and R42 =
E4+1
/E2+1
, are shown as a function of x in Fig. 2. The
ratio R02 drops rather precipitously from the rotational
limit, R02 ∼ 25, to the vibrational limit, R02 ∼ 2,
over the range 0 x < ∼0.5 and then remains at the
vibrational limit for x > ∼0.5. While the ratio R42
drops rather smoothly as a function of x from the
rotational limit, R42 = 10/3 when 0  x < ∼0.3, to
the vibrational limit, R42 = 2 when ∼0.6 < x  1.
The sharpest change occurs around the critical point
xc ∼ 0.46 when the absolute value of the derivative
of R42 with respect to x reaches the maximal value.
To show how the transition occurs in the ground state,
the amplitudes |C(λµ)|2 are plotted as functions of x
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transitional parameter x.
Fig. 4. Overlaps of the ground state wavefunction, where the full line
shows the overlap |〈0+g ;x = 0|0+g ;x〉|, and the dotted line shows
the overlap |〈0+g ;x = 1|0+g ;x〉|. (a) f (N)= 0.5N ; (b) f (N)= 2N ;
(c) f (N)= 4N ; (d) f (N)= 8N .
in Fig. 3, which indicate that the most rapid changes
in these amplitudes also occur within the coexistence
region.
In order to explore the exact nature of the critical
point with different choices for the linear function
f (N), overlaps |〈0+g ;x|0+g ;x0〉| with x0 = 0 or 1 as
suggested in [7] with f (N)= 0.5N , 2N , 4N , and 8N ,
respectively, were calculated. The results are shown
in Fig. 4, from which it can be clearly seen that theFig. 5. Typical overlaps of two excited states, where the full line
shows the overlap |〈L+ξ ;x = 0|L+ξ ;x〉|, and the dotted line shows
the overlap |〈L+ξ ;x = 1|L+ξ ;x〉|.
critical (crossing) point changes with different choices
of the function f (N). The larger the f (N) value, the
smaller the critical point value xc. This conclusion
confirms the early result shown in [6], in which the
critical point value is very large with xc = 0.974
corresponding to f (N)= 1, while for xc ∼ 0.46 when
f (N)= 4N with N = 10 is used [7,10]. It should also
be pointed out that the critical point may differ from
one excited state to the next for the same choice of
f (N). Our calculation shows that the critical points
for 0+g , 2+1 , and 4
+
1 are almost the same, but they are
somewhat different for 2+3 and 3
+
1 . It should also be
noted that curves of the overlaps |〈L+ξ ;x|L+ξ ;x0〉| with
x0 = 0 or 1 even become irregular for 0+2 , 2+2 , 4+2 ,
and 0+3 . Typical examples of these curves for higher
excited states are shown in Fig. 5, which indicate that
the critical point for higher excited states may be quite
different from that of the ground state. This behavior
will be seen in other observables such as E2 transition
rates since the critical behavior of the initial and final
states may quite different from that of ground state.
Another quantity that is sensitive to the transition is
the isomer shift defined by [5]
(3)δ〈r2〉= α0(〈2+1 ;x|nˆd |2+1 ;x〉 − 〈0+g ;x|nd |0+g ;x〉),
where α0 is a constant. Fig. 6 displays the isomer shift
as a function of x . The largest absolute value of the
derivative of the isomer shift with respect to x also
occurs around the critical point xc ∼ 0.46.
The E2 operator is simply chosen as
(4)T (E2)= q2Qˆ,
where q2 is the effective charge. Various B(E2) values
and ratios among the low-lying levels were studied.
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the transitional parameter x.
Fig. 7. Some B(E2)/q22 values as functions of the transitional
parameter x, where curve a represents B(E2;2+3 → 0+g )/q22 ,
curve b represents B(E2;2+3 → 2+1 )/q22 , and curve c represents
B(E2;2+3 → 0+2 )/q22 .
Some B(E2) values and ratios were found to be sensi-
tive to the shape phase transition. Fig. 7 provides three
B(E2) values, B(E2;2+3 → 0+g ), B(E2;2+3 → 2+1 ),
and B(E2;2+3 → 0+2 ). There is a small peak around
x ∼ 0.44 for B(E2;2+3 → 0+g ) and B(E2;2+3 → 2+1 ),
while there is a saddle point around x ∼ 0.38 for
B(E2;2+3 → 0+2 ). As seen previously, the peaks and
saddle points in these B(E2) values are different from
the critical point of the ground state due to different
critical behavior of the excited states. Fig. 8 provides
six B(E2) ratios, B(E2;2+2 → 0+g )/B(E2;2+2 → 2+1 ),
B(E2;2+2 → 2+1 )/B(E2;2+1 → 0+g ), B(E2;2+3 →
0+2 )/B(E2;2+1 → 0+g ), B(E2;2+3 → 0+1 )/B(E2;
2+3 → 0+2 ), B(E2;2+3 → 2+1 )/B(E2;2+3 → 0+g ), andFig. 8. Some B(E2) ratios as functions of the transi-
tional parameter x, where curve a represents B(E2;2+2 →
0+g )/B(E2;2+2 → 2+1 ), curve b represents B(E2;2+2 → 2+1 )/
B(E2;2+1 → 0+g ), curve c represents B(E2;2+3 → 0+2 )/B(E2;
2+1 → 0+g ), curve d represents B(E2;2+3 → 0+1 )/B(E2;2+3 → 0+2 ),
curve e represents B(E2;2+3 → 2+1 )/B(E2;2+3 → 0+g ), and curve f
represents B(E2;3+1 → 2+1 )/B(E2;3+1 → 4+1 ).
B(E2;3+1 → 2+1 )/B(E2;3+1 → 4+1 ). These ratios all
undergo noticeable changes within the coexistence
region. The most distinctive signature is shown in
B(E2;2+3 → 0+1 )/B(E2;2+3 → 0+2 ), in which there is
a giant peak around x ∼ 0.38. This giant peak shown
by curve d in Fig. 8 is due mainly to the near vanishing
of the denominator,B(E2;2+3 → 0+2 ), shown by curve
c in Fig. 7.
In order to study shape of nuclei around the
critical point, we use the relation between the Bohr
variables (β, γ ) of the collective model and the (λ,µ)
labels that define the irreducible representation of
the SU(3) [14]. In this algebraic approach, the Bohr
variable β can be expressed as a function of SU(3)
Casimir operator of the second order with
(5)βˆ = β0
√
Cˆ2
(
SU(3)
)+ 3
with
(6)β0 =
√
4π
5Ar20
,
where A denotes the number of like particles and
r20 is a dimensionless mean square radius [14]. The
variable γ in radian measure can also be expressed
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Expectation values β¯/β0 and γ¯ of the ground state, and the corresponding root-mean-square deviations ∆(β)/β0 and ∆(γ ), respectively, for
some specific values of x
x = 0.0 x = 0.1 x = 0.2 x = 0.3 x = 0.4 x = 0.46
β¯/β0 21.52 21.47 20.27 20.71 19.06 16.64
∆(β)/β0 0.000 0.357 0.835 1.529 2.737 3.688
γ¯ 0.040 0.042 0.049 0.068 0.123 0.212
∆(γ ) 0.000 0.0124 0.0292 0.2600 0.111 0.177
x = 0.5 x = 0.6 x = 0.7 x = 0.8 x = 0.9 x = 1.0
β¯/β0 14.71 11.97 10.90 10.33 9.97 9.71
∆(β)/β0 3.884 3.496 3.229 3.088 3.000 2.941
γ¯ 0.287 0.393 0.430 0.447 0.456 0.462
∆(γ ) 0.209 0.230 0.234 0.235 0.236 0.237as a functional of the second and third order Casimir
operators. For simplicity, it can be written as
(7)γˆ = tan−1
(√
3 (µˆ+ 1)
2λˆ+ µˆ+ 3
)
.
In (7), λˆ and µˆ should be regarded as operators,
of which the results are the usual λ and µ values
when they are applied to the basis vector of SU(3).
Using the definitions (5) and (6), we can calculate
the expectation values, β¯ = 〈0+g ;x|βˆ|0+g ;x〉, and γ¯ =
〈0+g ;x|γˆ |0+g ;x〉 in the ground state and the corre-
sponding root mean square deviations defined by
±∆(β)=±
√
〈0+g ;x|(βˆ − β¯)2|0+g ;x〉,
(8)±∆(γ )=±
√
〈0+g ;x|(γˆ − γ¯ )2|0+g ;x〉.
The results are shown in Table 1 and Fig. 9. These
quantities can be used to display the uncertainty in
the shape as a function of x . It is obvious that ∆(β)
and ∆(γ ) are zero in the rotational limit (x = 0) that
corresponds to a definite shape, while the shape is less
well defined as x moves away from zero. The values
of ∆(β) and ∆(γ ) are not small in the vibrational
limit (x = 1) due to the quadrupole vibration being
non-negligible. As can be seen from Fig. 9, there are
also obvious changes in β¯ and γ¯ in the critical region
around x ∼ 0.46. Over the whole range, the magnitude
of the change in γ¯ is small. From Table 1, it can be
seen that ∆(β) reaches the maximum value around
x ∼ 0.5 which deviates a little from the critical point
xc ∼ 0.46 of the ground state, but is still near the
critical region. This distinctive signature shows that
nucleus is the softest in the critical region. This factFig. 9. The ground state expectation values of Bohr variables β¯/β0
and γ¯ and the corresponding root mean square deviations ∆(β)/β0
and ∆(γ ), where the full line indicates the expectation value β¯/β0
or γ¯ , while the dotted lines show the corresponding root mean
square deviations ±∆(β)/β0 or ±∆(γ ).
can help us to understand why there is a saddle region
in most excited levels; namely, a nucleus in this region
is comparatively soft and therefore its shape can be
changed easily with very little energy. Hence, nuclei
in this region can easily be excited, which results
in relatively smaller energy gaps in this soft critical
region. The same calculations for 0+2 state are shown
in Table 2.
In conclusion, transitional patterns from the vibra-
tional, U(5), to the rotational, SU(3), limit of the in-
teracting boson model with a schematic Hamiltonian
have been studied. The transitional behavior of low-
lying energy levels, isomer shifts, E2 transition rates,
and related quantities over the whole U(5)↔ SU(3)
transitional region were explored. The results show
that there are many distinctive signatures in the en-
ergy levels, wavefunctions, isomer shifts, B(E2) val-
ues and ratios, and expectation values of shape vari-
ables near the critical point. Generally speaking, the
critical behavior of excited states are different from
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Expectation values β¯/β0 and γ¯ of 0+2 state, and the corresponding root-mean-square deviations ∆(β)/β0 and ∆(γ ), respectively, for some
specific values of x
x = 0.0 x = 0.1 x = 0.2 x = 0.3 x = 0.4 x = 0.45 x = 0.46
β¯/β0 18.68 18.61 18.28 17.21 14.89 14.67 14.76
∆(β)/β0 0.000 0.667 1.578 2.949 4.637 5.366 5.474
γ¯ 0.140 0.141 0.150 0.189 0.299 0.314 0.311
∆(γ ) 0.000 0.028 0.068 0.140 0.241 0.268 0.270
x = 0.5 x = 0.55 x = 0.6 x = 0.7 x = 0.8 x = 0.9 x = 1.0
β¯/β0 15.22 15.33 14.97 13.89 12.98 12.32 11.87
∆(β)/β0 5.651 5.543 5.423 5.281 5.154 5.027 4.914
γ¯ 0.286 0.269 0.270 0.293 0.320 0.344 0.362
∆(γ ) 0.269 0.255 0.244 0.232 0.233 0.234 0.235that of ground state, which may lead to different crit-
ical point for some physical quantities. In comparison
with the result shown in [9], a nucleus with X(5) sym-
metry can be described approximately by the U(5)↔
SU(3) transitional theory within the critical region.
Our analysis also shows that shapes of nucleus in the
critical region is not well defined; that is, a nucleus
with X(5) symmetry is soft.
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