Abstract. We study the existence and scattering of global small amplitude solutions to generalized Boussinesq (Bq) and improved modified Boussinesq (imBq) equations with nonlinear term f (u) behaving as a power u p as u → 0 in R n , n ≥ 1.
Introduction and main results
In this paper, we consider the following Cauchy problems for the generalized Boussinesq (Bq) and improved modified Boussinesq (imBq) equations:
where u i is a real-valued function of (x, t) ∈ R n × R, ∂ t = ∂/∂t, ∆ is the Laplacian in R n , and f i ∈ C k (R) satisfies the estimates |f
and p i > 1, i = 1, 2. We denote by u i (t) the function x → u i (x, t). By Duhamel's principle, partial differential equations (1.1) and (1.2) are rewritten as the integral equations
(1.3)
Here the operators are defined as The equations (1.1) was first derived to describe shallow water waves by Boussinesq [5] and it was modified to (1.2) to describe ion-sound waves in plasma by Makhankov [26, 27] . The equations (1.1) and (1.2) also cover another various physical phenomena such as the dynamics of stretched string [30, 9] , Fermi-Pasta-Ulam problems [10] , the evolution of long internal waves of moderate amplitude [1] , nonlinear Alvén waves [27] and so on.
Our main concern is to establish the global existence and scattering of small amplitude solution to the Cauchy problems (1.1) and (1.2). The local and global existence to the Cauchy problem was established by Bona and Sachs [4] , Tsutsumi and Matahashi [37] , Linares [21] , and Wang and Chen [38] . The stability of solitary waves or the energy conservation was the basic tool of the existence results. For further results on the finite time blowup, stability and instability of solitary waves, and so on see [17, 32, 20, 40, 4, 25, 27, 16, 28] and the references therein.
For the global existence and scattering of small amplitude solutions, it is necessary to study the dispersion of the operators ∂ t S i , S i and T i with respect to time, and to compare them with nonlinearity, especially to compare the time decay rate with power p. To get a time decay dispersive estimate, Linares [21] , and Linares and Scialom [22] [24] for (1.1) with n = 1, and p > 9 2 of Cho and Ozawa [7] for (1.2) with n = 1, and integer p greater than 2 + 1 θ(n,s) of Wang and Chen [39] for (1.2) with n ≥ 2, where θ = In this paper, we improve all the known results under some vanishing condition of initial data at the zero frequency in one dimensional case and extend the results not only on existence and scattering but dispersive estimates to the high dimensional case. Moreover, we also provide a non-existence of nontrivial asymptotically free solutions in the case of small power p, which is a high dimensional version of Theorem 1.3 of [7] .
Before stating the main results, let us introduce some notations. First we let β r = 1 − 2 r . Then we define a homogeneous initial data spaceḊ s, i r , q for 2 ≤ r ≤ ∞ 1 This estimate was proved by Kenig, Ponce and Vega [19] . 2 The decay rate 1 3 comes from the estimate of low frequency part (|ξ| ≤ 1) and it turns out to be optimal. See (1.4).
3 Actually, Wang and Chen in [39] obtained n-dimensional estimate but their estimate was the same as 1-dimensional one because they integrated only in radial radial direction by using spherical coordinate. 
The norm of the spaceḊ 
function space X and some real number α, β, γ.
To define the Besov space, let us choose a Littlewood-Paley function η with and define a frequency projection operator P N for a dyadic number N by
Then the homogeneous Besov spaceḂ
where P is the set of all polynomials on R n . The inhomogeneous Besov space B s r, q is defined by
q . See for instance [3] . The above initial data space is necessary for the dispersive estimate of the operators ∂ t S i , S i and T i . In particular, we obtain
for any r ∈ [2, ∞] . If r = ∞, then the time decay rate is the best possible decay n 2 . Since ω 1 (ξ) and ω 2 (ξ) are not phase of elliptic type (in fact, ω i behaves like D for small frequency, ω 2 like identity for large frequency), to achieve the full time decay rate we need the regularityḂ for small frequency. This means that for the time decay it is necessary to assume that the Fourier transforms of initial data vanish at zero frequency. If we want to remove this vanishing condition, we cannot help but allow a slow time decay estimate. For the results obtained without vanishing condition, see [7, 21, 22, 23, 24] . In those papers the time decay rate is 1 3 and this decay rate seems to be optimal because for large t and for some φ ∈ C ∞ 0 (−1, 1)
The time decay comes from the bound |ω (3) i (ξ)| 1 for small ξ and the stationary phase estimate (Proposition 3 of [34] , p. 334). Therefore the vanishing condition seems to be inevitable for the faster decay than the rate 
Remark 1. Theorem 1.1 is applicable to the cases p i > 4 for n = 1, p 1 > 3, p 2 > 4 for n = 2 and p 1 > n, p 2 > 2n for n ≥ 3. This improves the results in [7, 24, 39] .
The condition p i ≥ s i comes from the nonlinear estimates such as
for which p i should be greater than equal to s i . If p i is an integer, then the condition is unnecessary from the arguments in [39] . 
there exists a unique solution u ∈ C(R; H s p+1 ) to (1.1) with p 1 = p and (u(0), ∂ t u(0)) = (ϕ, ψ), and ρ > 0 depending only on n, s, p and δ such that
Remark 2. The critical exponent γ(n) naturally arises in the problem of the existence of small amplitude solutions decaying as O(|t| [6, 15, 31, 35, 36] for instance). This paper is organized as follow. In Section 2, we prove several linear dispersive estimates for the operators ∂ t S i , S i and T i . Utilizing the dispersive estimates, we prove the global existence and scattering results in Section 3. In the final section, Section 4, we consider a non-existence result of asymptotically free solutions for suitably small power p i .
If not specified, throughout this paper, the notation A B and A B denote A ≤ CB and A ≥ C −1 B, respectively. Positive constants C vary line by line and depend only on r and f . A ∼ B means that both A B and A B hold.
Linear dispersive estimates
In this section, we consider time decay estimates for ∂ t S, S and T . We first denote the frequency localization operator P ≤ε 0 , P ≥N 0 and P ε 0 <·<N 0 by
For the convenience of presentation, we choose η so that P N = P N/2≤·≤2N P N .
Next let us introduce a lemma on the stationary phase estimate (see Proposition 5 of [34] , p. 342).
Lemma 2.1. Let χ be a smooth function supported in a unit ball of R n , n ≥ 2 and
where
and the constant C depends only on Ω and n, which is bounded if Ω is bounded in the norm of C 3 .
Remark 3. If n = 1, then the support condition in a unit ball of the above lemma can be removed and (2.1) is rewritten as if
See Corollary of [34] , p. 334.
To apply Lemma 2.1 to the radially symmetric phase Ω, we need the following formulation of the determinant of Hessian matrix of radially symmetric function.
Then the determinant of Hessian matrix is also radially symmetric and is the following
det (∇ 2 ω)(x) = ω (r) r n−1 ω (r), r = |x|
Proof of Lemma 2.2. The (i, j) component of Hessian matrix of ω is given by
If ω (r) = 0 for some r > 0, then since j th column vector of Hessian matrix is ω (r) x j r 2 x, obviously the determinant of Hessian is zero. Hence we assume that ω (r) is not zero for any r > 0.
Let
ω (r) . Then the (i, j) component of Hessian is rewritten by
Let h be a function on λ defined by h(λ) = det(A). Then h is a polynomial of degree n on λ rewritten by
Here
(for the formula of h(λ) and its coefficients a j , see [33] , p.155-156). Thus h(λ) = 1 − λ. Therefore we have
Remark 4. Applying the above lemma to ω i , we observe from
Utilizing the above two lemmas and Remark 4, we obtain the following dispersive estimate 4 .
Lemma 2.3.
for any ξ ∈ (N/2, 2N ) and some fixed small constant c. Now by direct application of Remark 3 with a =
and Ω = c
, one can readily obtain (2.4). Therefore we consider only the case n ≥ 2 from now on. From Remark 4, it suffices to show that the left hand side of (2.4) is bounded by a constant multiple of |t|
with |x| = N . By the change of variable ξ → N ξ, we have
. 4 The authors heard that recently, Gustafson, Nakanishi and Tsai showed a similar result for the phase ω 1 by another approach in [14] .
Fixing (x, t), let us define a function α by
where ρ = |ξ|. Let α 0 be the minimum value of α(ξ) on the annulus { 
The signs ± appear when the minimum is attained on the outside sphere of annulus and the inside one, respectively. Since for any
then by integration by parts we have for any
, we have from (2.5) and Lemma 2.2
|I| |t|
From now on, we assume α 0 ≤ 1 1000 ω i (N ). Let us choose a cut-off function g defined on S n−1 and supported on the set
We first estimate I 2 . To do this, we will use a one dimensional cut-off function h supported in a neighborhood of ρ 0 such that
If ξ ∈ supp(h), then from (2.5)
and hence
(2.6)
Thus by integration by parts, we deduce from (2.6), (2.7) and Lemma 2.2 that
Now it remains to estimate I 1 . Let us define a function Ω i by
By the relation
We define λ case by case as follows:
n for some small constant c n depending only on n, from Lemma 2.1 (after decomposing the annulus by finite number of unit balls if necessary), we obtain for I 1 with the phase λ Ω 2 (ξ),
for I 1 with λ Ω 1 (ξ) and N ≤ 1
and for I 1 with λN −1 Ω 1 (ξ) and N > 1
These complete the proof of lemma.
As consequences, we have the following lemmas.
(2.8)
and for s = 0 
In particular we have
Interpolating this with trivial L 2 estimate that
we have for any r ∈ [2, ∞]
Since by Hölder's inequality
we have for any s ∈ R and r ∈ [2, ∞]
(2.12) If |t| > 1, then from Lemma 2.3, it follows that
By Hölder inequality, we also have
Interpolating (2.13) and (2.14) and using the estimate (2.11) and the fact that
we obtain the estimate (2.8).
On the other hand, using the trivial estimate
and its interpolation with (2.13), we have
Thus for 2 ≤ r < ∞, we have
Hence for s > 0
and also for s = 0
Combining these estimates and (2.12), we get (2.9).
, instead of 1 -Besov estimate, we can obtain 2 -Besov estimate. For any positive number ε,
Interpolating the above L 1 and L 2 estimates, and summing with respect to j after squaring, we have for arbitrarily small ε 
Here θ = n(
Proof of Lemma 2.5. Invoking T i (t)g = sin(tω i )ω 2 g, by the argument in the proof of Lemma 2.4 and Remark 5, we obtain
Since we obviously have
if ε is sufficiently small, we get the first part of (2.16). For the proof of (2.17), observe from Lemma 2.3 that
for any dyadic number N . In particular, for N ≤ 1
and hence by interpolation with L 2 estimate, we obtain
Using the estimates (2.19)-(2.21), by the same argument for ∂ t S i (t) we get the (2.17).
Proof of the main results

3.1.
Proof of Theorem 1.1. Let us define a nonlinear mapping N on (X si,θ
max ess sup
) is a complete metric space. To prove this, let {u 
we deduce that
0 and a.e. t ∈ R, by the convergence in distribution, we also have
0 and a.e. t ∈ R. This implies that ess sup t∈R (1 + |t|) 
For this purpose, let us introduce a generalized chain and Leibniz rules (see Lemma A1 ∼ Lemma A4 in Appendix of [18] and also [8, 11] ).
Lemma 3.1. For any s with
Now from Lemmas 2.4 and 2.5, we have
r ,1 
Now for the last integral we use the estimate (see [39] ) that if a, b ≥ 0 and max(a, b) > 1, then
(in case that 0 ≤ a < 1 and b > 1, the same estimate as (3.3) also holds for |t
θ , we have for sufficiently small δ and ρ i ess sup
Plancheral's theorem shows for sufficiently small δ and ρ that
since (p i − 1)θ > 1. Therefore, combining (3.4) and (3.5), we deduce that N maps X
we can show from the chain rule (3.1) and Leibniz rule (3.2) that if δ and ρ i are sufficiently small, then
Thus for small ρ i , N becomes a contraction mapping. The uniqueness follows immediately from the contraction mapping argument. The time continuity of the solution u(t) follows fro the standard argument and we omit it. This completes the proof of Theorem 1.1. 
Here we used the chain rule (3.1) with s > 0, r = p+1 p , r 1 = p+1 p−1 and r 2 = p + 1 for the second inequality. Since p θ = pn(
√ n 2 + 12n + 4 + n − 2) and θ = n(
3), we have for sufficiently small δ and ρ ess sup
, one can see that
Substituting this into (3.6), we obtain
If ρ is sufficiently small, then the above two estimates show that N is contraction mapping. This completes the proof of Theorem 1.2. 
Hence we deduce that the solution u is in C(R; H s ), provided γ(n) < p < α(n).
Proof of Theorem 1.3. Let us define functions ϕ
where (ϕ 1 , ψ 1 ) and (ϕ 2 , ψ 2 ) are the initial data stated in Theorems 1.1, and ω 1 (ξ) = |ξ| 2 and ω 2 (ξ) = ω 2 2 . Then from the regularity of solution u i , we clearly have (ϕ
Now let u 
Now we have from Lemma 3.2
. If u and u ± be the solutions of (1.1) and its linearized equation (i.e. f 1 = 0), respectively, then we have
as t → ±∞. This proves the theorem.
Remark 7. In view of Remark 6, we can also obtain the scattering in H s for s > n p+1 , provided s is arbitrarily close to n p+1 , γ(n) < p < α(n) and 1 ≤ n ≤ 4.
Non-existence of asymptotically free solutions
In this section, we study the non-existence of asymptotically free solution, following the same strategy of [7] which is based on the argument of Barab [2] and Glassey [12, 13] . See also [29, 35] . 
and (ϕ 
for some ε > 0, where u 
Proof. Let us define a bilinear form H(u, v)(t) by
Then H(u, v)(t) is well-defined and uniformly bounded on t ∈ R for (u,
We assume that (ϕ 
We will prove that if t is sufficiently large, 
where M = At β−1 . For the last integral, we have
By change of variable and Plancheral's theorem, we have for the first term
From the identity cos
, we deduce that
By the integration by parts in the radial direction such that
,
it follows from the Hölder inequality that
Now we claim that there exist large numbers t 0 such that Similarly we see that sin(tω i (ξ/t)) ω i (ξ/t) t
as t → ∞ and hence by the same argument as above, we have the estimate
if t > t 0 for some large t 0 . Finally, for the last term of (4.5) let us consider the integral
Then by change of variable and Plancheral's theorem, I(t) is converted by 1 (2tπ) n sin (2tω i (ξ/t)) ω i (ξ/t) ϕ + i (ξ/t) ψ i (ξ/t) dξ.
Here we also used the identity cos x sin x = From the estimate (4.12) and the hypothesis (4.1), we have for 1 < p i ≤ 2, 
