, then E (X n:n −X n−1:n ) is decreasing (in n), and moreover, completely monotone.
The inequality (b) implies R n ≤ 1 2 (R n−1 + R n+1 ). Equivalently,
Convexity of ϕ is still assumed in two corollaries of (the proof of) Theorem 1.
3 Corollary. (a) If the given distribution is (shifted) exponential, that is, of the form 5
where 0 < λ < ∞ and −∞ < L < ∞, then R n = 1 λ for all n ≥ 2. (b) Otherwise R n+1 < R n for all n ≥ 2, and R n − R n+1 < R n−1 − R n for all n ≥ 3. where 0 < λ < ∞ and −∞ < L < M ≤ ∞, then R n = 1 λ 1 − e −λ(M −L) n for all n ≥ 2.
(b) Otherwise Rn R n+1 < R n−1 Rn for all n ≥ 3 (and holds the conclusion of Item (b) of Corollary 3).
It is widely known that
whenever Y is a random variable such that P Y ≥ 0 = 1. Here is a slightly more general fact.
for all n = 2, 3, . . . and k = 1, . . . , n − 1; in particular (for k = n − 1),
Proof. Given x, the random set of all i ∈ {1, . . . , n} such that X i ≤ x has K x elements, where K x is a random variable distributed binomially, B(n, F (x)).
On the other hand, K x = k if and only if X k:n ≤ x < X k+1:n . Using Lemma 5,
Proposition 8 (below), being a weakened version of Theorem 1, may suffice a reader not interested in mathematical intricacies. Here we assume that F (0) = 0, that is, P X n > 0 = 1, introduce M ∈ (0, ∞] such that F (x) < 1 if and only if x < M, 7 and extend the sequence R 2 , R 3 , . . . with one more term 8 Proposition. Assume that F (0) = 0, F (x) > 0 for all x > 0, F is twice continuously differentiable on (0, M), and the function ϕ(x) = − log 1 − F (x) is convex on (0, M). Then R n+1 ≤ R n for all n ≥ 1.
In the lemma below it is natural and convenient to use instead of λ(x) the inverse hazard rate 8 µ(
is increasing), this is why below we prefer the (positive) differential d(−µ(x)) = −µ ′ (x) dx of an increasing (and negative) function to the (negative) differential dµ(x) of a decreasing (and positive) function.
9 Lemma. In the assumptions of Prop. 8 holds
for all n ≥ 1 .
Proof. By (7), for all n ≥ 1,
We integrate by parts, taking into account that µ(M−) < ∞:
.
10 Remark. The inequality R n ≤ √ R n−1 R n+1 , stated in Theorem 1, can be proved now, for all n ≥ 2, in the assumptions of Prop. 8. To this end we use Lemma 9, Cauchy-Schwarz inequality for sums, and Cauchy-Schwarz inequality for integrals. By the latter, denoting
The integral over (0, M ); the possible jump at M is irrelevant.
And by the former, denoting c = µ(M−), we have In order to prove Theorem 1 we first generalize Lemma 9. 
for all n ≥ 2 (Lebesgue-Stieltjes integral).
Proof. We use integration by parts for Lebesgue-Stieltjes integrals [5, 6] :
for every a ∈ (L, M), since on (a, M) both functions, µ and F n , are bounded, monotone, µ is right continuous, and F n is continuous. (On the left-hand side, values of the integrand µ(x) at points of discontinuity do not matter, since the integrator F n (x) is continuous.) In order to take the limit a → L+ we note that, by convexity of ϕ, 
as a → L+. (Values of F ′ at points of discontinuity do not matter.) Using (12) and (13),
as a → L+. Taking into account that d −µ(·) is a well-defined positive, locally finite measure on (L, M) (even if µ(L+) = ∞), we conclude that the integral (L,M ) F n (x) d −µ(x) is well-defined, and
Finally, taking into account that µ(M) = 0 we get
Proof of Theorem 1. For each n ≥ 2, by Lemma 11, R n = (L,M ] F n (x−) d −µ (x) . The change of variable, p = F (x−), gives
where ν 1 : (0, 1] → [0, ∞) is the decreasing right continuous function defined by
A second change of variable, t = − log p (that is, p = e −t ), gives
where ν 2 : [0, ∞) → [0, ∞) is the increasing left continuous function defined by ν 2 (− log p) = ν 1 (p) for all p ∈ (0, 1] (that is, ν 2 (t) = ν 1 (e −t ) for all t ∈ [0, ∞)), and the corresponding (positive, locally finite) Stieltjes measure . Assume toward contradiction that R is exponential on (2, ∞), that is, R(u) = ce −au for all u ∈ (2, ∞) where a, c > 0; then: dν 2 is a single atom at t 0 = a ∈ (0, ∞); dν 1 is a single atom at p 0 = e −t 0 ∈ (0, 1), and ν 1 (1) = 0.
On one hand, ν 1 (·) = c > 0 on (0, p 0 ) and ν 1 (·) = 0 on [p 0 , 1]. On the other hand, by the definition of ν 1 , taking into account that µ(·) = 1 ϕ ′ + (·) > 0 on (L, M), we have ν 1 (·) > 0 on 0, F (M−) and ν 1 (·) = 0 on [F (M−), 1].
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