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Abstract
In this paper, we give new, simple and explicit necessary and sufficient conditions for the existence of a
matrix pencil with prescribed Kronecker invariants and a regular subpencil. Moreover, we explicitly solve
the problem of describing the possible Kronecker invariants of a pencil with a prescribed subpencil in the
case of the existence of an intermediate regular pencil. All the results are obtained over algebraically closed
fields.
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1. Introduction
Throughout the paper F denotes an algebraically closed field. Cabral and Silva in [2], have
studied the problem of describing the possible Kronecker invariants of a regular matrix pencil
when a subpencil is prescribed. Recently, in [5], this problem was solved explicitely with simple
necessary and sufficient conditions (for the proof of the necessity of the conditions, see also, [9]).
In [7], Furtado and Silva used the result from [2] to give an implicit solution to the following
problem:
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Problem 1. Let A(λ) ∈ F[λ]n×n be a regular matrix pencil. Let E(λ) ∈ F[λ](n+x)×(n+y) be a ma-
trix pencil. Find necessary and sufficient conditions for the existence of pencils B(λ) ∈ F[λ]n×x ,
C(λ) ∈ F[λ]y×n and D(λ) ∈ F[λ]y×x such that the pencil[
A(λ) B(λ)
C(λ) D(λ)
]
is strictly equivalent to E(λ).
In this paper (Section 3, Theorem 4), by using our previous results from [5,6], we explicitely
solve Problem 1, by giving new and simple necessary and sufficient conditions, without any
existential quantifiers involved.
Moreover, an implicit solution of the general problem of the existence of a pencil with pre-
scribed Kronecker invariants and an arbitrary subpencil (the Challenge Problem posed by Loiseau
et al. [11]) can be deduced from [6]. However, the obtained conditions are complicated and hard
to deal with. That is why our aim is to obtain elegant and explicit conditions for some particular
cases of this general problem.
In this paper (Section 4, Theorem 6), we give complete solution to the following problem:
Problem 2. Let A(λ) ∈ F[λ](n+p)×(n+m) and E(λ) ∈ F[λ](n+p+m+x)×(n+m+p+y) be matrix pen-
cils. Find necessary and sufficient conditions for the existence of pencils B(λ) ∈ F[λ](n+p)×(p+x),
C(λ) ∈ F[λ](m+y)×(n+m) and D(λ) ∈ F[λ](m+y)×(x+p) such that the pencil
M(λ) =
[
A(λ) B(λ)
C(λ) D(λ)
]
is strictly equivalent to E(λ) and such that
rank[A(λ) B(λ)] = n + p and rank
[
A(λ)
C(λ)
]
= n + m. (1)
In other words, condition (1), states that the pencils [A(λ) B(λ)] and
[
A(λ)
C(λ)
]
are quasi-
regular.
In fact, as we shall see later, Problem 2 is equivalent to the problem of describing the possible
Kronecker invariants of a pencil (M(λ)) with a prescribed arbitrary subpencil (A(λ)), if there
exists a regular intermediate pencil, i.e. if there exists a regular (n + m + p) × (n + m + p)
subpencil of M(λ) containing A(λ) as a subpencil.
The solution to Problem 2 uses the results from [5,6] as well as the solution to Problem 1.
2. Notation and previous results
For any polynomialf ∈ F[λ],d(f )denotes its degree. Iff (λ) = λk − ak−1λk−1 − · · ·−a1λ −
a0 ∈ F[λ], where k > 0, then the matrix
C(f (λ)) :=[ek2 · · · ekk a]T
is called the companion matrix of the polynomial f (λ). Here, eki is the ith column of the identity
matrix Ik and a = [a0 · · · ak−1]T.
If ψ1| · · · |ψn are invariant factors of a matrix A(λ) with entries from F[λ], rank A(λ) = n,
make a convention that ψi = 1, for all i  0, and ψi = 0, for all i  n + 1. Also, we consider all
polynomials to be monic.
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Throughout the paper we shall use notation and definitions from [8]. Let α(λ, μ) ∈ F[λ,μ]
be homogeneous polynomial, then by the corresponding nonhomogeneous polynomial we mean
the polynomial α(λ, 1) ∈ F[λ]. Recall that if λX + Y ∈ F[λ]n×m is a matrix pencil, with rank w
and number of infinite elementary divisors equal to t1, then
w = rank X + t1.
Also, for every matrix pencil of the form[
λI + Y1 Y2
Y3 Y4
]
,
we have that rank Y2 equals the sum of the number of nonzero column minimal indices and
nontrivial (of degree bigger than 1) infinite elementary divisors. Also, rank Y3 equals the sum
of the number of nonzero row minimal indices and nontrivial infinite elementary divisors, while
rank Y4 equals the number of trivial infinite elementary divisors.
Throughout the paper, we use the majorization in the Hardy–Littlewood–Pólya sense, for
details see [10]:
Definition 1. For any two partitions a = (a1, . . . , an) and b = (b1, . . . , bn)
a ≺ b
means
k∑
i=1
a(i) ≤
k∑
i=1
b(i), k = 1, . . . , n − 1
and
n∑
i=1
ai =
n∑
i=1
bi,
where a(1)  · · ·  a(n) and b(1)  · · ·  b(n).
The following theorem is quoted from [5]. It gives the explicit solution to the problem of
describing the possible Kronecker invariants of a regular pencil with a prescribed subpencil:
Theorem 1 [5]. Let A(λ) ∈ F[λ](n+p)×(n+m) be a matrix pencil, n = rank A(λ). Let α1| · · · |αn be
the homogeneous invariant factors of A(λ). Let c1  · · ·  cm and r1  · · ·  rp be the column
and row minimal indices of A(λ), respectively. Let D(λ) ∈ F[λ](n+p+m)×(n+p+m) be a regular
matrix pencil. Let δ1| · · · |δn+m+p be its homogeneous invariant factors.
There exists a matrix pencil E(λ), strictly equivalent to D(λ), containing A(λ) as a subpencil
if and only if the following conditions are valid:
(i) δi |αi |δi+m+p, i = 1, . . . , n,
(ii) (c1 + 1, . . . , cm + 1) ∪ (r1 + 1, . . . , rp + 1) ≺ (d(σm+p), d(σm+p−1) . . . , d(σ1)),
where σi = πiπi−1 , i = 1, . . . , m + p and πi =
∏n+i
j=1 lcm(αj−i , δj ), i = 0, . . . , m + p.
The following lemma is easy to prove and is quoted from [7]:
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Lemma 1 [7]. Let S(λ), S′(λ) and D(λ) be matrix pencils, with S(λ) strictly equivalent to S′(λ).
There exists a pencil E(λ) strictly equivalent to D(λ) containing S(λ) as a subpencil if and only
if there exists a pencil E′(λ) strictly equivalent to D(λ) containing S′(λ) as a subpencil.
The following transformations were introduced in [3]:
Let
X =
[
a b
c d
]
∈ F2×2
be a nonsingular matrix. If A, B ∈ Fn×m then for the matrix pencil λA + B, we define the
corresponding matrix pencil
PX(λA + B) = λ(aA + cB) + (bA + dB). (2)
Moreover, iff (λ, μ) ∈ F[λ,μ], then we define the corresponding polynomialX(f ) ∈ F[λ,μ]
X(f ) = f (λa + μb, λc + μd). (3)
Both transformations, (2) and (3), have interesting properties. Here we cite two lemmas from
[3] (see also [7]) that present some of them (for proofs and more details see [3]):
Lemma 2. The following is valid:
• PX is invertible and (PX)−1 = PX−1;
• Two pencils D(λ) and E(λ) are strictly equivalent if and only if PX(D(λ)) and PX(E(λ))
are strictly equivalent;
• Given two pencils D(λ) and S(λ), there exists a pencil E(λ) strictly equivalent to D(λ)
containing S(λ) as a subpencil if and only if there exists a pencil E′(λ) strictly equivalent
to PX(D(λ)) containing PX(S(λ)) as a subpencil.
Lemma 3. The following is valid:
• X is invertible and (X)−1 = X−1;
• X(fg) = X(f )X(g) for every f, g ∈ F[λ,μ];
• d(X(f )) = d(f ) for every f ∈ F[λ,μ];
• f |g ⇔ X(f )|X(g);
for every f, g ∈ F[λ,μ].
Lemma 4. If A(λ) ∈ F[λ](n+p)×(n+m), rank A(λ) = n, is a matrix pencil with α1| · · · |αn as
homogeneous invariant factors, c1  · · ·  cm and r1  · · ·  rp as column and row minimal
indices, respectively, then the pencil PX(A(λ)) hasX(α1)| · · · |X(αn) as homogeneous invari-
ant factors, c1  · · ·  cm and r1  · · ·  rp as column and row minimal indices, respectively.
As it is proved in [3], if F is an infinite field, then for an arbitrary pencil A(λ) ∈ F[λ]n×m, there
exists a choice of a matrix X ∈ F, such that the corresponding pencil PX(A(λ)) does not have
infinite elementary divisors. Indeed, let α˜1| · · · |α˜w be the homogeneous invariant factors of A(λ).
Let αw be the nonhomogeneous invariant factor corresponding to α˜w (i.e. αw(λ) = α˜w(λ, 1)).
Let x ∈ F \ {0} be such that 1 + mx /= 0 for every root m of αw. Then it is not hard to see that for
M. Dodig / Linear Algebra and its Applications 429 (2008) 633–648 637
X =
[
1 0
−x 1
]
,
the pencil PX(A(λ)) does not have infinite elementary divisors (for more details see the proof of
Theorem 11 from [3]).
Thus, since in this paper F denotes an algebraically closed field we can use transformations
PX in order to obtain matrix pencils without infinite elementary divisors.
3. Completion of a regular to an arbitrary matrix pencil
In this section, we study various problems of completing a regular to an arbitrary matrix pencil.
In Theorems 2 and 3, we study the pencils without infinite elementary divisors, and we give
explicit necessary and sufficient conditions (without any kind of existential quantifiers involved)
that improve the ones from Theorems 3 and 4 from [7], over algebraically closed fields. These
results will be used in the proof of Theorem 4.
Moreover, in Theorem 4, we give new, simple and explicit necessary and sufficient conditions
for Problem 1, and thus we improve the conditions from Theorem 9 in [7]. As the corollary of
this result (Corollary 5) we obtain simplification of the conditions from Theorem 10 in [7].
Theorem 2. Let A ∈ Fw×w. Let β1| · · · |βw be the invariant factors of λI − A. Let γ1| · · · |γw
be monic polynomials. Let d1  · · ·  dd > 0 and k1  · · ·  kk > 0 be positive integers. There
exist B ∈ Fw×x and C ∈ Fy×w such that[
λI − A B
C 0
]
(4)
has γ1| · · · |γw as invariant factors, d1  · · ·  dd > 0 as nonzero column minimal indices and
k1  · · ·  kk > 0 as nonzero row minimal indices and does not have infinite elementary divisors,
if and only if
(i) γi |βi |γi+d+k, i = 1, . . . , w,
(ii) (d1, . . . , dd) ∪ (k1, . . . , kk) ≺ (d(σd+k), d(σd+k−1), . . . , d(σ1)),
where σi = πiπi−1 , i = 1, . . . , d + k, with πi =
∏w−d−k+i
j=1 lcm(γj−i+d+k, βj ) i = 0, . . . , d + k.
Proof. Necessity: From the properties of the pencil (4) we have that rank B = d and rank C = k.
Moreover, since (4) does not have infinite elementary divisors, it is strictly equivalent to⎡
⎢⎢⎢⎢⎣
λI − A11 A12 A13 0 0
A21 λI − A22 A23 0 0
A31 A32 λI − A33 0 Id
Ik 0 0 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎥⎦ , (5)
where the pencil⎡
⎣λI − A11 A12 A13A21 λI − A22 A23
A31 A32 λI − A33
⎤
⎦ (6)
is strictly equivalent to λI − A.
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From the form of (5) we have that, since (4) does not have infinite elementary divisors, the
same is valid for the following subpencil:[
A12 A13
λI − A22 A23
]
. (7)
Moreover, the pencil (7) has γ1+d+k| · · · |γw as invariant factors, d1 − 1  · · ·  dd − 1 as
column minimal indices and k1 − 1  · · ·  kk − 1 as row minimal indices. Hence, by applying
Theorem 1 on the pencils (7) and (6), we obtain conditions (i)–(ii), as wanted.
Sufficiency: Consider the pencil (7) with γ1+d+k| · · · |γw as invariant factors, d1 − 1  · · · 
dd − 1 as column minimal indices and k1 − 1  · · ·  kk − 1 as row minimal indices. By The-
orem 1 and by conditions (i)–(ii), there exist matrices A11, A21, A31, A32 and A33 over F, such
that ⎡
⎣λI − A11 A12 A13A21 λI − A22 A23
A31 A32 λI − A33
⎤
⎦ = λI − PAP−1
for some invertible matrix P ∈ Fw×w.
Hence, define B and C as
B :=P−1
⎡
⎣0 00 0
0 Id
⎤
⎦
C :=
[
Ik 0 0
0 0 0
]
P.
This finishes our proof. 
Theorem 3. Let A ∈ Fn×n. Let α1| · · · |αn be the invariant factors of λI − A. Let γ1| · · · |γw be
monic polynomials, w  n. Let d1  · · ·  dd > 0 and k1  · · ·  kk > 0 be positive integers.
There exist matrices B ∈ Fn×(w−n), B ′ ∈ Fn×x, C ∈ F(w−n)×n, C′ ∈ Fy×n, D ∈ F(w−n)×(w−n),
E ∈ F(w−n)×x and F ∈ Fy×(w−n) such that the matrix pencil⎡
⎣λI − A B B
′
C λI − D E
C′ F 0
⎤
⎦ (8)
has γ1| · · · |γw as invariant factors, d1  · · ·  dd > 0 as nonzero column minimal indices and
k1  · · ·  kk > 0 as nonzero row minimal indices and does not have infinite elementary divisors,
if and only if
(i) γi |αi |γi+d+k+2(w−n), i = 1, . . . , n,
(ii) a  0,
(iii) (d1, . . . , dd) ∪ (k1, . . . , kk) ≺ (a + d(σd+k), d(σd+k−1), . . . , d(σ1)),
whereσi = πiπi−1 , i = 1, . . . , d + k,withπi =
∏w−d−k+i
j=1 lcm(γj−i+d+k, αj−2w+2n), i = 0, . . . ,
d + k, and a =∑di=1 di +∑ki=1 ki −∑d+ki=1 d(σi).
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Proof. Necessity: Consider the following regular subpencil of (8):[
λI − A B
C λI − D
]
∈ F[λ]w×w. (9)
Denote its invariant factors by β1| · · · |βw.
By applying the result of Sá–Thompson’s theorem [12,13] on the pencils λI − A and (9), we
have
βi |αi |βi+2(w−n), i = 1, . . . , n. (10)
Moreover, by applying Theorem 2 on the pencils (9) and (8), we have
γi |βi |γi+d+k, i = 1, . . . , w (11)
(d1, . . . , dd) ∪ (k1, . . . , kk) ≺ (d(σ ′d+k), d(σ ′d+k−1), . . . , d(σ ′1)) (12)
where σ ′i = π
′
i
π ′i−1
, π ′i =
∏w−d−k+i
j=1 lcm(γj−i+d+k, βj ), i = 0, . . . , d + k.
Hence, by combining (10) and (11), we deduce condition (i).
From (10) and from the definition of πi and π ′i , i = 1, . . . , d + k − 1, we have
d(πi)  d(π ′i ), i = 1, . . . , d + k − 1.
Also, from (i) and (11), we have
d(π ′0) = d(π0) =
w∑
i=1+d+k
d(γi). (13)
Hence
j∑
i=1
d(σi) = d(πj ) − d(π0)  d(π ′j ) − d(π0) =
j∑
i=1
d(σ ′i ), j = 1, . . . , d + k − 1.
(14)
Moreover, sinceγ1 =· · ·=γd+k =1, we have thatw =∑di=1 di +∑ki=1 ki +∑wi=1+d+k d(γi)
and from (13) we deduce that a =∑di=1 di +∑ki=1 ki −∑d+ki=1 d(σi) =∑di=1 di +∑ki=1 ki −
d(πd+k) + d(π0) = w − d(πd+k).
Also, from (10) and (11), we have
d(πd+k) = d
⎛
⎝ w∏
j=1
lcm(γj , αj−2w+2n)
⎞
⎠ 
w∑
i=1
d(βi) = w.
Thus we proved condition (ii).
Finally, from (14) and from the definition of a, we have
(d(σ ′d+k), d(σ ′d+k−1), . . . , d(σ ′1)) ≺ (a + d(σd+k), d(σd+k−1), . . . , d(σ1)),
which, together with (12), gives condition (iii), as wanted.
Sufficiency: Define the polynomials β1| · · · |βw by
βi = lcm(αi−2w+2n, γi), i = 1, . . . , w − 1
and
βw = 
lcm(α2n−w, γw),
where 
 is an arbitrary monic polynomial of degree a(0).
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In order to prove the sufficiency of conditions (i)–(iii), it is enough to prove that such defined
β1| · · · |βw satisfy conditions (10)–(12), since then by applying the results of Sá–Thompson’s
theorem and Theorem 2, we can finish the proof.
If w = n, this theorem reduces to Theorem 2, and if d = k = 0, this theorem reduces to
Sá–Thompson’s theorem.
Thus, consider the case when w /= n and d /= 0 or k /= 0. Then the polynomials β1| · · · |βw
trivially satisfy conditions (10) and (11). Moreover, defining π ′i as in (12), we have that
π ′i =
w−d−k+i∏
j=1
lcm(γj−i+d+k, αj−2w+2n) = πi, i = 0, . . . , d + k − 1
and
π ′d+k = 
πd+k.
Hence, σi = σ ′i , i = 1, . . . , d + k − 1 and
a + d(σd+k) = a + d(πd+k) − d(πd+k−1) = d(π ′d+k) − d(π ′d+k−1) = d(σ ′d+k).
Thus
(a + d(σd+k), d(σd+k−1), . . . , d(σ1)) = (d(σ ′d+k), d(σ ′d+k−1), . . . , d(σ ′1)).
This together with (iii) gives (12). 
Finally, an explicit solution of Problem 1 is given in the following theorem:
Theorem 4. Let A(λ) ∈ F[λ]n×n be a regular matrix pencil. Let α1| · · · |αn be the homogeneous
invariant factors of A(λ). Let γ1| · · · |γw be monic homogeneous polynomials. Let d1  · · · 
dd > 0 and k1  · · ·  kk > 0 be positive integers. There exist matrix pencils B(λ) ∈ F[λ]n×x,
C(λ) ∈ F[λ]y×n and D(λ) ∈ F[λ]y×x such that
M(λ) =
[
A(λ) B(λ)
C(λ) D(λ)
]
(15)
has γ1| · · · |γw as homogeneous invariant factors, d1  · · ·  dd > 0 as nonzero column minimal
indices and k1  · · ·  kk > 0 as nonzero row minimal indices, if and only if
(i) γi |αi |γi+d+k+2(w−n), i = 1, . . . , n,
(ii) a  0,
(iii) (d1, . . . , dd) ∪ (k1, . . . , kk) ≺ (a + d(σd+k), d(σd+k−1), . . . , d(σ1)),
whereσi = πiπi−1 , i = 1, . . . , d + k,withπi =
∏w−d−k+i
j=1 lcm(γj+d+k−i , αj−2(w−n)), i = 0, . . . ,
d + k, and a =∑di=1 di +∑ki=1 ki −∑d+ki=1 d(σi).
Proof. Necessity: Since the field F is algebraically closed and thus infinite, there exists a non-
singular matrix X ∈ F2×2 such that the pencils PX(M(λ)) and PX(A(λ)) do not have infinite
elementary divisors. Indeed, for
X =
[
1 0
−x 1
]
,
where x ∈ F \ {0} is such that 1 + mx /= 0 for every root m of the nonhomogeneous polynomial
corresponding to γwαn, the pencils PX(M(λ)) and PX(A(λ)) both do not have infinite elementary
divisors (for details see [3]).
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Thus, by Lemma 1, we can consider the pencil PX(A(λ)) in the form λI − A, for some
A ∈ Fn×n. Moreover, the pencil PX(M(λ)) we shall consider in the following strictly equivalent
form: ⎡
⎣λI − A B B
′
C λI − D E
C′ F 0
⎤
⎦ , w = rank M(λ) = n + dim D (16)
for some matrices B,B ′, C, C′,D,E and F over the field F.
Moreover, by Lemma 4, the homogeneous invariant factors ofλI − A areX(α1)| · · · |X(αn),
and the Kronecker invariants of the pencil (16) are X(γ1)| · · · |X(γw) as the homogeneous
invariant factors, d1  · · ·  dd as the nonzero column minimal indices and k1  · · ·  kk as the
nonzero row minimal indices.
Hence, by Theorem 3, the following conditions are satisfied:
X(γi)|X(αi)|X(γi+d+k+2(w−n)), i = 1, . . . , n, (17)
(d1, . . . , dd) ∪ (k1, . . . , kk) ≺ (a˜ + d(Sd+k), d(Sd+k−1), . . . , d(S1)), (18)
where
Si = Pi
Pi−1
, Pi =
w−d−k+i∏
j=1
lcm(X(γj+d+k−i ),X(αj−2w+2n)) (19)
for all i = 0, . . . , d + k, and
a˜ =
d∑
i=1
di +
k∑
i=1
ki −
d+k∑
i=1
d(Si)  0. (20)
From the properties of the function X, we have Pi = X(πi), i = 0, . . . , d + k, as well as
Si = X(σi), i = 1, . . . , d + k.
Since the transformations X preserve divisibility and degrees (see Lemma 3), we have that
conditions (17)–(20) imply conditions (i)–(iii), as wanted.
Sufficiency: Since F is an infinite field, as we saw at the end of Section 2, there exists X ∈ F2×2
such that the pencil PX(A(λ)) does not have infinite elementary divisors and thus, by Lemma 1,
it can be considered to be of the form λI − A, for some A ∈ Fn×n.
Moreover, from conditions (i)–(iii) and by the properties of the function X given in Lemma
3, we have that conditions (17)–(20) are satisfied. Hence, by Theorem 3, there exist matrices
B,B ′, C, C′,D,E and F over F, where D ∈ F(w−n)×(w−n), such that⎡
⎣λI − A B B
′
C λI − D E
C′ F 0
⎤
⎦ (21)
hasX(γ1)| · · · |X(γw) as the invariant factors, d1  · · ·  dd and k1  · · ·  kk as the nonzero
column and row minimal indices, respectively. By applying the transformations PX−1 over the
pencil (21), we obtain the wanted result. 
Corollary 5. Let A(λ) ∈ F[λ]n×n be a regular matrix pencil. Let α1| · · · |αn be the homoge-
neous invariant factors of A(λ). Let γ1| · · · |γw be monic homogeneous polynomials, w  n. Let
d1  · · ·  dd > 0 and k1  · · ·  kk > 0 be positive integers. There exist matrices B ∈ Fn×x,
C ∈ Fy×n and D ∈ Fy×x such that
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M(λ) =
[
A(λ) B
C D
]
(22)
has γ1| · · · |γw as homogeneous invariant factors, d1  · · ·  dd > 0 as nonzero column minimal
indices and k1  · · ·  kk > 0 as nonzero row minimal indices, if and only if
(i) w = n + t,
(ii) γi |αi |γi+d+k+2t , i = 1, . . . , n,
(iii) a  0,
(iv) (d1, . . . , dd) ∪ (k1, . . . , kk) ≺ (a + d(σd+k), d(σd+k−1), . . . , d(σ1)),
where t is the difference between the numbers of infinite elementary divisors of the pencils
M(λ) and A(λ). The polynomials σi are defined as σi = πiπi−1 , i = 1, . . . , d + k, with πi =∏w−d−k+i
j=1 lcm(γj+d+k−i , αj−2t ), i = 0, . . . , d + k,anda =
∑d
i=1 di +
∑k
i=1 ki −
∑d+k
i=1 d(σi).
Proof. Necessity: Denote by t1 and t2 the numbers of infinite elementary divisors of the pencils
M(λ) and A(λ), respectively. Let M(λ) = λX + Y , X, Y ∈ F(n+y)×(n+x). Thus, w = rank X + t1
and n = rankX + t2. Hence
w = n + t.
Moreover, by Theorem 4, we have that conditions (ii)–(iv) are satisfied, as wanted.
Sufficiency: By conditions (ii)–(iv) and by Theorem 4, there exist pencils B(λ) ∈ F[λ]n×x ,
C(λ) ∈ F[λ]y×n and D(λ) ∈ F[λ]y×x such that[
A(λ) B(λ)
C(λ) D(λ)
]
(23)
has γ1| · · · |γw as the homogeneous invariant factors, d1  · · ·  dd > 0 as the nonzero column
minimal indices and k1  · · ·  kk > 0 as the nonzero row minimal indices.
Write the pencil (23) in the form λX + Y for some X, Y ∈ F(n+y)×(n+x). Then A(λ) = λP +
Q, P,Q ∈ Fn×n, where P is the submatrix of X formed by its first n rows and n columns. Hence
by using the notation from the necessity part of the proof, by condition (i) we have
rank X + t1 = w = n + t1 − t2 = rank P + t1,
i.e.
rank X = rank P.
Hence, the matrix pencil (23) is strictly equivalent to a matrix of the form (22), for some matrices
B ∈ Fn×x , C ∈ Fy×n and D ∈ Fy×x , as wanted. 
4. Completion of arbitrary matrix pencils, the special case
In this section, we study the Kronecker invariants of an arbitary matrix pencil (say M(λ)) with
a prescribed arbitrary subpencil (say A(λ)).
Some of the previous partial results related to this problem can be found in e.g. [1,3,7,9], as
well as in the recent papers by the author [5,6]. All these results suggest that this problem is very
difficult and still remains open.
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In this section (Theorem 6), we give a complete solution for a particular case of this general
problem when there exists a regular subpencil of M(λ) containing A(λ) as a subpencil, over
algebraically closed fields. Moreover, we prove that this problem is equivalent to Problem 2.
Theorem 6. LetA(λ) ∈ F[λ](n+p)×(n+m) be a matrix pencil, n = rank A(λ).Letα1| · · · |αn, c1 
· · ·  cm and r1  · · ·  rp be the homogeneous invariant factors, column and row minimal
indices of A(λ), respectively. Let γ1| · · · |γw be monic homogeneous polynomials, w  n. Let
d1  · · ·  dd > 0 and k1  · · ·  kk > 0 be positive integers.
There exist matrix pencils B(λ) ∈ F[λ](n+p)×(p+x), C(λ) ∈ F[λ](m+y)×(n+m) and D(λ) ∈
F[λ](m+y)×(p+x), such that
rank[A(λ) B(λ)] = n + p and rank
[
A(λ)
C(λ)
]
= n + m (24)
and such that the matrix pencil
M(λ) =
[
A(λ) B(λ)
C(λ) D(λ)
]
, (25)
has γ1| · · · |γw as homogeneous invariant factors, d1  · · ·  dd > 0 as nonzero column minimal
indices and k1  · · ·  kk > 0 as nonzero row minimal indices, if and only if
(i) γi |αi |γi+2(w−n)+d+k−m−p, i = 1, . . . , n,
(ii) b  0,
(iii) (c1 + 1, . . . , cm + 1) ∪ (r1 + 1, . . . , rp + 1)
≺ (b + d(σm+p), d(σm+p−1), . . . , d(σ1)),
(iv) f  0,
(v) (d1, . . . , dd) ∪ (k1, . . . , kk),≺ (f + d(φd+k), d(φd+k−1), . . . , d(φ1)),
where σi = πiπi−1 , i = 1, . . . , m + p, with
πi =
n+i∏
j=1
lcm(αj−i , γj ), i = 0, . . . , m + p
and where φi = ii−1 , i = 1, . . . , m + p, with
i =
w−d−k+i∏
j=1
lcm(γj+d+k−i , αj−2(w−n)+m+p), i = 0, . . . , d + k
and where b =∑mi=1 (ci + 1) +∑pi=1(ri + 1) −∑m+pi=1 d(σi) and f =∑di=1 di +∑ki=1 ki −∑d+k
i=1 d(φi).
Proof. We start proving that condition (24) is equivalent to the fact that there exists a regular
subpencil of dimension n + m + p of M(λ) which contains A(λ) as a subpencil.
Indeed, if there exists such a regular pencil, say X(λ) ∈ F[λ](n+m+p)×(n+m+p), then the first
n + p rows and the first n + m columns of X(λ) are of the maximal rank. Hence, we can conclude
(24).
On the other hand, if (24) is valid, without loss of generality, by permuting rows and columns,
we may consider the pencil (25) as
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⎡
⎣ A(λ) B
′(λ) B ′′(λ)
C′(λ) D1(λ) D2(λ)
C
′′
(λ) D3(λ) D4(λ)
⎤
⎦ ,
where
X(λ) =
[
A(λ) B ′(λ)
C′(λ) D1(λ)
]
∈ F[λ](n+m+p)×(n+m+p)
is such that
rank
[
A(λ) B ′(λ)
] = n + p, (26)
rank
[
A(λ)
C′(λ)
]
= n + m. (27)
Let c = {i|ci > 0} and r = {i|ri > 0}. Without loss of generality, we shall consider the
pencil A(λ) in its Kronecker cannonical form:
A(λ) =
⎡
⎣H 0 00 C 0
0 0 R
⎤
⎦ .
Here
C = [C 0] (28)
is the block corresponding to column minimal indices where C = C1 ⊕ · · · ⊕ Cc
Ci = [λI + C(λci ) ecici ], i = 1, . . . , c
and the number of zero columns of (28) is equal to m − c. The block
R =
[
R
0
]
(29)
corresponds to row minimal indices and R = R1 ⊕ · · · ⊕ Rr where
Ri = [λI + C(λri ) eri1 ]T, i = 1, . . . , p
and the number of zero rows of (29) is equal to p − r . The block H = (λI − N) ⊕ B corresponds
to homogeneous invariant factors of A(λ), with
N = C(αn−s+1) ⊕ · · · ⊕ C(αn) and B = B(w1) ⊕ · · · ⊕ B(wk),
where α1| · · · |αn (s of them nontrivial) are the invariant factors of A(λ) while w1  · · ·  wk
are the degrees of the infinite elementary divisors of A(λ) and B(wi) = I + λC(λwi ) for wi > 1,
i = 1, . . . , k, and B(1) = 1 (for details see [8,6]).
Hence, we can consider X(λ) as⎡
⎢⎢⎣
H 0 0 B ′1(λ)
0 C 0 B ′2(λ)
0 0 R B ′3(λ)
C′1(λ) C′2(λ) C′3(λ) D1(λ)
⎤
⎥⎥⎦ (30)
for some matrix pencils B ′1(λ), B ′2(λ), B ′3(λ), C′1(λ), C′2(λ) and C′3(λ).
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From (26), we have that the pencil
R = [R B ′3(λ)] (31)
is regular. Analogously, from (27), we have that
C =
[
C
C′2(λ)
]
(32)
is regular. Thus, by permuting rows and columns in (30), we obtain that X(λ) is strictly equivalent
to the matrix of the form:⎡
⎣H 0 ∗∗ C ∗
0 0 R
⎤
⎦ ,
which is obviously regular. Thus, the pencil X(λ) is regular, as wanted.
Now we can go back to proof:
Necessity: Denote by X(λ) a regular subpencil of M(λ) of dimension n + m + p with A(λ) as
the principal subpencil. Denote by β1| · · · |βn+m+p the homogeneous invariant factors of X(λ).
By Theorem 1 the following conditions are valid:
βi |αi |βi+m+p, i = 1, . . . , n, (33)
(c1 + 1, . . . , cm + 1) ∪ (r1 + 1, . . . , rp + 1) ≺ (d(ψm+p), . . . , d(ψ1)), (34)
where ψi = θiθi−1 , θi =
∏n+i
j=1 lcm(αj−i , βj ), i = 0, . . . , m + p.
Moreover, by Theorem 4, we have
γi |βi |γi+d+k+2(w−n−m−p), i = 1, . . . , n + m + p, (35)
(d1, . . . , dd) ∪ (k1, . . . , kk) ≺ (g + d(σ ′d+k), d(σ ′d+k−1), . . . , d(σ ′1)), (36)
whereσ ′i = π
′
i
π ′i−1
,π ′i =
∏w−d−k+i
j=1 lcm(γj+d+k−i , βj−2(w−n−m−p)), for all i = 0, . . . , d + k, and
g =
d∑
i=1
di +
k∑
i=1
ki −
d+k∑
i=1
d(σ ′i )  0. (37)
By unifying conditions (33) and (35) we obtain condition (i).
Furthermore, by (i) and (33), we have
d(π0) = d(θ0) =
n∑
i=1
d(αi). (38)
Thus, since
n + m + p =
n+m+p∑
i=1
d(βi) =
m∑
i=1
(ci + 1) +
p∑
i=1
(ri + 1) +
n∑
i=1
d(αi),
we have
b =
m∑
i=1
(ci + 1) +
p∑
i=1
(ri + 1) − d(πm+p) +
n∑
i=1
d(αi) = n + m + p − d(πm+p).
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Now, from the definition of πm+p, together with conditions (33) and (35), we have
d(πm+p) 
n+m+p∑
i=1
d(βi) = n + m + p.
Hence, we proved (ii).
Moreover, from condition (35) and from the definitions of πi and θi , i = 1, . . . , m + p, we
have
d(θi)  d(πi), i = 1, . . . , m + p. (39)
Hence, from (38), we have
j∑
i=1
d(ψi) = d(θj ) − d(θ0)  d(πj ) − d(π0) =
j∑
i=1
d(σi), j = 1, . . . , m + p.
This, together with the definition of b, gives
(d(ψm+p), . . . , d(ψ1)) ≺ (b + d(σm+p), d(σm+p−1), . . . , d(σ1)),
which together with (34) proves (iii).
Analogously, from conditions (i) and (35), we have
d(π ′0) = d(0) =
w∑
i=1+d+k
d(γi). (40)
Moreover, from condition (33) and from the definition of π ′i and i , i = 1, . . . , d + k, we have
d(i)  d(π ′i ), i = 1, . . . , d + k. (41)
Since γ1 = · · · = γd+k = 1, we have
w =
d∑
i=1
di +
k∑
i=1
ki +
w∑
i=1+d+k
d(γi) (42)
and thus
f =
d∑
i=1
di +
k∑
i=1
ki − d(d+k) +
w∑
i=1+d+k
d(γi) = w − d(d+k). (43)
Moreover, from (40), (42) and the definition of g we have
g = w − d(π ′d+k).
Thus, from (43) and (41) for i = d + k, we have
f = w − d(d+k)  w − d(π ′d+k) = g  0,
which gives condition (iv).
Finally, from (40) and (41) follows:
j∑
i=1
d(σ ′i ) = d(π ′j ) − d(π ′0)  d(j ) − d(0) =
j∑
i=1
d(φi).
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Thus, from the definitions of g and f we have
(g + d(σ ′d+k), d(σ ′d+k−1), . . . , d(σ ′1)) ≺ (f + d(φd+k), d(φd+k−1), . . . , d(φ1)). (44)
This together with (36), gives (v).
Sufficiency: Note that if d = k = 0, this theorem reduces to Theorem 1. Hence, we can consider
d /= 0 or k /= 0.
Define homogeneous polynomials β1| · · · |βn+m+p as
βi := lcm(αi−m−p, γi), i = 1, . . . , n + m + p − 1, (45)
βn+m+p :=lcm(αn, γn+m+p), (46)
where is an arbitrary monic polynomial of degree b (which, by condition (ii), is nonnegative).
Now, it is enough to prove that such defined homogeneous polynomials β1| · · · |βn+m+p satisfy
conditions (33)–(37) since then, by applying Theorems 1 and 4, we can finish the proof.
From (45) and (46) we have that β1| · · · |βn+m+p satisfy the divisibility conditions (33) and
(35).
Moreover, from (33) and (i), we have
d(π0) = d(θ0) =
n∑
i=1
d(αi).
Also, from (45), we have
θi =
n+i∏
j=1
lcm(αj−i , βj ) =
n+i∏
j=1
lcm(αj−i , γj ) = πi, i = 1, . . . , m + p − 1.
Hence
d(σi) = d(ψi), i = 1, . . . , m + p − 1.
Also, from the definition of b, σm+p and ψm+p, we have
d(σm+p) + b =
m∑
i=1
(ci + 1) +
p∑
i=1
(r1 + 1) −
m+p−1∑
i=1
d(ψi) = d(ψm+p).
Hence from (iii) we have (34).
Analogously, from (i), (35) and (45), we have
d(π ′i ) = d(i), i = 0, . . . , d + k − 1, (47)
where
d(π ′0) = d(0) =
w∑
i=1
d(γi). (48)
Hence
d(φi) = d(σ ′i ), i = 1, . . . , d + k − 1,
and from the definition of g, f , σ ′d+k and φd+k we have
g + d(σ ′d+k) =
d∑
i=1
di +
k∑
i=1
ki −
d+k−1∑
i=1
d(φi) = f + d(φd+k).
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Thus, from (v) we have that β1| · · · |βn+m+p satisfy (36).
We are left with proving that (37) is satisfied. From (48) and (42) we have
g =
d∑
i=1
di +
k∑
i=1
ki −
d+k∑
i=1
d(σ ′i ) = w − d(π ′d+k).
Moreover, if w > n + m + p, then from (45) we have d(π ′d+k) = d(d+k). Since (43) gives
f = w − d(d+k), we have
g = f
and from (iv) this gives g = f  0, as wanted.
If, on the other hand, w = n + m + p then from (46) we have
d(π ′d+k) = d(d+k) + d().
Thus
g = f − d().
Sinced() = n + m + p −∑n+m+pi=1 d(lcm(αi−m−p, γi)) = w − d(d+k), from (43) we have
g = 0,
which concludes our proof. 
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