The current paper is concerned with pointwise persistence in full chemotaxis models with local as well as nonlocal time and space dependent logistic source in bounded domains. We first prove the global existence and boundedness of nonnegative classical solutions under some conditions on the coefficients in the models. Next, under the same conditions on the coefficients, we show that pointwise persistence occurs, that is, any globally defined positive solution is bounded below by a positive constant independent of its initial condition when the time is large enough. It should be pointed out that in [21] , the authors established the persistence of mass for globally defined positive solutions, which indicates that any extinction phenomenon, if occurring at all, necessarily must be spatially local in nature, whereas the population as a whole always persists. The pointwise persistence proved in the current paper implies that not only the population as a whole persists, but also it persists at any location eventually. It also implies the existence of strictly positive entire solutions.
Introduction and the statements of the main results
In this paper, we study the dynamics of the following full chemotaxis model,
where Ω ⊂ R n (n ≥ 1) is a bounded domain with smooth boundary; u(x, t) represents the population density of a mobile species, and v(x, t) is the population density of the chemical a 0 u dominating e.g. the death term −a 1 u 2 at small densities, clearly reflect a truly cross-diffusive effect in view of the evident fact that when χ = 0, all positive solutions of the resulting decoupled problem approach the spatially homogeneous nontrivial state ( a 0 a 1 , µ λ a 0 a 1 ). In [21] , the authors proved that any such extinction phenomenon must be localized in space, and that the population as a whole always persists, which is called persistence of mass in [21] . Both mathematically and biologically, it is interesting to know whether the population actually persists pointwise. In this paper, we will give a confirmed answer for parameters in certain region, which implies that the cell population may become very small at some time and some location, but it persists at any location eventually.
To state our main results on the pointwise persistence in (1.1), we first present the following lemma on the maximal Sobolev regularity. .
(1.
3)
The constant C γ such that (1.3) holds is not unique. In the following, we always assume that C γ is the smallest positive constant such that (1.3) holds.
Next, we introduce some notations and definitions. Throughout the paper, we put a i,inf = inf t∈R,x∈Ω a i (t, x), a i,sup = sup t∈R,x∈Ω a i (t, x),
unless specified otherwise. For given t 0 ∈ R, u 0 ∈ C(Ω), and v 0 ∈ W 1,∞ (Ω) with u 0 > 0 and v 0 ≥ 0, we denote a classical solution (u(t, x), v(t, x)) of (1.1) by (u(t, x; t 0 , u 0 , v 0 ), v(t, x; t 0 , u 0 , v 0 )) if it is defined on [t 0 , t 0 + T ) for some T > 0 and satisfies lim t→t + 0 (u(t, ·; t 0 , u 0 , v 0 ), v(t, ·; t 0 , u 0 , v 0 )) = (u 0 (·), v 0 (·)) (1.6) in C(Ω) × W 1,q (Ω) for any q > n. In such case, (u(t, x; t 0 , u 0 , v 0 ), v(t, x; t 0 , u 0 , v 0 )) is called the solution of (1.1) on [t 0 , t 0 + T ) with initial condition (u(t 0 , x), v(t 0 , x)) = (u 0 (x), v 0 (x)). If T can be chosen to be ∞, we say the solution of (1.1) with initial condition (u(t 0 , x), v(t 0 , x)) = (u 0 (x), v 0 (x)) exists globally. A solution (u(x, t), v(x, t)) of (1.1) defined for all t ∈ R is called an entire solution.
Definition 1.1. We say that pointwise persistence occurs in (1.1) if there is η > 0 such that for any t 0 ∈ R, u 0 ∈ C(Ω), and v 0 ∈ W 1,∞ (Ω) with u 0 > 0 and v 0 ≥ 0, (u(t, x; t 0 , u 0 , v 0 ), v(t, x; t 0 , u 0 , v 0 )) exists globally, and there is τ (u 0 , v 0 ) > 0 such that
For convenience, we introduce the following two standing hypotheses.
(H1) a 1,inf > inf q>max{1, n 2 } q−1 q (C q+1 ) 1 q+1 µ 1 q+1 |χ| and inf t∈R a 1,inf (t) − |Ω|(a 2,inf (t)) − > 0.
(H2) Ω is convex, τ = 1, a 1,inf > nµ|χ| 4 , and inf t∈R a 1,inf (t) − |Ω|(a 2,inf (t)) − > 0. We now state our main results. The first theorem is on the global existence and boundedness of nonnegative classical solutions of system (1.1), which is fundamental for the study of pointwise persistence. Theorem 1.1. (Global Existence) Assume that (H1) or (H2) holds. Then for any t 0 ∈ R,
The second theorem is on pointwise persistence. Applying the above pointwise persistence theorem, we obtain the third theorem on the existence of strictly positive entire solutions of (1.1). (1.10)
We conclude the introduction with the following three remarks. First, it should be pointed out that the global existence of nonnegative classical solutions has been studied in [26] and [30] for some special cases of system (1.1). To be more precise, in [26, Theorem 0.1], Winkler considered system (1.1) in convex domains Ω of R n , with τ > 0, a 0 (t, x) ≡ a 0 , a 1 (t, x) ≡ a 1 , a 2 (t, x) = 0, and λ = µ = 1, and established the global existence and boundedness of nonnegative classical solutions of system (1.1) provided that a 1 is large enough. In [30] , Zheng, Li, Bao and Zou extended Winkler's global existence result to bounded domains (not necessarily convex) of R n for χ > 0 and show that a 1 > (n−2) + n χ[C n 2 +1 ] 1 n 2 +1 implies global existence of nonnegative solutions in system (1.1). Theorem 1.1 stated in the above extends the global existence results in both [26] and [30] to the general full chemotaxis model (1.1) with local as well as nonlocal time and space dependent logistic source. Theorem 1.1 under the assumption (H1) can be proved by properly modifying arguments of [30, Theorem 2.2], and Theorem 1.1 under the assumption (H2) can be proved by properly modifying the arguments in [29, Lemma 3.1] . For the completeness, we will provide a proof of Theorem 1.1.
Second, as it is mentioned in the above, Tao and Winkler showed in [21] that the population as a whole always persists for some special case of (1.1). Theorem 1.2 stated in the above shows that under the assumption (H1) or (H2), every classical solution of (1.1) persists pointwise, which implies the population persistence as a whole and rules out the extinction phenomenon observed numerically. The pointwise persistence result obtained in Theorem 1.2 is new. Theorem 1.2 is proved by careful estimates of v(·, t; t 0 , u 0 , v 0 ) W 2,∞ (Ω) in terms of u(·, t; t 0 , u 0 , v 0 ) ∞ for t ≫ t 0 and by nontrivial application of comparison principle for parabolic equations.
Third, Theorem 1.2 implies that under the assumption (H1) or (H2) any globally defined positive solution of (1.1) is bounded away from zero eventually. To further study the asymptotic behavior of globally defined positive solutions, it is important to study the existence of various special positive solutions such as strictly positive entire solutions. In the case that a 0 (t, x) ≡ a 0 , a 1 (t, x) ≡ a 1 , and a 2 (t, x) ≡ a 2 > 0, it is clear that (u * (x, t), v * (x, t)) = ( a 0 a 1 +a 2 |Ω| , µ λ a 0 a 1 +a 2 |Ω| ) is a strictly positive entire solution of (1.1). In [29] , Winkler proved the global stability of this positive entire solution when τ = λ = µ = 1, a 2 (t, x) ≡ 0, and Ω is convex. It should be pointed out that it is a challenging problem to prove existence and stability of strictly positive entire solutions. We prove Theorem 1.3 by applying Theorem 1.2 together with some pullback technique. We leave the following as open questions: 1) If the coefficients of (1.1) are periodic in t with period T , does (1.1) have positive periodic solutions with period T ? 2) When does (1.1) have a unique stable strictly positive entire solution?
The rest of the paper is organized as follows. In section 2, we recall some important results to be used to prove the main results in the paper. The global existence results are establish in section 3. In section 4, we prove our main result on pointwise persistence. Finally, in section 5, we show existence of strictly positive entire solutions of system (1.1).
Preliminary
In this section, we present some preliminary lemmas to be used in later sections.
Let Ω ⊂ R n be a bounded smooth domain. For given 1 ≤ p < ∞, it is well known that the operator ∆ : D(∆) = {u ∈ W 2,p (Ω) | ∂u ∂n | ∂Ω = 0} generates an analytic semigroup, denoted by e t∆ , on L p (Ω).
Then A is sectorial in L p (Ω) and possesses closed fractional powers A k for any k > 0, and
Moreover, if (e −tA ) t≥0 denotes the corresponding analytic semigroup in L p (Ω), then for each k > 0, there is K 2 (p, k) > 0 such that
for all s > 0 and φ ∈ L p (Ω).
for all s > 0 and φ ∈ C 1 (Ω, R n ) satisfying φ · ν = 0 on ∂Ω, where ν is the outward normal vector to ∂Ω. Consequently, for all s > 0, the operator e s∆ ∇· possesses a uniquely determined extension to an operator from L p (Ω, R n ) into L p (Ω, R N ), with norm controlled according to (2.4) .
(iv) For given 2 ≤ p < ∞, there exists a positive constant K 4 (p) which only depends on Ω such that
(vi) Given 1 < p < ∞, there is K 6 (p) > 0 such that
Proof. (i) First, by [25, Lemma 1.3(i)], there is K 1,0 (q, p) > 0 such that (2.1) holds for all v ∈ L q (Ω) with Ω v = 0 and with K 1 (q, p) = K 1,0 (q, p). Now for any v ∈ L q (Ω), we have (vi) This is equation (4.2) in [29] .
there exists T max := T max (t 0 , u 0 , v 0 ) ∈ (0, ∞] and a unique classical solution (u(x, t; t 0 , u 0 , v 0 ), v(x, t; t 0 , u 0 , v 0 )) of (1.1) with initial condition u(t 0 , x) = u 0 (x) and v(t 0 , x) = v 0 (x) in the sense of (1.6) in Ω × (t 0 , t 0 + T max ) satisfying
5)
and for any q > n,
Proof. It can be proved by the similar arguments as those in [26, Lemma 1.1].
and
Fix some q > n. Thus by Lemma 2.1 (i), (iii),(iv) and (v), we get from equations (2.7) and (2.8) respectively that
The lemma then follows.
Global existence of bounded classical solutions
In this section, we study the global existence of classical solutions and prove Theorem 1.1. We first prove a lemma.
Proof. By integrating the first equation of (1.1), we get
Then (3.1) follows from (3.5) and comparison principle for ordinary differential equations. Fur-
with y(t; t 0 , |Ω| u 0 ∞ ) satisfying the following ordinary differential equation,
5)
with initial y(t 0 ) = |Ω| u 0 ∞ . This implies that there exists t 1
Thus equation (3.3) follows.
Next, we prove Theorem 1.1 under the assumption of (H1).
Proof of Theorem 1.1 with the assumption (H1). Assume that (H1) holds. Theorem 1.1 can then be proved by properly modifying arguments of [30, Theorem 2.2]. For completeness, we provide a proof in the following. We divide the proof in six steps. For simplicity in notation, we put
Note that, by (H1),
Hence there is γ > 1 such that
Therefore, there is γ > 1 such that
Step 1. In this step, we prove that for any γ > 1 satisfying that γ ∈ 1,
First, by multiplying the first equation of (1.1) by u γ−1 (t) and integrating with respect to x over Ω, we have for t ∈ (t 0 , t 0 + T max ) that
(3.7)
Let ǫ > 0. By Young's inequality with p = γ+1 γ and q = γ + 1, we get
By combining this last equation with equation (3.7), we get
Let r > 0. By Young's inequality with p = γ+1 γ and q = γ + 1 again, we get
By combining this last equation with equation (3.8), we get
Let s 0 ∈ (0, T max ) be fixed. By Lemma 2.2, there exists a positive constant K = K(u 0 , v 0 ) such that
Next let y be the solution of the following ordinary differential equation,
Then, by equations (3.9) and (3.11), comparison principle for parabolic equations, and variation of constant formula, we get
This is equivalent to
Combining equations (3.12) and (3.13), we get using in addition (3.10)
We claim that
which is given by
From equations (3.16) and (3.17), we get
and (3.15) follows.
Finally, combining equations (3.14) and (3.15), we get
where r 0 = γA γ C γ+1 µ 1 γ+1 |χ|.
Since γ ∈ 1,
The proof of Step 1 follows from (3.10) and (3.19) .
Step 2. Let q 0 > max{1, n 2 } be such that a 1,inf > q 0 −1 q 0 |χ|[C q 0 +1 µ] 1 q 0 +1 . In this step, we prove that for any q ∈ 1, nq 0 (n−q 0 ) + , there exists a constant C = C(q 0 , q, u 0 , v 0 , a 0 , a 1 , a 2 , |Ω|) such that
Next, by the second equation in (1.1) and the variation of constant formula, we have for all
By Lemma 2.1(iv) and (v), we have
for each t ∈ (t 0 , t 0 + T max ), which is finite provided that 1 2 + n 2 ( 1 q 0 − 1 q ) + < 1 which is equivalent to q < nq 0 (n−q 0 ) + . Thus Step 2 follows from (3.22). Step 3. Let q 0 be given as in Step 2. In this step, we prove that for any γ ≥ 1, there is
First, note that q 0 < nq 0 2(n−q 0 ) + . By Step 1 and Step 2, we have
Furthermore if γ ≤ q 0 , by the continuous inclusion of L q 0 (Ω) into L γ (Ω), there exists a positive constant C 0 depending only on Ω, n, q 0 and γ such that
and (3.23) fellows.
Next suppose γ > q 0 . By the arguments in Step 1, we get
By Young's inequality we get
This together with (3.24) implies that
By Young's inequality again, we have
This together with (3.25) implies that
By Holder's inequality, we have
By Gagliardo-Nirenberg inequality, there exists a positive constant C 0 depending on the domain Ω and γ such that
. Since n 2 < q 0 < γ, we have 0 < a < 1. By applying Young's Inequality, we get for any ǫ > 0
Then
It then follows from equation (3.26) that
∇v L 2q 0 , a 0 , a 1 , a 2 , |Ω|). Step 4. In this step, we prove that for any q ≥ 1, there exists C = C(q, u 0 , v 0 , a 0 , a 1 , a 2 , |Ω|) such that
By the arguments in Step 2, we have
for each t ∈ (t 0 , t 0 + T max ). (3.28) then follows.
Step 5. Choose p > n and p 1 > p > p 2 such that 1 p = 1 p 1 + 1 p 2 . In this sept, we prove that there is C = C(u 0 , v 0 ) such that
First, by the variation of constant formula and the first equation in (1.1), we have
].
By comparison principle for parabolic equations, we get Next, note that there are c 0 , c 1 > 0 such that (1+(a 2,inf ) − M 0 +a 0 (t, x))r−a 1 (t, x)r 2 ≤ c 0 −c 1 r 2 for all t ∈ R, x ∈ Ω, and r ≥ 0. We then have that
Choose p > n and α ∈ ( n 2p , 1 2 ). Then X α ⊂ L ∞ (Ω) and the inclusion is continuous (see [4] exercise 10, page 40.) Choose ǫ ∈ (0, 1 2 − α). By Lemma 2.1(ii) and (iii), we have
where p 1 > p and 1 p = 1 p 1 + 1 p 2 . By (3.23) and (3.28), we get
(3.33) Now from the second equation in (1.1) and comparison principle for parabolic equations, we
(3.30) then follows. This implies that T max = ∞.
Step 6. In this step, we prove that (1.8) and (1.9) hold.
First, (1.8) follows from (3.3) . We then only need to prove (1.9).
By the arguments in Step 1, we have for any γ ∈ 1,
where r 0 = γA γ C γ+1 µ 1 γ+1 |χ| (see (3.19) ). Therefore, there is t 1 > t 1 such for any γ ∈ 1,
(3.34)
Next, by the arguments in Step 2 (in particular, by (3.22) ), there is t 2 > t 1 such for any
Now, by (3.34), (3.35) , and the arguments in Step 3 (in particular, (3.27)), there exists t 3 > t 2 such that any γ > 1, we have
(3.36) Finally, by (3.36 ) and the arguments in Step 4 (in particular, (3.29)), there exists ∃t 4 > t 3 such that any q > 1, we get
(3.37) (1.9) then follows from (3.36) , (3.37 ) and the proof of Step 5 (in particular, (3.31), (3.32), and (3.33)).
We now prove Theorem 1.1 under the assumption (H2).
Proof of Theorem 1.1 with the assumption (H2). Assume that (H2) holds. Theorem 1.1 can be proved by properly modifying the arguments in [29, Lemma 3.1] . For the completeness, we also provide a proof in the following. First, we have
From the second equation of (1.1), we get
Combining this with ∇v · ∇(∆v) = 1 2 ∆|∇v| 2 − |D 2 v| 2 , we get 1 2µ
Next, by multiplying the first equation of (1.1) by 1 |χ| , we get
By adding (3.38) and (3.39), we get d dt
By Young's inequality, we have
By combining this with (3.40), we get d dt
Let M 0,a i , u 0 ∞ = a 0,sup + 2λ + sup t∈R (a 2,inf (t)) − M 0 ( u 0 ∞ ). Then, by (3.1), (3.41) becomes for t 0 < t < t 0 + T max , d dt
(3.42)
Thus since a 1,inf − nµ|χ| 4 > 0, we get for t 0 < t < t 0 + T max , d dt
. By comparison principle for parabolic equations, we get 0 ≤ z(·, t) ≤ max{z(·, t 0 ),
Therefore, it follows by the blow-up criterion (2.5) that T max = ∞, and (1.9) follows from the above arguments.
Pointwise persistence
In this section, we investigate the pointwise persistence in (1.1) and prove Theorem 1.2. Throughout this section, we assume that (H1) or (H2) holds, and that t 1 (u 0 , v 0 ), t 2 (u 0 , v 0 ), M 1 , and M 2 are as in Theorem 1.1. We start by proving the following three important Lemmas.
Lemma 4.1. Let p > 1 be given. There is C 1 (p) > 0 such that for any t 0 ∈ R, (u 0 , v 0 ) ∈ C(Ω) × W 1,∞ (Ω) with u 0 , v 0 ≥ 0, and anyt 0 > t 0 , there holds
(4.1)
Proof. By the second equation in (1.1) and the variation of constant formula, we have for
Thus for p > 1, we have
(4.2)
Then by Lemma 2.1 (vi),
By Lemma 2.1(vi) again, we have for t >t 0 that
The lemma then follows from (4.2)-(4.4). 
5)
Proof. Chooset 0 = t 0 + t 2 (u 0 , v 0 ) in Lemma 4.1. By Theorem 1.1,
This together with (4.1) implies that there is t 3 (u 0 , v 0 ) such that
The corollary then follows withC 1 (p) = C 1 (p) 1 + M 2 .
Lemma 4.2. Fix 0 < η < 1 2 and p > 1. Let A = −∆ + αI for some α ∈ (0, 1) with D(A) = {u ∈ W 2,p (Ω) : ∂u ∂n = 0}. There is C 2 (p, η) > 0 such that for any t 0 ∈ R, (u 0 , v 0 ) ∈ C(Ω) × W 1,∞ (Ω) with u 0 , v 0 ≥ 0, and anyt 0 > t 0 , there holds
for all t>t 0 .
Proof. By the first equation in (1.1) and the variation of constant formula, we have for t >t 0 that u(·, t) = e (∆−I)(t−t 0 ) u(·,t 0 ) Thus
We first estimate A η I 1 p . Note that
Then by Lemma 2.1(ii),
Next, we estimate A η I 2 p . Note that
Note the last integral in (4.9) is finite because η < 1 2 . Third, we have
A η e (∆−αI)(t−s) e −(1−α)(t−s) u(·, s) a 0 (s, x) + 1 − a 1 (t, x)u(·, s) − a 2 (s, x) Ω u(·, s) p ds. 
By Lemma 2.1(ii), we have that
Proof. It follows from (1.9), (4.5), and (4.6).
Lemma 4.3. Fix 0 < η < 1 2 and 0 < α < min{1, λ}. Choose θ > 0 and p > n such that 2θ − n p > 2, and θ < 1 + η.
Proof. Note that, for t >t 0 , we have
(4.13)
The lemma then follows. 
Proof. It follows from (4.11) and (4.12) .
We now prove Theorem 1.2.
Proof of Theorem 1.2. We divide the proof into five steps. For given t 0 ∈ R, (u 0 , v 0 ) ∈ C(Ω) × W 1,∞ (Ω) with u 0 , v 0 ≥ 0, and ǫ > 0, let t 5 (u 0 , v 0 ) be as in Corollary 4.3. Let
and ǫ * := a 0,inf a 1,sup + χC * + |Ω|(a 2,sup ) + .
(4.16)
Step 1. In this step, we prove that for any t 0 ∈ R and
First, by (1.9) and (4.14),
Then, by the definition of T * , (4.1), (4.6), and (4.12), for any t ≥t 0 + T * ,
17)
A η u(·, t) L p (Ω)
Step 2. In this step, we prove that for any t 0 ∈ R and (u 0 , v 0 ) ∈ C(Ω)×W 1,∞ (Ω) with u 0 , v 0 ≥ 0 and u 0 ≡ 0, there is t n → ∞ such that u(·, t n ; t 0 , u 0 , v 0 ) ∞ > ǫ 0 .
We prove it by contradiction. Assume that there ist 0 ≥ t 0 + t 5 (u 0 , v 0 ) such that u(·, t) ∞ ≤ ǫ 0 for all t ≥t 0 . By Step 1, v(·, t) W 2,∞ (Ω) ≤ C * ǫ 0 ∀ t >t 0 + T * .
(4.20)
Thus by the first equation of (1.1), we get for t >t 0 + T * that
Note that δ * := inf u(·,t 0 + T * ) > 0. Therefore by comparison principle for parabolic equations, we get u(x, t) ≥ δ * e (a 0,inf −(a 1,sup +χC * +|Ω|(a 2,sup ) + )ǫ)(t−t 0 −T * ) , ∀t >t 0 + T * .
Note that ǫ 0 < a 0,inf a 1,sup +χC * +|Ω|(a 2,sup ) + . We get as t → ∞ in the above equation that lim t→∞ u(·, t) ∞ = ∞, which is a contradiction. Hence the statement in step 2 is true.
Step 3. In this step, we prove that there is δ ǫ 0 > 0 such that for any given t 0 ∈ R and (u 0 , v 0 ) ∈ C(Ω) × W 1,∞ (Ω) with u 0 , v 0 ≥ 0 , for any t > t 0 + t 5 (u 0 , v 0 ) + 1, if sup x∈Ω u(x, t) = ǫ 0 , then inf x∈Ω,s∈[t,t+T * ] u(x, s) ≥ δ ǫ 0 .
We prove it by contradiction. Suppose by contradiction that the statement in Step 2 does not hold. Then there exist u n ∈ C 0 (Ω), v n ∈ W 1,∞ (Ω), t 0n , t n ,t n ∈ R with t n > t 0n + t 5 (u n , v n ) + 1, t n ∈ [t n , t n + T * ], x n , x * n ∈ Ω such that lim n→∞ u(x n , t n ; t 0n , u n , v n ) = ǫ 0 , (4.23) and lim n→∞ u(x * n ,t n ; t 0n , u n , v n ) = 0. (4.24)
Since t n > t 0n + t 5 (u n , v n ) + 1, by Lemmas 4.1-4.3 and Corollaries 4.1-4.3, without loss of generality, we may assume that u(·, t n − 1; t 0n , u n , v n ) → u * 0 in C 0 (Ω) and v(·, t n − 1; t 0n , u n , v n ) → v * 0 in W 1,∞ (Ω) and u(·, t n ; t 0n , u n , v n ) → u * in C 0 (Ω) and v(·, t n ; t 0n , u n , v n ) → v * in W 1,∞ (Ω)
as n → ∞. Without loss of generality, we may also assume that
as n → ∞ locally uniformly in (t, x) ∈ R ×Ω. Then by Lemma 2.3 together with the generalized Gronwall's inequality (see [4, Lemma 7.1.1]), we have (u(·, t+t n −1; t 0n , u n , v n ), v(·, t+t n −1; t 0n , u n , v n )) → (u * (·, t; 0, u * 0 , v * 0 ), v * (·, t; 0, u * 0 , v * 0 )) (4.25)
as n → ∞ locally uniformly in (t,
) is the solution of (1.1) with a i (t, x) being replaced by a * (t, x). This implies that 
Consider (x, t) ∈Ω × [1, 1 + T * ](which is a compact subset ofΩ × R). By equation ( u(x, t; t 0n , u n , v n ) ≥ǫ, which contradicts (4.24). Thus the above claim follows.
Step 4. Let T * * > T * be such that δ ǫ 0 e (a 0,inf −(a 1,sup +χC * +|Ω|(a 2,sup ) + )ǫ * )(T * * −T * ) ≥ ǫ 0 .
In this step, we prove that for any t 0 ∈ R and (u 0 , v 0 ) ∈ C(Ω) × W 1,∞ (Ω) with u 0 , v 0 ≥ 0 and u 0 ≡ 0, if t 2 > t 1 > t 0 + t 5 (u 0 , v 0 ) are such that u(·, t i ; t 0 , u 0 , v 0 ) = ǫ 0 (i = 1, 2) and u(·, t; t 0 , u 0 , v 0 ) ∞ < ǫ 0 for t ∈ (t 1 , t 2 ), then t 2 − t 1 ≤ T * + T * * .
In fact, by the arguments in Steps 1-3, we have u(x, t) ≥ δ ǫ 0 e (a 0,inf −(a 1,sup +χC * +|Ω|(a 2,sup ) + )ǫ)(t−t 1 −T * ) , ∀t ∈ (t 1 + T * , t 2 ).
It then follows that t 2 ≤ t 1 + T * + T * * .
Step 5. In this step, we prove that there is η > 0 such that for any t 0 ∈ R, u 0 ∈ C 0 (Ω), v 0 ∈ W 1,∞ (Ω) with u 0 ≥ 0, and u 0 ≡ 0, there is τ (u 0 , v 0 ) > 0 such that u(x, t; t 0 , u 0 , v 0 ) ≥ η, ∀ t ≥ t 0 + τ (u 0 , v 0 ). (4.26)
First, by the arguments in Step 3, there is η > 0 such that for any given t 0 ∈ R and (u 0 , v 0 ) ∈ C(Ω) × W 1,∞ (Ω) with u 0 , v 0 ≥ 0 , for any t > t 0 + t 5 (u 0 , v 0 ) + 1, if sup x∈Ω u(x, t) = ǫ 0 , then inf x∈Ω,s∈[t,t+T * +T * * ] u(x, s) ≥ η.
Next, by
Step 4, if t > t 0 + t 5 (u 0 , v 0 ) + T * + T * * is such that u(·, t; t 0 , u 0 , v 0 ) < ǫ 0 , then there are t 1 , t 2 with t 2 > t > t 1 > t 0 + t 5 (u 0 , v 0 ) + 1 such that u(·, t; t 0 , u 0 , v 0 ) ∞ < ǫ 0 for t ∈ (t 1 , t 2 ), u(·, t i ; t 0 , u 0 , v 0 ) ∞ = ǫ 0 (i = 1, 2), and t 2 − t 1 ≤ T * * + T * . Hence u(x, t) ≥ η.
It then follows that the statement in Step 5 holds and the theorem is proved.
Strictly positive entire solutions
In this section, we investigate the existence of strictly positive entire solutions of (1.1) and prove Theorem 1.3.
Proof of Theorem 1.3. First of all, fix u 0 ∈ C 0 (Ω) , v 0 ∈ W 1,∞ (Ω) with u 0 , v 0 ≥ 0 and inf u 0 > 0. By Theorem 1.2, there is τ (u 0 , v 0 ) such that u(x, t; t 0 , u 0 , v 0 ) ≥ η ∀ x ∈Ω, t ≥ t 0 + τ (u 0 , v 0 ), t 0 ∈ R.
(5.1)
Next, for each n > τ (u 0 , v 0 ), let u n (·) = u(·, 0; −n, u 0 , v 0 ) and v n (·) = v(·, 0; −n, u 0 , v 0 ).
Without loss of generality, we may assume that there exist u * 0 ∈ C 0 (Ω) and v * 0 ∈ W 1,∞ (Ω) such that (u n , v n ) → (u * 0 , v * 0 ) in C 0 (Ω) × W 1,∞ (Ω) as n → ∞. We then have u(·, t; −n, u 0 , v 0 ) = u(·, t; 0, u(·, 0; −n, u 0 , v 0 ), v(·, 0; −n, u 0 , v 0 )) and for t > 0, u(·, t; −n, u 0 , v 0 ) → u * (·, t; 0, u * 0 , v * 0 ) as n → ∞. We now claim that u * (·, t; 0, u * 0 , v * 0 ) has backward extension. Indeed fix m ∈ N, and for each n > m + τ (u 0 , v 0 ), let u m n (·) = u(·, −m; −n, u 0 , v 0 ) and v m n (·) = v(·, −m; −n, u 0 , v 0 ). Then there exist n k → ∞, u * m,0 ∈ C 0 (Ω) and v * m,0 ∈ W 1,∞ (Ω) such that u m n k → u * m,0 and v m n k → v * m,0 as n → ∞. We have for t > −m, u(·, t; −n k , u 0 , v 0 ) = u(·, t; −m, u(·, −m; −n k , u 0 , v 0 ), v(·, −m; −n k , u 0 , v 0 )) → u * m (·, t; −m, u * m,0 , v * m,0 )
as n k → ∞. And for t > 0, u * (·, t; 0, u * 0 , v * 0 ) = u * m (·, t; −m, u * m,0 , v * m,0 ). Thus u * (·, t; 0, u * 0 , v * 0 ) has backward extension.
Finally, fix t ∈ R and choose m ∈ N such that t > −m + τ (u 0 , v 0 ). Then by equation (5.1), we get η ≤ u * (·, t; 0, u * 0 , v * 0 ) = u * m (·, t; −m, u * m,0 , v * m,0 ), ∀x ∈Ω.
This completes the proof.
