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The Hopf insulator represents a topological state of matter that exists outside the conventional
ten-fold way classification of topological insulators. Its topology is protected by a linking number
invariant, which arises from the unique topology of knots in three dimensions. We predict that three-
dimensional arrays of driven, dipolar-interacting spins are a natural platform to experimentally
realize the Hopf insulator. In particular, we demonstrate that certain terms within the dipolar
interaction elegantly generate the requisite non-trivial topology, and that Floquet engineering can
be used to optimize dipolar Hopf insulators with large gaps. Moreover, we show that the Hopf
insulator’s unconventional topology gives rise to a rich spectrum of edge mode behaviors, which can
be directly probed in experiments. Finally, we present a detailed blueprint for realizing the Hopf
insulator in lattice-trapped ultracold dipolar molecules; focusing on the example of 40K87Rb, we
provide quantitative evidence for near-term experimental feasibility.
Topological insulators (TIs) are materials that exhibit
conducting surface states despite the presence of an in-
sulating bulk [1–8]. They are differentiated from con-
ventional insulators by a non-zero topological invariant
associated with their underlying spin-orbit-coupled band
structure; moreover, their surface states are unusually
robust to the detrimental effects of impurities. The
last decade has seen a tremendous amount of progress
focused on understanding and classifying these single-
particle phases of matter. In particular, the interplay
between a system’s symmetries and dimensionality leads
to a rich landscape of topological insulators, whose orga-
nization was originally captured via the so-called ten-fold
way classification [9, 10]. More recently, much excitement
has turned to the exploration of topological insulators
that exist outside this classification framework; notable
examples include topological crystalline insulators [11]
and higher-order topological insulators [12]. Here, we
focus on another such example: the so-called Hopf insu-
lator [13–16], which in its simplest incarnation is a three-
dimensional topologically nontrivial insulator with a sin-
gle valence and conduction band. Crucially, this state
exists in the absence of any symmetries, for which the
ten-fold way classification would nominally predict only
an ordinary insulator.
Unlike more conventional TIs, the Hopf insulator ex-
hibits a linking number topological invariant, arising
from the unique topology of knots in three dimensions
and closely associated with the Hopf map of mathemat-
ics [13, 17]. This ‘Hopf’ invariant has enjoyed a recent
resurgence of interest in condensed matter physics [13–
16, 18–24]. Despite such interest, experimentally realiz-
ing the Hopf insulator has remained an open challenge
and even proposed implementation platforms (e.g. in
FIG. 1. (a) The Hamiltonian of the Hopf insulator maps
closed loops in the Brillouin zone to points on the Bloch
sphere, with the unique property that any two of these
loops have linking number equal to the Hopf invariant. (b)
Schematic geometry depicting a 3D optical lattice of polar
molecules with two layered sublattices (A and B). Orbital
motion of the molecules is frozen by the deep optical lattice
and the molecules interact via dipolar interactions (white ar-
rows). (c) The inter-sublattice ‘hopping’: |1, 0〉A |0, 0〉B ↔|0, 0〉A |1, 1〉B changes total angular momentum by ±1, lead-
ing to a hopping phase equal to the azimuthal angle φ between
the dipoles. (d,e) The level structure of the J = 0, 1 states
on the A and B sublattices.
either conventional quantum materials or cold atomic
quantum simulators) remain few and far between [14].
The key challenges arise directly from the nature of the
Hopf map. In particular, realizing the Hopf insulator re-
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2quires two essential ingredients: 1) the presence of long-
range hoppings and 2) strong spin-orbit coupling, mani-
fested in hoppings whose phase is spatially anisotropic.
In this Letter, we demonstrate that three-dimensional
lattices of dipolar spins [25–31] provide an ideal plat-
form to realize the Hopf insulator. Our main results are
threefold. First, we show that combining the long-range
dipolar interaction with Floquet engineering [32, 33] nat-
urally leads to Hopf insulating band structures with large
gaps & 0.26 t (in units of the nearest-neighbor hopping
t). In contrast to prior studies [34–36], our approach
relies upon the ∆` = ±1 angular-momentum-changing
component of the dipolar interaction, which precisely in-
duces the requisite spin-orbit coupling of the Hopf in-
sulator [13]. Second, motivated by this construction,
we provide an explicit experimental blueprint for real-
izing the Hopf insulator and probing its transport prop-
erties in lattice-trapped polar molecules [26, 37–42]. This
blueprint requires the use of circularly-polarized optical
radiation and, as an example demonstrating quantitative
feasibility, we provide the first detailed calculations of the
relevant polarizabilities in the case of 40K87Rb. Third,
the direct experimental verification of the Hopf insulator
is most simply achieved through spectroscopy of its gap-
less edge modes, which leads us to address a central open
question regarding the phase: since the Hopf insulator is
non-trivial only in two-band systems [13], and the notion
of bands is undefined at the edge (due to the breaking of
translation invariance), to what extent are the Hopf in-
sulator’s edge modes truly topologically protected? Adi-
abatic arguments guarantee the protection of edge modes
for sufficiently smooth boundaries [13], but numerical re-
sults have shown that gapless edge modes persist even
at sharp boundaries [13, 18]. We demonstrate that these
‘sharp’ edge modes are artifacts of an accidental symme-
try, the same symmetry that was recently shown to stabi-
lize the Hopf insulator even for multi-band systems [16].
Moreover, by varying the edge termination (keeping the
same bulk Hamiltonian), we show that one can realize a
number of qualitatively distinct edge spectra, and that
the different spectra can be directly observed in experi-
ments.
We begin by motivating the connection between the
linking number interpretation of the Hopf invariant and
the long-range spin-orbit coupling required for its phys-
ical realization. The former is most simply seen in a
momentum-space representation of the Hopf insulator’s
two-band Bloch Hamiltonian, H(k) = n0(k)1+n(k) ·σ,
where the Pauli matrices, σ, act on the ‘pseudospin’
degree of freedom that defines the two bands. In our
proposed realization, the role of this pseudospin will be
played by two sublattices A,B (Fig. 1). This Hamilto-
nian is a map that takes vectors k in the Brillouin zone to
points nˆ on the Bloch sphere. Strikingly, in the Hopf in-
sulator phase, the pre-images of any pair of Bloch sphere
points are linked loops in the Brillouin zone [Fig. 1(a)].
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FIG. 2. Numerical evaluation of the Hopf invariant h (col-
ored circles) and band gap Eg (black diamonds; in units of
the nearest-neighbor hopping t) of the specified dipolar spin
system across two phase transitions: (a) by tuning the chemi-
cal potential µ = µA−µB , and (b) by tuning the amplitude λ
of the Floquet driving (where λ = 1 is optimal driving). The
Hopf invariant is computed by discretizing momentum space
as an N×N×N grid [13, 43]; in the Hopf phase, the invariant
converges quickly to unity as the discretization is made finer.
This leads to two observations, one which explains the
need for long-range hoppings and the other which justifies
the required form of spin-orbit coupling. First, the rapid
variation in n(k) required for pre-image linking necessi-
tates the presence of strong long-range hoppings, which
contribute oscillations ∼ eik·r to n(k) at a frequency pro-
portional to their range r. Second, the requirement that
all Bloch sphere pre-images link can naturally be met via
an inter-sublattice hopping [Fig. 1(c)] with phase ∼ eiφ.
Realizing the Hopf Insulator—Intuition in hand, we
now turn to the setting of our proposed realization. We
consider the following Hamiltonian:
Hˆeff =
1
2
∑
v,r6=0,
α,β
[
tαβr a
†
v+r,αav,β+h.c.
]
+
∑
v,α
µαa†v,αav,α, (1)
where a†v,α creates a hard-core boson at lattice site v
and sub-lattice α ∈ {A,B} (the single-particle nature
of the Hopf insulator enables a hard-core bosonic real-
ization). As expected, Hˆ consists of both intra- and
inter-sublattice hoppings, tαβr , as well as a sublattice-
dependent chemical potential µα.
While our approach is generic to dipolar interact-
ing spins, for concreteness, we focus on an implementa-
tion using ultra-cold polar molecules trapped in a three-
dimensional optical lattice (Fig. 1). Working in the
deep lattice limit, we utilize the molecules’ rotational
degree of freedom as our hard-core bosonic excitation.
These rotational states are governed by the Hamiltonian,
Hrot = ∆J
2, where J is the angular momentum opera-
tor, with eigenstates, |J,mJ〉 [44]. While naturally orga-
nized into degenerate manifolds, these rotational eigen-
states are split by both intrinsic hyperfine interactions
and tunable extrinsic effects resulting from electric fields,
magnetic fields and incident laser light [45]. Crucially,
these extrinsic effects (which set the molecules’ quanti-
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FIG. 3. (a− c) Spectra for the (100)-edge of the Hopf insu-
lator, via exact diagonalization [43]. Coloring labels a mode’s
mean x-position, from red (localized at left edge), to black
(bulk), to blue (localized at right edge). Dashed lines mark
the bulk band gap. (a) A sharp edge (open boundary condi-
tions) respects the symmetry of Eqn. (5) and leads to a gap-
less Dirac cone spectrum. (b) Adding a symmetry-breaking
perturbation gaps the Dirac cone, demonstrating the non-
adiabatic edge modes’ lack of protection. (c) In the adiabatic
limit (edge termination smoothed over ∼ 20 lattice sites), the
edge spectrum features a tilted higher-order gap closing that is
robust to all adiabatic perturbations. (d) AC polarizabilities
of the |1, 0〉A and |1, 1〉B states of 40K87Rb under circularly
polarized σ+ light, as a function of the detuning ∆ν from the
transitions |X1Σ, v = 0, J = 1,mJ〉 → |b3Π0+ , v = 0, J =
2,mJ + 1〉 (top right inset). The z-gradient Floquet modula-
tion is realized by oscillating the detuning about resonance in
a step function fashion (bottom right inset), which induces a
corresponding oscillation in the states’ energies.
zation axis, i.e. zˆ in Fig. 1) enable a direct modulation
of the rotational states’ energies in both space (to dis-
tinguish between the A and B sublattices) and time (to
implement Floquet engineering).
Focusing on the four lowest rotational eigenstates, we
define two distinct hard-core bosonic degrees of freedom.
On the A-sublattice we utilize {|0A〉 = |0, 0〉A , |1A〉 =
|1, 0〉A}, while on the B-sublattice we utilize {|0B〉 =
|0, 0〉B , |1B〉 = |1, 1〉B}, as illustrated in Fig. 1(d,e).
These hard-core bosons interact with one another via the
dipolar interaction [46]:
Hijdd =
−√6
4pi0R3
2∑
∆mJ=−2
C2−∆mJ (θ, φ)T
2
∆mJ (d
(i),d(j)), (2)
where (R, θ, φ) parameterize the molecules’ separation in
spherical coordinates, d is the dipole moment operator,
and we index the molecules by their unit cell and sublat-
tice, i = v, α [47]. In our bosonic model, this gives rise
to hoppings:
tAAr = −CAA
3 cos2(θ)− 1
R3
tBBr = C
BB 3 cos
2(θ)− 1
R3
tABr = −CAB
cos(θ) sin(θ)
R3
eiφ,
(3)
where CAA, CBB , and CAB are positive constants de-
tailed in the supplementary information [43]. Crucially,
our choice of rotational states ensures that the inter-
sublattice hopping, tABr , is induced solely by the ∆mJ =
±1 term in Hdd, which immediately gives rise (via the
C2±1 spherical harmonics) to a hopping phase ∼ eiφ; as
aforementioned, this naturally achieves the Hopf require-
ment that all Bloch sphere pre-images link.
A few remarks are in order. First, we will work in
the regime where the dipolar interaction strength is sig-
nificantly smaller than the energy splittings between the
rotational states within the J = 1 manifold. Second, we
will tune the splitting between the |0A〉 and |1A〉 states to
be resonant with the |0B〉 and |1B〉 states. Conservation
of energy then dictates that the dipolar interaction can
only induce transitions within our prescribed hard-core
bosonic doublets, i.e. either within a sublattice (tAAr ,t
BB
r )
or across sublattices (tABr ) [48]. Finally, spatio-temporal
modulations of the energy splitting between sites natu-
rally appear as an effective chemical potential µαv(t).
Floquet engineering—While the dipolar interaction el-
egantly realizes the requisite spin-orbit coupling, the slow
decay of the 1/R3 power-law precludes numerical ob-
servation of Hopf insulating behavior. To this end, we
consider a simple Floquet engineering strategy. By in-
homogeneously periodically modulating the on-site split-
tings, µαv(t), at frequencies, Ω, significantly larger than
the dipolar interaction, we can realize an effective time-
independent Hamiltonian of the form in Eqn. (1). In
particular, one finds [33, 43] an averaged chemical po-
tential µα = Ω2pi
∫ 2pi/Ω
0
dt µαv(t) and modified hoppings
tαβr → βαβr tαβr , where
βαβr =
Ω
2pi
∫ 2pi/Ω
0
dt cos
[ ∫ t
0
dt′ (µαv+r(t
′)− µβv(t′))
]
. (4)
Although the Floquet modulation µαv(t) varies with the
lattice index v, we choose it such that µα and βαβr do
not, realizing a translationally invariant effective Hamil-
tonian. In order to have an O(1) effect on the hoppings,
the amplitude of the Floquet modulation must be O(Ω).
We utilize this Floquet engineering to two effects: first,
to decrease ‘odd’ hoppings in the xy-plane (those with
odd rx + ry) [49] and second, to truncate the dipo-
lar power-law in the z-direction [33]. Taking µαv(t) =
µα +µxyv (Ωxyt) +µ
z
v(Ωzt) and Ωxy  Ωz allows the Flo-
quet modulations to factorize as βr = β
xy
r β
z
r . To this
4end, one can independently apply the two desired effects
by using a ‘checkerboard’ modulation in the xy-plane:
µxyv (Ωxyt) = (−1)vx+vyµxy(Ωxyt), and a Floquet ampli-
tude gradient along z: µzv(Ωzt) = vz µ
z(Ωzt) [50].
We now turn to a numerical exploration of the sin-
gle particle bandstructures supported in our dipolar Flo-
quet system. Working with the momentum-space Bloch
Hamiltonian, we directly compute the Hopf invariant, h,
from the Chern-Simons form: h =
∫
BZ
d3k jµ(k)Aµ(k),
where jµ(k) = 18pi 
µνλnˆ · (∂kν nˆ × ∂kλ nˆ) represents the
Berry curvature and Aµ(k) its associated vector poten-
tial [13, 51]. By tuning the geometric and Floquet en-
gineering parameters, we find transitions from topolog-
ically trivial bandstructures to the Hopf insulator and
identify parameter regimes where the Hopf insulator’s
band gap can be as large as Eg & 0.26t, where t is the
nearest-neighbor hopping strength (see Fig. 2).
Edge-modes of the dipolar Hopf insulator—In addition
to its linking number invariant, the Hopf insulator’s edge
modes represent one of its key signatures, and crucially,
one which can be experimentally probed. Up to now,
these edge modes are only expected to appear at smooth
boundaries compared to the lattice length, which act as
a continuous variation of the momentum-space Hamil-
tonian H(k) across the edge region. In this case, the
Hopf insulator’s nontrivial topology requires a gap clos-
ing. Nevertheless, gapless edge modes have been ob-
served numerically for ‘sharp’ edges (i.e. open boundary
conditions) [13] and moreover, for the (001)-edge, were
even shown to be robust to certain perturbations [18].
Recently [16], it was realized that if the system obeys a
certain crystalline symmetry,
JH(k)∗J−1 = −H(k), (5)
where JJ∗ = −1, the Hopf insulator’s classification can
be stabilized to higher bands. Crucially, this symmetry
is automatically satisfied in two band systems with J =
σy, and can generally be viewed as the composition of
inversion and particle-hole symmetries.
Interestingly, we observe that the above symmetry is
obeyed at the edge of a system with sharply-terminated
open boundary conditions, suggesting that the robust-
ness of the previously observed gapless edge modes may
derive from this accidental crystalline symmetry [52].
Motivated by this, we solve for the (100)-edge modes
of our dipolar Hopf insulator via exact diagonalization
for three different edge terminations: sharp, sharp with
a symmetry-breaking perturbation, and adiabatic. We
observe three qualitatively distinct spectra [Fig. 3(a-c)].
The sharp edge hosts a Dirac cone, which is gapped
upon the inclusion of a symmetry-breaking perturbation.
Meanwhile, the adiabatic edge features a higher-order
degeneracy. We conjecture this to be associated with
a topological Hopf defect in the adiabatic Hamiltonian
H(k; r): near such a defect, the eigenvector of H(k; r)
varies as (kx + iky, kz + im(r)) and exhibits a quadratic
gap closing, E(k) = k2 + m(r)2, where m(r) adiabati-
cally interpolates between the Hopf insulating [positive
m(r)] and trivial [negative m(r)] regions across the edge.
Experimental Implementation—We now provide a de-
tailed blueprint for realizing the dipolar Hopf insulator
using ultracold polar molecules. An explosion of recent
experimental progress has led to the development of nu-
merous possible molecular species [37, 53–56], but for
concreteness (and to demonstrate that the requisite sep-
aration of energy scales can be quantitatively realized),
here we focus on 40K87Rb [37–42].
Consider the geometry and rotational level diagram il-
lustrated in Fig. 1. The 3D optical lattice is generated us-
ing four pairs of counter propagating beams, two forming
the xy-lattice and two forming the A and B sublattices
in the z-direction [57]. The rotational states |1, 0〉 and
|1, 1〉 of all molecules are first tuned to be approximately
degenerate using applied DC electric and magnetic fields
in the z-direction. We then break the degeneracy be-
tween the |1, 0〉 and |1, 1〉 states, as well as the sublattice
symmetry between the A and B planes, by using differ-
ent intensities of light to form each sublattice. Owing to
the AC polarizibility of 40K87Rb [58], the lattice beams
not only trap the molecules in the designated geometry,
but also induce shifts in the molecules’ rotational states
proportional to the beams’ intensities. The individual
intensities, IA and IB , can therefore be tuned such that
the transitions |1, 0〉A ↔ |0, 0〉A and |1, 1〉B ↔ |0, 0〉B are
near-resonant with each other, yet off-resonant with all
other transitions. Crucially, this scheme naturally leads
to a separation of energy scales t  δ  ∆, where t is
the dipolar interaction strength (∼100 Hz), δ is the split-
ting within the J = 1 manifold (∼5 kHz), and ∆ is the
splitting between the J = 0 and J = 1 sectors (∼2 GHz).
Energy levels in hand, let us turn to the implementa-
tion of the Floquet modulations. To realize the xy-plane
modulation, we can again rely upon the AC polarizibil-
ity, using an intensity-modulated standing wave to di-
rectly tune the molecules’ energy levels non-uniformly in
both space and time. Unfortunately, this method does
not work for the z-gradient Floquet modulation: in ad-
dition to shifting the molecules’ energy levels, light lin-
early polarized in the xy-plane would also induce mix-
ing between rotational states, contaminating our de-
sired hopping phase structure [59]. Rather, we propose
to achieve the z-gradient Floquet modulation using a
circularly-polarized beam tuned near, but off-resonant
with, the 3Π0+ electronic excited state of
40K87Rb. To
this end, we perform calculations of the AC polarizabili-
ties of 40K87Rb with circularly-polarized light as a func-
tion of detuning from the b3Π0+ state [top right inset,
Fig. 3(d)] using experimentally adjusted potential energy
curves [60, 61] as well as electronic parallel and perpen-
dicular polarizabilities [58]. For σ+ light, the polarizabil-
ities have poles at the resonant transition frequency to
the excited J = 2 state [Fig. 3(d)], which allows the cor-
5responding energy shifts to be precisely controlled by the
detuning over a large range [43]. Modulating the detun-
ing [bottom right inset, Fig. 3(d)] about resonance (as
a step function, to avoid any resonance-induced decay),
combined with the natural transverse spreading of the
beam along its propagation axis [62], precisely realizes
the desired z-gradient Floquet modulation [63].
The edge modes of the dipolar Hopf insulator can be
probed experimentally via molecular gas microscopy [64,
65]. Here, a tightly-focused beam applied near the edge
induces local differences in the molecules’ rotational split-
tings, enabling one to spectroscopically address and ex-
cite individual dipolar spins. The extent to which such
an excitation remains localized on the edge during sub-
sequent dynamics can be read out using spin-resolved
molecular gas microscopy [65]. Crucially, the width of
the edge region, typically large due to a wide harmonic
confining potential, can be tuned via a number of recently
developed techniques, including: box potentials [66], ad-
ditional ‘wall’ potentials [67], or optical tweezers [68],
allowing one to realize the three scenarios depicted in
Fig. 3. Looking forward, our proposal opens the door to a
number of intriguing directions ranging from many-body
generalizations of the Hopf insulator to novel realizations
of hybrid Hopf-Chern insulators [15].
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EFFECTIVE HAMILTONIAN FROM THE DIPOLAR INTERACTION
We closely follow the discussion of Ref. [1]. The dipole-dipole interaction takes the form:
Hijdd =
−√6
4pi0R3
2∑
∆mJ=−2
C2−∆mJ (θ, φ)T
2
∆m(d
(i),d(j)). (1)
Here the displacement between lattice sites i and j, parameterized in spherical coordinates as (R, θ, φ). The
dipole moment operator d(i) = (d
(i)
− , d
(i)
z , d
(i)
+ ) is a rank-1 spherical tensor, which acts on the rotational states
of the molecule at lattice site i = v, α and changes the molecule’s magnetic quantum number by (−1, 0,+1).
The spherical harmonics C2−∆m(θ, φ) have normalization according to Ref. [2], and T
2
∆m is the unique rank-2
spherical tensor generated from the dipole operators d(i) and d(j): T 2±2 = d
(i)
± d
(j)
± , T
2
±1 = (d
(i)
± d
(j)
z + d
(i)
z d
(j)
± )/
√
2,
T 20 = (d
(i)
± d
(j)
∓ + 2d
(i)
z d
(j)
z + d
(i)
∓ d
(j)
± )/
√
6, with d± = ∓(dx ± idy)/
√
2.
When the dipole-dipole interaction is weak compared to the splitting between rotational levels, this interaction
gives rise to an effective Hamiltonian in the restricted hard-core boson Hilbert space (introduced in the main text).
The hoppings of this Hamiltonian are calculated as tij = 〈0i, 1j |Hijdd |1i, 0j〉. Our choice |1A〉= |1,MA = 0〉 and
|1B〉 = |1,MB = 1〉 guarantees that only ∆mJ = 0 terms will contribute to intra-sublattice hoppings, and only
2∆mJ = 1 terms to inter-sublattice hoppings. Restoring unit cell/sublattice indices, we calculate
tAAR = −
2 d200
4pi0R3
C20 (θ, φ) = −
d200
4pi0
3 cos2(θ)− 1
R3
tBBR =
d201
4pi0R3
C20 (θ, φ) =
d201
8pi0
3 cos2(θ)− 1
R3
tABR =
√
3d00d01
4pi0R3
C2−1(θ, φ) = −
3 d00d01
4
√
2pi0
cos(θ) sin(θ)
R3
eiφ.
(2)
where (R, θ, φ) again parameterizes the displacement between sites in spherical coordinates, which equals r for intra-
sublattice hoppings and r+bzˆ for inter-sublattice hoppings, and d00 = 〈1, 0| dz |0, 0〉 and d01 = 〈1,±1| d± |0, 0〉. This
reproduces the hoppings of the main text with CAA =
d200
4pi0
, CBB =
d201
8pi0
, CAB = 3 d00d01
4
√
2pi0
. The presence of a DC
electric field will mix the |0, 0〉 and |1, 0〉 states, and give rise to additional long-range density-density interactions
in the hard-core boson model. We neglect these in our study of the single-particle physics of the Hopf insulator.
DETAILS OF FLOQUET ENGINEERING
We first discuss Floquet engineering using a time-dependent chemical potential generally, based largely on Ref. [3],
before proceeding to its use in our proposal.
Floquet engineering through a time-dependent chemical potential
Here we review the discussion of Ref. [3], generalized to include sublattices and complex hoppings. The system’s
time-dependent Hamiltonian takes the form
Hˆ(t) =
1
2
∑
v,r 6=0,
α,β
[
tαβr a
†
v+r,αav,β + h.c.
]
+
∑
v,α
fαv (t) a
†
v,αav,α, (3)
where fr(t) is periodic in t with period T . To calculate the effect of the driving, we move into a rotating frame,
defining the unitary
U(t) = exp
[
− i
∫ t
0
dt′
1
2
∑
r
fr(t)σ
z
r
]
, (4)
the rotated wavefunction
|Ψ′(t)〉 = U†(t) |Ψ(t)〉 , (5)
and the rotated Hamiltonian
H ′(t) = U†(t)H(t)U(t)− iU†(t)U˙(t)
=
1
2
∑
v,r 6=0,
α,β
[
exp
[
− i
∫ t
0
dt′ (fαv+r(t
′)− fβv (t′))
]
tαβr a
†
v+r,αav,β + h.c.
]
. (6)
Next, we perform a high-frequency expansion in the rotated Hamiltonian by replacing all oscillating quantities
with their average over a period, valid if 1/T  |tαβr |. This gives an effective Hamiltonian
Heff =
1
2
∑
v,r 6=0,
α,β
[
βαβv+r,v t
αβ
r a
†
v+r,αav,β + h.c.
]
+
∑
v,α
fαv (t) a
†
v,αav,α, (7)
3with static chemical potential
µαv =
1
T
∫ T
0
dt fαv (t) (8)
and hoppings suppressed by the ‘damping coefficients’,
βαβv+r,v =
1
T
∫ T
0
dt exp
[
− i
∫ t
0
dt′ (fαv+r(t
′)− fβv (t′))
]
=
1
T
∫ T
0
dt
(
cos
[ ∫ t
0
dt′ (fαv+r(t
′)− fβv (t′))
]
− i sin
[ ∫ t
0
dt′ (fαv+r(t
′)− fβv (t′))
])
.
(9)
Generally βαβv+r,v can be complex. We will always choose f
α
v (t) to be an even function of t, in which case the
imaginary part vanishes and we have
βαβv+r,v =
1
T
∫ T
0
dt cos
[ ∫ t
0
dt′ (fαv+r(t
′)− fβv (t′))
]
. (10)
This ensures that βαβv+r,v modulates only the hopping magnitude, and not the phase.
To preserve translational invariance, the damping coefficients must depend only on the displacement r, and not
the lattice site v: βαβv+r,v = β
αβ
r . This imposes a number of constraints on the Floquet modulation f
α
v (t). For
intra-sublattice hoppings (α = β), one requires that cos
[ ∫ t
0
dt′ (fαv+r(t
′)− fαv (t′))
]
be independent of v. There are
two ways to achieve this: 1) with a ‘gradient’ modulation fαv (t) linear in v, and 2) with an ‘even-odd’ modulation
fαv (t) = f
α(−1)sxvx+syvy+szvz , si ∈ {0, 1}. The latter is possible because we restricted ourselves to the cosine term
of Eq. (9), which is even in f and thus requires only the absolute value of fαv+r(t
′)− fαv (t′) to be independent of v.
For inter-sublattice hoppings, one requires that cos
[ ∫ t
0
dt′ (fAv+r(t
′) − fBv (t′))
]
be independent of v. This requires
that the sublattice modulationsdiffer only by a position-independent function of time,
fAv (t) = fv(t)
fBv (t) = fv(t) + fSL(t).
(11)
Altogether, we have shown that translational invariance requires that the modulation take the form fAv (t) =
fv(t), f
B
v (t) = fv(t)+f
SL(t), with two possibilities for the position-dependence of fv(t). This gives rise to damping
coefficients
βAAr =
1
T
∫ T
0
dt cos
[ ∫ t
0
dt′ (fv+r(t′)− fv(t′))
]
βBBr = β
AA
r
βABr =
1
T
∫ T
0
dt cos
[ ∫ t
0
dt′ (fv+r(t′)− fv(t′)− fSL(t′))
]
.
(12)
which may be different for inter-sublattice and intra-sublattice hoppings.
Floquet engineering the Hopf Hamiltonian
Two-component scheme
In our proposal, Floquet engineering is utilized to two distinct effects: i) to modulate the strength of even vs.
odd hoppings in the x- and y-directions, and ii) to truncate hoppings in the z-direction from power law (the bare
dipole-dipole interactions tαβr ) to effectively nearest-neighbor. To do this we take the modulation amplitude to have
two components that oscillate at different frequencies,
fαr (t) = f
xy,α
r (t) + f
z,α
r (t), (13)
4where fxy,αr (t) is periodic with frequency Ω
xy ≡ 2pi/T xy and fz,αr (t) is periodic with frequency Ωz ≡ 2pi/T z. We
require the frequencies Ωxy and Ωz be on very different scales, namely Ωxy  Ωz or Ωxy  Ωz, in order for
the effects of these two components to be independent. (Without this, the Floquet engineering will in fact break
translational invariance and double the size of the unit cell.) If this holds, then βαβv factorizes into the product of
the two components’ individual damping coefficients,
βαβv = β
xy,αβ
v β
z,αβ
v , (14)
βxy,αβr =
1
T xy
∫ Txy
0
dt cos
[ ∫ t
0
dt′ (fxy,αv+r (t
′)− fxy,βv (t′))
]
(15)
βz,αβr =
1
T z
∫ T z
0
dt cos
[ ∫ t
0
dt′ (fz,αv+r(t
′)− fz,βv (t′))
]
. (16)
Even-odd modulation in x- and y-directions
The Floquet modulation in the x- and y- directions uses the even-odd modulation previously introduced, with
sx = sy = 1, sz = 0. Specifically, we take
fxyv (t) =
1
2
(−1)vx+vyΩxygxy cos(Ωxy t)
fxySL(t) = Ω
xygxySL cos(Ω
xy t).
(17)
The two parameters gxy and gxySL give independent control over the ratios of even to odd hoppings for inter-
and intra-sublattice hoppings. Performing the integral inside Eq. (15) and using 1T
∫ T
0
dt cos
[
g sin(2pit/T )
]
=
1
2pi
∫ 2pi
0
dx cos
[
g sin(x)
]
= J0(g), where J0(g) is a Bessel function of the first kind, gives damping coefficients
βxy,AAr =
{
J0(g
xy) rx + ry = odd
1 rx + ry = even
βxy,ABr =
{
J0(g
xy + gxySL) rx + ry = odd
J0(g
xy
SL) rx + ry = even.
(18)
Truncation in the z-direction
Our second use of Floquet modulation is to truncate the hoppings to effectively nearest-neighbor in the z-direction,
similar to Ref. [3]. We take fzv(t) to be a gradient in the z-direction,
fzv(t) = vzΩ
zgz(Ωzt)
fzSL(t) = Ω
zgzSL(Ω
zt)
(19)
which gives,
βz,AAr =
1
2pi
∫ 2pi
0
dx cos
[
rz
∫ x
0
dx′ gz(x′)
]
(20)
βz,ABr =
1
2pi
∫ 2pi
0
dx cos
[ ∫ x
0
dx′ [rzgz(x′)− gzSL(x′)]
]
. (21)
These can be evaluated numerically once the functions gz(x), gzSL(x) are chosen. Ref. [3] showed that these can be
tuned to give hoppings that are effectively nearest-neighbor in the z-direction, at the cost of some loss of magnitude
of the nearest-neighbor |rz| = 1 hopping.
5DETAILS ON NUMERICS
Calculating the Hopf invariant
In numerically computing the Hopf invariant, we truncate all infinite sums over r by only including hoppings to
sites at most R unit cells away in each direction, so tαβr for |ri| ≤ R, i = {x, y, z}. We see quantitative agreement
of the band gap within 1% for all 8 ≤ R ≤ 32. The Hopf integral is computed by evaluating j(k) from nˆ(k) on an
N ×N ×N grid in momentum space and solving ∇×A(k) = j(k) in the inverse Fourier domain [4]. The invariant
converges quickly to 1 as N becomes large, e.g. h− 1 ≈ 10−6 at N = 70, R = 4.
Finding the edge modes
The spectrum is calculated via exact diagonalization of the hybrid real/momentum-space HamiltonianHxx′(ky, kz) =∑
r t
αβ
r δrx=x−x′ for the effective Hamiltonian hoppings, truncated at range R = 4. Sharp edge modes are calculated
for a lattice with Ns = 80 unit cells in the x-direction with open boundary conditions. The symmetry-breaking
perturbation is chosen as a site-dependent (but sublattice-independent) chemical potential µv1 localized on the
two unit cells v nearest each edge. Adiabatic edge modes are calculated on a lattice with Na = 160 unit cells in the
x-direction, also with open boundary conditions. The hoppings are taken to be constant throughout the lattice,
while an x-dependent ’staggered’ chemical potential µxσz tunes the Hamiltonian between the trivial phase at each
end of the lattice and the Hopf insulator phase in the center. Specifically, we take
µx =

0 0 < x ≤ 48
3
2
x−48
20 48 < x ≤ 68
3
2 68 < x ≤ Na/2
µNa−x Na/2 < x ≤ Na
. (22)
This has two edge mode regions of width 20. After calculating the matrix Hxx′(ky, kz) for a given ky, kz, its
eigenvectors and eigenvalues are found via exact diagonalization. The edge modes are determined by calculating
the mean position 〈x〉 for each mode - those with positions far from the center are edge modes. For Fig. 3 of the
main text this was repeated for 400 evenly-spaced values of ky with kz = 0.
DETAILS ON AC POLARIZABILITIES FOR z-DIRECTION MODULATION
To effectively implement the Floquet modulation along z-direction, we opt to use circularly polarized light near
a narrow transition which allows light shifts to be precisely controlled by the detuning from the transition. For
the 40K87Rb system, we choose the dipole-forbidden transition |X1Σ+, v = 0, J = 1,mJ〉 → |b3Π0+ , v = 0, J =
2,mJ +1〉 with 1028.7 nm [5] σ+ light where mJ = 0 for the A sublattice and 1 for the B sublattice. With relatively
weak laser intensity (on the order of W/cm2), the light shift can be characterized by the AC polarizability of the
molecular state of interest. The polarizability is calculated from two different contributions. The first and more
important contribution comes from the resonant transition which has a strong dependence on the detuning, and the
second contribution comes from all other transitions that has negligible dependence on the detuning in the range we
are interested in. Here we assume the detuning is much larger than the spacings between |X1Σ+, v = 0, J = 1,mJ〉
states with mJ = 0 and ±1, and these spacings are much larger than the light shifts.
To characterize the contributions from the resonant transition, we follow the recipe in Refs. [6–8]. The generally
complex dynamic polarizability for alkali-metal molecule in a rovibrational state of the ground X1Σ+ potential is
given by
α(hν, εˆ) =
1
ε0c
∑
f
Ef − Ei − ihγf/2
(Ef − Ei − ihγf/2)2 − (hν)2 |〈f |dRˆ · εˆ|i〉|
2 . (23)
εˆ and ν are the polarization vector and the frequency of the light, respectively, c is the speed of light, ε0 is the electric
constant, Rˆ is the orientation of the interatomic axis, and d is the dipole operator. i denotes the rovibrational state
6|i〉 of interest with energy Ei in the ground X1Σ+ potential, and the summation over f denotes the summation over
all rovibrational states |f〉 other than i with energies Ef in all electronic potentials, and γf describe the natural
linewidths of |f〉.
When the laser frequency is very close to the narrow dipole-forbidden transition, the most significant contribution
comes from that transition which has a pole at the resonant frequency and weakens as the inverse function of the
detuning. We treat all transitions from |X1Σ+, v = 0, J = 1,mJ〉 to rovibrational states in the b3Π0+ potential using
Eq. (23). The largest contribution by far comes from the transition to the excited v = 0 state due to the similarity
of its radial wavefunction to the ones in the ground potential. We use the experimentally adjusted potential energy
curves for both the excited b3Π0+ state [9] and the ground X
1Σ+ state [10], and a spin-orbit modified transition
dipole moment between them [11]. Since the natural linewidths of the lowest rovibrational states in the b3Π0+
potential are much smaller (on the order of kHz [5]) then the detunings we are interested in (on the order of GHz),
we take γf = 0.
The background contributions from all other transitions have negligible frequency dependence close to the 1028.7
nm transition due to the large detunings from the corresponding excited states. Thus we treat the background
polarizabilities as constants throughout the detuning range. We use the method in Ref. [12] with experimentally
determined electronic parallel and perpendicular polarizabilities [13] to calculate the background polarizabilities
at 1064 nm and assume them to be the same near the 1028.7 nm transition. More specifically, we use α‖/h =
10.0(3)×10−5 MHz/(W/cm2) and α⊥/h = 3.3(1)×10−5 MHz/(W/cm2) determined for the wavelength of 1064 nm
and obtain the background polarizabilities αbg,|1,0〉/h = 4.64 × 10−5 MHz/(W/cm2) and αbg,|1,1〉/h = 5.98 × 10−5
MHz/(W/cm2) for σ+ polarization.
Finally, we add the two parts together to arrive at the total AC polarizabilities shown in Fig. 3 of the main text.
DETAILS OF THE EXPERIMENTAL IMPLEMENTATION
Here we review the experimental implementation of our proposal in lattices of 40K87Rb in more detail. The
molecule 40K87Rb has a rotational splitting ∆ = 2.2 GHz and a measured dipolar interaction strength ∼ 50 Hz
when trapped in a 3D optical lattice with 1064nm light [14]. Our proposed external DC electric and magnetic
fields are oriented in the z-direction with strengths 1650 V/m and -490 G respectively. The x- and y- sublattices
are formed with light polarized in the z-direction of intensity Ix,y = .5 kW/cm
2, while the z-lattice is formed with
x-polarized light of intensities IA = .43 kW/cm
2 and IB = .54 kW/cm
2. Energy levels for this configuration are
calculated as in Ref. [13]. They feature the desired degeneracy between the |1, 0〉A → |0, 0〉A and |1, 1〉B → |0, 0〉B
transitions, with an energy gap & 5 kHz to all other rotational transitions. We choose a lattice distance 1.01 in the
z-direction (in units of the xy-plane lattice spacing) and a vertical spacing 0.66 between the sublattices. A chemical
potential of µA − µB = 2.29 in units of the nearest-neighbor hopping is found to maximize the HI band gap and
may be realized by fine-tuning the above parameters.
To realize the xy-plane Floquet modulation i), we propose to form a 2D standing wave of laser light centered on
the odd sites of the lattice with intensity modulated in time. The energy shifts of the |1, 0〉A and |1, 1〉B states can be
made equal by tuning the polar angle of the light’s polarization to θ = .96 rad, owing to the anisotropic polarizibility
of 40K87Rb [13]. An additional stationary standing wave on the even sites cancels the site-dependent non-zero
average of the modulation, which is necessary to preserve translation invariance in the effective Hamiltonian. With a
modulation frequency of Ωxy = 500 Hz, we choose an intensity modulation of strength 11×10−3 kW/cm2 to generate
an energy modulation of µxyA,v = 1.218Ωxy(−1)vx+vy sin(Ωxyt). An additional space-independent modulation by the
two beams creates a slightly altered modulation on the B sublattice, µxyB,v = Ωxy
[
(µxyAv/Ωxy) + 0.090 sin(Ωxyt)
]
.
We now turn to the z-gradient Floquet modulation. We find that oscillating the detuning in a piecewise constant
7manner according to:
µzA,v(Ωzt)/Ωz =

g1vz 0 < Ωzt ≤ φ1
g2vz φ1 < Ωzt ≤ φ2
g3vz φ2 < Ωzt ≤ pi
−µzA,v(2pi − Ωzt) pi < Ωzt ≤ 2pi
µzB,v(Ωzt)/Ωz =

g1vz + g
SL
1 0 < Ωzt ≤ φ1
g2vz + g
SL
2 φ1 < Ωzt ≤ φ2
g3vz + g
SL
3 φ2 < Ωzt ≤ pi
−µzB,v(2pi − Ωzt) pi < Ωzt ≤ 2pi
,
(24)
with g1 = −0.592, g2 = .097, g3 = 1.091, gSL1 = .671, gSL2 = −.438, gSL3 = 1.710, φ1 = .157, φ2 = 1.794, maximizes
the HI band gap. We calculate the electric field and AC light field gradients that give rise to this modulation. For
a modulation of frequency Ωz = 5 kHz (much larger than that of the xy modulation), we require an electric field
gradient of order δE/δz ∼ 1 kV/cm2. With detunings of order ∆ν ∼ 1 − 2 GHz, and hence AC polarizibilities
of order α/h ∼ 1 kHz/(W/cm2), this leads to a required intensity gradient δI/δz ∼ 5 W/(µm cm2). We propose
to realize the gradient using the natural spreading of a Gaussian beam along its propagation axis. For a beam
propagating along the z-direction, this spreading gives rise to a z-dependent intensity I(z) ∼ A/z2 [15], and so a
corresponding gradient δI(z)/δz ∼ A/r3 ∼ I(z)/z. With a beam radius z ∼ 100µm, the desired gradient can be
achieved with a modest intensity I ∼ .5 kW/cm2 and power P ∼ I(z)× z2 ∼ 50 mW.
Finally, we briefly comment on the feasibility of optically addressing single molecules, for use in probing the
existence of edge modes in the Hopf insulator. We note that, for polar molecules separated by a distance of 1µm,
Ref. [16] estimated that a beam of radius 1µm with reasonable power 10µW was sufficient to allow single-molecule
addressing of the |0, 0〉 → |1, 0〉 transition.
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