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Im Gegensatz zur Minimierung von DFAs ist die exakte Minimierung von
NFAs oder regul¨ aren Ausdr¨ ucken nachweislich schwierig, im allgemeinen Fall
PSPACE-schwer. Wir zeigen, dass selbst schwache Approximationen zur Mi-
nimierung von NFAs und regul¨ aren Ausdr¨ ucken wahrscheinlich nicht eﬃzient
m¨ oglich sind.
Falls als Eingabe ein NFA oder regul¨ arer Ausdruck der Gr¨ oße n gege-
ben ist, l¨ ost ein Approximationsalgorithmus f¨ ur das Minimierungsproblem
mit Approximationsfaktor o(n) bereits ein PSPACE-vollst¨ andiges Problem.
Wenn wir uns auf NFAs oder regul¨ are Ausdr¨ ucke ¨ uber einem un¨ aren – al-
so einelementigen – Alphabet beschr¨ anken, so ist das Problem der exakten
Minimierung NP-vollst¨ andig. Wir weisen nach, dass eﬃziente Approxima-
tionen f¨ ur das un¨ are Minimierungsproblem mit Approximationsfaktor n1−δ
f¨ ur jedes δ > 0 nicht m¨ oglich sind, sofern P 6= NP gilt.
Liegt die Eingabe als DFA mit n Zust¨ anden vor, kann sie exponen-
tiell gr¨ oßer sein als ein ¨ aquivalenter NFA oder regul¨ arer Ausdruck. Den-
noch bleibt das Minimierungsproblem PSPACE-schwer, wenn die Anzahl der
¨ Uberg¨ ange oder Zust¨ ande in einem ¨ aquivalenten NFA oder die L¨ ange eines
¨ aquivalenten regul¨ aren Ausdrucks zu bestimmen ist. Wir zeigen, dass auch
hierf¨ ur keine guten Approximationen zu erwarten sind. Unter der Annahme
der Existenz von Pseudozufallsfunktionen, die wiederum auf der Annahme
basiert, dass Faktorisierung schwierig ist, zeigen wir, dass kein eﬃzienter Al-
gorithmus einen Approximationsfaktor n
poly(logn) f¨ ur die Zahl der ¨ Uberg¨ ange
im NFA oder die L¨ ange des regul¨ aren Ausdrucks garantieren kann. F¨ ur die
Zahl der Zust¨ ande im NFA weisen wir nach, dass eﬃziente Approximationen
mit Approximationsfaktor
√
n
poly(logn) ausgeschlossen sind.
Wir betrachten dann Lernprobleme f¨ ur regul¨ are Sprachen als Konzept-
klasse. Mit den entwickelten Methoden, die auf der Annahme der Existenz
von Pseudozufallsfunktionen beruhen, zeigen wir auch, dass es f¨ ur das Pro-
blem des minimalen konsistenten DFAs keine eﬃzienten Approximationen
mit Approximationsfaktor n
poly(logn) gibt. F¨ ur den un¨ aren Fall hingegen wei-
sen wir nach, dass es einen eﬃzienten Algorithmus gibt, der einen mini-
malen konsistenten DFA konstruiert und erhalten somit auch einen eﬃzi-
enten PAC-Algorithmus f¨ ur un¨ are regul¨ are Sprachen, die von DFAs mit n
Zust¨ anden akzeptiert werden.
F¨ ur un¨ are Beispielmengen weisen wir außerdem nach, dass es keine eﬃ-
zienten Algorithmen gibt, die minimale konsistente NFAs konstruieren, falls
nicht NP ⊆ DTIME(nO(logn)) gilt. Andererseits geben wir einen eﬃzienten
Algorithmus an, der zu un¨ aren Beispielmengen einen konsistenten NFA mit
h¨ ochstens O(opt2) Zust¨ anden konstruiert, wenn ein minimaler konsistenter
NFA opt Zust¨ ande hat.Abschließend betrachten wir das Lernen von DFAs durch ¨ Aquivalenz-
fragen. F¨ ur den nicht-un¨ aren Fall ist bekannt, dass exponentiell viele Fra-
gen f¨ ur DFAs mit n Zust¨ anden ben¨ otigt werden. F¨ ur un¨ are zyklische DFAs
mit primer Zyklusl¨ ange und h¨ ochstens n Zust¨ anden zeigen wir, dass Θ( n2
lnn)
¨ Aquivalenzfragen hinreichend und notwendig sind. Erlauben wir gr¨ oßere zy-
klische DFAs als Hypothesen, kommen wir mit weniger Fragen aus: Um
zyklische DFAs mit h¨ ochstens n Zust¨ anden durch ¨ Aquivalenzfragen mit zy-
klischen DFAs mit h¨ ochstens nd Zust¨ anden f¨ ur d ≤ n als Hypothesen zu
lernen, sind O(n2
d ) Fragen hinreichend und Ω( n2·lnd
d·(lnn)2) Fragen n¨ otig.Inhaltsverzeichnis
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2Kapitel 1
Einleitung
Deterministische und nichtdeterministische endliche Automaten (DFAs und
NFAs) sowie regul¨ are Ausdr¨ ucke geh¨ oren zu den fundamentalen Berech-
nungsmodellen f¨ ur die Beschreibung regul¨ arer Sprachen.
Insbesondere regul¨ are Ausdr¨ ucke werden von den meisten Programmier-
sprachen unterst¨ utzt und unter anderem dazu genutzt, die syntaktische Kor-
rektheit einer Benutzereingabe zu ¨ uberpr¨ ufen oder um nach Mustern in
einem Text zu suchen. Intern werden regul¨ are Ausdr¨ ucke meist in NFAs
¨ uberf¨ uhrt. Die Gr¨ oße dieses Automaten hat einen direkten Einﬂuss auf die
Laufzeit der Algorithmen, die den Automaten auf zu untersuchende Texte
anwenden. Man ist also bem¨ uht, zu einer regul¨ aren Sprache m¨ oglichst kur-
ze regul¨ are Ausdr¨ ucke oder kleine Automaten zu ﬁnden, die diese Sprache
beschreiben. Konkret geht es darum, f¨ ur einen gegebenen DFA, NFA oder
regul¨ aren Ausdruck einen kleinsten DFA, NFA oder regul¨ aren Ausdruck zu
bestimmen, der dieselbe Sprache beschreibt.
1.1 Minimierung endlicher Automaten und regu-
l¨ arer Ausdr¨ ucke
Das Problem der Minimierung endlicher Automaten wird bereits seit Einf¨ uh-
rung der regul¨ aren Sprachen betrachtet. Die Minimierung eines DFAs ist In-
halt der Grundvorlesungen des Informatik-Studiums. Bereits seit den 1960er
Jahren sind Minimierungsverfahren bekannt, die Laufzeit Θ(|Σ|·n2) bei Ein-
gabe eines DFAs mit n Zust¨ anden ¨ uber dem Alphabet Σ ben¨ otigen. Hopcroft
stellt 1971 einen Minimierungsalgorithmus mit Laufzeit Θ(|Σ| · nlogn) vor
[18].
Im Gegensatz dazu sind keine eﬃzienten Algorithmen f¨ ur die Minimie-
rung nichtdeterministischer endlicher Automaten (NFA) und regul¨ arer Aus-
dr¨ ucke bekannt. Anfang der 1970er Jahre erscheinen die ersten Arbeiten, die
die Schwierigkeit des Problems erkl¨ aren.
3Meyer und Stockmeyer weisen in ihren Arbeiten [31, 38] die CSL-Voll-
st¨ andigkeit1 f¨ ur folgendes Problem nach: Gegeben seien zwei regul¨ are Aus-
dr¨ ucke R1 und R2 ¨ uber einem Alphabet Σ mit mindestens zwei Buchstaben.
Sind die von ihnen beschriebenen Sprachen L(R1),L(R2) verschieden? Das
Problem bleibt sogar CSL-vollst¨ andig, wenn wir R2 = Σ∗ setzen.
Mit Hilfe einer Reduktionstechnik, die die Eingabel¨ ange durch angeh¨ ang-
te Leerzeichen polynomiell vergr¨ oßert [4], zeigen Hunt, Rosenkrantz und Szy-
manski [21], dass jedes CSL-vollst¨ andige Problem auch PSPACE-vollst¨ andig
ist. PSPACE ist die Klasse der Probleme, die von Turingmaschinen mit po-
lynomiellem Platz akzeptiert werden; siehe auch Abschnitt A.2. Als Kon-
sequenz der PSPACE-Vollst¨ andigkeit des Problems L(R) 6= Σ∗ bei gegebe-
nem regul¨ aren Ausdruck R ¨ uber Σ ergibt sich, dass die Bestimmung eines
k¨ urzesten ¨ aquivalenten regul¨ aren Ausdrucks oder NFAs, ebenfalls PSPACE-
schwer ist. Durch ein Kodierungsargument folgt die Schwere des Problems
auch bei Einschr¨ ankung des Alphabets auf {0,1}.
Stockmeyer und Meyer [38] zeigen außerdem, dass das Problem der
Nicht-¨ Aquivalenz zweier regul¨ arer Ausdr¨ ucke ¨ uber dem un¨ aren Alphabet,
also einem Alphabet mit nur einem Buchstaben, NP-vollst¨ andig ist. Auch
hier ist das eingeschr¨ ankte Problem L(R) 6= {a}∗ weiter NP-vollst¨ andig.
Die Komplexit¨ at des Problems, zu einem gegebenen DFA einen klein-
sten ¨ aquivalenten NFA zu bestimmen, wurde erst Anfang der 1990er Jahre
von Jiang und Ravikumar [25] als PSPACE-vollst¨ andig klassiﬁziert. Die Ein-
schr¨ ankung dieses Problems auf den un¨ aren Fall betrachten Jiang, McDowell
und Ravikumar [24] und weisen nach, dass Polynomialzeitalgorithmen, die
zu einem un¨ aren DFA einen kleinsten NFA konstruieren nur existieren, wenn
NP ⊆ DTIME(nO(logn)) gilt.
Alle diese Minimierungsprobleme sind also nachweislich schwierig und
vermutlich nicht in akzeptabler Rechenzeit l¨ osbar.
“Even if until now no proof is known that NP-hard problems cannot be
solved by means of algorithms that run in polynomial time, there is a
strong evidence that such algorithms may not exist and we have to make
use of approximation algorithms.”
Giorgio Ausiello et al. Complexity and Approximation [2]
Wir m¨ ussen unsere Erwartungen also senken und uns beispielsweise mit
Algorithmen zufrieden geben, die auf vielen aber nicht allen Instanzen in
polynomieller Zeit laufen oder nicht die kleinsten NFAs oder regul¨ aren Aus-
dr¨ ucke berechnen. In einigen F¨ allen gen¨ ugt vielleicht als L¨ osung ein kleiner
NFA oder regul¨ arer Ausdruck, der nicht genau die gegebene Sprache be-
schreibt, aber auf den meisten W¨ ortern dasselbe Akzeptanzverhalten auf-
weist.
1CSL ist die Klasse der kontextsensitiven Sprachen, siehe auch Abschnitt A.2.
4In dieser Arbeit besch¨ aftigen wir uns mit dem im Zitat von Ausiello
et al. beschriebenen Ansatz der eﬃzienten Approximationsalgorithmen, der
f¨ ur viele NP-schwere Optimierungsprobleme erfolgreich angewandt wird. Ein
eﬃzienter Approximationsalgorithmus mit Approximationsfaktor α ≥ 1 ga-
rantiert f¨ ur ein Minimierungsproblem mit optimaler L¨ osung der Gr¨ oße opt,
dass eine L¨ osung der Gr¨ oße h¨ ochstens α·opt in polynomieller Zeit gefunden
wird. Wir werden allerdings sehen, dass selbst Approximationen mit sehr
schlechten Approximationsfaktoren unter g¨ angigen Komplexit¨ atsannahmen
wie P 6= NP oder der Existenz von Pseudozufallsfunktionen nicht eﬃzient
m¨ oglich sind.
In der Literatur wurde das Problem der eﬃzienten Approximation mi-
nimaler NFAs oder regul¨ arer Ausdr¨ ucke bis vor kurzem so gut wie nicht
behandelt. Jiang und Ravikumar [25] listen 1993 in ihrer Arbeit unter den
unbeantworteten Fragen das Problem auf, zu gegebenem k und gegebenem
DFA einen ¨ aquivalenten NFA zu bestimmen, der h¨ ochstens optk Zust¨ ande
hat, wenn ein minimialer ¨ aquivalenter NFA opt Zust¨ ande hat.
Desweiteren formuliert zum Beispiel 2002 Hromkoviˇ c das Research Pro-
blem 6 in [20]: Zeige untere und obere Schranken f¨ ur die Polynomialzeit-
Approximierbarkeit der Anzahl der Zust¨ ande eines minimalen NFAs f¨ ur ei-
ne regul¨ are Sprache L, die durch einen NFA oder DFA A gegeben ist. Die
Komplexit¨ at wird gemessen in der Eingabel¨ ange, die die Gr¨ oße von A ist.
In einem Tutorial-Vortrag weist Thomas Wilke 2003 [39] darauf hin,
dass eﬃziente Approximationen f¨ ur die Minimierung von NFAs mit kon-
stanten Approximationsfaktoren ausgeschlossen sind, sofern P 6= PSPACE
gilt. Dies folgt daraus, dass es bereits PSPACE-schwer ist, zu entscheiden,
ob die von einem NFA A akzeptierte Sprache L(A) ⊆ Σ∗ gleich Σ∗ ist.
H¨ atte man einen Approximationsalgorithmus, der einen ¨ aquivalenten NFA
mit h¨ ochstens c·opt vielen Zust¨ anden konstruiert, wenn der minimale ¨ aqui-
valente NFA opt Zust¨ ande hat, so k¨ onnte man zu gegebenem NFA A einen
¨ aquivalenten NFA B berechnen, der f¨ ur den Fall, dass L(A) = Σ∗ gilt,
h¨ ochstens c Zust¨ ande hat, denn der kleinste NFA hat in diesem Fall ge-
nau einen Zustand. Hat B mehr als c Zust¨ ande, wissen wir bereits, dass
L(A) 6= Σ∗ gilt. Hat hingegen B h¨ ochstens c Zust¨ ande, wenden wir auf B
die Potenzmengenkonstruktion an und erhalten einen DFA C mit h¨ ochstens
2c Zust¨ anden. F¨ ur C k¨ onnen wir eﬃzient entscheiden, ob C verwerfende
Zust¨ ande hat, die vom Startzustand aus erreichbar sind und wir k¨ onnen
wiederum L(A) 6= Σ∗ eﬃzient entscheiden. Dieses Argument kann ¨ uber-
nommen werden, um eﬃziente Approximationen mit Approximationsfaktor
O(logn) f¨ ur gegebenen NFA mit n Zust¨ anden auszuschließen.
Dass das Problem der Minimierung andererseits großes Interesse hervor-
ruft, zeigt sich in vielen Arbeiten wie [5, 23, 22, 29], die sich mit Heuristiken
besch¨ aftigen, die keine Approximationsgarantien liefern oder im Worst Case
exponentielle Laufzeit haben. Diesen Ans¨ atzen gehen wir jedoch nicht nach.
Ein erster Schritt zum Nachweis der Nicht-Approximierbarkeit gelingt
5uns 2003 in der Arbeit [13], in der wir die Reduktion im Beweis von Stock-
meyer und Meyer [38] f¨ ur die NP-Vollst¨ andigkeit der Nicht-¨ Aquivalenz re-
gul¨ arer Ausdr¨ ucke ¨ uber einem un¨ aren Alphabet daraufhin untersuchen, ob
sie L¨ ucken schaﬀend ist. Existiert eine L¨ ucken schaﬀende Reduktion mit
L¨ ucke α von einem NP-vollst¨ andigen Problem auf ein Minimierungspro-
blem, so sind eﬃziente Approximationen mit Approximationsfaktor α aus-
geschlossen, falls P 6= NP gilt; siehe Abschnitt 2.7.1. Die Reduktion aus dem
urspr¨ unglichen Beweis schaﬀt tats¨ achlich eine L¨ ucke, wenn wir einige Ein-
schr¨ ankungen auf die Instanz f¨ ur das 3-SAT Problem anwenden, von dem
aus reduziert wird, und die Ergebnisse von Jiang, McDowell und Ravikumar
[24] ¨ uber die minimale Anzahl der Zust¨ ande von NFAs, die zyklische un¨ are
Sprachen akzeptieren, nutzen.
Unser Ergebnis zeigt, dass es keinen eﬃzienten Approximationsalgorith-
mus gibt, der zu einem gegebenen (un¨ aren) NFA mit n Zust¨ anden die Anzahl
der Zust¨ ande eines minimalen ¨ aquivalenten NFAs, bestimmt und Approxi-
mationsfaktor h¨ ochstens
√
n
lnn hat, falls P 6= NP gilt.
Wenn wir mehr fordern, n¨ amlich nicht nur dass eine obere Schranke
f¨ ur die Zustandszahl angegeben wird, sondern dass sogar ein ¨ aquivalenter
NFA mit der besprochenen Zustandszahl konstruiert wird, dann k¨ onnen wir
sch¨ arfere Schranken angeben. In der Arbeit [15] leiten wir das Korollar ab,
dass es f¨ ur kein δ > 0 m¨ oglich ist, zu einem (un¨ aren) NFA mit n Zust¨ anden
eﬃzient einen ¨ aquivalenten NFA mit h¨ ochstens opt·n1−δ Zust¨ anden zu kon-
struieren, falls ein kleinster ¨ aquivalenter NFA opt Zust¨ ande hat und P 6= NP
gilt. Der Beweis beruht darauf, dass wir – unter der Annahme, dass es einen
eﬃzienten konstruktiven Algorithmus f¨ ur das Minimierungsproblem gibt –
den erhaltenen NFA durch mehrfache Anwendung des Algorithmus iterativ
verbessern k¨ onnen. Polynomiell viele Iterationen d¨ urfen aber nicht ausrei-
chen, um unter den Approximationsfaktor
√
n
lnn zu kommen.
F¨ ur allgemeine (nicht-un¨ are) NFAs zeigen wir in [15] ein noch st¨ arkeres
Ergebnis: Es ist nicht m¨ oglich, die Anzahl der Zust¨ ande eines minimalen
NFAs, der ¨ aquvialent ist zu einem gegebenen NFA mit n Zust¨ anden, inner-
halb eines Approximationsfaktors o(n) eﬃzient zu bestimmen, sofern nicht
P = PSPACE gilt. Auch f¨ ur dieses Ergebnis orientieren wir uns an dem
urspr¨ unglichen Beweis von Meyer und Stockmeyer [38] und erreichen durch
eine Einschr¨ ankung der Instanzen f¨ ur die Reduktion eine große Approxima-
tionsl¨ ucke. Die genannten Ergebnisse gelten auch, wenn man statt der Zahl
der Zust¨ ande der NFAs die Zahl der ¨ Uberg¨ ange der NFAs oder die L¨ ange
¨ aquivalenter regul¨ arer Ausdr¨ ucke betrachtet.
Auch das Problem, zu einem gegebenen DFA die Anzahl der Zust¨ ande
eines ¨ aquivalenten minimalen NFAs oder die Anzahl der Zeichen eines mi-
nimalen regul¨ aren Ausdrucks zu bestimmen, ist PSPACE-vollst¨ andig. Der
Nachweis der PSPACE-Schwere gelang erst 1993 [25]. Das Problem erscheint
etwas einfacher als das Minimierungsproblem f¨ ur gegebene NFAs, da zum
6einen DFAs bereits eﬃzient minimiert werden k¨ onnen und somit einfache
Eigenschaften wie die ¨ Aquivalenz zu Σ∗ auch einfach entschieden werden
k¨ onnen. Andererseits steht f¨ ur eﬃziente Verfahren bei Sprachen mit NFAs
der Gr¨ oße n und DFAs der Gr¨ oße Θ(2n) eine Laufzeit zur Verf¨ ugung, die
exponentiell in der Zielgr¨ oße ist.
In der urspr¨ unglichen Reduktion [25] wird durch die Transformation ein
DFA A und eine Zahl k generiert, so dass der kleinste zu A ¨ aquivalente NFA
entweder k oder k + 1 Zust¨ ande hat. Es ist PSPACE-schwer, diese beiden
F¨ alle zu unterscheiden. Um die Nicht-Approximierbarkeit f¨ ur die Minimie-
rungsprobleme bei gegebenem DFA zu zeigen, ist deshalb der Ansatz, nach
L¨ ucken schaﬀenden Reduktionen suchen, wenig Erfolg versprechend.
Wir bedienen uns daher einer anderen Methode, die auf der Annah-
me der Existenz von Pseudozufallsfunktionen basiert. Naor und Reingold
[32, 36] zeigen unter der Annahme, dass die Faktorisierung von Blum-Zahlen
hinreichend schwierig ist, dass es Pseudozufallsfunktionen mit TC0-Schalt-
kreisen2 gibt. Blum-Zahlen sind Zahlen der Form p·q f¨ ur Primzahlen p und q,
die kongruent zu 3 (mod 4) sind. Basierend auf einer Pseudozufallsfunktion
f : {0,1}m → {0,1} deﬁnieren wir f¨ ur ein geeignet gew¨ ahltes k = mO(1) die
Sprache Lk(f) = {xk|f(x) = 1} der k-malig wiederholten Eingaben, die zu
1 evaluieren. Wir zeigen, dass das Komplement dieser Sprache durch einen
regul¨ aren Ausdruck oder einen NFA mit nur mO(1) vielen Zeichen bezie-
hungsweise Zust¨ anden beschrieben wird und nutzen dazu aus, dass f einen
TC0-Schaltkreis besitzt. F¨ ur die ¨ uberwiegende Mehrheit zuf¨ allig gew¨ ahlter
Funktionen r : {0,1}m → {0,1} werden jedoch regul¨ are Ausdr¨ ucke und
NFAs f¨ ur Lk(r) mit Ω(2m) Zeichen beziehungsweise Zust¨ anden ben¨ otigt.
Die Angabe eines Eingabe-DFAs mit O(2m · k) Zust¨ anden f¨ ur Lk(h) ist
einfach f¨ ur zuf¨ allige und pseudozuf¨ allige Funktionen h. Ein Approximations-
algorithmus, der eine gute Approximation f¨ ur die Gr¨ oße eines ¨ aquivalenten
minimalen regul¨ aren Ausdrucks oder NFAs liefert, erlaubt somit die Unter-
scheidung einer Pseudozufallsfunktion von einer Zufallsfunktion. Somit ist
eine eﬃziente Approximation nicht m¨ oglich, wenn Pseudozufallsfunktionen
– wie allgemein erwartet – existieren.
Als Ergebnis erhalten wir, dass es keine eﬃzienten Approximationsalgo-
rithmen gibt, die zu einem gegebenen DFA mit n Zust¨ anden die Anzahl der
Zeichen eines minimalen ¨ aquivalenten regul¨ aren Ausdrucks oder die Anzahl
der ¨ Uberg¨ ange eines minimalen ¨ aquivalenten NFAs mit Approximationsfak-
tor besser als n
poly(logn) berechnen, falls die Faktorisierung von Blum-Zahlen
nicht eﬃzient m¨ oglich ist. Es wird also in aller Wahrscheinlichkeit zu je-
dem eﬃzienten Approximationsalgorithmus DFAs der Gr¨ oße n und ¨ aqui-
valente NFAs der Gr¨ oße poly(logn) geben, so dass nur ¨ aquivalente NFAs
mit n
poly(logn) ¨ Uberg¨ angen berechnet werden. Ebenso wird die eﬃziente Ap-
proximation der Anzahl der Zust¨ ande eines minimalen ¨ aquivalenten NFAs
2siehe Abschnitt A.2
7innerhalb eines Faktors
√
n
poly(logn) ausgeschlossen.
1.2 Algorithmisches Lernen regul¨ arer Sprachen
Im zweiten Teil der Arbeit besch¨ aftigen wir uns mit dem algorithmischen
Lernen regul¨ arer Sprachen, insbesondere mit dem un¨ aren Fall.
Im Modell des passiven algorithmischen Lernens ist ein Konzept anhand
von gegebenen positiv oder negativ klassiﬁzierten Beispielen zu lernen, ohne
dass der Lernalgorithmus Einﬂuss auf die Wahl der Beispiele hat. Ein grund-
legender Ansatz ist hierf¨ ur die Bestimmung von Hypothesen, die konsistent
sind mit der Klassiﬁzierung der gegebenen Beispiele. Im Problem des mini-
malen konsistenten DFAs soll ein Lernalgorithmus die minimale Gr¨ oße eines
DFAs bestimmen, der alle positiven Beispiele akzeptiert und alle negativen
Beispiele verwirft.
Das zentrale passive Lernmodell ist das des probably approximately cor-
rect oder kurz PAC-Lernens. Hier erh¨ alt der Lernalgorithmus eine zuf¨ allig
gezogene Menge klassiﬁzierter Beispiele und soll eine Hypothese aufstellen,
die mit hoher Wahrscheinlichkeit nur einen kleinen Anteil aller W¨ orter an-
ders klassiﬁziert als das zu lernende Konzept.
Im aktiven Lernen darf der Lernalgorithmus Anfragen an ein Orakel
stellen. Die einfachste Form der Anfrage ist die Elementfrage, bei der der
Lernalgorithmus um die Klassiﬁzierung eines Beispiels bittet. Weitere Mo-
delle erlauben Anfragen in Form von Hypothesen an das Orakel zu stellen.
Eine der nat¨ urlichsten Fragen ist die nach der ¨ Aquivalenz von Hypothese
und Konzept. Falls Hypothese und Konzept nicht ¨ aquivalent sind, gibt das
Orakel ein Beispiel zur¨ uck, das von der Hypothese falsch klassiﬁziert wird.
Auch andere Anfrageformen wie Disjunktheits-, Ober- oder Teilmengenfra-
gen werden in der Literatur betrachtet.
Das Problem des minimalen konsistenten DFAs wurde bereits 1978 von
Gold [10] als NP-vollst¨ andig klassiﬁziert. Auch gute eﬃziente Approxima-
tionen sind unwahrscheinlich, da Pitt und Warmuth 1989 in der Konferenz-
version zu [35] zeigen, dass unter der Annahme P 6= NP f¨ ur jede Konstante
k keine eﬃzienten Algorithmen existieren, die zu gegebenen Beispielen kon-
sistente DFAs mit optk Zust¨ anden konstruieren, wenn ein minimaler konsi-
stenter DFA opt Zust¨ ande hat. In derselben Konferenz zeigen Kearns und
Valiant [26] unter der Annahme, dass Einwegfunktionen existieren, dass bei
Eingabegr¨ oße n kein eﬃzienter Approximationsalgorithmus f¨ ur das Problem
des minimalen konsistenten DFAs mit Approximationsfaktor optα nβ f¨ ur be-
liebiges α ≥ 0 und 0 ≤ β < 1 existiert. Mit unseren auf der Existenz von
Pseudozufallsfunktionen basierenden Methoden weisen wir nach, dass eﬃ-
ziente Approximationen mit Approximationsfaktor n
poly(logn) ausgeschlossen
sind, auch wenn konsistente DFAs der Gr¨ oße opt = (logn)O(1) existieren.
Wenn wir uns auf un¨ are Beispielmengen beschr¨ anken, k¨ onnen wir einen
8Algorithmus angeben, der einen minimalen konsistenten DFA in polynomi-
eller Zeit konstruiert, auch wenn die L¨ angen der un¨ aren Beispielsw¨ orter als
Bin¨ arkodierung vorliegen. F¨ ur das Problem des un¨ aren minimalen konsi-
stenten NFAs weisen wir nach, dass keine eﬃzienten Algorithmen existie-
ren, falls nicht NP ⊆ DTIME(nO(logn)) gilt, k¨ onnen aber einen eﬃzienten
Algorithmus angeben, der einen konsistenten NFA mit O(opt2) Zust¨ anden
konstruiert, wenn der minimale konsistente NFA opt Zust¨ ande hat.
Pitt und Valiant zeigen 1988 in [33], dass eine Konzeptklasse C nicht ef-
ﬁzient PAC-lernbar ist, falls das Konsistenzproblem f¨ ur C NP-schwer ist,
also die Entscheidung, ob eine Menge klassiﬁzierter Beispiele ein konsi-
stentes Konzept in C besitzt. Diese Aussage gilt, falls RP 6= NP gilt, das
heißt solange nicht alle Probleme in NP durch randomisierte Polynomialzeit-
Algorithmen mit einseitigem Fehler entscheidbar sind.
Da das Problem des minimalen konsistenten DFAs NP-vollst¨ andig ist,
ist die Klasse der Sprachen, die durch DFAs der Gr¨ oße n akzeptiert werden,
nicht eﬃzient durch DFAs der Gr¨ oße n PAC-lernbar, wenn RP 6= NP gilt.
Beschr¨ anken wir die Konzeptklasse auf un¨ are Sprachen mit DFAs der Gr¨ oße
n, so k¨ onnen wir diese im PAC-Modell eﬃzient durch DFAs der Gr¨ oße n
lernen. F¨ ur un¨ are NFAs der Gr¨ oße n folgern wir, dass diese nicht eﬃzient
PAC-lernbar sind, sofern NFAs der Gr¨ oße n als Hypothesen verwandt werden
und es Probleme in NP gibt, die nicht durch randomisierte Algorithmen mit
einseitigem Fehler und Laufzeit nO(logn) l¨ osbar sind. Erlauben wir NFAs mit
O(n2) Zust¨ anden als Hypothesen, so sind un¨ are NFAs der Gr¨ oße n eﬃzient
PAC-lernbar.
F¨ ur das aktive Lernen mit ¨ Aquivalenzfragen weist Angluin 1990 in [1]
nach, dass es keinen Lernalgorithmus gibt, der einen DFA mit n Zust¨ anden
durch polynomiell viele ¨ Aquivalenzfragen erlernen kann. Dabei beruht die-
ses Ergebnis auf keinen Komplexit¨ atsannahmen. Schr¨ anken wir die zu ler-
nende Klasse auf zyklische DFAs mit primer Zyklusl¨ ange und h¨ ochstens n
Zust¨ anden ein, so k¨ onnen wir zeigen, dass Θ( n2
lnn) ¨ Aquivalenzfragen n¨ otig
und hinreichend sind. Erlauben wir als Hypothesen zyklische DFAs mit
h¨ ochstens nd Zust¨ anden f¨ ur d ≤ n, so erhalten wir eine obere Schranke
von O(n2
d ) und eine untere Schranke von Ω( n2·lnd
d·(lnn)2) f¨ ur die Anzahl der
ben¨ otigten ¨ Aquivalenzfragen.
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Voraussetzungen und
Notationen
Mathematische Grundlagen und Notationen, sowie die Deﬁnition einiger
Komplexit¨ atsklassen ﬁnden sich in Kapitel A.
Wir stellen hier einige der grundlegenden Deﬁnitionen vor, die wir im Fol-
genden regelm¨ aßig ben¨ otigen. Wer mit der Theorie der regul¨ aren Sprachen
vertraut ist, kann Abschnitt 2.1 und Abschnitt 2.2 getrost ¨ uberspringen.
Viele bekannte S¨ atze werden hier nicht detailliert behandelt, wir versu-
chen in erster Linie Intuitionen (insbesondere im Abschnitt 2.6 ¨ uber un¨ are
regul¨ are Sprachen) zu vermitteln.
2.1 Formale Sprachen
Die Notationen f¨ ur formale Sprachen sowie f¨ ur endliche Automaten und re-
gul¨ are Ausdr¨ ucke orientieren sich am Standardwerk von Hopcroft und Ull-
man [19].
I Der Begriﬀ Buchstabe, Symbol oder Zeichen wird synonym verwendet
und bezeichnet die kleinsten Einheiten, aus denen ein Wort besteht.
I Ein Alphabet ist eine endliche Menge von Buchstaben und wird meist
mit Σ bezeichnet.
I Ein Wort ¨ uber einem Alphabet Σ ist eine endliche Konkatenation, also
das Hintereinanderschreiben von Buchstaben aus Σ. Die L¨ ange eines Wor-
tes w ist die Anzahl der Buchstaben von w und wird mit |w| bezeichnet.
F¨ ur zwei W¨ orter u und v bezeichnet u·v oder auch uv die Konkatenation
der beiden W¨ orter mit L¨ ange |uv| = |u| + |v|.
I Das leere Wort, das keinen Buchstaben enth¨ alt, bezeichnen wir mit ε. Es
gilt |ε| = 0.
I Eine formale Sprache ist eine Menge von W¨ ortern ¨ uber einem Alphabet.
I Sind L1 und L2 formale Sprachen, so ist die Konkatenation L1 ·L2 durch
die Konkatenationen der enthaltenen W¨ orter deﬁniert. Es ist also L1·L2 =
10{u · v | u ∈ L1 ∧ v ∈ L2}.
I Ist L eine formale Sprache, so ist L0 = {ε}, L1 = L und Li+1 = Li ·L f¨ ur
i ≥ 1.
I L∗ =
S
i≥0 Li ist der Kleenesche Abschluss einer formalen Sprache L. Des-
weiteren ist L+ =
S
i≥1 Li der positive Abschluss und L+ unterscheidet
sich nur dann von L∗, wenn ε 6∈ L gilt.
I Die Menge oder Sprache aller W¨ orter ¨ uber dem Alphabet Σ ist also Σ∗.
Mit Σ≤n =
Sn
i=0 Σi bezeichnen wir die Menge aller W¨ orter der L¨ ange
h¨ ochstens n.
2.2 Regul¨ are Ausdr¨ ucke und Endliche Automaten
Mit Hilfe endlicher Automaten und regul¨ arer Ausdr¨ ucke k¨ onnen die re-
gul¨ aren Sprachen beschrieben werden. Die Klasse der regul¨ aren Sprachen
ist innerhalb der Chomsky-Hierarchie [6] die am st¨ arksten eingeschr¨ ank-
te Sprachklasse und wird von den Typ-3 Grammatiken erzeugt. Nat¨ urlich
k¨ onnen wir unsere Aussagen ¨ uber NFAs direkt als Aussagen ¨ uber rechtslinea-
re Grammatiken umformulieren. Die Zahl der Variablen einer rechtslinearen
Grammatik entspricht der Zahl der Zust¨ ande im zugeh¨ origen NFA, die Zahl
der Produktionen enspricht der Zahl der ¨ Uberg¨ ange. Auf die Darstellung
durch Grammatiken werden wir deshalb in dieser Arbeit nicht weiter einge-
hen.
2.2.1 Regul¨ are Ausdr¨ ucke
Ein regul¨ arer Ausdruck ¨ uber einem Alphabet Σ ist rekursiv deﬁniert: Als
Basis dienen die F¨ alle
∅ beschreibt die leere Sprache ∅,
ε beschreibt die Sprache {ε}, die nur das leere Wort enth¨ alt,
a beschreibt f¨ ur einen Buchstaben a ∈ Σ die Sprache {a}.
Einige Autoren erlauben auch den Ausdruck Σ, der die Sprache Σ beschreibt.
Wir verwenden L(R) als Bezeichnung f¨ ur die Sprache, die vom regul¨ aren
Ausdruck R beschrieben wird. Sind R1 und R2 zwei regul¨ are Ausdr¨ ucke,
dann beschreibt (R1 + R2) die Vereinigung L(R1) ∪ L(R2) und (R1 · R2)
oder auch (R1R2) beschreibt die Konkatenation L(R1) · L(R2).
F¨ ur einen regul¨ aren Ausdruck R beschreibt (R∗) den Kleeneschen Ab-
schluss (L(R))∗.
Klammern k¨ onnen weggelassen werden, wir nehmen dann an, dass der
Kleenesche Abschluss die h¨ ochste Bindung hat, gefolgt von der Konkatena-
tion und schließlich der Vereinigung.
112.2.2 Deterministische endliche Automaten
Ein deterministischer endlicher Automat (DFA) M = (Q,Σ,δ,q0,F) ist de-
ﬁniert ¨ uber dem Alphabet Σ und besteht aus der Zustandsmenge Q, der Zu-
stands¨ uberf¨ uhrungsfunktion δ : Q × Σ → Q, dem Startzustand q0 ∈ Q und
der Menge der akzeptierenden Zust¨ ande F ⊆ Q. Die ¨ Uberf¨ uhrungsfunktion
wird in der gewohnten Weise auf W¨ orter erweitert: Wir deﬁnieren δ(q,ε) = q
und δ(q,wa) = δ(δ(q,w),a) f¨ ur a ∈ Σ und w ∈ Σ∗. Die von M akzeptierte
(oder beschriebene) Sprache ist L(M) = {w ∈ Σ∗ | δ(q0,w) ∈ F}.
2.2.3 Nichtdeterministische endliche Automaten
Ein nichtdeterministischer endlicher Automat (NFA) M = (Q,Σ,δ,q0,F)
besteht aus den gleichen Komponenten wie ein DFA, allerdings ist das Er-
gebnis der Zustands¨ uberf¨ uhrungsfunktion δ : Q × Σ → P(Q) eine Men-
ge m¨ oglicher Folgezust¨ ande. P(Q) bezeichnet die Potenzmenge von Q. F¨ ur
NFAs erweitern wir die ¨ Uberf¨ uhrungsfunktion δ : P(Q) × Σ∗ → P(Q) so,
dass sie auf Zustandsmengen und W¨ ortern operiert. Wir deﬁnieren
δ(q,ε) = {q}
δ(P,a) =
[
q∈P
δ(q,a)
δ(P,wa) = δ(δ(P,w),a)
f¨ ur Zustandsmengen P ⊆ Q und W¨ orter w ∈ Σ∗ sowie Buchstaben a ∈ Σ.
Die von M akzeptierte Sprache ist L(M) = {w ∈ Σ∗ | δ(q0,w) ∩ F 6= ∅}.
Alternativ k¨ onnen auch ε-¨ Uberg¨ ange zugelassen werden, also die ¨ Uber-
g¨ ange δ(q,ε) = P ⊆ Q deﬁniert werden. Es ﬁnden sich auch Deﬁnitionen
von NFAs mit einer Menge Q0 ⊆ Q von Startzust¨ anden, in diesem Fall ist
L(M) = {w | δ(Q0,w) ∩ F 6= ∅}.
Wir beschr¨ anken unsere Betrachtungen auf NFAs ohne ε-¨ Uberg¨ ange mit
einem Startzustand.
2.2.4 ¨ Aquivalente regul¨ are Ausdr¨ ucke und endliche Automa-
ten
Wir nennen zwei regul¨ are Ausdr¨ ucke oder endliche Automaten N,N0 ¨ aqui-
valent, wenn sie dieselbe Sprache beschreiben, also L(N) = L(N0) gilt.
2.2.5 Diagramme f¨ ur endliche Automaten
Es ist ¨ ublich, einen endlichen Automaten durch einen Graphen – das Zu-
stands¨ ubergangsdiagramm – darzustellen. Wir beschreiben die Darstellung
f¨ ur NFAs und verweisen darauf, dass jeder DFA auch als NFA dargestellt
werden kann, indem die Funktion δ statt Zust¨ anden einelementige Zustands-
mengen als Werte annimmt.
12Das Zustands¨ ubergangsdiagramm zu einem NFA M = (Q,Σ,δ,q0,F) ist
ein gerichteter (Multi-)Graph G = (V,E) mit Kanten und Knotenmarkie-
rungen. Als Knotenmenge V := Q ¨ ubernehmen wir die Zustandsmenge. Wir
setzen eine mit a ∈ Σ markierte Kante von q nach p ein, wenn p ∈ δ(q,a) gilt.
Akzeptierende Zust¨ ande q ∈ F werden durch einen Doppelkreis markiert,
der Startzustand q0 wird durch einen eingehenden Pfeil markiert.
Jede Kante im Multigraphen bezeichnen wir als ¨ Ubergang des NFAs.
Gibt es f¨ ur Zust¨ ande q,p mehrere ¨ Uberg¨ ange von q nach p, so zeichnen wir
in der graphischen Darstellung nur eine Kante, die mit allen Buchstaben
der ¨ Uberg¨ ange markiert ist. Wenn wir von der Anzahl der ¨ Uberg¨ ange in
einem NFA sprechen, z¨ ahlen wir jedoch alle Kanten des zugrunde liegenden
Multigraphen.
q0
q1
q2
0
0,1
1
0
1
Abbildung 2.1: Zustands¨ ubergangsdiagramm eines NFAs
Abbildung 2.1 stellt das Zustands¨ ubergangsdiagramm eines NFAs N dar.
N hat Startzustand q0, die Menge der akzeptierenden Zust¨ ande ist F = {q2}
und die Zustands¨ uberf¨ uhrungsfunktion δ ist wie folgt deﬁniert:
δ(q0,0) = {q0,q1}
δ(q0,1) = {q1}
δ(q1,0) = ∅
δ(q1,1) = {q2}
δ(q2,0) = {q2}
δ(q2,1) = {q0}.
2.3 Gr¨ oßenmaße f¨ ur regul¨ are Ausdr¨ ucke und end-
liche Automaten
F¨ ur einen regul¨ aren Ausdruck R ¨ uber dem Alphabet Σ deﬁnieren wir die
Gr¨ oße sizere(R) als die Anzahl der Buchstaben aus Σ, die in R vorkom-
men. Andere sinnvolle Gr¨ oßenmaße wie die L¨ ange von R, interpretiert als
Wort ¨ uber dem Alphabet {∅,ε,+,·,∗ ,(,)} ∪ Σ, oder die L¨ ange von R in
13einer Pr¨ aﬁx- oder Postﬁx-Notation beziehungsweise die Anzahl der Knoten
in einer Repr¨ asentation als Baum sind bis auf einen konstanten Faktor mit
unserer Gr¨ oßendeﬁnition ¨ aquivalent, sofern nicht unn¨ otige iterierte Kleene-
sche Abschl¨ usse oder Konkatenationen oder Vereinigungen mit ε enthalten
sind [23, 8].
F¨ ur einen NFA N bezeichnen wir mit sizest(N) die Zustandszahl und
mit sizetr(N) die Anzahl der ¨ Uberg¨ ange im Multigraphen des Zustands¨ uber-
gangsdiagramms. Da wir einen DFA als NFA auﬀassen k¨ onnen, k¨ onnen wir
dieselben Gr¨ oßen-Deﬁnitionen auch auf DFAs anwenden. F¨ ur einen DFA D
¨ uber dem Alphabet Σ gilt sizetr(D) = |Σ| · sizest(D), da aus jedem Zustand
genau ein ¨ Ubergang f¨ ur jeden Buchstaben aus Σ deﬁniert ist.
2.4 Gr¨ oßenmaße f¨ ur regul¨ are Sprachen
Die Gr¨ oße eines regul¨ aren Ausdrucks oder NFAs l¨ asst sich also direkt aus sei-
ner Deﬁnition ablesen. Das Problem, das uns hier haupts¨ achlich besch¨ aftigt,
ist die Bestimmung der Gr¨ oße kleinstm¨ oglicher regul¨ arer Ausdr¨ ucke oder
NFAs zu einer als regul¨ aren Ausdruck, DFA oder NFA gegebenen regul¨ aren
Sprache. Die genannten Gr¨ oßenmaße sind Maße f¨ ur die Beschreibungskom-
plexit¨ at der Sprache.
F¨ ur eine regul¨ are Sprache L deﬁnieren wir die Gr¨ oße eines kleinsten
regul¨ aren Ausdrucks R, der L beschreibt als
sizere(L) := min{sizere(R) | R ist ein regul¨ arer Ausdruck mit L(R) = L}.
Entsprechend deﬁnieren wir die NFA-Ressourcen
sizest(L) := min{sizest(N) | N ist ein NFA mit L(N) = L} und
sizetr(L) := min{sizetr(N) | N ist ein NFA mit L(N) = L}.
Fakt 1. F¨ ur eine beliebige regul¨ are Sprache L gelten die folgenden Bezie-
hungen zwischen den Gr¨ oßenmaßen:
sizere(L) ≥ sizest(L) − 1
sizetr(L) ≥ sizest(L) − 1
Die erste Ungleichung gilt, da sich ein kleinster regul¨ arer Ausdruck f¨ ur
L in einen NFA mit h¨ ochstens sizere(L)+1 Zust¨ anden umwandeln l¨ asst [30].
Die zweite Ungleichung ergibt sich aus der ¨ Uberlegung, dass in einem
NFA mit sizetr(L) ¨ Uberg¨ angen h¨ ochstens sizetr(L)+1 Zust¨ ande vom Start-
zustand aus durch ¨ Uberg¨ ange erreichbar sind.
142.5 Minimierungsprobleme f¨ ur regul¨ are Sprachen
Die exakte Bestimmung dieser Ressourcen ist im Allgemeinen schwierig. In
dieser Arbeit weisen wir nach, dass auch approximative L¨ osungen schwierig
sind.
Das Problem der Bestimmung der Gr¨ oße eines kleinsten regul¨ aren Aus-
drucks oder NFAs zu einer (als regul¨ aren Ausdruck, DFA oder NFA) gege-
benen Sprache wird auch als Minimierungsproblem bezeichnet.
Das zugeh¨ orige Entscheidungsproblem wird so formuliert: Gibt es einen
regul¨ aren Ausdruck, beziehungsweise NFA f¨ ur L, der Gr¨ oße h¨ ochstens k,
wenn L als regul¨ arer Ausdruck, DFA oder NFA speziﬁziert ist? Eine L¨ osung
f¨ ur das Minimierungsproblem, beziehungsweise die Bestimmung von size(L)
l¨ ost auch das Entscheidungsproblem. Ein eﬃzienter Algorithmus f¨ ur das Ent-
scheidungsproblem kann andererseits durch Anwendung von bin¨ arer Suche
auf dem Parameter k das Minimierungsproblem eﬃzient l¨ osen.
Die Bestimmung eines kleinsten regul¨ aren Ausdrucks oder NFAs zu einer
gegebenen regul¨ aren Sprache bezeichnen wir als konstruktive Minimierung.
Das Problem der konstruktiven Minimierung ist mindestens so schwierig wie
das Minimierungsproblem, da eine optimale konstruktive L¨ osung die L¨ osung
des Minimierungsproblems liefert. Andererseits ist nicht oﬀensichtlich, wie
aus der L¨ osung des Minimierungsproblems – also der reinen Gr¨ oßenangabe –
ein regul¨ arer Ausdruck oder NFA konstruiert werden kann. Das konstruktive
Problem k¨ onnte also auch deutlich schwieriger sein als das Minimierungs-
problem.
2.6 Un¨ are regul¨ are Sprachen
Wir nennen eine Sprache, die ¨ uber einem Alphabet mit nur einem Buchsta-
ben deﬁniert ist, un¨ ar. Im Folgenden betrachten wir un¨ are Sprachen stets
¨ uber dem un¨ aren Alphabet Σ = {a}.
Un¨ are DFAs, also DFAs, die eine un¨ are Sprache akzeptieren, haben f¨ ur
jeden Zustand genau einen ausgehenden ¨ Ubergang. Daraus folgt, dass jeder
un¨ are DFA vom Startzustand aus ¨ uber einen m¨ oglicherweise leeren Pfad
von ¨ Uberg¨ angen in einem Zyklus endet. Die Anzahl der ¨ Uberg¨ ange im Pfad
bezeichnen wir als Pfadl¨ ange, die Anzahl der ¨ Uberg¨ ange im Zyklus als Zy-
klusl¨ ange.
F¨ ur jede regul¨ are un¨ are Sprache L gibt es somit eine Konstante c, die
Pfadl¨ ange, und eine Konstante d, die Zyklusl¨ ange, so dass ∀i ≥ c : ai ∈ L ⇔
ai+d ∈ L gilt.
F¨ ur eine regul¨ are Sprache L kann es verschiedene DFAs geben, aber
der minimale DFA, der L akzeptiert, ist bis auf Benennung der Zust¨ ande
eindeutig bestimmt.
Die Pfadl¨ ange eines beliebigen DFAs f¨ ur L kann also auch beliebig l¨ anger
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Abbildung 2.2: Ein un¨ arer DFA mit Pfadl¨ ange c und Zyklusl¨ ange d
sein. (Man kann sich vorstellen, den Zyklus nach hinten abzurollen.) Die
Pfadl¨ ange ist aber stets mindestens so lang wie die des minimalen DFAs.
Ebenso ist die Zyklusl¨ ange eines DFAs f¨ ur L mindestens so groß wie die Zy-
klusl¨ ange des minimalen DFAs. Hier gilt zus¨ atzlich, dass jede m¨ ogliche Zy-
klusl¨ ange ein ganzzahliges Vielfaches der Zyklusl¨ ange des minimalen DFAs
ist.
Wir wenden im Folgenden die Begriﬀe minimale Pfadl¨ ange und minima-
le Zyklusl¨ ange nicht nur auf DFAs, sondern auch auf regul¨ are un¨ are Spra-
chen an. F¨ ur eine Sprache L beziehen wir uns dann auf die Pfadl¨ ange und
Zyklusl¨ ange des minimalen DFAs f¨ ur L. Anstelle des Begriﬀs Zyklusl¨ ange
verwenden wir auch den Begriﬀ ultimative Periode1 der Sprache. Ist die mi-
nimale Pfadl¨ ange von L gleich 0, so nennen wir L zyklisch und bezeichnen
die ultimative Periode schlicht als Periode. Hat eine zyklische Sprache L die
Periode d, so bezeichnen wir L auch als d-periodisch.
F¨ ur un¨ are NFAs gibt es eine von Chrobak beschriebene Normalform [7].
Ein NFA f¨ ur eine un¨ are Sprache L in Chrobak-Normalform startet mit einem
deterministischen Pfad, der dem Pfad eines minimalen DFAs f¨ ur L bis zum
letzten Zustand auf dem Pfad gleicht. Vom letzten Zustand auf dem Pfad
verzweigt der NFA dann nichtdeterministisch in mehrere deterministische
Zyklen. Eine zyklische Sprache wird durch einen NFA dargestellt, der direkt
vom Startzustand aus nichtdeterministisch in die Zyklen verzweigt. (Erlaubt
unser NFA-Modell mehrere Startzust¨ ande, dann k¨ onnen wir auch den ver-
zweigenden Startzustand weglassen und in jedem Zyklus einen Startzustand
deﬁnieren.)
F¨ ur einen un¨ aren NFA N mit n = sizest(N) Zust¨ anden existiert stets
ein ¨ aquivalenter NFA N0 in Chrobak-Normalform mit h¨ ochstens n2 + n
Zust¨ anden im Pfad und die Gesamtzahl der Zust¨ ande in allen Zyklen von
N0 ist h¨ ochstens n [7]. Das kleinste gemeinsame Vielfache der einzelnen Zy-
klusl¨ angen eines NFAs in Chrobak-Normalform ist eine ultimative Periode
der akzeptierten Sprache. Dies bedeutet sofort, dass der minimale NFA in
Chrobak-Normalform f¨ ur eine un¨ are Sprache L, deren ultimative Periode
eine Primpotenz ist, genau dem minimalen DFA f¨ ur L gleicht.
Verallgemeinert wird diese Beobachtung durch Jiang, McDowell und Ra-
vikumar [24], die zeigen, dass jeder NFA, der eine zyklische un¨ are Sprache
mit minimaler Periode D mit Primfaktorisierung D =
Qn
i=1 p
αi
i akzeptiert,
1englisch: ultimate period, also letzte / endg¨ ultige Periode
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Abbildung 2.3: Ein un¨ arer DFA und ein ¨ aquivalenter NFA in Chrobak-
Normalform
mindestens
Pn
i=1 p
αi
i Zust¨ ande haben muss.
2.7 Approximationen
Wie in der Einleitung beschrieben, weisen wir nach, dass nicht nur die von
uns betrachteten Minimierungsprobleme im Bereich der regul¨ aren Sprachen
schwierig sind, sondern dass auch gute Approximationen f¨ ur diese Minimie-
rungsprobleme schwierig sind.
Wir beschr¨ anken unsere Betrachtung auf Minimierungsprobleme opt mit
L¨ osungspr¨ adikat L¨ osung und Zielfunktion size. Wir nennen y eine L¨ osung
f¨ ur Instanz x, wenn das Pr¨ adikat L¨ osung(x,y) wahr ist. Bei der nicht-
konstruktiven Minimierung bestimmen wir f¨ ur die Eingabe x den optimalen
Wert opt(x) = min{size(y) | L¨ osung(x,y)}. Bei der konstruktiven Mini-
mierung bestimmen wir eine L¨ osung y∗ mit size(y∗) = opt(x). Wir gehen
davon aus, dass die Zielfunktion eﬃzient berechenbar ist. K¨ onnen wir das
konstruktive Minimierungsproblem eﬃzient l¨ osen, so k¨ onnen wir auch das
nicht-konstruktive Minimierungsproblem eﬃzient l¨ osen. Die Umkehrung gilt
im Allgemeinen nicht.
Ein Algorithmus App heißt Approximationsalgorithmus f¨ ur ein Mini-
mierungsproblem opt mit Approximationsfaktor µ ≥ 1, wenn seine Ausgabe
App(x) f¨ ur jede Eingabe x h¨ ochstens um den Faktor µ vom optimalen Wert
opt(x) abweicht, also
App(x) ≤ µ · opt(x)
gilt. Eine Approximation mit Approximationsfaktor 1 bestimmt somit den
optimalen Wert.
Da wir nicht nur konstante Approximationsfaktoren betrachten, sondern
auch solche, die von der Eingabel¨ ange abh¨ angen, betrachten wir den Appro-
ximationsfaktor auch als Funktion µ : N → R und verlangen dann
App(x) ≤ µ(|x|) · opt(x).
17Ein konstruktiver Approximationsalgorithmus App0 mit Approximati-
onsfaktor µ berechnet eine L¨ osung App0(x) mit der Eigenschaft, dass
size(App0(x)) ≤ µ · opt(x)
gilt.
2.7.1 L¨ ucken schaﬀende Reduktionen
Um Nicht-Approximierbarkeitsergebnisse zu erhalten, nutzen wir das Kon-
zept der L¨ ucken schaﬀenden Reduktion.
Eine Reduktion von einem Entscheidungsproblem L auf ein Minimie-
rungsproblem opt schaﬀt die L¨ ucke α, wenn ein Wert c sowie eine Transfor-
mation T existieren, so dass
x ∈ L ⇒ opt(T(x)) ≤ c und
x 6∈ L ⇒ opt(T(x)) > α · c
gilt. L¨ auft die Transformation T in polynomieller Zeit, sprechen wir von
einer L¨ ucken schaﬀenden Polynomialzeit-Reduktion.
Fakt 2. Gibt es eine Polynomialzeit-Reduktion von L auf opt, die die L¨ ucke
α schaﬀt und ist L vollst¨ andig f¨ ur eine Komplexit¨ atsklasse C mit P ⊂ C
bez¨ uglich der Polynomialzeitreduktion ≤p, so gibt es keinen eﬃzienten Ap-
proximationsalgorithmus f¨ ur opt mit Approximationsfaktor α.
Beweis. Wir zeigen, wie wir das C-vollst¨ andige Problem L mit Hilfe eines
eﬃzienten Approximationsalgorithmus App mit Approximationsfaktor α in
polynomieller Zeit l¨ osen k¨ onnen. Dies ist aber ein Widerspruch zu P 6= C.
Auf eine Instanz x f¨ ur L wenden wir die L¨ ucken schaﬀende Transforma-
tion T an und akzeptieren x genau dann, wenn App(T(x)) ≤ α·c gilt. Dieses
Vorgehen ist korrekt, weil
x ∈ L ⇒ opt(T(x)) ≤ c ⇒ App(T(x)) ≤ α · c und
x 6∈ L ⇒ opt(T(x)) > α · c ⇒ App(T(x)) > α · c
gilt. Die jeweils letzten Implikationen ergeben sich aus der Deﬁnition des Ap-
proximationsfaktors, beziehungsweise weil die Approximation nicht kleiner
als das Optimum sein kann.
18Kapitel 3
Minimierung regul¨ arer
Ausdr¨ ucke und NFAs
In diesem Kapitel weisen wir die Nicht-Approximierbarkeit des Minimie-
rungsproblems bei gegebenem NFA oder regul¨ aren Ausdruck nach. In Ab-
schnitt 3.1 betrachten wir den un¨ aren Fall und in Abschnitt 3.2 betrachten
wir Alphabete mit mindestens zwei Buchstaben. F¨ ur die Ergebnisse in die-
sem Kapitel modiﬁzieren wir die aus [38] und [31] bekannten Reduktionen
auf die Minimierungsprobleme so, dass diese L¨ ucken schaﬀen.
3.1 Minimierung un¨ arer regul¨ arer Ausdr¨ ucke und
NFAs
Der erste Nachweis der Schwere der approximativen Minimierung von NFAs
und regul¨ aren Ausdr¨ ucke zu gegebenen NFAs oder regul¨ aren Ausdr¨ ucken ge-
lingt uns in [13]. Wir nutzen hier die Vorarbeit von Stockmeyer und Meyer
[38], die die NP-Vollst¨ andigkeit des Entscheidungsproblems der Nicht-¨ Aqui-
valenz L(R) 6= {a}∗ f¨ ur einen gegebenen regul¨ aren Ausdruck oder NFA R
¨ uber dem Alphabet {a} beweisen. Wir zeigen, dass die im folgenden Be-
weis der NP-Schwere benutzte Reduktion von 3-SAT auf das Problem der
Nicht-¨ Aquivalenz L¨ ucken schaﬀend ist.
Fakt 3. [38] Es ist NP-schwer, zu entscheiden, ob ein gegebener NFA oder
regul¨ arer Ausdruck ¨ uber dem Alphabet {a} nicht die Sprache {a}∗ beschreibt.
Beweis. Gegeben sei eine Formel Φ in 3-CNF mit m Klauseln C1,...,Cm
¨ uber den Variablen {x1,...,xn}. Wir konstruieren einen NFA NΦ, der genau
dann die Sprache {a}∗ akzeptiert, wenn Φ nicht erf¨ ullbar ist. Die Konstruk-
tion eines regul¨ aren Ausdrucks erfolgt analog.
Mit Hilfe des chinesischen Restsatzes (siehe Fakt 8 in Abschnitt A.3)
k¨ onnen wir eine {0,1}-Belegung der Variablen als nat¨ urliche Zahlen deﬁnie-
ren: Die Folge p1,...,pn sei die Folge der ersten n Primzahlen. Wir deﬁnieren
19µ : N → Nn durch
µ(z) = (z mod p1,...,z mod pn)
und nennen z die Kodierung einer Belegung, falls µ(z) ∈ {0,1}n gilt. Die
zugeh¨ orige Belegung belegt die Variable xi mit dem i-ten Eintrag des Vektors
µ(z).
Zu jeder Klausel Ci ¨ uber den Variablen xi1,xi2,xi3 konstruieren wir einen
deterministischen zyklischen Teil-Automaten Di, der genau die Sprache
Li :=



ak

 
 

∃` ∈ {i1,i2,i3} : (k mod p`) ≥ 2 oder µ(k) hat
Eintr¨ age aus {0,1} f¨ ur die Variablen xi1,xi2,xi3,
aber diese Belegung erf¨ ullt die Klausel Ci nicht



.
akzeptiert. Wir konstruieren den Zyklus Di der L¨ ange di := pi1 · pi2 · pi3
folgendermaßen: Di besitzt die Zust¨ ande qi,j f¨ ur 0 ≤ j < di und ein Wort
ak erreicht den Zustand qi,k mod di. Nach dem chinesischen Restsatz besteht
eine eindeutige Beziehung zwischen dem Zustand qi,k mod di und den Ein-
tr¨ agen von µ(k) ∈ Nn an den Stellen i1,i2,i3. Eingeschr¨ ankt auf diese drei
Variablen gibt es genau sieben Belegungen, die Ci erf¨ ullen. Wir deﬁnieren
die zugeh¨ origen sieben Zust¨ ande als verwerfend und alle anderen Zust¨ ande
als akzeptierend.1
Den nichtdeterministischen Automaten NΦ, der die Vereinigung der Teil-
sprachen Li akzeptiert, konstruieren wir, indem wir einen neuen Startzu-
stand q0 einf¨ ugen und von diesem nichtdeterministisch unter Lesen von a auf
die Zust¨ ande qi,1 (1 ≤ i ≤ m) der Teil-Automaten Di verzweigen. O.B.d.A.
komme jede Variable in mindestens einer der Klauseln vor und der Automat
akzeptiert die Sprache LΦ :=
m [
i=1
Li =

ak

 

k ist keine Kodierung oder es gibt eine Klausel Ci,
so dass die Belegung µ(k) die Klausel Ci nicht erf¨ ullt

.
Ist Φ nicht erf¨ ullbar, so gilt f¨ ur jede Belegung b ∈ {0,1}n, dass es eine Klau-
sel gibt, die b nicht erf¨ ullt und somit ist L(NΦ) = {a}∗. Ist Φ andererseits
erf¨ ullbar, so gibt es eine Belegung b, die jede Klausel erf¨ ullt. Die zugeh¨ ori-
gen W¨ orter ak mit µ(k) = b werden von keinem der Teil-Automaten Di
akzeptiert und somit gilt L(NΦ) 6= {a}∗.
Da die Sprache {a}∗ von einem Automaten mit einem Zustand und ei-
nem ¨ Ubergang sowie von einem regul¨ aren Ausdruck mit einem a-Symbol be-
schrieben wird, folgt aus Fakt 3 sofort, dass es NP-schwer ist, zu entscheiden,
ob sizest(L(R)) > 1 oder sizetr(L(R)) > 1, beziehungsweise sizere(L(R)) > 1
f¨ ur einen gegebenen NFA oder regul¨ aren Ausdruck R gilt. Es ist somit aus-
geschlossen, dass man (un¨ are) regul¨ are Ausdr¨ ucke oder NFAs eﬃzient mini-
mieren kann, falls P 6= NP gilt.
1Der regul¨ are Ausdruck f¨ ur einen solchen Zyklus hat die Form (Ai)(a
di)
∗, wobei Ai die
Menge der di−7 W¨ orter der L¨ ange < di beschreibt, die vom Zyklus akzeptiert werden. Ai
l¨ asst sich mit Hilfe des Horner-Schemas mit weniger als di vielen a-Buchstaben schreiben.
203.1.1 Komplexit¨ at der Approximation
Um nachzuweisen, dass auch eﬃziente Approximationen mit kleinem Appro-
ximationsfaktor f¨ ur das Minimierungsproblem ausgeschlossen sind, zeigen
wir den folgenden Satz, dessen Beweis darauf basiert, dass die Reduktion
von Stockmeyer und Meyer L¨ ucken schaﬀend ist.
Satz 1. Falls P 6= NP gilt, gibt es keinen eﬃzienten Approximationsalgo-
rithmus, der zu einem gegebenen (un¨ aren) regul¨ aren Ausdruck oder NFA N
mit n Buchstaben, beziehungsweise Zust¨ anden oder ¨ Uberg¨ angen eines der
Gr¨ oßenmaße sizere(L(N)),sizest(L(N)) oder sizetr(L(N)) mit Approximati-
onsfaktor
√
n
lnn approximiert.
Um den Satz zu beweisen, bestimmen wir zun¨ achst eine untere Schranke
f¨ ur die Periode der Sprache LΦ aus dem Beweis von Stockmeyer und Meyer.
Lemma 1. F¨ ur jede erf¨ ullbare 3-CNF-Formel Φ ¨ uber n Variablen ist die
minimale Periode von LΦ entweder D :=
Qn
i=2 pi oder 2D.
Beweis. Die Sprache LΦ ist 2D-periodisch, da 2D das kleinste gemeinsame
Vielfache der Zyklusl¨ angen von NΦ ist. Die minimale Periode muss ein Teiler
von 2D sein. Wir nehmen an, dass LΦ eine kleinere Periode d als D hat und
f¨ uhren diese Annahme zum Widerspruch. Wenn es eine kleinere Periode als
D gibt, dann gibt es ein i ≥ 2, so dass d = D
pi eine Periode von LΦ ist. Es
gilt aqpi+2 ∈ LΦ f¨ ur jedes q ∈ N, da qpi + 2 ≡ 2 (mod pi) keine Kodierung
ist. Da wir annehmen, dass LΦ d-periodisch ist, gilt auch aqpi+rd+2 ∈ LΦ f¨ ur
jedes r ∈ N.
Andererseits gibt es ein Wort a`, das nicht in LΦ liegt, da ja Φ erf¨ ullbar
ist und somit LΦ 6= {a}∗ gilt. Auch hier f¨ uhrt die Annahme, dass LΦ d-
periodisch ist, zu a`+td 6∈ LΦ f¨ ur t ∈ N. Wir erhalten den gew¨ unschten
Widerspruch, wenn wir q,r,t ∈ N ﬁnden, so dass qpi + rd + 2 = ` + td gilt,
da ein Wort mit dieser L¨ ange gem¨ aß der linken Seite der Gleichung in LΦ
liegen muss, w¨ ahrend es gem¨ aß der rechten Seite nicht in LΦ liegen kann.
∃q,r,t : qpi + 2 + rd = ` + td
⇔ ∃q,r,t : qpi = ` − 2 + (t − r)d
⇔ ∃q : qpi ≡ ` − 2 (mod d)
⇔ ∃q : q ≡ (` − 2)p−1
i (mod d)
Die letzte ¨ Aquivalenz gilt, da das multiplikative Inverse von pi (mod d) exi-
stiert, da d = D
pi und somit ggT(pi,d) = 1 gilt.
Wir m¨ ochten nun eine untere Schranke f¨ ur einen minimalen NFA f¨ ur LΦ
in Abh¨ angigkeit von der Formell¨ ange herleiten und ben¨ otigen eine lineare
Beziehung zwischen der Anzahl der Klauseln m und der Anzahl der Varia-
blen n. Wir betrachten hierf¨ ur das E3-SAT-E5-Problem. E3-SAT-E5 ist die
21Sprache der erf¨ ullbaren booleschen Formeln in 3-CNF, in denen jede Va-
riable in genau f¨ unf Klauseln auftritt und jede Klausel genau drei Literale
hat. Das E3-SAT-E5-Problem ist NP-vollst¨ andig [9] und die Reduktion aus
dem Beweis zu Fakt 3, angewandt auf eine solche Formel Φ, liefert einen
NFA oder regul¨ aren Ausdruck NΦ, f¨ ur den eine eﬃziente L¨ osung des Mi-
nimierungsproblems eine eﬃziente L¨ osung von E3-SAT-E5 impliziert. Wir
k¨ onnen eine untere Schranke f¨ ur die Anzahl der Zust¨ ande eines minimalen
NFAs f¨ ur die Sprache LΦ f¨ ur den Fall, dass Φ erf¨ ullbar ist, herleiten.
Lemma 2. Es gibt eine Konstante c > 0, so dass f¨ ur jede Formel Φ ∈
E3-SAT-E5 mit m Klauseln jeder NFA, der die Sprache LΦ akzeptiert, min-
destens cm2 lnm Zust¨ ande hat.
Beweis. Aus Lemma 1 wissen wir, dass die minimale Periode von LΦ entwe-
der D oder 2D ist, wobei D =
Qn
i=2 pi gilt und n die Anzahl der Variablen
in Φ ist. Jiang, McDowell und Ravikumar [24] haben gezeigt, dass jeder
NFA, der eine zyklische un¨ are Sprache mit minimaler Periode D mit Fak-
torisierung
Qn
i=2 pi akzeptiert, mindestens
Pn
i=2 pi Zust¨ ande haben muss.
Wir sch¨ atzen die i-te Primzahl wie in Abschnitt A.3.1 beschrieben durch
pi ≥ ilni ab. Jeder NFA f¨ ur LΦ muss also mindestens
n X
i=2
pi ≥
n X
i=1
ilni ≥
Z n
1
xlnxdx ≥
n2
4
lnn
Zust¨ ande haben. Es gilt 5n = 3m und somit k¨ onnen wir die untere Schranke
auch durch die Anzahl der Klauseln von Φ ausdr¨ ucken: Jeder NFA f¨ ur LΦ
hat mindestens cm2 lnm Zust¨ ande f¨ ur eine Konstante c.
Wir erhalten nach Fakt 1 mit der unteren Schranke f¨ ur die Zustandszahl
auch eine untere Schranke f¨ ur die Zahl der ¨ Uberg¨ ange in einem ¨ Ubergangs-
minimalen NFA und f¨ ur die Zahl der Buchstaben in einem minimalen re-
gul¨ aren Ausdruck f¨ ur LΦ.
Andererseits k¨ onnen wir eine obere Schranke f¨ ur die Anzahl der Zust¨ ande
des NFAs NΦ angeben, der aus der Reduktion entsteht.
Lemma 3. F¨ ur eine Formel Φ in 3-CNF mit m Klauseln und exakt f¨ unf
Vorkommen jeder Variable hat der NFA NΦ h¨ ochstens O(m4(lnm)3) Zu-
st¨ ande.
Beweis. Die Anzahl der Zust¨ ande in einem Zyklus Di ist h¨ ochstens p3
n.
F¨ ur j ≥ 3 k¨ onnen wir die j-te Primzahl nach oben durch pj ≤ 2j lnj
absch¨ atzen. Wir haben m Klauseln, zu denen jeweils ein Zyklus geh¨ ort. Mit
Hilfe der linearen Beziehung zwischen n und m k¨ onnen wir die Gesamtzahl
der Zust¨ ande durch O(m(mlnm)3) absch¨ atzen.
22Die gleiche Analyse l¨ asst sich auch f¨ ur die Anzahl der ¨ Uberg¨ ange in
NΦ und f¨ ur die Anzahl der Buchstaben im regul¨ aren Ausdruck, der bei der
Reduktion zu Fakt 3 entsteht, durchf¨ uhren. Nun k¨ onnen wir den Beweis zu
Satz 1 vollenden.
Beweis zu Satz 1. Wir nehmen an, dass es einen Polynomialzeitalgorithmus
App gibt, der zu einem gegebenen NFA oder regul¨ aren Ausdruck mit Gr¨ oße
s die Gr¨ oße eines minimalen ¨ aquivalenten NFAs oder regul¨ aren Ausdrucks
innerhalb des Approximationsfaktors
√
s
lns bestimmt.
Es sei Φ eine Instanz f¨ ur das E3-SAT-E5-Problem mit m Klauseln. NΦ
sei der NFA aus dem Beweis zu Fakt 3. Falls Φ nicht erf¨ ullbar ist, dann
ist die Gr¨ oße 1 das Optimum und App gibt an, dass die minimale Gr¨ oße
h¨ ochstens
√
s
lns ist. Mit s = O(m4(lnm)3) aus Lemma 3 sowie s ≥ m ergibt
sich √
s
lns
≤
p
O(m4(lnm)3)
lnm
= o(m2 lnm).
Nach Lemma 2 erzeugt andererseits jede erf¨ ullbare Formel Ψ eine zy-
klische un¨ are Sprache LΨ, f¨ ur die jeder NFA mindestens Gr¨ oße Ω(m2 lnm)
ben¨ otigt. Die von App angegebene Gr¨ oße ist asymptotisch kleiner und kann
somit genutzt werden, um eine erf¨ ullbare Formel zu erkennen. Letztlich
k¨ onnen wir mit Hilfe der Reduktion und der Anwendung von App das NP-
vollst¨ andige Problem E3-SAT-E5 in polynomieller Zeit l¨ osen.
3.1.2 Komplexit¨ at der konstruktiven Approximation
In unserer Arbeit [15] zeigen wir, dass eﬃziente Approximationen mit noch
schw¨ acheren Approximationsfaktoren f¨ ur das konstruktive un¨ are Minimie-
rungsproblem ausgeschlossen sind. Beim konstruktiven Minimierungspro-
blem fordern wir vom Approximationsalgorithmus nicht nur, dass die Gr¨ oße
eines ¨ aquivalenten minimalen regul¨ aren Ausdrucks oder NFAs angen¨ ahert
wird, sondern dass ein ¨ aquivalenter approximativ minimaler regul¨ arer Aus-
druck oder NFA konstruiert wird.
Satz 2. Falls P 6= NP gilt, dann gilt f¨ ur jedes δ > 0, dass es keinen eﬃzi-
enten Algorithmus gibt, der zu einem un¨ aren regul¨ aren Ausdruck oder NFA
der Gr¨ oße n einen ¨ aquivalenten regul¨ aren Ausdruck oder NFA mit Gr¨ oße
opt·n1−δ konstruieren kann, wobei opt die Gr¨ oße eines kleinsten ¨ aquivalen-
ten regul¨ aren Ausdrucks oder NFAs ist.
Als Gr¨ oßenmaß kann an jeder Stelle entsprechend sizest(·),sizetr(·) oder
sizere(·) gew¨ ahlt werden.
Beweis. Wir f¨ uhren den Beweis hier exemplarisch f¨ ur die konstruktive NFA-
Minimierung bez¨ uglich sizest(·), f¨ ur die anderen Gr¨ oßenmaße und f¨ ur re-
gul¨ are Ausdr¨ ucke ist der Beweis entsprechend zu modiﬁzieren.
23Wir nehmen an, dass es eine Konstante δ > 0 gibt, so dass ein Polyno-
mialzeitalgorithmus A existiert, der zu einem gegebenen NFA N mit n =
sizest(N) Zust¨ anden einen ¨ aquivalenten NFA A(N) mit sizest(L(N)) · n1−δ
Zust¨ anden berechnet.
Es sei N ein NFA mit n = sizest(N) Zust¨ anden, der aus der Reduktion im
Beweis zu Fakt 3 aus einer Formel f¨ ur das E3-SAT-E5-Problem entsteht. Die
minimale Gr¨ oße eines ¨ aquivalenten NFAs ist entweder opt = 1 oder opt > √
n
lnn. Wir wenden A wiederholt auf seine eigene Ausgabe A(N) an. A(N) ist
ein zu N ¨ aquivalenter NFA der Gr¨ oße sizest(A(N)) ≤ opt·(sizest(N))1−δ.
F¨ ur A(A(N)) erhalten wir
sizest(A(A(N))) ≤ opt·(sizest(A(N)))1−δ ≤ opt2 ·(sizest(N))(1−δ)2
.
Wiederholen wir diesen Prozess k mal, dann ergibt sich
sizest(Ak(N)) ≤ optk ·(sizest(N))(1−δ)k
.
F¨ ur k ≥ − 2
log(1−δ) gilt sizest(Ak(N)) ≤ optk ·(sizest(N))
1
4 und somit folgt
sizest(Ak(N)) = o(
√
n
lnn), falls opt = 1 gilt, beziehungsweise andernfalls gilt
sizest(Ak(N)) ≥ opt >
√
n
lnn.
Damit haben wir die Approximationskomplexit¨ at f¨ ur den un¨ aren Fall
weitgehend gekl¨ art. Die Frage, ob eine eﬃziente approximative Bestimmung
der minimalen Gr¨ oße mit besserem Approximationsfaktor als f¨ ur die kon-
struktive Minimierung m¨ oglich ist, bleibt allerdings oﬀen.
Wir wenden uns nun der Minimierung im nicht-un¨ aren Fall zu.
3.2 Minimierung allgemeiner regul¨ arer Ausdr¨ ucke
und NFAs
In [15] zeigen wir, dass f¨ ur NFAs und regul¨ are Ausdr¨ ucke N ¨ uber einem
Alphabet mit mindestens zwei Buchstaben eﬃziente Approximationen mit
Approximationsfaktor o(size(N)) sogar unter der schw¨ acheren Annahme
P 6= PSPACE ausgeschlossen sind.
Auch hier weisen wir nach, dass die Reduktion im urspr¨ unglichen Beweis
der PSPACE-Schwere von Meyer und Stockmeyer [31] L¨ ucken schaﬀend ist,
indem wir die Instanz f¨ ur die Reduktion so einschr¨ anken, dass die Mindest-
gr¨ oße der zum Reduktionsergebnis ¨ aquivalenten regul¨ aren Ausdr¨ ucke oder
NFAs leicht zu bestimmen ist.
Das folgende Lemma beschreibt die Einschr¨ ankungen, die wir sp¨ ater nut-
zen.
Lemma 4. Es gibt eine PSPACE-vollst¨ andige Sprache, die von einer de-
terministischen Einband-Turingmaschine M akzeptiert wird, die nur Zellen
24innerhalb des Eingabebereichs besucht und auf Eingaben x ∈ L mindestens
2|x| Schritte l¨ auft. Außerdem hat M nur einen akzeptierenden Zustand und
macht in jedem Rechenschritt eine Kopfbewegung.
Beweis. Wir nehmen an, L0 sei eine PSPACE-vollst¨ andige Sprache, die von
einer deterministischen Turingmaschine M0 mit polynomieller Platzschran-
ke f(n) = nO(1) akzeptiert wird. Dass es nur einen akzeptierenden Zustand
gibt und jeder Rechenschritt auch den Kopf bewegt, k¨ onnen wir mit Stan-
dardmethoden garantieren und wir nehmen an, dass dies bereits f¨ ur M0 gilt.
Ebenso k¨ onnen wir annehmen, dass M0 auf einem nach links beschr¨ ankten
Band arbeitet.
Mit Hilfe einer Technik, die schon Book [4] anwendet, reduzieren wir L0
auf eine Sprache L, die von einer Turingmaschine M mit der geforderten
Platzschranke und der Mindest-Laufzeit akzeptiert wird.
Eine Eingabe w f¨ ur M0 wird in polynomieller Zeit transformiert in die
Eingabe x := .w￿
f(|w|)−|w|/. Hierbei sind ￿,.,/ neue Symbole, die als
Blanksymbole und Begrenzer interpretiert werden. M soll also die Sprache
{.w￿
f(|w|)−|w| / | w ∈ L0} akzeptieren. Hierzu pr¨ uft die Turingmaschine M
zun¨ achst, ob die Eingabe mit . beginnt und mit / abgeschlossen ist und ob
die Anzahl der ￿-Zeichen stimmt. Danach f¨ ahrt sie wieder zum Anfang der
Eingabe und simuliert die Berechnung von M0 auf w, wobei ￿ als das Blank-
Symbol interpretiert wird. M besucht nur Zellen auf dem Eingabebereich,
da f¨ ur M0 die Platzbeschr¨ ankung f(n) gilt.
Wenn die Simulation von M0 abgeschlossen ist und der akzeptierende
Zustand erreicht wird, m¨ ussen wir nur sicherstellen, dass M mindestens 2|x|
viele Schritte l¨ auft. Dazu z¨ ahlen wir am Ende der Berechnung einen bin¨ aren
Z¨ ahler geeignet hoch.
Die im Lemma beschriebene Einschr¨ ankung auf Turingmaschinen, die
nur auf dem Eingabebereich arbeiten, erleichtert uns auch den Beweis des
Satzes in [31], den wir hier als Fakt 4 wiedergeben.
Fakt 4. [31] Es ist PSPACE-schwer, zu entscheiden, ob ein gegebener NFA
oder regul¨ arer Ausdruck ¨ uber einem Alphabet Σ mit |Σ| ≥ 2 nicht die Sprache
Σ∗ beschreibt.
Beweis. M = (QM,ΣM,ΓM,δ,q0,{qf}) sei eine wie in Lemma 4 beschrie-
bene Turingmaschine mit akzeptierendem Zustand qf, die die PSPACE-
vollst¨ andige Sprache L(M) akzeptiert. Unsere Transformation konstruiert
zu einer Eingabe w = w1 ...wn einen regul¨ aren Ausdruck Rw mit der Ei-
genschaft w ∈ L(M) ⇔ L(Rw) 6= Σ∗. Genauer: Rw beschreibt alle W¨ orter,
die keine Konkatenation aufeinander folgender legaler Konﬁgurationen von
M sind, die mit q0w beginnen und zum akzeptierenden Zustand qf f¨ uhren.
Das Alphabet2 sei Σ = (QM × ΓM) ∪ ΓM ∪ {#}, dies erlaubt es uns,
2Durch eine entsprechende Kodierung ist es m¨ oglich, das Alphabet {0,1} zu nutzen
wobei die Eingabe um einen konstanten Faktor verl¨ angert wird.
25Folgen von Konﬁgurationen der Turingmaschine, die durch # getrennt sind,
zu beschreiben. Eine legale Konﬁguration ist ein Wort der L¨ ange n = |w|
aus Γ∗
M · (QM × ΓM) · Γ∗
M und beschreibt den Bandinhalt, die Position des
Kopfes sowie den Zustand. Das Zeichen [q,a] ∈ QM × ΓM steht hierbei f¨ ur
die Zelle mit Inhalt a, auf der der Kopf steht, w¨ ahrend sich M im Zustand
q beﬁndet. Rw deﬁnieren wir als die Vereinigung der regul¨ aren Ausdr¨ ucke
R1,R2,R3 und R4.
I R1 beschreibt alle W¨ orter, die nicht mit #[q0,w1]w2 ...wn# beginnen,
also
R1 = N# + #(N[q0,w1] + [q0,w1](Nw2 + w2(Nw3 + w3(...
...(Nwn + wnN#)...))))
mit Na = ε + (Σ \ a)Σ∗. Wir benutzen hierbei abk¨ urzend
Σ =
X
σ∈Σ
σ und (Σ \ a) =
X
σ∈Σ\{a}
σ.
I R2 beschreibt alle W¨ orter, die nicht [qf,γ] f¨ ur beliebige Buchstaben γ ∈
ΓM enthalten.
R2 =


X
a∈Σ\({qf}×ΓM)
a


∗
.
I R3 = Σ∗(Σ \ #) beschreibt alle W¨ orter, die nicht mit # enden.
I R4 beschreibt jede illegale ¨ Anderung des Bandinhalts zwischen zwei auf-
einanderfolgenden Konﬁgurationen: In einer legalen Folge y von Konﬁ-
gurationen ist f¨ ur jedes Tripel yi−1yiyi+1 ∈ Σ3 das neue mittlere Symbol
yi+n+1 eindeutig durch yi−1yiyi+1 bestimmt. F¨ ur eine illegale Folge x von
Konﬁgurationen gibt es also entweder eine Position i mit xi+n+1 6= xi,
falls der Kopf sich nicht ¨ uber xi beﬁndet oder andernfalls ist xi+n+1
nicht das Zeichen, das gem¨ aß der ¨ Uberf¨ uhrungsfunktion δ auf das Band
geschrieben werden muss.
Wir decken zun¨ achst den Fall ab, dass sich der Kopf nicht in der N¨ ahe be-
ﬁndet: Generiere f¨ ur alle a1,a2,a3 ∈ ΓM∪{#} jedes Wort x, welches nicht
a2 an der entsprechenden mittleren Position der Nachfolgekonﬁguration
hat, durch den regul¨ aren Ausdruck
Σ∗ · a1a2a3 · Σn−1 · (Σ \ a2) · Σ∗.
Wenn sich der Kopf an einer der drei Stellen beﬁndet, dann generieren wir
f¨ ur alle a1,a2 ∈ ΓM und jedes [q,a] ∈ QM × ΓM mit δ(q,a) = (q0,b,→)
mit q0 ∈ QM und b ∈ ΓM alle illegalen Folgen durch
Σ∗ · [q,a]a1a2 · Σn−1 · (Σ \ [q0,a1]) · Σ∗ +
Σ∗ · a1[q,a]a2 · Σn−1 · (Σ \ b) · Σ∗ +
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Behandle die Linksbewegungen [q,a] ∈ QM × ΓM mit δ(q,a) = (q0,b,←)
entsprechend. R4 ist schließlich die Vereinigung aller eben beschriebenen
regul¨ aren Ausdr¨ ucke.
Die Konstruktion von Rw ist in polynomieller Zeit bez¨ uglich |w| machbar.
Es gilt L(Rw) 6= Σ∗ ⇔ w ∈ L(M). Ein Algorithmus, der zu gegebenem
regul¨ aren Ausdruck Rw entscheidet, ob die beschriebene Sprache Σ∗ ist, l¨ ost
ein PSPACE-schweres Problem.
Wenn wir die Gr¨ oße des im Beweis konstruierten regul¨ aren Ausdrucks Rw
und die Mindestgr¨ oße von regul¨ aren Ausdr¨ ucken f¨ ur die von Rw beschriebe-
nen Sprache analysieren, erkennen wir, dass die Transformation eine L¨ ucke
schaﬀt.
Satz 3. Falls P 6= PSPACE gilt, dann gibt es keinen eﬃzienten Approxima-
tionsalgorithmus, der zu einem regul¨ aren Ausdruck oder NFA der Gr¨ oße n
¨ uber einem Alphabet Σ mit |Σ| ≥ 2 die Gr¨ oße eines minimalen ¨ aquivalenten
regul¨ aren Ausdrucks oder NFAs mit Approximationsfaktor o(n) bestimmt.
Als Gr¨ oßenmaß kann an jeder Stelle entsprechend sizest(·),sizetr(·) oder
sizere(·) gew¨ ahlt werden.
Beweis. Wir f¨ uhren den Beweis zu Fakt 4 fort und bestimmen zun¨ achst die
L¨ ange des regul¨ aren Ausdrucks Rw. Die L¨ ange des Ausdrucks R4 dominiert
die Gesamtl¨ ange. Die vier Teilausdr¨ ucke von R4 haben jeweils die L¨ ange
|Σ|+3+(n−1)·|Σ|+(|Σ|−1)+|Σ| und m¨ ussen f¨ ur alle Kombinationen der
drei Zeichen aufgeschrieben werden. Als obere Schranke f¨ ur die Gesamtl¨ ange
von R4 k¨ onnen wir |Σ|3 · 4 · (|Σ| · (|w| + 2) + 3) = O(|w|) angeben.
Wir bezeichnen die L¨ ange von Rw mit m := sizere(Rw) = O(|w|). Im
Anhang in Kapitel B ﬁndet sich die Beschreibung eines ¨ aquivalenten NFAs
mit O(|w|) ¨ Uberg¨ angen und Zust¨ anden. Die Existenz des NFAs mit O(|w|)
Zust¨ anden folgt bereits aus der L¨ ange von Rw. F¨ ur die ¨ Uberg¨ ange gilt im
Allgemeinen jedoch nur die obere Schranke O(n·2log∗ n) f¨ ur sizetr(L(R)) f¨ ur
regul¨ are Ausdr¨ ucke R der L¨ ange n ¨ uber konstant großem Alphabet [37].
Falls M die Eingabe w nicht akzeptiert, dann gibt es keine legale Folge
von Konﬁgurationen, die qf beinhaltet und es gilt L(Rw) = Σ∗. Falls jedoch
w akzeptiert wird, dann gibt es eine legale Folge y von Konﬁgurationen, die
zu qf f¨ uhrt. Das Wort y ist das k¨ urzeste Wort, das nicht von Rw erzeugt
wird und umfasst mindestens 2|w| Konﬁgurationen, da wir davon ausgehen,
dass die Turingmaschine diese Mindestlaufzeit hat.
Um eine Sprache L ⊂ Σ∗ mit L = Σ≤k−1L0 f¨ ur eine Sprache L0 ⊂ Σ∗ zu
akzeptieren, ben¨ otigt der minimale DFA mindestens k Zust¨ ande. Da wir mit
Hilfe der Potenzmengenkonstruktion aus jedem NFA mit n Zust¨ anden einen
DFA mit h¨ ochstens 2n Zust¨ anden konstruieren k¨ onnen, hat ein minimaler
NFA f¨ ur L also mindestens logk Zust¨ ande. Nach Fakt 1 gilt diese untere
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L¨ ange regul¨ arer Ausdr¨ ucke f¨ ur L. Angewandt auf die Sprache L(Rw) f¨ ur
Eingaben w ∈ L(M) folgt, dass jeder NFA oder regul¨ are Ausdruck f¨ ur L(Rw)
mindestens die Gr¨ oße |w| hat.
Andererseits kann f¨ ur w 6∈ L(M) die Sprache L(Rw) = Σ∗ von einem
NFA mit einem Zustand beziehungsweise |Σ| ¨ Uberg¨ angen und von einem
regul¨ aren Ausdruck der Gr¨ oße |Σ| beschrieben werden.
Ein Approximationsalgorithmus App mit Approximationsfaktor o(n) =
o(|w|) gibt f¨ ur w 6∈ L(M) also an, dass die Gr¨ oße eines minimalen NFAs
oder regul¨ aren Ausdrucks f¨ ur L(Rw) durch o(|w|) beschr¨ ankt ist, w¨ ahrend
f¨ ur den Fall w ∈ L(M) nur eine Gr¨ oße mindestens |w| in Frage kommt.
App erlaubt uns also die Trennung der beiden F¨ alle und l¨ ost ein PSPACE-
schweres Problem. Ist App eﬃzient, widerspricht dies der Annahme P 6=
PSPACE.
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Minimierung bei gegebenem
DFA
Wir weisen jetzt die Nicht-Approximierbarkeit der Gr¨ oße eines ¨ aquivalen-
ten NFAs oder regul¨ aren Ausdrucks zu einem gegebenen DFA nach. Da die
Eingabe hier exponentiell gr¨ oßer sein kann, als bei NFAs oder regul¨ aren Aus-
dr¨ ucken als Eingabe, steht f¨ ur eﬃziente Algorithmen zwar deutlich mehr Re-
chenzeit zur Verf¨ ugung, das Problem bleibt aber weiterhin schwierig. F¨ ur un-
sere Nicht-Approximierbarkeitsergebnisse m¨ ussen wir allerdings auf st¨ arke-
re als die in Kapitel 4 genutzten Annahmen P 6= NP oder P 6= PSPACE
zur¨ uckgreifen.
4.1 Pseudozufallsfunktionen
F¨ ur die Untersuchung der Approximierbarkeit minimaler NFAs und regu-
l¨ arer Ausdr¨ ucke, die zu einem gegebenem DFA ¨ aquivalent sind, nutzen wir
kyptograﬁsche Annahmen, n¨ amlich die Existenz von Pseudozufallsfunktio-
nen. Pseudozufallsfunktionen wurden von Goldreich et al. [11] eingef¨ uhrt.
Wir orientieren uns an der Deﬁnition eines Pseudozufallsensembles und be-
schr¨ anken unsere Betrachtung auf boolesche Funktionen.
Deﬁnition 1. Es sei Bn die Menge aller booleschen n-Bit Funktionen g :
{0,1}n → {0,1}.
Ein Funktionenensemble ist eine Folge f = (fn)n, in der jedes Folgen-
glied fn ⊆ Bn eine Menge von Funktionen {fs
n|s ∈ Sn} f¨ ur eine Menge
von Schl¨ usseln Sn ist. Wir sagen, dass das Ensemble f eﬃzient berechen-
bar ist, wenn aus der Angabe der Gr¨ oße n, eines Schl¨ ussels s ∈ Sn und der
Eingabe x ∈ {0,1}n der Funktionswert fs
n(x) eﬃzient – gemessen in n – be-
stimmt werden kann. Eﬃzient kann in diesem Zusammenhang verschiedene
Bedeutungen haben. F¨ ur unsere Ergebnisse betrachten wir sowohl Funktio-
nenensembles, die durch (nicht-uniforme) TC0-Schaltkreise berechnet wer-
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LogSPACE berechnet werden k¨ onnen. Abschnitt A.2 erkl¨ art die Komple-
xit¨ atsklassen und den Begriﬀ der Uniformit¨ at.
F¨ ur unsere Zwecke reicht folgende Deﬁnition eines starken Pseudozufall-
sensembles:
Deﬁnition 2. Sei fn = (fs
n)s∈Sn ein Funktionenensemble mit Funktionen
fs
n ∈ Bn f¨ ur einen Schl¨ ussel s ∈ Sn und sei (ri
n)i∈{1,...,22n} das Ensemble
aller booleschen n-Bit Funktionen, das Zufallsensemble.
Ein randomisierter Algorithmus A heißt Unterscheider, wenn A in je-
dem Schritt einen Funktionswert hn(x) einer unbekannten Funktion hn f¨ ur
ein Argument x erfragen kann, und am Ende seiner Berechnung eine 0/1-
Ausgabe erzeugt. Wir nennen |prob[A(fn) = 1] − prob[A(rn) = 1]| den
Vorteil, den A beim Unterscheiden von fn und rn erreicht. Hierbei sind die
Wahrscheinlichkeiten prob deﬁniert ¨ uber die zuf¨ alligen Wahlen, die A vor-
nimmt, sowie ¨ uber die gleichverteilte Wahl der Schl¨ ussel s beziehungsweise
i aus der jeweiligen Schl¨ usselmenge.
Wir sagen, dass f = (fn)n ein starkes Pseudozufallsensemble mit Para-
meter ε ist, falls f¨ ur jeden Unterscheider A
|prob[A(fn) = 1] − prob[A(rn) = 1]| <
1
3
,
gilt, wenn A in Zeit 2O(nε) l¨ auft.
Die ¨ ubliche Deﬁnition f¨ ur starke Pseudozufallsensembles verlangt sogar,
dass der Vorteil f¨ ur jedes c und gen¨ ugend großes n kleiner als n−c ist. Of-
fensichtlich impliziert die Existenz von starken Pseudozufallsensembles im
¨ ublichen Sinne die Existenz unserer starken Pseudozufallsensembles.
Es wird allgemein angenommen, dass es ein 0 < ε < 1 gibt, so dass
die Faktorisierung von (zuf¨ allig gew¨ ahlten) n-Bit Blum-Zahlen erwartete
Laufzeit 2Ω(nε) ben¨ otigt. Naor und Reingold [32] konstruieren ein Funktio-
nensemble, das durch nicht-uniforme TC0-Schaltkreise berechnet wird und
ein starkes Pseudozufallsensemble mit Parameter ε ist, falls Faktorisierung
hinreichend schwierig ist: Sie zeigen, dass es einen randomisierten Algorith-
mus gibt, der n-Bit Blum-Zahlen in Zeit 2O(nε) mit Wahrscheinlichkeit > 1
nc
f¨ ur ein c > 0 faktorisieren kann, wenn ein Unterscheider mit Laufzeit 2O(nε)
zur Verf¨ ugung steht, der die Pseudozufallsfunktionen aus [32] und Zufalls-
funktionen mit Vorteil > 1
nc0 f¨ ur ein c0 > 0 unterscheidet.
4.2 Pseudozufallsfunktionen und Nicht-Approxi-
mierbarkeit
Wir nutzen die Annahme der Existenz von Pseudozufallsfunktionen, um
gute eﬃziente Approximationen f¨ ur das Minimierungsproblem bei gegebe-
nem DFA auszuschließen. Ziel ist die Darstellung von booleschen Funktionen
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regul¨ are Ausdr¨ ucke und kleine NFAs haben, w¨ ahrend Zufallsfunktionen mit
hoher Wahrscheinlichkeit lange regul¨ are Ausdr¨ ucke und große NFAs ben¨ oti-
gen.
Wir deﬁnieren zu einer Funktion h eine regul¨ are Sprache L(h), die durch
einen DFA einfach zu beschreiben ist und f¨ uhren ein Funktional G = (Gn)n
mit Gn : Bn → N ein, welches die Komplexit¨ at einer booleschen Funktion h
misst. Gn(h) deﬁnieren wir als die minimale Gr¨ oße sizest(L(h)),sizetr(L(h))
beziehungsweise sizere(L(h)) von Automaten oder regul¨ aren Ausdr¨ ucken f¨ ur
L(h).
Wir bestimmen Schranken t1(·) und t2(·), so dass jede Funktion fs
n aus
einem Pseudozufallsensemble fn eine niedrige Komplexit¨ at Gn(fs
n) ≤ t1(n)
hat, w¨ ahrend f¨ ur eine zuf¨ allig gew¨ ahlte Funktion ri
n die Komplexit¨ at Gn(ri
n)
mit hoher Wahrscheinlichkeit mindestens t2(n) ist. Da nach Deﬁnition eines
starken Pseudozufallsensembles kein Algorithmus die Unterscheidung der
beiden F¨ alle in Zeit 2O(nε) mit hoher Wahrscheinlichkeit vornehmen kann,
kann auch kein Algorithmus einen kleineren Approximationsfaktor als
t2(n)
t1(n)
erreichen. Die Schranke t1(n) liegt bei allen unseren Anwendungen im po-
lynomiellen Bereich, w¨ ahrend die Schranke t2(n) jeweils im exponentiellen
Bereich liegt.
Um einen DFA f¨ ur die Sprache L(h) aufzubauen, ben¨ otigen wir aller-
dings den Zugriﬀ auf alle Funktionswerte von h, was f¨ ur n-stellige Funktio-
nen und ε < 1 nicht in Zeit 2O(nε) m¨ oglich ist. Wir passen unser Vorgehen
deshalb noch an, indem wir den Orakelzugriﬀ durch einen Zugriﬀ auf alle
Funktionswerte einer Restriktion ersetzen und in die Analyse des Approxi-
mationsfaktors den Parameter ε miteinbeziehen.
Ein erster Kandidat f¨ ur die Sprache L(h) ist die Sprache der Eingaben
mit Funktionswert 1, also L(h) = {x | h(x) = 1}. Allerdings sind regul¨ are
Ausdr¨ ucke und NFAs zu schwach, um TC0 oder LogSPACE-Funktionen in
dieser Weise nachzubilden. Wir orientieren uns an dem Ansatz von Pitt
und Warmuth [34] und wiederholen Eingaben. F¨ ur eine Funktion h ∈ Bn
betrachten wir das Komplement der Sprache
Lp(h) := {xp | x ∈ {0,1}n ∧ h(x) = 1} ⊆ {0,1}n·p
f¨ ur eine geeignete Anzahl von Wiederholungen p.
Wir zeigen in Lemma 8, dass f¨ ur diese Sprachen stets DFAs mit Θ(n ·
p · 2n) Zust¨ anden existieren. Diese DFAs dienen als Eingabe-DFAs f¨ ur die
Zustands- oder ¨ Ubergangsminimierung ¨ aquivalenter NFAs beziehungsweise
f¨ ur die L¨ angenminimierung ¨ aquivalenter regul¨ arer Ausdr¨ ucke.
314.3 Separierende Funktionale und randomisierte
Approximationsalgorithmen
Wir deﬁnieren in diesem Abschnitt zun¨ achst abstrakt, wann ein Funktional
G eine Funktionenklasse C von der Klasse der zuf¨ alligen Funktionen separiert
und leiten ein allgemeines Nicht-Approximierbarkeitsergebnis f¨ ur ein solches
Funktional G, f¨ ur den Fall her, dass C ein starkes Pseudozufallsensemble
enth¨ alt.
Deﬁnition 3. Wir deﬁnieren die Kompression km : Bn → Bm f¨ ur n > m
angewandt auf eine Funktion f ∈ Bn als Restriktion von f mit (km(f))(x) =
f(0n−mx) f¨ ur x ∈ {0,1}m.
Wir sagen, dass das Funktional G = (Gn)n mit Gn : Bn → N eine
Funktionenklasse C von der Klasse des Zufallsensembles Bn f¨ ur monoton
wachsende Schranken t1(·) und t2(·) separiert, wenn Gn(f) < t1(n) f¨ ur jede
Funktion f ∈ C ∩ Bn gilt, w¨ ahrend Gn(hn) > t2(n) f¨ ur fast alle Funktionen
in Bn gilt, also
lim
n→∞
|{hn ∈ Bn|Gn(hn) ≤ t2(n)}|
|Bn|
= 0
folgt. Außerdem verlangen wir, dass Gm(km(f)) ≤ t1(n) f¨ ur jede Funktion
f ∈ C ∩ Bn und jedes m < n gilt.
Im Folgenden verwenden wir rn, um eine zuf¨ allige gleichverteilt gew¨ ahlte
Funktion aus Bn zu bezeichnen, fn, um eine n-stellige Funktion aus einem
Pseudozufallsensemble mit zuf¨ allig gew¨ ahltem Schl¨ ussel zu bezeichnen und
hn als eine konkrete n-stellige Funktion, f¨ ur die der Wert Gn(hn) approxi-
mativ zu bestimmen ist, beziehungsweise f¨ ur die entschieden werden soll, ob
sie pseudozuf¨ allig oder zuf¨ allig gew¨ ahlt wurde.
Da wir randomisierte Unterscheider betrachten, f¨ uhren wir auch den
Begriﬀ des randomisierten Approximationsalgorithmus, der Fehler machen
darf, ein. Wenn wir eﬃziente randomisierte Approximationsalgorithmen mit
kleinem Approximationsfaktor f¨ ur ein Optimierungsproblem ausschließen
k¨ onnen, sind nat¨ urlich auch eﬃziente deterministische Approximationen mit
kleinem Approximationsfaktor ausgeschlossen.
Deﬁnition 4. Wir nennen einen randomisierten Algorithmus App : X → N
einen Approximationsalgorithmus mit Approximationsfaktor µ(·) und ¨ Uber-
sch¨ atzungsfehler + und Untersch¨ atzungsfehler − f¨ ur ein Minimierungspro-
blem opt, falls
+ ≥ sup
x∈X
prob[App(x) > µ(|x|) · opt(x)] und
− ≥ sup
x∈X
prob[App(x) < opt(x)]
gilt. Die Wahrscheinlichkeiten werden hierbei ¨ uber die zuf¨ alligen Wahlen des
randomisierten Algorithmus gemessen.
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von Funktionalen an, die Pseudozufallsensembles von Zufallsensembles sepa-
rieren. Wir gehen bei der Eingabe f¨ ur die Approximationsalgorithmen davon
aus, dass wir alle Funktionswerte der zu untersuchenden Funktion in einer
Wertetabelle zur Verf¨ ugung gestellt bekommen. Dies erm¨ oglicht uns sp¨ ater,
einen DFA f¨ ur die Funktion zu speziﬁzieren. Um wieder den Bezug zum Ora-
kelzugriﬀ des Unterscheiders auf eine Funktion hn herzustellen, arbeitet der
Approximationsalgorithmus auf der Wertetabelle der Kompression km(hn).
Gelingt eine gute Approximation auf der Wertetabelle der Kompression,
die ja weniger Information ¨ uber hn zur Verf¨ ugung stellt als durch beliebige
Orakelzugriﬀe auf hn, dann kann diese Approximation auch genutzt werden,
um Pseudozufallsensembles von Zufallsensembles mit signiﬁkantem Vorteil
zu unterscheiden.
Lemma 5. Das Funktional G separiere C von zuf¨ allig gew¨ ahlten Funktionen
f¨ ur Schranken t1 und t2. Wir nehmen an, dass C ein Pseudozufallsensemble
mit Parameter ε enth¨ alt. App sei ein randomisierter Algorithmus, der den
Wert Gm(hm) f¨ ur eine gegebene Wertetabelle von hm ∈ Bm der Gr¨ oße 2m
approximiere.
Dann gilt f¨ ur jedes l ≥ 1: Falls App in Zeit 2O(ml) l¨ auft und einen Appro-
ximationsfaktor µ(2m) <
t2(m)
t1(ml/ε) hat, dann muss App die Fehler ++− ≥ 2
3
haben.
Die L¨ ange der Wertetabelle ist 2m. Diese Eingabel¨ ange wird als Argu-
ment f¨ ur den Approximationsfaktor verwendet.
Beweis. Nach Annahme enth¨ alt C ein starkes Pseudozufallsensemble mit
Parameter ε. Wir f¨ uhren einen Widerspruchsbeweis und nehmen an, dass
App bei gegebener Wertetabelle von hm f¨ ur ein l ≥ 1 den Wert Gm(hm)
mit Laufzeit 2O(ml) und Approximationsfaktor 1 ≤ µ(2m) <
t2(m)
t1(ml/ε) sowie
Fehlern + +− < 2
3 approximiert. Wir konstruieren einen Unterscheider A,
der App als Unterprogramm nutzt und n-Bit Funktionen aus C von zuf¨ allig
gew¨ ahlten n-Bit Funktionen mit Vorteil mindestens 1
3 unterscheidet.
Wir setzen m = dnε/le. A hat Orakelzugriﬀ auf die Eingabefunktion
hn ∈ Bn und erzeugt die Wertetabelle f¨ ur die Einschr¨ ankung km(hn). A
l¨ asst daraufhin App auf km(hn) laufen und akzeptiert, also A(hn) = 1, wenn
App(km(hn)) ≤ t2(m) gilt. Andernfalls verwirft A, also A(hn) = 0. Der
Vorteil ist
|prob[A(fn) = 1] − prob[A(rn) = 1]|
= |prob[App(km(fn)) ≤ t2(m)] − prob[App(km(rn)) ≤ t2(m)]|,
wobei die Wahrscheinlichkeiten sowohl ¨ uber die Zufallsentscheidungen von
App als auch ¨ uber die zuf¨ allige Wahl der Schl¨ ussel s ∈ Sn f¨ ur fn = fs
n,
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deﬁniert ist.
Da G die Klasse C von der Klasse der zuf¨ alligen Funktionen separiert,
gilt Gm(km(fn)) ≤ t1(n) f¨ ur fn ∈ C. Nach Annahme gilt f¨ ur den Approxi-
mationsfaktor µ(2m) · t1(ml/ε) < t2(m). Weil m = dnε/le gilt und t1 gem¨ aß
Deﬁnition 3 monoton w¨ achst, folgt µ(2m) · t1(n) < t2(m). Wir erhalten
prob[App(km(fn)) ≤ t2(m)]
≥ prob[App(km(fn)) ≤ µ(2m) · t1(n)]
= 1 − prob[App(km(fn)) > µ(2m) · t1(n)]
≥ 1 − prob[App(km(fn)) > µ(2m) · Gm(km(fn))]
≥ 1 − +,
wobei die letzte Ungleichung aus der Deﬁnition des ¨ Ubersch¨ atzungsfehlers in
Deﬁnition 4 folgt. Wir m¨ ochten nun prob[App(km(rn)) ≤ t2(m)] f¨ ur gleich-
verteilt gew¨ ahlte Funktionen rn ∈ Bn absch¨ atzen und bemerken zun¨ achst,
dass das gemeinsame Eintreﬀen der Ereignisse [Gm(km(rn)) > t2(m)] und
[App(km(rn)) ≥ Gm(km(rn))] das Ereignis [App(km(rn)) > t2(m)] nach sich
zieht. Es folgt
prob[Gm(km(rn)) > t2(m) ∧ App(km(rn)) ≥ Gm(km(rn))]
≤ prob[App(km(rn)) > t2(m)]
⇒ prob[App(km(rn)) ≤ t2(m)]
≤ prob[Gm(km(rn)) ≤ t2(m)] + prob[App(km(rn)) < Gm(km(rn))]
≤ prob[Gm(km(rn)) ≤ t2(m)] + −.
Auch hier folgt die letzte Ungleichung aus der Deﬁnition des Untersch¨ at-
zungsfehlers in Deﬁnition 4. Da die Kompression einer gleichverteilt gew¨ ahl-
ten Funktion rn aus Bn zu einer gleichverteilt gew¨ ahlten Funktion rm aus
Bm f¨ uhrt, ergibt sich
prob[App(km(rn)) ≤ t2(m)]
≤ prob[Gm(km(rn)) ≤ t2(m)] + −
=
|{rm|Gm(rm) ≤ t2(m)}|
|Bm|
+ −
= − + o(1).
F¨ ur den Vorteil folgt
|prob[A(fn) = 1] − prob[A(rn) = 1]|
= |prob[App(km(fn)) ≤ t2(m)] − prob[App(km(rn)) ≤ t2(m)]|
≥ 1 − + − − − o(1)
>
1
3
34f¨ ur gen¨ ugend große Werte von m. Der Unterscheider A hat Laufzeit O(2m)+
2O(ml) = 2O(nε), was aber der Annahme widerspricht, dass C ein starkes
Pseudozufallsensemble mit Parameter ε enth¨ alt.
4.4 Regul¨ are Ausdr¨ ucke und Formeln logarithmi-
scher Tiefe
Wir arbeiten sp¨ ater mit einem von Naor und Reingold in [32] beschriebenen
Pseudozufallsensemble C1, dessen Funktionen sehr einfache Formeln besit-
zen.
Deﬁnition 5. Eine Formel mit Eingabe x = x1x2 ···xn ∈ {0,1}n ist ein
bin¨ arer Baum mit ∧ und ∨ Gattern als inneren Knoten. Die Bl¨ atter sind mit
Literalen aus {x1,x1,...,xn,xn} beschriftet. F¨ ur eine Formel f sei `(f) die
L¨ ange der Formel, also die Anzahl der Bl¨ atter von f. Die Tiefe der Formel
ist die Tiefe des Baumes.
Das Pseudozufallsensemble von Naor und Reingold liegt in nicht-uni-
formem TC0 ⊆ NC1. Ein NC1-Schaltkreis l¨ asst sich in eine Formel ver-
wandeln, indem man Gatter, deren Ausgaben mehrfach als Eingaben an-
derer Gatter verwendet werden, dupliziert. F¨ ur das Funktionenensemble
C1 ⊂ NC1 gibt es eine Konstante c, so dass jede Funktion fm ∈ C1 ∩ Bm
eine Formel f der Tiefe h¨ ochstens c·logm hat. Die L¨ ange `(f) einer solchen
Formel ist h¨ ochstens p1(m) := mc.
Wir konstruieren aus einer Formel f f¨ ur fm ∈ C1 ∩ Bm der L¨ ange `(f) ≤
p1(m) einen regul¨ aren Ausdruck f¨ ur das Komplement Lp1(m)(fm) der Spra-
che Lp1(m)(fm) = {xp1(m) | fm(x) = 1}. Als Komplexit¨ atsmaß G
(1)
m (hm)
w¨ ahlen wir sizere(Lp1(m)(hm)), also die L¨ ange eines k¨ urzesten regul¨ aren Aus-
drucks f¨ ur Lp1(m)(hm). Wir zeigen in Lemma 6, dass wir f¨ ur Funktionen
fm ∈ C1 ∩ Bm regul¨ are Ausdr¨ ucke der L¨ ange O(m2c+1) erhalten, w¨ ahrend
wir in Lemma 7 zeigen, dass fast alle Funktionen rm ∈ Bm regul¨ are Aus-
dr¨ ucke der L¨ ange Ω(2m) ben¨ otigen.
Wir geben zun¨ achst die grundlegende Konstruktion eines regul¨ aren Aus-
drucks R(f) an, f¨ ur den L(R(f)) ∩ W = L`(f)(f) gilt, wobei f eine Formel
f¨ ur f ist und W = {w | ∃x ∈ {0,1}m ∧ w ∈ {x}∗} die Menge aller Wieder-
holungen f¨ ur W¨ orter aus {0,1}m ist.
Deﬁnition 6. Es sei f eine Formel f¨ ur eine Funktion f : {0,1}m → {0,1}.
Wir deﬁnieren den regul¨ aren Ausdruck R(f) folgendermaßen rekursiv:
I F¨ ur f = xi, setze R(f) := (0 + 1)i−1 1 (0 + 1)m−i.
I F¨ ur f = xi, setze R(f) := (0 + 1)i−1 0 (0 + 1)m−i.
I F¨ ur f = f1 ∧ f2, setze R(f) := R(f1) · R(f2).
I F¨ ur f = f1 ∨ f2, setze R(f) := R(f1) · (0 + 1)m·`(f2) + (0 + 1)m·`(f1) · R(f2).
35F¨ ur die Projektion auf eine Variable xi erzeugen wir also alle W¨ orter,
die an der i-ten Stelle eine 1 haben. Das sind genau die Eingaben x, f¨ ur die
f(x) = 1 gilt. Das Vorgehen f¨ ur xi ist das gleiche, nur dass wir hier die 0
an der i-ten Stelle erzwingen. F¨ ur die Konjunktion beschreibt der regul¨ are
Ausdruck alle W¨ orter, die in der ersten H¨ alfte Eingaben sind, die unter
f1 zu 1 evaluieren, w¨ ahrend in der zweiten H¨ alfte die 1-Eingaben von f2
erzeugt werden. Erzwingt man durch den Schnitt mit W, dass der erste und
zweite Teil gleich sind, erhalten wir die wiederholten Eingaben, die f¨ ur beide
Funktionen den Funktionswert 1 haben. F¨ ur die Disjunktion erzwingen wir
in der ersten H¨ alfte eine 1-Eingabe f¨ ur f1 und beschreiben beliebige W¨ orter
f¨ ur die zweite H¨ alfte oder wir erzwingen in der zweiten H¨ alfte die 1-Eingabe
f¨ ur f2 und beschreiben beliebige W¨ orter in der ersten H¨ alfte. Nach dem
Schnitt mit W erhalten wir die wiederholten Eingaben, die unter f1 oder
unter f2 zu 1 evaluieren.
Lemma 6. Es sei W = {w | ∃x ∈ {0,1}m ∧ w ∈ {x}∗} die Sprache der
beliebig oft wiederholten Eingaben der L¨ ange m. Es gilt:
(a) L(R(f)) ∩ W = {x`(f) | f(x) = 1} = L`(f)(f).
(b) Falls f eine Formel der Tiefe h¨ ochstens k ist, hat der regul¨ are Ausdruck
R(f) h¨ ochstens die L¨ ange 2 · 4km.
(c) F¨ ur eine Formel f der Tiefe k gibt es einen regul¨ aren Ausdruck Rf der
L¨ ange O(4km), der das Komplement von L`(f)(f) beschreibt.
(d) Insbesondere hat die Sprache Lp1(m)(fm) regul¨ are Ausdr¨ ucke der L¨ ange
h¨ ochstens t
(1)
1 (m) = Θ(m2c+1) f¨ ur jede Funktion fm ∈ C1 ∩ Bm.
Beweis. Teil (a) zeigen wir per Induktion ¨ uber die Struktur der Formel
f: F¨ ur die L¨ ange der beschriebenen W¨ orter gilt oﬀensichtlich L(R(f)) ⊆
{0,1}m·`(f). Falls f = xi, dann ist R(f) = (0 + 1)i−1 1 (0 + 1)m−i und somit
L(R(f)) ∩ W = {x|x ∈ {0,1}m ∧ xi = 1} = {x|f(x) = 1}.
Der Fall f = xi folgt analog. Falls f = f1 ∧f2, dann gilt R(f) = R(f1)·R(f2)
und somit
L(R(f)) ∩ W = (L(R(f1)) · L(R(f2))) ∩ W
= ((L(R(f1)) ∩ W) · (L(R(f2)) ∩ W)) ∩ W
=

{x`(f1)|f1(x) = 1} · {x`(f2)|f2(x) = 1}

∩ W
= {x`(f1)+`(f2)|f1(x) = 1 ∧ f2(x) = 1}
= {x`(f)|f(x) = 1}.
Falls f = f1 ∨f2, dann gilt R(f) = R(f1)·(0+1)m·`(f2) +(0+1)m·`(f1) ·R(f2)
36und somit
L(R(f)) ∩ W = (L(R(f1)) · {0,1}m·`(f2) ∪ {0,1}m·`(f1) · L(R(f2))) ∩ W
= ((L(R(f1)) · {0,1}m·`(f2)) ∩ W)
∪(({0,1}m·`(f1) · L(R(f2))) ∩ W)
= {x`(f1)+`(f2)|f1(x) = 1} ∪ {x`(f1)+`(f2)|f2(x) = 1}
= {x`(f1)+`(f2)|f1(x) = 1 ∨ f2(x) = 1}
= {x`(f)|f(x) = 1}.
(b) Wir bezeichnen die maximale L¨ ange eines regul¨ aren Ausdrucks R(f)
f¨ ur eine Formel f der Tiefe k mit s(k) und zeigen induktiv, dass s(k) ≤ 2·4km
gilt. F¨ ur k = 0 ergibt sich s(0) = 2m − 1 ≤ 2m = 2 · 4km.
F¨ ur Formeln f1 und f2 der Tiefe h¨ ochstens k hat der regul¨ are Ausdruck
R(f1∧f2) die L¨ ange h¨ ochstens 2s(k) ≤ 2·2·4km = 4k+1m, und der regul¨ are
Ausdruck R(f1 ∨ f2) hat die L¨ ange h¨ ochstens
2 · s(k) + 2m(`(f1) + `(f2)) ≤ 2 · 2 · 4km + 2m · (2k + 2k)
≤ 2m · (22k+1 + 2k+1)
≤ 2m · (2k+1 · (2k + 1))
≤ 2m · (2k+1)2 ≤ 2 · 4k+1m.
(c) Wir ben¨ otigen einen kurzen regul¨ aren Ausdruck f¨ ur L`(f)(f) und
bemerken zun¨ achst, dass die Tiefe von f nicht w¨ achst, wenn wir f mit De-
Morgan komplementieren. Somit hat L(R(f)) einen regul¨ aren Ausdruck der
L¨ ange h¨ ochstens 2·4km. Wenn wir annehmen, dass L(R(f))∩{0,1}m·`(f) =
L(R(f)) gilt, was wir als n¨ achstes per Induktion zeigen, dann erhalten wir
mit Teil (a)
L`(f)(f) = L(R(f)) ∩ W
= L(R(f)) ∪ W
= L(R(f)) ∪ {x ∈ {0,1}∗ : |x| 6= m · `(f)} ∪ W,
da L(R(f)) ⊆ {0,1}m·`(f) gilt. Wir k¨ onnen f¨ ur W mit dem regul¨ aren Aus-
druck
 
(0 + 1)∗ 1 (0 + 1)m−1 0 (0 + 1)∗
+
 
(0 + 1)∗ 0 (0 + 1)m−1 1 (0 + 1)∗
pr¨ ufen, ob die Eingabe nicht aus Wiederholungen besteht und decken alle
W¨ orter falscher L¨ ange mit (0 + 1 + ε)m·`(f)−1 + (0 + 1)m·`(f)+1(0 + 1)∗ ab.
Um L(R(f)) ∩ {0,1}m·`(f) = L(R(f)) zu beweisen, bleibt zu zeigen, dass
f¨ ur jedes Wort w ∈ {0,1}m·`(f) entweder w ∈ L(R(f)) oder w ∈ L(R(f))
gilt. Dies ist nicht oﬀensichtlich, da w ein Wort sein kann, das nicht aus
Wiederholungen besteht.
37Falls f = xi, dann gilt R(f) = (0 + 1)i−11(0 + 1)m−i. Andererseits folgt
f = xi und somit R(f) = (0 + 1)i−10(0 + 1)m−i. Wir nehmen nun an,
dass w1 ...wm ∈ {0,1}m gilt und somit oﬀensichtlich w ∈ L(R(f)) ⇔ w 6∈
L(R(f)), da wi entweder 0 oder 1 ist. Der Fall f = xi folgt analog.
Die Annahme gelte f¨ ur f1 und f2 und es sei f = f1 ∨ f2. Somit gilt
R(f) = R(f1) · (0 + 1)m·`(f2) + (0 + 1)m·`(f1) · R(f2)
und
R(f) = R(f1 ∧ f2) = R(f1) · R(f2).
Es sei w ∈ {0,1}m·`(f), dann folgt
w ∈ L(R(f)) ⇔ w1 ...wm·`(f1) ∈ L(R(f1))
∨ wm·`(f1)+1 ...wm·`(f) ∈ L(R(f2))
⇔ w1 ...wm·`(f1) 6∈ L(R(f1))
∨ wm·`(f1)+1 ...wm·`(f) 6∈ L(R(f2))
⇔ w1 ...wm·`(f1) · wm·`(f1)+1 ...wm·`(f)
6∈ L(R(f1)) · L(R(f2)).
Die letzte ¨ Aquivalenz folgt, da nach Konstruktion der regul¨ aren Ausdr¨ ucke
R(f1) und R(f2) f¨ ur die L¨ ange der erzeugten W¨ orter L(R(fi)) ⊆ {0,1}m·`(fi)
gilt. Wir f¨ uhren die Kette der ¨ Aquivalenzen fort und erhalten das gew¨ unschte
Ergebnis, dass f¨ ur ein Wort w ∈ {0,1}m·`(f) entweder w ∈ L(R(f)) oder
w ∈ L(R(f)) gilt:
⇔ w 6∈ L(R(f1) · R(f2))
⇔ w 6∈ L(R(f)).
Der Beweis f¨ ur f = f1 ∧ f2 ergibt sich analog.
(d) Da alle Funktionen in C1∩Bm Formeltiefe h¨ ochstens c·logm haben,
k¨ onnen wir auch annehmen, dass alle diese Formeln exakt die Tiefe c·logm
und L¨ ange p1(m) = mc haben. Mit Teil (a) stimmt Lp1(m)(fm) mit L(R(f))∩
W ¨ uberein und mit Teil (c) hat Lp1(m)(fm) regul¨ are Ausdr¨ ucke der L¨ ange
O(4clogmm) = O(m2c+1).
Wir w¨ ahlen als C1 ⊂ NC1 das von Naor und Reingold [32] vorgestellte
Funktionenensemble, das ein starkes Pseudozufallsensemble mit Parameter
ε ist, wenn die Faktorisierung von Blum-Zahlen hinreichend schwierig ist.
Es gibt eine Konstante c, so dass alle Funktionen in C1 ∩ Bm Formeln der
Tiefe c · logm und Formeln der L¨ ange p1(m) = mc haben.
Wir wissen nach Lemma 6, dass f¨ ur Funktionen fm ∈ C1 ⊂ NC1 re-
gul¨ are Ausdr¨ ucke f¨ ur Lp1(m)(fm) der L¨ ange h¨ ochstens t
(1)
1 (m) = Θ(m2c+1)
existieren. Im folgenden Lemma zeigen wir, dass fast alle m-Bit Funktionen
regul¨ are Ausdr¨ ucke der L¨ ange mindestens Ω(2m) ben¨ otigen.
38Lemma 7. Die Zahl der Sprachen, die von regul¨ aren Ausdr¨ ucken der L¨ ange
h¨ ochstens t
(1)
2 (m) = 2m
40 beschrieben werden, ist beschr¨ ankt durch
√
22m =
o(|Bm|).
Beweis. Wir w¨ ahlen eine sehr grobe Absch¨ atzung mit Hilfe der L¨ ange eines
regul¨ aren Ausdrucks R in umgekehrt polnischer Notation. Die rpn-L¨ ange
eines regul¨ aren Ausdrucks R ¨ uber dem Alphabet Σ ist die Anzahl der Sym-
bole aus Σ∪{+,·,∗ ,ε,∅}, die wir ben¨ otigen, wenn R in umgekehrt polnischer
Notation aufgeschrieben wird. Gilt f¨ ur die L¨ ange sizere(R) ≤ t, so hat R rpn-
L¨ ange h¨ ochstens 6t [23].
An jeder Position im regul¨ aren Ausdruck kann eines der sieben Symbole
0,1,+,·,∗ ,ε,∅ stehen. Wir sind nur an einer oberen Schranke f¨ ur die An-
zahl der verschiedenen regul¨ aren Ausdr¨ ucke interessiert und ignorieren, dass
durch beliebige Symbol-Wahl auch ung¨ ultige Audr¨ ucke entstehen. Es gibt al-
so h¨ ochstens
P
j≤6t 7j ≤ 77t ≤ 220t verschiedene regul¨ are Ausdr¨ ucke mit rpn-
L¨ ange h¨ ochstens 6t. Die Behauptung folgt, da 220t
(1)
2 (m) = 220 2m
40 = 22m−1
gilt.
Das Funktional G(1) misst die L¨ ange k¨ urzester regul¨ arer Ausdr¨ ucke. Um
zu zeigen, dass G(1) das Pseudozufallsensemble C1 vom Zufallsensemble se-
pariert, m¨ ussen wir ebenfalls nachweisen, dass die Sprache Lp1(m)(km(fn))
f¨ ur die Einschr¨ ankung km(fn) keine l¨ angeren regul¨ aren Ausdr¨ ucke ben¨ otigt
als die Sprache Lp1(n)(fn). Es gilt G
(1)
m (km(fn)) ≤ t
(1)
1 (n) f¨ ur Funktionen
fn ∈ C1 ∩ Bn, da eine Formel f f¨ ur fn in eine Formel f¨ ur km(fn) derselben
Tiefe umgewandelt werden kann: Bei der Restriktion werden die Bl¨ atter der
Variablen xi f¨ ur 1 ≤ i ≤ n − m in der Formel auf konstante Werte gesetzt.
Bl¨ atter m¨ ussen aber nach Deﬁnition 5 mit Literalen beschriftet sein. Wir
betrachten das Gatter des Elternknotens der konstanten Bl¨ atter und erset-
zen den entsprechenden Teilbaum. In Abbildung 4.1 werden die einzelnen
Ersetzungen dargestellt. Wenn der Wert des Gatters eine Konstante ist (zum
Beispiel 0∧xi), so ersetzen wir den Teilbaum durch x1∧x1, beziehungsweise
x1 ∨ x1. Falls der Wert des Gatters eine Variable ist (zum Beispiel 1 ∧ xi),
so setzen wir beide Bl¨ atter des Teilbaums auf diese Variable.
Wir wissen nach Lemma 6 und Lemma 7, dass G(1) das Ensemble C1
vom Zufallsensemble f¨ ur Schranken t
(1)
1 (m) = Θ(m2c+1) und t
(1)
2 (m) = 2m
40
separiert. Wir k¨ onnen also Lemma 5 anwenden, um zu zeigen, dass f¨ ur ei-
ne gegebene Funktion h keine eﬃzienten Approximationsalgorithmen mit
kleinem Approximationsfaktor existieren, die die L¨ ange eines k¨ urzesten re-
gul¨ aren Ausdrucks f¨ ur Lp1(m)(h) approximieren. Wir m¨ ussen aber die Ein-
gabe f¨ ur den Approximationsalgorithmus als Wertetabelle angeben. Unser
Ziel ist jedoch ein Ergebnis f¨ ur die Minimierung von regul¨ aren Ausdr¨ ucken
bei gegebenem DFA. Wir zeigen, dass wir zu einer gegebenen Wertetabelle
f¨ ur h einen nicht zu großen DFA f¨ ur Lp1(m)(h) erzeugen k¨ onnen.
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Abbildung 4.1: Ersetzen von konstanten Bl¨ attern in der Formel der Restrik-
tion
Lemma 8. Es sei h ∈ Bm und p eine Funktion mit p(m) = 2O(m). Dann
gibt es einen DFA Dp(h), der Lp(m)(h) = {xp(m) | x ∈ {0,1}m ∧ h(x) = 1}
akzeptiert, Θ(m · 2m · p(m)) Zust¨ ande hat und in Zeit poly(2m) f¨ ur ein Po-
lynom poly(·) konstruiert werden kann.
Beweis. Der DFA Dp(h) besteht aus einem bin¨ aren Baum der Tiefe m, des-
sen Wurzel der Startzustand ist. Ein Blatt des Baums, das von einem Wort
x mit h(x) = 0 erreicht wird, erh¨ alt f¨ ur jedes Bit einen ¨ Ubergang zu ei-
nem akzeptierenden Trap-Zustand. Ein Blatt, das von einem Wort x mit
h(x) = 1 erreicht wird, ist Startpunkt eines Pfades der L¨ ange m·(p(m)−1),
der nur von der Eingabe xp(m)−1 verfolgt werden kann. Der Pfad endet mit
einem verwerfenden Zustand. Ein falscher Buchstabe auf dem Pfad sowie je-
de l¨ angere Eingabe f¨ uhrt zum akzeptierenden Trap-Zustand. Jeder Zustand
außer den beschriebenen Endpunkten der Pfade ist akzeptierend. (Siehe Ab-
bildung 4.2.) Der DFA hat Θ(m · 2m · p(m)) Zust¨ ande.
Da nach Lemma 5 Laufzeit 2O(ml) nicht ausreicht, um gute Approxima-
tionen zu liefern, erhalten wir den folgenden Satz.
Satz 4. Es existiere eine Konstante c und ein starkes Pseudozufallsensemble
C1 mit Parameter ε, so dass jede Funktion f ∈ C1∩Bm eine Formel der Tiefe
c · logm habe.
App sei ein randomisierter Algorithmus, der die L¨ ange eines k¨ urzesten
¨ aquivalenten regul¨ aren Ausdrucks f¨ ur einen gegebenen DFA mit k Zust¨ anden
approximiere. Dann gibt es ein Polynom poly, so dass f¨ ur jedes l ≥ 1 gilt:
Falls App in Zeit 2O((logk)l) l¨ auft und einen Approximationsfaktor µ(k) <
k
poly((logk)l/ε) hat, dann muss App die Fehler + + − ≥ 2
3 haben.
Beweis. Wir betrachten einen randomisierten Algorithmus App mit Lauf-
zeit 2O((logk)l) und Fehlern + +− < 2
3, der die L¨ ange eines k¨ urzesten ¨ aqui-
valenten regul¨ aren Ausdrucks f¨ ur einen gegebenen DFA mit k Zust¨ anden
approximiert. Wir zeigen, wie wir mit Hilfe von App eine Approximation
40ε
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Abbildung 4.2: Ein DFA f¨ ur L4(x1 ∧ ¬x2)
f¨ ur die L¨ ange eines regul¨ aren Ausdrucks f¨ ur die Sprache Lp1(m)(hm) zu ei-
ner gegebenen Funktion hm erhalten. Nach Lemma 5 ist aber eine gute
Approximation f¨ ur G
(1)
m (hm) nicht erreichbar und App kann nur schwach
approximieren.
Wir erinnern daran, dass alle Pseudozufallsfunktionen fm ∈ C1 ∩ Bm
Formeln der Tiefe c · logm und der L¨ ange p1(m) = mc haben. Desweiteren
hat die Sprache Lp1(m)(fm) nach Lemma 6 (d) einen regul¨ aren Ausdruck der
L¨ ange t
(1)
1 (m) = Θ(m2c+1). Andererseits existieren f¨ ur fast alle Funktionen
rm ∈ Bm nach Lemma 7 f¨ ur die Sprache Lp1(m)(rm) nur regul¨ are Ausdr¨ ucke
mit Mindestl¨ ange t
(1)
2 (m) = 2m
40 .
Nach Lemma 5 sind Approximationen mit besserem Approximationsfak-
tor als
t2(m)
t1(ml/ε) nicht m¨ oglich. Allerdings approximieren wir nicht direkt den
Wert des Funktionals G
(1)
m (hm), sondern transformieren zun¨ achst mit Lem-
ma 8 die zu untersuchende Funktion hm in einen DFA Dp1(hm) als Eingabe
f¨ ur App.
hm s ∈ N
G
(1)
m Approximation
DFA Dp1(hm)
Transformation App
F¨ ur eine beliebige Funktion hm ∈ Bm hat die Sprache Lp1(m)(hm) nach
Lemma 8 einen DFA Dp1(hm) mit k = Θ(2m·mc+1) Zust¨ anden und der DFA
ist in Zeit 2O(m) konstruierbar. Als n¨ achstes wenden wir App auf Dp1(hm) an
und erhalten eine Approximation von G
(1)
m (hm) mit Approximationsfaktor
41µ(k). Wir wissen, dass
µ(k) ≥
t2(m)
t1(ml/ε)
= Ω

2m
m(2c+1)·(l/ε)

gelten muss. Nun erweitern wir den Bruch, um den Parameter m durch die
Zustandszahl k = Θ(2m · mc+1) ersetzen zu k¨ onnen, wodurch wir
2m
m(2c+1)·(l/ε) =
2m · mc+1
mc+1 · m(2c+1)·(l/ε) = Θ

k
mc+1 · m(2c+1)·(l/ε)

erhalten und haben somit f¨ ur ein geeignet gew¨ ahltes Polynom ”poly“ und
gen¨ ugend große Zustandszahl k
µ(k) ≥
k
poly((logk)l/ε)
nachgewiesen.
Bemerkung 1. Wir werden das Vorgehen im Beweis von Satz 4 noch mehr-
fach anwenden. Die einzigen Unterschiede, die sich ergeben, sind die ver-
schiedenen Werte der Schranken t1 und t2. Es sind jeweils eﬃziente Appro-
ximationen mit Approximationsfaktor
t2(m)
t1(ml/ε) ausgeschlossen.
F¨ ur m-stellige Pseudozufallsfunktionen in C1 gibt es also stets DFAs mit
k = Θ(m · 2m · p1(m)) Zust¨ anden und k¨ urzesten ¨ aquivalenten regul¨ aren
Ausdr¨ ucken der L¨ ange poly(logk), so dass ein eﬃzienter Approximations-
algorithmus nur regul¨ are Ausdr¨ ucke der L¨ ange k
poly(logk) bestimmen kann.
Jiang und Ravikumar [25] stellen die Frage, ob sich zu gegebenem DFA D
ein ¨ aquivalenter NFA mit h¨ ochstens sizest(L(D))c Zust¨ anden eﬃzient ﬁnden
l¨ asst. Diese Frage, bezogen auf die L¨ ange regul¨ arer Ausdr¨ ucke, k¨ onnen wir
jetzt verneinen unter der Annahme der Existenz von Pseudozufallsensem-
bles in NC1. Auch in Bezug auf die Anzahl der Zust¨ ande oder ¨ Uberg¨ ange
von NFAs hat die Frage eine negative Antwort modulo kryptographischer
Annahmen.
4.5 Approximation der Anzahl der Zust¨ ande und
¨ Uberg¨ ange von NFAs
In diesem Abschnitt ¨ ubertragen wir unsere Erkenntnisse ¨ uber die Nicht-
Approximierbarkeit von regul¨ aren Ausdr¨ ucken auf NFAs. Wir deﬁnieren die
Funktionale G(2) und G(3), wobei G
(2)
m (hm) = sizest(Lp1(m)(hm)) die mini-
male Anzahl von Zust¨ anden und G
(3)
m (hm) = sizetr(Lp1(m)(hm)) die mini-
male Anzahl von ¨ Uberg¨ angen ist, die ben¨ otigt wird, um Lp1(m)(hm) durch
einen NFA zu akzeptieren. Wir verwenden weiterhin p1(m) = mc aus dem
42vorherigen Abschnitt als eine obere Schranke f¨ ur die L¨ ange kurzer Formeln
f¨ ur Funktionen in C1 ∩ Bm und erhalten obere Schranken t
(2)
1 f¨ ur die Zahl
der Zust¨ ande und t
(3)
1 f¨ ur die Zahl der ¨ Uberg¨ ange aus der oberen Schran-
ke t
(1)
1 = Θ(m2c+1) f¨ ur die L¨ ange eines k¨ urzesten regul¨ aren Ausdrucks f¨ ur
Lp1(m)(hm).
Wir setzen t
(2)
1 = t
(1)
1 + 1 und t
(3)
1 =

2 · t
(1)
1 + 2
2
, womit wir ausnut-
zen, dass nach Fakt 1 sizest(L) ≤ sizere(L) + 1 gilt und sizetr(L) h¨ ochstens
quadratisch in (|Σ| · sizest(L)) ist. Somit haben alle Funktionen in C1 NFAs
mit h¨ ochstens t
(2)
1 Zust¨ anden beziehungsweise t
(3)
1 ¨ Uberg¨ angen. Andererseits
werden f¨ ur fast alle Funktionen hm ∈ Bm NFAs mit mindestens t
(2)
2 (m) =
2
m
2 −1 Zust¨ anden, beziehungsweise t
(3)
2 (m) = 2m
20m ¨ Uberg¨ angen ben¨ otigt, um
Lp1(m)(hm) zu akzeptieren:
Lemma 9. (a) Die Anzahl der Sprachen, die von NFAs mit h¨ ochstens
t
(2)
2 (m) = 2
m
2 −1 Zust¨ anden akzeptiert wird, ist durch
√
2m+2m = o(|Bm|)
beschr¨ ankt.
(b) Die Zahl der Sprachen, die von NFAs mit h¨ ochstens t
(3)
2 (m) = 2m
20m
¨ Uberg¨ angen akzeptiert wird, ist h¨ ochstens
√
22m = o(|Bm|).
Beweis. (a) N(k) sei die Zahl der verschiedenen Sprachen ¨ uber einem Al-
phabet mit zwei Buchstaben, die von NFAs mit h¨ ochstens k Zust¨ anden
akzeptiert werden. Dann gilt nach Domaratzki, Kisman und Shallit [8]:
N(k) ≤ 2k · 22·k2
und es folgt
N(t
(2)
2 (m)) ≤
2
2
· 2
m
2 · 2
2·
“
2
m
2 /2
”2
= 2
m
2 · 2
2
4·(2(m/2))
2
= 2
m
2 · 2
2m
2 =
√
2m+2m.
(b) Wir zeigen im Folgenden f¨ ur k ≥ 4 die sehr grobe Absch¨ atzung
M(k) = k10k als obere Schranke f¨ ur die Anzahl der Sprachen ¨ uber einem
Alphabet mit zwei Buchstaben, die von NFAs mit h¨ ochstens k ¨ Uberg¨ angen
akzeptiert werden. Diese Absch¨ atzung gen¨ ugt uns, um die Behauptung zu
zeigen. F¨ ur t
(3)
2 (m) = 2m
20m folgt
M(t
(3)
2 (m)) =

2m
20m
10 2m
20m
≤ 210m· 2m
20m =
√
22m.
Die Schranke M(k) ergibt sich aus folgenden ¨ Uberlegungen: F¨ ur jeden NFA
N mit s Zust¨ anden und k ¨ Uberg¨ angen gibt es einen ¨ aquivalenten NFA N0 mit
s+1 Zust¨ anden und h¨ ochstens 2k ¨ Uberg¨ angen, der genau einen akzeptieren-
den Zustand hat. Wir erhalten N0, indem wir einfach einen akzeptierenden
Zustand f hinzuf¨ ugen und alle anderen Zust¨ ande nicht-akzeptierend ma-
chen, aber f¨ ur jeden ¨ Ubergang, der in N zu einem akzeptierenden Zustand
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1 0,1
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f
···
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Abbildung 4.3: Konstruktion eines NFAs mit nur einem akzeptierenden Zu-
stand
f¨ uhrt, einen ¨ Ubergang nach f hinzuf¨ ugen. Alle anderen ¨ Uberg¨ ange behalten
wir bei. (Siehe Abbildung 4.3.)
Es gibt h¨ ochstens
 (s+1)2
2k
2
·s2 ≤ s8k+2 verschiedene Sprachen ¨ uber dem
Alphabet {0,1}, die von NFAs mit s Zust¨ anden und k ¨ Uberg¨ angen akzeptiert
werden, da dies eine obere Schranke f¨ ur die Zahl der M¨ oglichkeiten ist, 2k
¨ Uberg¨ ange f¨ ur jeden der Buchstaben des Alphabets {0,1} zu setzen bei
gleichzeitiger Wahl eines Startzustands und eines akzeptierenden Zustands.
Wir wollen die Schranke M(k) nur in Abh¨ angigkeit der Zahl k der
¨ Uberg¨ ange ausdr¨ ucken und sch¨ atzen gem¨ aß Fakt 1 s ≤ k + 1 ab. Es gibt
deshalb h¨ ochstens (k + 1)8k+2 verschiedene Sprachen, was f¨ ur k ≥ 4 durch
M(k) = k10k beschr¨ ankt ist.
Wir erinnern uns an Bemerkung 1 und nutzen das Vorgehen mit den
Schranken t
(2)
1 = Θ(m2c+1) und t
(2)
2 = 2
m
2 −1 f¨ ur die Zustandsminimierung,
beziehungsweise t
(3)
1 = Θ(m4c+2) und t
(3)
2 = 2m
20m f¨ ur die ¨ Ubergangsminimie-
rung.
Korollar 1. Es existiere eine Konstante c und ein starkes Pseudozufalls-
ensemble C1 mit Parameter ε, so dass jede Funktion f ∈ C1 ∩ Bm eine
Formel der Tiefe c · logm habe. App sei ein randomisierter Algorithmus,
der f¨ ur einen gegebenen DFA D mit k Zust¨ anden die Gr¨ oße sizest(L(D)),
beziehungsweise sizetr(L(D)) approximiere.
Dann gibt es ein Polynom poly, so dass f¨ ur jedes l ≥ 1 gilt: Falls App in
Zeit 2O((logk)l) l¨ auft und einen Approximationsfaktor µ(k) <
√
k
poly((logk)l/ε),
beziehungsweise µ(k) < k
poly((logk)l/ε) hat, dann muss App die Fehler + +
− ≥ 2
3 haben.
Bessere Schranken f¨ ur die Nicht-Approximierbarkeit der Zustandszahl
sind mit unserem kryptographischen Ansatz nicht zu erwarten, da jede Funk-
tion h ∈ Bm immer einen NFA f¨ ur Lp(h) mit O(2
m
2 +p·m) Zust¨ anden hat,
wie wir gleich sehen werden.
44Wir konstruieren zun¨ achst einen NFA Nh mit ε-¨ Uberg¨ angen und we-
niger als 4 · 2
m
2 Zust¨ anden, der L1(h) akzeptiert. Unser NFA besteht aus
einem Zustand qw und pw f¨ ur jedes Wort w ∈ {0,1}∗ mit |w| ≤ m
2 . Der
Startzustand ist qε und pε ist der einzige akzeptierende Zustand. Es gibt
¨ Uberg¨ ange δ(qw,σ) = {qwσ} f¨ ur σ ∈ {0,1} und |w| < m
2 . Wir bauen al-
so zun¨ achst einen bin¨ aren Baum auf. F¨ ur |w| = m
2 , f¨ ugen wir ε-¨ Uberg¨ ange
δ(qw,ε) = {px |x ∈ {0,1}
m
2 ∧ h(wx) = 0} zu den Bl¨ attern px eines zweiten
bin¨ aren Baums ein, die den Suﬃxen x entsprechen, die zum Funktionswert
0 f¨ uhren.
Die restlichen ¨ Uberg¨ ange sind δ(pσw,σ) = {pw} f¨ ur σ ∈ {0,1} und |w| <
m
2 . Es gibt keine ¨ Uberg¨ ange δ(pσw,σ0) f¨ ur σ 6= σ0. (Siehe Abbildung 4.4.)
qε
q1
q10 0
q11
1
1
q0
q00 0
q01
1
0
pε
p1
p01
0
p11 1
1
p0
p00
0
p10 1
0
ε
ε
ε
Abbildung 4.4: Der NFA Nh f¨ ur L1(h) mit h(x) = x2 ∨ x3 ∨ (x1 ∧ x4)
Ein Wort y, welches von Nh akzeptiert wird, muss die L¨ ange m haben
und den Funktionswert h(y) = 0, andererseits gibt es f¨ ur jede Eingabe y mit
h(y) = 0 einen Pfad vom Startzustand zum akzeptierenden Zustand.
Wir verwandeln Nh in einen Automaten f¨ ur (L1(h))+, indem wir einen
ε-¨ Ubergang vom akzeptierenden Zustand zum Startzustand einsetzen.
Wir bauen außerdem wie in Abbildung 4.5 dargestellt einen NFA mit
2(m+1) Zust¨ anden auf, der jedes Wort akzeptiert, das keine Wiederholung
eines Wortes der L¨ ange m ist.
Zus¨ atzlich konstruieren wir einen NFA mit p·m+2 Zust¨ anden, der alle
W¨ orter akzeptiert, die nicht die L¨ ange p·m haben. Die Vereinigung der drei
beschriebenen NFAs akzeptiert Lp(h) mit O(2
m
2 + p · m) Zust¨ anden. Das
Entfernen der ε-¨ Uberg¨ ange k¨ onnen wir nach der bekannten Methode [19]
vornehmen und erh¨ ohen dabei die Zahl der Zust¨ ande nicht.
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Abbildung 4.5: Ein NFA f¨ ur  
(0 + 1)∗ 1 (0 + 1)m−1 0 (0 + 1)∗
+
 
(0 + 1)∗ 0 (0 + 1)m−1 1 (0 + 1)∗
4.6 NFAs und Zweiweg-DFAs polynomieller
Gr¨ oße
Anstelle der Annahme der Existenz starker Pseudozufallsensembles in nicht-
uniformem NC1, die in Korollar 1 verwendet wird, k¨ onnen wir f¨ ur die Nicht-
Approximierbarkeit der NFA-Gr¨ oße bei gegebenem DFA auch eine schw¨ ache-
re Annahme nutzen, n¨ amlich die der Existenz starker Pseudozufallsensem-
bles in nicht-uniformem LogSPACE.
Wir charakterisieren nicht-uniformen LogSPACE durch Zweiweg-DFAs
mit polynomiell vielen Zust¨ anden. Dies ist m¨ oglich, da eine Turingmaschi-
ne mit |Q| Zust¨ anden und Arbeitsbandalphabet Γ, die bei Eingaben der
L¨ ange m h¨ ochstens c·logm Zellen auf dem Arbeitsband besucht, durch einen
Zweiweg-DFA mit h¨ ochstens |Q|·|Γ|c·logm vielen Zust¨ anden akzeptiert wer-
den kann. Ein Zustand des DFAs gibt dabei den Inhalt des Arbeitsbandes
sowie den Zustand der Turingmaschine wieder.
Auch hier gehen wir wieder den Weg von Pitt und Warmuth [34] und
zeigen, dass jeder Zweiweg-DFA eﬃzient von einem NFA simuliert werden
kann, wenn wir die Eingabe gen¨ ugend oft wiederholen.
Lemma 10. Es seien m und k nat¨ urliche Zahlen. Dann gibt es zu jedem
Zweiweg-DFA Am mit h¨ ochstens mk Zust¨ anden einen NFA Nm mit O(mk+1)
Zust¨ anden und ¨ Uberg¨ angen, der das Komplement von
Lmk+1(Am) := {xmk+1
| x ∈ {0,1}m ∧ Am akzeptiert x }
akzeptiert.
Beweis. Wir gehen davon aus, dass Am als Zweiweg-DFA stets h¨ alt. Dann
kann Am h¨ ochstens p(m) = m · mk Schritte auf Eingaben x ∈ {0,1}m
machen, da keine Zelle zweimal im selben Zustand besucht werden kann.
Wie in [34] gezeigt, kann Am auf Eingabe x ∈ {0,1}m durch einen Einweg-
DFA Dm mit p(m) Zust¨ anden, der auf der Eingabe xp(m) arbeitet, simuliert
werden.
46Der NFA Nm entscheidet sich zun¨ achst nichtdeterministisch, ob er Dm
mit negiertem Akzeptanzverhalten laufen l¨ asst, oder ob er ¨ uberpr¨ uft, dass
die Eingabe die falsche L¨ ange hat oder nicht aus Wiederholungen besteht.
Nm hat O(p(m)) Zust¨ ande beziehungsweise ¨ Uberg¨ ange.
Wir k¨ onnen nun die Aussage von Korollar 1 unter der schw¨ acheren Hy-
pothese beweisen, dass starke Pseudozufallsfunktionen in Bm existieren, die
von Zweiweg-DFAs mit h¨ ochstens mk Zust¨ anden f¨ ur ein festes k akzeptiert
werden.
Um Lemma 5 anwenden zu k¨ onnen, w¨ ahlen wir als Klasse C2 ein starkes
Pseudozufallsensemble, dessen Funktionen in C2∩Bm von Zweiweg-DFAs mit
h¨ ochstens mk Zust¨ anden berechnet werden. Das Funktional Gm(hm) misst
nun f¨ ur eine Funktion hm ∈ Bm die Zahl der Zust¨ ande oder ¨ Uberg¨ ange,
die ein NFA f¨ ur die Sprache Lp2(m)(hm) ben¨ otigt, wobei wir als Zahl der
Wiederholungen p2(m) := mk+1 w¨ ahlen.
Gem¨ aß Lemma 10 gilt Gm(fm) = O(p2(m)) f¨ ur Funktionen fm ∈ C2 ∩
Bm, und wir k¨ onnen die Schranke t1(m) = Θ(p2(m)) entsprechend setzen.
Die Schranke t2 liegt weiter bei den in Lemma 9 beschriebenen exponentiell
großen Werten.
Um zu zeigen, dass das Funktional G die Klasse C2 vom Zufallsensemble
separiert, weisen wir noch nach, dass Gm(km(fn)) ≤ t1(n) f¨ ur m ≤ n gilt.
Wir wandeln einen Zweiweg-DFA An f¨ ur L1(fn) = {x|x ∈ {0,1}n∧f(x) = 1}
mit Zustandsmenge Q in einen Zweiweg-DFA A0
m f¨ ur L1(km(fn)) = {y|y ∈
{0,1}m ∧ fn(0n−my) = 1} mit derselben Zustandsmenge Q um. Der neue
Startzustand q0
0 ist der Zustand, in dem An die Position n − m + 1 zum
ersten Mal erreicht, wenn an den ersten n−m Stellen der Eingabe nur Nullen
stehen. Die ¨ Uberg¨ ange f¨ ur A0
m sind dieselben wie bei An, außer wenn A0
m
die linke Begrenzung des Eingabebereichs . liest. Wir deﬁnieren δ(q,.) :=
(q0,→), wenn An in Position n−m der Eingabe 0n−my startend zum ersten
Mal die Position n − m + 1 im Zustand q0 erreicht.
Somit erhalten wir im Wesentlichen die gleichen Nicht-Approximierbar-
keitsergebnisse wie in Korollar 1 unter der schw¨ acheren Annahme der Exi-
stenz eines starken Pseudozufallsensembles in nicht-uniformem LogSPACE.
47Kapitel 5
Algorithmisches Lernen
regul¨ arer Sprachen
In diesem Kapitel erl¨ autern wir Deﬁnitionen und Grundlagen des algorith-
mischen Lernens. In Kapitel 6 und Kapitel 7, stellen wir ab Abschnitt 6.2
Ergebnisse aus der Arbeit [14] vor. Die Arbeit entstand als Erweiterung der
Diplomarbeit [17] von Ralf Herrmann.
In Kapitel 6 gehen wir auf die Aspekte des passiven Lernens ein, bei
dem der Lernalgorithmus keinen Einﬂuss auf die angebotenen Beispiele neh-
men kann. Mit unseren Methoden aus Kapitel 4 untersuchen wir die Nicht-
Approximierbarkeit des Problems des kleinsten konsistenten DFAs. Ein DFA
ist konsistent mit gegebenen positiven und negativen Beispielen, wenn er al-
le positiven Beispiele akzeptiert und alle negativen Beispiele verwirft. Die
Frage nach konsistenten Hypothesen zu gegebenen klassiﬁzierten Beispielen
ist grundlegend f¨ ur das algorithmische Lernen. So existieren eﬃziente Ler-
nalgorithmen f¨ ur das in Abschnitt 5.3 beschriebene PAC-Lernen, bei dem
zu zuf¨ allig gew¨ ahlten Beispielen eine m¨ oglichst gute Hypothese konstruiert
wird, nur, wenn eﬃziente randomisierte Algorithmen f¨ ur das Konsistenzpro-
blem existieren.
Durch die Einschr¨ ankung auf un¨ are gegen¨ uber allgemeinen regul¨ aren
Sprachen erzielen wir positive Ergebnisse f¨ ur das Problem des minimalen
konsistenten DFAs und eﬃzientes PAC-Lernen. Wir zeigen aber auch, dass
eﬃziente Algorithmen f¨ ur die Bestimmung minimaler un¨ arer konsistenter
NFAs ausgeschlossen sind, falls nicht NP ⊆ DTIME(nO(logn)) gilt.
In Abschnitt 6.4 bestimmen wir die VC-Dimension der un¨ aren regul¨ aren
Sprachen, die von DFAs mit h¨ ochstens n Zust¨ anden akzeptiert werden, als
n + logn ± Θ(loglogn) und erhalten in Abschnitt 6.4 das Ergebnis, dass
un¨ are DFAs eﬃzient PAC-lernbar sind.
In Kapitel 7 besch¨ aftigen wir uns mit dem aktiven Lernen durch ¨ Aqui-
valenzfragen, bei dem der Lernalgorithmus einem Orakel eine Hypothese
zur Begutachtung vorlegt und das Orakel mit einem Gegenbeispiel antwor-
48tet, falls die Hypothese nicht mit dem zu lernenden Konzept ¨ aquivalent ist.
Auch f¨ ur das Lernen mit ¨ Aquivalenzfragen, spielen konsistente Hypothesen
ein wichtige Rolle, da der Lernalgorithmus nur dann neue Informationen
¨ uber das zu lernende Konzept erzwingen kann, wenn seine Hypothese mit
den bisher erhaltenen Beispielen konsistent ist.
F¨ ur das Lernen un¨ arer zyklischer DFAs mit primer Zyklusl¨ ange und
h¨ ochstens n Zust¨ anden durch ¨ Aquivalenzfragen erhalten wir als obere und
untere Schranke Θ

n2
lnn

f¨ ur die Anzahl der ben¨ otigten Gegenbeispiele. Er-
lauben wir als Hypothesen zyklische DFAs mit h¨ ochstens nd Zust¨ anden f¨ ur
d ≤ n, so erhalten wir als obere Schranke O

n2
d

und als untere Schranke
Ω

n2·lnd
d·(lnn)2

f¨ ur die Zahl der Gegenbeispiele.
5.1 Beispiele, Konzepte und Hypothesen
Ein grundlegendes Problem, mit dem sich das algorithmische Lernen be-
sch¨ aftigt, ist das Erlernen eines Konzeptes aus klassiﬁzierten Beispielen.
Das Universum, aus dem die Beispiele stammen, heißt Beispielraum und
ein Konzept c ist eine Menge von Beispielen. Wir sprechen von einem posi-
tiven oder positiv klassiﬁzierten Beispiel x, wenn x ∈ c gilt und von einem
negativen oder negativ klassiﬁzierten Beispiel x, wenn x 6∈ c gilt. Die folgen-
de Deﬁnition f¨ uhrt die Begriﬀe der Konzeptklasse und der Hypothesenklasse
ein.
Deﬁnition 7. Eine Konzeptklasse C ¨ uber einem Beispielraum X ist eine
Menge von Konzepten c ⊆ X, es gilt also C ⊆ P(X).
Eine Hypothese h ⊆ X ist ein Konzept. Eine Hypothesenklasse H ⊆
P(X) ist eine Menge von Hypothesen.
In unserem Zusammenhang ist ein zu lernendes Konzept eine regul¨ are
Sprache und der Beispielraum die Menge aller W¨ orter aus Σ∗. Eine Hypo-
these wird durch einen endlichen Automaten dargestellt.
Eine parametrisierte Konzeptklasse (Cn)n ist eine Folge von Konzept-
klassen. Wir parametrisieren die Konzeptklassen und Hypothesenklassen ge-
eignet, indem wir zum Beispiel fordern, dass die Konzepte durch endliche
Automaten mit h¨ ochstens n Zust¨ anden ausgedr¨ uckt werden k¨ onnen.
5.2 Das Konsistenzproblem
Als Konsistenzproblem bezeichnen wir die Frage, ob ein konsistentes Kon-
zept aus einer Konzeptklasse C f¨ ur eine gegebene Menge klassiﬁzierter Bei-
spiele existiert.
49Betrachten wir die parametrisierte Konzeptklasse der regul¨ aren Spra-
chen, die von DFAs mit n Zust¨ anden akzeptiert werden, so stimmt das Kon-
sistenzproblem mit dem Entscheidungsproblem ¨ uberein, ob ein mit den Bei-
spielen konsistenter DFA mit n Zust¨ anden existiert. Das Optimierungspro-
blem der Gr¨ oßenbestimmung eines kleinsten konsistenten DFAs ist genau so
schwer wie das Entscheidungsproblem. Das Konstruktionsproblem, bei dem
ein minimaler konsistenter DFA ausgegeben werden soll, ist mindestens so
schwer.
5.3 PAC-Lernen
Im Modell des probably approximately correct oder PAC-Lernens erh¨ alt ein
Lernalgorithmus eine Menge von klassiﬁzierten Beispielen, die zuf¨ allig gem¨ aß
einer Verteilung D aus dem Beispielraum gezogen werden. Der Algorithmus
stellt eine Hypothese auf, die mit hoher Wahrscheinlichkeit nur einen kleinen
Anteil von Beispielen – gemessen an der Verteilung D – falsch klassiﬁziert.
Die Gr¨ oße dieses Anteils bezeichnen wir als den Fehler der Hypothese.
Deﬁnition 8. F¨ ur ein Konzept c ∈ C, eine Hypothese hc ∈ H und eine
Verteilung D auf dem Beispielraum ist
fehlerD(c,hc) :=
X
x∈c⊕hc
D(x),
wobei c ⊕ hc = (c ∪ hc) \ (c ∩ hc) die symmetrische Diﬀerenz von c und hc
beschreibt und D(x) die Wahrscheinlichkeit ist, dass x unter der Verteilung
D gezogen wird.
Wir k¨ onnen nun festlegen, wann ein Lernalgorithmus ein PAC-Algorith-
mus ist und f¨ uhren den Fehlerparameter  und den Vertrauensparameter δ
ein.
Deﬁnition 9. Ein Lernalgorithmus ist genau dann ein PAC-Algorithmus,
der die parametrisierte Konzeptklasse (Cn)n durch Hypothesen in (Hn)n
lernt, wenn f¨ ur alle  > 0 und δ > 0, f¨ ur alle n, alle Konzepte c ∈ Cn
und f¨ ur alle Verteilungen D
probD[fehlerD(c,hc) ≤ ] ≥ 1 − δ
gilt, wobei hc ∈ Hn die vom Algorithmus bestimmte Hypothese ist. Der Al-
gorithmus erh¨ alt als Eingabe die Parameter  und δ sowie den Parameter n,
der die zu lernende Konzeptklasse Cn speziﬁziert. Der Algorithmus bestimmt
selbst, wie viele Beispiele anzufordern sind.
Ein PAC-Algorithmus, der polynomiell in n, 1/ und 1/δ viele Beispie-
le anfordert und polynomielle Laufzeit bez¨ uglich n, 1/ und 1/δ hat, wird
eﬃzient genannt.
50Existiert zu einer parametrisierten Konzeptklasse (Cn)n ein eﬃzienter
PAC-Algorithmus, der (Cn)n durch Hypothesen in (Hn)n lernt, so sagen wir,
dass (Cn)n eﬃzient durch (Hn)n PAC-lernbar ist.
Existiert ein eﬃzienter PAC-Algorithmus f¨ ur eine parametrisierte Kon-
zeptklasse, so l¨ asst sich das Konsistenzproblem durch einen randomisierten
Algorithmus l¨ osen.
Fakt 5. [33] Ist die parametrisierte Konzeptklasse (Cn)n eﬃzient durch
(Hn)n PAC-lernbar, dann gibt es einen eﬃzienten randomisierten Algorith-
mus mit einseitigem Fehler, der mit Wahrscheinlichkeit mindestens 1
2 ent-
scheidet, ob es zu gegebenem n und einer Menge klassiﬁzierter Beispiele eine
konsistente Hypothese aus Hn gibt.
Beweis. Der eﬃziente PAC-Algorithmus, der (Cn)n durch (Hn)n lernt, sei
A. Es sei POS die Menge der positiven Beispiele und NEG die Menge der
negativen Beispiele. Wir setzen den Vertrauensparameter δ = 1
2 und den
Fehlerparameter  = 1
|POS|+|NEG|+1. Wir ¨ ubergeben A die Parameter ,δ
und n und erzeugen die von A geforderte Anzahl an Beispielen, indem wir
die einzelnen Beispiele gleichverteilt aus POS ∪ NEG ziehen. Jedes Beispiel
erh¨ alt somit die Wahrscheinlichkeit 1
|POS|+|NEG| > . Der PAC-Algorithmus
erzeugt mit Wahrscheinlichkeit mindestens 1
2 eine Hypothese h ∈ Hn, f¨ ur
die der Fehler h¨ ochstens  ist. Aufgrund unserer Wahl  = 1
|POS|+|NEG|+1
kann der Fehler aber nur dann h¨ ochstens  sein, wenn kein Beispiel durch h
falsch klassiﬁziert wird, also wenn h konsistent ist.
Wir leiten das folgende Korollar ab.
Korollar 2. Hat die parametrisierte Konzeptklasse (Hn)n ein NP-schweres
Konsistenzproblem und ist Cn ⊆ Hn, dann gibt es keinen eﬃzienten PAC-
Algorithmus, der (Cn)n durch Hypothesen in (Hn)n lernt, falls RP 6= NP
gilt.
5.4 VC-Dimension
In unserem Kontext betrachten wir zum Beispiel die Konzeptklasse aller
regul¨ aren Sprachen, die von einem endlichen Automaten mit n Zust¨ anden
akzeptiert werden. Fixiert man das Alphabet, so haben wir es mit einer
endlichen Konzeptklasse zu tun.
F¨ ur eine endliche Beispielmenge S ⊆ X gibt es genau 2|S| viele verschie-
dene Teilmengen s ⊆ S. Um also alle m¨ oglichen Klassiﬁzierungen auf den
Beispielen aus S zu erzeugen, ben¨ otigen wir eine Konzeptklasse mit minde-
stens 2|S| verschiedenen Konzepten. Die Gr¨ oße einer Beispielmenge, f¨ ur die
jede Klassiﬁzierung durch C erzeugt werden kann, ist also durch log|C| nach
oben beschr¨ ankt.
51Die Gr¨ oße von Beispielmengen, f¨ ur die jede Klassiﬁzierung erzeugt wer-
den kann, wird durch die nach Vapnik und Chervonenkis benannte VC-
Dimension gemessen und l¨ asst auch eine Anwendung auf Konzeptklassen
mit unendlich vielen Konzepten zu.
Deﬁnition 10. Wir sagen, dass eine endliche Menge S ⊆ X durch die
Konzeptklasse C zerschmettert wird, falls es f¨ ur jede Teilmenge s ⊆ S ein
Konzept c ∈ C gibt, so dass s = c∩S gilt. Die VC-Dimension von C, die wir
mit VC(C) bezeichnen, ist die Kardinalit¨ at der gr¨ oßten Menge S, die durch
C zerschmettert wird.
Wie beschrieben, kann eine endliche Konzeptklasse C nur Mengen S mit
|S| ≤ log|C| zerschmettern. Es gilt f¨ ur endliche Konzeptklassen also stets
VC(C) ≤ log|C|.
Die VC-Dimension liefert außerdem eine obere Schranke f¨ ur die Anzahl
der Beispiele, die aus einem Algorithmus, der eine konsistente Hypothese
f¨ ur gegebene Beispiele ausgibt, einen PAC-Algorithmus macht [3, 27].
Fakt 6. C sei eine Konzeptklasse und H sei eine Hypothesenklasse mit VC-
Dimension d. A sei ein beliebiger Algorithmus, der als Eingabe eine Menge S
von m klassiﬁzierten Beispielen f¨ ur ein Konzept in C erh¨ alt und als Ausgabe
eine Hypothese h ∈ H erzeugt, die konsistent ist mit den Klassiﬁkationen
f¨ ur S. Dann gibt es eine Konstante c0 > 0, so dass A ein PAC-Algorithmus
f¨ ur C mit Hypothesen aus H ist, wenn A m zuf¨ allig aus dem Beispielraum
gew¨ ahlte Beispiele erh¨ alt, wobei
m ≥ c0

1

log
1
δ
+
d

log
1


gilt.
Wenn die VC-Dimension einer parametrisierten Konzeptklasse (Hn)n po-
lynomiell in n ist, und ein eﬃzienter Algorithmus f¨ ur das Konsistenzproblem
mit Hypothesen aus (Hn)n existiert, dann sind Konzeptklassen Cn ⊆ Hn ef-
ﬁzient durch Hn PAC-lernbar.
5.5 Lernen mit ¨ Aquivalenzfragen
Im Modell des Lernens mit ¨ Aquivalenzfragen stellt der Lernalgorithmus ein-
zelne Hypothesen als Fragen an ein Orakel. Das Orakel ¨ uberpr¨ uft, ob die
angebotene Hypothese h mit dem zu lernenden Konzept c ¨ ubereinstimmt
und gibt im Falle einer ¨ Ubereinstimmung die Korrektheit der Hypothese
bekannt. Sind h und c verschieden, so gibt das Orakel ein klassiﬁziertes
Gegenbeispiel aus h ⊕ c zur¨ uck.
Der Lernalgorithmus entwickelt eine neue Hypothese und stellt diese
wieder als Frage. Der Vorgang wiederholt sich so lange, bis das Orakel die
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nalgorithmus stets Hypothesen erstellt, die mit den bisherigen Beispielen
konsistent sind. Tut er dies nicht, kann das Orakel mit einem schon genann-
ten Gegenbeispiel antworten.
Eine Kenngr¨ oße f¨ ur das Lernen mit ¨ Aquivalenzfragen ist die Anzahl der
Fragen und somit die Anzahl der Gegenbeispiele, die ein Lernalgorithmus
ben¨ otigt, um beliebige Konzepte aus einer Konzeptklasse lernen zu k¨ onnen.
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Das Konsistenzproblem f¨ ur
endliche Automaten
Beim Problem des minimalen konsistenten DFAs sind als Eingabe die Men-
gen POS,NEG ⊆ Σ∗ mit POS ∩ NEG = ∅ gegeben. Das Ziel ist es, die
Gr¨ oße eines minimalen DFAs D zu bestimmen, f¨ ur den POS ⊆ L(D) und
NEG ∩ L(D) = ∅ gilt.
In Abschnitt 6.1 wenden wir unsere Methoden aus Kapitel 4 an, um die
Nicht-Approximierbarkeit der Gr¨ oße eines minimalen konsistenten DFAs im
Fall |Σ| ≥ 2 zu bestimmen. In Abschnitt 6.2 und Abschnitt 6.3 betrach-
ten wir das Konsistenzproblem f¨ ur un¨ are Beispielmengen und geben in Ab-
schnitt 6.4 die Konsequenzen f¨ ur die PAC-Lernbarkeit an.
6.1 Minimale konsistente DFAs
Wir nehmen wie in Abschnitt 4.6 beschrieben an, dass die Klasse C2 der
Funktionen, die auf Eingaben der L¨ ange m von Zweiweg-DFAs mit h¨ ochstens
mk Zust¨ anden berechnet werden, ein starkes Pseudozufallsensemble enth¨ alt.
Wir wiederholen wiederum die Eingaben p2(m) = mk+1 mal und deﬁnieren
G
(4)
m (hm) als die Anzahl der Zust¨ ande eines kleinsten DFAs, der jedes Bei-
spiel aus der Menge POS = {xp2(m) | hm(x) = 1} akzeptiert und jedes
Beispiel aus NEG = {xp2(m) | hm(x) = 0} verwirft.
F¨ ur jede Pseudozufallsfunktion fm ∈ C2 ∩Bm gilt G
(4)
m (fm) ≤ t
(4)
1 (m) :=
p2(m), da der Zweiweg-DFA Am f¨ ur L1(fm) = {x ∈ {0,1}m | fm(x) = 1} mit
mk Zust¨ anden durch einen Einweg-DFA Dm mit p2(m) = mk+1 Zust¨ anden
simuliert werden kann, sofern die Eingabe x ∈ {0,1}m des Zweiweg-DFAs als
wiederholte Eingabe xp2(m) vorliegt [34]. Der DFA Dm akzeptiert also eine
Sprache L(Dm) mit L(Dm)∩{xp2(m) | x ∈ {0,1}m} = Lp2(m)(fm) und ist so-
mit konsistent mit POS und NEG. Also haben alle Pseudozufallsfunktionen
fm ∈ C2 ∩ Bm einen Funktionalwert von h¨ ochstens p2(m) = mk+1, w¨ ahrend
fast alle Funktionen einen exponentiell großen Funktionalwert G(4)(·) haben.
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(4)
m (hm) ≤ t
(4)
2 (m) := 2m
6m gilt f¨ ur h¨ ochstens
√
22m = o(|Bm|)
Funktionen in Bm.
Beweis. K(s) sei die Anzahl der verschiedenen Sprachen, die von DFAs mit
h¨ ochstens s Zust¨ anden ¨ uber einem Alphabet mit zwei Buchstaben akzeptiert
werden. Dann gilt K(s) ≤ s3s [8] und somit folgt
K(t
(4)
2 (m)) ≤

2m
6m
3 2m
6m
≤ 23m2m
6m =
√
22m.
Die Behauptung folgt, da ein DFA nicht konsistent mit den Beispielmengen
zweier verschiedener Funktionen aus Bm sein kann.
Dass Gm(km(fn)) ≤ t
(4)
1 (n) f¨ ur jede Funktion fn ∈ C2 ∩ Bn und jedes
m < n gilt, folgt wiederum aus der ¨ Uberlegung, dass wir einen Zweiweg-
DFA An f¨ ur fn ∈ C2∩Bn in einen Zweiweg-DFA A0
m f¨ ur km(fn) umwandeln
k¨ onnen, ohne die Anzahl der Zust¨ ande zu erh¨ ohen. Somit separiert G
(4)
m die
Klasse C2 vom Zufallsensemble f¨ ur die Schranken t
(4)
1 ,t
(4)
2 und wir k¨ onnen
wieder Bemerkung 1 anwenden. Diesmal erzeugen wir aus der gegebenen
Funktion hm allerdings keinen DFA f¨ ur Lp(hm), sondern die Beispielmengen
POS = {xp2(m)|hm(x) = 1} und NEG = {xp2(m)|hm(x) = 0}. Wir erhalten
den folgenden Satz.
Satz 5. Es existiere eine Konstante k und ein starkes Pseudozufallsensemble
C2 mit Parameter ε, so dass jede Funktion f ∈ C2∩Bm einen Zweiweg-DFA
f¨ ur {x ∈ {0,1}m | f(x) = 1} mit mk Zust¨ anden habe.
App sei ein randomisierter Algorithmus, der f¨ ur gegebene Beispielmen-
gen POS und NEG die Anzahl der Zust¨ ande eines minimalen konsistenten
DFAs approximiere. N =
P
x∈POS∪NEG |x| bezeichne die L¨ ange der Eingabe.
Dann gibt es ein Polynom poly, so dass f¨ ur jedes l ≥ 1 gilt: Falls App in
Zeit 2O((logN)l) l¨ auft und einen Approximationsfaktor µ(N) < N
poly((logN)l/ε)
hat, dann muss App die Fehler + + − ≥ 2
3 haben.
Wir folgern somit, dass es Instanzen f¨ ur das Problem des minimalen
konsistenten DFAs gibt, mit Instanzgr¨ oße N und konsistenten DFAs opti-
maler Gr¨ oße opt = poly(logN), so dass eﬃziente Approximationsalgorith-
men nur konsistente DFAs der Gr¨ oße mindestens N
poly(logN) ≥ 2opt
1
l · Nβ
garantieren k¨ onnen, f¨ ur β < 1 und gen¨ ugend großes l. Dieses Ergebnis ist
st¨ arker als das entsprechende Resultat von Kearns und Valiant [26], die
Nicht-Approximierbarkeit mit Approximationsfaktor mindestens optα · Nβ
f¨ ur jedes konstante α zeigen. Unser st¨ arkeres Ergebnis f¨ uhren wir auf die
st¨ arkere Annahme zur¨ uck, dass Pseudozufallsensembles existieren, w¨ ahrend
Kearns und Valiant nur von der Existenz von Einwegfunktionen ausgehen.
556.2 Un¨ are minimale konsistente DFAs
Wir betrachten nun das Problem des minimalen konsistenten DFAs f¨ ur den
un¨ aren Fall. Es seien wieder POS,NEG ⊆ {a}∗ die disjunkten Mengen der
positiven und negativen Beispiele. Gesucht ist die Gr¨ oße eines minimalen
DFAs D, so dass POS ⊆ L(D) und NEG ∩ L(D) = ∅ gilt.
Im nicht-un¨ aren Fall ist das Konsistenzproblem NP-vollst¨ andig [10] und
auch eﬃziente Approximationsalgorithmen mit vern¨ unftigen Approximati-
onsfaktoren sind unwahrscheinlich (vergleiche Satz 5 und [35, 26]). Im Ge-
gensatz dazu zeigen wir, dass wir einen minimalen konsistenten DFA zu
un¨ aren Beispielmengen eﬃzient ﬁnden k¨ onnen, auch wenn die Eingabe kom-
pakt dargestellt wird.
Wir nehmen an, dass ein Beispiel w = an nicht in ausgeschriebener
Form aa...a vorliegt, sondern, dass die L¨ ange bin¨ ar kodiert wird und so-
mit etwa log|w| Bits als Eingabel¨ ange in Anspruch nimmt. Die gesamte
Eingabel¨ ange f¨ ur das Konsistenzproblem ist also ungef¨ ahr `(POS,NEG) = P
w∈POS∪NEG log|w| und ist mindestens so groß wie die Anzahl aller Bei-
spiele |POS| + |NEG|.
F¨ ur jedes gen¨ ugend lange Wort w, das den Zyklus des DFAs erreicht,
entscheidet allein die Restklasse modulo der Zyklusl¨ ange dar¨ uber, ob w zu
akzeptieren oder zu verwerfen ist. Die folgende Deﬁnition gruppiert W¨ orter
einer Menge S gem¨ aß ihrer Restklassenzugeh¨ origkeit und wir bestimmen mit
λ die L¨ ange des l¨ angsten Worts in der Menge.
Deﬁnition 11. F¨ ur eine endliche Menge S ⊆ {a}∗ sei Sr,z = {w : w ∈ S ∧
|w| ≡ r (mod z)} die Restklassen-Teilmenge von S f¨ ur den Rest 0 ≤ r < z
und es sei λ(S) = max{|w| : w ∈ S}, beziehungsweise λ(∅) = −1.
F¨ ur eine festgelegte Zyklusl¨ ange z ist es einfach, die Gr¨ oße eines mini-
malen konsistenten DFAs mit Zyklusl¨ ange z zu bestimmen.
Lemma 12. [17] Die Gr¨ oße eines minimalen DFAs mit fester vorgegebener
Zyklusl¨ ange z ∈ N, der konsistent ist mit den Beispielmengen POS,NEG ⊆
{a}∗, ist
sz(POS,NEG) := z + 1 + max{min{λ(POSr,z),λ(NEGr,z)} : 0 ≤ r < z}.
Beweis. Wir zeigen zun¨ achst, dass f¨ ur jedes feste 0 ≤ r < z ein minimaler
DFA mit Zyklusl¨ ange z, der konsistent ist mit POSr,z und NEGr,z genau
1+min{λ(POSr,z),λ(NEGr,z)} Zust¨ ande in seinem Pfad und z Zust¨ ande in
seinem Zyklus ben¨ otigt.
Falls eine der Mengen POSr,z, NEGr,z leer ist, besteht der minimale mit
(POSr,z, NEGr,z) konsistente DFA mit Zyklusl¨ ange z nur aus dem Zyklus
und hat einen leeren Pfad.
Wir gehen also davon aus, dass beide Mengen Beispiele enthalten und
nehmen ohne Beschr¨ ankung der Allgemeinheit an, dass 0 ≤ λ(POSr,z) <
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dass der Pfad weniger als 1+λ(POSr,z) Zust¨ ande hat. Die l¨ angsten Beispiele
wPOS ∈ POSr,z und wNEG ∈ NEGr,z erreichen somit beide den Zyklus und
enden im selben Zustand. Also werden entweder beide – wPOS und wNEG –
akzeptiert oder beide werden verworfen und der DFA ist somit nicht konsi-
stent mit den Beispielmengen.
Andererseits sind 1+λ(POSr,z) auch ausreichend, da kein positives Bei-
spiel den Zyklus erreicht und wegen der Disjunktheit von POS und NEG die
akzeptierenden und verwerfenden Zust¨ ande auf dem Pfad konsistent gew¨ ahlt
werden k¨ onnen.
Ein DFA, der konsistent mit POS und NEG ist, muss f¨ ur alle Restklassen
konsistent sein und ben¨ otigt somit als Pfadl¨ ange die l¨ angste, die f¨ ur einen
Rest r berechnet wird. Außerdem ben¨ otigen wir nicht mehr als das beschrie-
bene Maximum als Pfadl¨ ange, da die Restklassen-Teilmengen paarweise dis-
junkt sind und zu paarweise disjunkten Mengen von erreichbaren Zust¨ anden
in einem DFA mit 1+max{min{λ(POSr,z),λ(NEGr,z)} : 0 ≤ r < z} Zust¨ an-
den im Pfad und z Zust¨ anden im Zyklus f¨ uhren.
Wir folgern, dass die Gr¨ oße eines minimalen konsistenten DFAs einfach
beschrieben werden kann und zeigen, dass die Gr¨ oße nur polynomiell in der
Eingabel¨ ange `(POS,NEG) ist.
Lemma 13. Wir bezeichnen die Gr¨ oße eines minimalen DFAs, der kon-
sistent mit (POS,NEG) ist, als s(POS,NEG). Dann gilt s(POS,NEG) =
min{sz(POS,NEG) : z ∈ N} und s(POS,NEG) < (`(POS,NEG))3 gilt f¨ ur
hinreichend lange Eingaben.
Beweis. Dass die Behauptung s(POS,NEG) = min{sz(POS,NEG) : z ∈ N}
gilt, ist oﬀensichtlich, da wir die entsprechende Zyklusl¨ ange w¨ ahlen k¨ onnen.
Um die Behauptung s(POS,NEG) < (`(POS,NEG))3 zu beweisen, setzen
wir zun¨ achst n := s(POS,NEG) sowie ` := `(POS,NEG) und beobachten,
dass f¨ ur jede Zyklusl¨ ange z < n ein konsistenter DFA einen nicht-leeren Pfad
haben muss. Andernfalls best¨ unde der DFA nur aus den z < n Zust¨ anden des
Zyklus, was im Widerspruch zur Deﬁnition von n steht. F¨ ur jedes z < n gibt
es also ein Paar positiver und negativer Beispiele derselben L¨ ange modulo
z, da der minimale konsistente DFA sicherstellen muss, dass nicht beide
Beispiele durch ihre L¨ ange den Zyklus erreichen. Es gilt also
∀z < n ∃(ax,ay) ∈ POS × NEG : x ≡ y (mod z).
F¨ ur nicht-triviale Beispielmengen k¨ onnen wir voraussetzen, dass |POS| +
|NEG| ≤ ` gilt und somit die Anzahl der Paare |POS × NEG| durch `2/4
beschr¨ ankt ist. Um einen Widerspruchsbeweis zu f¨ uhren, nehmen wir nun
an, dass n ≥ `3 gilt. Somit gibt es f¨ ur jedes z < `3 ≤ n ein Paar (ax,ay) ∈
POS × NEG, so dass x ≡ y (mod z) gilt. Wir beschr¨ anken uns f¨ ur unse-
re Absch¨ atzungen auf prime Zyklusl¨ angen z < `3 und setzen q = π(`3 −
571) ≈ `3
3ln` als die Anzahl dieser Primzahlen. Da es h¨ ochstens `2/4 Paa-
re in POS × NEG gibt, folgt aus dem Schubfachprinzip, dass es ein Paar
(ax,ay) ∈ POS × NEG geben muss, so dass 4q/`2 verschiedene Primzah-
len z1,...,z4q/`2 mit x ≡ y (mod zi) f¨ ur jedes 1 ≤ i ≤ 4q/`2 existieren.
Aufgrund der Teilerfremdheit gilt nach Fakt 8 in Abschnitt A.3 x ≡ y
(mod
Q
zi) und aus x 6= y folgt |x − y| ≥
Q
zi > (4q/`2)!.
Daraus folgt, dass es mindestens ein Beispiel ax ∈ POS ∪ NEG mit
logx > log((4q/`2)!) geben muss. Wir wenden Stirlings Approximation auf
4q/`2 ≈ 4`
3ln` an und erhalten logx > ` f¨ ur hinreichend große Werte von `.
Dies widerspricht aber der Deﬁnition von ` =
P
w∈POS∪NEG log|w|. Eine
Gr¨ oße n ≥ `3 f¨ ur einen minimalen konsistenten DFA ist somit unm¨ oglich.
In [17] wird der Algorithmus 1 vorgestellt, der das Ergebnis aus Lem-
ma 12 implementiert und zu gegebenen un¨ aren Beispielmengen einen mini-
malen konsistenten DFA berechnet. Die Laufzeit von Algorithmus 1 wird in
[17] in Abh¨ angigkeit von der Anzahl der Beispiele und der Gr¨ oße des kon-
struierten DFAs analysiert, es bleibt allerdings oﬀen, wie die DFA-Gr¨ oße
abgesch¨ atzt werden kann. Lemma 13 erlaubt es uns nun nachzuweisen, dass
der Algorithmus polynomielle Laufzeit in der Eingabel¨ ange hat.
Algorithmus 1 Un¨ arer minimaler konsistenter DFA
Eingabe: Beispielmengen POS,NEG ⊆ {a}∗.
z := 1;
n := ∞;
while n > z do
if sz(POS,NEG) < n then
n := sz(POS,NEG);
z0 := z;
end if
z := z + 1;
end while
Ausgabe: DFA mit Zyklusl¨ ange z0 und Pfadl¨ ange n − z0, der konsistent
mit den Beispielen aus POS und NEG ist.
Satz 6. Es sei ` = `(POS,NEG) die L¨ ange der Eingabe f¨ ur die Mengen
POS,NEG ⊆ {a}∗. Dann berechnet Algorithmus 1 einen minimalen konsi-
stenten DFA mit n Zust¨ anden f¨ ur POS,NEG in der Zeit O(n · `) = O(`4).
Beweis. Der Algorithmus berechnet die korrekte Gr¨ oße, da er f¨ ur jede Zy-
klusl¨ ange z = 1,2,... die korrekte Automatengr¨ oße berechnet, bis ein DFA
mit n ≤ z Zust¨ anden gefunden wird. Gr¨ oßere Zyklusl¨ angen m¨ ussen nicht
betrachtet werden, da sie zu gr¨ oßeren DFAs als dem bereits gefundenen
f¨ uhren.
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f¨ ur jeden Schleifendurchlauf wird durch die Zeit dominiert, die n¨ otig ist,
sz(POS,NEG) zu bestimmen. Die Berechnung von sz(POS,NEG) gelingt
nach Lemma 12 in O(`) Schritten, indem wir die L¨ ange des l¨ angsten Beispiels
f¨ ur jede Restklasse speichern.
6.3 Un¨ are minimale konsistente NFAs
Als n¨ achstes betrachten wir das Problem des un¨ aren minimalen konsistenten
NFAs: Gegeben sind die Beispielmengen POS,NEG sowie einen Schwellen-
wert k, gibt es einen NFA mit k Zust¨ anden, der alle Beispiele aus POS
akzeptiert und alle Beispiele aus NEG verwirft?
Das folgende Lemma zeigt, dass f¨ ur eine un¨ are Sprache L mit minima-
ler Periode d die Angabe aller klassiﬁzierten Beispiele aus {a}<2d2+d := S
i<2d2+d{ai} garantiert, dass ein minimaler konsistenter NFA genau L ak-
zeptiert.
Wir wissen, dass die Bestimmung der Gr¨ oße eines minimalen NFAs, der
zu einem gegebenen un¨ aren zyklischen DFA ¨ aquivalent ist, nur dann eﬃzi-
ent m¨ oglich ist, falls NP ⊆ DTIME(nO(logn)) gilt [24]. Zusammen mit dem
Ergebnis aus Lemma 14, dass ein minimaler konsistenter NFA bei hinrei-
chender Anzahl an Beispielen aus einer zyklischen Sprache L sogar genau
L akzeptiert und somit ¨ aquivalent zu einem zyklischen DFA f¨ ur L ist, folgt
die Schwere des Problems der exakten Bestimmung eines un¨ aren minimalen
konsistenten NFAs.
Lemma 14. L ⊆ {a}∗ sei eine zyklische Sprache mit minimaler Periode d.
Falls M ein minimaler NFA ist, der konsistent mit POS = L ∩ {a}<2d2+d
und NEG = {a}<2d2+d \ POS ist, dann gilt L(M) = L.
F¨ ur den Beweis des Lemmas ben¨ otigen wir noch ein zahlentheoretisches
Ergebnis.
Fakt 7. F¨ ur a,b ∈ N \ {0} ist die Menge {ma + nb | m ∈ N,n ∈ Z} gleich
der Menge {m · ggT(a,b) | m ∈ Z}.
Beweis. Wir zeigen, dass f¨ ur jedes x gilt: Es gibt genau dann m ∈ N,n ∈ Z
mit x = ma + nb, wenn x ein Vielfaches von ggT(a,b) ist.
”⇒“: Wir k¨ onnen den ggT(a,b) ausklammern und erhalten
x = ggT(a,b) ·

m
a
ggT(a,b)
+ n
b
ggT(a,b)

.
Somit ist x ein ganzzahliges Vielfaches von ggT(a,b).
”⇐“: Nach dem erweiterten Euklidischen Algorithmus gibt es m0 ∈
N,n0 ∈ Z, so dass ggT(a,b) = m0a+n0b gilt. Durch Multipliktion mit x
ggT(a,b)
erhalten die gew¨ unschte Darstellung, falls x ein Vielfaches von ggT(a,b)
ist.
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Beweis zu Lemma 14. A sei ein minimaler NFA mit L(A) = L und |QA|
Zust¨ anden. Oﬀensichtlich ist A dann konsistent mit (POS,NEG) und es gilt
|QA| ≤ d. Um einen Widerspruchsbeweis zu f¨ uhren, nehmen wir also an,
dass es einen NFA M mit |QM| < |QA| Zust¨ anden gibt, der konsistent ist
mit (POS,NEG), aber nicht die Sprache L akzeptiert.
Wir k¨ onnen M in einen ¨ aquivalenten NFA M0 in Chrobak-Normalform
mit h¨ ochstens |QM|2 + |QM| < d2 + d Zust¨ anden im Pfad umwandeln. Der
letzte Zustand des Pfades hat ¨ Uberg¨ ange zu disjunkten deterministischen
Zyklen mit Zyklusl¨ angen c1,...,cm. Die Sprache L(M0) hat eine ultimative
Periode c := kgV(c1,...,cm) und es gilt
Pm
i=1 ci ≤ |QM| < d. F¨ ur jedes
j ≥ d2 + d gilt also aj ∈ L(M0) ⇔ aj+c ∈ L(M0).
Wir zeigen zuerst, dass c < d nicht gelten kann, also die ultimative
Periode von L(M0) mindestens so groß ist, wie die Periode von L. Da L
zyklisch mit minimaler Periode d ist, gibt es f¨ ur jede potenziell kleinere
Periode c ein Zeugenpaar, dass c als Periode ausschließt:
∀c < d ∃i : ai ∈ L ⇔ ai+c 6∈ L.
Aus dieser Aussage alleine k¨ onnen wir noch nicht schließen, dass M0 nicht
konsistent mit den gegebenen Beispielen ist, aber wir k¨ onnen die Wortl¨ ange
i+c auf den durch die Beispielmengen abgedeckten Bereich eingrenzen. Die
Aussage gilt insbesondere f¨ ur ein i0 mit d2 + d ≤ i0 < d2 + 2d: Es gelte
ai ∈ L ⇔ ai+c 6∈ L, dann gilt f¨ ur jedes x ∈ Z mit i + xd ≥ 0 : ai+xd ∈
L ⇔ ai+xd+c 6∈ L. Oﬀensichtlich k¨ onnen wir i0 = i + xd aus dem Intervall
[d2+d,d2+2d−1] w¨ ahlen. Somit kann M0 nicht konsistent mit (POS,NEG)
sein, falls c < d gilt.
Falls c = d gilt, dann folgt L = L(M0) = L(M) im Widerspruch zu
unserer Annahme, dass L(M) 6= L gilt.
Wir nehmen schließlich an, dass c > d gilt. Wir zeigen im n¨ achsten
Absatz, wie wir M0 durch einen kleineren mit (POS,NEG) konsistenten NFA
M00 ersetzen k¨ onnen. Dieser ist im Allgemeinen nicht ¨ aquivalent zu M0 und
wir zeigen, dass M00 eine zyklische Sprache mit Periode d akzeptiert. Deshalb
gibt es einen konsistenten NFA in Chrobak-Normalform, dessen Anfangspfad
nur den Startzustand enth¨ alt und der im Widerspruch zur Annahme weniger
Zust¨ ande als M hat.
F¨ ur jede Zyklusl¨ ange ci der Zyklen von M0 gilt ci ≤ |QM| < d. Da
c = kgV(c1,...,cm) > d gilt, muss es insbesondere in M0 einen Zyklus
Ck mit L¨ ange ck < d geben, so dass ck kein Teiler der Periode d ist. Wir
k¨ onnen annehmen, dass es mindestens einen akzeptierenden Zustand in Ck
gibt. Andernfalls entfernen wir Ck komplett. Da Ck einen akzeptierenden
Zustand hat, gibt es auch eine Wortl¨ ange i mit d2 + d ≤ i < d2 + d + ck,
so dass f¨ ur jedes x ∈ N : ai+xck ∈ L(M0) gilt. Da L d-periodisch ist und M0
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dass mindestens die L¨ ange d2 + d hat, in der Sprache liegen muss:
∀x ∈ N,y ∈ Z : d2 + d ≤ i + xck + yd < 2d2 + d ⇒ ai+xck+yd ∈ L.
Aus Fakt 7 folgt f¨ ur jedes x ∈ N mit i + x · ggT(ck,d) < 2d2 + d, dass
ai+xgcd(ck,d) ∈ L gilt. F¨ ur jedes Wort ai, das einen akzeptierenden Zustand
in Ck erreicht, werden also die W¨ orter aj mit j ≡ i (mod ggT(ck,d)) und
d2+d ≤ j < 2d2+d ebenfalls von M0 akzeptiert. Wir k¨ onnen Ck durch einen
Zyklus der L¨ ange ggT(ck,d) ersetzen und der neue NFA bleibt konsistent mit
(POS,NEG). Durch dieses Verfahren k¨ onnen wir jeden Zyklus, dessen L¨ ange
nicht d teilt durch einen Zyklus mit einer L¨ ange, die d teilt, ersetzen und der
NFA M00 bleibt konsistent mit (POS,NEG). Da M00 die ultimative Periode
d hat und sich auf dem Pfad d-periodisch verh¨ alt, k¨ onnen wir den Pfad ganz
entfernen. Dies widerspricht der Annahme, dass M ein minimaler konsisten-
ter NFA ist, da wir einen NFA mit 1 +
Pm
k=1 ggT(ck,d) <
Pm
k=1 ck ≤ |QM|
Zust¨ anden sowie disjunkten Zyklen und einem Startzustand konstruieren
k¨ onnen, der mit (POS,NEG) konsistent ist und L akzeptiert.
Wir erhalten nun das Resultat ¨ uber die Schwere des Problems des un¨ aren
minimalen konsistenten NFAs. Mit MinNFA-UCL (minimum NFA for a un-
ary cyclic language [24]) bezeichnen wir folgendes Problem: Gegeben sei ein
un¨ arer zyklischer DFA M und eine Zahl k ∈ N in Bin¨ arnotation. Gibt es
einen NFA mit h¨ ochstens k Zust¨ anden, der L(M) akzeptiert? Es ist bekannt,
dass MinNFA-UCL nur dann in P liegt, wenn NP ⊆ DTIME(nO(logn)) gilt.
Satz 7. (a) Es gibt eine Polynomialzeitreduktion von MinNFA-UCL auf das
Problem des un¨ aren minimalen konsistenten NFAs.
(b) Das Problem des un¨ aren minimalen konsistenten NFAs liegt in NP,
aber nicht in P, sofern nicht NP ⊆ DTIME(nO(logn)) gilt.
Beweis. (a) Zu einem gegebenen un¨ aren zyklischen DFA M mit d Zust¨ anden
konstruieren wir POS = L(M)∩{a}<2d2+d und NEG = {a}<2d2+d \POS in
polynomieller Zeit. Gem¨ aß Lemma 14 gibt es einen NFA mit k Zust¨ anden,
der genau dann konsistent mit (POS,NEG) ist, wenn es einen NFA mit k
Zust¨ anden gibt, der L(M) akzeptiert.
(b) Das Problem liegt in NP, da wir einen un¨ aren NFA A mit h¨ ochsten
k Zust¨ anden raten und eﬃzient ¨ uberpr¨ ufen k¨ onnen, ob N konsistent mit
(POS,NEG) ist. Jiang, McDowell und Ravikumar [24] zeigen eine Reduk-
tion vom Problem der Knoten¨ uberdeckung auf MinNFA-UCL, die in Zeit
O(nO(logn)) l¨ auft. Wir f¨ uhren diese Reduktion mit Hilfe von Teil (a) auf
das Konsistenzproblem f¨ ur un¨ are NFAs fort und erhalten das gew¨ unschte
Ergebnis.
Da eine exakte eﬃziente L¨ osung f¨ ur das Problem des un¨ aren minimalen
konsistenten NFAs nicht zu erwarten ist, m¨ ussen wir uns mit einer approxi-
mativen L¨ osung zufrieden geben. Aus Abschnitt 6.1 wissen wir, dass f¨ ur das
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gute eﬃziente approximative L¨ osungen nicht zu erwarten sind. Die Situa-
tion sieht aber f¨ ur das un¨ are Problem des minimalen konsistenten NFAs
bedeutend besser aus. Mit Algorithmus 2 auf Seite 67 haben wir ein Ver-
fahren, das einen konsistenten NFA zu gegebenen Beispielmengen eﬃzient
konstruiert. Dieser NFA hat h¨ ochstens O(opt2) Zust¨ ande, wenn ein minima-
ler konsistenter NFA opt Zust¨ ande hat.
F¨ ur k = 1,2,... konstruiert Algorithmus 2 einen NFA in Chrobak-
Normalform mit k(k +1) Zust¨ anden im Pfad und k Zyklen mit allen m¨ ogli-
chen Zyklusl¨ angen 1,...,k. Der Algorithmus markiert jeden Zustand, der
nicht von einem Beispiel aus NEG erreicht wird, als akzeptierend und pr¨ uft
danach, ob jedes Beispiel aus POS von einem akzeptierenden Zustand ¨ uber-
deckt wird. Ist dies der Fall, gibt der Algorithmus den Automaten M mit
O(k2) Zust¨ anden aus, andernfalls startet die n¨ achste Iteration mit k := k+1.
M ist konsistent mit (POS,NEG), da der Konstruktionsprozess sicherstellt,
dass kein Beispiel aus NEG akzeptiert wird und dass jedes Beispiel aus POS
einen akzeptierenden Zustand erreicht. Wir zeigen, dass kein Automat mit
weniger als k Zust¨ anden konsistent mit (POS,NEG) ist.
Satz 8. Es sei opt die Zahl der Zust¨ ande eines minimalen NFAs, der konsi-
stent mit POS,NEG ⊆ {a}∗ ist und ` = `(POS,NEG) sei die Eingabel¨ ange.
Algorithmus 2 berechnet dann in Zeit O(opt3 ·(|POS| + |NEG|)) = O(`10)
einen NFA M mit O(opt2) Zust¨ anden, der mit (POS,NEG) konsistent ist.
Beweis. Wir zeigen, dass der Algorithmus nach k ≤ opt Iterationen termi-
niert. Somit ist die Zahl der Zust¨ ande von M oﬀensichtlich durch O(opt2)
und die Laufzeit durch O(opt3 ·(|POS| + |NEG|)) beschr¨ ankt, da wir f¨ ur je-
den Zustand q und jedes Beispiel w pr¨ ufen, ob w den Zustand q erreicht.
Aus Lemma 13 folgt O(opt3 ·(|POS| + |NEG|)) = O(`10).
Sei Mopt ein minimaler mit (POS,NEG) konsistenter NFA mit opt Zu-
st¨ anden. Zu Mopt existiert ein NFA M0 in Chrobak Normalform mit h¨ ochs-
tens opt(opt+1) Zust¨ anden im Pfad und Zyklen mit L¨ angen aus {1,...,k}.
In Iteration k = opt konstruieren wir einen NFA M mit opt(opt+1) Zust¨ an-
den im Pfad und allen Zyklusl¨ angen aus {1,...,k}. Das Akzeptanzverhalten
des Automats M0 kann somit durch M nachgebildet werden. Sp¨ atestens in
Iteration k = opt erhalten wir also einen Automaten, der konsistent mit
(POS,NEG) ist.
6.4 Die VC-Dimension und PAC-Algorithmen f¨ ur
un¨ are regul¨ are Sprachen
Die Vapnik Chervonenkis Dimension (VC-Dimension) f¨ uhrt zu einer oberen
Schranke f¨ ur die Anzahl der Beispiele, die von einem erfolgreichen PAC-
Lernalgorithmus ben¨ otigt werden.
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Zust¨ anden akzeptiert werden, k¨ onnen wir die VC-Dimension fast exakt be-
stimmen. Der Nachweis der unteren Schranke verwendet DFAs mit primer
Zyklusl¨ ange, so dass die Anzahl π(n) der Primzahlen der Gr¨ oße h¨ ochstens n
in die Schranke eingeht. Der folgende Satz wurde bereits in [17] vorgestellt.
Satz 9. [17] Es sei Ln ⊂ P({a}∗) die Konzeptklasse der un¨ aren regul¨ aren
Sprachen, die von DFAs mit h¨ ochstens n Zust¨ anden akzeptiert werden. Dann
gilt f¨ ur n ∈ N
n − 1 + blog(π(n) + 1)c ≤ VC(Ln) ≤ n + log(n).
Beweis. Ohne Beschr¨ ankung der Allgemeinheit werde jede Sprache L ∈ Ln
von einem DFA mit genau n Zust¨ anden q0,...qn−1 akzeptiert. Bei DFAs
mit weniger als n Zust¨ anden verl¨ angern wir einfach den Pfad, indem wir den
Zyklus entsprechend weit ”abrollen“. Es gibt h¨ ochstens n · 2n verschiedene
Sprachen in Ln, da es n verschiedene Pfadl¨ angen gibt und 2n M¨ oglichkeiten,
die akzeptierenden Zust¨ ande zu setzen. Die obere Schranke n + logn folgt
aus dem in Abschnitt 5.4 beschriebenen Fakt, dass VC(C) ≤ log(|C|) f¨ ur
endliche Konzeptklassen C gilt.
F¨ ur n ≥ 5 geben wir eine Menge S = S1 ∪S2 mit n−1+blog(π(n)+1)c
Elementen an, die durch Ln zerschmettert wird. Wir zeigen also, dass es
f¨ ur jede Teilmenge s ⊆ S ein Konzept L ∈ Ln gibt, welches durch einen
DFA mit n Zust¨ anden dargestellt wird, so dass s = L ∩ S gilt. Wir setzen
einfach S1 = {a0,...,an−3}. F¨ ur S2 w¨ ahlen wir u = b1 + log(π(n) + 1)c
W¨ orter w1,...,wu, die wir mit Hilfe des chinesischen Restsatzes, Fakt 8 in
Abschnitt A.3, konstruieren.
Die Teilmengen s ⊆ S2 stellen wir durch ihre Inzidenzvektoren aus
{0,1}u dar. Wir w¨ ahlen r := 2u−1 − 1 Inzidenzvektoren s1,...,sr so aus,
dass sich alle nichtleeren Teilmengen von S2 darstellen lassen, die nicht w1
enthalten. Die Menge der Vektoren ist somit ({0} × {0,1}u−1) \ {0}u und
hat die M¨ achtigkeit r = 2u−1 −1 = 2blog(π(n)+1)c −1 ≤ π(n). Wir nutzen die
ersten r Primzahlen p1,...,pr als m¨ ogliche Zyklusl¨ angen der un¨ aren DFAs
mit n Zust¨ anden und deﬁnieren eine Kodierung µ : N → Nr durch
µ(k) = (k − n + 2 mod p1,...,k − n + 2 mod pr).
F¨ ur einen Wert k ≥ n, dessen Kodierung nur Komponenten aus {0,1} hat,
also µ(k) ∈ {0,1}r, erreicht das Wort ak wie in Abbildung 6.1 dargestellt
entweder den letzten oder vorletzten Zustand qn−1 oder qn−2 eines un¨ aren
DFAs mit n Zust¨ anden und Zyklusl¨ ange pi f¨ ur ein beliebiges 1 ≤ i ≤ r.
Die Inzidenzvektoren s1,...,sr ∈ ({0}×{0,1}u−1)\{0}u seien als Spalten
einer Matrix (mj,i)1≤j≤u,1≤i≤r angeordnet. Die u paarweise verschiedenen
Zeilen der Matrix (mj,i) fassen wir jetzt als Kodierung der W¨ orter wj f¨ ur
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an−2+m·pi an−1+m·pi
Abbildung 6.1: Un¨ arer DFA mit n Zust¨ anden und Zyklusl¨ ange pi
1 ≤ j ≤ u auf, die die Menge S2 = {w1,...,wu} bilden. F¨ ur 1 ≤ j ≤ u
setzen wir also wj = ak mit
n ≤ k < n +
Y
i
pi ∧ µ(k) = (mj,1,mj,2,...,mj,r).
Da jeder der Vektoren s1,...,sr einen 0-Eintrag an erster Stelle hat, ist das
Wort w1 = ak mit µ(k) = 0r.
wj |wj| − 3 mod 2 |wj| − 3 mod 3 |wj| − 3 mod 5
a33 0 0 0
a19 0 1 1
a24 1 0 1
Tabelle 6.1: Die Matrix zur Bestimmung der Menge S2 f¨ ur n = 5
Um eine beliebige Teilmenge ∅ 6= s ⊂ S2 zu zerschmettern, betrachten
wir den Inzidenzvektor v(s) von s. Falls w1 6∈ s gilt, dann kommt v(s) als
Spaltenvektor si∗ f¨ ur ein 1 ≤ i∗ ≤ r vor. Andernfalls gibt es ein i∗, so
dass f¨ ur die negierte Version v(S2 \ s) = si∗ gilt. Wir w¨ ahlen M als un¨ aren
DFA mit n Zust¨ anden und Zyklusl¨ ange pi∗. F¨ ur w1 6∈ s w¨ ahlen wir qn−1
akzeptierend und qn−2 verwerfend, beziehungsweise f¨ ur w1 ∈ s w¨ ahlen wir
qn−1 verwerfend und qn−2 akzeptierend. Somit gilt s = L(M)∩S2 als direkte
Konsequenz der Konstruktion von S2. Um ∅ zu akzeptieren, setzen wir alle
Zust¨ ande verwerfend und f¨ ur s = S2 setzen wir qn−1 und qn−2 akzeptierend.
F¨ ur beliebige Teilmengen s ⊆ S = S1∪S2 stellen wir f¨ ur den DFA M mit
n Zust¨ anden zun¨ achst durch die Wahl der Zyklusl¨ ange und des Akzeptanz-
verhaltens von qn−1 und qn−2 wie eben beschrieben das richtige Verhalten
f¨ ur W¨ orter aus S2 sicher. Außerdem setzen wir das Akzeptanzverhalten der
Zust¨ ande q0,...,qn−3 so, dass M auch die W¨ orter aus S1 = {a0,...,an−3}
richtig klassiﬁziert. Somit gilt s = L(M) ∩ S.
Die Gr¨ oße von S = S1∪S2 ist n−2+u = n−1+blog(π(n)+1)c und ist eine
untere Schranke f¨ ur VC(Ln). F¨ ur n < 5 wird S = {0,1,...,n − 1} bereits
durch das Setzen des Akzeptanzverhaltens eines DFAs mit n Zust¨ anden und
beliebiger Zyklusl¨ ange zerschmettert.
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Schranke f¨ ur die VC-Dimension nur um einen additiven Term der Gr¨ oßen-
ordnung O(loglnn).
Abbildung 6.2 zeigt eine Familie von DFAs mit 5 Zust¨ anden und primen
Zyklusl¨ angen 2,3,5, die S = {a0,a1,a2,a19,a24,a33} zerschmettert. Die Ab-
bildung zeigt auch, welche Zust¨ ande die W¨ orter erreichen. Die zugeh¨ origen
Kodierungen sind µ(33) = (0,0,0), µ(19) = (0,1,1), µ(24) = (1,0,1).
q0 q1 q2 q3 q4
a0 a1 a2 a24,a33 a19
q0 q1 q2 q3 q4
a0 a1 a2 a19,a24 a33
q0 q1 q2 q3 q4
a0 a1 a2 a19,a33 a24
Abbildung 6.2: Eine Familie von DFAs mit 5 Zust¨ anden, die S =
{a0,a1,a2,a19,a24,a33} zerschmettert
Die VC-Dimension liefert gem¨ aß Fakt 6 eine obere Schranke f¨ ur die An-
zahl der Beispiele, die ben¨ otigt werden, um einen Algorithmus f¨ ur das Konsi-
stenzproblem als PAC-Algorithmus zu verwenden. Wir erhalten das folgende
Korollar
Korollar 3. Ln sei die Klasse aller un¨ aren regul¨ aren Sprachen, die von
DFAs mit h¨ ochstens n Zust¨ anden akzeptiert werden. Dann ist (Ln)n mit
Θ(1
 log 1
δ +
n+logn
 log 1
) Beispielen eﬃzient PAC-lernbar.
Beweis. Algorithmus 1 berechnet eﬃzient eine minimale konsistente Hypo-
these f¨ ur gegebenen Beispiele. Die VC-Dimension von Ln ist h¨ ochstens n +
logn. Somit ist Algorithmus 1 gem¨ aß Fakt 6 ein eﬃzienter PAC-Algorithmus,
wenn er Θ(1
 log 1
δ +
n+logn
 log 1
) Beispiele anfordert.
Betrachten wir die parametrisierte Konzeptklasse Nn der un¨ aren re-
gul¨ aren Sprachen, die von NFAs mit h¨ ochstens n Zust¨ anden akzeptiert wer-
den, dann ergibt sich aus der Schwere des Problems des un¨ aren minimalen
konsistenten NFAs, dass vermutlich keine eﬃzienten PAC-Algorithmen exi-
stieren, die Nn lernen, wenn nur Hypothesen aus Nn verwendet werden.
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mit O(n2) Zust¨ anden zugelassen sind. Mit QRP bezeichnen wir die Klas-
se aller Sprachen, die von randomisierten Turingmaschinen mit einseitigem
Fehler in Quasipolynomialzeit nO(logn) akzeptiert werden k¨ onnen.
Korollar 4. Nn sei die Klasse der un¨ aren regul¨ aren Sprachen, die von NFAs
mit h¨ ochstens n Zust¨ anden akzeptiert werden. Dann ist (Nn)n nicht eﬃzi-
ent PAC-lernbar, wenn Hypothesen aus Nn f¨ ur Konzepte aus Nn benutzt
werden und NP 6⊆ QRP gilt. Andererseits ist (Nn)n eﬃzient PAC-lernbar,
wenn Hypothesen aus NO(n2) f¨ ur Konzepte aus Nn verwandt werden und
Θ(1
 log 1
δ +
n2 logn
 log 1
) Beispiele angefordert werden.
Beweis. Aus Satz 7 folgt, dass das Konsistenzproblem nicht zu QRP geh¨ ort,
falls nicht NP ⊆ QRP gilt. Wenn das Problem der minimalen konsistenten
Hypothese nicht in QRP liegt, kann gem¨ aß Fakt 5 auch (Nn)n nicht in Qua-
sipolynomialzeit PAC-lernbar sein, wenn Hypothesen aus Nn f¨ ur Konzepte
aus Nn verwendet werden.
Das positive Ergebnis erhalten wir wie in Korollar 3 durch die eﬃziente
Bestimmung eines approximativ minimalen konsistenten NFAs mittels Al-
gorithmus 2 und der Absch¨ atzung VC(NO(n2)) ≤ log|NO(n2)| = O(n2 logn)
f¨ ur hinreichend großes n: Die Anzahl der Sprachen, die durch un¨ are NFAs
mit k Zust¨ anden akzeptiert werden, ist h¨ ochstens kk f¨ ur gen¨ ugend großes k
[8].
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1: Eingabe: Beispielmengen POS,NEG ⊆ {a}∗.
2: k := 0;
3: repeat
4: k := k + 1;
5: Konsistent[M]:= true;
6: /*Konstruiere den NFA M in Chrobak-Normalform wie folgt.*/
7: Es sei p ein Pfad mit k(k+1) der konsistent mit (POS,NEG) ist f¨ ur
Beispiele der L¨ ange < k(k + 1).
8: for i := 1 to k do
9: Ci sei ein Zyklus mit i Zust¨ anden, der durch einen ¨ Ubergang vom
letzten Zustand des Pfades p erreicht wird.
10: Initialisiere jeden Zustand von Ci als akzeptierend.
11: end for
12: for all aj ∈ NEG ∧ j ≥ k(k + 1) do
13: for i := 1 to k do
14: Deﬁniere den Zustand in Ci, der durch aj erreicht wird als
verwerfend.
15: end for
16: end for
17: /*Zu diesem Zeitpunkt akzeptiert der NFA so viele W¨ orter der L¨ ange
≥ k(k + 1) wie m¨ oglich, ohne der Klassiﬁzierung durch NEG zu wider-
sprechen. Wir pr¨ ufen nun, ob auch jedes Wort in POS von irgendeinem
akzeptierenden Zustand in einem der Zyklen abgedeckt wird.*/
18: for all aj ∈ P ∧ j ≥ k(k + 1) do
19: Abgedeckt[j]:=false;
20: for i := 1 to k do
21: if Der Zustand in Ci, der von aj erreicht wird, ist akzeptierend
then
22: Abgedeckt[j]:=true;
23: end if
24: end for
25: if ¬ Abgedeckt[j] then
26: /*Ist ein einziges Beispiel aus POS nicht abgedeckt, so ist M
nicht konsistent.*/
27: Konsistent[M]:=false;
28: end if
29: end for
30: until Konsistent[M]
31: Gib NFA M mit k(k + 1) + k(k + 1)/2 Zust¨ anden aus, der konsistent
mit (POS,NEG) ist.
67Kapitel 7
Lernen un¨ arer zyklischer
DFAs mit ¨ Aquivalenzfragen
Wir besch¨ aftigen uns nun mit dem Modell des Lernens mit Hilfe von ¨ Aqui-
valenzfragen. In diesem Modell stellt der Lernende eine Hypothese aus der
Hypothesenklasse auf und bittet um Bewertung. Ein Orakel best¨ atigt ent-
weder die Korrektheit der Hypothese oder gibt ein Gegenbeispiel aus der
symmetrischen Diﬀerenz.
F¨ ur den Fall der un¨ aren zyklischen DFAs zeigen wir in Satz 10 aus [17],
dass Θ( n2
lnn) Gegenbeispiele n¨ otig und hinreichend sind, wenn wir Konzept-
klasse und Hypothesenklasse auf Zyklen mit p ≤ n Zust¨ anden f¨ ur eine Prim-
zahl p einschr¨ anken. Satz 11 zeigt, dass die Zahl der ben¨ otigten ¨ Aquivalenz-
fragen abnimmt, wenn wir gr¨ oßere DFAs mit nicht-primen Zyklusl¨ angen als
Hypothesen zulassen. Welchen Einﬂuss eine solche Vergr¨ oßerung der Hypo-
thesenklasse hat, ließ Herrmann in [17] noch oﬀen.
Satz 10. [17] Es sei Cn = Hn die Menge der un¨ aren zyklischen DFAs mit
p ≤ n Zust¨ anden f¨ ur eine Primzahl p.
(a) Es gibt einen Lernalgorithmus, der DFAs aus Hn als Hypothesen
erzeugt und h¨ ochstens O( n2
lnn) Gegenbeispiele ben¨ otigt, um ein Konzept L(C)
f¨ ur C ∈ Cn zu lernen.
(b) F¨ ur jeden Lernalgorithmus, der DFAs aus Hn als Hypothesen erzeugt,
gibt es ein Orakel mit dazugeh¨ origem Konzept L(C) f¨ ur C ∈ Cn, so dass der
Algorithmus mindestens Ω( n2
lnn) Gegenbeispiele ben¨ otigt, um L(C) zu lernen.
Beweis. (a) Unser Algorithmus geht wie folgt vor. F¨ ur jede prime Zyklus-
l¨ ange p ≤ n erzeugt der Algorithmus zyklische DFAs mit p Zust¨ anden und
ben¨ otigt h¨ ochstens p Gegenbeispiele, um zu erkennen, dass kein zyklischer
DFA mit p Zust¨ anden das Konzept L(C) akzeptieren kann: Der Algorithmus
erzeugt zun¨ achst einen DFA f¨ ur die leere Sprache, indem kein Zustand als
akzeptierend markiert wird. Wenn das Orakel ein positives Gegenbeispiel
ax ∈ L(C) zur¨ uckgibt, passt der Algorithmus die Hypothese so an, dass alle
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Zustand zu der Menge der akzeptierenden Zust¨ ande hinzu und legt die neue
Hypothese wiederum dem Orakel vor. Solange das Orakel nur mit positiven
Gegenbeispielen ax0
∈ L(C) antwortet, f¨ ugt der Algorithmus akzeptierende
Zust¨ ande hinzu. Erh¨ alt der Algorithmus sein erstes negatives Gegenbeispiel
ax 6∈ L(C) schließt er daraus, dass p nicht die richtige Zyklusl¨ ange ist, da der
akzeptierende Zustand, in dem ax landet, durch ein positives Gegenbeispiel
ax ∈ L(C) mit x ≡ x (mod p) erzwungen wurde. Der Algorithmus wechselt
zur n¨ achsten Primzahl und wiederholt sein Vorgehen bis das Orakel die
Korrektheit der Hypothese bescheinigt.
Die Gesamtzahl der Gegenbeispiele ist somit durch
P
p≤n,p prim p be-
schr¨ ankt. F¨ ur die i-te Primzahl pi gilt gem¨ aß Abschnitt A.3.1 ilni ≤ pi ≤
2ilni f¨ ur i ≥ 3 und die Anzahl der Primzahlen, ¨ uber die wir summieren ist
π(n) ≈ n/lnn. Wir erhalten als obere Schranke f¨ ur die Zahl der Gegenbei-
spiele
π(n) X
i=1
pi ≤ 2
π(n) X
i=1
ilni ≈ 2
Z n
ln n
1
xlnxdx = O

n2
lnn

.
(b) Wir beschreiben eine Orakelstrategie, um einen beliebigen Lernalgo-
rithmus zu zwingen, Ω( n2
lnn) ¨ Aquivalenzfragen zu stellen. Das Orakel spei-
chert f¨ ur jede Primzahl p ≤ n eine Liste der Restklassen (mod p), die
best¨ atigt wurden. Wir nennen eine Restklasse mit Repr¨ asentanten y best¨ a-
tigt f¨ ur eine Primzahl p, falls das Orakel ein Gegenbeispiel ax mit x ≡ y
(mod p) vorgelegt hat. Beachte, dass ein Gegenbeispiel f¨ ur jede Primzahl
eine Restklasse best¨ atigt. Wir nennen eine Primzahl vollst¨ andig best¨ atigt,
wenn jede ihrer Restklassen best¨ atigt ist. Wir gehen davon aus, dass das Ora-
kel von vornherein die Beispiele a0 6∈ L(C) und a ∈ L(C) angibt und somit
die Restklassen mit Repr¨ asentanten 0 und 1 f¨ ur alle Primzahlen best¨ atigt.
Das Orakel antwortet generell mit alten Gegenbeispielen, falls es eine
Hypothese beurteilen soll, die zu den bisherigen Gegenbeispielen inkonsistent
ist. Wir k¨ onnen also annehmen, dass das Orakel nur konsistente Hypothesen
zur Begutachtung erh¨ alt.
F¨ ur eine Hypothese mit primer Zyklusl¨ ange p∗ kann das Orakel mit Hilfe
des chinesischen Restsatzes ein Gegenbeispiel wie folgt konstruieren, dass nur
eine neue Restklasse (mod p∗) best¨ atigt, aber f¨ ur alle anderen Primzahlen
nur die bereits best¨ atigten Reste 0 und 1 liefert. F¨ ur einen zyklischen DFA
D mit Zyklusl¨ ange p∗, die noch nicht vollst¨ andig best¨ atigt wurde, w¨ ahlt
das Orakel einen noch nicht best¨ atigten Rest r (mod p∗). Falls ar ∈ L(D)
gilt, dann antwortet das Orakel mit ar0
6∈ L(C), wobei r0 ≡ r (mod p∗)
und r0 ≡ 0 (mod p) f¨ ur jede Primzahl p 6= p∗, p ≤ n gilt. Falls ar 6∈ L(D)
gilt, dann antwortet das Orakel entsprechend mit ar0
∈ L(C), wobei r0 ≡ r
(mod p∗) und r0 ≡ 1 (mod p) f¨ ur jede Primzahl p 6= p∗ gilt.
Ist p∗ bereits vollst¨ andig best¨ atigt und D konsistent mit den bisherigen
Gegenbeispielen, dann gibt das Orakel das Gegenbeispiel ar ∈ L(C) mit
69r ≡ 0 (mod p∗) und r ≡ 1 (mod p) f¨ ur jede Primzahl p 6= p∗. Somit kann
kein DFA mit Zyklusl¨ ange p∗ mit den gegebenen Gegenbeispielen konsistent
sein.
Das Orakel best¨ atigt schließlich die Korrektheit der Hypothese L(D),
wenn jede Primzahl vollst¨ andig best¨ atigt ist und der zu beurteilende DFA D
konsistent mit den bisherigen Beispielen ist. (Ein konsistenter DFA D kann
so gew¨ ahlt werden, dass er als Zyklusl¨ ange p∗ die letzte vollst¨ andig best¨ atigte
Primzahl hat und die akzeptierenden Zust¨ ande gem¨ aß den Gegenbeispielen
der Best¨ atigungen f¨ ur die Primzahl p∗ gesetzt sind.) Der Lernalgorithmus
ben¨ otigt somit stets
π(n) X
i=1
(pi − 1) ≥
Z n
ln n
1
xlnxdx = Ω

n2
lnn

Gegenbeispiele.
Die Situation ¨ andert sich, wenn wir Hypothesen mit nicht-primen Zy-
klusl¨ angen, die gr¨ oßer als n sind, zulassen. Insbesondere ben¨ otigen wir nur
O(n) Gegenbeispiele, wenn wir zyklische DFAs mit n! Zust¨ anden zulassen.
F¨ ur die obere Schranke der Zahl der Gegenbeispiele erlauben wir als Kon-
zeptklasse Sprachen, die von zyklischen DFAs mit beliebiger Zyklusl¨ ange
≤ n akzeptiert werden, w¨ ahrend wir uns f¨ ur die untere Schranke auf Orakel
beschr¨ anken, die nur prime Zyklusl¨ angen f¨ ur die Konzepte verwenden.
Satz 11. Es sei Cn die Menge der un¨ aren zyklischen DFAs mit h¨ ochstens
n Zust¨ anden und C∗
n ⊂ Cn enthalte nur DFAs mit primer Zyklusl¨ ange. Hn,d
sei die Menge der un¨ aren zyklischen DFAs mit h¨ ochstens nd Zust¨ anden f¨ ur
d ≤ n.
(a) Es gibt einen Lernalgorithmus, der DFAs aus Hn,d als Hypothesen
erzeugt und h¨ ochstens O(n2
d ) Gegenbeispiele ben¨ otigt, um ein Konzept L(C)
f¨ ur C ∈ Cn zu lernen.
(b) F¨ ur jeden Lernalgorithmus, der DFAs aus Hn,d als Hypothesen er-
zeugt, gibt es ein Orakel mit dazugeh¨ origem Konzept L(C) f¨ ur C ∈ C∗
n,
so dass der Algorithmus mindestens Ω( n2·lnd
d·(lnn)2) Gegenbeispiele ben¨ otigt, um
L(C) zu lernen.
Beweis. (a) Unser Algorithmus teilt die Faktoren der Fakult¨ at n! in dn
de
Bl¨ ocke, die bis auf den letzten Block jeweils d Faktoren haben. Konkret
setzen wir ni =
(d·i)!
(d·(i−1))! f¨ ur i < dn
de und nd n
de = n!
(d·(d n
de−1))!. F¨ ur jeden
Block gilt oﬀensichtlich ni ≤ nd.1 Der Einfachheit halber nennen wir d·(i−
1) +1,...,d ·i die Faktoren von ni, beziehungsweise d ·(dn
d −1e) +1,...,n
die Faktoren von nd n
de.
1Wir k¨ onnen die Faktoren besser auf die Bl¨ ocke verteilen, um etwas weniger Bl¨ ocke mit
ausgeglichener Gr¨ oße zu erhalten, aber das ¨ andert nichts am asymptotischen Verhalten.
70Der Algorithmus betrachtet jeden Block ni f¨ ur i = 1,...,dn
de einzeln
und konstruiert so lange Hypothesen der Zyklusl¨ ange ni, bis er jeden Faktor
von ni als Zyklusl¨ angen des Konzepts ausschließen kann. Wir zeigen, wie der
Algorithmus alle Faktoren von ni als potenzielle Zyklusl¨ ange des Konzepts
C mit ki +d Gegenbeispielen ausschließen kann, wobei ki der gr¨ oßte Faktor
von ni ist.
F¨ ur jeden Faktor z von ni speichert der Algorithmus f¨ ur jede Restklasse
modulo z, ob der entsprechende Zustand in einem zyklischen DFA mit z
Zust¨ anden akzeptierend sein soll oder unbestimmt ist. Wenn der Lernalgo-
rithmus ein positives Gegenbeispiel ax erh¨ alt, dann markiert sich der Algo-
rithmus die Restklasse x (mod z) als akzeptierend f¨ ur alle Faktoren z von ni.
Erh¨ alt der Algorithmus ein negatives Gegenbeispiel ax 6∈ L(C), dann kann
er bereits die Faktoren z als Zyklusl¨ angen ausschließen, f¨ ur die x (mod z)
als akzeptierend markiert wurde.
Der erste DFA, den der Lernalgorithmus als Hypothese konstruiert, ak-
zeptiert die leere Sprache. Von da ab konstruiert der Algorithmus f¨ ur i =
1,...,dn
de zyklische DFAs mit ni Zust¨ anden als Hypothesen. Ein Zustand
f¨ ur eine Restklasse x0 (mod ni) in diesem DFA, der von einem Wort ax0
erreicht wird, ist genau dann akzeptierend, wenn es einen noch nicht als
Zyklusl¨ ange ausgeschlossenen Faktor z von ni gibt, f¨ ur den die Restklasse
x0 (mod z) als akzeptierend markiert ist.
Um die Anzahl der Gegenbeispiele abzusch¨ atzen, die ben¨ otigt werden,
um alle Faktoren von ni als Zyklusl¨ angen auszuschließen, betrachten wir die
Konsequenzen, die jedes Gegenbeispiel nach sich zieht: Erh¨ alt der Lernal-
gorithmus ein positives Gegenbeispiel, wird genau eine Restklasse f¨ ur jeden
Faktor als akzeptierend markiert. Jedes negative Gegenbeispiel f¨ uhrt zum
Ausschluss eines Faktors als potenzielle Zyklusl¨ ange. F¨ ur Block ni ben¨ otigt
der Algorithmus h¨ ochstens ki + d Gegenbeispiele, wobei ki der gr¨ oßte Fak-
tor von ni ist und somit die Anzahl der Restklassen des gr¨ oßten Faktors,
w¨ ahrend d eine obere Schranke f¨ ur die Anzahl der Faktoren von ni ist. Der
Algorithmus ben¨ otigt also insgesamt h¨ ochstens
d n
de X
i=1
(ki + d) ≤ d
n
d
e · (n + d) = O(
n2
d
)
Gegenbeispiele.
(b) Wie im Beweis von Satz 10 (b) speichert das Orakel ein Liste der
best¨ atigten Restklassen f¨ ur jede Primzahl p ≤ n. Die Best¨ atigung ist dabei
genau so deﬁniert wie in diesem Beweis.
Wir nehmen zun¨ achst an, dass der Lernalgorithmus nur DFAs mit Zy-
klusl¨ angen konstruiert, die sich als Produkt von s Primzahlen ergeben. Wir
zeigen sp¨ ater, wie wir s und d miteinander in Verbindung bringen und wie
wir mit zusammengesetzten Zyklusl¨ angen mit Primpotenzen als Faktoren
umgehen.
71Das Orakel best¨ atigt 0 und 1 f¨ ur jede Primzahl. Danach best¨ atigt das
Orakel h¨ ochstens s neue Restklassen f¨ ur jeden DFA, den es als Hypothese
erh¨ alt.
D sei nun ein zyklischer DFA, der mit den vorangegangenen Beispielen
konsistent ist und Zyklusl¨ ange z hat, die das Produkt der Faktoren pi1 ···pis
ist. F ⊆ {ij|j = 1,...,s} sei die Menge der Indizes der vollst¨ andig best¨ atig-
ten Primzahlen und N = {ij|j = 1,...,s}\F sei die Menge der Indizes der
Primteiler von z, die nicht best¨ atigte Restklassen haben – F kann auch leer
sein. Das Orakel w¨ ahlt eine noch nicht best¨ atigte Restklasse rij (mod pij)
f¨ ur jeden Index ij ∈ N und berechnet ein x mit x ≡ rij (mod pij) f¨ ur jedes
ij ∈ N und x ≡ 0 (mod pij) f¨ ur jedes ij ∈ F.2
Falls ax ∈ L(D) gilt, dann berechnet das Orakel ein x0, so dass x0 ≡ x
(mod z) und x0 ≡ 0 (mod p) f¨ ur jede Primzahl p ≤ n gilt, die z nicht teilt.
Das Orakel gibt das Gegenbeispiel ax0
6∈ L(C). Entsprechend berechnet das
Orakel f¨ ur ax 6∈ L(D) ein x0, so dass x0 ≡ x (mod z) und x0 ≡ 1 (mod p)
f¨ ur jede Primzahl p ≤ n gilt, die z nicht teilt, und antwortet mit dem
Gegenbeispiel ax0
∈ L(C).
Wiederum best¨ atigt das Orakel die Korrektheit einer Hypothese, die
durch einen DFA D dargestellt wird, erst dann, wenn alle Primzahlen voll-
st¨ andig best¨ atigt sind und wenn D ∈ H konsistent mit den gegebenen Bei-
spielen ist. Auch hier ist es stets m¨ oglich, einen solchen konsistenten DFA zu
konstruieren, da seine Zyklusl¨ ange als eine der Primzahlen p gew¨ ahlt werden
kann, die erst im letzten Schritt vollst¨ andig best¨ atigt wurden, und die ak-
zeptierenden Zust¨ ande entsprechend der best¨ atigenden Beispiele (mod p)
gew¨ ahlt werden k¨ onnen.
Um die Anzahl der ben¨ otigten Gegenbeispiele abzusch¨ atzen, beobachten
wir zun¨ achst, dass die Zahl der nicht best¨ atigten Restklassen zu Beginn
Ω( n2
lnn) ist und dass das Orakel f¨ ur jeden zu beurteilenden DFA h¨ ochstens s
Restklassen best¨ atigt. Insgesamt werden also Ω( n2
s·lnn) Gegenbeispiele ben¨ o-
tigt.
Wir sch¨ atzen nun die Zahl s der verschiedenen Primfaktoren f¨ ur Zahlen
der Gr¨ oße h¨ ochstens nd ab. Das Produkt
Qs
i=1 pi ist die kleinste Zahl mit s
verschiedenen Primfaktoren. Wir k¨ onnen diese Zahl nach unten absch¨ atzen
durch
s Y
i=1
pi ≥
s Y
i=1
ilni ≥
s Y
i= s
2
s
2
ln
s
2
≥
s
2
 s
2 .
Wir zeigen, dass daraus s ≤ 2dlnn
lnd folgt, falls der gr¨ oßte zul¨ assige DFA aus
nd Zust¨ anden besteht. Um dies zu beweisen, nehmen wir an, dass s > 2dlnn
lnd
2Die Wahl der Restklasse f¨ ur die vollst¨ andig best¨ atigten Primzahlen spielt eigentlich
keine Rolle, der Einfachheit halber setzen wir sie auf 0.
72gilt. Dann folgt
s
2
ln
s
2
>
dlnn
lnd
· ln

dlnn
lnd

≥
dlnn
lnd
·

lnd + ln

lnn
lnd

≥ dlnn
f¨ ur d ≤ n und somit
Qs
i=1 pi ≥
 s
2
 s
2 = e
s
2 ln s
2 > nd, was der oberen Schranke
f¨ ur die Zyklusl¨ ange widerspricht. Die Anzahl der Gegenbeispiele ist somit
mindestens Ω

n2
s·lnn

≥ Ω

n2 lnd
d(lnn)2

.
Wenn der Lernalgorithmus einen DFA als Hypothese konstruiert, dessen
Zyklusl¨ ange durch eine Primpotenz pα f¨ ur 1 < α ∈ N teilbar ist, k¨ onnen wir
diesen DFA einfach so behandeln, als ob nur der Primfaktor p1 vorl¨ age.
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Oﬀene Fragen
Unsere Nicht-Approximierbarkeitsergebnisse bei gegebenem DFA basieren
auf der Annahme der Existenz von Pseudozufallsfunktionen in NC1 bezie-
hungsweise LogSPACE. Welche Approximationsfaktoren lassen sich unter
einer schw¨ acheren Annahme wie P 6= NP ausschließen? Gruber und Holzer
[16] bereiten eine Arbeit vor, die zeigt, dass unter der Annahme P 6= NP
f¨ ur jedes ε > 0 eﬃziente Approximationen mit Approximationsfaktor n
1
2−ε
f¨ ur die Bestimmung der Anzahl der Zust¨ ande eines minimalen ¨ aquivalen-
ten NFAs zu gegebenem DFA mit n Zust¨ anden ausgeschlossen sind. F¨ ur die
Minimierung der ¨ Uberg¨ ange schließen sie unter derselben Annahme n
1
3−ε
aus.
F¨ ur die Nicht-Approximierbarkeit bei gegebenem DFA mit n Zust¨ anden
konnten wir in Korollar 1 nur einen Approximationsfaktor
√
n
poly(logn) aus-
schließen, wenn wir ¨ aquivalente NFAs mit wenig Zust¨ anden fordern. Wir
haben im Anschluss an Korollar 1 gezeigt, dass NFAs, die m-stellige boo-
lesche Funktionen berechnen, mit O(
√
2m) Zust¨ anden auskommen. Gibt es
andere Ans¨ atze, durch die eﬃziente Approximationsalgorithmen zu gr¨ oßeren
Approximationsfaktoren als
√
n gezwungen werden?
Welche Komplexit¨ at hat die approximative Minimierung, wenn wir NFAs
mit beschr¨ anktem Nichtdeterminismus oder eindeutige NFAs als Eingabe
der Approximation betrachten? Ebenso stellt sich die Frage nach der Ap-
proximationskomplexit¨ at bei eingeschr¨ anktem Nichtdeterminismus f¨ ur die
Ausgabe. In [25] weisen Jiang und Ravikumar nach, dass die Bestimmung
der Anzahl der Zust¨ ande eines minimalen eindeutigen NFAs zu einem ge-
gebenen eindeutigen NFA NP-vollst¨ andig ist. Malcher zeigt in [28], dass
auch die Minimierung von endlichen Automaten mit DFA Struktur, bei de-
nen nichtdeterministisch einer von konstant vielen Startzust¨ anden gew¨ ahlt
werden darf, ebenso wie die Minimierung von NFAs, die bei jeder akzeptie-
renden Berechnung nur eine konstante Anzahl von nichtdeterministischen
Entscheidungen treﬀen, NP-vollst¨ andig ist.
In Satz 7 zeigen wir, dass das Problem des minimalen un¨ aren konsisten-
74ten NFAs unter der Annahme NP 6⊆ DTIME(nO(logn)) nicht eﬃzient l¨ osbar
ist, allerdings k¨ onnen mit Algorithmus 2 konsistente NFAs mit O(opt2)
Zust¨ anden eﬃzient gefunden werden. Welche untere Schranken kann man
f¨ ur die Approximationskomplexit¨ at dieses Problems angeben?
Beim Lernen un¨ arer regul¨ arer Sprachen mit ¨ Aquivalenzfragen f¨ allt auf,
dass das Orakel f¨ ur Satz 10 (b) Gegenbeispiele mit L¨ ange 2Θ(n) f¨ ur das Ler-
nen zyklischer DFAs mit h¨ ochstens n Zust¨ anden und primer Zyklusl¨ ange
verwendet. Da es sich um un¨ are Gegenbeispiele handelt, k¨ onnen diese mit
Θ(n) Bits dargestellt werden und die Auswerung des Akzeptanzverhaltens
eines zyklischen DFAs auf dem Beispiel ist durch die modulo-Rechnung ef-
ﬁzient m¨ oglich. Dennoch stellt sich beispielsweise die Frage, ob es zu jeder
zyklischen un¨ aren Sprache ein ”gutm¨ utiges“ Orakel gibt, welches nur Ge-
genbeispiele polynomieller L¨ ange ausgibt und falls dies der Fall ist, gibt es
dann Lernalgorithmen, die weniger Gegenbeispiele ben¨ otigen als in Satz 10
angegeben?
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Mathematische Grundlagen,
Notationen und Deﬁnitionen
A.1 Notationen
N Die nat¨ urlichen Zahlen N = {0,1,2,...}.
Z Die ganzen Zahlen Z = {0,1,−1,2,−2,...}.
A ⊆ B A ist Teilmenge von B.
A ⊂ B A ist echte Teilmenge von B.
P(B) Die Potenzmenge von B: P(B) = {A | A ⊆ B}.
ggT(m,n) Gr¨ oßter gemeinsamer Teiler von m und n.
kgV(m,n) Kleinstes gemeinsames Vielfaches von m und n.
logn Der Logarithmus zur Basis 2 von n.
lnn Der nat¨ urliche Logarithmus von n.
log(i) n Der i-fach angewandte Logarithmus von n: log(0) n = n und
log(i) n = log(log(i−1) n).
log∗ n Der iterierte Logarithmus zur Basis 2 von n:
log∗ n = min{i ≥ 0 | log(i) n ≤ 1}.
π(n) Die Anzahl der Primzahlen ≤ n, siehe Abschnitt A.3.1.
A.1.1 Asymptotische Notationen
F¨ ur Funktionen f,g : N → N schreiben wir
f(n) = O(g(n)) ⇐⇒ ∃c > 0,n0 ∈ N, ∀n ≥ n0 : f(n) ≤ c · g(n),
f(n) = Ω(g(n)) ⇐⇒ g(n) = O(f(n)),
f(n) = Θ(g(n)) ⇐⇒ f(n) = O(g(n)) ∧ f(n) = Ω(g(n)),
f(n) = o(g(n)) ⇐⇒ lim
n→∞
f(n)
g(n)
= 0,
f(n) = ω(g(n)) ⇐⇒ g(n) = o(f(n)).
76A.2 Komplexit¨ atsklassen
TC0 Die Klasse der Entscheidungsprobleme, die von Schalt-
kreisen polynomieller Gr¨ oße und konstanter Tiefe mit
Negationsgattern sowie Mehrheitsgattern mit unbe-
schr¨ anktem Fan-In akzeptiert werden. Ein Mehrheits-
gatter gibt 1 zur¨ uck, falls mindestens die H¨ alfte seiner
Eingaben 1 ist und 0 sonst.
NC1 Die Klasse der Entscheidungsprobleme, die von Schalt-
kreisen polynomieller Gr¨ oße und Tiefe O(logn) mit Ne-
gationsgattern sowie ∧ und ∨ Gattern mit Fan-In 2 ak-
zeptiert werden. NC1 enth¨ alt TC0.
DSPACE(f(n)) Die Klasse der Entscheidungsprobleme, die von deter-
ministischen Turingmaschinen mit Eingabeband und
Arbeitsband mit Platz O(f(n)) auf dem Arbeitsband
akzeptiert werden.
NSPACE(f(n)) Die Klasse der Entscheidungsprobleme, die von nichtde-
terministischen Turingmaschinen mit Eingabeband und
Arbeitsband mit Platz O(f(n)) auf dem Arbeitsband
akzeptiert werden.
DTIME(f(n)) Die Klasse der Entscheidungsprobleme, die von deter-
ministischen Turingmaschinen in Zeit O(f(n)) akzep-
tiert werden.
NTIME(f(n)) Die Klasse der Entscheidungsprobleme, die von nicht-
deterministischen Turingmaschinen in Zeit O(f(n)) ak-
zeptiert werden.
LogSPACE Die Klasse DSPACE(logn). LogSPACE enth¨ alt NC1.
CSL Die Klasse der kontextsensitiven Sprachen (Entschei-
dungsprobleme). Sie stimmt mit NSPACE(n) ¨ uberein.
PSPACE Die Klasse der Entscheidungsprobleme, die von Tu-
ringmaschinen mit polynomiellem Platz akzeptiert
werden. Es gilt PSPACE = DSPACE(nO(1)) =
NSPACE(nO(1)).
P Die Klasse der Entscheidungsprobleme, die von deter-
ministischen Turingmaschinen in polynomieller Zeit ak-
zeptiert werden, also P = DTIME(nO(1)). Wir bezeich-
nen die Probleme in P als eﬃzient l¨ osbar.
NP Die Klasse der Entscheidungsprobleme, die von nichtde-
terministischen Turingmaschinen in polynomieller Zeit
akzeptiert werden, also NP = NTIME(nO(1)).
RP Die Klasse der Entscheidungsprobleme, die von ran-
domisierten Turingmaschinen mit einseitigem Fehler in
polynomieller Zeit akzeptiert werden.
77Um die Schwierigkeit von Entscheidungsproblemen miteinander verglei-
chen zu k¨ onnen, f¨ uhren wir den Begriﬀ der Reduktion ein. Ein Problem L1
ist nicht wesentlich schwieriger als ein Problem L2, wenn sich L1 mit Hilfe
eines Algorithmus f¨ ur L2 l¨ osen l¨ asst.
Deﬁnition 12. Wir sagen, dass ein Entscheidungsproblem L1 polynomiell
auf L2 reduzierbar ist und schreiben L1 ≤p L2, wenn es eine deterministi-
sche Turingmaschine T mit Ausgabe T(·) gibt, die in polynomieller Zeit eine
Eingabe-Instanz x f¨ ur L1 in eine Eingabe-Instanz T(x) f¨ ur L2 transformiert,
so dass x ∈ L1 ⇔ T(x) ∈ L2 gilt.
Wir nennen ein Entscheidungsproblem L schwer f¨ ur eine Komplexit¨ ats-
klasse C, falls ∀L0 ∈ C : L0 ≤p L gilt. Wir nennen L vollst¨ andig f¨ ur C, falls
L schwer f¨ ur C ist und L ∈ C gilt.
Die Pseudozufallsfunktionen, deren Existenz wir in Kapitel 4 vorausset-
zen, werden durch nicht-uniforme Schaltkreisfamilien oder nicht-uniformen
LogSPACE berechnet. Nicht-uniformen LogSPACE deﬁnieren wir hier durch
Zweiweg-DFAs polynomieller Gr¨ oße.
Deﬁnition 13. Eine Schaltkreisfamilie S, besitzt f¨ ur jede Eingabel¨ ange n
einen Schaltkreis Sn. S heißt uniform, wenn es eine Turingmaschine gibt,
die f¨ ur jede Eingabel¨ ange n die Beschreibung von Sn ausgibt. Die Turing-
maschine muss dabei mit Speicherplatz O(logsn) auskommen, wobei sn die
Anzahl der Gatter von Sn ist.
Bei einer nicht-uniformen Schaltkreisfamilie kann f¨ ur jede Eingabel¨ ange
ein eigener Schaltkreis angegeben werden, ohne eine allgemeine Konstrukti-
onsvorschrift zu beachten.
A.3 Grundlagen aus der diskreten Mathematik
Wir ben¨ otigen einige Grundlagen aus der diskreten Mathematik, die insbe-
sondere bei den un¨ aren regul¨ aren Sprachen Anwendung ﬁnden.
A.3.1 Gr¨ oßenabsch¨ atzungen f¨ ur Primzahlen
F¨ ur die Anzahl der Primzahlen ≤ n gilt der Primzahlsatz
lim
n→∞
π(n)
n/lnn
= 1.
Wir verwenden als Absch¨ atzung π(n) ≈ n/lnn. Als Konsequenz ergibt sich
f¨ ur die Gr¨ oße der i-ten Primzahl pi
lim
i→∞
pi
i · lni
= 1.
F¨ ur jedes i ≥ 1 gilt pi ≥ ilni und als grobe obere Schranke gen¨ ugt uns, dass
pi ≤ 2ilni f¨ ur i ≥ 3 gilt [12].
78A.3.2 Modulo Rechnung und Chinesischer Restsatz
Es gelte k,n,m ∈ N, mit m ≥ 2. Notationen:
n mod m bezeichnet den ganzzahligen Rest der Division
von n durch m: n mod m = n − b n
mc · m.
k ≡ n (mod m) ⇔ (k mod m) = (n mod m), wir nennen k kon-
gruent zu n (modulo m).
Der chinesische Restsatz erlaubt es, eine Zahl als die Folge ihrer Reste
modulo verschiedener primer Moduln zu repr¨ asentieren. Eine Version des
Satzes lautet:
Fakt 8 (Chinesischer Restsatz). Es seien m1,m2,...,mk paarweise tei-
lerfremde nat¨ urliche Zahlen und M =
Qk
i=1 mi. Ferner seien a1,a2,...,ak
nat¨ urliche Zahlen. Dann bildet die Menge aller x mit
x ≡ a1 (mod m1)
x ≡ a2 (mod m2)
···
x ≡ ak (mod mk)
genau eine Restklasse modulo M.
79Anhang B
NFA-Konstruktionen
Wir konstruieren hier einen NFA Nw, der ¨ aquivalent zum regul¨ aren Aus-
druck Rw aus dem Beweis zu Fakt 4 auf Seite 25 ist. Nw akzeptiert alle
W¨ orter, die keine legale Folge von Konﬁgurationen f¨ ur eine akzeptierende
Berechnung einer Turingmaschine auf Eingabe w kodieren.
Der Automat wird aus Teilautomaten aufgebaut, die anschließend zu ei-
nem Automaten zusammengef¨ uhrt werden, der die Vereinigung der Teilspra-
chen akzeptiert. Hierbei wird ein neuer Startzustand eingef¨ ugt. Die Anzahl
der Zust¨ ande erh¨ oht sich also um 1 gegen¨ uber der Gesamtzahl der Zust¨ ande
der Teilautomaten. Betrachten wir die Anzahl der ¨ Uberg¨ ange, so sehen wir,
dass bei der Konstruktion des NFAs f¨ ur die Vereinigung f¨ ur jeden ¨ Ubergang
aus den Startzust¨ anden der Teilautomaten ein neuer ¨ Ubergang eingef¨ ugt
wird und sich somit die Gesamtzahl der ¨ Uberg¨ ange h¨ ochstens verdoppelt.
￿ Wir akzeptieren jedes Wort, das nicht mit #[q0,w1]w2 ...wn# beginnt.
···
# [q0,w1] w2 w3 wn−1 wn
# [q0,w1] w2 w3 wn−1 wn #
Σ
Ein ¨ Ubergang, der mit Σ beschriftet ist, beschreibt ¨ Uberg¨ ange f¨ ur
jedes Zeichen aus Σ. Ein ¨ Ubergang, der mit a beschriftet ist, beschreibt
¨ Uberg¨ ange f¨ ur jedes Zeichen aus Σ \ {a}. Der Automat verwirft nur,
wenn im Zustand ganz rechts ein # gelesen wird.
￿ Wir akzeptieren jedes Wort, welches nicht [qf,γ] f¨ ur irgendein γ ∈ ΓM
enth¨ alt.
80[qf,·]
Hier ist der ¨ Ubergang [qf,·] als ein ¨ Ubergang f¨ ur jedes Symbol aus
Σ \ ({qf} × ΓM) zu lesen.
￿ Akzeptiere jedes Wort, welches nicht mit # endet.
#
#
Σ
￿ Schließlich pr¨ ufen wir, ob zwei aufeinander folgende Konﬁgurationen
mit der ¨ Uberf¨ uhrungsfunktion δ konsistent sind. Beﬁndet sich der Kopf
der Turingmaschine nicht in der N¨ ahe, darf sich keine ¨ Anderung des
Bandinhalts ergeben. Wir akzeptieren illegale Folgen, indem wir f¨ ur
alle a1,a2,a3 ∈ ΓM ∪{#} pr¨ ufen, ob das mittlere Symbol a2 ver¨ andert
wird.
···
a1 a2 a3 Σ Σ a2
n − 1
Σ
Σ
Beﬁndet sich der Kopf in der N¨ ahe, so ergeben sich ¨ Anderungen gem¨ aß
der ¨ Uberf¨ uhrungsfunktion δ. Wir akzeptieren ”falsche aufeinander fol-
gende“ Konﬁgurationen. F¨ ur alle a1,a2 ∈ ΓM und [q,a] ∈ QM × ΓM
mit δ(q,a) = (q0,b,→) f¨ ur ein q0 ∈ QM und b ∈ ΓM konstruiere die
drei Teilautomaten:
···
[q,a] a1 a2 Σ Σ [q0,a1]
n − 1
Σ
Σ
···
a1 [q,a] a2 Σ Σ b
n − 1
Σ
Σ
···
a1 a2 [q,a] Σ Σ a2
n − 1
Σ
Σ
81F¨ ur Linksbewegungen δ(q,a) = (q0,b,←) werden die Automaten ent-
sprechend modiﬁziert.
Insgesamt hat der Automat Nw, der aus der Vereinigung der Teilauto-
maten entsteht h¨ ochstens 2·|w|·|Σ|3 = O(|w|) Zust¨ ande und h¨ ochstens
4 · |w| · |Σ|4 = O(|w|) ¨ Uberg¨ ange.
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