Let X be a compact Polish abelian group and a sequence u = {u n } in its dual X ∧ . Set s u (X) = {x : (u n , x) → 1} and T H 0 = {(z n ) ∈ T ∞ : z n → 1}. Let G be a subgroup of X. We prove that G = s u (X) for some u iff it can be represented as some dually closed subgroup
We shall write our abelian groups additively. For a topological group X, X denotes the group of all continuous characters on X. We denote its dual group by X ∧ , i.e. the group X endowed with the compact-open topology. A group H equipped with discrete topology is denoted by H d . Denote by n(X) = ∩ χ∈ b X kerχ the von Neumann radical of X. X is named Pontryagin reflexive or reflexive if the canonical homomorphism α X : X → X ∧∧ , x → (χ → (χ, x)) is a topological isomorphism. If H is a subgroup, we denote by H ⊥ its annihilator. Let X and Y be topological groups and ϕ : X → Y a continuous homomorphism. We denote by ϕ * : Y ∧ → X ∧ , χ → χ • ϕ, the dual homomorphism of ϕ. Let A be a subset of a group X. Set (2)A = A + A, (n + 1)A = (n)A + A. A denotes the subgroup generated by A.
Let X be a compact Polish group and u = {u n } a sequence of elements of X. We denote by s u (X) the set of all x ∈ X such that (u n , x) → 1. Let G be a subgroup of X. If G = s u (X) we say that u characterizes G and that G is characterized (by u).
Following E.G.Zelenyuk and I.V.Protasov [18] , [19] , we say that a sequence u = {u n } in a group G is a T -sequence if there is a Hausdorff group topology on G for which u n converges to zero. The group G equipped with the finest group topology with this property is denoted by (G, u) . Let G be a Borel subgroup of a Polish group X. G is called polishable if there exists a Polish group topology τ on G such that the identity map i : (G, τ ) → X, i(g) = g, is continuous.
The following group plays the key role in our considerations. Set
Then T H 0 is a Polish group and T H 0
The topology on Z ∞ 0 is described in [11] . Note that T H 0 is reflexive and characterized subgroup of T ∞ by the sequence e 1 = (1, 0, 0, . . . ), e 2 = (0, 1, 0, . . . ), . . . Let X be an infinite Polish compact group and u a T -sequence in X ∧ . The main goal of the article is to establish the precise connection between ( X, u) and s u (X). We prove that s u (X) is polishable as follows: s u (X) can be represented as some dually closed subgroup of the Polish group Cl X (s u (X)) × T H 0 . The group s u (X) equipped with the Polish group topology we denote by G u . We show that G u is the dual group of ( X, u). Moreover, it is proved that the von Neumann radical n( X, u) is s u (X) ⊥ . Theorem 1. Let G be a dense subgroup of an infinite compact Polish abelian group X. Then G is characterized by u if and only if there exists a dually closed subgroup G u of X × T H 0 such that the restriction to G u of the projection π X , π X (x, ω) = x, is a bijection onto G and for every n there exists u n ∈ X ∧ such that
We denote G = s u (X) with the Polish group topology by G u too.
Let X be an infinite compact Polish abelian group and u = {u n } be a
⊥ algebraically. From this duality we can receive the following simple characterization of maximal/minimal almost-periodicity of (H, u) for any T -sequence in a group H.
Corollary 2. Let u = {u n } be a T -sequence in a group H. Then
(H, u) is maximally almost-periodic if and only if
s u (H ∧ d ) is dense in H ∧ d .
(H, u) is minimally almost-periodic if and only if H
Following [5] , we say that a sequence u = {u n } is a T B-sequence in a group H if there is a precompact Hausdorff group topology on H in which u n → 0. The group H equipped with the finest precompact Hausdorff group topology with this property is denoted by (H, σ u ). Note that u is a T B-sequence if and only if
. It is clear that if u is a T B-sequence, then it is a T -sequence. Thus the next corollary immediately follows from corollary 2.1.
Corollary 3. Let H be an infinite abelian group and u = {u n } be a sequence in H. Then the following assertions are equivalent.
1. u = {u n } is a T B-sequence.
2. u = {u n } is a T -sequence and (H, u) is maximally almost-periodic.
Note that, by theorem 2.3.12 [19] , for every nontrivial T -sequence u the group ( X, u) is never locally bounded.
Let u be a T -sequence. Note that T H 0
is a Graev free topological abelian group over the convergent sequence {e n }. It is reflexive [11] . If u is such that s u (X) is countable (it is possible by theorem 1.4 [6] ), then, by theorem 3, ( X, u)
∧∧ is compact. Thus ( X, u) is not reflexive. Hence the following questions are meaningful: 2) G u is reflexive.
For example, if s u (X) is countable and dense, then G u is discrete. Thus X ∧ is dense in G ∧ u and ( X, u) is not locally quasi-convex. We do not know any conditions on n under which ( X, u) is (non) locally quasi-convex.We are not aware also of any example of u such that G u is not reflexive. Now we give three interesting applications of theorems 1-3. E.G.Zelenyuk and I.V.Protasov [18] proved that a sequence u n is a T -sequence in a group H if and only if there exists a topological group S containing H such that u n → b for some b ∈ S and H ∩ b = {0}. G.Barbieri, D.Dikranjan et al. [5] asked: is it true an analog of this theorem for T B-sequences? We obtain a positive answer.
Theorem 4. Let u = {u n } be a sequence in a group H. Then u is a T B-sequence if and only if there exists a precompact Hausdorff abelian group S containing
G. Lukács [14] called a Hausdorff topological group G almost maximally almost-periodic if n(G) is non-trivial and finite and raised the problem of their description. He proved that infinite direct sums and the Prüfer group Z(p ∞ ), for every prime p = 2, are almost maximally almost-periodic. A.P.Nguyen [15] generalized these results and proved that any Prüfer groups Z(p ∞ ) and a wide class of torsion groups admit a (Hausdorff) almost maximally almost-periodic group topology. Using theorem 3, we give a general characterization of almost maximally almost-periodic groups.
Theorem 5. Let G be an infinite group. Then the following statements are equivalent.
1. G admits a T -sequence u such that (G, u) is almost maximally almost-periodic.
There exists a non-trivial finite subgroup of G.
In particular, if G is a not torsion free group, then it admits a T -sequence u such that n(n(G, u)) is strictly contained in n(G, u) (see problem II in [14] ).
Let X be an infinite compact Polish abelian group. A subset K ⊂ X is called a Kronecker set if it is nonempty, compact, and for every continuous function f : K → T and ε > 0 there exists a character χ ∈ X ∧ such that
There are many uncountable Kronecker sets ( § 41, [13] ). Every Kronecker set is algebraically independent and all its elements have only infinite order (41.8, [13] ). Let K ⊂ X be an uncountable Kronecker set. If X = T, it is known that K cannot be characterized [1] , [4] . Using only algebraic independence of K and theorem 1, we give a simple proof of the following theorem.
Theorem 6. Let K be an uncountable Kronecker set. Then K is not polishable and, hence, can not be characterized.
The proofs
Proof of theorem 1.
Let us prove that G u is dually closed (and, hence, is closed). Let x = (x, (z n )) ∈ G u . Then there exists the minimal index i such that z i = (u i , x). Let
be the natural projection and
Hence G u is dually closed. The rest is evident.
Since G is dense, the last equality is possible only if u
This is a contradiction. Proof of corollary 1. By lemma 2.8 [6] , s u (X) = s e u (Y ), where Y = Cl X (s u (X)) and u n = u n | Y . By theorem 1, s u (X) is polishable.
In the sequel we need some notations. For every sequence {M i } of subsets of X we put
For a T -sequence {u n } and l, m ∈ N, one puts [18] : A m = {u n : n ≥ m} and
We need the following lemma.
Then U is open in (H, u) (theorem 2.1.3 [19] ). Let y ∈ U. Then there exists i such that y = u * l 0 
Let us prove that X ∧ → (X ∧ ×Z ∞ 0 )/H is a continuous isomorphism. For this it is enough to prove that they are algebraically isomorphic. By definition, y = (y; s 1 , . . . , s l , 0, . . . ) ∈ G ⊥ u = H if and only if for any g ∈ G 1 = (y, (g; (u k , g))) = (y, g)
Since G is dense, we have y + 
is surjective. Evidently, if y 1 = y 2 , then id(y 1 ) = id(y 2 ). Therefore id is an isomorphism. Let us prove that u n → 0 in the topology induced from ( 
where −1 occupies position n, we have u n ∈ V for all n ≥ n 0 . Hence u n → 0. Let us prove the maximality: if τ ′′ is a Hausdorff group topology such that u n → 0, then it is not stronger than the topology of (X ∧ × Z ∞ 0 )/H. Let U ∈ τ ′′ be a symmetric neighborhood of the neutral element and y ∈ U. Choose a sequence {V k } and W of symmetric neighborhoods of the neutral element such that
For any k we can choose n k such that u n ∈ V k for every n ≥ n k . Let ε > 0. Choose k 0 such that 2
ε , then the number of nonzero m i is at most 1 ε 2 . Thus
Therefore we have
Thus, for any y such that π(y) = id(y), we have (id
As it was proved in item 6 of theorem 1 [11] ,
Let us prove that ( X, u) is a hemicompact k-space. Let K be a compact subset of ( X, u). Since u is an open subgroup in ( X, u) and X is countable, we can assume that K ⊂ u . Let us prove that there exists k > 0 such that
Assume the converse and there exists a sequence {y n } ⊂ K such that
Since K is compact, there exists a cluster point y of {y n }. Since K ⊂ u , there exists k 0 such that y ∈ A(k 0 , 0). Hence we can assume that y = 0 ∈ K. By lemma 2.3.2 [19] , there exists a neighborhood U of zero such that the set {y n } ∩ U = ∅. Hence y is not a cluster point. It is a contradiction.
By definition,
is a hemicompact k-space by theorem 3.3.23 [9] . By theorem 2.3.11 [19] , ( X, u) is complete.
By lemma 1, π
Let us prove that X/n( X, u), u = Y . By definition, the topology τ on Y is not stronger than the topology τ on X/n( X, u), u . Let τ be finer than τ . Denote by U and U basises at 0 of ( X, u) and X/n( X, u), u respectively. Then the sets U ∩ π −1 0 ( U), U ∈ U, U ∈ U, form a new Hausdorff topology on X which is finer than the topology of ( X, u) and in which u n → 0. This is a contradiction.
Since n( X, u) = s u (X) ⊥ , the group of characters of X/n( X, u) with the discrete topology is H = Cl X (s u (X)). Since ( u n , x) = (u n , x), x ∈ H, we have s e u (H) = s u (X) is dense in H. By theorem 2, Y ∧ = G u is Polish. On the other hand, by corollary 4.1.5 [19] , ( X, u) is a hemicompact k-space. Hence ( X, u) ∧ is a completely metrizable group [2] . Since Y ∧ is separable, then ( X, u) ∧ is separable and, hence, Polish. Thus π * 0 is a topological isomorphism and ( X, u) ∧ = Y ∧ = G u . The following lemma plays an important role for the proofs of corollary 2 and theorem 5. Lemma 2. Let H be a dually closed and dually embedded subgroup of a topological group G. Then n(H) = n(G).
Let x ∈ n(G). Then x ∈ H (if not, then, since H is dually closed, there exists χ ∈ G ∧ such that (χ, x) = 1). Let η ∈ H ∧ . Then there exists χ ∈ G ∧ such that χ| H = η (H is dually embedded). Then (η, x) = (χ, x) = 1 and x ∈ n(H). Remark 1. n(G) can be characterized as follows: n(G) is the unique maximal dually closed subgroup H of G such that there is no non-zero character of H which can be extended to a character of G.
Proof of corollary 2. The first assertion follows from lemma 1. Let us prove the second one. By the definition of T -sequence, the subgroup u is open in (H, u) . Since every open subgroup is dually closed and dually embedded [16] , by lemma 2, we have n(H, u) = n( u , u). If (H, u) is minimally almost-periodic, we have H = n(H, u) = n( u , u) ⊂ u . Hence H = u . Since u is countable, the assertion follows from theorem 3.
Proof of proposition 1. Since ( X, u) is a k-space (corollary 4.1.5 [19] ), then
is continuous (corollary 5.12 [2] ). 1) Since ( X, u) is complete (theorem 2.3.11 [19] ), by proposition 6.12 [2] , α is an embedding with the closed image. Since α(X ∧ ) is dense, α is a topological isomorphism. Since α is bijective, then n( X, u) = {0} and s u (X) is dense in X by theorem 3.
Hence α Gu is bijective. Since G u is Polish, then α Gu is a topological isomorphism [7] .
Remark 2. Assume that there exists a T -sequence u such that G u is not reflexive. Since α ( b X,u) and α Gu are continuous, by the Vilenkin theorem [17] , [2] , we must have
Proof of theorem 4. If u is a T B-sequence, we put S = (H, σ u ) and b = 0. Suppose that H is a subgroup of a precompact Hausdorff group S and u n converges to b ∈ S with H ∩ b = 0. We can assume that H is dense in S. By theorem 2.1.5 [19] , u is a T -sequence. By the definition of T -sequence, the identity map i : (H, u) → S is continuous.
∧ is a continuous monomorphism. Since S ∧ separates the points, (H, u) is maximally almost periodic. By corollary 3, u is a T B-sequence.
For the proof of theorem 5 we need some propositions. Proposition 2. Let a sequence u = {u n } satisfy the following condition (i) for every k there exists m such that l 1 u n 1 + l 2 u n 2 + · · · + l s u ns = 0 for every m ≤ n 1 < n 2 < · · · < n s , l i ∈ Z \ {0},
Then u is a T -sequence. Proof. By theorem 2.1.4 [19] , it is enough to prove that for every k and g = 0 there exists m such that g ∈ A(k, m). Assume the converse and g ∈ A(k, m), ∀m. Choose m 1 such that condition (i) holds for 2k. Since g ∈ A(k, m 1 ), we have g = l u rs 2 , n s 1 + 1 ≤ r 1 < · · · < r s 2 , |l Proof of theorem 6. Let us assume the converse and r be a complete metric on G = ∪(n)(K ∪ (−K)). The ε-neighborhood of the neutral element we denote by U ε . Then there exists n 0 such that (n 0 )(K ∪ (−K)) contains some U ε . Since G is uncountable, U ε 2n 0 contains a non-zero element g. Hence 2n 0 g ∈ U ε . On the other hand, we can represent g and 2n 0 g in the form g = a 11 g 11 + · · · + a l 1 1 g l 1 1 , 2n 0 g = a 12 g 12 + · · · + a l 2 2 g l 2 2 , where g ij ∈ K and |a 11 | + · · · + |a l 1 1 | ≤ n 0 , |a 12 | + · · · + |a l 2 2 | ≤ n 0 .
We can assume that g i1 = g i2 , i = 1, . . . , s, and g ij = g kq for the rest combinations of i, j, k, q. Since 2n 0 a 11 g 11 + · · · + 2n 0 a l 1 1 g l 1 1 = a 12 g 12 + · · · + a l 2 2 g l 2 2 , then
a s+i,2 g s+i,2 = 0.
Since K is algebraically independent and contains only elements of infinite order (theorem 41.8 [13] ), a s+i,1 = a s+j,2 = 2n 0 a i1 − a i2 = 0. This possible only if a i1 = a j2 = 0, ∀i, j. Hence g = 0.
It is a contradiction.
