Abstract-Severe weather events such as strong thunderstorms are some of the most significant and frequent threats to the electrical grid infrastructure. Outages resulting from storms can be very costly. While some tools are available to utilities to predict storm occurrences and damage, they are typically very crude and provide little means of facilitating restoration efforts. This paper developed a methodology to use historical high-resolution (both temporal and spatial) radar observations of storm characteristics and outage information to develop weather condition dependent failure rate models for different grid components. Such models can provide an estimation or prediction of the outage numbers in small areas of a utility's service territory once the real-time measurement or forecasted data of weather conditions become available as the input to the models. Considering the potential value provided by real-time outages reported, a Bayesian outage prediction algorithm is proposed to account for both strength and uncertainties of the reported outages and failure rate models. The potential benefit of this outage prediction scheme is illustrated in this paper.
I. INTRODUCTION
T HERE exist a large number of studies attempting to develop models for damage assessments of the power grid under various severe external events, especially weatherrelated events, e.g., [1] - [12] . The majority of these models were developed based on statistical analyses of both historical power outage data and a variety of environmental and meteorological data of different spatial-temporal resolutions [1] . While some studies tried to estimate or predict weather event induced power outages directly [2] - [6] , failure ratebased models [7] - [10] appear to be a very natural and popular M. Yue and R. Lofaro are with the Department of Sustainable Energy Technologies, Brookhaven National Laboratory, Upton, NY 11973-5000 USA (e-mail: yuemeng@bnl.gov; lofaro@bnl.gov).
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Digital Object Identifier 10.1109/TSG. 2017.2704288 option because the grid components are continuously operating and external severe weather events directly impact the failure rates. A number of failure rate models (FRMs) were developed based on different techniques such as regression analysis [7] - [10] and fuzzy sets theory [9] . The meteorological data used in previous studies are often spatially and temporally sparse, and rely on elementary model applications rather than taking advantage of publicly available observational data and advanced numerical weather prediction model output. In [2] , observations such as one-minute wind gust speed measured at sparsely distributed surface-based weather stations were used to describe the meteorological conditions and develop county level fragility curves. In [3] , power outages were directly estimated from Poisson and negative binomial generalized linear models (GLMs) based on data including weather model estimates of the maximum 3-second gust wind speed and the length of time that the winds were above 20 m/s in each grid cell (3.66 km by 2.44 km) in the service area. Data with a similar resolution and a random forecast method were used in [4] and [5] to estimate outages directly. Chen and Kezunovic [6] proposed a fuzzy logic approach for assessment of distribution system outages under hurricanes. Weather data were used to evaluate the weather related hazard and its impact on the probability of component outage occurrences. Wind speed was categorized into 5-classes and 15-levels scale using boundary values [6] .
Very coarse weather measurement data, e.g., average wind speed during the storm or bulk categories of weather types were used to calculate failure rates based on multiple linear regression (MLR) [7] and GLMs [8] , respectively. In [9] , the impact of hurricanes (characterized by wind speed and rainfall) on the failure rates of transmission lines were modeled using a "Fuzzy Inference System" (FIS) based on a fuzzy clustering method. The spatial and temporal granularities of weather data were not specified but are expected to be low, as can be seen from the input data used in the case study [9] .
The above methods are mainly used for long-term planning or post weather event assessment but not suitable for short-term or online outage estimation/prediction, which will enhance the situational awareness during a severe weather event to facilitate distribution system restoration. Regarding short-term or online outage forecasting, the study in [10] used curve-fitting and real-time reported outage information, requiring accurate outage information. However, the major challenges faced by the existing Outage Management Systems (OMSs) include the lack of a reliable and timely outage reporting system and difficulty in identifying so-called "nested outages." A unique feature of distribution system outages is nested outages [11] resulting from the dominant radial configuration of the distribution feeders, e.g., two or more breaks of lines in a radial feeder with one below (or "nested" within) another. It is very difficult, if not impossible to identify downstream outages before the upstream outages are identified and fixed, and the feeder is energized, given the existing monitoring and communication capabilities possessed by most of the distribution utilities. Therefore, there are strong arguments that the reported outage information currently cannot play a dominant role in outage prediction.
The purpose of this study is to develop an improved outage prediction and estimation scheme by deriving failure rate models (FRMs) for grid components using weather radar observations of storm characteristics and grid component outage data; both at a very high level of granularity. The FRMs can be used for assessing severe weather impacts in both planning and operation, with applications, in this study, focusing on short-term forecasting and outage estimation for given radar measurements of weather conditions. The major difference between the FRMs developed here and the existing ones is the use of very high temporal and spatial resolution weather radar measurements, taking into account the "dynamic" time evolution of the weather condition, i.e., the impact is not only determined by the magnitude of weather conditions such as wind speed and radar reflectivity, but also the duration of these magnitudes during the storm. Therefore, the developed FRMs are expected to better capture the correlation between failures of different components and weather conditions, and be used for outage estimation and prediction with higher levels of granularity.
An FRM can be used alone for short-term outage prediction and estimation. However, the FRM models (1) work better for severe storms that may cause many outages and for longer term prediction due to their statistical nature; (2) do not deal with the inherent uncertainties of weather forecasting; and (3) do not use known outage information. To address these issues, a novel Bayesian outage prediction (BOP) algorithm is developed to account for both the strength and uncertainties of the reported outage and failure rate models. That is, the outages calculated based on failure rate models are used as prior information, and the reported outage as new evidence to update the posterior information to predict outages within the forecasting time window.
The approach is expected to be portable as the failure rates are developed for generic grid components, and the design and construction of distribution systems are done following power industry standards. The developed models are thus fairly generic and applicable to other utilities. The approach is also flexible. The failure rate models were derived using high-resolution data but this does not prevent their application using input data as coarse as categorical storm conditions. Note that weather forecasting, especially high resolution forecasting, is a non-trivial effort but there are ongoing efforts for developing such technologies, e.g., the Deep-thunder system developed by IBM [12] . This is beyond the scope of this study and not discussed further here.
The paper is organized as follows: Section II describes the high-resolution radar observations and utility outage data used in this study. Section III details the procedures of extracting and processing raw weather data from radar measurements to be used in the regression analysis for developing the failure rate model. In Section IV, the methodology to perform outage estimation and prediction using the FRMs is delineated by presenting the procedures to prepare the input weather data and testing of the failure rate models is performed. To overcome the issues of using the FRMs alone, a Bayesian-based approach is developed for predicting outages by following a non-homogeneous Poisson process (NHPP) in Section V. Section VI demonstrates the performance of this Bayesian update scheme and its potential benefits. Section VII summarizes this study and proposes the future research work.
II. RADAR OBSERVATION AND GRID OUTAGE DATA

A. Weather Radar Data
There are two types of weather data used in this research, radar data and local surface meteorological measurements from the National Weather Service (NWS) stations. Our study focuses on the service territories of two utilities in New York State (NYS). Fig. 1 shows one example of the radar observations (details to follow) plotted over the service territory areas.
Ten years (2005 through 2014) of historical weather radar data were obtained from two NWS Next-Generation Radar (NEXRAD) WSR-88D high-resolution Doppler weather radars [13] that provide primary coverage for these regions: Albany (KALY) and Upton (KOKX). The spatial and temporal resolutions of the radar observations are nominally 2-km and 5-minute, respectively.
NEXRAD radars have a maximum coverage radius of 230 km (for radial velocity products), but provide optimal lowlevel coverage to within a 100 km radius; quality (low-level representativeness) degrades as the distance from the radar increases. The KALY and KOKX radars are located approximately 215 km from one another, with the dashed green line representing points equidistant from the radars. Observations to the northwest of this line will generally be collected from the Albany radar while those to the southeast will generally be from the Upton radar.
Four types of NEXRAD Level III products are used in the analysis, as listed in Table I [14] . These variables were chosen as representative of the severe weather signatures (large precipitation and high winds) most likely associated with power outages [15] .
Historical data were downloaded from the National Oceanic and Atmospheric Administration (NOAA) National Centers for Environmental Information website [16] . The downloaded data are processed in two steps. First, NOAA's Weather and Climate Toolkit is used in batch mode to convert each file in binary format to a NetCDF format file. The conversion places each of the data products on a horizontal grid with latitude/longitude spacing of ∼0.013 • ( =∼1.1 km -1.4 km). The next step is to take the NetCDF files from both radars, for a time step, for each variable (e.g., NCZ, NOS, etc.), and combine them into one horizontal field representing returns from both radars.
To combine these data from the two radars, we start by selecting a KALY file, and then find the KOKX file that complements it mostly closely in time, within 10 minutes. The grids of KALY and KOKX cover different regions; however, they are fixed for each data product from time step to time step. We adopt the KALY grid as the base grid, and the KOKX grid is transformed onto this grid via nearest-neighbor interpolation, within .015 • . For each spatial location, there are two possible values, the one from KALY and the one from KOKX. The value from the radar closest to the grid point is the default for the location, unless the value is missing. Equidistant locations are cross-compared for possible radar miscalibration or grid misalignment.
This selection approach is employed for composite reflectivity, vertically integrated liquid (VIL), and one-hour accumulated precipitation. However, for storm relative velocity fields, the maximum of the absolute value from the two radars is used.
In rare cases when KALY data are unavailable for a timespan of at least two hours, KOKX values are used as the default and transformed onto the KALY grid.
B. High Resolution Grid Outage Data
The grid outage data were provided by two NYS utilities from their OMSs, from January, 2010 to September, 2014. The information for each outage includes a unique outage ID, a cause code, the coordinates of the component represented in terms of state plane, the type of the outage (whether the outage is underground or overhead), the times of outage occurrences and the repair of the outages, as well as the type of the components (e.g., an overhead distribution cable or a pad-mount transformer). Outages of forty-eight types of components were identified. However, the majority of these components are not modeled and their outages are not considered in this study. 1 Additional information may be provided, e.g., dispatch times and arrival times of repair crews.
The most important information to this study is the location of the outage/component, occurrence time, and the type of the component. These outages are not necessarily all caused by severe weather events. In general, if the outage occurrence time overlaps with a storm, the outages are considered to be storm induced. The outages that occur after a storm are excluded. It should be cautioned that the uncertainty associated with reported outages in an ongoing storm can be very large. The outage data acquired here are based on post-storm analyses, and can be considered close to a true report for the outages that actually happened during these events.
C. Extracting Outage and Radar Measurement Weather Data
It is recognized that, even under severe weather conditions, the occurrences of grid component outages can be very volatile, i.e., the correlation between weather conditions and outage is considered only statistically meaningful. On one hand, the smaller an area (e.g., a 2km by 2km area according the resolution of the radar measurements) is, the more uniform the weather conditions are expected in it. On the other hand, if the area is too small, there will not be an adequate number of grid components or outages in the area, which will make it difficult to achieve meaningful statistics for component failure rates. This results in a trade-off between the advantage of more uniform weather data (in a relative small area) and having a relative large number of grid components/outages (in a relatively large area). A two-step area radar data aggregation scheme was used in this study.
A region containing the service territory of one utility was selected in this study and divided into a number of smaller areas, e.g., 50 areas. The weather conditions across each small area should be relatively homogeneous. A very small area may have very few outages and components, which can diminish the benefit of using high-resolution weather data. Therefore, the 50 areas can be consolidated into a number of larger areas (as will be shown later). Note that this does not mean that the two-step aggregation must be used as one can simply aggregate the 2km by 2km areas into larger areas. It is expected that one additional step may remove some extreme measurement values and also makes it easier relatively easier to formulate different numbers of larger areas.
The following procedures were used to extract raw weather and outage data:
1) Identify a storm-induced outage of a component including its occurrence time, repair time, and location; 2) Identify the starting time and end time of the storm; 3) Identify the area containing the location in which this outage occurred; 4) Acquire radar data (defined Table I ) and temperature data during the entire storm for the area; 5) Repeat steps 1-4 to identify all other outages of the same type of components in different areas; 6) Repeat steps 1-5 to identify other storm-induced outages; 7) Acquire inventory data of different types of components in different area. These raw data were extracted using MATLAB scripts and will be further processed and used for developing regression analysis based failure rate models, as will be shown in Section II-C.
Step 2 was performed as follows: for each time step (approximately every 5 minutes), if there are more than 15 points within the entire domain with a reflectivity greater than 30 dBZ, or more than 7 points with a reflectivity greater than 40 dBZ, then the time step has storm activity. Radar reflectivity values of greater than 30 dBZ are indicative of rainfall. A second pass is made to examine the times surrounding storm activity times (+/-45 min), and where more than 6 points with greater than 30 dBZ reflectivity are found, the storm identifier is made contiguous. A third pass is made and if there is a gap of less than a certain number of hours, e.g., two hours, between two storms, they are considered to be one storm.
III. DEVELOPMENT OF GENERALIZED LINEAR REGRESSION BASED FAILURE RATE MODELS
A. GLM Based Regression Analysis
Regression models are often used to describe a relationship between a response (characterized by a dependent response variable) and an observation consisting of one or more independent predictive terms (characterized by explanatory variables). This relationship can be linear or nonlinear. A special class of nonlinear models, called generalized linear models (GLMs), can be used to describe non-normal response distributions and modeling functions of the mean, and still be solved using linear methods [17] . A GLM consists of three components; a dependent random response variable of a certain type of distribution, a systematic component that specifies independent explanatory variables, and the link function of the mean of response variable that the model equates to the systematic component.
The failure rate of a component is always positive and the number of failures, or failure count data in the i th -interval, is often described by a Poisson distribution, i.e., the number of failures Y i ∼ Poisson(λ i ) where λ i = E{Y i } is the failure rate in the i th -interval. A GLM for component failure rate λ i using a logarithmic link function (assuming a Poisson failure process) is [7] , [17] :
where n i is the number of outages within the i th -time interval [t i−1 ,t i ] among the total number N i of a specific type of component under weather conditions represented by p variables X 1 , . . . , X p . Equation (2) for predicting failure rates was used in this study:
where the explanatory variable X 1 represents radar reflectivity, X 2 the accumulated precipitation, X 3 the wind velocity, and X 4 the temperature.
B. Parameterization for Regression Analysis
The following steps further illustrate the procedures in Section II-C and calculate the input to regression based failure rate model in Equation (2): 1) The region containing the utility's service territory is divided into M a small areas (M a is chosen to be 50 in this study, i.e., M a = 50). 2) Since radar observation is nominally available every 5-minute, at a time instance t j when the measurements become available, the median value 2 of weather data points in a small area α i is used to represent the weather condition of the area, and such data at each measurement time will be recorded until the outage occurs, which will formulate a weather data sequence corresponding to the outage. The radar reflectivity data sequence for one of M a small areas α i in [t 0 , t N O ] is given as:
where 
. . .
where each area A k consists of, e.g., 10, small areas, i.e., areas a k 1 , a k 2, . . . , a k 10 . 4) Definition of explanatory variables and parameterization:
a. Radar reflectivity, precipitation (DVL is not used since it covaries with precipitation), and temperature are selected in all analyses. Wind velocity is used for overhead component models but not for underground outages for obvious reasons; b. In the radar reflectivity sequence data, the explanatory variable takes the weighted average value of all data points exceeding a pre-selected threshold, i.e., 20 dBZ in this study, where the weight for a specific data point is the fraction of time this reflectivity remains over the entire time of the data sequence. The weighted average of the reflectivity data in one of the ten large areas A k is given in Equation (5) and will be directly used as one input in the right side of Equation (2):
5) For other weather condition data, the weighted average values are based on the data points corresponding to the reflectivity values exceeding the reflectivity threshold. 6) Hourly temperature data were obtained from a limited number of surface meteorological stations but will be used across the entire service territory since temperatures should not change dramatically in different locations. The number of small areas, i.e., 50, is arbitrarily selected. So is the number of 10 larger areas or groups. These choices here are only for illustrative purpose and are subject to changes with more studies.
For procedure 4).b, the weighted average values of weather data are used because the likelihood of a component failure is determined by both: (1) how bad the weather conditions are, and (2) how long the component was exposed to such weather conditions. This is a unique feature of this study and needs to be highlighted.
Once the weighted average data for reflectivity, precipitation, wind velocity, and temperature were obtained for each outage, as shown in Steps 4 and 5 above, the GLM model in Equation (2) will be solved to estimate b 0 , . . . , b 4 , which was done using the MATLAB Statistical Toolbox. The regression Table II , which can be directly used in (2) 
Regression models for additional components were also calculated, but not provided. This is because of the observations that (1) most or almost all of the outages are OH cable related and (2) the dependency of other equipment failure rates on weather conditions is not very strong. This is consistent with expectations since the susceptibility of wires to strong wind is well-known and failure mechanisms of other kinds of components, e.g., a pad mount transformer, remain to be better understood. This type of component may only be more susceptible to much stronger storms. However, such storms are rare and outage data (and/or radar data) for these cases are scarce. This is the major reason that this study focuses on distribution wires.
IV. WEATHER INPUT DATA PREPARATION AND FAILURE RATE MODEL BASED OUTAGE PREDICTION
Once the FRMs that link the outages and weather condition data are derived, the FRMs can be used to predict outages using the (forecasted) weather data 3 of a specific storm. It is possible to use high-resolution data driven FRMs to predict outages at more refined temporal and spatial levels, i.e., from the beginning to the end of a storm or within an interval of a storm in a relatively small area. This section demonstrates how to prepare data for FRMs and how to estimate and predict outages using the FRMs and input data. Since forecasting is out of the scope of this study, this section describes how to prepare input using the actual radar measurement data and use them (with/without deviations) for the estimation and prediction, assuming that forecasted data have the same contents as the radar measurements.
A. Weather Input Data Preparation and Outage Estimation
The input data to the FRM only based outage estimation includes (1) radar measurements that were used to derive the weighted average values of weather data to represent the weather condition in a certain area within the selected time window of interest, and (2) the inventory of various components in the area, which is given for a utility system. The input data were prepared following the procedures in Section III-B with a time interval of one hour until the end of the storm. Note that this one-hour interval is chosen for illustration purpose only and will be used through the entire paper. Failure rates were calculated using the hourly weather condition data and used to calculate the number of failed components in the area on an hourly basis in this test, as discussed below.
Assuming an exponential failure distribution, the failure probability within time period [T l ,T l+1 ] of a particular type of component with a failure rate of λ l is given as:
If the total number of the functioning components is N(T l ) at t = T l , then the number of components that fail within this time period can be approximated as: (7) and the number of components that remain functioning is:
Theoretically, the development of a storm can be divided into an arbitrary number of time intervals. The procedures described using Equations (6)-(8) can be applied iteratively to update the number of component outages during a storm based on the available weather condition data forecast.
The OH cable FRM developed in Section III was used to estimate component outages based on actual radar measurement data. The hourly input data was prepared using Equations (3)-(5) to calculate failure rate λ l within l thinterval and the hourly outage numbers were estimated using Equations (6)- (8) .
The first case was performed for Hurricane Irene in August 2011, as shown in Fig. 2 . In this storm, the total number of outages exceeded 400, and most of them are OH cable related.
In Fig. 2 , the outages are shown for five separate aggregated areas (or Groups) of the same size (the detailed aggregation scheme is not shown due to a limit in the space but should not affect the results here since the algorithm is independent of the aggregation scheme) from the 50 smaller areas of the radarcovered region containing the utility service territory, plus the Fig. 3 . OH cable outage prediction using the failure rate model and the pseudo forecasting data for Hurrican Irene (diamonds for actual outages and stars for predicted ones).
total outages in the last plot. As the storm became stronger and the number of outages increases, Fig. 2 shows that, even in smaller areas or groups, the trajectory of the estimated outages follows the actual outage evolution relatively closely, despite the volatile nature of the outage occurrences under storms and that each prediction in one-fifth of the entire area. In particular, the sum of estimated outages for different components is very close to the actual outages at the end of the storm (the deviation from the actual number of outages is around 10%), as indicated in the last plot of Fig. 2 . In addition, the trend in the outage number with time, while the storm is impacting the service area, is well captured. It should also be noted that the predicted outage numbers become relatively constant, especially for Groups 1 and 3 around Hour 30. This is mainly because of the 20 dBZ reflectivity threshold, as indicated in Section III-B.
B. Outage Predictions Using Pseudo Weather Forecasting
Real-time high-resolution forecasting of weather conditions [12] , [18] is outside the scope of this work. However, the forecasted weather conditions from numerical weather prediction models will certainly be less precise than analysis based on radar measurements used in the previous tests. Therefore, another set of tests were performed to predict outages assuming that forecasted weather data are available and can be represented by current radar data, but attributing different level of uncertainties for individual weather conditions. This is accomplished by adding perturbations to each of the different weather conditions separately, e.g., ±70% on reflectivity, within the next forecasting time window.
In Fig. 3 , the perturbations of ±70% were added to the each of the weather variables. Such data were again fed into the OH cable failure rate model to predict the number of outages that will occur in next time window. Fig. 3 shows an obvious increase in errors of outages in each of the five areas as well as the sum of outages. However, the trend of outage variation caused by weather condition evolution is still captured in Fig. 3 .
V. AN IMPROVED OUTAGE PREDICTION SCHEME BASED ON THE BAYESIAN UPDATE
The outage prediction using pseudo weather forecasting data in Section IV-B indicates that the inherent uncertainty in forecast weather variables results in much less precise outage prediction when using the developed failure rate models only. These weather forecast errors will also increase significantly as the forecasting time horizon is longer, magnifying the problem. Also, additional testing for mild storms (results are not shown here) indicates that outage prediction solely based on failure rate models may have large errors. Moreover, despite the large uncertainty associated with the real-time OMS reported outages (as indicated in Section II-B), such information may provide certain value to the outage prediction. This is particularly vital if the reported outages can be made more accurate through the installation of more sensing devices such as smart meters and communication links in the system. Therefore, development of an approach that can address all of these issues is crucial for a better prediction.
A Bayesian approach is adopted by using both failure rates estimated from weather data and the known/reported outage numbers during the storm. The rationale behind this selection of a Bayesian approach is that it is capable of accounting for confidence levels or beliefs on both strength and uncertainties of failure rate models and the reported outage information. The predicted failure rates provide a baseline for outage prediction and possess uncertainties for obvious reasons. There also exists a significant amount of uncertainty with the outage reporting in many different aspects, e.g., the timeliness, the location accuracy, the numbers, which are further exacerbated by the unavoidable issues with nested outages [11] . These uncertainties may be reduced by using both pieces of information in the prediction scheme.
A. The Bayesian Approach
A Bayesian approach consists of three steps: (1) the selection of prior distributions, (2) construction of likelihood functions, and (3) estimation of the posterior distributions using Bayes' theorem [19] . The prior distributions selected can be very diffuse. However, as more evidence becomes available, the posterior will become more and more concentrated, i.e., the uncertainty becomes smaller. The Bayesian estimation of a failure rate is given as:
where f (·) represents a certain distribution for the failure rate and ∝means "proportional to". Depending on the type of assumption about the failure process, λ(t) can be time-variant for a non-homogeneous Poisson process (NHPP) or a constant for a homogeneous Poisson process (HPP).
B. The Bayesian Update for Outages Following a Non-Homogeneous Poisson Process
As the weather conditions constantly change during a storm, so do the failure rates. Therefore, the NHPP assumption is much more reasonable. The NHPP has been applied extensively in describing the failure process for both hardware and software failures. The NHPP processes can be continuous (with continuous time variables) and discrete (with discrete time intervals).
Starting from time 0, let M(t) be the number of failures between time 0 and time t, and assume that M(t) is described by an NHPP with mean (t) = E{M(t)}. Therefore, the failures between different time intervals are independent and the mean for the number of failures between T l and T l+1 is given as (T l+1 ) − (T l ) [20] .
The likelihood function for observing no failures, one failure, or more failures at different times, is given in [10] and is not shown here. Assuming that t = (t) is of a gamma distribution given by (c 0 (t), c), therefore, E{ t } = 0 (t), i.e., the prior belief on (t), the accumulated number of failures at time t. According to [14] , the posterior distribution of (t) at T l+1 is also a gamma distribution given by not occurred yet) . The BOP algorithm is used at the beginning of each epoch to predict the outage numbers at the end of the epoch until storm is over for areas of a utility's service territory. Note that the BOP can be directly used to outage estimation by replacing forecasted weather data with measurement data from radar.
VI. OUTAGE PREDICTION USING THE NHPP-BASED BAYESIAN UPDATE SCHEME AND POTENTIAL BENEFIT ANALYSIS
This section demonstrates the performance of the NHPPbased Bayesian update scheme developed above. The NHPPbased Bayesian update was applied to the utility that is divided into ten aggregated areas or groups shown in Fig. 4 . The area with radar observations is divided into 50 small areas. The utility's distribution network is also shown in Fig. 4 . Every five small areas are aggregated into a group (delimited with
For k=1, 2, . . . , until M A : a) Calculate the weather input (3)- (5) and the forecasted weather sequence data; b) Calculate λ m (A k ) using X 1 (A k ),. . . ,X 4 (A k ), Equation (2), and Table II for the selected type of components; c) Calculate numbers of components that are predicted to be failed and to remain functioning at Fig. 4 . Dividing the area containing the utility's system into ten groups. thick lines). A total number of ten groups or aggregated areas are shown in Fig. 4 . 4 The first test intends to show that the NHPP-based Bayesian update can perform a one-step-ahead prediction very well compared to the results where only failure rate models were used. The calculated OH cable outage numbers based on the NHPP-based Bayesian scheme are plotted together with the actual outage numbers against the storm hours for ten aggregated areas or groups containing the utility's distribution system shown in Fig. 4 . Here, c=0.5, which means that the reported outages have more weight in the prediction. The weather forecasting uncertainties for the next hour can be up to ±30%, i.e., the pseudo-forecast was used by adding random uncertainties of up to ±30% to the actual radar measurement data. Fig. 5 shows that the one-hour-ahead outage prediction in all ten groups is extremely accurate (diamonds for actual outages and stars for predicted ones.) However, it has to be pointed out that in Fig. 5 , the original outage information was used as the reported outage data, i.e., we know exactly how many outages occurred before the prediction is made in each of the ten aggregated areas. As indicated in the previous section, this level of accuracy is impossible, especially given the extremely limited number of sensing devices and communication links installed in most of the distribution utilities at present.
The next test case still uses the reported outage information. However, this outage information reported during the storm was obtained by adding a random disturbance up to ±50% shift of the occurrence time of each recorded outage. The outage information reported was also including a random disturbance up to ±2 hours to the occurrence of outages for a particular type of components (overhead cables here) accumulated in each hour of the storm. Here, the value of parameter c is chosen to be 1.2 and the uncertainties of the weather forecasting data are the same as the previous test case. The testing result is shown in Fig. 6 .
In Fig. 6 , the predicted outage curve (in stars) still lies between the actual (diamonds) and reported outages (triangles), but the curve leans more toward the calculated outages using failure rate models only (c=1.2). Also, the calculated curve fits much better with the real outage curve by using the Bayesian update, compared to the case using the failure rates models only. This demonstrates the usefulness of the Bayesian update scheme. By choosing different values for c, one can give different weight to failure rate model based prediction and reported outage data. Note, if c is chosen to be larger, then the predicted outage number will be much closer to the one calculated using failure rate model only.
The OH transformer outage prediction during Hurricane Irene is shown in Fig. 7 , where the same assumptions on the uncertainties and the same parameter c were used. The total number of actual OH transformer outage (diamonds) is only 19. It is a challenge to predict outages in each of the 10 groups. However, Fig. 7 shows still that the prediction (stars) falls OH transformer outage prediction for hurricane Irene (c=1.2, diamonds, triangles, and stars for actual, reported, and predicted outages, respectively).
between the actual and reported ones (triangles) and the total number of predicted outages fits well with the actual outage along the development of the hurricane.
The next case study is based a storm that occurred in June of 2011. The storm lasted around 10 hours and was a fairly mild one since the total number of outages was only 27 across the entire utility service territory. The uncertainties associated with pseudo forecasted weather data and the outage numbers and their occurrence times are the same as above. The parameter c was chosen as 2.0. The one-hour prediction of outages in each of the 10 groups is shown in Fig. 8 .
As can be seen in Fig. 8 , in most of the groups the predicted outages (stars) still fall between the actual (diamonds) and reported ones (triangles). However, it is observed that predicted outages in Group 7 differ significantly from the OH cable outage prediction for a storm in June, 2011 (c=2.0, diamonds, triangles, and stars for actual, reported, and predicted outages, respectively).
actual and reported ones. This is mainly because that the FRMs work better for more severe events, as indicated previously. It is also noticed that the summation of outage numbers in different groups fits well with the actual outages (not surprisingly due to the statistical nature of the method), although the reported outage numbers are far less than the actual ones. In this case, if only the failure rate model is used or the parameter c is chosen larger (not shown here), the prediction fits the actual outage evolution better because of large errors of reported outage numbers. However, this is considered more as a coincidence rather than a general property. Still, the results shown here demonstrate the usefulness of the proposed method, i.e., both FRMs and reported outage data play a role in the outage prediction while the proposed method enables their importance to be accounted for.
In the utility system of Fig. 4 , the density of components in Group 7 of Fig. 4 is much greater than other groups. Therefore, Group 7 normally may have many more outages (although zero outages in Fig. 8 ). The utility would generally anticipate a need of more crews for storm restoration in Group 7. However, the outage numbers are proportional to both the total number of components and the severity of weather conditions that are location specific. In Fig. 6 , although Group 2 contains only a small portion of the utility system compared to Group 1, the number of outages in Group 2 is much larger than that in Group 1. Similarly, a small number of outages occurred in Group 6 although Group 6 has a significant portion of the utility system. Thus, the information provided in Figs. 6, 7, and 8 can give a better picture of the outage distribution in the system within the forecasting time window. The radar measurement based outage prediction could have been used to position more crews to areas where more outages need to be fixed. This strategic positioning of the crews can reduce the storm restoration time and cost.
Because of the usage of high spatial and temporal resolutions of weather data in the FRM development, it is expected that one can predict outages at a more refined level, i.e., by dividing the service area into a larger number of groups instead of 10 or 5, as in this study. Again, one needs to caution about the appropriate sizes of groups or aggregated areas to consider the trade-off between uniformity of weather conditions and inventories of grid components, as indicated in Section II. It should also be noted that the sizes of the groups or aggregated areas do not have to be the same. Utilities can divide their service territory as needed, e.g., based on terrains or weather patterns. The proposed method can be used as long as inventory numbers of different types of components are known in each of the aggregated areas. This can be easily extracted if a GIS-based grid model is available.
VII. SUMMARY AND FUTURE WORK
The first major contribution of this study is the development of regression models for failure rates of grid components based on a scheme that is capable of taking advantage of high resolution radar observations and grid component outage data. The radar data provide not only the peak values of weather conditions, which is what is typically used in other studies, but also how long grid components are exposed to these different peak values. The high-resolution data enables the calculation of the weighted average values of a set of peak values in weather condition data (i.e., reflectivity data points exceeding a certain threshold) that should have different impacts based on the duration of these values in the time window of interest (for outage estimation purpose) or the time it takes for a component to fail (as observations for the regression model development). This unique feature is the major difference between this work and other relevant studies.
The second major contribution is the development of a BOP algorithm to make use of both the failure rate models and the available reported outages during a severe storm. As discussed, the major issue with outage reporting in an ongoing storm is the potentially large uncertainties associated with the reported information. This information, however, may be used to help improve the outage prediction accuracy. Depending on the quality of the reported data, one can change the weights in the Bayesian update for failure rate models and the reported outage information.
GIS information or locational information has been used in the failure rate model development by considering variations of weather conditions and the number of different types of components in different areas. Longitude and latitude were provided in each snapshot of radar measurement. Therefore, the proposed method here can be implemented in Distribution Management System (DMS) or OMS provided that GIS information of grid components is available.
In addition, the proposed method for FRM development can be extended to capture the correlation between grid outages and other severe weather events such as ice storms, lightning strikes, flooding, or even damage assessment in other industries such as damage assessment of oil and gas pipelines upon the availability of the relevant data. The BOP algorithm provides a framework to combine the strength of both predictive methods and known outage data during severe weather events.
There is only one parameter that has to be chosen in the Bayesian update, i.e., the belief we have c on the prior information. This parameter decides the importance of prior information and the newly observed failures in the Bayesian update. Therefore, the parameter may sound subjective but actually can be better determined with more actual data to test and improve the accuracy of FRM based outage estimation and the accuracy of reported/inferred outages in real time. This will be further investigated in the future.
A number of additional future research activities have been identified, in addition to the collection of more quality outage data, which include (1) a careful examination of outage data to identify outages that are more storm-relevant, whether the outage is secondary or not, and better understanding of storm-induced failure mechanisms for different types of grid components; (2) an examination of areas of different sizes that can be considered to have uniform weather conditions; (3) different schemes to extract weather data to better represent the weather conditions in a pre-selected area; (4) modeling of factors that may have significant impacts on component failure such as vegetation or soil moisture [3] , [5] , [21] will be considered; (5) how to improve the accuracy of the outage reporting based on field measurement from different sensing devices, e.g., via inference of available smart meter data in distribution networks. 5 Furthermore, this proof-ofconcept study used a limited amount of available outage data. Upon the availability of sufficient data, the FRMs for individual components may be universally applicable. The results demonstrated the potential benefits of having high temporalspatial resolution data of both external weather events and grid component outages, which may motivate the collection of granular data among distribution utilities. Furthermore, collection and application of more data will help improve the accuracy of FRMs.
It is suggested that the methodology developed herein be taken one step further to integrate it into a distribution planning tool and better understand the grid impacts caused by the outages of the different types of components. The component outage information indicates a component failure; however, it does not tell what impact that failure may have on the grid, i.e., loss of customers. To understand the grid impact of the outages, the use of a grid model together with the failure rate models should be evaluated to assess the grid impacts by providing the number of component outages in different aggregated areas and running simulations.
