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ABSTRACT
Determining a lack of association between an outcome variable and a number of
different explanatory variables is frequently necessary in order to disregard a pro-
posed model (i.e., to confirm the lack of an association between an outcome and
predictors). Despite this, the literature rarely offers information about, or technical
recommendations concerning, the appropriate statistical methodology to be used to
accomplish this task. This paper introduces non-inferiority tests for ANOVA and
linear regression analyses, that correspond to the standard widely used F -test for
ηˆ2 and R2, respectively. A simulation study is conducted to examine the type I
error rates and statistical power of the tests, and a comparison is made with an
alternative Bayesian testing approach. The results indicate that the proposed non-
inferiority test is a potentially useful tool for “testing the null.”
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1. Introduction
All too often, researchers will conclude that the effect of an explanatory variable, X,
on an outcome variable, Y , is absent when a null-hypothesis significance test (NHST)
yields a non-significant p-value (e.g., when the p-value > 0.05). Unfortunately, such an
argument is logically flawed. As the saying goes, “absence of evidence is not evidence
of absence” [3, 19]. Indeed, a non-significant result can simply be due to insufficient
power, and while a null-hypothesis significance test can provide evidence to reject the
null hypothesis, it cannot provide evidence in favour of the null [37]. To properly
conclude that an association between X and Y is absent (i.e., to confirm the lack of
an association), the recommended frequentist tool, the equivalence test, is well-suited
[43]. Equivalence testing is commonly known as non-inferiority testing for one-sided
hypotheses and is often used in the analysis of clinical trials [38].
Let θ be the parameter of interest representing the true association between X
and Y in the population of interest. The equivalence/non-inferiority test reverses the
question that is asked in a NHST. Instead of asking whether we can reject the null
hypothesis, e.g., H0 : θ = 0, an equivalence test examines whether the magnitude of θ
is at all meaningful: Can we reject an association between X and Y as large or larger
than our smallest effect size of interest, ∆? The null hypothesis for an equivalence
test is therefore defined as H0 : |θ| ≥ ∆. Or for the one-sided non-inferiority test, the
null hypothesis is H0 : θ ≥ ∆. Note that researchers must decide which effect size is
considered meaningful or relevant [27], and define ∆ accordingly, prior to observing
any data; see Campbell and Gustafson (2018) [8] for details.
In a standard multi-variable linear regression model, or a standard ANOVA anal-
ysis, the variability of the outcome variable, Y , is attributed to multiple different
explanatory variables, X1, X2, ..., Xp. Researchers will typically report the linear re-
gression model’s R2 statistic, or the ηˆ2 in the ANOVA context, to estimate the pro-
portion of variance in the observed data that is explained by the model. To determine
whether or not the R2 statistic (or the ηˆ2 statistic) is significantly larger than zero,
one typically calculates an F -statistic and tests whether the “null model” (i.e., the
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intercept only model) can be rejected in favour of the “full model” (i.e., the model
with all explanatory variables included). However, in this multivariate setting, while
rejecting the “null model” is rather simple, concluding in favour of the “null model”
is less obvious.
If the explanatory variables are not statistically significant, can we simply disre-
gard the full model? We certainly shouldn’t pick and choose which variables to include
in the model based on their significance (it is well known that due to model selection
bias, most step-wise variable selection schemes are to be avoided; see Hurvich and Tsai
(1990) [21]). How can we formally test whether the proportion of variance attributable
to the full set of explanatory variables is too small to be considered meaningful? In
this article, we introduce a non-inferiority test to reject effect sizes that are as large or
larger than the smallest effect size of interest as estimated by either the R2 statistic
or the ηˆ2 statistic.
In Section 2, we introduce a non-inferiority test for the coefficient of determi-
nation parameter in a linear regression context. We show how to define hypotheses
and calculate a valid p-value for this test based on the R2 statistic. We then briefly
consider how this frequentist test compares to a Bayesian testing scheme based on
Bayes Factors, and conduct a small simulation study to better understand the test’s
operating characteristics. In Section 3, we illustrate the use of this test with data from
a recent study about the absence of the Hawthorne effect. In Section 4, we present the
analogous non-inferiority test for the η2 parameter in an ANOVA. We also provide
a modified version of this test that allows for the possibility that the variance across
groups is unequal.
2. A non-inferiority test for the coefficient of determination parameter
The coefficient of determination, commonly known as R2, is a sample statistic used
in almost all fields of research. Yet, its corresponding population parameter, which
we will denote as P 2, as in Cramer (1987) [12], is rarely discussed. When considered,
it is sometimes is known as the “parent multiple correlation coefficient” [6] or the
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“population proportion of variance accounted for” [24]. See Cramer (1987) [12] for a
technical discussion.
While confidence intervals for P 2 have been studied by many researchers (e.g.,
[33], [32], [9], [15]), there has been no consideration (as far as we know) of a non-
inferiority test for P 2. In this section we will derive such a test and investigate how
it compares to a popular Bayesian alternative [40]. Before we continue, let us define
some notation. All technical details are presented in the Appendix. Let:
• N , be the number of observations in the observed data;
• K, be the number of explanatory variables in the linear regression model;
• yi, be the observed value of random variable Y for the ith subject;
• xji, be the observed value of fixed covariate Xj , for the ith subject, for k in
1, ...,K; and
• X, be the N by K + 1 covariate matrix (with a column of 1s for the intercept;
we use the notation Xi,· to refer to all K + 1 values corresponding to the ith
subject).
We operate under the standard linear regression assumption that observations in the
data are independent and normally distributed with:
Yi ∼ Normal(XTi,·β, σ2), ∀ i = 1, ..., N ; (1)
where β is a parameter vector of regression coefficients, and σ2 is the population vari-
ance. The parameter P 2 represents the proportion of total variance in the population
that can be accounted for by knowing the covariates, i.e., by knowing X. As such, P 2
is entirely dependent on the particular design matrix X, and we have that:
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P 2 =
σTXY Σ
−1
X σXY
σ2Y
, (2)
where σ2Y is the unconditional variance of Y , (note that: σ
2
Y ≥ σ2); σXY is the vector
of population covariances between the K different X variables and Y ; and ΣX is
the population covariance matrix of the K different X variables. The R2 statistic
estimates the parameter P 2 from the observed data. See Kelley (2007) [24] for a
complete derivation of equation (2).
A standard NHST asks whether we can reject the null hypothesis that P 2 is equal
to zero (H0 : P
2 = 0). The p-value for this NHST is calculated as:
p− value = 1− pf (F ;K,N −K − 1, 0), (3)
where pf (· ; df1, df2, ncp) is the cdf of the non-central F -distribution with df1 and df2
degrees of freedom, and non-centrality parameter ncp (note that ncp = 0 corresponds
to the central F -distribution); and where:
F =
R2/K
(1−R2)/(N −K − 1) . (4)
One can calculate the above p-value in R with the following code:
pval = pf(Fstat,df1=K,df2=N-K-1,lower.tail=FALSE).
A non-inferiority test for P 2 is asking a different question: can we reject the
hypothesis that the total proportion of variance in Y attributable to X is greater than
or equal to ∆? Formally, the hypotheses for the non-inferiority test are:
H0 : 1 > P
2 ≥ ∆,
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H1 : 0 ≤ P 2 < ∆.
The p-value for this non-inferiority test is obtained by inverting the one-sided CI for
P 2 (see Appendix for details), and can be calculated as:
p− value = pf (F ;K,N −K − 1, N∆
(1−∆)), (5)
Note that one can calculate the above p-value in R with the following code:
pval = pf(Fstat,df1=K,df2=N-K-1,ncp=(N*Delta)/(1-Delta),lower.tail=TRUE).
It is important to remember that the above tests make two important assumptions
about the data:
• The data are independent and normally distributed as described in equation (1).
• The values for X in the observed data are fixed and their distribution in the
sample is equal (or representative) to their distribution in population of interest.
The sampling distribution of R2 can be quite different when regressor variables
are random; see Gatsonis and Sampson (1989) [17].
In practice, one might first conduct a NHST (i.e., calculate a p-value, p1, using
equation (3)) and only proceed to conduct the non-inferiority test (i.e., calculate a
p-value, p2, using equation (5)) if the NHST fails to reject the null. If the first p-value,
p1, is less than the Type 1 error α-threshold (e.g., if p1 < 0.05), one may conclude
with a “positive” finding: P 2 is significantly greater than 0. On the other hand, if the
first p-value, p1, is greater than α and the second p-value, p2, is smaller than α (e.g., if
p1 ≥ 0.05 and p2 < 0.05), one may conclude with a “negative” finding: there is evidence
of a statistically significant non-inferiority, i.e., P 2 is at most negligible. If both p-values
are large, the result is inconclusive: there is insufficient data to support either finding.
This two-stage sequential testing scheme is formally known as conditional equivalence
testing (CET); see Campbell and Gustafson (2018) [7] for more details.
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2.1. Comparison to a Bayesian alternative
For linear regression models, based on the work of Liang et al. (2012) [29], Rouder and
Morey (2012) [40] propose using Bayes Factors (BFs) to determine whether the data,
as summarized by the R2 statistic, support the null or the alternative model. This is a
common approach used in psychology studies (e.g., see most recently Hattenschwiler
(2019) [20]). Here we refer to the null model (“Model 0”) and alternative (full) model
(“Model 1”) as:
Model 0 : Yi ∼ Normal(β0, σ2), ∀i = 1, ..., N ; (6)
Model 1 : Yi ∼ Normal(XTi,·β, σ2), ∀i = 1, ..., N ; (7)
where β0 is the overall mean of Y (i.e., the intercept).
The BF is defined as the probability of the data under the alternative model
relative to the probability of the data under the null. Formally, we define the Bayes
Factor, BF10, as the ratio:
BF10 =
Pr(Data |Model 1)
Pr(Data |Model 0) , (8)
with the “10” subscript indicating that the full model (i.e., “Model 1”) is being com-
pared to the null model (i.e., “Model 0”). The BF can be easily interpreted. For
example, a BF10 equal to 0.10 indicates that the null model is ten times more likely
than the full model.
Bayesian methods require one to define appropriate prior distributions for all
model parameters. Rouder and Morey (2012) [40] suggest using “objective priors” for
linear regression models and explain in detail how one may implement this approach.
We will not discuss the issue of prior specification in detail, and instead point interested
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readers to Consonni and Veronese (2008) [11] who provide an in-depth overview of how
to specify prior distributions for linear models.
Using the BayesFactor package in R [31] with the function linearReg.R2stat(),
one can easily obtain a BF corresponding to given values for R2, N , and K. Since we
can also calculate frequentist p-values corresponding to given values for R2, N , and
K (see equations (3) and (5)), a comparison between the frequentist and Bayesian
approaches is relatively straightforward.
For three different values of K (=1, 5, 12) and a broad range of values of N (76
values from 30 to 1,000), we calculated the R2 values corresponding to a BF10 of 1/3
(moderate evidence in favour of the null model, [23]) and of 3 (moderate evidence in
favour of the full model). We then proceeded to calculate the corresponding frequentist
p-values for NHST and non-inferiority testing for the (R2, K, N) combinations. Note
that all priors required for calculating the BF were set by simply selecting the default
settings of the linearReg.R2stat() function (with rscale = “medium”; see [31]).
The results are plotted in Figure 1. The left-hand column plots the conclusions
reached by frequentist testing (i.e., the CET sequential testing scheme). For all calcula-
tions, we defined α = 0.05 and ∆ = 0.10. The right-hand column plots the conclusions
reached based on the Bayes Factor with a threshold of 3.
Each conclusion corresponds to a different colour in the plot: green indicates a
positive finding (evidence in favour of the full model); red indicates a negative finding
(evidence in favour of the null model); and yellow indicates an inconclusive finding
(insufficient evidence to support either model). Note that we have also included a
third colour, light-green. For the frequentist testing scheme, light-green indicates a
scenario where both the NHST p-value and the non-inferiority test p-value are less
than α = 0.05. The tests reveal that the observed effect size is both statistically
significant (i.e., we reject H0 : P
2 = 0) and statistically smaller than the effect size of
interest (i.e., we also reject H0 : P
2 ≥ ∆). In these situations, one could conclude that,
while P 2 is significantly greater than zero, it is likely to be practically insignificant
(i.e., a real effect of a negligible magnitude).
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Three observations merit comment:
(1) For testing with Bayes Factors, there will always exist a combination of values
of R2 and N that corresponds to an inconclusive result. This is not the case for
frequentist testing: the probability of obtaining an inconclusive finding will decrease
with increasing N , and at a certain point, will be zero. For example, with K = 5
and any N > 184, it is impossible to obtain an inconclusive finding regardless of the
observed R2.
(2) For K = 1 covariate, with N < 30, it is practically impossible to obtain a negative
conclusion with the Bayesian approach, and only possible with the frequentist approach
(for the equivalence bound of ∆ = 0.10), if the R2 is very very small (≈< 0.001).
(3) For K = 12 covariates, with N < 50, the frequentist testing scheme obtains a
negative conclusion in situations when R2 > ∆. This may seem rather odd but can be
explained by the fact that R2 is “seriously biased upward in small samples” [12].
2.2. Simulation study
We conducted a simple simulation study in order to better understand the operating
characteristics of the non-inferiority test and to confirm that the test has correct
Type 1 error rates. We simulated data for each of the eighteen scenarios, one for each
combination of the following parameters:
• one of three sample sizes: N = 120, N = 1, 200, or, N = 12, 000;
• one of two designs with K = 2, or K = 4 binary covariates, (with an orthogonal,
balanced design), and with β = (0.0, 0.2, 0.3) or β = (0.0, 0.2, 0.2,−0.1,−0.2);
and
• one of three variances: σ2 = 0.4 ,σ2 = 0.5, or σ2 = 1.
Depending on the particular values of K and σ2, the true coefficient of variation for
these data is either P 2 = 0.032, P 2 = 0.062, or P 2 = 0.076. Parameters for the
simulation study were chosen so that we would consider a wide range of values for
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Figure 1. Colours indicate the conclusions corresponding to varying levels of R2 and N (red=“negative”;
yellow = “inconclusive”; green=“positive”). Left panels shows frequentist testing scheme with NHST and non-
inferiority test (∆ = 0.10) and right panels show Bayesian testing scheme with a threshold for the BF of 3.
The significance threshold for frequentist tests is α = 0.05. Both y-axis (R2) and x-axis (N) are on logarithmic
scales. Note also that the “light-green” colour corresponds to scenarios for which both the NHST and the
non-inferiority p-values are less than α = 0.05. One could describe the effect in these cases as “significant yet
not meaningful.”
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Figure 2. Simulation study results. Upper panel shows results for K = 2; lower panel shows results for K = 4.
Both plots are presented with a restricted y-axis to better show the Type 1 error rates.
the sample size and so as to obtain three unique values for P 2 approximately evenly
spaced between 0 and 0.10.
For each configuration, we simulated 10,000 unique datasets and calculated a
non-inferiority p-value with each of 19 different values of ∆ (ranging from 0.01 to
0.10). We then calculated the proportion of these p-values less than α = 0.05. Figure
2 plots the results with a restricted y-axis to better show the Type 1 error rates. In
the Appendix, Figure 3 plots the results against the unrestricted y-axis.
We see that when the equivalence bound ∆ equals the true effect size (i.e., 0.032,
0.062, or 0.076), the Type 1 error rate is exactly 0.05, as it should be, for all N . This
situation represents the boundary of the null hypothesis, i.e. H0 : ∆ ≤ P 2. As the
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equivalence bound increases beyond the true effect size (i.e., ∆ > P 2), the alternative
hypothesis is then true and it becomes possible to correctly conclude equivalence. The
power of the test increases with ∆ and N , as one would expect.
3. Application: Evidence for the absence of a Hawthorne effect
McCambridge at el. (2019) [30] tested the hypothesis that participants who know that
the behavioral focus of a study is alcohol related will modify their consumption of
alcohol while under study. The phenomenon of subjects modifying their behaviour
simply because they are being observed is commonly known as the Hawthorne effect
[42].
The researchers conducted a three-arm individually randomized trial online
among students in four New Zealand universities. The three groups were: group A
(control), who were told they were completing a lifestyle survey; group B, who were
told the focus of the survey was alcohol consumption; and group C, who additionally
answered 20 questions on their alcohol use and its consequences before answering the
same lifestyle questions as Groups A and B. The prespecified primary outcome was a
subject’s self-reported volume of alcohol consumption in the previous 4 weeks (units
= number of standard drinks). This measure was recorded at baseline and after one
month at follow-up.
The data were analyzed by McCambridge at el. (2019) [30] using a linear re-
gression model with repeated measures fit by generalized estimating equations (GEE)
and an “independence” correlation structure. For a NHST of the overall experimental
group effect, the researchers obtained a p-value of 0.66. Based on this result, McCam-
bridge at el. (2019) conclude that “the groups were not found to change differently
over time” [30].
We note that this linear regression model fit by GEE is just one of many potential
models one could use to analyze this data; see Yang and Tsiatis (2001) [44]. Three
(among many) other reasonable alternative approaches include (1) a linear model using
only the follow-up responses (without adjustment for the baseline measurement); (2)
12
baseline followup difference
A N 1795 1483 1483
mean 24.60 18.39 -5.13
sd 31.80 23.32 24.56
B N 1852 1532 1532
mean 23.83 17.48 -5.64
sd 31.79 23.81 21.77
C N 1825 1565 1565
mean 23.03 17.45 -4.79
sd 30.65 23.21 25.17
Total N 5472 4582 4580
mean 23.82 17.77 -5.19
sd 31.42 23.44 23.88
Table 1. Summary of the data from McCambridge at el. (2019). The table summarizes the prespecified
primary outcome, a subject’s self-reported volume of alcohol consumption in the previous 4 weeks (units =
number of standard drinks). This measure was recorded at baseline and after one month at follow-up in each
of the three experimental groups.
a linear model using the follow-up responses as outcome with a covariate adjustment
for the baseline measurement; and (3) a linear model using the difference between
follow-up and baseline responses as outcome. These three approaches yield p-values
of 0.45, 0.56, and 0.61, respectively. None of these p-values suggest rejecting the null.
Instead each model leads one to conclude that there is insufficient evidence to reject
the null. In order to show evidence “in favour of the null,” we turn to our proposed
non-inferiority test.
We fit the data (N = 4, 580) with a linear regression model using the difference
between follow-up and baseline responses as the outcome, and the group membership
as a categorical covariate, K = 2. We then consider the non-inferiority test for the
coefficient of determination parameter (see Section 2), with ∆ = 0.01. This test asks
the following question: does the overall experimental group effect account for less than
1% of the variability explained in the outcome?
The choice of ∆ = 0.01 represents our belief that any Hawthorne effect explaining
less than 1% of the variability in the data would be considered negligible. For reference,
Cohen (1988) describes a R2 = 0.0196 as “a modest enough amount, just barely
escaping triviality” [10]; and more recently, Fritz et al. (2012) consider associations
explaining “1% of the variability” as “trivial” [16]. It is up to researchers to provide a
justification of the equivalence bound before they collect the data.
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We obtain a R2 = 0.000216 and can calculate the F -statistic with equation (4):
F =
R2/K
(1−R2)/(N −K − 1) (9)
=
0.000216/2
(1− 0.000216)/(4580− 2− 1) (10)
=
0.000108
0.000218
(11)
= 0.49 (12)
To obtain a p-value for the non-inferiority test, we use equation (5):
p− value = pf (F ;K,N −K − 1, N∆
(1−∆)) (13)
= pf (0.49; 2, 4580− 2− 1, 4580 · 0.01
(1− 0.01) ) (14)
= 1.13× 10−9 (15)
This result, p-value = 1.13×10−9, suggests that we can confidently reject the null
hypothesis that P 2 > 0.01. We therefore conclude that the data are most compatible
with no important effect. For comparison, the Bayesian testing scheme we considered
in Section 2.1 obtains a Bayes Factor of B10 = 0.00284 = 1/352. The R-code for these
calculations is presented in the Appendix.
4. A non-inferiority test for the ANOVA η2 parameter
Despite being entirely equivalent to linear regression [18], the fixed effects (or “between
subjects”) analysis of variance (ANOVA) continues to be the most common statistical
procedure to test the equality of multiple independent population means in many
fields [36]. The non-inferiority test considered earlier in the linear regression context
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will now be described in an ANOVA context for evaluating the equivalence of multiple
independent groups. Note that all tests developed and discussed in this paper are only
for between-subject ANOVA designs and cannot be applied to within-subject designs.
Equivalence/non-inferiority tests for comparing group means in an ANOVA have
been proposed before. For example, Rusticus and Lovato (2011) [41] list several exam-
ples of studies that used ANOVA to compare multiple groups in which non-significant
findings are incorrectly used to conclude that groups are comparable. The authors em-
phasize the problem (“a statistically non-significant finding only indicates that there
is not enough evidence to support that two (or more) groups are statistically different”
[41]) and offer an equivalence testing solution based on CIs. Unfortunately, a confi-
dence interval approach to equivalence testing does not allow for the calculation of
p-values. Instead, conclusions of equivalence are based only on CIs which the authors
warn may be “too wide” [41].
In another proposal, Wellek (2003) [43] considered simultaneous equivalence test-
ing for several parameters to test group means. However, this strategy may not nec-
essarily be more efficient than the rather inefficient strategy of multiple pairwise com-
parisons; see the conclusions of Pallmann et al. (2017) [35].
Koh and Cribbie (2013) [25] (see also Cribbie et al. (2009) [13]) consider two
different omnibus tests. These are presented as non-inferiority tests for ϕ2, a parameter
closely related to the population signal-to-noise parameter, s2n; (note that s2n =
ϕ2/N , where N is the total sample size). Unfortunately, the use of these tests is
limited by the fact that the population parameters ϕ2 and s2n are not commonly used
in analyses since their units of measurement are rather arbitrary.
In this section, we consider a non-inferiority test for the population effect-size
parameter, η2, a standardized effect size that is commonly used in the social sciences
[24]. The parameter η2 represents the proportion of total variance in the population
that can be accounted for by knowing the group level. The use of commonly used
standardized effect sizes is recommended in order to facilitate future meta-analysis
and the interpretation of results [26]. Note that η2 is analogous to the P 2 parameter
considered earlier in the linear regression context in Section 2. Also note that the
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non-inferiority test we propose is entirely equivalent to the test for ϕ2 proposed by
Koh and Cribbie (2013) [25]. It is simply a re-formulation of the test in terms of the
η2 parameter.
Before going forward, let us define some basic notation. All technical details are
presented in the Appendix. Let Y represent the continuous (normally distributed) out-
come variable, and X represent a fixed categorical variable (i.e., group membership).
Let N be the total number of observations in the observed data, J be the number
of groups (i.e., factor levels in X), and nj be the number of observations in the jth
group, for j in 1,..., J . We will consider two separate cases, one in which the variance
within each group is equal, and one in which variance is heterogeneous.
Typically, one will conduct a standard F -test to determine whether one can reject
the null hypothesis that η2 is equal to zero (H0 : η
2 = 0). The p-value is calculated as:
p− value = 1− pf (F ; J − 1, N − J, 0), (16)
where, as in Section 2, pf (· ; df1, df2, ncp) is the cdf of the non-central F-distribution
with df1 and df2 degrees of freedom, and non-centrality parameter, ncp; and where:
F =
∑J
j=1 nj(y¯j − y¯)2/(J − 1)∑J
j=1
∑nj
i=1(yij − y¯j)2/(N − J)
. (17)
One can calculate the above p-value using R with the following code:
pval = pf(Fstat,df1=J-1,df2=N-J,lower.tail=FALSE).
A non-inferiority test for η2 asks a different question: can we reject the hypothesis
that the total amount of variance in Y attributable to group membership is greater
than ∆? Formally, the hypotheses for the non-inferiority test are written as:
H0 : 1 > η
2 ≥ ∆,
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H1 : 0 < η
2 ≤ ∆.
If we reject H0, we reject the hypothesis that there are meaningful differences between
the group means (µj , j = 1, ..., J), in favour of the hypothesis that the group means
are considered practically equivalent. The p-value for this test is obtained by inverting
the one-sided CI for η2 (see Appendix for details) and can be calculated as:
p− value = pf (F ; J − 1, N − J, N∆
(1−∆)). (18)
Note that one can calculate the above p-value using R with the following code:
pval = pf(Fstat,df1=J-1,df2=N-J,ncp=N*Delta/(1-Delta),lower.tail=TRUE).
The non-inferiority test for η2 makes the following three important assumptions
about the data:
• The outcome data are independent and normally distributed.
• The proportions of observations for each group (i.e., nj/N , for j = 1, ...J) that
are in the observed data are equal to the proportions that are in the total pop-
ulation of interest.
• The variance within each group is equal (homogeneous variance).
4.1. A non-inferiority test for ANOVA with heterogeneous variance
With regards to the third assumption above, we can modify the above non-inferiority
test in order to allow for the possibility that the variance is unequal across groups
(heterogeneous variance). Recall that a Welch F -test statistic is calculated as (see
Appendix for details; see also [14]):
F
′
=
∑J
j wˆj(yj − y¯
′
)2/(J − 1)
1 + 2(J−2)J2−1
∑J
j=1((nj − 1)−1)(1− wˆjWˆ )
, (19)
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where wˆj = nj/s
2
j , with s
2
j =
∑nj
i=1((yij − y¯j)2)/(nj − 1), for j = 1, ..., J ; and where
Wˆ =
∑J
j=1 wˆj , and y¯
′
=
∑J
j=1(wˆj y¯j)/Wˆ , for j = 1, ..., J .
Then, the p-value for a non-inferiority test (H0 : 1 > η
2 ≥ ∆) in the case of
heterogeneous variance is:
p− value = pf (F ′ ; J − 1, df ′ , N∆
(1−∆)). (20)
where:
df
′
=
J2 − 1
3
∑J
j=1((nj − 1)−1)(1− wˆj/Wˆ )2
(21)
The above p-value can be calculated using R with the following code:
aov1 <- oneway.test(y ~ x, var.equal = FALSE)
Fprime <- aov1$statistic
dfprime <- aov1$parameter[2]
pval = pf(Fprime, J-1, df2 = dfprime, ncp = (Delta*N)/(1-Delta), lower.tail=TRUE)
For the heterogeneous case the population effect size parameter, η2, is defined
slightly differently than for the homogeneous case (see Appendix for details). Based on
the simulation studies of Koh and Cribbie (2013) [25], we can recommend that the non-
inferiority test based on the Welch’s F
′
statistic (i.e., the test with p-value calculated
from equation (20)) is almost always preferable (with regards to the statistical power
and Type 1 error rate) to the test which requires an assumption of homogeneous
variance (i.e., the test with p-value calculated from equation (18)).
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5. Conclusion
In this paper we presented a statistical method for non-inferiority testing of stan-
dardized omnibus effects commonly used in linear regression and ANOVA. We also
considered how frequentist non-inferiority testing, and equivalence testing more gen-
erally, offer an attractive alternative to Bayesian methods for “testing the null.” We
recommend that all researchers specify an appropriate non-inferiority margin and plan
to use the proposed non-inferiority tests in the event that a standard NHST fails to
reject the null. Or in cases when the sample size are very large, the non-inferiority test
can be useful to detect effects that are significant but not meaningful.
Note that our current non-inferiority test for P 2 in a standard multivariable linear
regression is limited to comparing the “full model” to the “null model.” As such, the
test is not suitable for comparing two nested models. For example, we cannot use
the test to compare a “smaller model” with only the baseline measure as a covariate,
with a “larger model” that includes both baseline measure and group membership as
covariates.
Equivalence testing for comparing two nested models will be addressed in future
work in which we will consider a non-inferiority test for the increase in R2 between a
smaller model and a larger model. Related work includes that of Algina et al. (2007) [2]
and Algina et al. (2008) [1]. We also wish to further investigate non-inferiority testing
for ANOVA with within-subject designs, following the work of Rose et al. (2018) [39].
The equivalence test we propose requires researchers to specify equivalence
bounds in standardized effect sizes. Standardized effect sizes have strengths and weak-
nesses, and some researchers have argued in favor of the use of unstandardized effect
sizes [5]. Although we proposed equivalence tests in terms of standardized effect sizes,
we largely agree with their limitations. Nevertheless, researchers might find it more
intuitive to specify equivalence bounds in standardized effect sizes, at least in certain
research lines.
There is a great risk of bias in the scientific literature if researchers only rely on
statistical tools that can reject null hypotheses, but do not have access to statistical
19
tools that allow them to reject the presence of meaningful effects. Amrhein et al.
(2019) express great concern with the the practice of statistically non-significant results
being “interpreted as indicating ‘no difference’ or ‘no effect’ ”[4]. Equivalence tests
provide one approach to improve current research practices by allowing researchers
to falsify their predictions concerning the presence of an effect. Thinking about what
would falsify your prediction is a crucial step when designing a study, and specifying
a smallest effect size of interest and performing an equivalence test provides one way
to answer that question.
Available Code - All the code used in this paper and relevant mate-
rials are made available in an OSF repository (https://osf.io/3q2vh/), DOI
10.17605/OSF.IO/3Q2VH. Please do not hesitate to contact the authors if you have
any questions or comments.
Acknowledgements Thank you to Prof. Paul Gustafson for the helpful advice with
preliminary drafts. Thank you to Prof. John Petkau for the generous help with editing.
6. Appendix
6.1. Linear Regression: further details and R-code.
The R2 statistic estimates the parameter P 2 from the observed data:
R2 = 1− SSRES
SSTOT
, (22)
where SSRES =
∑N
i=1 (yi − yˆi)2 , and SSTOT =
∑N
i=1 (yi − y)2; with yˆ =
XT (X ′X)−1X ′Y , and y¯ =
∑N
i=1 yi/N .
The R-code for analysis of the McCambridge at al. (2019) [30] data is:
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Xmatrix <- model.matrix(totaldrinking.diff ~ group, data= side_data)
lmmodel <- lm(totaldrinking.diff ~ group , data= side_data)
R2 <- summary(lmmodel)$r.squared
Fstat <- summary(lmmodel)$fstatistic[1]
K <- dim(Xmatrix)[2] - 1
N <- dim(Xmatrix)[1]
Delta <- 0.01
pf(Fstat,df1=K,df2=N-K-1,ncp=(N*Delta)/(1-Delta),lower.tail=TRUE)
linearReg.R2stat(N=N, p=K, R2= R2, simple=TRUE)
The code below replicates the results published in McCambridge et al. (2019),
Table 2. Note that there appears to be a typo in the published table whereby the
p-values 0.89 and 0.86 are switched.
Hdata$group<-relevel(Hdata$group,"A")
mod0 <- geeglm(totaldrinking ~ + group+t,
id= participant_ID, corstr="independence", data= Hdata, x=TRUE)
mod1 <- geeglm(totaldrinking ~ group*t + group+t,
id= participant_ID, corstr="independence", data= Hdata)
(anova(mod1,mod0))
summary(mod1)$coefficients
Hdata$group<-relevel(Hdata$group,"C")
mod1a <- geeglm(totaldrinking ~ group*t + group+t,
id= participant_ID, corstr="independence", data= Hdata)
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summary(mod1a)
6.2. ANOVA with homogeneous variance: further details.
The true population group mean for group j is denoted µj , for j in 1,..., J ; and we
denote the group effects as τj = µj − µ, where µ is the overall weighted population
mean, µ = (
∑J
j=1 µjnj)/N . These parameters are estimated from the observed data
by the corresponding sample group means: µˆj = y¯j = (
∑nj
i=1 yi)/nj , for j in 1,...,J ;
and the overall sample mean: µˆ = y¯ = (
∑J
j=1 y¯jnj)/N .
We operate under the assumption that the data is normally distributed such that:
Yi,j ∼ Normal(µj , σ2w), ∀ j = 1, ..., J, ∀i = 1, ..., nj , (23)
where σ2w denotes the variance within groups. We also define the variance between
groups as σ2b =
∑J
j=1 nj(µj − µ)2/N . Finally, the total population variance is defined
as σ2t = σ
2
b + σ
2
w. The corresponding sums of squares are estimated from the data:
SSb =
∑J
j=1 nj(y¯j − y¯)2; SSw =
∑J
j=1
∑nj
i=1(yij − y¯j)2; and SSt = SSb + SSw.
Recall that the ANOVA F-test statistic is calculated as:
F =
SSb/dfb
SSw/dfw
=
∑J
j=1 nj(y¯j − y¯)2/(J − 1)∑J
j=1
∑nj
i=1(yij − y¯j)2/(N − J)
, (24)
where dfb = J − 1, and dfw = N − J . The F statistic follows an F distribution
with degrees of freedom dfb for the numerator, and dfw degrees of freedom for the
denominator.
The population effect size, η2 ∈ [0, 1], is a parameter that represents the amount
of variance in the outcome variable, Y , that is explained by the group membership,
(i.e., knowing the level of the factor X), and is defined as:
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η2 =
σ2b
σ2t
=
σ2b
σ2b + σ
2
w
= 1− σ
2
w
σ2t
(25)
We can estimate the population parameter η2 from the observed data using the sample
statistic, ηˆ2, as follows: ηˆ2 = SSb/SSt. It is well known that ηˆ
2 is a biased estimate
for η2. However, alternative estimates (including ˆ2 = (SSb − dfb ·MSw)/SSt, and
ωˆ2 = (SSb−dfb ·MSw)/(SSt +MSw)) are also biased; see Okada (2013) [34] for more
details (note that there is a typo in eq. 5 of [34]).
The population effect size parameter η2 is closely related to the signal-to-
noise ratio parameter, s2n = σ2b/σ
2
w, and to the non-centrality parameter, Λ =∑J
j=1 njτ
2
j /σ
2
w = Nσ
2
b/σ
2
w. Consider the following equality:
η2 =
s2n
1− s2n =
Λ
Λ +N
. (26)
The non-centrality parameter, Λ, is estimated from the data as: Λˆ = (n −
1)SSb/SSw, and we can easily calculate a one-sided (1−α)% confidence interval (CI),
[0,ΛU ], by “pivoting” the cumulative distribution function (cdf); see [24] Section 2.2
and references therein. This requires solving (numerically) the following equation for
ΛU :
pf (F ; df1 = dfb, df2 = dfw, ncp = ΛU ) = α, (27)
where pf (· ; df1, df2, ncp) is the cdf of the non-central F-distribution with df1 and
df2 degrees of freedom, and non-centrality parameter, ncp. The values for F , dfb, dfw,
are calculated from the data as defined above. The solution, ΛU , will be the upper
confidence bound of Λ, such that: Pr(Λ < ΛU ) = α.
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As detailed in Kelly (2007) [24] (note that there is a typo in eq. 55 of [24]: ΛL in
the numerator should be ΛU ) one can convert the bounds of the CI for Λ into bounds
for a CI for η2. The upper limit of a one-sided CI for η2 is: η2U = ΛU/(ΛU + N). As
such, we have that Pr(η2 ≤ ΛUΛU+N ) = 1− α.
6.3. ANOVA with heterogeneous variance: further details.
As above, the true population group mean for group j is denoted µj , for j in 1,...,J .
We now define:
Yi,j ∼ Normal(µj , σ2w,j), ∀j = 1, ..., J, ∀i = 1, ..., nj , (28)
and define wj = nj/σ
2
w,j , and W =
∑J
j=1wj , and finally µ¯
′
=
∑J
j=1(wjµj)/W .
Recall that a Welch F-test statistic is calculated as:
F
′
=
∑J
j wˆj(y¯j − y¯
′
)2/(J − 1)
1 + 2(J−2)J2−1
∑J
j=1((nj − 1)−1)(1− wˆj/Wˆ )2
, (29)
where wˆj = nj/s
2
j , with s
2
j =
∑nj
i=1((yij − y¯j)2)/(nj − 1), for j = 1, ..., J ; and where
Wˆ =
∑J
j=1 wˆj , and y¯
′
=
∑J
j=1(wˆj y¯j)/Wˆ , for j = 1, ..., J .
Levy (1978) [28] proposed an approximate non-null distribution for the F
′
statis-
tic such that F
′
follows a non-central F -distribution with df1 = J − 1 and df2 = df ′
degrees of freedom, and non-centrality parameter, Λ
′
=
∑J
j=1wj(µj − µ¯
′
)2; see also
[22]. The degrees of freedom for this case are defined as: df1 = J − 1, and:
df
′
=
J2 − 1
3
∑J
j=1((nj − 1)−1)(1− wˆj/Wˆ )2
(30)
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We will therefore define our population effect size parameter for the heterogeneous
case as:
η2
′
=
Λ
′
Λ′ +N
. (31)
Note that in the case of homogeneous variance (i.e., when σ2w,j = σ
2
w,k,∀j, k
in 1, ..., J), we have Λ
′
= Λ and η2
′
= η2. The p-value for the non-inferiority test
(H0 : η
2′ > ∆) in the case of heterogeneous variance is:
p− value = pf (F ′ ; J − 1, df ′ , ncp = N∆
(1−∆)). (32)
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Figure 3. Simulation study, complete results. Upper panel shows results for K = 2; Lower panel shows results
for K = 4.
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