The study of the properties and solutions of the Mathieu second-order differential equation has been very extensive in the last decades, due to the special interest presented by physical problems involving periodic media and problems separable in elliptic coordinate systems, On the other hand, numerical tables for the non-periodic Floquet-type solutions are scarce [5] , [6] , [7] ; in addition, the increments between two successive tabulated values are relatively large for some of these tables and the accuracy is relatively low in the other tables. Consequently, the applicability of the available data is rather limited.
rather limited.
The regions of "stable" solutions of the Mathieu equation are of particular interest in applications involving the wave equation with periodic boundary conditions, since these regions correspond to the propagating waves in the corresponding media. The first three regions of stable solutions were tabulated with this type of problem in mind, the numerical results being given in Tables I, II, and III. The canonical form of the Mathieu equation considered is given by (1) y" + (p -2q cos 2z)y = 0, with p and q real. Every non-periodic solution of (1) is a linear combination of two linearly independent Floquet-type solutions of the form (2) y = eir°P(z), where P(z) is a periodic function of z, and v is the so-called characteristic exponent. This exponent is a function of the parameters p and q only. When v is real, the solutions (2) are called "stable" since they are uniformly bounded for all real z; then v = f(p, q) may be chosen to be single-valued. (Note: In the tables and curves shown here, v is not reduced to 0 ^ v ^ 1 as is usually done, but its actual value is taken, thus defining the particular stable region it represents.) It is shown in the references that all values of v are solutions of the continued fraction equation For computation purposes, it is convenient to define
so that equation (3) will take the form
The continued fractions are convergent since they satisfy the convergence test [2] which requires that \D"\ è 2 for n > N, where N is a finite integer.
To find the roots of equation (6), it is noted that this equation is already expressed in a suitable form for solution by means of an iteration process, with x regarded as the unknown. Taking q and v as variable parameters, such an iteration procedure was programmed on a computer which obtained p with an accuracy of 10-5. As is proved in the Appendix, the iteration process converges in an alternating fashion, i.e., the exact result always lies between the values obtained by two successive iterations; hence, the iteration process must be carried out only until the difference between two successive results is less than the maximum desired deviation.
It was also noted that the number of iterations required to solve equation (6) was extremely large for a large range of parameters if a simple iteration procedure was used. This was due to a very slow convergence of the iteration process in some regions of q and v. To improve this situation, the computer was programmed to differentiate between two cases: a) "Fast" convergence: x'n+\ contained within the interval (xn , xn+i), b) "Slow" convergence: x'n+i outside the interval (xn , xn+2), where xn+i is the result of the ?ith iteration, using xn as the trial value; x'n+l is the arithmetic mean of xn+i and xn .
After using the test to determine whether the convergence is "fast" or "slow," as defined above, the computer used either xn+% or a;'"+2, respectively, as the next trial value for the n + 2 iteration. This procedure reduced the number of iterations required from more than a thousand to less than twenty for the most slowly converging cases.
The results thus obtained are given in the appended tables, while Figure 1 shows these values plotted in the p -q plane. Note that, for greater clarity, P = ± VV rather than p is plotted in the figure. Thus p = P2 if P è 0; p = -P2 if P < 0.
Appendix. It is shown below that an iteration process based on equation (6) , if converging, will do so in an alternating manner; i.e., the value of the exact solution always lies between the values of the results of any two successive iterations.
The iteration process may be written in the form Differentiating with respect to xn , we obtain
Noting that Rm(xn) has the same functional form as Ra(xn), one finds
In the case considered, am = -or 1; hence am > 0. Rm(x") -> 0 as m -> as so that Ro'(xn) has a finite negative value for any finite xn ■ Consequently, the derivative of xn+i is finite and negative so that the iteration process based on equation (6), if convergent, will converge in an alternating fashion. No absolute convergence proof was found for the iteration process itself; on the other hand, no convergence instabilities were experienced in the actual computation for the range of parameters that was tabulated.
