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Abstract
In this paper we describe SmartRoad, a road sensing system that
generates and collects mobile sensory data from vehicle-resident mobile
phones, in enabling and supporting crowd-sourced road sensing applica-
tions and services, as an alternative to expensive road surveys conducted
traditionally. We implement the SmartRoad prototype system, and de-
ploy it on 35 volunteer users’ vehicles for 2 months, collecting about 4,000
miles of driving data.
1 Introduction
It is estimated that in the US ovar 200 million light vehicles are on the road,
each being driven 12,000 miles annually. Thus transportation in the form of
driving vehicles is a significant component of people’s everyday lives. Towards
better observing, understanding, and improving the people’s driving activities,
we design, implement, and deploy the SmartRoad participatory road-sensing
system. It runs on off-the-shelf mobile smartphones and is easily installed into
normal everyday vehicles. SmartRoad collects data from an suite of phone
and car sensors that reflect various aspects of the driving activities—motions,
trajectories, fuel consumption rates, etc. A wide range of applications and
services can be built on top of the SmartRoad system. For example, fuel-
efficient navigation [12], traffic regulator detection [13], driving pattern analysis
[10], etc.
The general design of SmartRoad follows a client-server framework. We
place the client component on a vehicle-resident smartphones, and the server
component on a backend workstation. Compared with dedicated sensing, com-
puting, or communication devices, smartphones are more suitable for large de-
ployment due to their popularity. We also enable automatic opportunistic data
sharing among participating vehicles, which helps expediting the transmission
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Figure 1: SmartRoad system design
of collected data to the designated backend servers. The general design of the
SmartRoad system is as illustrated in Fig. 1.
Users can easily download and install SmartRoad applications just like any
other normal mobile apps. We implement our prototype SmartRoad system and
deploy it on 35 volunteer users’ vehicles. We let the system run for 2 months,
and collect around 4000 miles of driving data. We also build, as a proof of
concept, an traffic regulator detection application on top of SmartRoad, as the
data collected contains hundreds of regulator-controlled and uncontrolled road
locations. Our deployment and experiment results show that our system can
reliably and efficiently carry out road-sensing tasks.
2 Related Work
Several prior work targets on road and traffic sensing scenarios. For example,
the Nericell project [15] presents a system that performs rich sensing using smart
phones that users carry with them in normal courses, to monitor road and traffic
conditions. The GreenGPS system [12] provides a service that computes fuel-
efficient routes for vehicles between arbitrary end-points, by exploiting vehicular
sensor measurements available through the On Board Diagnostic (OBD-II) in-
terface of the car and GPS sensors on smartphones. SignalGuru [1] is a software
service that relies solely on a collection of mobile phones to detect and predict
the traffic signal schedule, producing a Green Light Optimal Speed Advisory
(GLOSA). Such existing work each has its own ad-hoc implementation or uses
dedicated hardware components, and is not easily adaptable for use in general
road-sensing scenarios.
Also related to our work, CafNet [5] in the CarTel project [14] is a delay-
tolerant stack that enables mobile data muling and allows data to be sent across
an intermittently connected network. The CafNet protocols allow cars to serve
as data mules, delivering data between nodes that are otherwise not connected
to one another. Similarly, the DieselNet testbed [2] consists of 35 buses, each
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with a Diesel Brick, which is based on a HaCom Open Brick computer. The
main differences of our work are two-fold. First, most of the existing work use
data mules for data collections, instead, we systematically investigate the per-
formance of realistic opportunistic networking via direct phone-to-phone com-
munication, which is now possible with most popular mobile devices. Second,
while they mainly focus on the optimization of communication stack to take
advantage of short vehicle meeting times, we aim to leverage commonly open
APIs on smartphones and hence restrict ourselves to what can be done with the
available stacks.
Our work is also related to efforts in the vehicle networking community,
called VANET, where the goal is usually to increase road safety and transport
efficiency, and provide Internet access on the move to ensure wireless ubiqui-
tous connectivity. Research challenges in evolving connected vehicle architec-
ture, such as leveraging street parking to enable vehicular Internet access [7]
and investigating application-driven inter-and intra-cluster communication in
VANETs [6], has been deeply investigated. However, in mobile participatory
sensing, the vehicle-to-vehicle communication problem targets a different goal:
our photo-to-phone data sharing aims to help participants who rarely approach
wireless access points themselves to deliver their sensory data to the back-end
server more quickly. There appears to be no straightforward solution in the
VANET regime to provide automatic and efficient vehicle-to-vehicle communi-
cation with smartphones.
3 System Architecture
In this section, we provide an overview of our SmartRoad system architecture.
SmartRoad contains three modules: a data acquisition module, an application-
specific task module, and a feedback module. They are deployed on two different
platforms: distributed vehicle-resident smartphones, and backend servers. Fig-
ure 2 illustrates the architecture overview of the SmartRoad system. We next
discuss each of these three modules in more detail.
3.1 Data Acquisition Module
The data acquisition module runs on vehicle-resident smartphones. Readings
from the following sensors are collected.
a) GPS, which reflects a vehicle’s positions and moving trajectories. Every
single GPS reading includes the instantaneous latitude-longitude location,
speed, and bearing of the vehicle;
b) Motion/Orientation Sensors, which currently consist of the accelerometer,
gyroscope, and magnetic field sensors, which can reflect the phone’s instan-
taneous motion and orientation; and
c) Vehicle internal sensors, which contain readings like engine RPMs, fuel con-
sumption rates, etc.
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Figure 2: Architecture of the SmartRoad system
The following aspects of the phone are also monitored during system running.
i) Power Status, which reflects the phone’s charging status and is used to
dynamically tune the phone operation according to energy preservation
policies; and
ii) WiFi States, which monitors WiFi network status and in turn triggers the
opportunistic data sharing among participating users and data oﬄoading
to the backend servers.
3.2 Application-Specific Task Module
This module handles the tasks that are specific to the particular running ap-
plications, and is to be customized by the application developers to meet their
goals. For example, it could be a trivial module if the application goal is just
data collection, which requires little post processing on the data collected. It
could also carry out sophisticated computations for example if the applica-
tion task is to detect and identify traffic regulation types and locations from
crowd-sourced driving data, in which case, feature extraction and classification
algorithms can be executed within the task module. We envision that many
detection/recognition-type applications can be built on top of SmartRoad, which
likely involves working with classification algorithms and data from the crowds,
we design the following two adaptation methods that makes the running of this
type of applications more efficient and effective.
Active Learning Adapter: In realistic participatory sensing applications, it
is feasible that budget allows to manually acquire ground truth information,
but only up to some small amount compared to the size of the entire sensing
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task. Thus, an important question to ask here would be, for which pieces of
groundtruth information should we pay for in order to maximize the detec-
tion performance? To answer this question, we propose an Active Learning
Adapter, which looks at the past classification results, identify the ones that the
classification algorithms are the least confident about, and then hire people to
manually acquire these specific groundtruth information. Here we borrow the
active learning philosophy [8].
Self Training Adapter: This adopts the idea of self training [17], looks at
its own past classification results and try to take advantage of them to improve
system performance. More specifically, the classification results that have the
highest confidence scores from the classifiers are progressively collected and
added to the training set. The intuition behind is that classification results with
high classification confidences are most likely to be correct, and thus including
these data points into the training set will likely help expedite the task of gradual
data accumulation and classification.
3.3 Feedback Module
The feedback module is included to visually present data collection and/or de-
tection results via a web service interface. It can also be used by system adminis-
trators and users to correct detection errors or provide groundtruth information,
which is then sent back to the detection algorithm for dynamic and adaptive
performance improvement.
4 Implementation
Shown in Figure 3(a) is SmartRoad client side as installed in a vehicle. An
close-up shot of the various hardware components used is shown in Figure 3(b).
The Android phone (Galaxy Nexus [11] or Nexus S [16]) is placed under the
windshield of the vehicle and is connected to the car charger. The phone collects
and shares various driving data, including GPS trajectories, car engine OBD-II
(onboard diagnostic) readings [3], as well as motion/orientation (accelerometer,
gyroscope, and magnetic field) data traces. The phone operates in completely
autonomous manners, with carefully designed energy preserving policies. No
human intervention is required for the system to operate for extended period of
time.
The phone opportunistically transmits collected sensory data (either raw, or
lightly processed, depending on the particular applications) back to the backend
server for centralized processing. This transmission functionality can obviously
be accomplished by various means of channels (e.g., a campus WiFi network,
or cellular data network). Our implementation allows both of them for data
transmission, and drivers can choose freely depending on their personal prefer-
ences. Being able to take advantage of any accessible WiFi networks, we certain
should not assume its general availability—it is possible that some users might
rarely drive into areas with WiFi coverage. Thus, a phone-to-phone peer shar-
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Figure 3: The hardware components and in-vehicle deployment of the prototype
SmartRoad system
ing mechanism is implemented to let any two nearby cars potentially share their
data with each other, increasing the possibility that the data reaches the back-
end server sooner. In other words, the peer sharer amends the server uploader,
forming a DTN network for pushing individual car’s collected sensory data to
the backend server. In enabling this, we use the WiFi hotspot capability of
Android phones. One difficulty here is that the establishing of the network and
communication involving a phone in hotspot mode is quite unstable, for exam-
ple, attempting to set up a socket immediately after the return of the function
call to connect to a hotspot network will almost always fail in our experiments.
To be able to finally overcome this problem, we use the Java thread wait() and
notify() mechanism together with the Android system BroadcastReceiver infras-
tructure to effectively and efficiently monitor the network state changes and
carry out network operations accordingly, without busy waiting and wasting
CPU cycles on repeatedly checking several system network states.
Pulling GPS readings and carrying out various network communication tasks
are all energy-intensive operations, and will consume an excess amount of bat-
tery power if not handled with care. Therefore to minimize any potential energy
problem and regulate energy usage on phones, we also implement energy man-
agement on the phone. Due to the nature of the deployment environment of
our sensor nodes that they run on vehicle-resident phones, drivers can choose
to plug their phones into the car chargers. The energy management component
evaluates the phone’s battery level and charging status (from phone itself), as
well as the vehicle’s engine state (if available from OBD-II readings), to intel-
ligently suspend or revive the power hungry components based on the set of
energy preserving policies we put in place. For example, if engine is off, we
turn off data collection, as the data collected when engine is off wouldn’t be
interesting anyways; if battery level is below a threshold and the phone is not
being charged, turn off data collection and delivery, etc.
The backend server runs on a linux workstation. The user feedback web
interface is implemented in Django [9]. It provides a graphical user interface
6
for user feedback purposes, as well as deployment management. The web-server
provides data aggregates and graphs from the database for a quick overview
of the deployment status. It uses a python plugin Celery [4] to update data
plots, driving statistics, and detection results periodically so that the user can
retrieve timely data. Additionally, users can interact with the presented road
sign detection interface to correct mistakes or inserting ground truth points
previously unseen.
5 Deployment & Data Collection
We test our prototype SmartRoad system through a real-world deployment.
35 people are recruited, including university faculty, staff, and students from
various departments, and of both genders, ranging from early 20s into late
40s. We install the SmartRoad client systems in their cars, and ask them just
drive normally as usual without having to attend to the phones. Through the
course of 2 months, we collect a total of about 4,000 miles of driving data
(GPS trajectories, motion data, OBD-II traces, WiFi access point history and
communication logs).
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