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The purpose of this thesis is to study the number theoretic properties of real
analytic modular forms, which were recently introduced by F. Brown. We
begin with a brief review of the classical theory of modular forms, focusing
on mathematical objects such as Hecke operators, L-functions and period
polynomials.
In Chapter 2, we introduce and discuss real analytic modular forms. We
define L-functions for the entirety of this space and establish their main
properties. We then define the analogue of the period polynomial for mod-
ular iterated integrals of length one.
In Chapter 3, we review the action of Hecke operators on the period
polynomials of standard modular forms, with the aim of extending this
theory to real analytic modular forms. We achieve this for a certain type of
length one modular iterated integral called a real analytic cusp form.
In the final chapter, we present a theorem for producing new and inter-
esting length three modular iterated integrals. This can be viewed as an
extension of the length two case given by Brown, a review of which is in-
cluded in this chapter. We discuss how modular iterated integrals could
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I N T R O D U C T I O N
Modular forms are some of the most fascinating and significant mathemat-
ical objects. They played a crucial role in Andrew Wiles’ proof of Fermat’s
Last Theorem and can be associated with cryptography, string theory, rep-
resentation theory, the Langlands program and much more.
Modular forms began to appear naturally in the nineteenth century dur-
ing the study of elliptic functions and were investigated by mathematicians
such as Eisenstein. They also appeared, as theta functions, in the work of
Jacobi during the 1820s. However, it is believed that the term modular form
(or Modulform in German) was not introduced until around the 1890s, by
the German mathematician Klein. The first use of this term in publication
is believed to have been in [3].
In the twentieth century, modular forms began to play an increasingly
significant role in mathematics and appeared in the work of many math-
ematicians, including Ramanujan. Hecke began studying modular forms
in the 1920s and shortly introduced a family of operators, now known as
the Hecke operators. These operators played a key role in capturing and
showcasing the important arithmetic information that modular forms have
to offer. As a result of this, modular forms became securely rooted in their
position at the forefront of mathematics.
Today, modular forms continue to be a subject of enormous interest, con-
stantly producing beautiful and surprising results. They are closely related
to a range of other mathematical objects, including elliptic curves and Maass
1
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wave forms. Indeed, the term modular form itself can now relate to a vari-
ety of modular objects, such as weakly holomorphic modular forms, mock
modular forms and, the recently defined, real analytic modular forms.
Chapter 1 of this thesis illustrates some of the fascinating theory of mod-
ular forms we alluded to above. We do, however, try to discuss only what is
relevant to the thesis. We will see that a modular form f , of weight k, obeys
the condition





∈ SL(2, Z), (0.1)






In Section 1.2, some examples of modular forms are given. This will
help demonstrate how the Fourier coefficients of these forms can contain
interesting and important information. In the section after this, we discuss
how the Hecke operators play a key role in capturing this information.
This leads to the definition of an L-function for a modular form, given in
Section 1.4. The study of L-functions is not restricted to modular forms and
they are an interesting mathematical object in their own right. Indeed, they
can be used as a tool to associate various arithmetic objects to each other,
such as modular forms with elliptic curves. They also provide us with im-
portant number theoretic results, such as information about the distribution
of prime numbers.
To help us understand L-functions, we define the period polynomial of
a modular form in Section 1.5. These polynomials are closely related to
L-functions and have been used to prove many important results, such as
Manin’s Periods Theorem (Theorem 1.13).
We also study the space of Maass wave cusp forms, which are modular
objects similar to modular forms. However, despite this similarity, devel-
oping an analogue of the period polynomial for Maass wave cusp forms
2
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proved difficult. In Section 1.6, we present a review of how this was even-
tually achieved in the form of a period function. Chapter 1 ends with an
investigation of weakly holomorphic modular forms.
In Chapter 2, we introduce a space which contains or intersects all the
spaces studied in Chapter 1. This is the space of real analytic modular
forms, which was recently introduced by Brown in [4–6]. These forms can
be viewed as a unifying tool for the spaces appearing in Chapter 1.
The aim of this thesis is to study the classical number theoretic properties
of real analytic modular forms. We want to produce a theory for these forms
that is an extension of the theory for standard modular forms, as presented
in Chapter 1.
We will see that a real analytic modular form of weights (r, s) must obey
the following two conditions:






(ii) For some M, N ∈N, a(j)m,n ∈ C









These two conditions can be compared to equations (0.1) and (0.2). We
denote the space of all real analytic modular forms of weights (r, s) byM!r,s
and setM! = ⊕r,sM!r,s.
Chapter 2 begins with the background of these real analytic forms and
sets the groundwork needed for the rest of the thesis. We look at an example
of a real analytic modular form, called the real analytic Eisenstein series, in
Section 2.3.
In Section 2.5, we define L-functions for the entirety ofM! and establish
their main properties. When restricted to specific subspaces, this matches
the L-functions given in Chapter 1.
It was not immediately obvious, however, how to define suitable period
polynomials for all ofM!. This is understandable though, since the period
3
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polynomial usually reflects arithmeticity and the spaceM! is too large to be
of arithmetic nature in its entirety. We show that, in a certain subspace, it is
possible to define such polynomials. This subspace is the space of modular
iterated integrals of length one and is of great interest to us in this thesis.
We will see, in Section 2.6, how the construction of the period function from
the theory of Maass wave forms (Section 1.6) will form the basis of these
period polynomials.
Evidence why our period polynomial is the analogue of the period poly-
nomial of a classical modular form is also given. Additionally, we show
how our period polynomial is closely related to our L-function (Theorem
2.23).
In the final section of this chapter, it is shown how our L-function can
be used to prove that an analogue of Manin’s Periods Theorem holds for
weakly holomorphic modular forms (Theorem 2.29).
In Chapter 3, we return to the topic of Hecke operators. The eigenvalues
of these operators are closely related to the Fourier coefficients of standard
modular forms, and therefore, learning about the former will uncover im-
portant arithmetic information about the latter. These eigenvalues, in turn,
can be recovered from the Hecke operators’ trace. Therefore, formulas de-
scribing the trace of a Hecke operator are of great importance.
Such a formula for standard modular forms was first introduced by Sel-
berg in [7]. This trace formula, however, was rather complicated and since
then simpler versions of this formula have been given. These new versions
are dependent on the Hecke operators being compatible with the period
polynomials of certain standard modular forms. We study this compatibil-
ity in Section 3.1.
It would be useful if we could extend this compatibility to real analytic
modular forms. In Section 3.2, a certain type of length one modular iterated
integral called a real analytic cusp form is introduced. We discuss some of
the interesting properties that belong to this function. We then show that,
4
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because of these properties, the Hecke operators are compatible with the
period polynomials of real analytic cusp forms.
Chapter 4, the final chapter, is an investigation of the modular iterated
integrals of length higher than one. One of the original motivations for
defining real analytic modular forms was due to the close relationship be-
tween modular iterated integrals and modular graph functions, which arise
in string perturbation theory. In fact, there is good evidence that all mod-
ular graph functions are contained within the space of modular iterated
integrals. Therefore, studying the space of modular iterated integrals will
help with the long-standing problem of giving a complete description of the
modular graph functions.
In Section 4.2, we provide a review of the research presented in Chapter
9 of [4]. In this chapter, Brown gives a theorem for producing new and
interesting length two modular iterated integrals. Each of these functions
has an associated Laplace-eigenvalue equation, for example, the function
F(1)1,1 satisfies
(∆ + 2)F(1)1,1 = −4L
3G4Ḡ4, (0.3)
where G4 is an Eisenstein series (1.7), ∆ is the Laplacian (2.7) and L =
iπ(z− z̄).
In Section 4.3, we give a brief overview of the modular graph functions
of interest to us in this thesis. We also explain how Brown has provided an
important use for the above Laplace equation. Indeed, he has shown that
we can use this equation to give, for the first time, an explicit expression of
an important modular graph function.
If other modular graph functions can be expressed using Laplace equa-
tions associated to modular iterated integrals, then these equations can help
to give a complete description of the modular graph functions.
In Section 4.4, we extend the theory presented in Chapter 9 of [4] from
length two modular iterated integrals to length three. We are able to pro-




T H E C L A S S I C A L T H E O RY O F M O D U L A R F O R M S
In this chapter, we provide a brief overview of the classical theory of mod-
ular forms, setting the groundwork from which we will build upon in the
later chapters. Since this is a vast and rich area of mathematics, we will try
to only discuss what is relevant to this thesis.
We hope, nonetheless, to still give the reader enough insight to appreciate
how fascinating this theory can be. This, in turn, should help justify why
we would want to extend the theory of modular forms to other functions,
such as the real analytic modular forms. In Sections 1.1–1.5, we closely
follow [8–10].
1.1 defining a modular form
We begin by defining what it means for a function to be a modular form,
we will also see some of the immediate consequences of this. Before we can
proceed, however, we must first set some basic notation.
The special linear group SL(2, R) acts on the upper half plane H via





∈ SL(2, R) then,






1.1 defining a modular form
A modular form can be defined over any discrete subgroup of SL(2, R). For
this thesis, however, we will concentrate on the full modular group SL(2, Z),





















∈ GL(2, R) with
det(γ) > 0, we define the (single) slash operator f |k by
( f |kγ)(z) := det(γ)k/2(cz + d)−k f (γ(z)). (1.1)
This is a group action, and therefore, we have
f |k(γµ) = ( f |kγ)|k µ , ∀ γ, µ ∈ GL(2, R). (1.2)
We are now ready to define a modular form.
Definition 1.1. Let k be a non-negative integer. A function f : H → C is a
modular form of weight k with respect to Γ1 if it obeys the following three
conditions:
(i) f is holomorphic on H. (1.3)
(ii) ( f |kγ)(z) = f (z), ∀ γ ∈ Γ1. (1.4)
(iii) f is holomorphic as z→ i∞. (1.5)
Remark 1.2. We call property (ii) the transformation law, this can also be
written as f (γz) = (cz + d)k f (z), ∀ γ ∈ Γ1.
We will now discuss some of the immediate consequences of the above
conditions. Firstly, since T ∈ Γ1, the second condition implies that any
modular form f must obey the equation f (z) = f (z + 1), for all z ∈ H.
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This, combined with the fact that f is holomorphic, means it has a Fourier






The third condition is equivalent to an vanishing for every n < 0. Therefore,










∈ Γ1, if f is of odd
weight then
f (z) = (−1)k f (z),
and therefore, f must be the zero function.
We denote the space of all modular forms of weight k with respect to Γ1
by Mk and set M =
⊕
k Mk. We should write Mk(Γ1) but, as we are focused
solely on modular forms defined over Γ1, we write Mk for convenience.
A modular form that vanishes at infinity is called a cusp form. When f is
written in the form of equation (1.6), this is equivalent to a0 vanishing. We
denote the space of all cusp forms of weight k with respect to Γ1 by Sk and
set S =
⊕
k Sk. Clearly, for a fixed k, each Sk is a subspace of Mk and, in
turn, S is a subspace of M.
1.2 examples
Having defined what a modular form is, it is natural to take a look at some
examples. This will actually be useful for two reasons:
Firstly, it will provide us with an insight into how interesting the the-
ory of modular forms can be. We will see, for example, how the Fourier
coefficients of a modular form can contain interesting arithmetic informa-
tion. Secondly, investigating these functions will provide us with a variety
of useful facts about the space of modular forms, which we will use in later
chapters. We start by looking at the Eisenstein series.
9
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Definition 1.3. For an integer k ≥ 4 and even, we define the Eisenstein









This is a modular form as it obeys the three conditions of Definition 1.1:
Firstly, as k ≥ 4, we have absolute convergence to a holomorphic function
on H. (We have absolute convergence for k > 2 since the number of pairs
(m, n) such that N ≤ |mz + n| < N + 1 is O(N), and therefore, the above
series converges like ∑∞N=1 N/N
k, see [8] for more information.) Secondly,






















(ma + nc)z + (mb + nd)
)k
= (cz + d)k Gk(z).
The validity of the argument above relies on the absolute convergence of the









where q = e2πiz, Bk is the k-th Bernoulli number and σx(n) is the divisor
function, given by ∑d|n dx. We can then deduce that Gk satisfies equation













+ q + 129q2 + 2188q3 + · · ·
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+ q + 3q2 + 4q3 + 7q4 + 6q5 + 12q6 + · · ·
but, since we no longer have absolute convergence, this does not obey the
transformation law. Therefore, G2 is not a modular form. This Fourier
expansion can be adjusted, however, to give a modular form of weight two:




We can see from equation (1.8) that the Fourier expansions of the Eisen-
stein series contain important arithmetic information relating to the divisor
function. For example, the following identities can be derived from the













σ13(n)− 11σ9(n) + 10σ3(n)
2640
.
In fact, the Fourier coefficients of modular forms, in general, are a remark-
able source of arithmetic information and are of great interest to number
theorists (and many others). In the next section, we will see how studying
a family of operators, called the Hecke operators, can lead to uncovering
some of this arithmetic information.
The Eisenstein series Gk can be normalised so that its Fourier expansion
has slightly different coefficients. We multiply Gk by a constant so that
the zeroth term in its Fourier expansion is equal to 1. We denote this new
normalisation by Ek, for example:
E4 = 240G4 = 1 + 240q + 2160q2 + 6720q3 + 17520q4 + . . .
E6 = −504G6 = 1− 504q− 16632q2 − 122976q3 − . . .




Definition 1.4. Let E4 and E6 be as above, then the modular discriminant









This function is a modular form of weight 12. Furthermore, as the con-
stant parts of the Fourier series of E34 and E
2
6 cancel out, the modular dis-








= q− 24q2 + 252q3 − 1472q4 + 4830q5 − . . .
The modular discriminant is an incredibly useful function as it can be
used to provide a variety of important results involving the space of modu-
lar forms. We state some of these results below without proof (more infor-
mation on this topic can be found in [8] or [10]).
We have already seen that if f is a modular form of odd weight, then f
must be the zero function. The modular discriminant can be used to show
that this also holds for any f of negative weight. (Therefore, the inclusion
of k being non-negative in Definition 1.1 is not needed.) Furthermore, if
f ∈ M0 (resp. f ∈ M2) then f must be a constant function (resp. the zero
function).
Now, for an even integer k > 2 we have the decomposition Mk = 〈Gk〉 ⊕
Sk and we can deduce that
dim(Mk) = dim(Sk) + 1.
The idea behind this is that, since the Eisenstein series Gk has a Fourier
series with a non-zero constant term, we can subtract a multiple of Gk from
any f ∈ Mk to give a weight k cusp form.
The space of weight k cusp forms is isomorphic to the space of weight




To see where this identity comes from, we note that, for f ∈ Sk, the quotient
f /∆ ∈ Mk−12.
The above facts give us enough information to determine the dimen-
sions of any space Mk or Sk. For example, we know dim(Mk) = 0 for
k = −8,−6,−4,−2 and this implies that dim(Sk) = 0 for k = 4, 6, 8, 10. This,
in turn, implies that dim(Mk) = 1 for these values of k and, using this in-
formation, we can deduce that dim(Sk) = 1 for k = 16, 18, 20, 22, and so
on.
The dimensions of all Mk and Sk are summarised in the following theo-
rem.
Theorem 1.5. Let k be an odd or negative integer, then dim(Mk) = dim(Sk) = 0.
For an even integer k ≥ 0, the dimensions of Mk and Sk are given by
k 0 2 4 6 8 10 12 14 · · · k · · · k + 12 · · ·
dim(Mk) 1 0 1 1 1 1 2 1 n n + 1
dim(Sk) 0 0 0 0 0 0 1 0 n− 1 n
We can immediately deduce from this theorem that there are no cusp
forms of weight k < 12 or k = 14. This fact will be of great importance to
us in Chapter 4.
1.3 hecke operators
In the 1930s Hecke introduced a family of operators that act on the space
of modular forms, building upon the work of Mordell. This section serves
as an introduction to these operators and will show us many of their inter-
esting properties. For example, we will see how they play a significant role
in capturing the important arithmetic information held by the Fourier coef-
ficients of modular forms. First, however, we must define these operators.
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Definition 1.6. Let m > 0 be an integer, then we define Tm to be the m-th
Hecke operator, which acts on a modular form f of weight k in the following
way:
Tm f (z) := mk−1 ∑
µ∈Γ1\Mm






,Mm is the set of all 2 × 2 matrices with integral entries and
determinant m, and Γ1\Mm is the (finite) set of cosets.
Remark 1.7. As this definition is dependent on k, we should write Tkm f (z)
but we write Tm f (z) for convenience and consider the weight fixed.
When Tm acts on a modular form of weight k not only is the result still
a modular form, it remains a modular form of weight k. In other words,
Tm maps the space Mk of weight k modular forms onto itself. Indeed, we
can see from the definition that Tm f is still holomorphic and hence obeys
equation (1.3). To see how Tm f obeys equation (1.4), we express it in terms
of the slash operator defined by equation (1.1). Therefore, the definition of
the Hecke operator becomes
Tm f (z) = mk/2−1 ∑
µ∈Γ1\Mm
f |kµ. (1.9)
We can now see that this operator obeys equation (1.4), as equation (1.2)
gives ( f |kµ)|kγ = f |k(µγ) and {µγ : µ ∈ Γ1\Mm}, with γ ∈ Γ1, is just
another set of representatives for Γ1\Mm. The slash operator also allows
us to see that Tm f is well defined as changing the representative for the
coset from µ to γµ, with γ ∈ Γ1, does not effect the summation, since
f |k(γµ) = ( f |kγ)|kµ = f |kµ.
Finally, to see that Tm f obeys equation (1.5), we will express it in terms
of its Fourier series. In order to achieve this, we first note that every equiv-






d > b ≥ 0 and a > 0. Therefore, as the determinant of A = m, we have















and for f (z) = ∑∞n=0 ane
2πinz this gives
















d if d | n0 otherwise
and setting n = gd, we can deduce that







Finally, setting h = ag, and noting that as ad = m we have a | h and a | m,
we get




















where q = e2πiz. Therefore, we conclude that











This shows that Tm f obeys equation (1.5), and therefore, it does indeed map
the space Mk onto itself. It also follows that if f is a cusp form then so is
Tm f , as the constant term of Tm f is σk−1(m)a0 and is therefore 0 if a0 = 0.







TlTm = TmTl. (1.15)
Furthermore if l and m are co-prime then
TlTm = Tlm. (1.16)
If we wish to calculate Tm for any m then we only need to know the Tp for
the primes p dividing m. To see this, we let m > 1 be divisible by a prime p.
If p2 | m then equation (1.14) gives
Tm/pTp − pk−1Tm/p2 = Tm.
If p2 - m then equation (1.16) gives Tm = Tm/pTp.
To calculate Tp for p prime we use equation (1.10) to give


















For the rest of this section, we will focus on modular forms that are eigen-
vectors of Tm for every m. If f (z) = ∑∞n=0 anq
n ∈ Mk, then such a form
satisfies
Tm f = λm f , (1.17)
for all m > 0 and some complex numbers λm. Therefore, by equations (1.13)



















rk−1anm/r2 = λman. (1.19)
Setting n = 1, we conclude that
am = λma1, ∀ m > 0. (1.20)
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Definition 1.8. Let f (z) = ∑∞n=0 anq
n be a modular form, then f is a Hecke
eigenform if Tm f = λm f , for every m > 0, and a1 = 1.
If f is a Hecke eigenform then, by equation (1.20), am = λm for all m > 0.
This shows how closely related the Fourier coefficients of modular forms
can be to the eigenvalues of the Hecke operators. Therefore, learning about
these eigenvalues will allow us to uncover important arithmetic information
held by the Fourier coefficients of modular forms. This idea is examined
further in Chapter 3.
An example of a Hecke eigenform is the Eisenstein series Gk (when k ≥ 4),
we have TmGk = amGk = σk−1(m)Gk.
As seen above, the theory of Hecke operators is closely interwoven with
the theory of modular forms. Further proof of this is provided by the fact
that these operators play a fundamental role in the internal structure of
the space of modular forms. We will not explore this topic in detail here,
instead we state the theorem below to provide a brief example of this and
refer the reader to [10] for more information.
Theorem 1.9. The Hecke eigenforms in Mk form a basis of Mk for every k.
Hecke operators and Hecke eigenforms also serve as useful tools for the
introduction and definition of L-functions of modular forms.
1.4 L-functions
The theory of L-functions is vast and not at all restricted to modular forms.
In fact, they can be used as a useful tool in associating various arithmetic
objects to each other, for example, modular forms with elliptic curves. The
information contained within the location of its zeroes and poles can also
be used as a way to study arithmetic objects. Furthermore, they provide us
with information relating to the distribution of primes and appear in the
Birch and Swinnerton-Dyer conjecture.
17
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In this section, we will explore some of the properties that belong to an
L-function of a modular form, such as analytic continuation and satisfying
a functional equation. We return to the topic of Hecke eigenforms to help
us define the L-function of a modular form.
If f (z) = ∑∞n=0 anq
n is a Hecke eigenform, then Tm f = λm f with am = λm.




rk−1anm/r2 = aman. (1.21)
Therefore, when n and m are co-prime we have anm = aman. Combining
this with the fact that a1 = 1, we see that the sequence {an} is multiplicative
and, as is often the case when presented with such a sequence, we define
a Dirichlet series. Specifically, we define the L-Function (or L-series) of a
Hecke eigenform f by







As the coefficients an are multiplicative, we have
L f (s) = ∏
p prime
(
1 + ap p−s + ap2 p





where Ap(x) = ∑∞t=0 apt x
t. Now inserting m = p and n = pt into equation
(1.21) gives
apt+1 = apapt − pk−1apt−1 ,
which we will use to rewrite Ap(x).































1− apx + pk−1x2
.
This allows us to rewrite equation (1.22) as
L f (s) = ∏
p prime
1
1− aP p−s + pk−1p−2s
.





















We will now remove our restriction that f has to be a Hecke eigenform and
extend our definition of an L-function to all modular forms.
Definition 1.10. Let f (z) = ∑∞n=0 anq
n be any modular form (not necessarily
a Hecke eigenform), then we define the L-function (or L-series) of f by

























is the Gamma function.
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For the rest of this section, we assume f to be a cusp form for simplicity.
The methods used below can also be applied to non-cusp forms but more
work is required. This is because, for example, we have problems with
convergence if f is not a cusp form.
The L-function of a cusp form of weight k converges absolutely in the half
plane Re(s) > 1 + k/2, we will see how the completed L-function extends
this to an entire function of s. We consider the Mellin transform of f , which
is given by
{M f }(s) :=
∫ ∞
0
f (it)ts−1 dt. (1.23)
After inserting f (z) = ∑∞n=1 anq
n and then using the substitution 2πnt → t,





































(we can move the summation and integration around since we have absolute





Since f is a cusp form, we can deduce that f (it) tends to zero exponentially
as t tends to infinity. Furthermore, f (it) also tends to zero exponentially as
t tends to zero, as the transformation law for f (Remark 1.2) when γ = S
gives f (−1/z) = zk f (z). This implies that the integral above converges
absolutely for all s ∈ C, and therefore, L∗f (s) extends holomorphically to the
entire complex plane. This representation of L∗f (s) also allows us to easily
see that it obeys the functional equation








and the substitution t→ 1/t gives




Now, again by the transformation law of f , we have f (−1/it) = (it)k f (it)
and hence
L∗f (k− s) =
∫ ∞
0
(it)k f (it)ts−k−1 dt = ikL∗f (s).
1.5 period polynomials
Period polynomials are fundamental objects associated to modular cusp
forms, which help reveal crucial arithmetic information about L-functions.
The period polynomial of a weight k cusp form is a combination of the
periods of f . We define these periods to be the k− 1 numbers




where 0 ≤ n ≤ k− 2. We can see how closely this relates to our definition
of an L-function:






f (it)(it)n i dt = in+1L∗f (n + 1).
The period polynomial of f is defined by combining these periods.
Definition 1.11. Let f be a modular cusp form, then the period polynomial

















i1−nL∗f (n + 1)z
k−2−n.
(1.25)
Let Pk−2 denote the space of polynomials with degree less than or equal
to k− 2 in one variable, this is acted upon by Γ1 via |2−k. For example








∈ Γ1. We can see that the period polynomial of a modular
cusp form is an element of Pk−2. By using equation (1.24) and applying the




f (τ)(τ − z)k−2dτ. (1.26)
Period polynomials have been interpreted in many different ways, one such
way is from the perspective of Eichler cohomology. A good introduction to
Eichler cohomology was given in both [11] and [12], we will give a summary
of these below.
We start with some general cohomological theory which we will then
specialise for Eichler cohomology. We let M be a right Γ1-module and for
an integer i ≥ 0 we call a map from Γi1 to M an i-cochain for Γ1 with
coefficients in M. The group formed by such maps is denoted by Ci(Γ1, M).
The differential di : Ci(Γ1, M)→ Ci+1(Γ1, M) is given by





(−1)jσ(g1, ..., gj+1gj, ..., gi+1) + (−1)i+1σ(g1, .., gi).
Definition 1.12. With the above notation, we define the group of i-cocycles
to be the kernel of the map di
Zi(Γ1, M) := Ker(di)
and the group of i-coboundaries to be the image of di−1
Bi(Γ1, M) := Im(di−1).
We set B0(Γ1, M) := 0. Finally, we define the i-th cohomology group to be
the quotient group
Hi(Γ1, M) := Zi(Γ1, M)/Bi(Γ1, M).
In Eichler cohomology the module M is Pk−2 and, in this thesis, we will fo-
cus on the 1st cohomology group H1(Γ1, Pk−2). A 0-cochain φ ∈ C0(Γ1, Pk−2)
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is an element P ∈ Pk−2. For i = 0, we can then deduce that equation (1.27)
becomes
(d0φ)(γ) = P|k−2γ− P, γ ∈ Γ1.
A 1-coboundary is then a map from Γ1 to Pk−2 of the form
γ 7→ P|2−kγ− P, γ ∈ Γ1,
for some fixed P ∈ Pk−2. We now take a closer look at 1-cocycles, we first
note that
(d1φ)(γ2, γ1) = φ(γ1)|2−kγ2 − φ(γ1γ2) + φ(γ2), ∀ γ1, γ2 ∈ Γ1.
Setting (d1φ)(γ2, γ1) = 0, we see that a 1-cocycle is a map φ : Γ1 → Pk−2
such that
φ(γ1γ2) = φ(γ1)|2−kγ2 + φ(γ2), ∀ γ1, γ2 ∈ Γ1.
The identity
P|2−kγ1γ2 − P = (P|2−kγ1 − P)|2−kγ2 + (P|2−kγ2 − P)
allows us to see that B1(Γ1, Pk−2) is a subspace of Z1(Γ1, Pk−2), and there-
fore, we can confirm that the quotient group H1(Γ1, Pk−2) does indeed make
sense. We define the Eichler integral of f by
v f (z) :=
∫ z
i∞
f (τ)(τ − z)k−2dτ.
If we apply the slash operator to v f , we have, for any γ ∈ Γ1, the equation
(v f |2−kγ)(z) =
∫ γz
i∞
f (τ)(τ − γz)k−2(cz + d)k−2dτ
and the substitution τ → γτ gives
(v f |2−kγ)(z) =
∫ z
γ−1(i∞)








f (τ)(τ − z)k−2dτ,
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where we used the identity (γτ − γz)(cz + d)(cτ + d) = (τ − z). Therefore,
the period polynomial can be viewed in terms of the Eichler integral:





. This can also be written in a slightly more concise
manner:
Pf (z) = (v f |2−k(S− 1))(z). (1.29)
(We note that we are still performing the calculation the same way as in
equation (1.28), but we write it this way for convenience.) Looking back at
the general case, for any γ ∈ Γ1 we can define a 1-cocycle by
σf (γ) := d0v f = v f |2−k(γ)− v f = v f |2−k(γ− 1),
since σf is defined as the differential of a 0-cochain it will be a 1-coboundary,
and therefore, it will satisfy the 1-cocycle relation. Furthermore, it is a 1-
cocycle in Pk−2. To see how σf is an element of Pk−2, we can use the same




f (τ)(τ − z)k−2dτ, γ ∈ Γ1.
This is an essential object in the theory of modular forms. An application
of this cocycle can be used to give an isomorphism between the Eichler
cohomology group and the space of modular forms. Specifically, the Eichler-
Shimura Theorem tells us that
σ : S̄k ⊕Mk
∼−→ H1(Γ1, Pk−2), (1.30)
where S̄k = { f̄ : f ∈ Sk}, and the isomorphism σ is induced by the as-
signment of f ∈ Mk and ḡ ∈ S̄k to σf and σḡ, respectively. In some of the
literature the map
φ f (γ) :=
∫ γ−1i
i
f (τ)(τ − z)k−2dτ, γ ∈ Γ1, (1.31)
is used instead of σf (γ), this difference is unimportant though since these
cocycles belong to the same cohomology class. Indeed v f (z) can be written
as
v f (z) =
∫ i
i∞
f (τ)(τ − z)k−2dτ +
∫ z
i
f (τ)(τ − z)k−2dτ
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f (τ)(τ − z)k−2dτ.
Since the first integral belongs to Pk−2, then σf (γ) and φ f (γ) differ by a
1-coboundary, and therefore, they belong to the same cohomology class.
An example of the importance of the above isomorphism, and of period
polynomials in general, is given by its significant role in the proving the
following theorem.
Theorem 1.13 (Manin’s Periods Theorem [13]). Let f ∈ Sk be a Hecke eigen-
form and K f denote the field generated by the Fourier coefficients of f . Then there
exist ω±( f ) ∈ C such that
L∗f (j) ∈ ω+( f )K f , for odd j ∈ {1, . . . , k− 1}
and
L∗f (j) ∈ ω−( f )K f , for even j ∈ {1, . . . , k− 1}.
This theorem allows us to see how the period polynomial can be used
to reveal crucial arithmetic information about the L-function, in this case at
the arguments 1, 2, . . . , k− 1.
1.6 period functions associated to maass wave cusp forms
In this section, we will see how the theory of period polynomials for mod-
ular cusp forms can be extended to Maass wave cusp forms (usually abbre-
viated to Maass forms). The analogue of the period polynomial for a Maass
form is the period function. This function was first introduced for Maass
functions, a subset of Maass forms.
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Definition 1.14. A Maass wave cusp function on Γ1 of eigenvalue λ ∈ C is
a smooth function u : H→ C such that
(i) u(γz) = u(z), ∀ γ ∈ Γ1,
(ii) ∀ r ∈ R, u satisfies the growth condition u(z) = O(yr) as y→ ∞
(where z = x + iy),
(iii) There exists a λ ∈ C such that Ω0u = λu,








. Furthermore, u is an even Maass
function if u(z) = u(−z̄), ∀ z ∈ H.
In the late 1990s, Lewis [14] proved there was a 1-1 correspondence be-
tween the space of even Maass functions that have eigenvalue λ = s(1− s)
and the space of holomorphic functions ψ : C/(−∞, 0]→ C such that






Lewis gave this correspondence via an integral transform. This method,
however, did not make the relation between ψ and the period polynomial
of a classical modular form obvious.
Shortly after, Lewis and Zagier [15] gave a different description of ψ and
extended the correspondence between ψ and even Maass functions to in-
clude odd Maass functions, they did this by making use of L-functions. The
authors also showed how the function ψ corresponding to a Maass func-
tion is the analogue of the period polynomial for a modular form, and
hence, why we will call ψ the period function corresponding to u. Mühlen-
bruch [16] extended the concept of period functions for Maass functions to
the larger space of Maass forms.
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Definition 1.15. Let k ∈ 2Z, we then define a Maass wave cusp form on Γ1












(ii) ∀ r ∈ R, u satisfies the growth condition u(z) = O(yr) as y→ ∞
(where z = x + iy),
(iii) There exists a λ ∈ C such that Ωku = λu, (1.32)













We denote the space of all Maass forms of weight k and eigenvalue λ by
S(k, λ). We can see that the space of Maass functions with eigenvalue λ is
a subset of S(k, λ), denoted by S(0, λ). In Chapter 2.3 of [16], Mühlenbruch
demonstrated how to associate a period function to a Maass form of weight
k. We will summarise how he did this below:
We start with some definitions, we let k ∈ R and define the Maass opera-
























Ideally, the period function we find will have a form that can be represented
as an integral, like equation (1.26). Furthermore, the integrand of this inte-
gral will be closed. Why the closure of the integrand of a period polynomial
is important is not fully explored in this thesis, but an idea of this impor-
tance can be seen in allowing us to express the period polynomial in terms
of its Eichler Integral. Without this closure, the equality∫ z
γ–1(i∞)
f (τ)(τ − z)k–2dτ +
∫ i∞
z
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used to give equation (1.28) would not be certain. We did not have to worry
about closure when dealing with standard modular forms since these are
holomorphic, unlike Maass wave forms.










(ζ − z)(ζ − z̄)
)1/2−ν
for z ∈ H, ν ∈ C and ζ ∈ R. In the next proposition, we give some useful
equations involving this function.
Proposition 1.16 (Prop. 36 of [16]). Let z ∈ H, ν ∈ C and ζ, k ∈ R. The
function Rk,ν satisfies the following equations:
i) ΩkRk,ν(·, ζ) = (1/4− ν2)Rk,ν(·, ζ). (1.35)
ii) E±k Rk,ν(·, ζ) = (1− 2ν± k)Rk±2,ν(·, ζ).
Now let f and g be smooth functions in an open subset U of H ∪ H̄. For
z = x + iy, we define
{ f , g}+(z) := f (z)g(z)dz
y
and { f , g}−(z) := f (z)g(z)dz̄
y
. (1.36)
We are now ready to define the Maass-Selberg form, on which the definition
of the period function is based.
Definition 1.17. Let k ∈ R, the Maass-Selberg form η̃k is defined by
η̃k( f , g) := {E+k f , g}
+ − { f , E−−kg}
−.
The next lemma provides the key property of the Maass-Selberg form that
we are in search of.
Lemma 1.18. (Lemma 39 of [16]) Suppose that, for some λ ∈ R, we have Ωk f =
λ f and Ω−kg = λg. Then η̃k( f , g) is closed.
Finally, we can now give the definition of the period function of a Maass
wave form.
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Definition 1.19. Let ζ ∈ (0, ∞), ν ∈ C, k ∈ 2Z and let u ∈ S(k, 1/4− ν2).





Remark 1.20. We know that η̃k(u, R−k,ν(·, ζ)) is closed, since equation (1.32)
tells us that Ωku = (1/4− ν2)u and equation (1.35) gives
Ω−kR−k,ν(·, ζ) = (1/4− ν2)R−k,ν(·, ζ).
We will briefly give some justification why this period function is consis-
tent with the period polynomial of a modular cusp form. (More information
on this consistency is given in [16].) We let k ≥ 2 be an even integer and
f ∈ Sk, then we have the map σ : Sk → S(k, k/2 · (1− k/2)) given by
σ( f )(z) := Im(z)k/2 f (z).
The period polynomial Pk,(k−1)/2 associated to σ( f ) is given in the proof of
Proposition 49 of [16] to be
Pk, k−12









1.7 weakly holomorphic modular forms
Since weakly holomorphic modular forms will begin to appear throughout
this thesis, we will provide a brief description of these forms in this section.
A weakly holomorphic modular form is similar to a standard modular form
except it is no longer required to be holomorphic as z→ i∞.
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Definition 1.21. Let k be an integer. A function f : H → C is a weakly
holomorphic modular form of weight k with respect to Γ1 if it obeys the
following conditions:
(i) f is holomorphic on H (and meromorphic as z→ i∞).
(ii) ( f |kγ)(z) = f (z), ∀ γ ∈ Γ1.
As with standard modular forms, any weakly holomorphic modular form






where N ∈ N. We denote the space of all weakly holomorphic modular
forms of weight k with respect to Γ1 by M!k(Γ1) or, since we are only focusing




Unlike with standard modular forms, there exist weakly holomorphic
forms of negative weight. We can also have non-constant weight 0 weakly
holomorphic forms.
A weakly holomorphic modular form is called a weakly holomorphic
cusp form if its Fourier expansion has no constant term (a0 = 0). We denote
the space of all weakly holomorphic cusp forms of weight k by S!k and set
S! =
⊕
k S!k, clearly S
!
k is a subspace of M
!
k. Furthermore, the space of
standard holomorphic modular forms (resp. standard holomorphic cusp
forms) of weight k, denoted by Mk (resp. Sk), is a subspace of M!k (resp. S
!
k).






is no longer well defined for f ∈ S!k since f (it) has a possible pole at t = ∞.
We shall only briefly discuss L-functions and period polynomials for
weakly holomorphic modular forms but more information on this topic can
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be found in [17]. It is shown in [17] that we can define the L-function of a











an Γ(k− s, 2πn)
(2πn)k−s
, (1.39)
where Γ(s, z) =
∫ ∞
z e
−tts−1dt is the incomplete Gamma function. The ab-
solute convergence of L∗f (s) is guaranteed, see the remarks below equation
(1.5) of [17] for more information. When f is a standard modular form this
definition can be re-written as the original definition of an L-function, given
by (1.38).










i1−nL∗f (n + 1)z
k−2−n,
which matches one of our original expressions for the period polynomial
(1.25).
Hecke theory for weakly holomorphic modular forms is also different
compared to the standard holomorphic forms case. We will see that, gen-
erally speaking, there are no Hecke eigenforms in M!k (apart from those
included in Mk). Nevertheless, it was shown in [18] that we can still have
meaningful Hecke theory for M!k, involving operators induced by the stan-
dard Hecke operators. We closely follow the work of [18] and [19] for the
rest of this section.
First, we note that, as in the holomorphic case, Tm preserves M!k and S
!
k:
Tm(M!k) ⊆ M!k and Tm(S!k) ⊆ S!k.
However, when we compare the Fourier coefficients for Tm f and Tmg, where
f = ∑∞n=0 anq
n ∈ Mk and g = ∑∞n=−N bnqn ∈ M!k, we begin to see some
differences. We showed in Section 1.3, specifically equation (1.12), that
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However, using a similar process to the one we used to obtain the equation







and therefore Tmg can have a possible pole at i∞ of order mN. Comparing
this with g, which has possible pole at i∞ of maximum order N, we see the
difficulty with finding weakly holomorphic Hecke eigenforms.
In order to solve this problem, we consider the operator D = 12πi
d
dz . Gener-
ally, this operator does not preserve modularity, however, in [20] it is shown
that
Dk−1(M!2−k) ⊆ M!k.
It is then shown in [18] that the Hecke operators commute with D in the
following way:
TmDk−1g = mk−1Dk−1Tmg, (1.40)
where g ∈ M!2−k. Combining this with the fact that Tm preserves M!2−k






A weakly holomorphic Hecke eigenform is then defined to be any f ∈
M!k\Dk−1(M!2−k) such that, for all m > 0,
(Tm − λm) f = hm, (1.41)
where hm ∈ Dk−1(M!2−k) and λm ∈ C. This definition can indeed be
used to give new Hecke eigenforms and to provide a meaningful Hecke
theory for M!k. For example, in [19] the authors consider the elements




tion f that obeys equation (1.41) can be considered an eigenvector [ f ] of
the Hecke operators in that factor space. We will see an application of this
particular Hecke theory in Section 2.6.3.
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The space of real analytic modular forms, denoted by M!, was recently in-
troduced by Brown [4–6]. This space is of great interest to number theorists
(and others) as it contains or intersects all the spaces we studied in the pre-
vious chapter. Indeed, these real analytic forms can be viewed as a unifying
tool for such spaces.
In this chapter, we will define L-functions for the entirety of M! which,
when restricted to specific subspaces, will match the L-functions we gave in
the previous chapter.
We are not, however, able to define period functions for all ofM!. This is
understandable though, since the period polynomial usually reflects arith-
meticity and the space M! is too large to be of arithmetic nature in its
entirety. Nevertheless, there exists a space of modular iterated integrals, de-
noted by MI !, which sits inside the class of real analytic modular forms.
We show that it is possible to define period functions and, indeed, period
polynomials for modular iterated integrals of length one.
2.1 an introduction to real analytic modular forms
We will shortly define the space of real analytic modular forms and then
explore its underlying theory. We must first, however, define a new type of
slash operator.
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∈ GL(2, R) with
det(γ) > 0, we define the double slash operator f ||r,s by
( f ||r,sγ)(z) := det(γ)
r+s
2 (cz + d)−r(cz̄ + d)−s f (γz), ∀ z ∈ H.
It is easy to see that f ||r,s is reduced to the single slash operator (1.1) when
s = 0. As with the single slash operator, this is a group operation:
f ||r,s(γµ) = ( f ||r,sγ)||r,s µ , ∀ γ, µ ∈ Γ1.
Definition 2.1. Let r and s be integers such that r + s ∈ 2Z. A real analytic
function f : H → C is a real analytic modular form of weights (r, s) with
respect to Γ1 if
(i) ( f ||r,sγ)(z) = f (z), ∀ γ ∈ Γ1 and z ∈ H. (2.1)
(ii) For some C > 0, f (z) = O(eCy) as y→ ∞, uniformly in x
(where z = x + iy). Furthermore,









for some M, N ∈N, a(j)m,n ∈ C.
Remark 2.2. We call (i) the transformation law. This can also be written as
f (γz) = (cz + d)r(cz̄ + d)s f (z), ∀ γ ∈ Γ1.
We denote the space of all real analytic modular forms of weights (r, s)
with respect to Γ1 by M!r,s and set M! =
⊕
r,sM!r,s. As mentioned above,
the spaceM! contains or intersects previously studied classes of important
modular objects; the idea is that we should be able to use real analytic
modular forms as a unifying tool for such objects.
For example, when s = 0 a holomorphic function f of M!r,0 is a weakly
holomorphic form of weight r, we have seen that the space of such forms
is denoted by M!r. When r = 0, we obtain a similar space of weakly anti
holomorphic modular forms which is donated by M!s.
If we restrict to the condition that a(j)m,n = 0 if either m or n are negative,
then we have a new space denoted by Mr,s. This space Mr,s was defined
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and studied thoroughly in [4]. A simple example of a function inMr,s, and
specificallyM−1,−1, is given by
L := iπ(z− z̄) = −2πy, where z = x + iy,
this function will begin to appear throughout this thesis. Of course, the
function y by itself also belongs toM−1,−1 and we have that, for any k ∈ Z,
Lk and yk exist inM−k,−k.
This spaceM! is also connected to the space S(k, λ) of Maass forms that
we saw in the previous chapter. However, as we are no longer limited to
forms that are eigenvalues of the Casimir operator (instead we are more
restricted by the Fourier expansion than Maass forms are), this overlap is
limited.
Having said this, the overlap is large enough for us to exploit it and define
a period function. In particular, we will see that the Maass-Selberg form,
defined in the previous chapter, plays a crucial role in our construction for
period functions of a certain subspace ofM!.
The Fourier expansion in equation (2.2) can be decomposed uniquely into
the sum of an exponentially decaying part f̃ , a "constant term" f 0 and a
"principle part" f̊ . Specifically,



















f (z) = f̃ (z) + f 0(z) + f̊ (z),
where q = e2πiz.
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2.2 eigenforms for the laplacian
The spaceM! is equipped with the operators









where z = x + iy. They induce bigraded operators ∂, ∂̄ : M! → M! of
bidegree (+1,−1) and (−1,+1), respectively. If f ∈ M!r,s, then ∂ acts on f
via ∂r and similarly ∂̄ acts via ∂̄s. We can see that the operators ∂r and ∂̄s are
closely related to the operators E+k and E
−
k from the previous chapter:
2∂k = E+2k and 2∂̄−k = E
−
2k. (2.6)
The Laplacian ∆r,s : M!r,s →M!r,s is then defined by
∆r,s := −∂̄s−1∂r + r(s− 1) = −∂r−1∂̄s + s(r− 1). (2.7)
This induces a bigraded operator ∆ of bidegree (0, 0) on M!. If f ∈ M!r,s,



















+ i(r− s)y ∂
∂x
− (r + s)y ∂
∂y
.
We can easily see from this expression that the Laplacian is closely related
to the Casimir operator (1.33):




The following lemma will be useful when moving between the ∆ and Ω
formalism.
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Lemma 2.3. Let r and s be integers such that r + s ∈ 2Z. Now suppose F is an








γ = F1, ∀ γ ∈ Γ1.











Proof. (i) Observing that



























F− (r + s)y r+s+22 ∂F
∂y



























Therefore, using equation (2.8) we get the required result.
We define HM! as the space of functions in M! that are eigenfunctions
of the Laplacian and for λ ∈ C we let
HM!(λ) := Ker(∆− λ :M! →M!).
The following lemma summarises some of the special features of the Fourier
expansion of a function f ∈ HM!(λ).






2.3 the real analytic eisenstein series
Furthermore, there exists a k0 ∈ Z such that k0 < 1 − r − s − k0 and λ =


















f 0(z) := ayk0 + by1−r−s−k0 ,
for some a, b, a(j)m , b
(j)
m ∈ C and N, N′ ∈N.
Finally f h, f a, yk0 and y1−r−s−k0 are eigenfunctions of ∆ with eigenvalue λ.
Proof. Lemma 4.3 of [6] together with the remarks following it.
Therefore, when f ∈ HM!(λ) ∩M!r,s, this lemma allows us to rewrite f̃



























2.3 the real analytic eisenstein series
An example of an element ofM!r,s, and also ofMr,s, which is an eigenform
of the Laplacian is the non-holomorphic Eisenstein series. Using a normal-
isation and notation that is more appropriate for the theory of real analytic
modular forms, we give the following definition.
Definition 2.5. If r, s ≥ 0 and r+ s = w ≥ 1, then the real analytic Eisenstein
series of weights (r, s) is given by
Er,s :=
w!




(mz + n)r+1(mz̄ + n)s+1
.
38
2.3 the real analytic eisenstein series
This series converges absolutely and is an element of Mr,s. The follow-
ing lemma provides us with some properties of the real analytic Eisenstein
series.
Lemma 2.6. (Prop. 4.1 and Cor. 4.2 of [4]) Let r, s ≥ 0 and r + s = w ≥ 1, then
Er,s satisfies the following equations:
∂Ew,0 = LGw+2,
∂Er,s − (r + 1)Er+1,s−1 = 0, for s ≥ 1.
∂̄E0,w = LḠw+2,
∂̄Er,s − (s + 1)Er−1,s+1 = 0, for r ≥ 1.
∆r,sEr,s = (−r− s)Er,s.
We recall that Gw+2 is the Eisenstein series we defined in equation (1.7).
The Fourier expansion of the real analytic Eisenstein series has been well
studied; it has been explicitly computed in various literature (see Theorem
3.1. of [21], Lemma 5.2.15 of [22] or Section 4.2 of [4]). We give the Fourier




(w + 1)(w + 2)
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and k0 = −r− s, which is consistent with Lemma 2.4
39
2.4 modular iterated integrals of length one
2.4 modular iterated integrals of length one
In this section, we look at the space of modular iterated integrals, introduced
by Brown in [6]. This space sits naturally inside the spaceM! of real analytic
modular forms.
Definition 2.7. We let MI !−1 = 0. For any k ≥ 0 ∈ Z we define the space




∂MI !k ⊂MI !k + M![L]×MI !k−1,
∂̄MI !k ⊂MI !k + M
!
[L]×MI !k−1,
where M! is the space of weakly holomorphic forms.
We have the following description ofMI0:
Proposition 2.8. (Prop. 5.2 of of [6]) The space of length zero modular iterated
integrals is given by
MI !0 = C[L−1]. (2.15)
For the rest of this chapter we will only be interested in the special case
of length one modular iterated integrals. Using the above proposition, this
is simply the largest subspaceMI !1 of
⊕
r,s≥0M!r,s which satisfies
∂MI !1 ⊂MI !1 + M![L±],
∂̄MI !1 ⊂MI !1 + M
!
[L±].
We note that M![L±] = M![L, L−1]. A characterisation ofMI !1 is provided
in [6].
Proposition 2.9. (Prop. 5.8 of [6]) Any element F of MI !1 of weights (r, s) can







2.4 modular iterated integrals of length one
for some elements ofMI !1 of weights (r, s) such that ∆r,sFk = λkFk where
λk = (k− 1)(r + s− k).
This, in particular, implies that the value of the invariant k0 (see Lemma 2.4) for Fk
is
k0 = k− r− s.
We will interpret the functions Fk of the last proposition in the setting of
Section 2.2.
Proposition 2.10. Let F be an element of MI !1 with weights (r, s) and let Fk
(k ∈ {0, . . . , min(r, s)}) be as in Proposition 2.9. Then y r+s2 Fk(z) is Γ1-invariant




and is an eigenfunction of Ωr−s with eigenvalue
1
4
− µ2k where µk = −k +
r + s + 1
2
.
















Proof. By Lemma 2.3 and Proposition 2.9, y
r+s
2 Fk(z) is Γ1-invariant under the










1− r + s
2
)

















Now we just need to establish the eigen-properties given by equation
(2.16). We start by applying the last statement of Lemma 2.4 to Fk ∈
HM!(λk). Then, since ∆r,sFhk = λkF
h





















Now, let P be the space of polynomials of y over C. By equation (2.22) of [4]
we have
∆r,s(P · qmq̄n) ⊂ P · qmq̄n (2.18)
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for each m, n ∈ Z. Therefore, the LHS of (2.17) will be a polynomial in
q−1 with coefficients in P . This implies that the LHS of (2.17) either has
exponential growth as y → ∞ or is identically 0. This former, however,
is impossible because, by (2.18), the RHS of (2.17) decays exponentially as




















Using a similar method we see that ∑−rj=k0 y
j ∑−N′≤m<0 b
(j)
m q̄m is an eigen-
function of ∆r,s with eigenvalue λk. Thus, using equation (2.12), F̊k is an
eigenfunction of ∆r,s with eigenvalue λk.
By Lemma 2.4, yk−r−s and y1−k are also eigenfunctions of ∆r,s with eigen-
value λk, we can use Lemma 2.3 to deduce the desired eigenproperties
of y
r+s
2 yk−r−s and y
r+s







2 y1−k, which we just proved, together with the eigenproperty of y
r+s
2 Fk
then imply the eigenproperty of y
r+s
2 F̃k.
2.5 L-functions associated to real analytic modular forms
The difficulty with extending the definition of an L-function from standard
modular forms to all real analytic modular forms is twofold. Firstly, we have
to handle the potentially exponential growth of these real analytic forms
and, secondly, we have to tackle their lack of holomorphicity. To overcome
the first problem, we give a definition that is based on the expression of
standard L-functions via a Mellin transform, as in (1.23). In fact, this will
also solve our second problem and allow us to define L-functions on the
entire spaceM! of real analytic modular forms.
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Definition 2.11. Let f ∈ M!r,s with an expansion of the form given by equa-
tion (2.2). We let the implied logarithm take the principal branch of the




























r + s− v + j
)
. (2.19)








Γ(j + v, 2π(m + n)) (2.20)








For z 6= 0, this has an analytic continuation to the entire r-plane, and
therefore, as m+ n 6= 0 for f̊ (z), equation (2.20) is well-defined for all values
of v by the analytic continuation of the incomplete Gamma function. We
interpret the second integral from 1 to −∞ in (2.19) in a similar way. The
reason we have chosen to write these terms formally as integrals was to
stress the symmetry with the other terms and to hint at the origin of the
definition in a "regularisation" introduced in [23].
Since we also have the exponential decay of f̃ at infinity, all integrals in
(2.19) are well-defined. As mentioned previously, the above construction
was inspired by the "regularisation" introduced in Section 4 of [23]. (For
another application of this idea, see [24].)
We will shortly see that, when we restrict to specific subspaces, this defi-
nition will match the L-functions we gave in the previous chapter. Indeed,
the requirement to match these various L-functions heavily influenced our
definition of L∗f .
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The above definition immediately gives the following proposition:
Proposition 2.12. Let f ∈ M!r,s (with r ≡ s mod 2). The L-function of f is
meromorphic with finitely many poles and satisfies
L∗f (v) = i
r−sL∗f (r + s− v)
for all v away from the poles.
By allowing such generality, the definition we have given is rather formal
and would be unlikely to uncover any important arithmetic information
involving the entirety of M!. Therefore, in order to obtain more refined
information, we will restrict our point of view to specific subspaces ofM!.
Before doing so, we mention a few important points. Firstly, for a func-
tion f ∈ M!r,s with moderate growth at infinity, f ∈ Mr,s, our definition
matches that of Brown’s given in Section 9.4 of [4]. We will return to this in
more detail in Section 2.5.2. See also, Section 13 of [5] where Brown’s con-
struction is applied to the important subclass ofMr,s consisting of modular
analogues of the single-valued polylogarithms.
Secondly, by taking the antiderivative of f 0 for large enough v, we note


























which will be useful when performing computations later in this chapter.
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Finally, if we let F ∈ MI !1 be of weights (r, s) and Fk be as in Proposition
2.9, then the constant part of Fk is given by F0k = ay
k−r−s + by1−k. This














v− k + 1 −
ir−sb
r + s− v− k + 1.
(2.22)
2.5.1 L-Functions in HM!(λ) and inMI !1.
Let f ∈ HM!(λ) ∩M!r,s. Using the Fourier expansion of f provided by
Lemma 2.4, the general definition of L∗f (v) we gave in Definition 2.11 leads
to an expression as a series. This is more natural because it is reminiscent
of our original definition of an L-function of a standard modular form (see
Definition 1.10). Furthermore, in the case of weakly holomorphic modular
forms, it matches the L-functions already associated with such forms (See
Section 1.7 or [25] and references therein).
We need to ensure that the series we will eventually obtain converges
absolutely. To do this we will need an analogue of the "trivial bound" about
the Fourier coefficients. As in the case of weakly holomorphic forms, see
Lemma 3.2 of [26], the growth is, in general, exponential. Although the
proof parallels that of [26], the presence of two weights and of the powers
of y give rise to new complications, and therefore, we will provide a full
proof.
Proposition 2.13. Let f ∈ HM!(λ). With the notation of Lemma 2.4, for each
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= (−s− k0)!a(−s)n . (2.26)












∂k + ∂̄l − k− l
)
(2.28)













We will use this to bound (2.27) with the help the following lemma:
Lemma 2.14. For each f ∈ M!r,s, there exists a constant C > 0 such that f (z) =
O(eC/yy
−(r+s)
2 ) as y→ 0, uniformly in x.
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Proof. In this lemma we introduce the function known as the j -invariant
j(z) := e−2πiz + 744 + 19688e2πiz + 21493760e4πiz + ...
This function is modular invariant, j(γz) = j(z) for every γ ∈ Γ1, and does
not vanish in the interior of the fundamental domain F of Γ1. (See [27], for
example, for more information on this function.)
Therefore, if there is a c > 0 such that f (z) = O(ecy) as y→ ∞ (uniformly
in x), then F(z) = | f (z)y r+s2 j(z)−c−ε| is bounded in the standard fundamen-
tal domain F of Γ1. We can then rearrange F(z) to get, as y→ ∞,
| f (z)y r+s2 | = O(eCy)
for some C > 0. On the other hand, | f (z)y r+s2 | is invariant under any γ ∈ Γ1




. This implies that there is a C > 0, such that, as
y→ 0,
| f (z)y r+s2 | = | f (−1/z)Im(−1/z) r+s2 | = O(eCIm(−1/z)) = O(eC/y)
uniformly in x, which gives the result.




for some constant depending on r and s. From (2.26), we then conclude
a(−s)n  e2πnyeC/yyM1 NM2 , where C, M1, M2 and the implied constant de-
pend only on r, s and k0. For y = 1/
√
n this implies the bound of the
proposition in the case j = −s.


















− (− s− k0)!ya(−s)n
= (−s− k0 − 1)!a(−s−1)n .
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Arguing as above for the second term, and using the bound for a(−s)n we
proved above, we deduce the bound for j = −s− 1. Continuing in this way,
we deduce the result for all j.
It is clear from the argument (essentially by interchanging the roles of s
and k0), that it remains valid when −s ≤ k0.
To prove the bound for b(j)n , we work in the same way but based on (2.24),
instead of (2.23).
With the assumption that f ∈ HM!(λ), we are now ready to use the
Fourier expansion given in Lemma 2.4 to express the L-function of f as a






























m ) are taken to be 0 if j or m is outside the range of j- or m-
summation in (2.9) (resp. (2.10)). Therefore, the above equation becomes∫ ∞
1























c(j)m Γ(v + j, 2πm)
(2πm)v+j
,
where we used the change of variables 2πmt → t. Using equation (2.20),
the second integral in (2.19) becomes∫ −∞
1




c(j)m Γ(v + j, 2πm)
(2πm)v+j
.
Applying similar methods for the other integrals in (2.19), we deduce, for
v 6= −k0,−k0 + 1, k0 + r + s− 1, k0 + r + s,














v− k0 − r− s
+
ir−sb




v− k0 − r− s + 1
. (2.30)
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Because of Proposition 2.13 and the asymptotics Γ(r, x) ∼ e−xxr−1 as x →
∞ we see that this series converges absolutely for all v ∈ C. Equation 2.30
can be seen to be more reminiscent our original definition of the completed
L-function for a standard modular cusp form, given by Definition 1.10.
Example: L-function of a weakly holomorphic modular form


















We will see that our L-function matches the earlier definition of an L-
function we gave for such forms (equation (1.39)). In fact, our L-function
will match the L-function for all weakly holomorphic modular forms, not
just those of cusp forms, and so we will focus on the general case. (The main
reason for giving (2.31) was so we could recall it easily in Section 2.6.3).
We let f ∈ M!k be a weakly holomorphic modular form. Any such f can
be considered as an element of HM!(0) ∩M!k,0 with, using the notation of
Lemma 2.4, k0 = 1− k, a = b
(j)
m = 0 for all j, m, and a
(j)
m = 0 for j 6= 0 or
m < m0 for some m0 ∈ Z. Then, equation (2.30) becomes


















which matches, say, (6.1) of [25] or, when f is a cusp form and hence b = 0,
equation (1.39).
L-functions of modular iterated integrals of length one.
Using the decomposition given in Proposition 2.9, we can now express the
L-function of a function F in the broader class MI !1 of modular iterated
integrals of length 1, in terms of the L-function in HM!(λ) for varying λ.
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where Fk are elements of HM! of weights (r, s) such that F = F0 + · · · +
Fmin(r,s) as in Proposition 2.9.
2.5.2 L-Functions inMr,s.
We now consider the case that f is of polynomial growth at the cusps so
that a(j)m,n vanish when m or n are negative, i.e f ∈ Mr,s. This means that
f̊ = 0 and hence f̃ = f − f 0. Furthermore, for Re(v)  0, the integral∫ ∞
0 f̃ (it)t
v−1dt converges which, in turn, allows us to make the change of

















































































This matches Brown’s definition of an L-function for f ∈ Mr,s given in
Section 9.4 of [4]. There, up to a different normalisation, the L-function is
defined, for Re(v) 0, by
L∗f (v) = ∑
|j|≤M
(2π)−j−vΓ(v + j)L(j)f (v + j) (2.33)
where, with the notation of (2.2),











2.5 L-functions associated to real analytic modular forms
The equivalence of this with our definition is established in the proof of
Theorem 9.7 of [4].
L-functions in HM!(λ) ∩Mr,s
When f ∈ Mr,s and is also an eigen-function of the Laplacian, then L∗f (v)
obtains a more familiar form, which is valid for Re(v)  0. We let f ∈
HM!(λ) ∩Mr,s, then, by Lemma 2.4, there is a k0 ∈ Z such that f =
f 0 + f h + f a with













where a, b, a(j)m and b
(j)







































where we used a similar method as we did to obtain equation (2.30). As with
equation (2.30), we can see that the above equation resembles the completed
L-function for a standard cusp form given by Definition 1.10.
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Example: L-function of the real analytic Eisenstein series
We can use the above representation of L∗f (v) and equations (2.13) and (2.14)
to explicitly compute the L-function of the real analytic Eisenstein series Er,s.

































































where we have used ∑m>0
σx(m)
my = ζ(y)ζ(y − x). The last expression also
gives the meromorphic continuation to the entire v-plane.
2.6 period functions associated to real analytic modular
forms
It is not obvious how to define appropriate period functions for the entirety
ofM!. As mentioned in the beginning of this chapter, this is not surprising
since the period function usually reflects arithmeticity and the spaceM! is
too large to be of arithmetic nature in its entirety.
In this section, we will show that, in the subspace MI !1 of modular it-
erated integrals of length one, it is possible to define period functions and,
indeed, period polynomials. We will see how constructions from the theory
of Maass forms, given in Section 1.6, will form the basis for these period
functions.
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2.6.1 Maass-Selberg Forms associated to Length One Modular Iterated Integrals
We start by noting that, as we are dealing with modular iterated integrals of
length one, the weights r, s are always ≥ 0. We now recall the Maass-Selberg
form that we defined in Section 1.6:
ηk( f , g) = {∂k/2 f , g}+ − { f , ∂̄k/2g}−,
where f and g are smooth functions in an open subset U of H ∪ H̄ and
{ f , g}± are defined in equation (1.36). We have normalised slightly differ-
ently form Definition 1.17 because we now use Brown’s operators instead
of E+k and E
−
k . The relationship between these sets of operators was given
in (2.6).
The next lemma gives a property of the Maass-Selberg form we have not
yet seen but will need later in this chapter.
Lemma 2.15. (Lemma 39 of [16]) Let γ ∈ Γ1 and let γ∗(ηk( f , g)) denote the
pull-back of the differential form ηk( f , g) by the map z 7→ γz (z ∈ H∪ H̄), then













To define the Maass-Selberg form that we will associate to modular iter-














However, we now extend this to z ∈ H∪ H̄ and a complex ζ /∈ {z, z̄} (rather
than z ∈ H and ζ ∈ R). For each ζ ∈ C, this gives a well-defined real-
analytic function of z if we restrict z to the complement in H of some path
joining ζ and ζ̄ and then choose an appropriate branch for the implied
logarithm. Likewise, for a suitable subset of H̄.
Furthermore, for the specific values of n, ν which we will use for the
function Rn,ν, it can be defined for all ζ ∈ C and z ∈ H ∪ H̄. Specifically, for
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2 (ζ − z)r−k(ζ − z̄)s−k. (2.34)
Since k ≤ r, s, this can be defined for all ζ ∈ C and z ∈ H∪ H̄.
The function Rn,µk has some very useful properties, which we will be
able to make use of later on. These properties are summarised in our next
lemma.
Lemma 2.16. Set n = s− r and µk = −k + (r + s + 1)/2 with k ≤ r, s, then we
have the following:
i) For each ζ ∈ C we have
∂̄− n2 Rn,µk(·, ζ) =
1
2













∈ Γ1, z ∈ H∪H and ζ ∈ C we have







Proof. This is essentially Proposition 36 of [16] but there it is proved with
the restriction that ζ ∈ R and (cζ + d) > 0 due to the more general µ and n
to which the proposition applies.
We now associate Maass-Selberg forms to each Fk, with Fk as given in
Proposition 2.9. This will be the basis for our construction of the period
function for all elements ofMI !1.
Proposition 2.17. Let F ∈ MI !1 ∩Mr,s and, for k∈{0, . . . , min(r, s)}, let Fk be
the k-th term in the decomposition of F in eigenfunctions of ∆r,s, as in Proposition
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eigenfunctions of Ωr−s and, by Lemma 2.16, Rs−r,µk(·, ζ) is an eigenfunction
of Ωs−r. They all have eigenvalue 14 − µ2k. Therefore, by Lemma 1.18, we
deduce the assertion.
2.6.2 Cocycles associated to Modular Iterated Integrals of Length One.
We will now associate to the Fk’s of the last section a 1-cocycle in the Γ1-
module Pr+s−2k(C). We define it as the coboundary of a 0-cochain in a
larger module than Pr+s−2k(C). The construction follows the definition of
the "integral at a tangential base point at infinity" of Section 4 of [23].
For convenience of notation, we set ηr−s( f ; ζ) := ηr−s(y
r+s
2 f , Rs−r,µk(·, ζ)).
Proposition 2.18. Let F ∈ MI !1 ∩Mr,s, Fk be as in Proposition 2.9 and µk =











where the line of integration in the last integral includes the origin, is well-defined.
The differential forms to be integrated in v(k)F can be written more explicitly in the
form
yk−1 ∂r ( f (z)) (ζ − z)r−k(ζ − z̄)s−k dz (2.35)
+ (s− k) yk−1 f (z)(ζ − z)r−k+1(ζ − z̄)s−k−1 dz̄
for each smooth function f : H∪ H̄→ C.
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Proof. We will show the second assertion first. Using the definition of ηr−s
and Lemma 2.16 we have




















− y r+s2 f (z)
(










2 f (z) + 2iy
r+s
2 +1






− y r+s2 f (z)
(







Now, using equation (2.34), we have
ηr−s( f ; ζ) = y
r+s
2 ∂r ( f (z)) yk−
r+s
2 (ζ − z)r−k(ζ − z̄)s−k dz
y
− y r+s2 f (z)
(





2 (ζ − z)r−k+1(ζ − z̄)s−k−1 dz̄
y
.
Substituting the value for µk we get (2.35) as required. From this we
deduce that, if f and ∂ f /∂z decay exponentially as y → ∞, the same holds
for ηr−s(y
r+s
2 f , Rs−r,µk(·, ζ)). This condition holds for f = F̃k and it also
holds for f = F̊k as y→ −∞.
The term corresponding to ayk−r−s in the first integral is O(y−2) as y→ ∞,
which assures convergence. (Note that each of the two summands in (2.35)
individually has a term of order y−1 but they cancel each other out on the
upper imaginary axis).
Since the second integral in the definition of v(k)F is convergent too, we
can see that the integrals are all convergent.
Furthermore, using Proposition 2.17, we can see that ηr−s(F̃k + ayk−r−s; ζ),
ηr−s(by1−k; ζ) and ηr−s(F̊k, ζ) are closed in H. The last form is also closed
in H̄. Indeed, for each fixed ζ ∈ C, by (2.35), we have that d(ηr−s(F̊k, ζ)) =
P(e−2πiz)dz ∧ dz̄, where P is a polynomial whose coefficients are polyno-
mials in z, z̄. Since ηr−s(F̊k, ζ) is closed in H, each of those coefficients are
identically zero in H, and therefore, they vanish in H̄ too.
Equation (2.35) will be used often in both this chapter and the next. In-
deed, we will use it to prove our next lemma, which will be of use to us
later:
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Lemma 2.19. The integrand ηr−s(yk−r−s; 0) vanishes along the positive imaginary
axis.
Proof. Using equation (2.35), we have




+ ry2k−r−s−1(−z)r−k(−z̄)s−kdz + (s− k)y2k−r−s−1(−z)r−k+1(−z̄)s−k−1dz̄.
Since the first summand on the RHS of this equation is equal to
(k− r− s)y2k−r−s−1(−zr−k)(−z̄)s−kdz, (2.37)
equation (2.36) can be written as
ηr−s(yk−r−s; 0) = (k− s)y2k−r−s−1(−z)r−k(−z̄)s−kdz
+ (s− k)y2k−r−s−1(−z)r−k+1(−z̄)s−k−1dz̄.
Integrating along the positive imaginary axis yields
i
[









We now define the 1-coboundary σ(k)F by
σ
(k)




We will show that, although v(k)F does not belong to Pr+s−2k(C), its differen-
tial does and, in fact, it belongs to a cohomology class reminiscent to that of
(1.31) in the classical Eichler cohomology.
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Proposition 2.20. Let F ∈ MI !1 ∩Mr,s. For k ∈ {0, . . . , min(r, s)}, let Fk be
the k-th term in the decomposition of F in eigenfunctions of ∆r,s, as in Proposition
2.9. Then we have the following:
i) The map σ(k)F induces a 1-cocycle in Pr+s−2k(C).










2 Fk, Rs−r,µk(·, ζ)
)
,
where γ ∈ Γ1. This gives a 1-cocycle which belongs to the same cohomology
class as σ(k)F .
Proof. Throughout this proof we use again the abbreviation ηr−s(g; ζ) :=
ηr−s(y
r+s
2 g, Rs−r,µk(·, ζ)). The main challenge of proving part (i) is show-
ing that σ(k)F ∈ Pr+s−2k(C), the proof that it is a 1-cocycle in Pr+s−2k(C) is
then trivial since every 1-coboundary is automatically a 1-cocycle. Since



























































where the last integral is also taken to be over a path that includes the origin.
By (2.35), the last three terms of (2.38) are in Pr+s−2k(C). (However, we note
that to reach this conclusion, we must first fix a specific path of integration
before expanding the integrand in ζ.) Thus, the image of those integrals
under the action by ||2k−r−s,0(γ− 1) is in Pr+s−2k(C) too.
To show ∫ i
ζ
ηr−s(Fk; ζ)||2k−r−s,0(γ− 1) ∈ Pr+s−2k(C),
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refers to the implied variable z.
We can deduce, using Lemma 2.3 and part (ii) of Lemma 2.16, that the RHS





2 Fk, Rs−r,µk(·, ζ)
)
(cζ + d)1−2µk .







































2 Fk, Rs−r,µk(·, ζ)
)
.

















2 Fk, Rs−r,µk(·, ζ)
)
which is in Pr+s−2k(C). We conclude that σ
(k)
F (γ) ∈ Pr+s−2k(C), and there-
fore, it is a 1-coboundary in Pr+s−2k(C). It then follows that it must be a
1-cocycle in Pr+s−2k(C).




F (γ)(ζ) = σ̃
(k)
F (γ)(ζ) + (2.40)( ∫ i∞
i
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Since the integrals in the bottom line belong to Pr+s−2k(C), then σ̃
(k)
F is a





by a 1-coboundary in Pr+s−2k(C), and therefore, they belong to the same
cohomology class.
This proposition allows us to see how σ(k)F belongs to a cohomology class
reminiscent to that of (1.31). We can also now give the definition of a period
function associated to an element ofMI !1.
Definition 2.21. Let F ∈ M!r,s be a modular iterated integral of length one,












v(k)F ||2k−r−s,0 (S− 1)
)
(ζ),
where v(k)F is as given in Proposition 2.18.
Furthermore, we call v(k)F the k-th Eichler integral of F.
Remark 2.22. We can compare the above expression to how we express
the period polynomial of a modular form using standard Eichler integrals
(1.29).
As with the case of the classical period polynomial, the value of the cocy-
cle σ(k)F at the involution S encapsulates the critical values of the L-functions
of Fk. However, in the general case, its leading and constant terms must be
"truncated".
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2.6 period functions associated to real analytic modular forms
Proof. Using equation (2.40), and noting that σ̃(k)F (S)(ζ) = 0, we see that
σ
(k)
F (S)(ζ) is equal to( ∫ i∞
i











Now, for each smooth function h : H ∪ H̄ → C, we deduce from equation
(2.35) that




ykh(z)(ζ − z)r−k(ζ − z̄)s−k
)
dz (2.42)
+ (r− k)yk−1h(z)(ζ − z)r−k−1(ζ − z̄)s−k+1dz
+ (s− k)yk−1h(z)(ζ − z)r−k+1(ζ − z̄)s−k−1dz̄.
We will still need to express the above equation for h = F̃k, F̊k, yk−r−s, y1−k
in a way that is more convenient for us to use in this proof. We look at the
more complicated case of h = yk−r−s first.





































k−r−s; 0) ensures that each of the polynomials in



















(ζ − iy)r–k+1(ζ + iy)s–k–1 − (−iy)r–k+1(iy)s–k–1
)
dy
− 2i((ζ − i)r−k(ζ + i)s−k − 1),
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where we used the fact that r ≡ s mod 4 to get −1 in the last summand.
We can use equation (2.42) directly for h = F̃k, F̊k, by1−k. For example, when
h = F̃k we have∫ i∞
i
ηr−s(F̃k; ζ) = (r− k)i
∫ ∞
1




yk−1F̃k(iy)(ζ − iy)r−k+1(ζ + iy)s−k−1dy
− 2iF̃k(i)(ζ − i)r−k(ζ + i)s−k,
with a similar result when h = F̊k, by1−k.












(−1/ζ − iy)r−k−1(−1/ζ + iy)s−k+1ζr+s−2k








(1 + iyζ)r−k−1(1− iyζ)s−k+1
− (ζ − iy)r−k−1(ζ + iy)s−k+1
]
dy,




yk−1F̃k(iy)(ζ − iy)r−k+1(ζ + iy)s−k−1dy ||
2k−r−s,0
(S− 1).
Furthermore, 2iF̃k(i)(ζ − i)r−k(ζ + i)s−k||2k−r−s,0(S − 1) vanishes because
r ≡ s mod 4. Therefore, we have
ηr−s(F̃k; ζ) ||
2k−r−s,0





R(y,ζ) := (r− k)
(








2.6 period functions associated to real analytic modular forms
We get a similar result for h = F̊k, yk−r−s, y1−k. Combining this with equa-












yk−1(by1−k)(R(y, ζ)− R0(y, ζ)) dy,
where R0 is the sum of the constant and leading term of the expansion
of R(y, ζ) in ζ. Using the binomial expansion and the notation from the


























































Using the definition of the L-function for Fk (say, equation (2.22)) we deduce
the theorem.
From Proposition 2.20 we obtain a map from the space of modular iter-
ated integrals of length one to a direct sum of copies of the space of classical
modular (resp. cusp) forms.
Theorem 2.24. The maps σ(k)F (k ∈ {0, . . . , min(r, s)}) defined in Proposition 2.20
induce a map
























2.6 period functions associated to real analytic modular forms
Here [σ(k)F ] stands for the cohomology class of the 1-cocycle defined in that
proposition. The last isomorphism of this theorem follows from the Eichler-
Shimura isomorphism (1.30).
Corollary 2.25. Let F be a modular iterated integral of length one and weights
(r, s) and let F = F0 + · · ·+ Fmin(r,s) be its decomposition into eigenfunctions of
the Laplacian. Then, for each k ∈ {0, . . . , min(r, s)}, there is a pk(ζ) ∈ Pr+s−2k(C)















2.6.3 An Application to Algebraicity
In [28] an Eichler-Shimura isomorphism is proved for weakly holomorphic
modular forms. As a proof of concept for the "correctness" of our definition
of the L-function in Section 2.5, we will use the results of [28] to show
an analogue of Manin’s Periods Theorem (Theorem 1.13) holds for weakly
holomorphic forms. It should be mentioned that K. Bringmann has shown
an alternative way, based on results of [29], to establish a statement that
implies the same result.
Before stating and proving our result, we first summarise the setup of [28]
and then show that it is compatible with the explicit expressions for the
cocycles given in the last section.
We let M!k,Q denote the Q-vector space of weight k weakly holomorphic
modular forms for Γ1, with rational Fourier coefficients. Similarly, we let
S!k,Q denote the same space but with weakly holomorphic modular cusp
forms instead. In Section 1.7, we showed that, although there are gen-
erally no Hecke eigenforms in M!k, there are well-defined operators on
M!k/D
k−1M!2−k induced by the standard Hecke operators. Using this ter-
minology and notation, we have the following theorem:
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Theorem 2.26. (Cor. 1.3 of [28]) Let φ denote the map that assigns to each f ∈ M!k
the function (1.31), then φ induces a Hecke invariant isomorphism
[φ] : M!k,Q/D
k−1M!2−k,Q ⊗Q C
∼−→ H1(Γ1, Pk−2(Q))⊗Q C.
The image of S!k,Q/D
k−1M!2−k,Q ⊗Q C under [φ] is the parabolic cohomol-
ogy group defined by











Z1par(Γ1, Pk−2(C)) := {ψ ∈ Z1(Γ1, Pk−2(C)); ψ(T) = 0}
is the space of parabolic cocycles and
B1par(Γ1, Pk−2(C)) := {ψ ∈ B1(Γ1, Pk−2(C)); ψ(T) = 0}
is the space of parabolic coboundaries. B1par(Γ1, Pk−2(C)) is generated by ψ0
such that
ψ0(γ) = 1||2−k,0(γ− 1). (2.44)
Furthermore, we let F∞ be the "real Frobenius" induced by the map send-












Then H1par(Γ1, Pk−2(C)) is decomposed into F∞-eigenspaces as follows:
H1par(Γ1, Pk−2(C)) = H
1,+
par (Γ1, Pk−2(C))⊕ H1,−par (Γ1, Pk−2(C)).
Each class of H1,+par (Γ1, Pk−2(C)) (resp. H
1,−
par (Γ1, Pk−2(C)) is represented by a
cocycle σ such that σ(S) is an even (resp. odd) polynomial.
Now let φ′ be the map that assigns to each f ∈ S!k,Q the cocycle φ′f =
d0v′f = v
′








where f̃ and f̊ are defined by (2.3) and (2.5).
We will now prove the following proposition:
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Proposition 2.27. The map φ′ induces a map [φ′] from S!k/D
k−1M!2−k ⊗Q C to
H1par(Γ1, Pk−2(Q))⊗Q C. The resulting diagram
M!k/D
k−1M!2−k ⊗Q C H1(Γ1, Pk−2(Q))⊗Q C
S!k/D





(where i, j are natural injections and φ is as in Theorem 2.26) is commutative.




f̃ (w)(w− (z + 1))k−2dw +
∫ z+1
−i∞




f̃ (w + 1)(w− z)k−2dw +
∫ z
−i∞
f̊ (w + 1)(w− z)k−2dw
= v′f ,
where we used the change of variables w → w + 1 and then the fact that
both f̃ and f̊ are periodic with period 1. Therefore,
φ′f (T) = v
′
f ||2−k,0(T − 1)(z) = 0.
In addition, φ′f is a cocycle by construction, and therefore, it is a parabolic
cocycle. This proves the first assertion.


















f (w)(w− z)k−2dw +
∫ i
i∞




We then observe that
d(γw) = (cw + d)−2dw and (γw− γz) = w− z







∈ Γ1. Therefore,∫ z
i
f (w)(w− z)k−2dw||2−k,0γ =
∫ γz
i
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This implies that∫ z
i



















Since the term inside the square brackets belongs to Pk−2(C), the cohomol-
ogy class j([φ′]( f )) of this cocycle coincides with [φ]( f ).
Remark 2.28. In [29], Theorem 1.2 proves that [φ′] is an isomorphism.
We are now ready to prove our analogous version of Manin’s Periods
Theorem.
Theorem 2.29. Suppose that the class of f ∈ S!k in S!k/Dk−1M!2−k is an eigenclass
of the Hecke operators. Let K f denote the field generated by the Fourier coefficients
of f , then there exist ω±( f ) ∈ C such that
L∗f (j) ∈ ω+( f )K f , for odd j ∈ {2, . . . , k− 2}
and
L∗f (j) ∈ ω−( f )K f , for even j ∈ {2, . . . , k− 2}.
Proof. We first note that in [18] it is proven that the eigenspace of the class
of f in S!k,Q/D




k−1M!2−k,Q ⊗Q K f
denote the Hecke eigenspace generated by f and then let VBf be the cor-
responding eigenspace in H1(Γ1, Pk−2(Q)) ⊗Q K f . We follow the notation
of [28] to indicate the de Rham-cohomological and Betti-cohomological ori-
gin of those eigenspaces.
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The space VBf is two dimensional as a K f -vectorspace, and therefore, so
is the corresponding eigenspace VWf in H
1
par(Γ1, Pk−2(Q))⊗Q K f . It decom-







Furthermore, by Theorem 2.26, the map
[φ′] : VdeRf ⊗K f C
∼−→ VWf ⊗K f C
is a canonical isomorphism. Therefore, for some ω±( f ) ∈ C and some
φ±( f ) ∈ VW,±f ⊂ H
1,±
par (Γ1, Pk−2(K f )), we have
[φ′( f )] = ω+( f )φ+( f ) + ω−( f )φ−( f ).
Thus, for an even P+ ∈ Z1par(Γ1, Pk−2(K f )), an odd P− ∈ Z1par(Γ1, Pk−2(K f ))
and a c f ∈ C,
φ′( f ) = ω+( f )P+ + ω−( f )P− + c f ψ0,
where we recall that ψ0 is defined by (2.44) and generates B1par(Γ1, Pk−2(C)).
This gives
φ′( f )(S) = ω+( f )P+(S) + ω−( f )P−(S) + c f ||2−k,0(S− 1). (2.47)




































Comparing this to equation (2.31), we can see that the coefficient of za for
a = j− 1 in φ′( f )(S) is a multiple of L∗f (j) by an element of Q[i]. By com-
paring, in (2.47), the coefficients of zj−1 for j odd (other than j = k− 1 and
j = 1, since c f ||2−k,0(S− 1) contributes terms with powers in z of k− 2 and
0) and j even , we deduce the assertion.
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We note that, unlike Manin’s Periods Theorem, this theorem does not
say anything about the L-function at the arguments k − 1 and 1. As con-
firmed by numerical experiments carried out by F. Strömberg, the lack of
K f -proportionality of L∗f (k− 1) and L∗f (1) seems to be genuine and not due




T H E A C T I O N O F H E C K E O P E R AT O R S O N E I C H L E R
I N T E G R A L S O F R E A L A N A LY T I C F O R M S
The Fourier coefficients of modular forms are a source of remarkable and
extremely useful arithmetic information, as demonstrated in Section 1.2.
Furthermore, the eigenvalues of Hecke operators are closely related to the
Fourier coefficients (see Section 1.3), and therefore, learning about the for-
mer will uncover important arithmetic information about the latter. In gen-
eral, information about the eigenvalues of a linear map T : V → V from a
vector space to itself can be recovered from its trace, since this value is equal
to the sum of the eigenvalues (including multiplicities).
We are able to define the trace of T by first choosing a basis for V, we
then describe T as a matrix relative to this basis and take the trace of this
square matrix. This value does not depend on the basis we have chosen.
Formulas, therefore, that describe the trace of Hecke operators are of
great importance. Such a formula, now known as the Eichler-Selberg trace
formula, was introduced by Selberg in 1956 [7]. This original formula,
however, was rather complicated and involved calculating the Hurwitz-
Kronecker class number; this number is related to the number of Γ1 equiv-
alence classes of certain quadratic forms. Since then, equivalent but sim-
pler variations of this formula have been given using purely algebraic ap-
proaches (see [30], [31] or [32], for example). We will see one such formula
in Theorem 3.2.
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The key idea behind this new algebraic approach involves looking at
how Hecke operators act on the Eichler integrals of standard modular cusp
forms. We begin this chapter by discussing this part of the theory in detail.
Later, we extend this theory to real analytic modular forms by looking at
how Hecke operators act on Eichler integrals of length one modular iterated
integrals.
3.1 hecke operators acting on eichler integrals of modular
forms
Let f (z) = ∑m>0 amqm be a modular cusp form of weight r, we previously
defined an Eichler integral for such a form by
v f (z) :=
∫ z
i∞
f (τ)(τ − z)r−2dτ.
Using the change of variables τ → τ + z, this becomes
v f (z) =
∫ 0
i∞






and another change of variables τ → it followed by 2πmt→ t gives


























Therefore, for a modular cusp form f (z) = ∑m>0 amqm, we have











3.1 hecke operators acting on eichler integrals of modular forms
Usually, the constant A is dropped in the literature that focuses solely on the
action of Hecke operators on Eichler integrals. We have seen that the Eichler
integral of a modular cusp form is closely related to its period polynomial
Pf :





A well known relation between the Hecke operators and the Eichler inte-
gral is given by the following equation:
n
2−r












with d > b ≥ 0, a > 0 and ad = n.
In order to see how equation (3.3) holds we first look at the RHS, using
equations (3.1) and (1.1) we have



















We now focus on the LHS of (3.3) and note that, as in Section 1.3, every





with d > b ≥ 0 and a > 0. Therefore, the action of Tn on f can be written as













which means, using equation (3.1),















3.1 hecke operators acting on eichler integrals of modular forms
Now, since a = n/d, this becomes







Comparing equations (3.4) and (3.5), we can see that the identity given by
equation (3.3) does indeed hold. We will now look at how this identity plays
a key role in defining a formula for the trace of Hecke operators.
First, we need to check that the Eichler integral is T-invariant:












and, since e2πimz is invariant under z→ z + 1, we conclude that




e2πimz = v f (z).
Therefore, equation (3.6) holds. Combining this identity with the next theo-
rem, we can derive information regarding the Hecke operator’s compatibil-
ity with the period polynomial of a cusp form.
Theorem 3.1 (Thm. 1 of [31]). Let n > 0 be an integer and Mn be the set of
all 2 × 2 matrices with integral entries and determinant n, then there exists a
T̃n ∈ Q[Mn] which satisfies the following:
a) (S− 1)T̃n = T∞n (S− 1) + (T − 1)Yn, for some Yn ∈ Q[Mn]. (3.7)





c) (S− 1)T̃n(U2 + U + 1) = 0. (3.9)
Applying equation (3.7) from this theorem to the Eichler integral of f and
using equation (3.6) gives
v f |2−r(S− 1)|2−rT̃n = v f |2−rT∞n |2−r(S− 1)
and, using equations (3.2) and (3.3), we deduce that
Pf |2−rT̃n = n
2−r
2 · vTn f |2−r(S− 1).
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A second application of equation (3.2) shows that the Hecke action is com-
patible with the period polynomials of modular cusp forms. In particular,
we have the equation
Pf |2−rT̃n = n
2−r
2 · PTn f . (3.10)
In [31], it is shown how we can use this identity, along with equations (3.8)
and (3.9), to prove the next theorem. This theorem provides us with a trace
formula for Hecke operators.
Theorem 3.2 (Thm. 1 of [31]). Suppose T̃n = ∑M∈Mn c(M)[M] satisfies equa-
tions (3.7), (3.8) and (3.9), then
tr(Tn, Sk) + tr(Tn, Mk) = ∑
M∈Mn
c(M)pk−2(tr(M), n),











is the coefficient of xv in (1− tx + nx2)−1.
3.2 an analogous result for length one modular iterated
integrals
In this section, we will look at an analogous version of equation (3.3) but for
Eichler integrals of length one modular iterated integrals. First, however,
we will need to extend the definition of a Hecke operator to include real
analytic modular forms, this extension was first explicitly defined by Brown
in [6].
Definition 3.3. Let n > 0 be an integer, then we define Tn to be the n-th
Hecke operator which acts on a real analytic modular form F of weights
(r, s) in the following way:
Tn f (z) := nr+s−1 ∑
µ∈Γ1\Mn






, Mn is the set of all 2 × 2 matrices with integral entries
and determinant n, and Γ1\Mm is the (finite) set of cosets.
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Remark 3.4. As this definition is dependent on the weights (r, s), we should
write Tr,sn f (z) but for convenience we write Tn f (z) and consider the weights
fixed.
Remark 3.5. In the case when F is a standard modular form, this definition
reduces to the original definition of a Hecke operator we gave in Section 1.3.
An important relation between the Hecke and Laplace operators, which
we will need to make use of later, is given by the lemma below.
Lemma 3.6. (Lemma 6.2 of [6]) Let F be a real analytic modular form, then
Tn(∆F) = ∆(TnF).
In the previous section we did not work with Eichler integrals of all mod-
ular forms but just those of modular cusp forms, we will follow a similar
approach for real analytic modular forms. This is, however, complicated
by the fact that there exist two different spaces that we can consider as the
space of cusp forms of real analytic modular forms. Interestingly, our anal-
ogous version of equation (3.3) for real analytic modular forms (given by
Theorem 3.14) holds for both types of cusp forms. This means we will not
have to worry too much about the distinction between the two. We will,
however, give an explanation of both types of cusp forms below.
Classical modular cusp forms can be seen as the modular forms f =
∑∞m=0 amq
m whose constant part a0 vanishes. The "constant" part of a real




Although this is not a constant function on the upper half plane, we call
it the constant part as each yja(j)0,0 is constant in terms of the operators ∂−j
and ∂̄−j.
In [6], a function F ∈ M!r,s is defined to be a cusp form if F0 vanishes.
The subspace of such forms is denoted by S!r,s with S ! =
⊕
r,s S !r,s. This is
one of the spaces of cusp forms we consider. As mentioned above, we will
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see that our analogous version of equation (3.3) does indeed hold for such
cusp forms. However, the space MI !1 is a relatively new space and we do
not yet know if there is any overlap between S ! and MI !1. It may not be
so useful, then, to show that a version of (3.3) holds for a potentially empty
space.
The second type of cusp forms we consider are called "real analytic cusp
forms", their space is denoted by H( f ). Not only will we see that our
version of equation (3.3) holds for these types of cusp forms as well, we will
also see that every real analytic cusp form is an element ofMI !1. Therefore,
as long as H( f ) is non-empty, the space H( f )∩MI !1 is also non-empty. We
will take a closer look at these forms in the following section.
3.2.1 Real Analytic Cusp Forms
Real analytic cusp forms were first introduced by Brown in [6], to define
such forms we will first return to the definition ofMI !1. We have seen that
MI !1 is the largest subspace of
⊕
r,s≥0M!r,s such that
∂MI !1 ⊂MI !1 + M![L±],
∂̄MI !1 ⊂MI !1 + M
!
[L±].
Since the operator ∂ is of bidegree (+1,−1), if F ∈ Mr,s then ∂F ∈ Mr+1,s−1.
Now let F ∈ Mr,0 ∩MI !1, it follows that ∂F ∈ M![L±] and, since L can be
viewed as an element ofMI ! of weights (−1,−1), then
∂F = L · f
for some f ∈ M!r+2. We call such an F a modular primitive of L f . We are
now prepared to look at a certain class of functions, denoted by Xr,s, which
contains the real analytic cusp forms.
Proposition 3.7 (Prop. 5.4 of [6]). Let w ≥ 0 and Xw,0 ∈ M! be a modular
primitive of L f :
∂Xw,0 = L f ,
77
3.2 an analogous result for length one modular iterated integrals
where f ∈ M!w+2. Then there exists a family of unique elements Xr,s ∈ M!r,s, with
r ≥ 0, s > 0 and r + s = w, such that
∂Xr,s = (r + 1)Xr+1,s−1, for s ≥ 1,
and
∂̄Xr,s = (s + 1)Xr−1,s+1, for r ≥ 1,
∂̄X0,w = Lḡ,
for some g ∈ M!w+2. The functions Xr,s are also eigenfunctions of the Laplacian:
∆Xr,s = −(r + s)Xr,s. (3.11)
We want to study how Hecke operators act on the Eichler integrals and, in
turn, period polynomials of these functions. Before we can do this, however,
we must first check that we are even able to associate Eichler integrals to any
such Xr,s. To solve this problem, we must simply show that these functions
are elements of MI !1. The next lemma will prove that this is indeed the
case. This lemma is a generalisation of proposition 4.1 of [4].
Lemma 3.8. Let r, s ≥ 0 and set w = r + s. Suppose Fr,s ∈ M!r,s are a family of
elements such that
∂Fw,0 ∈ M![L]×MI !n−1, (3.12)





∂̄Fr,s − (s + 1)Fr−1,s+1 ∈ M
!
[L]×MI !n−1, if r ≥ 1. (3.15)
Then the Fr,s ∈ MI !n.




∂B ⊆ B + M![L]×MI !n−1,
∂̄B ⊆ B + M![L]×MI !n−1
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must be contained within MI !n. Let B denote the space of the family of
elements Fr,s then, by equations (3.12) and (3.13),
∂Fw,0 ⊆ M![L]×MI !n−1,
∂Fr,s ⊆ B + M![L]×MI !n−1, if s ≥ 1,
and hence ∂B ⊆ B + M![L] ×MI !n−1. Similarly, by equations (3.14) and
(3.15), we have ∂̄B ⊆ B + M![L]×MI !n−1. Due to the maximality of MI !n,
we conclude that B must be contained in this space, and therefore, the Fr,s ∈
MI !n.
We can now see that each Xr,s is an element ofMI !1. Therefore, by Propo-







such that ∆Fk = λkFk with λk = (k− 1)(r + s− k). Furthermore, each Fk ∈
MI !1 and is of weights (r, s). We recall that, for each k ∈ {0, . . . , min(r, s)},
we can associate a k-th Eichler integral, v(k)Xr,s , to Xr,s. We will show that v
(0)
Xr,s
is the only non-zero Eichler integral.
Indeed, in the decomposition above, we have Fk = 0 for any k 6= 0. Fur-
thermore, when k = 0, F0 is equal to Xr,s. This (unique) decomposition of
(3.16) holds since, using equation (3.11), we have
∆F0 =∆Xr,s = −(r + s)Xr,s = (k− 1)(r + s− k)Xr,s (3.17)
=(k− 1)(r + s− k)F0,
when k = 0.
Now, as each v(k)F is defined using the Fk from the decomposition (3.16),
we can see all but v(0)F vanish. This, in turn, implies that the period polyno-






v(k)Xr,s ||2k−r−s,0 (S− 1)
)
= v(0)Xr,s ||−r−s,0 (S− 1). (3.18)
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The next step is to find an explicit expression for any Xr,s, we will define
the following functions in order to achieve this.













and (with r + s = w)














Proposition 3.10 (Cor. 5.12 of [6]). Let Xw,0 be a modular primitive of L f , where
f ∈ M!w+2. Now let Xr,s and g ∈ M!w+2 be as determined in Proposition 3.7. Then,









y + Rr,s( f ) + Rs,r(g),
for some α ∈ C and
β = a0( f ) = a0(g).
Therefore, if f is a weakly holomorphic cusp form, then the associated






y−r−s + Rr,s( f ) + Rs,r(g). (3.19)
Such functions are called real analytic cusp forms, we will denote these
forms by H( f )r,s. We denote the space of all real analytic cusp forms by
H( f ). Since these H( f )r,s are eigenfunctions of the Laplacian (see (3.17))
then, by Lemma 2.4 and Proposition 2.9, we have the decomposition
H( f )r,s = Fh + Fa + ay−r−s + by.
Comparing this with equation (3.19), we observe that b = 0, and therefore,
H( f )r,s has a decomposition of the form
H( f )r,s = Fh + Fa + ay−r−s.
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This can also be written slightly differently as
H( f )r,s = F̃ + F̊ + ay−r−s.
In the next section, we will look at how Hecke operators act on the Eichler
integrals of real analytic forms that share the above decomposition.
3.2.2 Hecke Operators acting on Eichler Integrals of Modular Iterated Integrals
An identity describing the action of Hecke operators on the Eichler integrals
of classical modular cusp forms is given by equation (3.3). We have shown
how this can be applied to prove that the Hecke action is compatible with
the period polynomials of standard modular cusp forms (equation (3.10)).
In this section, we provide analogous versions of these equations but for
modular iterated integrals of length one.
We begin by recalling certain decompositions of length one modular it-
erated integrals and looking at how Hecke operators affect these decompo-
sitions. Let F be an element of M!r,s ∩MI !1, then we know that F can be
decomposed uniquely as
F = F̃ + F̊ + F0,
where
F0 = ayk0 + by1−r−s−k0 (3.20)
for some k0 ∈ Z and a, b ∈ C. For most of this section, we will be focusing
on the case when b = 0:
F = F̃ + F̊ + F0 = F̃ + F̊ + ayk0 . (3.21)
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We also observe that
Tn(F) = Tn(F̃ + F̊ + F0) = Tn(F̃) + Tn(F̊) + Tn(F0),
where we assume Tn is fixed as if it is acting on a modular form of weights
(r, s). We will need to check that the following proposition involving this
decomposition holds.
Proposition 3.11. Let F be a real analytic modular form that can be decomposed
as in equation (3.21). We set A := Tn(F) = Tn(F̃) + Tn(F̊) + Tn(F0), then the
following equations hold:
i) Ã = Tn(F̃),
ii) Å = Tn(F̊),
iii) A0 = Tn(F0).
Proof. We will start by looking at Tn(F̃) and noting that, as in Section 1.3,




with d > b ≥ 0, a > 0 and ad = n. Therefore,

































































d if d | m
0 otherwise
and setting gd = m, we can deduce that
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h ∈ C. To finish this proof, we just have to evaluate Tn(F
0).






used in this proof, we have




















which exists in Cyk0 . We can now view A as a combination of equations
(3.24), (3.25) and (3.26). Comparing this to equations (3.22), (3.23) and (3.20),
we deduce the assertion.
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where Fk ∈ MI !1 ∩M!r,s and ∆r,sFk = λkFk with λk = (k− 1)(r + s− k).
Now suppose ζ ∈ H and there exists a k ∈ {0, . . . , min(r, s)} such that Fk
can be decomposed as in equation (3.21), then the k-th Eichler integral of F


















2 F̊k, Rs−r,µk(·, ζ)
)
,
with µk = −k + (r + s + 1)/2. We need to check that Tn(F) also has a
unique decomposition of the form given by (3.27), so that v(k)TnF is well de-
fined. Indeed, if this decomposition was not unique then there is no guaran-
tee that the expression given by (3.28), when F is replaced by Tn(F), would
be unique.







where Gk := Tn(Fk) and ∆r,sGk = λkGk with λk = (k− 1)(r + s− k).













and, using Lemma 3.6, we observe that
∆(Tn(Fk)) = Tn(∆Fk) = Tn(λkFk) = λk(TnFk).
Therefore, Gk := TnFk has eigenvalue λk and, since the eigenvalues are






where ∆Gk = λkGk, is unique.
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We can now safely associate k-th Eichler integrals to TnFk. Before we do
this explicitly, however, we first want to express (3.28) in a form that will be
more convenient for us in this chapter.
Lemma 3.13. Let F ∈ MI !1 be of weights (r,s) and suppose there exists a k ∈
{0, . . . , min(r, s)} such that Fk has a decomposition of the from given by (3.21).
Then,
















A(z, ζ) := (r− k)(ζ − z)r−k−1(ζ − z̄)s−k+1dz
+ (s− k)(ζ − z)r−k+1(ζ − z̄)s−k−1dz̄,
B(z, ζ) := (k− s)yk−1(ζ − z)r−k(ζ − z̄)s−kdz
+ (s− k)yk−1(ζ − z)r−k+1(ζ − z̄)s−k−1dz̄
and C(ζ) := 0, unless k = r, in which case
C(ζ) := −(2i)s−r+1(Im(ζ))s.






















yk−1h(z)(ζ − z)r−k+1(ζ − z̄)s−k−1 dz̄.








(2iy)yk−1h(z)(ζ − z)r−k−1(ζ − z̄)s−k + C(ζ)h(ζ)
where
C(ζ) = −2iIm(ζ)k(ζ − ζ)r−k(ζ − ζ̄)s−k.
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First, we observe that if k < r then C(ζ) = 0. Looking at the remaining case
of k = r, we have
C(ζ) = −2iIm(ζ)r(ζ − ζ̄)s−r
= −2iIm(ζ)r(2iIm(ζ))s−r = −(2i)s−r+1 Im(ζ)s.
Using the identity 2iy = (ζ − z̄)− (ζ − z) and substituting (3.31) back into















yk−1h(z)(ζ − z)r−k+1(ζ − z̄)s−k−1 dz̄ + C(ζ)h(ζ).
We get a similar result for h = F̊k. The above gives the first three summands
of the RHS of equation (3.29).
To get the last summand we note that, for h = F0k = ay
k−r−s, the first




ay2k−r−s−1(ζ − z)r−k(ζ − z̄)s−k dz




















This completes the proof.
We have now set up all the essential groundwork needed to prove that
an analogous version of equation (3.3) holds for certain length one modular
iterated integrals.
Theorem 3.14. Let F ∈ MI !1 ∩M!r,s and, for k∈{0, . . . , min(r, s)}, let Fk be the
k-th term in the decomposition of F in eigenfunctions of ∆r,s, as in Proposition 2.9.
Suppose further that Fk has a decomposition of the form
Fk = F̃k + F̊k + F0k = F̃k + F̊k + a0y
k−r−s,
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where a0 ∈ C. Then, we have the following equation:
n
2−r−s





Proof. We will start by evaluating the LHS of equation (3.32). Using Gk :=
















Using Proposition 3.11, this can be written as



































a0 Im(αz)k−r−sB(z, ζ)(cz + d)−r(cz̄ + d)−s.
We will now evaluate the RHS of equation (3.32) and show that it matches
















)∣∣∣∣∣∣∣∣ T∞n +(∫ i∞
ζ
a0yk−r−sB(z, ζ)
)∣∣∣∣∣∣∣∣ T∞n . (3.34)
We will look at each of these summands separately and show that they
match their corresponding part in equation (3.33). Taking a look at the first
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Im(αz)k−1F̃k(αz)A(αz, αζ)(cζ + d)r+s−2kn
2k−r−s
2 . (3.35)
Our next step will be to rewrite the above equation but with A(z, ζ) instead
of A(αz, αζ). We first note that
A(αz, αζ) = (r− k)(αζ − αz)r−k−1(αζ − αz̄)s−k+1d(αz)
+ (s− k)(αζ − αz)r−k+1(αζ − αz̄)s−k−1d(αz̄)
and then observe the following:
i) d(αz) = n · (cz + d)−2 dz and d(αz̄) = n · (cz̄ + d)−2 dz̄.
ii) (αζ − αz) = n · (ζ − z)
(cζ + d)(cz + d)
and (αζ − αz̄) = n · (ζ − z̄)
(cζ + d)(cz̄ + d)
.
This allows us to rewrite A(αz, αζ) as
A(αz, αζ) =
(r− k)(ζ − z)r−k−1(ζ − z̄)s−k+1(cz + d)−2nr+s−2k+1
(cζ + d)r−k−1(cz + d)r−k−1(cζ + d)s−k+1(cz̄ + d)s−k+1
dz
+
(s− k)(ζ − z)r−k+1(ζ − z̄)s−k−1(cz̄ + d)−2nr+s−2k+1
(cζ + d)r−k+1(cz + d)r−k+1(cζ + d)s−k−1(cz̄ + d)s−k−1
dz̄.
Substituting this back into equation (3.35), and using the fact that ∞ is in-












F̃k(αz)A(z, ζ)(cz + d)−r(cz̄ + d)−s.











F̊k(αz)A(z, ζ)(cz + d)−r(cz̄ + d)−s.
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Next, we look at the first summand on the RHS of (3.34). Since C(ζ) 6= 0




Im(αζ)s(F̃k(αζ) + F̊k(αζ))(cζ + d)s−rn
r−s
2
= −n r+s2 (2i)s−r+1 ∑
α∈M∞n





(F̃k(αζ) + F̊k(αζ))(cζ + d)−r(cζ̄ + d)−s. (3.38)
Finally, we just have to look at the last summand on the RHS of (3.34) to












B(αz, αζ) = (k− s)Im(αz)k−1(αζ − αz)r−k(αζ − αz̄)s−kd(αz)
+ (s− k)Im(αz)k−1(αζ − αz)r−k+1(αζ − αz̄)s−k−1d(αz̄)
=
(k− s)Im(z)k−1(ζ − z)r−k(ζ − z̄)s−k(cz + d)−2nr+s−k
(cz + d)r−1(cz̄ + d)s−1(cζ + d)r+s−2k
dz
+
(s− k)Im(z)k−1(ζ − z)r−k+1(ζ − z̄)s−k−1(cz̄ + d)−2nr+s−k
(cz + d)r(cz̄ + d)s−2(cζ + d)r+s−2k
dz̄.
A fact which is true throughout this proof but we have not yet needed is





, c = 0. Therefore,
B(αz, αζ) = nr+s−kd2k−2r−2s
[
(k− s)Im(z)k−1(ζ − z)r−k(ζ − z̄)s−kdz
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substituting this back into equation (3.39), and observing that ∞ is invariant
under α−1, we conclude that(∫ i∞
ζ
a0yk−r−sB(z, ζ)






By comparing equations (3.36), (3.37), (3.38) and (3.40) to equation (3.33),
we deduce the assertion.
We can compare the identity from the above theorem with the identity
given by equation (3.3) to see the similarities between the two. Surprisingly,
the constant n
2−r−s
2 in equation (3.32) does not depend on the value of k; this
leads immediately to the following corollary:
Corollary 3.15. Let F ∈ MI !1 ∩M!r,s and suppose that Fk has a decomposition of














Following a similar approach to the classical case, we will use Theorem
3.14 to provide us with an identity relating the action of Hecke operators to
the period polynomials of length one modular iterated integrals. This can
be seen as an analogous version of the identity given by equation (3.10).
We start by showing that, under our usual conditions, the Eichler integral
of a length one modular iterated integral is T-invariant.
Proposition 3.16. Let Fk ∈ MI !1 be of weights (r,s) and suppose there exists a
k ∈ {0, . . . , min(r, s)} such that Fk has a decomposition of the from given by (3.21),
then v(k)F is T-invariant:






Proof. Throughout this proof we use the abbreviation ||2k−r−s,0T = ||T. We
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2 (F̃k(z) + ayk−r−s), Rs−r,µk(z, T(ζ))
))
.




























Using the fact that T−1(i∞) = i∞, Im(z + 1) = Im(z) and, by part (ii) of













Therefore, we can deduce that if F̃k(z) is T-invariant then so is the function












and, since both Im(z) and e2πimz are invariant under z 7→ z+ 1, we conclude
that F̃k(Tz) = F̃k(z). This proves the T-invariance of the function given by






2 F̊k(z), Rs−r,µk(z, ζ)
)∣∣∣∣∣∣T.
Using the definition of v(k)F given by equation (3.28), we can deduce the
assertion.
As before, we combine the T-invariance of the Eichler integral with equa-
tion (3.7) to give the following equation (here the assumptions of the previ-
ous proposition still hold):
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Using Theorem 3.14, we can rewrite this as
v(k)F ||2k−r−s,0(S− 1)||2k−r−s,0T̃n = n
2−r−s
2 · v(k)TnF||2k−r−s,0(S− 1).
If we suppose further that F ∈ MI !1 such that each Fk has a decomposition











Using the definition of the period polynomial of a length one modular iter-




v(k)F ||2k−r−s,0(S− 1)||2k−r−s,0T̃n = n
2−r−s
2 · PTnF. (3.42)
We can compare this with equation (3.10) from the standard modular form
case:
Pf |2−rT̃n = n
2−r
2 · PTn f , (3.43)
which can be rewritten as
v f |2−r(S− 1)|2−rT̃n = n
2−r
2 · PTn f .
We recall that if F is a real analytic cusp form, then every k-th Eichler integral
v(k)F vanishes except for v
(0)
F . Therefore, in this case, equation (3.42) can be
written as
v(0)F ||−r−s,0(S− 1)||−r−s,0T̃n = n
2−r−s
2 · PTnF.
Finally, using the definition of the period polynomial of a real analytic cusp
form (equation (3.18)), we can give an identity in which the period polyno-




This identity, which is of close resemblance to equation (3.43), shows how




L A P L A C E - E I G E N VA L U E E Q U AT I O N S F O R M O D U L A R
I T E R AT E D I N T E G R A L S
One motivation for defining real analytic modular forms was due to the con-
nection between modular iterated integrals and modular graph functions,
which arise in string perturbation theory. These modular graph functions
share many of the differential and algebraic properties of modular iterated
integrals. Indeed, there is good evidence that all modular graph functions
are contained within the space of modular iterated integrals (this is dis-
cussed in more detail in [4, 5]).
Studying the space of modular iterated integrals, therefore, will help with
the long-standing problem of giving a complete description of the modular
graph functions. This problem has been written about extensively in physics
literature, see any of [33–42] for example.
In this chapter, we study the spaces of length two and three iterated in-
tegrals. We will provide functions that belong to these spaces and show
that they satisfy certain Laplace-eigenvalue equations. We will also see the
importance of these equations in relation to modular graph functions.
4.1 the space of modular iterated integrals revisited
In Section 2.4 we introduced and discussed the space MI ! of modular it-
erated integrals, which sits naturally inside M!. In this chapter, we will
restrict to the condition that the coefficients a(j)m,n in equation (2.2) vanish if
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either m or n are negative. This provides us with the spaceMI of modular
iterated integrals, which sits inside M and was first studied in [4]. For the
rest of this chapter, when we refer to the space of modular iterated integrals
we will mean MI not MI !. The definition of MI is very similar to the
definition ofMI ! but, for completeness, we state it below.
Definition 4.1. We let MI−1 = 0. For any n ≥ 0 ∈ Z we define the space




∂MIn ⊂MIn + M[L]×MIn−1,
∂̄MIn ⊂MIn + M[L]×MIn−1,
where M is the space of holomorphic modular forms.
When n = 0, we have the following lemma:
Lemma 4.2. (Lemma 3.10 of [4]) An explicit description of the space of length zero
modular iterated integrals can be given by
MI0 = C[L−1].
This matches the description of MI !0 (2.15) exactly. We can also give a
simple and concise description forMI1, which is not the same asMI !1 (in
fact, we are not yet able to give an explicit description forMI !1).
Lemma 4.3. (Cor. 4.4 of [4]) An explicit description of the space of length one






Therefore, we know of all the possible functions that can exist inMI0 or
MI1. We do not, however, have similar descriptions forMIn, when n > 1.
It would be useful if we could implement what we know about MI0 and
MI1 to determine functions that exist inMIn.
Proposition 4.4 and Corollary 4.5 will help with this.
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Proposition 4.4. Let n ≥ 0 be an integer, then
MInMI0 ⊆MIn.




∂B ⊆ B + M[L]×MIn,
∂̄B ⊆ B + M[L]×MIn,
must be contained withinMIn+1. Now, we observe that if F ∈ MIn+1 and
G ∈ MI0, then
∂(FG) = (∂F)G + (∂G)F
⊆ (MIn+1 + M[L]×MIn)MI0 + (MI0)MIn+1
⊆MIn+1MI0 + M[L]×MInMI0 +MI0MIn+1.
Therefore, by induction
∂(MIn+1MI0) ⊆MIn+1MI0 + M[L]×MIn,
with a similar statement for ∂̄. Hence MIn+1MI0 must be contained in
MIn+1 due to the maximality ofMIn+1.
Corollary 4.5. Let m, n ≥ 0 be integers, then
MImMIn ⊆MIm+n.
This corollary then allows us to see that, as Er1,s1 and Er2,s2 ∈ MI1, we
have Er1,s1Er2,s2 ∈ MI2, where we assume that ri, si ≥ 0. We can then
see that Er1,s1Er2,s2Er3,s3 ∈ MI3, as Er1,s1Er2,s2 ∈ MI2 and Er3,s3 ∈ MI1.
Continuing this process we get
Er1,s1Er2,s2 · · · Ern,sn ∈ MIn.
However, we do not consider these functions to be very interesting as they
are just combinations of real analytic Eisenstein series. We do not consider
95
4.2 laplace equations for length two iterated integrals
them to be "new" functions. By "new" functions we will therefore mean
functions that are not simply combinations of Er,s or L.
A theorem for producing such "new" functions in MI2 was discovered
by Brown in [4]. We will explain how this was achieved in the next section.
Then, in Section 4.3, we will demonstrate how these "new" functions can be
applied to the theory of modular graph functions. But first, we will finish
this section by providing one more way of checking if a function is inMIn,
for any n. This lemma will be useful when proving the main theorem of
Section 4.4.
Lemma 4.6. Let r, s ≥ 0 and set 2w = r + s. Suppose Fr,s ∈ Mr,s are a family of
elements such that
∂F2w,0 ∈ M[L]×MIn−1,
∂Fr,s − (r + 1)Fr+1,s−1 ∈ M[L]×MIn−1, if s ≥ 1,
and
∂̄F0,2w ∈ M[L]×MIn−1,
∂̄Fr,s − (s + 1)Fr−1,s+1 ∈ M[L]×MIn−1, if r ≥ 1.
Then the Fr,s ∈ MIn.
Proof. This is essentially Lemma 3.8.
4.2 laplace equations for length two iterated integrals
In this section, we examine how Brown produced "new" functions in the
spaceMI2 of length two modular iterated integrals. This is a review of the
work presented by Brown in Section 9 of [4]. We start with some definitions.




XrYsQ ⊂ Q[X, Y],
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which is equipped with the dagger operator defined by






Remark 4.8. We note that we use the notation †γ, instead of the |γ used
by Brown, to avoid confusion with the single slash operator we defined in
equation (1.1).
We have the following identity involving the dagger operator:






Therefore g(z) := (X − zY)r(X − z̄Y)s transforms like a modular object of
weights (−r,−s) in the following sense:
g(γ(z))†γ = (cz + d)−r(cz̄ + d)−sg(z). (4.1)
We define a real analytic form f : H→ V2n ⊗C to be modular equivariant if






Using equation (4.1), we can deduce that for any standard modular form f
of weight r we can construct a modular equivariant one-form f by setting
f := 2πi f (z)(X− zY)r−2dz.
The next lemma provides us with more information about the modular
equivariance of real analytic functions.
Lemma 4.9. (Prop. 7.1 of [4]) Let f : H→ V2n ⊗C be real analytic, then it can be
written in the form
f = ∑
r+s=2n
fr,s(z)(X− zY)r(X− z̄Y)s (4.3)
such that (z− z̄)2n fr,s : H→ C are real analytic. The function f is modular equiv-
ariant if and only if every fr,s is modular of weights (r,s) (as defined by equation
(2.1)).
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If any of the above fr,s are also of the form (2.2), then they are real ana-
lytic modular forms of weights (r, s). We now give a lemma involving the
operators ∂ and ∂̄.





(where A is of the form given by (4.3)) is equivalent to the following system of
equations (where r, s ≥ 0 and r + s = 2n):
∂F2n,0 = LA2n,0,





is equivalent to the following system of equations (where r, s ≥ 0 and r + s = 2n):
∂̄F0,2n = LB0,2n,
∂̄Fr,s − (s + 1)Fr−1,s+1 = LBr,s, for r ≥ 1.
4.2.1 Double Eisenstein Integrals
Let a > 0 ∈ Z, then we define the following functions:
E2a(τ) := ∑
r+s=2a
Er,s(τ)(X− τY)r(X− τ̄Y)s, (4.4)
E2a+2(τ) := 2πi G2a+2(τ)(X− τY)2a, (4.5)
E2a+2(τ) := E2a+2(τ) dτ.
The functions E2a(τ) and E2a+2(τ) are modular equivariant and closely
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For a, b ≥ 2, we use the above functions to construct the one-forms
D2a,2b(τ) : H→ (V2a−2 ⊗V2b−2)⊗ (C dτ ⊕C dτ̄)
D2a,2b(τ) := E2a(τ)⊗ E2b−2(τ) + E2a−2(τ)⊗ Ē2b(τ).
These forms are modular equivariant:
D2a,2b(γτ)†γ = D2a,2b(τ), ∀ γ ∈ Γ1,
and, by Lemma 9.1 of [4], closed:
dD2a,2b = 0.







which, since D2a,2b is closed, only depends on the homotopy class of the
chosen path. This integral is regularised as in Section 8 of [4] (see also,
Section 4 of [23]). We will now provide a brief explanation on a way to view







such that D(0)2a,2b(τ) is the part of D2a,2b(τ) that exponentially tends to zero
















K2a,2b(z) = πiG2a(z)(X− zY)2a−2 ⊗ E2b−2(z), (4.7)
∂
∂z̄
K2a,2b(z) = E2a−2(z)⊗ πiG2b(z)(X− z̄Y)2b−2. (4.8)
For k ≥ 0, there is a Γ1 equivariant projector given by
δk : V2a ⊗V2b → V2a+2b−2k













4.2 laplace equations for length two iterated integrals
where m : Q[X, Y]⊗Q[X, Y] → Q[X, Y] is the multiplication map. We have
the following lemma involving this projector:





G2m+2(z)(X− zY)2m ⊗ D(z)
)
.
Then, F : H→ V2m+2n−2k ⊗C vanishes if either k > 2m or k > 2n. Otherwise, F
can be written in the form of equation (4.3) with









where we set Dr,s = 0 if either r or s < 0.



























Then, using equation (4.7) and Lemma 4.11, this becomes
∂
∂z
K(k)2a+2,2b+2(z) = πi J
(k)(z), (4.9)
where J(k) : H→ V2a+2b−2k is of the form given by (4.3) with
























In the next section, we will be able to see that equations (4.10) and (4.12)
form the basis of the equations appearing in Theorem 4.12. This will be the
theorem that produces "new" length two modular iterated integrals.
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4.2.2 Equivariant Versions of Double Eisenstein Integrals
The function K(k)2a+2,2b+2 is not quite modular equivariant, however, we can
construct a function that is. (We want an equivariant form in order to make
use of Lemma 4.9 during the proof of Theorem 4.12. This is covered in more
detail in Section 4.4, specifically the proof of Theorem 4.16). Another way to
view the equation of modular equivariance (4.2) for f : H→ V2a+2b−4−2k⊗C
is






We can also deduce from equations (4.7) and (4.8) that dK2a,2b is modular






K2a,2b(γz)†γ − K2a,2b(z) = cγ,
for some "constant" cγ (does not depend on z) which defines a coboundary
and hence a cocycle. Combining this with the fact that δk is an equivariant




for a constant Cγ (does not depend on z) which again defines a cocycle:
γ 7→ Cγ ∈ Z1(Γ1, V2a+2b−4−2k ⊗C).
We can use the Eichler-Shimura Theorem to show that such a cocycle can
be written as a linear combination of cocycles of cusp forms, the complex
conjugate of said forms, Eisenstein series and a coboundary c†γ−id for a
c ∈ V2a+2b−4−2k ⊗ C. We then define a function M
(k)













where f (resp. g) is a standard modular form (resp. modular cusp form) of
weight 2a+ 2b− 2− 2k. The equation above uniquely determines M(k)2a,2b, c, f
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and g except for when 2a + 2b− 4− 2k = 0, as we could add an arbitrary
constant d ∈ C.
We can use equation (4.14) with equations (4.9) – (4.12), Lemma 4.9 and
Lemma 4.10 to produce the next theorem (a full proof of this theorem can
be found in [4]).
Theorem 4.12. (Theorem 9.3 of [4]) Let a, b ≥ 1, 0 ≤ k ≤ min{2a, 2b} and set
w = a + b− k. There exists a family of elements (F(k)2a+2,2b+2)r,s ∈ MI2 ∩Mr,s




























Lk+1G2a+2Er−2a+k,s+k, if s ≥ 1,




























Lk+1Ḡ2b+2Er+k,s−2b+k, if r ≥ 1,
where g is a unique cusp form of weight 2w + 2.
Remark 4.13. To emphasise the importance of the values of a and b, we use
the convention (F(k)2a+2,2b+2)r,s rather than the F
(k)
r,s used by Brown.
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where f (k)2a+2,2b+2 and ḡ
(k)
2a+2,2b+2 are the unique cusp forms determined by
Theorem 4.12. These cusp forms are of weight 2a + 2b − 2k + 2 but, by
Theorem 1.5, there exist no cusp forms of weight ≤ 10 or weight 14. There-
fore, the differential equations defined above do not include the summands
containing f or ḡ when 2a + 2b− 2k ≤ 8 or 2a + 2b− 2k = 12.
These differential equations will be crucial in Section 4.4, when we con-
struct an analogous theorem to Theorem 4.12 but for functions in MI3
rather thanMI2.
In the next section, we will use Theorem 4.12 to generate examples of
length two modular iterated integrals. This will include the "new" functions
we are looking for.
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4.2.3 Example
The simplest example is when 2a = 2b = 2. Since 2a + 2b − 2k ≤ 4, for
k ∈ {0, 1, 2}, the cusp forms given in equations (4.15) and (4.17) vanish.
When k = 0, we have the following set of equations from Theorem 4.12:
∂(F(0)4,4 )4,0 = LG4E2,0 ∂(F
(0)
4,4 )0,4 = LG4E0,2
∂(F(0)4,4 )3,1 − 4(F
(0)
4,4 )4,0 = LG4E1,1 ∂(F
(0)
4,4 )1,3 − 4(F
(0)
4,4 )0,4 = LG4E1,1
∂(F(0)4,4 )2,2 − 3(F
(0)
4,4 )3,1 = LG4E0,2 ∂(F
(0)
4,4 )2,2 − 3(F
(0)
4,4 )1,3 = LG4E2,0
∂(F(0)4,4 )1,3 − 2(F
(0)
4,4 )2,2 = 0 ∂(F
(0)
4,4 )3,1 − 2(F
(0)
4,4 )2,2 = 0
∂(F(0)4,4 )0,4 − (F
(0)
4,4 )1,3 = 0 ∂(F
(0)
4,4 )4,0 − (F
(0)
4,4 )3,1 = 0.
When k = 1:
∂(F(1)4,4 )2,0 = 2L
2G4E1,1 ∂(F
(1)
4,4 )0,2 = 2L
2G4E1,1
∂(F(1)4,4 )1,1 − 2(F
(1)
4,4 )2,0 = 4L
2G4E0,2 ∂(F
(1)
4,4 )1,1 − 2(F
(1)
4,4 )0,2 = 4L
2G4E2,0
∂(F(1)4,4 )0,2 − (F
(1)
4,4 )1,1 = 0 ∂(F
(1)
4,4 )2,0 − (F
(1)
4,4 )1,1 = 0.
Finally, when k = 2 we have two equations:
∂(F(2)4,4 )0,0 = L
3G4E0,2 ∂(F
(2)
4,4 )0,0 = L
3G4E2,0.






(F(0)4,4 )3,1 = E2,0E1,1 (F
(0)
4,4 )1,3 = E1,1E0,2









We can also express (F(2)4,4 )0,0 as a combination of Er,s and L:
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However, we cannot do the same for the functions (F(1)4,4 )r,s; they cannot be
expressed as a combination of real analytic Eisenstein series and L. These
are the "new" functions we have been looking for.
For each of the functions (F(k)4,4 )r,s above, we have an associated Laplace-
eigenvalue equation:
(∆ + 4)(F(0)4,4 )4,0 = −LG4E1,1 (∆ + 2)(F
(1)
4,4 )2,0 = −4L
2G4E0,2
(∆ + 4)(F(0)4,4 )3,1 = −2LG4E0,2 (∆ + 2)(F
(1)
4,4 )1,1 = −4L
3G4G4
(∆ + 4)(F(0)4,4 )2,2 = −L
2G4G4 (∆ + 2)(F
(1)
4,4 )0,2 = −4L
2G4E2,0
(∆ + 4)(F(0)4,4 )1,3 = −2LG4E2,0
(∆ + 4)(F(0)4,4 )0,4 = −LG4E1,1 ∆(F
(2)
4,4 )0,0 = −L
4G4G4.
In the next section, we will see an important application of the Laplace-
eigenvalue equations associated to "new" length two modular iterated inte-
grals.
4.3 modular graph functions
Modular graph functions arise in the low-energy expansion of Type II su-
perstring amplitudes at genus one by assigning a lattice sum to a graph.
Simply put, they are a type of real analytic function on the upper half plane.
These functions have an extremely interesting mathematical structure, pro-
vide connections with number theory and particle phenomenology and are
of great importance in other areas of physics. They have been discussed in
detail in physics literature and we refer the reader to any of [33, 34, 43–45]
for more information on their origin.
The type of modular graph functions of interest to us are denoted by
Ca1,...,ap , where each ai is an integer greater than zero. Such a function is
said to have p − 1 loops and a total weight of a1 + · · · + ap. The space of
one-loop modular graph functions is well understood. For each total weight
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there is a unique modular graph function that can be represented in terms





where a = a1 + a2. These one-loop modular graph functions obey the fol-
lowing Laplace-eigenvalue equation:
∆Ca1,a2 = a(a− 1)Ca1,a2 .
For example, at weight 4 we have






The space of two-loop modular graph functions is also well understood.
The authors of [34], building upon the work of [44] and [46], discovered
that these functions obey systems of inhomogeneous Laplace-eigenvalue
equations. The inhomogeneous parts of these equations are made up of
linear and quadratic combinations of real analytic Eisenstein series (and L).















L4E4,4 − 3C2,1,1. (4.24)









However, finding an explicit expression for the functions C2,1,1 or C3,1,1
could not be achieved. In [4], it was shown that we should be able to give an
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explicit expression for C2,1,1 with the help of the Laplace-eigenvalue equa-
tions from the previous section. To see this, we first observe the following:
(∆ + 2)(L2E2,0E0,2) = −L4G4G4 −L2E1,1E1,1,
(∆ + 2)L3E3,3 = −10L3E3,3.
Therefore, combining this with the equation (∆ + 2)(F(1)4,4 )1,1 = −4L3G4G4
























= (∆ + 2)C2,1,1. (4.25)
We conclude that the modular graph function C2,1,1 can be expressed in
terms of L(F(1)4,4 )1,1, L
2E2,0E0,2, L3E3,3 and a constant. The coefficients in the
expansion (2.2) of (F(1)4,4 )1,1 can be determined using properties of ∂, ∂̄ and
the above differential equations (see [4] for more details).
If other modular graph functions, such as C3,1,1, can be expressed using
"new" modular iterated integrals, then these integrals can help with the pre-
viously mentioned problem of giving a complete description of the modular
graph functions.
We can use Theorem 4.12 to produce more "new" functions and, in turn, to
produce more Laplace-eigenvalue equations. By comparing these equations
with data on modular graph functions from literature in physics, we should
be able to repeat the above result for other modular graph functions.
Of course, it will be useful to have as many Laplace-eigenvalue equa-
tions available to use as possible. Indeed, it may be useful, then, to have
Laplace-eigenvalue equations for "new" modular iterated integrals that are
of a higher length than two. In the next section, we aim to extend the theory
presented in Section 4.2 from length two modular iterated integrals to length
three. In particular, we wish to produce Laplace-eigenvalue equations for
"new" length three modular iterated integrals.
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4.4 laplace equations for length three iterated integrals
The main obstacle with extending the theory from the Section 4.2 to MI3
is finding a closed modular equivariant function, say D2a,2b,2c, which also
leads to "new" functions inMI3. For example, the form
D2a,2b,2c = E2a ⊗ E2b−2 ⊗ E2c−2 + E2a−2 ⊗ E2b ⊗ E2c−2 + E2a−2 ⊗ E2b−2 ⊗ E2c
+ E2a−2 ⊗ E2b−2 ⊗ E2c + E2a−2 ⊗ E2b ⊗ E2c−2 + E2a ⊗ E2b−2 ⊗ E2c−2
may seem like a suitable candidate as it is both closed and modular equiv-
ariant. However, when following the same steps from the previous section
but with D2a,2b,2c instead of D2a,2b, the resulting theorem does not lead to
any "new" functions. All the functions produced by this theorem are just
combinations of real analytic Eisenstein series and L.
We get similar results for any candidate of D2a,2b,2c involving just copies
of E2w or E2w−2; the form is either not closed, not modular equivariant or,
when both these conditions are met, it does not lead to any "new" functions.
In order to solve this problem, we used the functions produced by Theo-
rem 4.12 directly in our definition of D2a,2b,2c.
Definition 4.14. For a, b, c ≥ 1, we define the forms D2a+2,2b+2,2c+2 by
D2a+2,2b+2,2c+2 : H→ (V2a+2b+2c)⊗ (C dτ + C dτ̄)









We will see in Lemma 4.15 that these last two summands are included to
deal with the cusp forms that appear in equations (4.20) and (4.21). When
2a + 2b ≤ 8 and 2b + 2c ≤ 8 then, since the cusp forms vanish, these two
summands disappear and we are left with a more concise definition:
D2a+2,2b+2,2c+2 = E2a+2(τ) · F
(0)
2b+2,2c+2(τ) dτ + F
(0)
2a+2,2b+2(τ) · Ē2c+2(τ) dτ̄.
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This is also true if 2a + 2b = 12 and 2b + 2c = 12.
We know that E2a+2(τ)dτ, Ē2c+2(τ)dτ̄, E2a(τ) and E2c(τ) are modular
equivariant and, by the previous section, F(0)2a+2,2b+2 and F
(0)
2b+2,2c+2(τ) are
also equivariant. Now, as the cusp form f (0)2a+2,2b+2 (resp. g
(0)
2b+2,2c+2) is of
weight 2a + 2b + 2 (resp. 2b + 2c + 2), we have the modular equivariance of
D2a+2,2b+2,2c+2:
D2a+2,2b+2,2c+2(γτ)†γ = D2a+2,2b+2,2c+2(τ), ∀ γ ∈ Γ1.
Lemma 4.15. The forms D2a+2,2b+2,2c+2 are closed:
dD2a+2,2b+2,2c+2 = 0.
Proof. Throughout this proof we use the abbreviations f := f (0)2a+2,2b+2 and
ḡ := ḡ(0)2b+2,2c+2. For a form σ(τ) := u1(τ) dτ + u2(τ) dτ̄, the exterior deriva-




























































F(0)2a+2,2b+2(τ) · Ē2c+2(τ) + πiE2a+2(τ)ḡ(τ)(X− τ̄Y)
2b+2c.














Inserting these two equations back into (4.26) gives the required result.
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Since D2a+2,2b+2,2c+2 is closed, this integral depends only on the homotopy
class of the chosen path and is regularised as in Section 4.2.1. This function
also satisfies the following differential equations:
∂
∂z
K2a+2,2b+2,2c+2(z) = πiG2a+2(z)(X− zY)2a · F
(0)
2b+2,2c+2(z) (4.27)










We will express equation (4.27) in a way that will be more convenient for
us to use. We start by setting




then, by equations (4.4) and (4.19),


















+ f (0)2a+2,2b+2 ∑
r+s=2c
Er,s(X− zY)r+2a+2b(X− z̄Y)s.
Using the change of variables r 7→ r− 2a in the first sum and r 7→ r− 2a− 2b
in the second sum, this is equal to
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Therefore, equation (4.27) can be expressed as
∂
∂z
K2a+2,2b+2,2c+2(z) = πi J(z), (4.29)






+ f (0)2a+2,2b+2Er−2a−2b,s. (4.30)
We can also get an analogous equation for ∂/∂z̄:
∂
∂z̄








We will see, in the next section, that equations (4.30) and (4.32) form the
basis of the equations appearing in Theorem 4.16. This theorem will be the
analogue of Theorem 4.12 and will produce "new" length three modular
iterated integrals.
4.4.1 Equivariant Versions of Triple Integrals
Using equations (4.27) and (4.28) with the same reasoning as used in Section
4.2.2, we have that, for all γ ∈ Γ1,
K2a+2,2b+2,2c+2(γz)†γ − K2a+2,2b+2,2c+2(z) = Cγ,
for some constant Cγ (does not depend on z) which is also a coboundary
and hence a cocycle:
Cγ ∈ Z1(Γ1, V2a+2b+2c ⊗C).
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As before, we then define a function M2a+2,2b+2,2c+2 such that we have mod-
ular equivariance and






where h (resp. k) is a standard modular form (resp. modular cusp form)
of weight 2a + 2b + 2c + 2. The equation above uniquely determines c, h, k
and M2a+2,2b+2,2c+2. We now have all the necessary tools to prove the main
theorem of this section.
Theorem 4.16. Let a, b, c ≥ 1 and set w = a + b + c. There exists a family of
elements (G2a+2,2b+2,2c+2)r,s ∈ MI3 ∩Mr,s of total modular weight 2w = r + s,
with r, s ≥ 0, which satisfy the following:






+ L f (0)2a+2,2b+2E2c,0 + Lh,






+ L f (0)2a+2,2b+2Er−2a−2b,s, if s ≥ 1,
where h is a cusp form of weight 2w + 2.






+ Lḡ(0)2b+2,2c+2E0,2a + Lk̄,






+ Lḡ(0)2b+2,2c+2Er,s−2b−2c, if r ≥ 1,
where k is a cusp form of weight 2w + 2.
Proof. Throughout this proof we use the abbreviation Mabc:=M2a+2,2b+2,2c+2.
The function M2a+2,2b+2,2c+2 is, by definition, equivariant. Using Lemma 4.9,
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we obtain its modular components (M2a+2,2b+2,2c+2)r,s which are elements























K2a+2,2b+2,2c+2 + πih(z)(X− zY)2w.
We write this as
∂
∂z
M2a+2,2b+2,2c+2 = πi H, (4.37)






+ f (0)2a+2,2b+2Er−2a−2b,s + Ar,s
and Ar,s = 0 except for A2w,0 = h. Lemma 4.10 tells us that equation (4.37)
is equivalent to the following system of equations, for all r + s = 2w and
r, s ≥ 0:







+ f (0)2a+2,2b+2Er–2a–2b,0 + h
]










, if s ≥ 1.
Modifying M2a+2,2b+2,2c+2 by a suitable multiple of E2w, and making use of
equation (4.6), allows us to assume that h is a cusp form. We can obtain
equation (4.34) directly from the equation above. To acquire equation (4.33),
we simply have to note that r − 2a = 2b + 2c and r − 2a − 2b = 2c when
s = 0. Now G2a+2 and f
(0)






Er−2a−2b,s ∈ MI2, therefore the RHS of equations (4.33) and (4.34) exist in
M[L]×MI2.
We can obtain equations (4.35) and (4.36) using a similar method, but
with (4.31) and (4.32) instead of (4.29) and (4.30). We can also show that the
RHS of these equations exist in M̄[L]×MI2.
Then, using Lemma 4.6, we can conclude that the family of functions
(G2a+2,2b+2,2c+2)r,s ∈ MI3.
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As before, since there are no cusp forms of weight ≤ 10, the equations
defined in Theorem 4.16, for 2w = 2a + 2b + 2c ≤ 8, do not contain any
cusp forms (the cusp forms f (0)2a+2,2b+2 and ḡ
(0)
2b+2,2c+2 vanish since the above
inequality implies that 2a + 2b ≤ 8 and 2b + 2c ≤ 8). Furthermore, since
there are also no cusp forms of weight 14, we have no cusp forms appearing
if 2a + 2b + 2c = 12 with 2a + 2b ≤ 8 and 2b + 2c ≤ 8.
In the next section, we will use Theorem 4.16 to produce examples of
length three iterated integrals.
4.4.2 Examples
Example 1
The first example we look at is when 2a = 2b = 2c = 2. Theorem 4.16 gives
the following set of equations:
∂(G4,4,4)6,0 = LG4F(
(0)
4,4 )4,0 ∂(G4,4,4)0,6 = LG4F(
(0)
4,4 )0,4
∂(G4,4,4)5,1 − 6(G4,4,4)6,0 ∂(G4,4,4)1,5 − 6(G4,4,4)0,6
= LG4(F
(0)
4,4 )3,1 = LG4F(
(0)
4,4 )1,3
∂(G4,4,4)4,2 − 5(G4,4,4)5,1 ∂(G4,4,4)2,4 − 5(G4,4,4)1,5
= LG4(F
(0)
4,4 )2,2 = LG4F(
(0)
4,4 )2,2
∂(G4,4,4)3,3 − 4(G4,4,4)4,2 ∂(G4,4,4)3,3 − 4(G4,4,4)2,4
= LG4(F
(0)
4,4 )1,3 = LG4F(
(0)
4,4 )3,1
∂(G4,4,4)2,4 − 3(G4,4,4)3,3 ∂(G4,4,4)4,2 − 3(G4,4,4)3,3
= LG4(F
(0)
4,4 )0,4 = LG4F(
(0)
4,4 )4,0
∂(G4,4,4)1,5 − 2(G4,4,4)2,4 = 0 ∂(G4,4,4)5,1 − 2(G4,4,4)4,2 = 0
∂(G4,4,4)0,6 − (G4,4,4)1,5 = 0 ∂(G4,4,4)6,0 − (G4,4,4)5,1 = 0.
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∂(G4,4,4)5,1 − 6(G4,4,4)6,0 ∂(G4,4,4)1,5 − 6(G4,4,4)0,6
= LG4E2,0E1,1 = LG4E0,2E1,1








∂(G4,4,4)3,3 − 4(G4,4,4)4,2 ∂(G4,4,4)3,3 − 4(G4,4,4)2,4
= LG4E1,1E0,2 = LG4E1,1E2,0








∂(G4,4,4)1,5 − 2(G4,4,4)2,4 = 0 ∂(G4,4,4)5,1 − 2(G4,4,4)4,2 = 0
∂(G4,4,4)0,6 − (G4,4,4)1,5 = 0 ∂(G4,4,4)6,0 − (G4,4,4)5,1 = 0.

































As with the length two example, each of the above functions has an associ-
ated Laplace-eigenvalue equation:
(∆ + 6)(G4,4,4)6,0 = −LG4E2,0E1,1
(∆ + 6)(G4,4,4)5,1 = −LG4E1,1E1,1 − 2LG4E2,0E0,2
(∆ + 6)(G4,4,4)4,2 = −L2G4G4E2,0 − 3LG4E1,1E0,2
(∆ + 6)(G4,4,4)3,3 = −L2G4G4E1,1 − 2LG4E0,2E0,2 − 2LG4E2,0E2,0
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(∆ + 6)(G4,4,4)2,4 = −L2G4G4E0,2 − 3LG4E1,1E2,0
(∆ + 6)(G4,4,4)1,5 = −LG4E1,1E1,1 − 2LG4E0,2E2,0
(∆ + 6)(G4,4,4)0,6 = −LG4E0,2E1,1.
However, we would like to have Laplace-eigenvalue equations for "new"
length three modular iterated integrals. We will get such equations in the
next example.
Example 2
The second example we will look at is when 2a = 4, 2b = 2 and 2c = 2.







∂(G6,4,4)7,1 − 8(G6,4,4)8,0 = LG6(F
(0)
4,4 )3,1 = LG6E2,0E1,1
∂(G6,4,4)6,2 − 7(G6,4,4)7,1 = LG6(F
(0)




∂(G6,4,4)5,3 − 6(G6,4,4)6,2 = LG6(F
(0)
4,4 )1,3 = LG6E1,1E0,2






∂(G6,4,4)3,5 − 4(G6,4,4)4,4 = 0
∂(G6,4,4)2,6 − 3(G6,4,4)3,5 = 0
∂(G6,4,4)1,7 − 2(G6,4,4)2,6 = 0
∂(G6,4,4)0,8 − (G6,4,4)1,7 = 0,
with similar expressions involving the ∂ operator. As before, each function
has an associated Laplace-eigenvalue equation:
(∆ + 8)(G6,4,4)8,0 = −LG6E2,0E1,1
(∆ + 8)(G6,4,4)7,1 = −LG6E1,1E1,1 − 2LG6E2,0E0,2
(∆ + 8)(G6,4,4)6,2 = −L2G6G4E2,0 − 3LG6E1,1E0,2
(∆ + 8)(G6,4,4)5,3 = −L2G6G4E1,1 − 6LG4(F
(0)
6,4 )6,0 − 2LG6E0,2E0,2
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(∆ + 8)(G6,4,4)4,4 = −L2G6G4E0,2 − 5LG4(F
(0)
6,4 )5,1
(∆ + 8)(G6,4,4)3,5 = −4LG4(F
(0)
6,4 )4,2
(∆ + 8)(G6,4,4)2,6 = −3LG4(F
(0)
6,4 )3,3
(∆ + 8)(G6,4,4)1,7 = −2LG4(F
(0)
6,4 )2,4
(∆ + 8)(G6,4,4)0,8 = −LG4(F
(0)
6,4 )1,5.
However, we are not able to express any of the functions (G6,4,4)r,s as com-
binations of real analytic Eisenstein series and L. We have, therefore, found
Laplace-eigenvalue equations for "new" length three modular iterated inte-
grals, as desired. There are, of course, more values for a, b and c to try. In
fact, we will get "new" functions whenever a 6= b or a 6= c.
We can use Theorem 4.16 with Theorem 4.12 to create sets of Laplace-
eigenvalue equations for length two and three modular iterated integrals.
We can then compare this to the data on modular graph functions from
literature in physics to repeat the result of (4.25) but with different modular
graph functions. This is a relatively new idea and so, as far as the author is
aware, it has not yet been achieved on a larger scale than the one equation
given by (4.25). There is, however, great interest in implementing such an
idea.
We recall that the two-loop modular graph functions satisfy systems of
Laplace-eigenvalue equations whose inhomogeneous parts are either linear
or quadratic in real analytic Eisenstein series, as in equations (4.22) – (4.24).
However, similar to increasing the length of modular iterated integrals,
as we increase the number of loops for the modular graph functions, the
space of such functions becomes more obscure. Modular graph functions
of three-loops (and higher) are no longer guaranteed to satisfy the linear or
quadratic Laplace equations from the one- and two-loop cases. A few rela-
tions for low weight three- and four-loop functions have been conjectured
and the simplest of these was recently proven in [33]. However, a better
understanding of this space is needed.
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4.4 laplace equations for length three iterated integrals
As we saw in Section 4.2.3, the Laplace equations for length two modular
iterated integrals can be seen as quadratic in some form or Eisenstein series
(Er,s or Gn), for example (∆ + 4)(F(0)4,4 )4,0 = −LG4E1,1. However, the Laplace
equations in the length three case, in general, involve cubic combinations of
some form of Eisenstein series, as seen above.
Therefore, it would not be surprising if the length three Laplace equations
were not used in expressing two-loop modular graph functions. Instead, it
is more likely that, if they were to be used, it would be with expressing the
much less understood three-loop (or higher) modular graph functions. It
will also be interesting to see if any modular iterated integrals do not arise
in the expression of any modular graph functions, or vice versa.
Of course, producing "new" length three modular iterated integrals will
provide crucial insight intoMI3, andMI as a whole, which is of great im-
portance by itself. Furthermore, this research provides a stepping stone to
investigating "new" functions and Laplace-eigenvalue equations for higher
length modular iterated integrals.
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