Nowadays there are many kinds of distance measurement methods. For example, in the ocean engineering field, the distance can be measured by sensors using optical, electromagnetic waves or acoustic waves. GPS is becoming the popular method now. Of course those methods have their own merits and demerits. Here the distance is not horizontal or vertical distance between the target or obstacles but the longitudinal distance of a target from a observer or camera, and this will be said as "depth distance". Here, for the time varying depth measurement in tank experiments, we propose an alternative cheap and stand-alone optical method using continuous single calibrated optical images, combining the automatic tracking algorithm and depth distance estimation algorithm. The wave effect on measured mean depth distance time history of freely floating bodies can be eliminated by filters but the fluctuation by ship motions is an important information, so we try to carry out some simulation about this fluctuation. The main object of this paper is to describe the proposed algorithm used in the software development and the results obtained in the model experiments carried out in a towing tank to estimate the depth distance.
INTRODUCTION
The measurement of the displacements of floating bodies in the towing tank is of fundamental importance for the research in the naval architecture and ocean engineering field. For example, the displacement can be measured by remote sensors using optical, electromagnetic waves or acoustic waves. GPS is becoming the popular method now. Of course those have their own merits and demerits.
Inside the building for laboratory experiments the use of electromagnetic waves or acoustic waves are not so good due to reflection or absorption of those waves by many materials.
In case of tank experiments, usually the measurement of translation and rotating motions around the center of gravity are basic, but sometimes the motion measurement of specified portion is required. For this purpose, optical remote measurement system using target LED lamps on the moving body and stereo cameras on the fixed points is used in an experimental tank. For a real time stereo system we need to guarantee the image synchronization between the two cameras. Thus it is necessary to control the shutter of the camera. Such a stereo system becomes relatively complex and is not so cheap.
If we use only single camera, then the depth distance (longitudinal distance of a target from the camera) measurement is difficult but a single camera system is cheap. Considering such a situation, we propose a new system of measuring the real time depth distance combining an image tracking algorithm and a depth estimation algorithm using single image from a usual cheap video camera.
We implemented a system able to track objects of different sizes and formats, for this purpose a tracking algorithm based on color was chosen. This system was implemented in the C programming language.
For evaluating the proposed method, we carried out model experiments using a ship model in the towing tank considering still water and wave condition. As we already mentioned, the depth distance of the center of gravity is basic, but in this paper we mainly treat about the depth distance measurement of the center of a rectangular target marked on the ship hull. If we want to obtain the slowly varying depth distance without wave effects through ship motions, it can be eliminated using some filter. Thus we carried out some numerical simulation evaluating the order of fluctuation by wave effects because the fluctuation has important information about wave and ship motion.
Finally, the proposed method will have a possibility to be applied in the real ocean field measurement but this application is a task for the future.
Computer Vision Techniques
Computer vision tasks, like object recognition, motion estimation and scene reconstruction, can be implemented using different methods. Among them, it is possible to mention feature extraction, color/shape detection and image area segmentation.
This study can be applied in many different areas, including medical, industrial, security, multimedia and entertainment. It is also possible to apply computer vision techniques in the naval architectural area and the projects can be related to 3D reconstruction of underwater scenes from 2D images 1, 2) or to the underwater vehicle position control 3, 4) from real time processing of video data. These projects are useful for many undersea applications including scientific, commercial and military applications, such as exploring the ocean floor, studying marine life, vehicle navigation and obstacle avoidance, inspection and repairing underwater structures.
Homography
The pinhole camera or central projection camera is modeled from the intersection of the visual ray connected to camera center and the 3D point on the image plane and represents the mapping between the 3D world (object space) and a 2D image 5) . This model represents the simplest model to understand the camera image formation process. Instead of using mapping between the 3D world and 2D images, it is possible to map points from two 2D planes also.
The mapping between plane to plane or the 2D projective mapping is also known as projectivity or projective transformation or homography.
The mapping between points on a world plane to points on another plane is possible through the camera model for perspective images of planes 6) . The perspectivity is an interesting specialization of the projectivity. This effect occurs because parallel lines in the image tend to converge to a finite point. To remove the projective distortion is necessary to apply a projective transformation to change the visualization plane and to correct the geometric shapes from the objects in the image. The transformation to map points on a plane to points on another plane is known as plane-to-plane homography. If a coordinate system is defined in each plane and points are represented in homogeneous coordinates (Fig. 1) , then the homography can be expressed by: where H represents the homography matrix and is described by a 3x3 non-singular matrix. The matrix H can be determined from the camera internal parameters and the relative positioning of the two planes and camera center. However, since it can also be computed directly from image to world correspondence there is no need to calculate the camera's parameter. This matrix has 9 elements, but the scale of the matrix does not affect the equation. Then the matrix has only 8 degrees of freedom. Since each point-to-point correspondence accounts for two constraints and a 2D point has two degrees of freedom, it is possible to conclude that at least four image-to world feature correspondences are necessary to define the homography.
Taking the matrix form of the equation (1) and after selecting the image and world coordinates from the Fig. 1 for a pair of matching points in the world and image plane, it is possible to write the following transformation. 23 correspond to the inhomogeneous coordinates in the world and image plane respectively. At least four point correspondences are necessary to obtain an exact solution because for each point correspondence we obtain two equations in 8 unknown elements of H. When the number of point correspondences increase, the solution is over determined, and H is determined by finding the transformation H that minimizes some cost function. It is required that the four points must be in "general position", which means that no three points are collinear.
Among the available algorithms to estimate the matrix H, the Direct Linear Transformation (DLT) algorithm is widely used because it is accurate and is relatively simple to implement.
It is important to emphasize that a prerequisite of the theory treated here is that the camera behaves according to the pinhole model 7) . This requirement is violated by cheap wide angle lens 8, 9) , such as those used in security systems, due to radial distortions from the pinhole model. In case of radial distortion, a correction step is, therefore, necessary before any metrology process may be performed.
A simple radial distortion correction has been proposed by Devernay and Faugeras 10) where only one image of the scene is necessary and the radial distortion model is computed from the deformation of images of world straight edges.
1 The Direct Linear Transformation (DLT) Algorithm
Expressing the transformation given by the equation (1) in terms of vector product (X×Hx=0) enables a simple linear equation to be derived. It is possible to write the equation (1) in terms of vector product because, since this is an equation involving homogeneous vector, the 3-vectors X and Hx are not equal (they have the same direction but may differ in magnitude by a non zero scale factor) 5) . From the vector product, the equation (1) becomes:
where for n points A is a 2n x 9 matrix and h is a 9-vector made up of the elements of the matrix H.
The equation (3) is a homogeneous set of equations and h can only be determined up to a non-zero scale factor. Given a set of four correspondents points, it is possible to obtain a set of equations Ah=0, where A is the matrix of equations coefficients built from the matrix rows i A contributed from each correspondence, and h is the vector of unknown entries of H. From the singular value decomposition (SVD) of A we can obtain the solution for h, where the singular vector corresponding to the smallest singular value of A, or the last column of V in the SVD (A=UDV T ), is the solution h. This solution minimizes ║Ah║ subject to the condition ║h║=1. The SVD (singular value decomposition) is a factorization of A as A=UDV T , where U and V are orthogonal matrices and D is a diagonal matrix with non-negative elements 5) . The algorithm to solve this problem, known as the basic DLT algorithm, is summarized in Fig. 2 . Fig. 2 The DLT algorithm.
2 Normalizing Transformation
Since the result using the DLT algorithm is not invariant to similarity transformations of the image some coordinate systems are in some way better than others for computing the 2D homography. To improve the accuracy Hartley and Zisserman 5) presents a method of normalization of the data, consisting of translation and scaling of image coordinates. The objective of the normalization is to translate the coordinates of the image to new set of points such that the centroid of this new set of points is the origin. The coordinates are also scaled to adjust the average distance from the origin to the same average magnitude. The DLT algorithm with data normalization can be viewed in Fig. 3 . 
Vanishing Point
Considering a perspective image, the parallel world lines are imaged as converging lines, and their image intersection is the vanishing point. The vanishing point can provide some information about orientation of planes and direction of lines. It can be estimated directly from the images and no explicit knowledge of the relative geometry between camera and viewed scene is required 11, 12) . Fig. 4 and Fig. 5 show the perspective geometry that defines the vanishing points. Geometrically the vanishing point of a line is obtained by intersecting the image plane with a ray parallel to the world line and passing through the camera centre 5) .
Tracking
One of the most important tasks in the computer vision area is the object tracking. This task can be achieved in two steps. First, it is necessary to detect the interesting moving object and then the tracking of this object is performed from frame to frame to estimate the object's trajectory in the image plane as it moves around the scene.
An example of a quite simple and fast algorithm for basic tracking is the color tracking algorithm 13, 14, 15, 16) . In this work a color-based tracking algorithm known as Continuous Adaptive Mean Shift (CAMSHIFT) algorithm 13) was chosen. The reason for the choice of this algorithm is that because its theory came from robust statistics and probability distributions. The performance of the CAMSHIFT algorithm was also compared with the particle filter 17, 18) , and the results indicated that the particle filter algorithm is more robust but since this algorithm is computationally cost the real time tracking performance was unsatisfactory.
An interesting work is addressed in [19] by Allen et al. showed that although the CAMSHIFT is designed as a face tracking for a perceptual user interface, it can be used as a general-purpose object tracking. The use of mean shift tracking methods is discussed in [20] by Artner et al. In this paper the CAMSHIFT tracking could deal quite well with slight illumination and appearance changes, and supplied reliable and robust results if the colors in the background differ significantly from those in the target object. The CAMSHIFT algorithm is based on a modified mean shift algorithm to adapt the probability distribution of the object it is tracking dynamically because color distribution changes over time. Since the mean shift algorithm operates on probability distributions, it is necessary to represent the color image data as a probability distribution. Therefore a color histogram of the track object is used.
1 Color Probability Distribution
Since the CAMSHIFT algorithm is based on colored objects, a probability distribution image of the desired color in the video must be created. In order to do this, it is necessary to create a model of the desired hue using a color histogram. To implement this, the HSV color system was used because separates out hue (color) from saturation (how concentrated the color is) and from brightness. The color probability distribution is generated using 1D histograms of the hue channel in HSV space.
Using the color histogram as a model the incoming video is converted to a corresponding probability image of the tracked color. The CAMSHIFT algorithm tracks the object probabilistically in discrete steps from zero to the maximum probability pixel value. For 8-bit hues, this range is between 0 and 255. The process to track a selected region in the image is detailed in Fig. 6 .
The first step to perform the tracking is to select the desired object in the image (first picture of the Fig. 6 ). After the selection, it is possible to evaluate the RGB color histogram and the HSV color parameters of the selected object. Since a red object was selected in the first image of the Fig. 6 , the second picture presents a RGB histogram bar graph with the red color only. The third picture represents the Color Probability Distribution of this color in the image. The color image data is represented as a probability distribution through the backprojection and the tracking is performed using this Color Probability Distribution image.
From Fig. 6 we can notice that the white region in the third picture represents the area where the desired color (red) is present and that there is no red color outside the white region. 
2 CAMSHIFT and Mean Shift Algorithm
The mean shift algorithm is a non-parametric technique developed by Fukunaga and Hostetler 21) that climbs the gradient of a probability distribution to find the nearest dominant mode -peak. The algorithm that performs the mean shift method can be viewed in Fig. 7 . Fig. 7 Mean Shift Algorithm. Using this technique, the objective is finding the densest region in the image (local maximum probability density function - Fig. 8 ). In order to guarantee the performance of the mean shift algorithm the convergence of the method must be reached.
The analysis of the algorithm convergence can be done considering n data points i x , i= = 1, …, n on a d-dimensional space R d . According to Silverman 22) the multivariate kernel density estimate obtained with kernel K(x) and window radius h, computed in the point x is defined as
where the d-variate kernel K(x) is nonnegative and integrates to one. A widely used class of kernels is the radially symmetric kernels Choose a search window Choose the initial location of the search window
Compute the mean location in the search window
Center the search window at the mean location
where the function k(x) is called the profile of the kernel, and
is a normalization constant that makes K(x)
integrates to 1 23) . The gradient of the density estimator (equation (4)) is 
is the mean shift 24, 25) . The mean shift vector always points toward the direction of the maximum increase in the density and is proportional to the normalized density gradient. The mean shift algorithm interatively performs
• computation of the mean shift vector ) ( Cheng 20) and is guaranteed to converge to a point where the gradient of density function is zero ( 0 ) ( = ∇ x f ). The mean shift algorithm process is illustrated in Fig. 9 . Fig. 9 Mean Shift Algorithm.
Since the size and location of the probability distribution changes in time due to the object movement in the video it is necessary to modified the mean shift algorithm because it is designed for static distributions. The algorithm that satisfies this requirement is the CAMSHIFT algorithm because it is designed for dynamically changing distributions since the search window size is adjusted in the course of its operation. The CAMSHIFT algorithm relies on the zeroth moment information to continuously adapt its window size within or over each video frame. Thus, window radius, or height and width, is set to a function of the zeroth moment found during search. The CAMSHIFT algorithm is detailed in the Fig. 10 . Fig. 10 CAMSHIFT Algorithm.
3 Image Problems Influence
The tracking algorithm must deal with image problems such as irregular object motion, object position, image noise and low brightness problem. Due to nature of this algorithm the background color greatly affects the algorithm performance. In our case when the background and the object to be tracked have the same color distribution the tracking performance decrease.
Since the CAMSHIFT algorithm uses the HSV space, when brightness is low (V near 0) saturation is also low (S near 0). Hue then becomes quite noisy, since in such a small hexagonal cone, the small number of discrete hue pixels cannot adequately represent slight changes in RGB leading to wild swings in hue values. This means that for very dim scenes, the camera must auto-adjust or be adjusted for more brightness or else it simply cannot track 13) . When using cameras objects near the camera are larger than objects far from the camera due to perspective. This property influences the tracking algorithm because larger objects are easier to tracking than small objects. The tracking performance behavior is the same for velocity since slow objects are easier to track than fast ones. Another factor that can influence the tracking is the noise. By noise we refer to stochastic variations as opposed to deterministic distortions such as shading or lack of focus. Due to the quality of the image, the performance of the tracking increase as the noise decrease.
Experimental Results
To evaluate the system performance extensive experimental tests were performed in the towing tank. In this experiment a commercial CCD camera (Sony DCR-HC40) was used and the captured frame is 640 x 480 pixels at 13 frames per second. In order to minimize the radial distortion 9) the zoom was not adjusted in wide condition.
1 Preliminary Results
The distance estimation algorithm validation was made through some preliminary tests outside the water. In order to estimate the distance from a selected point to the camera it is necessary to perform an initial calibration. The calibration can be divided in two steps. The first step involves the calibration to remove the perspective distortion of the plane where the estimation will be performed and the second step involves the determination of the line projection correspondent to the distance from the selected object to the camera center in the image.
The perspective distortion rectification is done through the selection of four known points (the point to be selected is circular with diameter of 4 cm) in the image and the homography matrix evaluation, and the line projection determination is done through the selection of two parallel lines that determines the vanish point. A detailed description of the calibration process will be discussed in the next subsection. The perspective distortion rectification was performed using a rectangular shape, where the size is 21x29.7 cm and the test range was from 30 to 130 cm. This range is small to be used in the towing tank but it is enough to test the algorithm.
After the calibration, some random points were taken to estimate the real distance from a selected point to the camera. The Fig. 11 and the Table 1 show the result of the preliminary experiments considering 10 random points. The Fig.11 shows the correlation between the estimated distance and the real distance measured by a scale and the Table 1 shows the relative error for each real distance. The relative error value is the difference between the real (measured by scale) and the estimated value divided by the real value. Fig. 11 Experiment Results Correlation. 
2 Experimental Diagram and Calibration
Through the tracking of a marker on the hull surface of the model ship, it is possible to evaluate the distance on the transversal and longitudinal direction in the experiment on the water surface.
The Fig. 12 shows the experimental diagram used to estimate the distance on this directions. In the experiment, the distance is estimated using the proposed system, that uses a camera tracking a marker after the initial calibration, and the commercial system from Hamamatsu Photonics (C8840 measurement unit device), we call this as percepta, that measure the distance using a camera, looking downwards, from the ceiling of the tank. The camera tracks two light emission diodes (LED) on the top of the model.
Here we define the estimated distance as the distance estimated by the proposed system and the percepta distance is the distance estimated by the Hamamatsu measurement unit device. To perform this distance estimation it is necessary to calibrate the camera using the water surface as the reference plane. The calibration involves the perspective distortion rectification (Fig. 13 ) and the establishment of the relationship between the image and world plane intersection (Fig. 14) . The homography calibration enables the software to evaluate the distance between two selected points and the vanishing point determination enables the software to evaluate the distance from any selected point to the camera.
To perform the homography calibration four points correspondences are required. Since we know the distance between the four points in the Fig. 13 it is possible to remove the perspective distortion after selecting those points. The distance between two points in the image without perspective distortion is estimated using an Euclidean relationship. The homography calibration was performed using a rectangular shape, where the size is 80 x 55 cm and the point to be selected is a square with side of length 4 cm.
The vanishing point estimation is done from the manual selection of two parallel lines in the image (Fig. 14) . After this calibration we can evaluate the distance from any point of the image plane to the camera. Thus, since we know the distance from the camera center to the image plane it is possible to estimate the distance from the selected point to the camera.
For example, the distance from the point (D) to the camera corresponds to the distance on the image plane (k) plus the distance from the camera center to the image plane (CCD). The distance (k) is a distance on the line (EF) and is estimated calculating the distance from the point (D) to the line of intersection of the image and world plane (AB). The line (EF) is the line passing through the point (D) and the vanish point (V).
3 Model Experiment and Discussions
After the calibration step, tests with model ship were performed in still water condition and regular wave condition. For the experiment a model ship of 150 cm in overall length and a 25 cm marker was used. The Table 2 shows some dimension of the model dimension used in the experiments. In the Fig 15 a frame captured by the application, shows the model used in the experiment with the marker being tracked after the manual selection of the tracking area. The marker is used for tracking purposes and the distance estimation is performed estimating the distance from the center of the bottom line and the camera.
From the captured frame we can notice the marker shadow on the water surface. This shadow has the same color but since the brightness of this region is lower, we can adjust the tracking algorithm threshold to avoid the tracking of this area. Table 3 compares the real and experimental longitudinal estimation on still water condition in different instants.
The initial calibration and estimations showed that the effective estimation range is 1.45 to 5.5 meters. Moreover the comparison between the real and the experimental graph shows that there is a very good approximation when the model is near the camera. When the model moves away from the camera it is possible to notice that although the difference between the real and the estimated value increase, the relative error is within 10%.
It is possible to notice here that the error is greater than the error in the preliminary results. This difference is caused by the range of estimation. In the preliminary tests the range is 1 meter while in the free surface the range is 4.05 meters. Since the image size (640x480 pixels) doesn't change, the range increase affects the error value. Fig.22 Correlation between estimated and measured by ceiling camera (experiment in still water). Table 3 Relative Error of the estimated one to the measured one by ceiling camera (in still water)
From the data obtained in still water condition it was possible to find out a relationship between the pixel area and the relative error. This relationship can be viewed in the Fig.  23 . We can notice that the error in the estimation increase as the marker area decrease. In our experiments, considering the 640x480 pixels frame, when the marker size area is 500 pixel² the possible estimated distance is 550 cm and at this time the error is 8.9%. Below this size it was not possible due to problems on the object tracking. Moreover it is possible to notice that for 7000 pixel² the error drops to 5.73%. Taking the calibration and the experiment data it was also possible to evaluate the difference between one pixel and another in the longitudinal and in the transversal direction. The data showed that this difference depends only on the longitudinal direction. It was possible to notice that as the longitudinal distance increases the distance between one pixel and another also increases. In the carried out experiment when the longitudinal distance is 150 cm, the distance between one pixel and another is 0.3 cm and when the longitudinal distance is 550 cm, the distance between one pixel and another is 3.63 cm. From this analysis it is possible to find out the depth variation when the pixel moves longitudinally one pixel in the image (Fig. 24) . Fig.24 .Relative difference of estimated depth distance by the tracking error of one pixel.
In Fig. 24 , the horizontal axis varies from 0 to 480 pixels and corresponds to the longitudinal coordinate in the image. The 0 pixel position is the bottom part of the image and is the position where the object is near the camera. On the other side, the 480 pixel position is the upper part of the image and is the position where the object is far from the camera.
From the graph it is possible to notice that: -At the first pixel position, the depth distance is 145.26 cm (solid line) and the percentage difference become 0.2 %(dotted line), thus if the position shifts one pixel in the longitudinal direction the estimated depth results in 145.55 cm. -At the 400 pixels position, the depth distance is 543.34 cm and the percentage difference become 0.65%, thus if the position shifts one pixel in the longitudinal direction the estimated depth results in 546.92 cm. These values are coherent to those previously evaluated. The wave used in this experiment has 2.41 cm of height and 0.75 Hz of frequency. This frequency corresponds to the roll ship resonant frequency. Since it is possible to consider that the experiments is carried in deep water condition, the wavelength of the wave used is 2.77 m.
The wave adds some fluctuation to the estimated value in both, estimated distance and measured distance by the percepta (measurement by ceiling commercial system), but it is possible to notice that the graph of the Fig. 19 and the Fig. 20 have the same tendency. The Figs 19 and 20 also show a detailed part of the estimated distance time history and will be explained later. From the experimental data in wave condition, it was possible to notice that, as the wave height and the wave frequency change, the fluctuation in the measurement also changes affecting the calculated distance. Since this fluctuation shows the ship oscillation motion, when the wave height and the wave frequency change, the roll and the heave motion also change affecting the tracking performance and the estimation. As for the yaw and pitch motion the influence is minimum because the longitudinal (sway) and the transversal motion (surge) are estimated using the marker on the center of the model. If the marker is on the middle of the ship the motion of the marker by pitch and yaw become very small.
From the experiments, it was possible to notice that the increase in the ship motion affects negatively the tracking performance. The Fig. 25 shows a frame captured by the application, due to the roll and heave motion caused by the wave, the tracking algorithm couldn't track appropriately the marker and the tracking area is smaller than the marker area. Fig. 20 , where it is possible to notice that the waveform is like a sine wave. For the transversal movement, the estimation considers the middle point of the ship then the yaw and the pitch movement caused by the wave is very small (Fig 19) .
4 Wave Influence Analysis
As the distance measurement in wave condition affects the experimental results, it is necessary to estimate the wave influence in the estimation.
Considering the real sea application, estimation should be carried out in irregular waves. But, this time we carried out experiments mainly in regular wave condition that the severe error to the estimation of depth distance occurs.
In this context, to analyze this influence we will consider the maximum roll and heave condition using the frequency response function of the model. Of course those maximum do not occur in the same phase but for making safety side estimation we consider maximum roll and maximum heave condition simultaneously.
The Figs 30 and 31 show the roll and the heave frequency response of the used model 26) . In the graph, ο is the result in regular waves and Transient (+) means the results in transient water waves. .
As a beam wave was used in the distance measurement, we are using the roll motion frequency response function considering a beam wave situation because the roll motion is strongly affected by the change of the heading angle. In the heave case, since the motion is relatively uniform when the heading angle changes. For those reasons in the estimation the roll motion frequency response function corresponds to a beam wave situation (φ=90°) and the heave motion frequency response function corresponds to a head wave situation (φ=180°).
The maximum roll value in regular waves is 2.5, using this information it is possible to write the following expression.
where k is the wave-number given by 2π divided by the wave-length (λ) and h is the wave amplitude. Considering a severe condition with H/λ equal to 1/10, where H is the wave height (2h), and using the expression (8), we have that Φ is equal to 36° in double amplitude. Using the estimated angle and the model dimensions presented on the Table 2 , it is possible to evaluate the displacement of the LED and the marker using a trigonometric relationship. Since the roll movement is around the center of gravity, we have that the maximum single amplitude horizontal displacement caused by the roll is 4.06 cm for the LED and the maximum single amplitude vertical displacement is 4.02 cm for the marker. Here the lever of rotation is 12.5 cm for the LED and 13 cm for the marker. As we can see on the Table 2 , there is a small difference between the LED lever and the marker lever.
Performing a similar analysis for the heave, we have
To evaluate the heave, we considered a severe case that the wave length is approximately 1.5 times the length between perpendiculars (
). Using the information presented on the Table 2 , it is possible to conclude from the expression (9) that z is equal to 7.03 cm.
Using the homography transformation estimated in the calibration, it is possible to simulate how this maximum displacement will change our estimation thus it is also possible evaluate the wave influence on the distance measurement. The Table 4 shows the oscillation amplitude evaluated in the simulation considering the ship at 222 cm from the camera. Since we have an estimation of the error considering some distances, it is possible also to estimate the oscillation variation in the experiment range. The fig. 32 shows the estimation of maximum oscillation considering the roll, the heave and the roll & heave.
Fig. 32 Maximum Oscillation Estimated by Numerical
Simulation for each depth.
It is possible to notice from the graph that the maximum oscillation estimated increases as the distance increases.
Considering the experimental data, it is possible to verify the wave influence from the analysis of the fluctuation presented in the distance estimation. From the experimental data we can extract only the oscillation information using a bandpass filter. Using the experimental results presented in Fig.20 , a Chebyshev bandpass filter was designed. The cutoff frequency was selected to be around the frequency recovered in the Fourier analysis. The Figs. 33 and 34 show the filtered graph of the distance estimation.
It is possible to notice from the time history of the Fig. 33 that the oscillation amplitude is increasing. Since the graph of the Fig. 20 shows a graph where the longitudinal distance (depth) is increasing and the oscillation increases as the distance increases, we have that the oscillation is increasing due to the depth increasing. That tendency also corresponds to the behavior of the Fig. 33 . Analyzing the graphs obtained by the bandpass filter, it is possible to notice that the maximum simple amplitude oscillation estimated by the camera is 8.52 cm and the percepta (measurement by ceiling commercial system) is 3.51 cm. From the analysis of the oscillation estimated by the camera we can say that the estimation is inside the maximum estimated oscillation. Moreover the oscillation amplitude estimated by the camera is greater than the oscillation amplitude measured by the percepta (measurement by ceiling commercial system) because in the camera estimation we have a lateral view of the model thus the oscillation is a composition of the roll and the heave and in the percepta (measurement by ceiling commercial system) estimation the top view give us only the roll oscillation (LED height is corrected to the marker height).
A comparison between these two graphs shows also that the graphs are almost in phase because the positive peaks and the negative peaks are very close. This indicates that the oscillation direction is the same considering the two graphs.
Conclusions
In this paper, for the model experiments in laboratory tank, we proposed a system of estimating the depth distance of a moving floating body using a single view. Here the depth distance means the longitudinal distance of a target on floating body from a fixed camera.
This system represents a very cheap real time solution since the hardware used is a single video camera, a cheap frame grabber and a commercial pc.
For confirming the usefulness of this system, experiments were performed in still water condition and also in wave condition. Of course the experiments cannot cover the whole cases possible to be happen, so we carried out numerical evaluation about the accuracy of estimation when possible maximum distortion of target configuration occurs by floating body motion in waves.
In our case the distance was limited to 6 meters due to the range of the percepta (measurement by ceiling commercial system). From such studies, we can obtain the following conclusions.
1. Real time estimation of depth distance from single view is possible, combining tracking algorithm and depth distance algorithm. The homography transformation represents a good approach for the distance measurement using a calibrated plane, in our case the water surface. 2. The calibration method using four known points on the water surface to estimate the distance from the camera to a ship model was verified valid by the experiments. 3. In the experiments the system could capture frames at 13 frames per second. This interval is enough when the period of motion is greater than 0.15 seconds considering the Nyquist frequency. 4. The tracking performance decrease as the longitudinal distance increase. In our experiments, considering a 640x480 pixels frame size, the minimum size that could be tracked adequately is 500 pixel², this size corresponds to 0.16% of the frame size. At this situation the possible distance estimated is 5.5 meters. 5. For our experiments, the lens brightness (Fnumber) variation is within 1.8 and 2.3 and it was found that the tracking of the marker is satisfactory between 1.5 and 5.5 meters. 6. The tracking algorithm can ignore the reflection of the marker on the water surface through the adjust of the tracking threshold. 7. In case of still water, it was possible to notice that the maximum relative error in the experiments considering the estimated and the real distance is within 10%. The distance could be estimated by the application even when the ship position was oblique because the estimation was made on the center point of the target. Moreover the pitch and yaw doesn't affect our estimation. In this case ship direction was changed from zero to +40 and -40 degrees. 8. Since the tracking algorithm depends on the color and the center of the target marker, effect of marker distortion by ship motions on still water or on waves to depth distance measurement is small. This was confirmed by numerical evaluation. 9. Looking the enlarged time history and the FFT analysis of the estimated data, we could confirm that the same fluctuation occurs in the estimated time history when comparing the percepta (measurement by ceiling commercial system) data with the estimated data. This means that the proposed estimation show the precise direction of movement of target by ship motion in waves. Future work: Proposed method has possibility to be applied to real floating bodies on sea surface if we consider the role of similitude. But this will be a task for the future. Also the proposed method has possibility of evaluating six-degrees ship motion itself, but this is also another task for the future.
