We use Shannon's definition of information to develop a theory to predict the ability of a photoncounting-based single molecule experiment to result in the measurement of a desired property. We treat several phenomena that are commonly measured on single molecules. We treat spectral fluctuations of a solvatochromic dye. We treat assignment of the azimuthal dipole angle. We treat determination of a distance by fluorescence resonant energy transfer using Förster's theory. We consider the effect of background and other "imperfections" on the measurement through the decrease in information. We have implemented the information theoretical results in crossplatform commercial analysis programs and have made them available for download at http: //www.singlemolecule.net.
I. INTRODUCTION A. Single molecules as state-to-photon transducers
Single molecule measurements are rapidly changing the way scientists approach and understand complicated heterogeneous systems. A system for study by single molecule spectroscopy typically includes three elements:
• a molecule, or assembly of several molecules, that is the focus;
• a reporter dye, the fluorescence of which is modulated by the molecule;
• the local environment surrounding the molecule(s) and fluorescent reporter(s).
From glasses, 1 to polymers, 2,3,4 to enzymes, 5, 6, 7 to nucleic acids, 8 to the folding of proteins, 9, 10, 11 to the infectious nature of viruses, 12 the paradigm of following the trajectory of single molecular systems has given new insight into systems that were problematic to study by conventional means. 3, 13, 14, 15, 16, 17 Single molecule spectroscopy has revealed that the behavior of a complex system can be influenced by events that occurred in the past through persistent conformational changes that impart molecular memory into the system. For example, studies that monitor individual enzymatic turnovers 6, 7 show memory effects where the reaction turnover rate is time-dependent. Protein conformational fluctuations show evidence of sub-diffusive * Electronic address: talaga@rutgers.edu; www http://talaga. rutgers.edu dynamics.
18 Sub-diffusion occurs when the kernel of the correlation function is not a delta function; that is, when the dynamics have memory and are non-Markovian at the given level of the dynamics description. Understanding of such effects requires being able to translate the signal stream from a single molecule into a state trajectory.
Single molecule spectroscopy presents a unique set of challenges and opportunities as compared to traditional bulk measurements. Sensitivity to rare events is one of the great benefits of single molecule measurements. A consequence of this sensitivity is that the single molecule luminescence measurements can be complicated by undesirable rare events such as intersystem crossing, photoionization, photoreduction, and photooxidation that result in the reporter chromophore undergoing transient or permanent passage to non-emitting states. 19 No information can be obtained about the system so long as the fluorescent reporter dwells in the non-emissive state. If the system later transits to an emissive state, then information can be obtained about the dark state of the fluorescent reporter based on the recovery statistics. However, the the dynamics of the molecule to which it is coupled will remain hidden unless it is the dynamics of the molecule itself that cause the recovery. 20 For this reason, the system should be designed such that the molecular state can be determined from the photon stream before either the state of the molecule or the state of the reporter dye changes.
This sensitivity to unlikely events means that even low-probability background events can obscure the signal. Methods to reduce background include confocal microscopy, near-field illumination of samples, and total internal reflection microscopy. Each method is amenable to observing photon streams without difficulty. Each relies on the use of a high numerical aperture microscope objective to employ efficient light collection.
Single molecule luminescence measurements require efficient detection of photons. Several detection schemes have been successfully employed. 21 These include the use of cameras based on charge-coupled devices (CCD) of various designs (e.g. front or back illuminated, intensified, electron multiplying/cascade). CCD signals can be related to statistics of photon emission however this is not always trivial. Avalanche photodiodes (APD) operated in Geiger mode have had widespread use in single molecule measurements. Such devices have high quantum yields, low dark signal, and allow both photon counting and photon timing with resolution as fast as tens of picoseconds.
21
Control of the molecule's environment can be characterized in two broad categories: diffusive and immobilized measurements. Diffusive measurements are limited by the time scale of molecular diffusion and therefore typically provide brief (100 µs-10 ms)"snapshots" of the molecular state. Molecular dynamics can occasionally be extracted with careful analysis of many molecules 22, 23 effectively making this method the equivalent of performing a fluorescence correlation measurement at extremely low concentrations. Immobilized measurements have the distinct advantage of allowing long-time dynamics to be measured providing a true photon trajectory for each molecule measured.
Measurement of this temporal record, or trajectory, of a single molecule is the experimental equivalent of a molecular dynamics simulation, but is of use only if the stochastic signal can be connected to the underlying and unobservable state of the system. The fluctuating state trajectory is used to learn new information about the molecular system of interest. Typical types of information extracted from such a trajectory include identification of the state space (including system heterogeneity), 24 ,25 the probability distribution function for the state space 26 (and from that, in some cases, a potential of mean force 27 ), a connectivity diagram connecting the states, 28 and exchange times between the states including memory effects, if any. 28 These analyses require that the state of the molecule be determined with confidence.
The photon stream is, in effect, a noisy coded signal from the non-stationary source that is the thermally fluctuating molecular state. Decoding this signal to reproduce the molecular state is the goal of single molecule data analysis schemes. As has been previously discussed, 28 the stochastic nature of classical spontaneous photon emission must be explicitly taken into account or exchange rates between states can be overestimated because of misassigned states implying transitions that have not actually occurred.
There have been many approaches to this problem of distinguishing between states in the presence of what is often called "shot noise." These include thresholding either with or without the data first being filtered using ad hoc, 26, 29 optimal, 27 or nonlinear 30 methods. Complete use of the information present in the data FIG. 1 From an information theory point of view the molecule encodes information into photons using the dyes as a transducer. The photons are converted into raw data by the detection apparatus and then decoded into a useful form by some data analysis procedure. From the reduced data we draw inferences about the molecule based on the data and our prior knowledge of the system. requires a photon-by-photon approach. 24, 28, 31 However even a photon-by-photon approach will not always successfully assign states in the presence of shot noise. A full treatment using probability theory is needed to determine when a given approach to state assignment is feasible. Information theory will show whether state assignment is possible independent of the approach.
B. Information theory connects signal & inference
Probability theory is indispensable for making inferences in physical sciences. Rigorous adherence to its principles is particularly important for single molecule measurements. Single molecule measurements are stochastic on several levels. The state of a single molecule may be fluctuating in a stochastic manner during the measurement. The property that directly modulates the signal, though presumably coupled to the state of the molecule, may also fluctuate independently of the state of the molecule. The signal itself is stochastic and consists of a stream of a randomly arriving photons. Random arrival of photons results in what is often called "shot noise." All of these coupled stochastic processes must be properly characterized in order to fully realize the potential of single molecule measurements.
In the context of single molecule spectroscopy shot noise arises from inadequate sampling of a stochastic observable. The influence of shot noise on the variance of a parameter can be understood readily from Fisher information theory and the Cramér-Rao inequality. 32, 33, 34 
Where P(O|S) is the probability of the random observation, O, given the parameter to be estimated, S. The angle brackets represent averaging over O, the set of all possible observations, or S, the set of all possible parameter values. Fisher information considers the parameter to be a single-valued and continuous with uncertainty in its estimation arising from only the stochastic nature of the measurement. In its basic formulation Fisher information theory cannot separate the contributions of "shot noise" broadening and the underlying width of the distribution. For single molecule photon measurements, this is equivalent to considering the width of the distribution of the property being measured to be entirely due to "shot noise." A conceptual framework allowing separation of inherent distributions from stochastic sampling noise would be more flexible. The overall goal is a unifying principle for single molecule experimental design and interpretation. Bayesian statistics and Shannon information as inspired by Jaynes 35, 36 provide such a conceptual framework. Jaynes used Shannon's theory of communication to develop an alternate formulation of statistical mechanics. 37 Jaynes combined this with Bayesian statistics to develop a consistent way to characterize scientific experiments.
36
The information being communicated in the experiment is a single quantity characterizing the experiment's quality. This quantity can therefore be optimized subject to the constraints of the system of interest and measurement methods available to improve the quality of inference obtainable from the experiment. Figure 1 illustrates an abstraction of this process where information flows counterclockwise from the molecule to the final inference through the experimental process. The experiment opens a communication channel between the molecule and inference by the investigator. The key is to use prior knowledge of the system (obtained through control experiments) to optimize the elements of the communication channel that are under the investigator's control such that the final inference will most closely resemble the state of the molecule that is being encoded in the experiment. Both Shannon's formulation of information and Bayesian statistics are non-parametric and consider both the states of the system and the photon measurements to have probability distributions. Furthermore, if one is interested in making inference between two (or more) states directly from the photon stream, rather than indirectly through a parameter, Shannon's formulation of information is especially useful. Shannon's definition of information provides a more straightforward interpretation of how multiple sources of information serve to determine knowledge of the state of a system. Practical modern experiments result in digital information which is immediately amenable to analysis with Shannon's Information. Shannon information theory is readily applied to both discrete and continuous distributions of state-spaces.
Viewed as a coding problem-where the molecule encodes its state into the noisy channel of the photon stream-the inference of the molecular state from the photon stream becomes an application of Shannon information theory. 36, 38 Shannon information theory provides a consistent and rigorous way to evaluate the fundamental limit of our ability to distinguish between events based on our measurements. The amount of information in any conclusion that we draw from the data arriving from a single molecule cannot exceed the fraction of information in the data that came from the single molecule. Data processing may decrease, but it cannot increase, the amount of information in the data. If the data from the measurement cannot distinguish between the events of interest, then the investigator must either improve the measurements or accept that the technique is inadequate to address the problem. As applied to single molecule spectroscopy, information theory allows us to determine if the stream of photons will provide enough information about the system to determine its properties within the limitations outlined above. It provides a framework for interpreting and quantifying the uncertainty in single molecule measurements.
Since information theory is not always common knowledge among physical scientists we will summarize some of its important results and the notation that we will use to treat single molecule experiments.
Shannon defined the information functional (I) as
with P(O k ) being the probability of observing an event O k that has several possible random
. The logarithm base 2 gives the information in bits. Information quantifies changes in uncertainty; the more unlikely an outcome is, the more information it transmits. For example, knowing that a particular English word contains the letter "q" conveys much more information-5.83 bits more-about what the word might be than would knowing that the word contains the letter "e." This information is based upon the fact that ∼57 times more english words contain "e" than contain "q."
39 From the point of view of the scientific method, the more unlikely a hypothesis is, the more evidence is required to accept that the hypothesis is plausible.
Shannon entropy (H) is defined as the expectation value of information:
Since lim p→0 (−p log 2 p) = 0, events with zero probability are omitted from the sum. Similarly when n = ∞ the summation converges rapidly for normalizable P(O k ) and physically realizable events. The definition of Shannon entropy is derivable as a unique function based upon two requirements. 40, 41 The first requirement is that entropy must reach its maximum value, H * (O) = log 2 n, when we have no knowledge as to the state of the system. The second requirement is that, for the case of two (or more) observables, the entropy must be maximized when knowledge of one observable imparts no knowledge about the other observable. That is, when the two observables are independent. The entropy reaches its minimum value of zero when there is complete certainty in the outcome P(S m ) = 1, P(S j =m ) = 0. The entropy of the system measures the average amount of information needed to make a certain determination of the outcome.
The goal of a single molecule measurement is often to determine some unknown property or state of the system. This property is most often not directly observable and the investigator's objective is to determine this hidden state based on some experimental information. From a Bayesian statistical point-of-view, if the state of the molecule is unknown and can be any of a set of states S = {S 1 , S 2 , . . . , S i , . . . , S n } each with respective probability {P(S 1 ), P(S 2 ), . . . , P(S i ), . . . , P(S n )}, then the change in likelihood of a particular state of the system after some observation O j can be expressed as
where P(S i |O j ) is the conditional probability that the real state is S i given the condition that O j has been observed. P(S i ) is the probability of S i being the real state prior to the observation. P(O j |S i ) is the likelihood of O j occurring if it were known that the real state is S i . P(O j ) is the marginal probability of O j occurring; that is the likelihood of O j independent of the state of the system. This expression is the well-known Bayes theorem and it provides the basis for the evaluation of how efficiently the photon stream delivers information regarding the state of the molecule. The next challenge is to quantify the degree to which the information recorded in the experiment is communicating information about the hidden state of the system. This allows us to determine the corresponding change in entropy that occurs as a result of the measurement. Conditional information is the information of S i given that O j has occurred
In a single molecule experiment S i will be the hidden state of the system and O j will be the observation of one or more photons. The combination of equations 2 and 4 gives the conditional entropy:
Where P(O j , S i ) is the likelihood that both O j and S i occur.
In a single molecule experiment S will be the set of all possible hidden states of the system and O will be all possible outcomes of the experiment. The conditional entropy is the information expected to be remaining undetermined in the system S given that an observation O possibly related to the system has been made. In Fig.  2 this represents the area of the system that does not overlap with the experiment. In a good experiment this area can be made arbitrarily small as in panel D of Fig.  2 .
The amount of information that the measurement O conveys, on average, about the system S is the mutual information,
This is a measure of the information we gain about the system from our observation. In Fig. 2 it is the area of overlap between the system and the photon measurement. The amount of information that the observation communicates about the system is equal to the decrease in system entropy that occurs as a result of the measurement.
I(S, O) = H(S) − H(S|O).
This relationship has particular relevance for our analysis. It is the quantitative expression of the idea that the amount of information delivered by an experiment is the difference between the uncertainty before and after the observation is made.
C. Purpose of this paper
The present work is motivated by a desire to be able to know prior to performing an experiment whether or not that experiment, as designed, can provide enough information to properly classify photons by state and therefore to be able to characterize state dwell time distributions and be able to reconstruct the hidden molecular state trajectory from the photon stream.
We recently discussed a method by which molecular kinetic parameters may be robustly estimated from single molecule photon arrival time trajectories.
28 For the case of common two-color experiments we found that reasonable estimates could be obtained even in the limit where the kinetic rates were comparable to or faster than the mean interphoton time for the experiment. Estimation of kinetic parameters remained robust even when the classification of photons by hidden state became unreliable. This method, based on the application of hidden Markov models to the photon-timing trajectory, also provided a way to statistically decide between competing kinetic models. The particular strength of the hidden Markov model is its ability to use all the valid information before and after the observation of a particular photon.
We now examine the fundamental problem of state assignment in single molecule spectroscopy from measurement of photons. In this paper we only consider assignment of states from a distribution that is not exchanging on the time scale of the measurement. If a molecule can change states during the observation, the temporal sequence of states (the trajectory) must be reconstructed from the data. The information theoretical treatment of full trajectory reconstruction and model selection will be the topic of a future paper.
We start with a discussion of how to apply information theory to photon counting and photon timing experiments. We will then analyze the information required to make inferences from three different types of single molecule spectroscopic measurements. Our examples include both discrete and psuedo-continuous state spaces. By pseudo-continuous we mean that while the real variable is continuous in nature the computer representation is discrete. The computer representation can be made to arbitrary precision and is chosen such that the uncertainty in the measurement exceeds the digital precision of the discrete representation.
In the first example we will treat the resolution two discrete states by a spectral measurement. We will then examine the loss of information that results from reducing the spectral resolution until we are left with the classic two color measurement. This is a common starting point for the interpretation of equilibrium dynamics of single molecules.
The second example will treat the assignment of a pseudo-continuous variable for the determination of the azimuthal angle of a radiating fixed dipole from a finite number of photons detected with polarization sensitivity.
In the third example we will treat the assignment of a pseudo-continuous variable that we will call a distance for the purposes of our analysis. It is a common goal in single molecule spectroscopy to attempt to measure a fluctuating distance via the distance-dependence of fluorescence resonant energy transfer (FRET). In this treatment we will not include the use of lifetime information.
We examine the effects that experimental limitations will have on the information. We include the effects of background and detector "cross-talk." For the case of FRET we also include the effects of direct excitation of the acceptor and the presence of photobleached donor and acceptors. We will assume in our analyses that a reasonable number of simple bulk or bulk-equivalent measurements have been performed to provide basic information (prior knowledge in Fig. 1 ) regarding the changes that can occur in the system of interest.
II. METHODS
Numerical solutions were obtained using Mathematica 5.0 (Wolfram Research) and Igor Pro 5.04b (Wavemetrics) using custom-written functions and procedures. Discrete inequality equations were solved by a robust binary search method also programmed in Mathematica.
III. RESULTS

A. Characterizing Photon Streams and Experiments with Information Theory.
Information theory can measure the efficiency of an experiment. A perfectly efficient experiment would record the information available in the photon stream that conveys knowledge of the state of the system and nothing else. In that case, the resulting data contains exactly the amount of information that arrived to the observer from the system. More commonly, experiments are inefficient and record phenomena at significantly higher resolution than is necessary to completely describe the phenomena present. (Fig. 2 .D) In general, experimental resolution can be increased arbitrarily (and unnecessarily) to the bounds of the uncertainty principle and the transform limit. Experiments can also be lossy in that they discard information, relevant or irrelevant, that is present in the phenomena being measured. (Fig. 2 .A-C These losses can occur before the photons have been emitted ( Fig. 2A,C) or at point of detection ( Fig. 2A,B) . Information theory can establish the amount of information (resolution) required to fully describe the phenomenon without loss and without redundancy or irrelevance. In this section we consider the amount of information delivered from a single molecule photon stream and analyze some common experiments used to measure photon streams so as to evaluate the loss of information, if any, in the methods commonly implemented to study single molecules.
The interphoton time of a Poisson emitter will be exponentially distributed. Other observables that can be simultaneously measured, such as wavelength and polarization, are determined by multiple detection channels and are treatable with the categorical distribution, which is the generalization of the Bernoulli distribution to multiple, mutually exclusive outcomes.
Observations of multiple photons will typically be necessary to make state assignments. Updating the state of knowledge based on multiple observations of the same random variable can be appreciated using equation 3. Multiple sequential interphoton times from a Poisson emitter will be gamma-distributed. For most of the examples in this paper the overall emission rate is constant and will not provide any information for state inference. Multiple mutually exclusive events drawn from a categorical distribution can be treated using multinomial statistics.
With l and p j being vectors containing the number of times l i each mutually exclusive event i occurs out of n total events and the probabilities p i,j of each event given that the state of the system is j. In optimal experiments the number of photons required will often be below the range where the Gaussian approximation to the multinomial distribution would be valid. The entropy and information are obtained by substituting equation 8 into equations 5 and 4, respectively.
Often there are multiple observables recorded jointly in an experiment that are independent, but only for a given state. For example, the excited state lifetime and interphoton time may be simultaneously recorded. These observables are essentially independent, but are not mutually exclusive. The conditional self information of the state S j given n observables O k1 , · · · , O kn is:
The conditional entropy between the set of all states S and the set of all combinations of n observables
FIG. 3 The probability-normalized ( λ P(O λ |Si) = 1) fluorescence spectra of C153 in hexane (blue) and in methanol (green). The mutual information in bits between the state (polar versus nonpolar) and each photon emitted (red).
with
The information and entropy of multiple instances of groups of jointly measured conditionally independent observables can be treated using equation 8, for each observable, in equations 9 and 10, respectively. In principle, the total amount of information in photon streams can be enormous. Experimental photon streams from single molecule systems contain substantially less information than this maximum. The physical properties of dyes appropriate for single molecule fluorescence measurements greatly reduce the expected experimental information. Moreover, the information recorded from a photon stream is typically a small fraction of the total information that is theoretically available from it. Laboratory measurements can determine the interphoton times T, the photon frequencies F (or equivalently, wavelength), and polarization P of the photon. These measurements can be made independently to the extent that the transform limit allows.
The spatial pattern of emission contains information about the colatitude orientation of the emission dipole. Since current experimental methods do not typically resolve the emission direction of the photon we will omit this information from our analysis.
If N t , N f , and N P represent the number of possible outcomes of T, F, and P that are distinguishable by a practical measurement, then the total entropy (expected information) of a stream of n photons with all outcomes equally likely is
The combined temporal and spectral resolution are restricted by the transform limit to ∆t × ∆f (2π) −1 . If the spectral range of interest is f tot and the arrival time range of interest is t tot then the combined information available from these observables is − log 2 ∆f /f tot − log 2 ∆t/t tot = log 2 (2π f tot t tot ).
For a typical visible range of 400-700 nm and total experimental time of 100 seconds, it would take 57 bits per photon to record all the information present in the uncertainty-principle limited stream.
The physical limitations of organic dyes prevent this limit from being reached. A typical dye used for single molecule measurements emits visible or near-infrared photons. Fluorescence lifetimes for these dyes are usually in the nanoseconds. So measurement of a dye emitting at ∼500 nm (600 THz) with a ∼5 ns lifetime is restricted by the transform limit to a spectral resolution of 2 ppm. Coverage of the 400-700 nm spectral range of coumarin 153
42 (C153, inset of Fig. 3 ) at this resolution would require 19 bits of spectral information. However, this limit will not be relevant at room temperatures. The lack of spectral structure, see Fig. 3 , in commonly used dyes substantially reduces the average amount of information present. Figure 4 shows the dependence of the entropy of C153 in two different solvents as a function of the resolution. The hexane spectrum has a higher initial entropy than the methanol spectrum because it is sharper. The hexane spectrum loses information first as the resolution decreases because of the vibrational structure present on the spectrum. The methanol spectrum loses a larger fraction of its information when reduced to two channels because it is broader than the hexane spectrum. The dependence of information on spectral widths quantifies our intuition that more dyes (or quantum-dots) can be distinguished if their spectra are narrower.
The amount of information for a specific spectrum as the resolution becomes low depends on where the bins are placed. For this example they were evenly spaced across the spectral range (400-800 nm). This is the source of the non-monotonic parts of the curve. The information approaches an asymptotic limit as the resolution is increased. This limit is effectively reached when the resolution is 10 nm. For the entire spectral range this gives a required amount of information to be recorded of 5.3 bits, or about 40 spectral channels. The information for the range required for a single dye environment is closer to 3 bits. This is a substantial reduction in the available information at the transform limit. This also implies that there is not much to be gained from measuring a highresolution spectrum of a typical single molecule dye at room temperature. This should not be surprising when one considers the lack of structure on the band. In section III.B we consider the information available from making a measurement on a dye that can undergo spectral fluctuations. We will come to similar conclusions there.
Note that the asymptotic limit in Fig. 4 is the mutual information between a single photon and the spec- trum. The amount of information that must be recorded in terms of spectral resolution is dependent on the information in the spectrum. Observation of increasing numbers of photons will asymptotically approach the information present in the spectrum.
If the dye randomly emits with a constant rate, then the time between photons will be exponentially distributed, P(t = iδt) = 1 − e −k δt e −k i δt , with δt, the temporal resolution of the measurement, and k, the emission rate, then the total expected information (entropy) per photon is
− log 2 (e k δt − 1)
The observed emission rate depends on the excitation rate and as the excitation rate increases it will ultimately be limited by the finite fluorescence lifetime (e.g. 5 ns). With a 10 nm effective spectral resolution, the highest temporal resolution possible would be ∼13 fs. Putting these numbers into equation 12 gives 20 bits. This gives a maximum of ∼25 bits of spectral and temporal information.
The polarization of a photon can be described in terms of the relative phase of the Cartesian components of the electric field with respect to the propagation direction and their mutual orientation relative to the laboratory frame. This implies two angles that run from 0 to π. With modern instrumentation the polarization of a light source can be characterized to at least one part in 10 5 for each angle giving a total information content of 33 bits. This quantity of information is only relevant, however, for a stable continuous light source. Measurements of this precision require many more than a single photon. In measuring a single photon a single bit of information regarding the polarization can be recorded if the photon passed though a polarizing beamsplitter. This is because once the photon has passed through the beamsplitter it has a polarization state that is determined probabilistically based on the polarization angle of the incident light. The reduction in entropy of the unknown polarization of the light source can be no more than a single bit. H(O) = 1. The entropy of linearly polarized light of unknown polarization angle φ is
where we have replaced the summation in equation 2 with an integral because of the continuous nature of the variable. (Picking an arbitrary resolution for a discrete summation gives the same result for the information delivered by the photon. An increment of π/8 gives the information to within 1%.) Combining this equation, equation 5, and equation 7 gives the mutual information that is delivered per photon regarding the polarization angle.
Thus, a single photon delivers 0.44 bits of information regarding the polarization state of the light source. In total, there is, a minimum of 58 bits of information available per photon that could potentially be recorded from an uncertainty-principle limited source. The use of organic dyes reduces this total amount of information to a minimum of 26 bits. An experiment that stores less than this number of bits per photon is losing information that is potentially available from the photon stream. However the amount of information that is actually relevant to the hidden state of the system is necessarily less than this number. As a result, experiments that appear to be throwing away much of the information present in the photon stream may, in fact, be capturing the majority of the information that is available about the system.
Current state-of-the-art single molecule fluorescence measurements can record much of the information present in the photon stream. The experiments that currently generate the most information from single molecules are single photon timing experiments with pulsed lasers using time-correlated single-photon counting. These experiments record the time elapsed between the laser excitation and the arrival of the photon with as much as 12 bits of information dedicated to the excited state lifetime of the dye. The coarse arrival time photons is also recorded with a resolution that depends on the repetition rate of the laser. For a 100 MHz laser and a 100 second experiment this corresponds to 33 bits. These two pieces of information locate the photon with temporal resolution limited by the instrument response TABLE I The total information available from: an arbitrary photon stream, a single dye photon stream, recorded in a typical single molecule measurement. Contributions from the interphoton time (intensity) T, the fluorescence rate (lifetime), K, the photon frequency (color), F, and the polarization, P are all listed by their contributions to the total information. I * hν is the maximum information per photon for an arbitrary photon stream where a indicates the constraint due to the transform limit. I * dye is the maximum information per photon for a photon stream arising from a typical dye that would be appropriate for a single molecule measurement. I * rec is the maximum information per photon that can be typically recorded by current instrumentation. These experiments can also record the data from several detectors. A pair of 10x1 avalanche photodiode arrays could provide another 4.3 bits of information. This would typically be 1 bit of polarization information and 3.3 bits of spectral information.
Time-correlated single-photon counting loses information from two sources. The temporal resolution eliminates the ability to distinguish excited state lifetimes shorter than ∼20 ps. Only a small fraction of the photons generated by the molecule are actually collected and detected by a typical experiment. Nevertheless, the maximum information transfer rate, or bandwidth, of a single molecule experiment is ∼100 MBit/sec. However, in the following section we will show that much of this data is not carrying information regarding the system. Most of it is, in fact, what is often called "shot noise."
B. State information from spectral measurements
Spectrally resolved measurements represent one of the most common types of single molecule experiments. Assignment of the molecular state is done by measuring the relative intensities of two or more spectral channels. We will illustrate the principle of using information theory to analyze single molecules using the simple case of a two-state system where each state produces photons that are detected in separate channels. A simple physical example of this would be an environmentally sensitive dye that can exist in two different local environments causing a spectral shift in the fluorescence spectrum. Another example where this analysis would be appropriate is a fluorescence resonant energy transfer colocalization experiment where the localized state is well inside of the Förster radius. 43, 44 Information theory will allow us to determine the number of photons that will be required, on average, to distinguish the two states based upon their spectra. To ground our ideas we will treat the specific example of C153 potentially existing in two environments: hydrophobic and hydrophilic.
In a spectrally resolved experiment the amount of information delivered per photon will be wavelengthdependent. An examination of the two spectra in Fig.  3 suggests that, while photons of wavelengths far from the overlap region will readily distinguish the two states, photons in the overlap region will not. This can be quantified with information theory. The information about the molecular state delivered by a photon of wavelength λ is I(S, O λ ) = H(S) − H(S|O λ ). For a two state system with equal a priori probabilities for each state (i.e. P(S 0 ) = P(S 1 ) = Combining equations 3 and 5 gives the conditional entropy
with P(O λ ) = 1 k=0 P(O λ |S k )P(S k ), the state-weighted sum of the two spectra. Evaluating the sum over just the i states in equation 15 for individual photons observed at each wavelength, λ, gives the red curve in the top panel of Fig. 3 . Evaluating the sum over wavelength gives the expected information for all wavelengths, which for this example is 0.69 bits. This level of information is equivalent of being 94% confident in the state of the system based on a single photon (in the absence of background).
As noted in section A.2, the smooth spectra of organic dyes substantially reduces the average amount of information available from spectrally resolving the photon stream. Fig. 4 shows the effect that reducing the number of wavelength channels has on the mutual information, I(O λ |S i ), I(O λ , S), between the the stream of single photons and the state of the system. The loss of information is negligible until the spectral resolution has been reduced to 100 nm. This suggests that an experiment with only modest number of spectral channels will perform nearly as well as one at high spectral resolution when trying to distinguish the two states. As the number of bins becomes smaller their placement becomes more important. For example when two bins are left, the information is only 0.061 bits. However in this case the bin boundary was located at very non-optimal location of 600 nm. The last evenly-split resolution in this anal- ysis with a bin boundary at ∼500 nm was 100 nm or 4 bins. This is why the information increases slightly from 6 bins to 4 bins. The information will improve dramatically with proper experimental design.
To detect two discrete states with two detectors, a beam splitter should be introduced to separate the respective spectra at approximately their crossing point. The spectrum of a typical commercial dichroic beam splitter is shown in Fig. 5 . Spectral overlap between the two states (also called "crosstalk" or "leakage" by analogy to traditional analog electronic communication circuits) is typically unavoidable so when a photon is detected there will be some uncertainty as to which state generated the signal. Spectral components of each state arrive at both detectors as illustrated in Fig. 5 . The fraction of photons that arrive at the wrong detector is the leakage parameter:
The crossover of the signals between the channels is characterized by the leakage parameters δ and . The twodetector experimental scheme using a commercial beam splitter shown in Fig. 5 gives leakage parameters of δ = 0.120 and = 0.137. Leakage parameters can also be determined empirically from control experiments.
The goal is to determine the number of photons required to reduce the uncertainty in the state of the system to a desired level (e.g. 5%, 1%, 0.1%). By calculating the mutual information as a function of the number of photons observed we can readily accomplish this. A single FIG. 6 Illustration of the increase of information about the system with photon number for C153 using the beamsplitter and two detectors. The horizontal lines represent probability values of 95%, 99%, 99.9%, and 99.99% from bottom to top.
photon therefore conveys 0.45 bits of information on average. At this level the state would be uncertain ∼13% of the time. Therefore multiple events are necessary to determine the state of the molecule and we must calculate the information present as a function of the number of photons observed.
I(S, O n ) = H(S) − H(S|O n )
If there is no change in count rate or lifetime upon change of environment no further information is available from those measurements. If n photons are observed l of which are in a given channel and n − l of which are the other channel, then this can be treated using equation 8 for n observations of two mutually exclusive observables to give equation 17:
The conditional entropy is given by equation 18.
where
and
A plot of the mutual information between the signal and the system vs the total number of photons observed, n, is in Fig. 6 . Note the increase of the system information with number of photons observed ( Figure 6 ). This indicates that on average it will take between 5 and 6 photons to gain enough information to assign the state of the C153 molecule in this example with better than 99% confidence. Of course for a given observation it may not be the case that enough information has been transferred to make the inference regarding the state to the same level of confidence.
Background photons in the detection system do not convey any information regarding the system. As a result, on average, the presence of background reduces the average amount of mutual information provided per photon. Mathematically this has the same effect as increasing the leakage parameter. If the ratio of signal to background, γ = S/B, and the ratio of the background in each channel β = B 0 /B 1 are included, the new leakage parameter is: Figure 7 plots the log of S/B, with β = 1/2, versus the number of photons required to determine the state of the molecule to the 99% confidence for C153 as in the prior example. The information theory analysis demonstrates the rapid degradation of the experiment with increasing background levels. Even considering only the number of photons from the molecule-which is the critical parameter because it is most closely related to the likelihood of photodegradation-the information content is significantly degraded because of the background photons. This analysis also suggests that for this experiment there is little benefit in increasing signal-to-background ratio much beyond 10.
A two-color experiment can be performed many ways including simultaneous imaging of immobilized molecules in the two spectral regions using a CCD camera. These information theory results can be used to optimize CCD exposure time and illumination intensity to provide optimal resolution of the two states. State assignments are likely to fail when the molecule is fluctuating faster than the appropriate number of photons can be emitted. Confocal microscopy can measure immobilized as well as freely diffusing molecules. A freely diffusing molecule would need to provide enough photons during its transit of the illumination volume. Selection of bursts with inadequate numbers of photons to provide enough information to resolve the states will result in frequent misassignment of the states and will tend to bias the ratio of state populations toward the maximum entropy result of unity.
C. Two polarization channels: emission dipole assignments.
Assignment of an emission-dipole azimuthal angle is a common goal of single-molecule measurements as it can be exploited to determine molecular-level motions and geometries. 25, 45, 46, 47 The number of photons required to determine the dipole angle depends not only on the desired resolution but also on the angle itself.
The first experiment we examine is distinguishing between two configuration states that have a difference, δφ, in the azimuthal angle, φ, of the emitting dipole moment in the lab frame of reference. We can treat this problem with the same formalism we developed above for molecules undergoing spectral fluctuations due to different local environments. If the resulting photon stream is resolved with a polarizing beam splitter into two de- tectors, the leakage parameters from equation 5 are related to the angle of the dipole in each state relative to the polarizing beam splitter, = cos 2 (φ − δφ/2) and 1 − δ = cos 2 (φ + δφ/2). Without specific orientation, φ will be randomly distributed. Figure 8 shows the number of photons required to gain enough information, on average, to distinguish between the states with emitting dipoles separated by different angles δφ with 99% confidence. A bulk experiment or a single-molecule experiment with low time-resolution would only resolve the average emission dipole orientation, φ, the bisector between the two dipoles. To resolve the angle-states the experiment must obtain enough photons prior to the fluctuation of the system. Notice that when the dipoles are on the opposite sides of the vertical (or horizontal) polarization axis-when the mean angle approaches either of the polarization axes to within half the angle change δφ/2-the number of photons required increases until it diverges in the case that the dipoles are symmetrically spaced on either side of a polarization axis, and thus indistinguishable in this experiment. This would suggest that the experimentalist should examine molecules with average φ angles outside of these areas when looking to follow fluctuating polarization trajectories. When δφ is large there is a greater range of angles that will reduce the the sensitivity of the experiment to the angle changes.
Another common single molecule experiment experiment is to determine the distribution of dipole angles in a sample where that angle is stationary. Angle distributions are usually reported as distribution histograms. Information theory can guide the experimental design based on the desired histogram bin width or resolution. To distinguish a dipole angle to arbitrary resolution the experiment must reduce the likelihood that some other angle is consistent with the observed data.
A traditional Bayesian analysis is a useful starting point for information theory analysis of the resolution of azimuthal angles. The posterior likelihood of φ given observation of n photons l of which were in a particular channel is obtained from:
with the uniform prior distribution P(φ|n) = 2 π and the binomial probability for polarized detection
marginalized over the angle φ
to obtain the posterior distribution
where B(l+1/2, n−l+1/2) is the complete beta function. The most-likely angle, derived from the maximum of the posterior distribution (equation 22) , is Figure 9 shows the error in the measurement of the azimuthal angle based on the standard deviation of the Bayesian posterior likelihood distribution. The uncertainty for a given number of photons reaches its maximum at 45
• . As the number of photons increases, the standard deviation approaches to that predicted from a Gaussian approximation to the posterior likelihood function, σ Gauss = 1/2 n −1/2 , except as φ approaches 0 • or 90
• . Near the angles where one of the channels becomes zero, the variance for a given number of photons decreases. This appears to contradict the results in Fig.  8 . The difference between the two results lies in the different systems that each describes. In Fig. 8 distinguishing dipoles separated by a particular angle becomes impossible if they are angularly equidistant from 0
• or 90
• because of the symmetry of the detection. By contrast there is no such difficulty when trying to estimate the angle of a single dipole to specified resolution.
Using the Bayesian posterior likelihood, equation 22, we can evaluate the resolution of the emission dipole determination as a function of photon number. The information acquired when the angle has been localized to the range φ ± ∆φ/2 is I(S φ |φ ± ∆φ/2) = log 2 ∆φ. This information must be acquired from the mutual information between the measurement and the angle. Equation 7 and equation 13 for the range [0, π/2] gives
with Figure 10 shows the increase in information and improvement of resolution as the number of photons increases. The difference in effective bin width between the information theory result and the Bayesian calculation of the variance is a result of the level of significance implied by localization to a bin of width ∆φ and that implied by the standard deviation. The information theory analysis provides a way of determining what the smallest useful bin width for a histogram will be, based on the number of photons being observed.
D. Measurement of FRET distance from 2 channel data
One of the most common applications of two-channeltwo-color single molecule measurements is to determine the efficiency of fluorescence resonant energy transfer (FRET) between a donor and acceptor dye. 26, 43, 48 Changes in the energy transfer efficiency Φ f ret = FIG. 11 The average information delivered, when measuring a 10% relative distance change, as a function of the energy transfer efficiency between the donor and acceptor is plotted for different numbers of photons as labeled.
I A /(I A + I D ) can be related to structural fluctuations in enzymes 49, 50, 51 , folding proteins 52,53,54,55 or peptides 27, 56 , or nucleic acids.
43,48,57
The leakage parameters used for the two-color problem can be adapted to FRET. If we initially neglect details like spectral cross-talk between donor and acceptor detection channels, then the zero-order leakage parameter, • , for use in equation 16 is
where I A is the acceptor intensity, I D is the donor intensity, r is the donor-acceptor distance, r 0 is the Förster radius, and Φ f ret is the energy transfer efficiency. Experimental details can be included with additional Bernoulli processes in serial with the one from FRET. Spectral overlap can be included the same it was for the two-color problem in section III.B except now there is the additional Bernoulli process associated with FRET. The leakage parameter for the acceptor channel in this case is defined by:
Finite signal-to-background is included the same way it was in section II.C by using equation 28 in equation 19:
Since the acceptor absorbs at a longer wavelength than does the donor, the acceptor will, in general, also be excited by the laser, albeit less efficiently. If there is non-negligible direct excitation of the acceptor with an acceptor:donor excitation ratio of ξ, then the leakage parameter is:
Many experiments resolve states simply by the changes in energy transfer efficiency. Figure 11 shows the system information expected for different numbers of photons when attempting to distinguish between two states that differ in distance by 10% of their mean distance. The intersections between the horizontal confidence levels and the information curves show the useful range of Φ F RET for the given number of photons. One often can tailor the system to fluctuate in this region with judicious choice of donor and acceptor dyes to provide a Förster radius in the center of the fluctuation range. The illumination conditions must be adjusted to allow collection of enough photons before the system fluctuates. For diffusive experiments the residence time of the system in the observation volume is often the limiting factor for the number of photons observable. However, there is always a broad distribution of total burst amplitudes and information theory can set the burst amplitude threshold for analysis purposes for a given desired distance change resolution.
A common way of representing single molecule data is to calculate a histogram to determine the distribution of energy transfer efficiency; the desired resolution is effectively the bin width of the calculated histogram. Uniform bin widths are the most common choice and this has an important effect on the uncertainty associated with assigning a particular segment of an immobilized trajectory or a particular fluorescence burst to a unique bin. Figure  12 shows the number of photons required to assign an observation with a particular Φ F RET to a bin of width 5% at 95% confidence. Note that there is nearly an orderof-magnitude difference between the photons required to assign the bins at ∼ 0 or ∼ 1 and those near ∼ 0.5. At first this seems to be in contradiction with the results shown in Fig. 11 . This comparison illustrates the effects of the highly non-linear relationship between the variables Φ F RET and r/r 0 .In the case of Fig. 11 there is a 10% change in distance that is to be detected whereas in Fig. 12 it is a 5% absolute difference in Φ F RET that is to be detected. A 10% change in distance near the Förster radius corresponds to a 15% change in Φ F RET . The first two bins of the 20-bin histogram implied in Fig. 12 would correspond to a change of r/r 0 from 1.84 to 1.52. The details of the system dictate the most appropriate way to design the experiment and treat the resulting data. The flexibility of information theory allows fine-tuning of experiments to allow them to evaluate specific hypotheses.
When an estimate of the Förster radius is used, the changes in energy transfer can be interpreted in terms of a physical distance change. Figure 13 shows the information content of a photon stream coming from a molecule that can exist in two distance-states that are separated by 10% of the Förster radius. The intersection of the horizontal likelihood lines and the information curves illustrate the useful range of distances that can be distinguished in a two-state system. Selection of a filtering procedure for immobilized trajectory data and thresholds for diffusive fluorescence burst data is contingent on the resolution that is required given the limits imposed by information theory.
The exact value of the Förster radius depends on the choice of donor and acceptor dyes and their local environment once attached to the molecule. Choice of dyes for a FRET experiment is subject to many constraints such as, commercial availability, proper chemical reactivity for conjugation, photostability, and desired Förster radius. Figure 14 shows the expected information from a given number of photons versus Förster radius for a sys- tem undergoing a relative distance change of 10% centered at some average distance r. The information is maximized when the Förster radius is identical to the mean distance, r, as expected. However, it is not often the case that the exact distances can be known ahead of time, nor is it usually possible to tune the Förster radius to exactly the desired distance. Figure 14 shows that the exact value of r 0 becomes less important as the number of photons collected increases. In this case information theory can guide the decision between a more convenient donor-acceptor pair and one that is optimized for a particular system.
Degradation of the information present in a FRET photon stream can occur because of background photons. Figure 15 shows the effect of increasing levels of uniform background (β = 1/2) on the information present in 1000 photons when determing the energy transfer efficiency to within 0.05. The information advantage of states near Φ F RET =0,1 disappears with increasing levels of background. As in the 2-color case, we see that there are only modest improvements in information content for signalto-background ratios greater than ∼10.
The two-state information theory formulation allows us to determine the uncertainty in distance that will result, on average, from a fixed number of photons. This uncertainty will depend on the distance as shown in Fig.  16 . This is expected from the strong distance dependence of the mutual information in Fig. 13 .
The resolution of a FRET measurement depends on the center point of the measurement as well as the number of photons observed. This is illustrated in Fig. 16 . The distance-dependence of the uncertainty would suggest that for any linear filtering operation the errors will be distance-dependent. A filtering operation performed by photon number would give errors as predicted in Fig. FIG. 15 The degradation due to finite signal-to-background of the information from 1000 photons in a measurement of ΦF RET to within 0.05. The top line, in red, is the backgroundfree limit of information.
16 according to the effective number of photons included in the kernel of the filter. Likewise, a time-domain filter would also show varying error according to the kernelweighted number of photons that go into calculating the distance at a given point in the trajectory.
Single molecule trajectories commonly show transitions in and out of non-emitting states. These photophysical and photochemical processes can potentially perturb the results derived from the measurement of a single molecule photon stream. One of the most common photophysical processes observed is intersystem crossing that results in "triplet blinking."
19 During a blinking event, the only photons that arrive are due to the background. No system information will arrive until the dye reverts to an emissive state.
The presence of two dyes that are coupled due to FRET further complicates the analysis in the presence of blinking. A full treatment of these issues requires abandoning the assumption that the state of the molecule is stationary during the measurement and including the information present from the relative intensities. The transient blinking of the donor will turn off its fluorescence, eliminate the energy transfer (Φ f ret = 0), and cause large changes in the count rate. This will provide source of information in addition to that arising from partitioning of photons between detectors. Transient blinking of the acceptor will eliminate its fluorescence and the energy transfer, but will typically change the count rate only by as much as the acceptor is directly excited.
The information theory formalism can treat these effects by including the information present in the inter -FIG. 16 The effective resolution, ∆r of a FRET measurement versus the distance between the donor and acceptor. ∆r represents the minimum distance from r/r0 required to distinguish the state in question for a given number of photons as labeled in the figure. photon times (sequential exponential processes) along with the information due to the distribution of photons between detectors (sequential and multiple Bernoulli processes) as has been the focus of this paper. Using only the information due to the detector distribution, it is possible to estimate whether a FRET measurement will be able to distinguish transient blinking events of the acceptor or the donor even if the information from the explicit interphoton times is not included. This can then be compared to the information gained by including the intensity information. This gives an effective way to estimate which regions of the FRET efficiency or distance will be corrupted due to ambiguity induced by the presence of blinking in the donor and the acceptor as well as determining what information is most important for identifying transient nonemissive states of the donor and acceptor.
One must explicitly include both transient blinking events as new states in the information theoretical analysis. The leakage parameter for a FRET system with a dark donor is:
The leakage parameter for a FRET system with a nonabsorptive dark acceptor is:
Similar to the previous analyses, the ability to distinguish dark or damaged states will depend on the nature of the undamaged states and the experimental design. If there is no direct excitation of the acceptor, then dark acceptor states are indistinguishable from Φ F RET = 0
The top panel shows the expected system information for distinguishing dark acceptors from a state at a given FRET efficiency using a signal-to-background ratio of 10:1 with background evenly split between donor and acceptor channels. There is no direct acceptor excitation and the information only includes the binomial information of the n photons (as labeled) being divided between the two detectors. The bottom panel shows the same system with 20% direct acceptor excitation.
states. This is illustrated by the thick lines in Fig. 17 . If a small amount of direct excitation of the acceptor is present, then the dark acceptor states are much more readily distinguishable from states with small values of Φ F RET . The result is that far less of the histogram will be corrupted when dark acceptor states are significant so long as a small amount of direct acceptor excitation is permitted and taken into account. The intensity makes little contribution to the information that will allow separation of dark acceptor states.
For dark donor states in the absence of direct acceptor excitation the only signal is due to the background. In this case, the ratio of background signals in the donor and acceptor channels determines the region of the Φ F RET histogram that could be corrupted by donor blinking. The thick lines in Fig. 18 illustrates this for the case of symmetric background γ = 10, β = 0.5. Direct excitation of the acceptor does not substantially improve the ability to distinguish dark acceptor states and results in a shift of the corrupted region to higher Φ F RET values. In fact, direct acceptor excitation slightly reduces the information in the count rate. The information for distinguishing dark donors in the interphoton times is much higher than that of the channel ratios.
The probability distribution function for the interphoton times from n photons is a gamma distribution:
Using equations 10, 17, and 33 gives the conditional entropy for both observables:
P(S j , O l,n )P(t|τ j , n) × log 2 P(S j , O l,n ) P(t|τ j , n)
The bottom panel of Fig. 18 shows the effect of including the intensity information in the information theoretical analysis. It is apparent that inclusion of this second source of information has resulted in a substantial improvement in the experiment's ability to distinguish dark donor states from states in the corrupted region of the histogram. Note that with a combination of the information from direct acceptor excitation and the interphoton times, the number of photons required to distinguish a damaged donor-acceptor system is substantially fewer than that required to specify a bin in the distribution function.
IV. CONCLUSIONS
Both the rate of delivery and total amount of information is limited in single-molecule experiments. These limits are fundamental and unavoidable because the sequence of observations of a single molecule are each sampled stochastically from a distribution. Single molecule trajectories typically end upon photodestruction of the dye. When interpreting bulk measurements we are often shielded from this basic fact by the sheer number of replicate single molecule experiments that occur synchronously when we excite a sample. The random sampling means that it becomes difficult to analyze single molecule data "by eye" so sophisticated data processing algorithms must be devised 28 . Information theory provides the limit of our ability to make inferences from the data independent of the specific algorithm used to process the data. No data processing technique can increase the amount of information present in the data.
When single molecule data contains features that are easily discernible "by eye" it becomes tempting to ignore those features that are not obvious. Information theory tells us if it is possible to learn anything about the system from more subtle data features or through more sophisticated data analysis. Information theoretical analysis is critical because the amount of information recorded in the data set usually greatly exceeds the amount of mutual information between the data and the system. It is this mutual information that allows us to learn about FIG. 18 The top panel shows the expected system information for distinguishing dark donors from a state at a given FRET efficiency using a signal-to-background ratio of 10:1 with background evenly split between donor and acceptor channels. There is no direct acceptor excitation and the information only includes the binomial information of the n photons being divide between the two detectors. The bottom panel shows the same system with 10% direct acceptor excitation and includes the information from the interphoton times.
the system from the measurement. If the measurement does not deliver enough mutual information in the time before the system either fluctuates to another state or is photobleached, then determination of the state is not, in general, possible. However, information theory also shows that sometimes inference can be made with confidence and can tell us what fraction of the time inference will be possible.
The flexibility of the information theory approach allows the experimentalist to optimize an experiment to evaluate a specific hypothesis and formulate it in different ways. It also illustrates the importance of prior information through control experiments. Since the number of photons required for a reliable measurement vary greatly depending on the details of the states to be distinguished, it is vital to have some idea what those states might be so that the experiment can be properly designed and not give inconclusive results.
We have demonstrated the utility of information theory in the analysis of single molecule fluorescence experiments. We analyzed the limitations that single molecule spectroscopy puts on the photon stream arising from a single molecule system. We quantified the amount of information that is typically stored in single molecule information and how this compares to the amount of information present in the photon stream. For the case of a spectrally shifting dye, we quantitatively determined the consequences of spectral resolution, cross talk between channels, and background on the ability to distinguish the two colors. We applied information theory to the case of polarized single molecule spectroscopy and treated both discrete and continuous state spaces. We analyzed single molecule FRET measurements using information from detector ratios and total intensity. We discussed the consequences of limited information on the selection of FRET histogram resolution, donor-acceptor dye-pair choice, and discrimination of dark donor or acceptor states.
For the purpose of our analysis, we considered the state of the system to be stationary. Many systems will not be stationary. The fluctuations of the system serve to increase the entropy of the system. However it is usually the case that the state will be stationary for some period of time, on average. In this case the information delivered to the observer in that finite amount of time must exceed that amount needed for the desired level of accuracy for the state or parameter determination. This provides a very useful principle for experimental design and data analysis. An in-depth analysis of information as dynamic variable will be the topic of a forthcoming paper.
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