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Summary. Nonstandard mathematis furnishes a remarkable onnexion
between analyti and algebrai geometry. We desribe this interplay for the most
basi notions like omplex spaes/algebrai shemes, generi points, dierential
forms et. We obtain - by this point of view - in partiular new results on the
prime spetrum of a Stein algebra.
Introdution
The methods of nonstandard mathematis are in general ignored in analyti and
algebrai geometry. Only some very spei appliations of model theory are
used to be known as for instane the Lefshetz priniple, the theorem of Tarski-
Seidenberg or some simple proofs of Hilbert's Nullstellensatz. Our Leitmotif is
quite dierent and an be summarized by the following statements
• holomorphi funtions (or onvergent power series) should be (the standard
part of) polynomials of innite (or hypernite) degree
• omplex spaes should be seen as hyperalgebrai shemes
• generi points of irreduible omplex spaes/shemes should be ertain
nonstandard points
• desribe dierential forms as funtions taking innitesimal values (Leibniz'
vision)
• replae always ountable by hypernite.
This program is ahieved in our paper. Clearly, other more spei problems
and onjetures in analyti/algebrai geometry an be reformulated by our non-
standard point of view, espeially those whih involve the word innity.
We desribe briey the essential ontent of this paper. One of our fundamen-
tal onstrutions is that of a ategory of ertain ringed spaes, alled bounded
shemes, whih ontains the ategory of algebrai C- shemes and whih admits
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an essential surjetive funtor, alled the standard part funtor, to the ate-
gory of omplex spaes. We generalize in this way the usual passage from a
nonstandard (bounded) real number to its standard part (a non onstrutive
and non trivial proedure). The advantage of this new more algebrai ategory
is that it allows to apply many onstrutions of standard algebrai geometry
whih are not evident in the analyti ontext. We obtain analyti results just
by taking the standard part funtor. The essential surjetivity of the last one
means, roughly speaking, that we replae holomorphi funtions by nonstan-
dard polynomials (also alled internal polynomials) of some hypernite degree
(whih we an x a priorily). The polynomials obtained in this way are alled
bounded sine they map bounded (nonstandard points) into themselves. Anal-
ogously to the lassial algebrai ase, we an extend sometimes holomorphi
maps to ompatiations in our nonstandard algebrai setting.
By a new version of what should be the meaning of a point in a omplex
spae, i.e. a nonstandard one, we are able to prove that any prime ideal (not
neessarily losed) of a Stein algebra whih satises a Nullstellensatz, involving
nonstandard points, is the zero set of some (non unique) nonstandard point.
Espeially, we an desribe geometrially all maximal ideals of a Stein algebra
and determine their residue elds whih are C or a nonstandard omplex number
eld
∗C
• every maximal ideal in a Stein algebra is the vanishing ideal of a (nonstan-
dard) point.
Another fat whih we obtain is a geometri visualisation of generi points
in irreduible omplex spaes. They are found to be ertain nonstandard (but
bounded) points. The evaluation map in suh a point denes an inlusion
M(X) →֒ ∗C
of the eldM(X) of meromorphi funtions on X to the eld ∗C of nonstandard
omplex numbers.
Finally, in the tradition of G.W.Leibniz, we propose a real innitesimal
interpretation of the symbol dx in our ontext and, more generally, the notion
of a dierential form. Suh a dx is an innitesimal variable i.e. (an equivalene
lass of) a funtion whih maps near standard points to innitesimal ones. This
notion is rigorously dened in setion 6. We show that our dierential forms
on X identify naturally with the holomorphi ones on the assoiated omplex
spae Xan.
In many of our onstrution (in fat, in the most interesting ones), we work
with so-alled external sets (like for instane, the set of innitesimal internal
polynomials). This means in partiular that the transfer priniple of nonstan-
dard mathematis - its most powerful tool - does not work diretly here. But
it is still important for intermediate steps in our arguments. The reader show
notie that, in ontrast to the language used in some books on nonstandard
analysis, we use in this paper always the expression bounded point instead of
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a limited one and similarily also for other objets, as internal polynomials for
example.
The lassial text on nonstandard mathematis is Robinson's book [R1℄ and
also that of Stroyan and Luxemburg [SL℄. For a more reent introdution into
hyperreals see [G℄ and for an aount to hyper ategories [BS1℄. Other inter-
esting rings of nonstandard numbers, motivated by asymptoti expansions, are
onsidered in [LR℄.
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1 Algebras of internal polynomials
Let I be an innite set and U be a xed non-prinipal ultralter on I.
1.1 Ultraprodut of rings
Let (Ai)i∈I be a family of sets indexed by I. We write
∗AI = ΠUAi for the
ultraprodut of the Ai's with respet to the ultralter U . An element x of ∗AI
is an equivalene lass of (xi). We write x = [xi]. If Ai = A for eah i ∈ I, then
∗A = ΠUAi is the ultrapower of A with respet to U . Let fi : Ai −→ Bi be a
family of maps between Ai and Bi. It indues a map
∗f : ∗A −→ ∗B, dened
by
∗f([ai]) = [fi(ai)]. Suh map is alled an internal map and we write
∗f = [fi].
Now, we onsider algebrai strutures on the Ai's. If (Ai)i is a family of
rings, then
∗AI is again a ring. In fat
∗AI = Πi∈IAi/I, where I is the ideal in
Πi∈IAi dened by I = {x ∈ Πi∈IAi, V(x) ∈ U} where V(x) := {i ∈ I | xi = 0}.
Rings of this form are alled *-rings or internal rings. Let
∗A and ∗B be two
internal rings. An internal homomorphism of *-rings between
∗A and ∗B is
given by
∗f = [fi] where fi : Ai −→ Bi are morphisms of rings. *-rings and
internal morphisms of *-rings onstitute a ategory of *-rings. The operator
* gives a funtor between the ategory of rings, parametrized by the indexset
I, and the ategory of *-rings. If A is an internal ring, (AlgintA ) denotes the
ategory of internal A-algebras.
1.2 Internal algebras
Let
∗SI = ΠUSi be an internal ring and n = [ni] ∈ ∗N. Let Si[X1, . . . , Xni ] rep-
resent the ring of polynomials in indeterminatesX1, . . . , Xni over the ring Si and
S[X1, . . . , Xn]int denote the ultraprodut of the polynomial rings Si[X1, . . . , Xni ]
with respet to the ultralter U , that is,
S[X1, . . . , Xn]int =
∏
U
Si[X1, . . . , Xni ].
Given B ∈ (AlgintS ), we say that B is an *-algebra of hypernite type over
S (resp. *-algebra of nite type over S), if there exist an integer n ∈ ∗N (resp.
a nite n ∈ N) and a surjetive internal morphism u : S[X1, . . . , Xn]int −→
B. Let I = Keru, then I is an internal ideal of S[X1, . . . , Xn]int and B is
internally isomorphi to S[X1, . . . , Xn]int/I. Furthermore, the morphism u is
ompletely determined by the internal sequene (u(X1), . . . , u(Xn)). Conversely,
any hypernite family (t1, . . . , tn) ∈ Bn determines a unique internal morphism
u : S[X1, . . . , Xn]int −→ B suh that u(Xi) = ti for eah i = 1, . . . , n.
If the ring
∗SI is *-noetherian (i.e. {i ∈ I, Si is noetherian } ∈ U), then the
ideal I is hypernitely generated by a family of nonstandard polynomials.
Let B and C be two *-algebras of hypernite type over ∗S. Then there
exist n,m ∈ ∗N and surjetive morphisms u : S[X1, . . . , Xn]int −→ B, v :
S[Y1, . . . , Ym]int −→ C, suh that we have internal isomorphisms
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B ≃ S[X1, . . . , Xn]int/I , C ≃ S[Y1, . . . , Ym]int/J.
Let w : B −→ C be a morphism of *-algebras. Then the morphism w lifts
to a morphism of *-algebras w˜ : S[X1, . . . , Xn]int −→ S[Y1, . . . , Ym]int, sending
the ideal I into the ideal J.
In the sequel, let n be a xed nite integer.
1.3 The ring of internal polynomials
Let
∗SI = [Si]I be an internal ring. Elements of S[X1, . . . , Xn]int are alled
internal polynomials or nonstandard polynomials. Suppose now we are given
d ∈ ∗N. An internal polynomial P ∈ S[X1, . . . , Xn]int of degree at most d, will
be written in the uniqueform
P =
∑
|ν|≤d
aν X
ν , where aν ∈ ∗S and d ∈ ∗N.
Here the sum ranges over all multi-indies ν = (ν1, . . . , νn) ∈ ∗Nn with
|ν| = ν1 + . . . + νn ≤ d and as usual Xν is stands for Xν11 . . . Xνnn . By trans-
fer, the nonstandard notion of degree is dened. We have a anonial inje-
tive morphism of (∗SI)-algebra (
∗SI)[X1, . . . , Xn] −→ S[X1, . . . , Xn]int, where
(∗SI)[X1, . . . , Xn] denotes the ring of polynomials in indeterminates X1, . . . , Xn
over the internal ring
∗SI . Furthermore, let P ∈ S[X1, . . . , Xn]int be an internal
polynomial of degree d, then P ∈ (∗SI)[X1, . . . , Xn] if and only if, d is nite.
We denote by (∗SI)[[X1, . . . , Xn]] the ring of of power series over the internal
ring
∗SI in indeterminates X1, . . . , Xn.
Proposition 1.3.1 There is a anonial surjetive ring homomorphism
θ : S[X1, . . . , Xn]int −→ (∗SI)[[X, . . . , Xn]]
given by forgetting monomials of innite degree.
Proof . Let P ∈ S[X1, . . . , Xn]int. Then P =
∑
|ν|≤d aν X
ν , where aν ∈
∗SI and d ∈ ∗N. Let θ be the restrition map
θ(P ) =
∑
ν∈Nn
aν X
ν ∈ (∗SI)[[X, . . . , Xn]]
i.e. θ(P ) is the standard power series with oeients in ∗SI . It is lear that
the map θ is a ring homomorphism and θ maps onto (∗SI)[[X, . . . , Xn]]. In fat,
given Q ∈ (∗SI)[[X, . . . , Xn]], Q = Σν∈Nnaν Xν , by omprehensiveness (see for
example [LR℄ Ch.2 6), the sequene (aν)ν∈Nn extends to an internal sequene,
also denoted by (aν)ν∈ ∗Nn . Fix any d ∈ ∗N∞ and put P =
∑
|ν|≤d aν X
ν
. Then
learly we have θ(P ) = Q. -
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1.4 The ring of bounded internal polynomials
Let
∗C be an enlargement of the eld of omplex numbers. Elements of the
ring C[X1, . . . , Xn]int an be onsidered as internal funtions between
∗Cn and
∗C. In the sequel, we will not distinguish between internal polynomials and
their assoiated internal funtions. As above, eah P ∈ C[X1, . . . , Xn]int an
be written in the form P = Σ|ν|≤daν X
ν , where aν ∈ ∗C and d ∈ ∗N. We
assoiate to P the internal polynomial | P | dened by
| P |=
∑
|ν|≤d
|aν |Xν.
Let us x some notations:
bC stands for the set of bounded points of ∗C
and
iC for the set of innitesimal points of ∗C . We denote by ∗N∞ the set of
innite integers. If n,m∈ ∗N with n ≤ m, [[n . . .m]] := {k ∈ ∗N, n ≤ k ≤ m}.
It is evident that
b(Cn) = (bC)n and i(Cn) = (iC)n.
Denition 1.4.1 Let P ∈ C[X1, . . . , Xn]int be an internal polynomial. We
all P
i) a bounded polynomial if P (bCn) ⊂ bC , that is, P sends bounded points
of
∗Cn to bounded points of ∗C,
ii) an absolutely bounded polynomial if | P | (bCn) ⊂ bC , that is, | P | sends
bounded points of
∗Cn to bounded points of ∗C,
iii) an innitesimal polynomial (resp. absolutely innitesimal polynomial) if
P (bCn) ⊂ iC (resp. | P | (bCn) ⊂ iC) .
Let
bC[X1, . . . , Xn] denote the set of bounded internal polynomials. It is a
subring of C[X1, . . . , Xn]int. The subset
iC[X1, . . . , Xn] of innitesimal internal
polynomials is an ideal of
bC[X1, . . . Xn].
Notation. Let
bsC[X1, . . . , Xn] := {P = Σaν Xν ∈ bC[X1, . . . , Xn] | aν ∈
C for every standard ν}. Trivially it is a subring of bC[X1, . . . , Xn].
If the degree of an internal polynomial is nite, we an immediately hara-
terize bounded or innitesimal polynomials by their oeients and the notions
of boundedness and absolutely boundedness oinide.
Remark. Let P = Σ|ν|≤daν X
ν
be an internal polynomial of bounded degree
d, where aν ∈ ∗C. Then
i) P is a bounded polynomial if and only if aν ∈ bC for eah ν ∈ Nn, suh
that |ν| ≤ d,
ii) P is an innitesimal polynomial if and only if aν ∈ iC for eah ν ∈ Nn,
suh that |ν| ≤ d.
We have the inlusions
(bC)[X1, . . . , Xn] (
bC[X1, . . . , Xn] ( C[X1, . . . , Xn]int.
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Now, we onsider the general ase
Proposition 1.4.2 Let P ∈ C[X1, . . . , Xn]int be an internal polynomial, i.e.
P =
∑
|ν|≤d
aν X
ν , where aν ∈ ∗C and d ∈ ∗N∞.
Then P is absolutely bounded if and only if the following two onditions are
satised
i) aν ∈ bC for bounded |ν| (i.e. ν ∈ Nn),
ii) |aν |
1
|ν| ∈ iC for innite |ν| suh that |ν| ≤ d.
Proof . Let P = Σ|ν|≤daν X
ν
be an absolutely bounded internal polynomial,
then for eah ν ∈ Nn, we have |aν | ≤| P | (1, . . . 1) so we onlude that aν ∈ bC
for nite |ν|. Suppose that there exists a standard positive real m, suh that
|aν |
1
|ν| ≥ m for some innite |ν| suh that |ν| ≤ d
Let q be a standard real suh that q > 1 and ξ be a standard positive real
suh that ξ > q
m
. Then,
| P | (ξ, . . . , ξ) ≥ |aν | ξ|ν| ≥ (mξ)|ν| ≥ q|ν|
hene, | P | (ξ, . . . , ξ) will be innite whih is a ontradition.
Now let ε > 0 be a standard positive real. We set
Aε = {|ν| ∈ ∗N , |aν |
1
|ν| ≤ ε}.
Then Aε is an internal subset of
∗N whih ontains {n ∈ ∗N∞, n ≤ d}. By the
permanene priniple, there exists a nite integer n0 ∈ N, suh that [[n0..d]] ⊂
Aε. This means that,
|aν |
1
|ν| ≤ ε for every ν ∈ ∗Nn : |ν| ∈ [[n0..d]].
Let x = (x1, . . . , xn) be a bounded point in
∗Cn, suh that |xi| ≤ 12ε for eah
i ∈ [[1 . . . n]]. Then, we have
|aν xν | ≤ ε|ν||xν | ≤
(
1
2
)|ν|
for eah ν ∈ ∗Nn : |ν| ∈ [[n0..d]].
The two internal polynomials Σn0≤|ν|≤d|aν |Xν and Σ|ν|<n0 |aν |Xν are bounded
for eah x = (x1, . . . , xn), suh that |xi| ≤ 12ε .
Now, let x = (x1, . . . , xn) be a bounded point in
∗Cn. Then there exists
a standard positive real ε suh that |xi| ≤ 12ε for eah i ∈ [[1 . . . n]]. Hene
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P˜ (x1, . . . xn) is bounded, q.e.d.
Proposition 1.4.3 Let P ∈ C[X1, . . . , Xn]int be an internal polynomial, so
P =
∑
|ν|≤d
aν X
ν
where aν ∈ ∗C and d ∈ ∗N∞.
Then P is absolutely innitesimal if and only if |aν |
1
|ν| ∈ iC for eah
ν ∈ ∗Nn \ {0}, |ν| ≤ d, and a0 innitesimal.
The last ondition is equivalent to aν ∈ iC, if |ν| is nite (i.e. ν ∈ Nn) and
|aν |
1
|ν| ∈ iC, if |ν| ≤ d and |ν| is innite.
Proof . Let us dene
A := {|aν |
1
|ν| , 0 < |ν| ≤ d}.
Then A is an hypernite set and so has a greatest element. Let M = max A,
so M ∈ A and M ∈ iC.
Let x = (x1, . . . , xn) be a bounded point of
∗Cn. Then there exists a standard
positive real R > 0 suh that |xi| ≤ R for eah i ∈ [[1 . . . n]]. We get
|| P | (x1, . . . , xn)| ≤| a0 | +
∑
1≤|ν|≤d
(M R)|ν| ≤ |a0|+ MR
(1 −MR)n ∈
iC.
In order to show the other impliation, we note that the internal polyno-
mial P is in partiular absolutely bounded, so by proposition 1.4.2 , we have
|aν |
1
|ν| ∈ iC for innite |ν|. For eah ν ∈ Nn, we have |aν | ≤| P | (1, . . . 1).
Then, we onlude that aν ∈ iC for nite |ν|, q.e.d.
In fat, we prove that the two notions of boundedness dened above nally
oinide :
Proposition 1.4.4 Let P ∈ C[X1, . . . , Xn]int be an internal polynomial of
degree d ∈ ∗N. We have
i) P is a bounded polynomial if and only if P is an absolutely bounded poly-
nomial,
ii) P is an innitesimal polynomial if and only if P is an absolutely innites-
imal polynomial.
Proof . Let x = (x1, . . . , xn) be a point of
∗Cn, we have |P (x1, . . . , xn)| ≤| P |
(|x1|, . . . , |xn|). So, it is lear that every absolutely bounded (resp. innitesimal)
polynomial is a bounded (resp. an innitesimal) polynomial. Now we verify the
onverse. Let P = Σ|ν|≤daν X
ν
be a bounded polynomial and R be a standard
positive real. By proposition 1.4.2, we have to prove that aν is bounded for nite
|ν| and |aν |
1
|ν|
is innitesimal for innite |ν|. We denote by TR = {(ξ1, . . . ξn) ∈
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∗Cn, |ξ1| = . . . = |ξn| = R}. Applying transfer to the Cauhy formula, we
obtain
aν =
1
(2πi)n
∫
TR
P (ξ1, . . . , ξn)
ξν1+11 . . . ξ
νn+1
n
dξ1 . . . dξn
Again, by transfer, the polynomial P attains its maximum on the Shilov bound-
ary of the polydis at some point ξR ∈ TR. But sine P is bounded, we have
|P (ξR)| a bounded number. Hene, there exists a standard positive real MR
suh that
|aν | ≤ MR
R|ν|
, ∀ ν ∈ ∗Nn, |ν| ≤ d
So, if |ν| is bounded then aν is bounded and if |ν| is innite, then M
1
|ν|
R ≈ 0 and
we have
|aν |
1
|ν| ≤ 2
R
for eah ν suh that |ν| ∈ ∗N∞, |ν| ≤ d.
Sine R is an arbitrary standard positive real, we get |aν |
1
|ν| ∈ iC for innite
|ν|, q.e.d.
Corollary 1.4.5 The rings
bC[X1, . . . , Xn] and
iC[X1, . . . , Xn] are invari-
ant by any partial derivative ∂α for α ∈ Nn.
Remark 1.4.6 There is a more general version of the preeding results (in-
luding Cauhy's formula for the oeients), assuming only that the given
internal polynomial takes bounded/innitesimal values on a polydis with ap-
preiable multiradius.
2 Comparing holomorphi funtions and internal
polynomials
We already have dened the ring of bounded internal polynomials over
∗C. Let
P be a bounded internal polynomial. Then P an be seen as internal funtion
from the set of bounded points of
∗Cn to the set of bounded points of ∗C. First,
we prove that
◦
P , the standard part of P , is an entire holomorphi funtion on
Cn. This result is an easy orollary of the theorem of Robinson-Callot whih
we extended to several omplex variables.
In this setion, we dene the so-alled standard part funtor from the ate-
gory of bounded polynomial algebras to the ategory of Stein algebras of nite
embedding dimension. We prove that this funtor is essentially surjetive. This
fat an be regarded as a nonstandard algebraization of Stein spaes.
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2.1 Stein Algebras
We reall some known fats about Stein algebras. Let (X,OX) be a omplex
spae. Then X is alled Stein spae, if it is holomorphially separable and holo-
morphially onvex. The algebra Γ(X,OX) of all holomorphi funtions on X
is a Fréhet algebra. A topologial algebra A (over C) is alled a Stein algebra,
if there exists a Stein spae (X,OX) suh that A is morphially isomorphi to
Γ(X,OX).
Stein algebras form a ategory where morphisms are morphisms of topolog-
ial C− algebras. The funtor of global setions denes a ontravariant funtor
from the ategory of Stein spaes to the ategory of Stein algebras. In fat, this
funtor is an anti-equivalene between these ategories, see Forster[F℄ for the
algebro-topologial theory of Stein algebras.
We reall some results due to H.Cartan. Let A = Γ(X,OX) be a Stein alge-
bra, and a is a losed ideal of A. Then OX .a is a oherent sheaf of ideals and
Γ(X,OX .a) is isomorphi to a. Conversely, let M be a oherent sheaf of ideals
of OX . Then Γ(X,M) is a losed ideal of A and OX .Γ(X,M) identies withM.
Let A be a Stein algebra of nite embedding dimension. ThenA = Γ(X,OX),
whereX is Stein spae of nite embedding dimension. It follows from the proper
embedding theorem that X an be embedded as a losed omplex subspae of
Cn for some n ∈ N.
2.2 Internal holomorphi funtions
By the enlargement onstrution, one an dene the set of internal holomorphi
funtions on an internal open subset of
∗C. Robinson studied internal holomor-
phi funtions and proved some external properties of these funtions.
Let U be an ultralter dened on N and ∗C = ΠUC be an enlargement of
C. Let D = [Di] be an internal subset of
∗Cn and f = [fi] : D −→∗ C be an
internal funtion. We say that f is an internal holomorphi funtion on D if
{i ∈ N | Di ⊂ Cnopen and fi holomorphi on Di} ∈ U .
It is well known, by Osgood's theorem, that a funtion f is holomorphi
on Ω, an open subset of Cn, if and only if f is ontinuous on Ω and partially
holomorphi on Ω.
Theorem 2.2.1 Let B be a S-open subset of ∗Cn. We x a bounded point a
in B and f : B−→ ∗C an internal holomorphi funtion on B. We assume that
f is bounded on µ(a), the halo of a. Then there exists V a S-open neighbourhood
of a suh that
i) f is S-ontinuous in V .
10
ii) There exists
◦f : ◦V −→ C a holomorphi funtion in ◦V , suh that
◦f ≈ f and ◦(∂αf) = ∂α(◦f) for eah α ∈ Nn.
iii) If
◦f is not onstant in ◦V , then f is S-open in a, that is, f(µ(a)) =
µ(f(a)).
This theorem is an easy generalization of the theorem of Robinson-Callot known
in single omplex variable, see Robinson[R1℄, Callot[Ca℄, Fruhard[Fr℄ and Lutz-
Goze([LG℄: lesson 11, p:123).
Notation. For ν = (ν1, . . . , νn) ∈ Nn and z = (z1, . . . , zn) ∈ Cn de-
ne |ν| = Σni=1νi and zν = zν11 . . . zνnn . Let r = (r1, . . . , rn) ∈ ∗Rn , all
ri > 0, z0 = (z
(0)
1 , . . . , z
(0)
n ) ∈ ∗Cn. Then Pn(z0, r) = {z∈ ∗Cn | |zi − z(0)i | <
ri for i = 1, . . . , n} is alled the *-open polydisk with polyradius r and en-
ter z0 and P
n(a, r) = {z∈ ∗Cn | |zi − z(0)i | ≤ ri for i = 1, . . . , n} the *-
losed polydisk. The Shilov boundary of the *-polydisk P
n(z0, r) is the set
T
n(z0, r) = {z∈ ∗Cn | |zi − z(0)i | = ri for i = 1, . . . , n}. If r > 0 and
r = (r, . . . , r), we write Pnr (z0) (resp. T
n
r (z0)) instead of P
n(z0, r) (resp.
T
n(z0, r)).
Proof . i) By permanene priniple, there exists a standard positive real r
suh that P
n(a, r) ⊂ B and the internal holomorphi funtion f is bounded on
P
n(a, r). Let ρ be a standard positive suh that ρ < r and
V := {z∈ ∗Cn | ◦|zi − ai| < ρ for i = 1, . . . , n}
V is a S-open neighbourhood of a and ◦V is the open polydisk with polyradius
ρ and enter ◦a. Let z, ξ ∈ V suh that z ≈ ξ. Applying transfer to Cauhy's
formula, we have
f(z) =
1
2πi
∫
T
n
r
(a)
f(w)
w − z dw and f(ξ) =
1
2πi
∫
T
n
r
(a)
f(w)
w − ξ dw
where w − z = (w1 − z1) . . . (wn − zn) and w − ξ = (w1 − ξ1) . . . (wn − ξn).
Again, by transfer, the funtion f attains its maximum on Tnr (a), the Shilov
boundary of the polydisk P
n(a, r). Sine f is bounded on Pn(a, r), then M :=
sup
w∈T
n
(a,r)|f(w)| is bounded. So,
|f(z)− f(ξ)| ≤ M
(2π)n
∫
T
n
r
(a)
| 1
w − z −
1
w − ξ | dw.
It is easy to see that w− z ≈ w− ξ and, sine w− ξ is appreiable, 1
w−z ≈ 1w−ξ .
Moreover, there exists η a positive innitesimal suh that | 1
w−z − 1w−ξ | ≤ η for
every w ∈ Tnr (a). It follows that
|f(z)− f(ξ)| ≤Mrnη.
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This shows that f(z) ≈ f(ξ) for z ≈ ξ whih is equivalent to S-ontinuity of f
in z, see Appendix C.
ii) Let
◦a = (
◦
a1, . . . ,
◦ an) be the standard part of a. The standard part
◦f of the funtion f exist on ◦V , the standard polydisk with polyradius ρ and
enter
◦a. We dedue from the rst assertion that ◦f is ontinuous on ◦V (see
Appendix C). By Osgood's theorem, it sues to prove that f is partially holo-
morphi. But this follows diretly from Robinson [R1℄( Theorem 6.2.3 p. 156)
and for eah α ∈ Nn, we have ◦(∂αf) = ∂α(◦f).
iii) The S-ontinuity of f implies that f(µ(a)) ⊂ µ(f(a)). Let w ≈ f(a). By
hypothesis,
◦f , the standard part of f , is not onstant, hene, there exists b 6= a,
suh that
◦f(b) 66= ◦f(a). Let D be the *-omplex line passing through a and b.
Let f1 denotes the restrition of f on D ∩ µ(a). f1 is an internal holomorphi
map and not a onstant funtion. Then, by Robinson's theorem [R1℄ Theorem
6.2.8 p. 158, there exists z ∈ D ∩ µ(a) suh that f(z) = w, q.e.d.
Remark 2.2.2 The ondition that
◦f is not onstant is essential to dedue
that f is S-open. For a ounterexample, it sues to onsider the trivial example
of onstant innitesimal map. Moreover, this ondition annot be weakened by
f is non onstant: Let ε be an innitesimal and f(z) = εz. Then we have
f(µ(0)) ( µ(0).
2.3 Internal holomorphi maps into omplex hyperboli
spaes
In theorem (2.2.1), we note that the ondition that f is bounded in every point
of µ(a), the halo of a, is essential and annot be replaed by the ondition that
f(a) is bounded as shows this example. Let ω be an innite real and f(z) = ωz
be the internal holomorphi funtion on
∗C. We have f(0) = 0 but f is not
bounded on every point of µ(0). Hene, we ould think of imposing additional
assumptions on the target spae, but garde a weak ondition on f . In this
diretion A. Robinson proved (see [R1℄ Theorem 6.3.2 p.160)
Theorem 2.3.1 [R1℄ Let B be a S-domain in ∗C and f : B → ∗C \ {0, 1}
be an internal holomorphi funtion. Suppose that f takes a bounded value at
some point z0 ∈ B. Then f is bounded and S−ontinuous in B.
We should note that this theorem is not true if f takes values in ∗C \ {0}
as shows the following example: put f(z) := expωz, where ω is an innite real;
f(0) is bounded, but f is not S ontinuous in 0.
We want to generalize the above theorem of Robinson, motivated by the fat
that the spae C \ {0, 1} is omplete hyperboli and, moreover, hyperbolially
embedded in P1C.
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Notation. ∆r stands for the dis with radius r > 0 in the omplex plane
C. If r = 1, we simply denote ∆ instead of ∆1. Let X be a redued omplex
spae and Hol(∆, X) the set of all holomorphi maps from ∆ to X . We will
denote by dX the Kobayashi pseudo-distane of X .
Theorem 2.3.2 Let X be a hyperboli omplex spae and f : ∗∆→ ∗X be
an internal holomorphi map. Then
i) f is S-ontinuous in ∗∆.
ii) Suppose that f takes a bounded value at some point z0 suh
◦|z0| < 1.
Then f is bounded in every point of {z ∈ ∗∆ | ◦|z| < 1}, the S-interior of ∗∆.
For the denition of bounded points in a metri spae, see Appendix C:
metri spaes.
Proof. For every g ∈ Hol(∆, X), we have dX(g(x), g(y)) ≤ d∆(x, y) for any
x, y ∈ ∆. Hene by transfer, we obtain
∗dX(f(x), f(y))≤ ∗d∆(x, y) for each x, y∈ ∗∆.
As a onsequene, if x, y ∈∗ ∆ suh that x ≈ y, then ∗dX(f(x), f(y)) ≈ 0
and f is S-ontinuous on ∗∆. The assertion (ii) is an immediately dedued from
the following lemma, due to Robinson (see [R1℄, Theorem 4.5.9 p:114)
Lemma 2.3.3 [R1℄ Let h be a S-ontinuous map, dened on a S-onneted
set D. Then the points of h(D) belong to the same galaxy.
Next, we onsider the ase of omplete hyperboli omplex spaes.
Theorem 2.3.4 Let f : ∗∆ → ∗X be an internal holomorphi map where
X is a omplete hyperboli omplex spae. Then
i) f is S-ontinuous in ∗∆.
ii) Suppose that f takes a near-standard value at some point z0 suh
◦|z0| <
1. Then f is near-standard in every point of {z ∈ ∗∆ | ◦|z| < 1}, the S-interior
of
∗∆ and there exists a holomorphi map ◦f : ∆→ X, the standard part of f
verifying
◦f ≈ f .
We reall the following denition
Denition 2.3.5 Let (X, d) be a metri spae. We say that (X, d) is strongly
omplete or nitely ompat if every losed ball B(x, r) = {y ∈ X |d(x, y) ≤ r}
with x ∈ X and r > 0 is ompat.
Comparing dierent notions of ompleteness, Kobayashi proved (see [Ko℄,
proposition 1.1.9 p.4)
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Proposition 2.3.6 [Ko℄ Let d be a distane on a loally ompat spae X.
Then
i) If (X, d) is strongly omplete then (X, d) is omplete.
ii) If d is inner distane then ompleteness implies strong ompleteness.
It is straightforward - using nonstandard haraterization of ompatness -
to hek the following proposition
Proposition 2.3.7 Let (X, d) be a metri spae. Then (X, d) is strongly
omplete if and only if bd(
∗
X) = ns(
∗
X), where bd(
∗
X) denotes the set of
bounded points in
∗X (see Appendix C: metri spaes).
Proof (theorem 2.3.4). Using theorem 2.3.2, we only have to prove assertion
(ii). Sine the Kobayashi distane dX is an inner distane, we onlude that
X is in fat strongly omplete for dX . As a onsequene, bounded points of
∗X oinide with near standard points. Now let z∈ ∗∆, suh ◦|z| < 1. By
S-ontinuity, we get f(µ(z)) ⊂ µ(f(z)). Let W be a S-neighborhood of f(z) in
∗Cn. Applying the permanene priniple, there exists a standard positive real
r > 0 suh that f(∗∆r) ⊂W . By theorem 2.2.1, we onlude that the standard
part
◦f exists, q.e.d.
Let X be a omplex manifold and H be a metri on TX ; for simpliity, we
will write |v| instead of H(v) for every v ∈ TX .
Proposition 2.3.8 The omplex manifold X is hyperboli if and only if
for every internal holomorphi map f : ∗∆ → ∗X with f(0) ∈ ns(∗X) veries
|f ′(0)| is bounded.
Proof. Suppose thatX is hyperboli and let f : ∗∆→ ∗X be an internal holo-
morphi map. Then f is S-ontinuous in 0. Hene for W be a S-neighborhood
of f(0), there exists a standard real 0 < r < 1 suh that f(
∗
∆r) ⊂ W . By
the Cauhy formula, we dedue that |f ′(0)| is bounded. Conversely, if X is not
hyperboli then by the Royden innitesimal riterion of hyperboliity, we on-
lude that there exist x ∈ X and a sequene of holomorphi maps fn : ∆→ X
suh that the sequene (fn(0)) onverges to x and |f ′n(0)| → +∞. Clearly the
sequene (fn) indues an internal holomorphi map F :
∗∆ → ∗X verifying
F (0) ∈ ns(∗X) and |F ′(0)| is not bounded. -
Remark. Proposition 2.3.8 is a nonstandard translation of the following
haraterization of hyperboliity whih asserts that a manifold X is hyperboli
if and only if X satises the Landau property (see for instane [HT℄), that is,
for eah p ∈ X and eahW a relatively ompat neighborhood of p, there exists
R > 0 suh that
sup{|f ′(0)| : f ∈ Hol(∆, X) with f(0) ∈ W} ≤ R.
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Corollary 2.3.9 Let X be a ompat manifold. Then X is hyperboli if
and only if, every internal holomorphi map f : ∗∆ −→∗ X satises |f ′(0)| is
bounded.
We lose this setion by giving a nonstandard haraterization of hyperboliity
in the ompat ase
Theorem 2.3.10 i) Let Y be a relatively ompat subspae of a omplex
spae Z. Then Y is hyperbolially embedded in Z if and only if every internal
holomorphi map f : ∗∆→ ∗Y has a holomorphi standard part ◦f : ∆→ Z.
ii) Let X be a ompat omplex spae. Then X is hyperboli if and only if
every internal holomorphi map f : ∗∆→ ∗X has a holomorphi standard part
◦f : ∆→ X.
This is a nonstandard interpretation of the following standard fats:
i) Let Y be a relatively ompat subspae of a omplex spae Z. Then Y is
hyperbolially embedded in Z if and only if Hol(∆, Y ) is relatively ompat in
Hol(∆, Z).
ii) Let X be a ompat omplex spae. Then X is hyperboli if and only if
Hol(∆, X) is ompat.
2.4 Bounded internal holomorphi funtions
Similar as for the algebra of bounded internal polynomials, we dene
bO(Cn),
the algebra (over
bC) of bounded entire *- holomorphi funtions on ∗Cn, by
bO(Cn) = {f ∈ ∗O(Cn) | f(bCn) ⊂ bC}.
Proposition 2.4.1 Let f ∈ bO(Cn) be a bounded *-holomorphi funtion
on
∗Cn. Then ◦f , the standard of f exists and is holomorphi on Cn. We have
for the zero sets,
◦Z(f) ⊂ Z( ◦f) and if ◦f is not onstant, then
◦Z(f) = Z( ◦f).
Proof . The rst assertion is a diret onsequene of theorem 2.2.1. For the
seond, the inlusion follows from the S-ontinuity of f and the S-openness of
f implies the equality.
Let now X be a topologial spae. We denote by ns(∗X) the set of near-
standard points of
∗X . The knowledge of ns(∗X) is essential to dene the
standard part map.
We endow C[X1, . . . , Xn] and O(Cn) with the ompat-open topology, that
is the topology of uniform onvergene in eah ompat subset of Cn.
For g ∈ O(Cn), let µ(g) denote the halo of g for the ompat-open topology.
Lemma 2.4.2 Let g ∈ O(Cn). Then
µ(g) = {f ∈ ∗O(Cn) | f(x) ≈ ∗g(x) for every x∈ bCn}.
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In addition, we have
bO(Cn) = ns(∗O(Cn)) and bC[X1, . . . , Xn] = ns(∗O(Cn))∩
C[X1, . . . , Xn]int.
Proof . Let C(Cn,C) denote the set of ontinuous maps from Cn to C
endowed with the ompat-open topology. Let g ∈ C(Cn,C) and µC(g) be
the halo of g in ∗C(Cn,C). Then we have that µC(g) = {f ∈ ∗C(Cn,C) |
f(x) ≈ ∗g(x) for everyx ∈ bCn}, see Appendix C: Standard part of a map.
Sine O(Cn) ⊂ C(Cn,C) is equipped with the indued topology, then µ(g) =
µC(g) ∩ ∗O(Cn) for every g ∈ O(Cn).
It is straightforward to verify that ns(∗O(Cn)) ⊂ bO(Cn), the onverse in-
lusion is dedued from proposition 2.4.1. -
Remark 2.4.3 If we put
bC(Cn,C) := { f ∈ ∗C(Cn,C) | f( bCn) ⊂ bC}
and SC(Cn,C) := {f ∈ ∗C(Cn,C) S-ontinuous on bCn}. Then we have, by
Appendix C: Standard part of a map,
bC(Cn,C) ∩ SC(Cn,C) = ns(∗C(Cn,C)).
For g ∈ O(Cn) let µs(g) denote the halo of g in the topology of simple
onvergene. Then
µs(g) = {f ∈ ∗O(Cn) | f(x) ≈ g(x) for everyx ∈ Cn}.
Proposition 2.4.4 The standard part map denes a ring homomorphism
st : bO(Cn) −→ O(Cn).
Its restrition to the subrings
bC[X1, . . . , Xn] and
bsC[X1, . . . , Xn] are surjetive
and we have the following ommutative diagram
st
bsC[X1, ..., Xn] −→ O(Cn)
↓ ↓
C[X1, ..., Xn]int −→ (∗C)[[X1, ..., Xn]]
where the vertial arrows are the natural inlusions and the lower horizontal
one is the ring homomorphism θ dened in setion 1.3.
Proof . The standard part map ”st” is well dened sine we know that
bO(Cn) = ns(∗O(Cn)). It denes a ring homomorphism, beause the standard
part map is ompatible with sums and produts of omplex numbers.
Now, we shall prove that the restrition of ”st” to bsC[X1, . . . , Xn] is sur-
jetive. Let f ∈ O(Cn), so
f =
∑
ν∈Nn
aν X
ν .
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The sequene (aν)ν∈Nn extends to the internal sequene (aν)ν∈∗Nn . Let N ∈
∗N∞. Trunating f at the order N , we get
fN =
∑
|ν|≤N
aν X
ν
and fN is an internal polynomial. Sine the partial sums of f onverge on eah
ompat of Cn to f , we have
fN (x) ≈ ∗f(x) for eah x∈ bCn
that is, fN ∈ µ(f) ⊂ bC[X1, . . . Xn] . This shows fN ∈ bsC[X1, . . . , Xn] and
st(fN ) = f .
The restrition of the map st to
bC[X1, . . . , Xn] an be desribed expliitly.
Let f ∈ bC[X1, . . . , Xn], of degree d ∈ ∗N , and f = Σ|ν|≤daν Xν . Then
st(
∑
|ν|≤d
aν X
ν) =
∑
ν∈Nn
◦
(aν)X
ν.
First, it is evident that the power series g(x) := Σν∈Nn
◦(aν)x
ν
denes an
entire holomorphi funtion on Cn. In fat, let ε > 0 be a standard positive
real, there exists a nite integer n0 ∈ N, suh that |aν |
1
|ν| ≤ ε for eah ν ∈
∗Nn suh that n0 ≤ |ν| ≤ d. Hene, for eah standard ν ∈ Nn suh that |ν| ≥
n0, we have
◦|aν |
1
|ν| ≤ ε whih implies that lim sup|ν |→+∞ (◦ | aν |
1
|ν| ) = 0.
Trivially the standard sequene of omplex numbers (
◦
aν)ν∈Nn extends to
an internal sequene of omplex numbers (bn)n∈∗Nn suh that for every standard
ν, we have bν =
◦aν . By transfer, we get |bν |
1
|ν| ≤ ε for every |ν| ≥ n0, ν ∈ ∗Nn.
The uniform onvergene of g on eah ompat gives us
∗g(x) ≈
∑
|ν|≤d
bν x
ν
for eah x ∈ bCn.
We laim that Σ|ν|≤daν x
ν ≈ Σ|ν|≤dbν xν for eah x∈ bCn. This is equivalent
to Σ|ν|≤d(aν − bν)xν ∈ iC[X1, . . . , Xn]. But this follows immediately from
proposition 1.4.2 whih gives a haraterization of innitesimal bounded internal
polynomials. Indeed, for eah standard ν, we have aν ≈ bν and |aν − bν |
1
|ν| ≈ 0
for innite ν, sine |aν − bν|
1
|ν| ≤ 2 1|ν| ε ≤ 2ε for every ν ∈ ∗Nn, n0 ≤ |ν| ≤ d,
q.e.d.
2.5 The standard part funtor in the ane ase
Let n,m be nite positive integers and ib :
bC[X1, . . . , Xn] →֒ C[X1, . . . , Xn]int
the inlusion of the algebra of bounded polynomials into the algebra of internal
polynomials.
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Proposition 2.5.1 Let u be a *-homomorphism of ∗C-algebras
u : C[X1, . . . , Xn]int −→ C[Y1, . . . , Ym]int
suh that u(Xi) = gi ∈ bC[Y1, . . . , Ym]. Then we have
i) The homomorphism u indues bu : bC[X1, . . . , Xn] −→ bC[Y1, . . . , Ym], a
homomorphism of
bC-algebras suh that ib ◦ (bu) = u ◦ ib.
ii) The homomorphism
bu indues a map st(bu) whih is a homomorphism
of Stein algebras between O(Cn) and O(Cm) suh that st ◦ (bu) = st(bu) ◦ st.
Proof . Let f be an internal polynomial of degree at most d∈ ∗N, so f =
Σ|ν|≤daν X
ν1
1 . . . X
νn
n . Then
u(f) =
∑
|ν|≤d
aν g
ν1
1 . . . g
νn
n = f(g1, . . . , gn)
Assume now f ∈ bC[X1, . . . , Xn]. It is lear that u(f) ∈ bC[Y1, . . . , Ym] sine
if x ∈ bCn then (g1(x), . . . , gn(x)) ∈ bCn and f(g1(x), . . . , gn(x)) ∈ bC.
As usual
◦g1, . . . ,
◦gn stands for the standard parts of g1, . . . , gn. Let h ∈
O(Cn). We dene st(bu) by
st(bu)(h) := h(◦g1, . . . ,
◦gn).
It is immediate that st(bu) denes a homomorphism of Stein algebras be-
tween O(Cn) and O(Cm). Moreover, for every N ∈ ∗N∞ we have st(bu)(h) =
◦(hN (g1, . . . , gn)), where hN denotes the Taylor expansion up to orderN of h. In
other words, we get st(bu)◦ st = st ◦(bu) on bC[X1, . . . , Xn] whih was to show. -
Now we shall dene the ategory of bounded polynomial algebras (over C).
Objets are given by
bC-algebras of the form bC[X1, . . . , Xn]/I where n ∈ N
and I is an arbitrary ideal of bC[X1, . . . , Xn]. Let A =
bC[X1, . . . , Xn]/I and
B = bC[Y1, . . . , Ym]/J be two bounded polynomial algebras. A morphism be-
tween A and B is given by bu : bC[X1, . . . , Xn] −→ bC[Y1, . . . , Ym], a morphism
of
bC-algebras indued by a n-uplets of bounded internal polynomials as in
proposition 2.5.1 whih sends the ideal I to the ideal J . In this way we get a
ategory of algebras whih we all the ategory of bounded polynomial algebras.
We note that there exist oproduts in this ategory.
We dene the full subategory of bounded polynomial algebras of nite type
where objets are given by
bC[X1, . . . , Xn]/I where I is an ideal generated by
nitely many bounded polynomials. Let Iint := ib(I).C[X1, . . . , Xn]int denote
the ideal assoiated to I. Sine the ideal I is of nite type then Iint is an in-
ternal ideal of C[X1, . . . , Xn]int. By our onstrution, we have the following
proposition
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Proposition 2.5.2 There is a natural ovariant funtor F from the ategory
of bounded polynomial algebras of nite type (over C) to the ategory of *-
algebras of nite type over C. This funtor is ompatible with oproduts.
Now we have developed the neessary tools to prove the main result of this
setion whih is the onstrution of the standard part funtor from the ategory
of bounded polynomial algebras to the ategory of Stein algebras (over C) of
nite embedding dimension.
Theorem 2.5.3 There is an essentially surjetive funtor ST , alled the
standard part funtor, from the ategory of bounded polynomial algebras to the
ategory of Stein algebras (over C) of nite embedding dimension
ST : (Bounded polynomial algebras) −→ (Stein algebras).
Proof . Let A = bC[X1, . . . , Xn]/I be a bounded polynomial algebra and
st : bC[X1, . . .Xn] −→ O(Cn) the ring epimorphism dened in proposition
2.4.4. Then
◦I := st(I) is an ideal of O(Cn) and its losure ◦I in O(Cn) gives
us a Stein algebra
ST (bC[X1, . . . , Xn]/I) := O(Cn)/ ◦I.
Now, let B = bC[Y1, . . . , Ym]/J be another bounded polynomial algebra
and
bu the morphism between A and B whih is given by n-uplets of bounded
internal polynomials. By proposition 2.5.1, st(bu) gives a homomorphism of
Stein algebras between O(Cn) and O(Cm), satisfying st(bu) ◦ st = st ◦ (bu).
Sine st(bu) is ontinuous, we get
st(bu)(◦I) ⊂ st(◦J).
Setting
ST (bu) : O(Cn)/ ◦I −→ O(Cm)/ ◦J
whih is given by st(bu) modulo ◦I, we dened ST on morphisms.
Now, let C = O(Cn)/ a be a Stein algebra. Then a is a losed ideal of O(Cn)
generated by a family (gi)i∈I of entire holomorphi funtions over C
n
a =
∑
i∈I
giO(Cn).
For eah i ∈ I, let fi ∈ bC[X1, . . . , Xn] be a bounded internal polynomial
suh that
◦fi = gi. Dene ab the ideal generated by the family (fi)i∈I over
bC[X1, . . . , Xn], that is
ab =
∑
i∈I
fi
bC[X1, . . . , Xn].
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Clearly we have
◦ab = a whih implies that ◦ab = a. Hene
ST (bC[X1, . . . , Xn]/ab) = O(Cn)/ a
whih nishes the proof. -
2.5.4 If one wants to treat also the ase Stein algebras whih are not neessarily
of nite embedding dimension, one an proeed in the following way: Let X
be a Stein omplex spae. Then there exists an inreasing sequene of natural
numbers n0 < n1 < ... and a projetive system of holomorphi maps
(fk : X → Cnk)k∈N
suh that
a) the ategorial image Yk of fk is a losed omplex subspae of C
nk
and
so we obtain a projetive system (Yk)k of Stein subspaes of (C
nk)k,
b) for eah ompat K ⊂ X , there is a k suh that fk is an embedding of
K; so we may onsider in partiular the map X → lim←Yk as a monomorphism
and lim→O(Yk) as a dense subalgebra of O(X) .
To these date, we an assoiate an algebra of internal bounded polynomi-
als as follows: The sequene (n0, n1,, ...) denes an innite natural number
N and soforth the ring of internal polynomials ∗C[X1, . . . , XN ]. It ontains
lim→k
bC[X1, . . . , Xnk ] as a subring. The projetive system (Yk)k denes in an
obvious (but non unique) way an ideal in this subring by xing in addition an
innite natural number N ′, serving as a degree for replaing holomorphi fun-
tions by internal polynomials. So we are able to replae the omplex spae
X by a ertain type of algebra of internal polynomials. It is not diult (but
tehnial) to give a desription in ategorial terms of a standard part funtor
(whih is essentially surjetive), dened on this type of algebras and taking val-
ues in the ategory of Stein algebras. Sine we do not need this onstrution in
the sequel, we omit the details.
2.6 Completions and enlargements
The aim of this setion is to ompare the notions of ompletions and enlarge-
ments of topologial rings. Let (A, I) be a topologial ring and I is an ideal
of A whih makes A separated and omplete for the I -adi topology, that is⋂
n>0 I
n = 0 and A ∼= Â := lim← A/ In+1. Let ( ∗A, ∗I) be an enlargement of
the ouple (A, I). First, we prove that the ring ∗A equipped with the ∗I-adi
topology is in general not separated sine µ(0) :=
⋂
n>0
∗In , the halo of 0, is
not redued to {0}, whih ours only if 0 is isolated in A, in other words if the
ring A is disrete. Let (∗)A := ∗A/µ(0) denote the separated ring assoiated
with
∗A. We show that (∗)A is omplete for the ∗I-adi topology.
Before giving the proof, we shall prove rst some results in a more general
ontext and dedue from those the fat mentioned above.
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Let A be a ring and ∗A :=
∏
U A be an enlargement of A, where U is a non-
prinipal ultralter on N. Let a be an internal ideal of ∗A.
Theorem 2.6.1 The anonial homomorphism of rings
θ : ∗A −→ lim
←−
∗A/ an+1
is surjetive and its kernel is ∩n>0an.
Proof . The anonial homomorphism θ is dened by
θ(x) = (xk := x mod a
k+1)
Let (xk) be a sequene of elements of
∗A, suh that xk+1−xk ∈ ak+1. Sine
the enlargement
∗A is omprehensive, the sequene (xk) extends to an internal
sequene (xk)k∈ ∗N, indexed by
∗N. Let
C = {k ∈ ∗N | xk+1 − xk ∈ ak+1}.
Then C is an internal subset of ∗N whih ontains N. Hene, by permanene,
there exists ω0 ∈ ∗N∞ suh that
xk+1 − xk ∈ ak+1 for every k ∈ [[1, . . . , ω0]].
We put y := xω0+1 ∈ ∗A and so we have
y − xk =
ω0∑
l=k
(xl+1 − xl) ∈ ak+1 for every k ∈ N
Then θ(y) = y mod ak+1 = xk mod a
k+1
whih proves that θ is surjetive.
Clearly, Ker(θ) = ∩n>0an.
Finally
∗A/ ∩n>0 an ∼= lim
←−
∗A/ an+1.
This shows that the separated spae assoiated to
∗A for the a-adi topology
(i.e
∗A/ ∩ n>0an) is omplete for this topology, q.e.d.
Remark 2.6.2 By the permanene priniple, we have ∩k>0ak = ∪k∈ ∗N∞ak
and we onlude that ∩k>0ak 6= 0, if and only if, ak+1 6= 0 for eah k ∈ N, whih
is the ase if and only if ak+1 6= 0 for some k ∈ ∗N∞.
Using elementary proprieties of projetive limits, we get
Corollary 2.6.3 Let A be an I-adi ring. Then we have
i) lim←−
∗A/ ∗In+1 ∼= ∗A/µ(0),
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ii) Â →֒ ∗A/µ(0),
iii) Â ∼= ∗A/µ(0) if and only if A/ In+1 is nite for every n ∈ N.
Proof . The rst assertion is a diret onsequene of the theorem 2.6.1. For
the seond one, by transfer, we have
∗(A/Ik) = ∗A/ ∗Ik. Consider the following
sequene of projetive systems (with surjetive transition maps)
0 −→ (A/ Ik)k −→ (∗A/ ∗Ik)k −→ (Coker(∗k))k −→ 0.
Taking the projetive limit, we obtain the exat sequene
0 −→ lim
←−
A/ Ik+1 −→ lim
←−
∗A/ ∗Ik+1 −→ lim
←−
Coker(∗k+1) −→ 0.
Therefore we get an injetive homomorphism of rings Â →֒ ∗A/µ(0) sine
Â ∼= lim←−A/ In+1 and lim←− ∗A/ ∗In+1 ∼= ∗A/µ(0). Furthermore, Â is (via
this map) isomorphi to
∗A/µ(0), if and only if, lim←− Coker(∗k+1) = 0, if and
only if, ∗k+1 : A/ Ik+1 −→ ∗A/ ∗Ik+1 is an isomorphism for eah k ∈ N, i.e. if
and only if, A/ Ik+1 is nite for every k ∈ N, q.e.d.
Example 2.6.4 Let K be a eld and A = K[X1, . . . , Xn] be the ring of
polynomials with oeients in the eld K and M be the maximal ideal gen-
erated by (X1, . . . , Xn). Let
∗A = K[X1, . . . , Xn]int denote the ring of internal
polynomials, so µ(0) = ∩k>0(X1, . . . , Xn)k ∗A. The ring ∗A/µ(0) is isomorphi
to a ring of power series in the standard sense Σk≥0aν X
ν
where aν ∈ ∗K and
the sequene (aν)ν∈Nn forms an initial segment of a hypernite sequene in
∗K.
Hene, it is evident that K[[X1, . . . , Xn]] , the ring of power series, is inluded in
∗A/µ(0). Furthermore, if the eld K is nite then K[[X1, . . . , Xn]] and
∗A/µ(0)
are isomorphi.
3 Ane *-shemes and *-bounded shemes
3.1 Ane *-shemes
We onstrut now the ategory of ane nonstandard shemes and later that of
onvergent ane nonstandard shemes (whih well all *-bounded shemes),
more diretly related to omplex spaes. Our approah is selfontained and in-
dependent of the paper [BS2℄. There the authors dened the funtor
∗Spec from
the ategory
∗(Rings) the ategory of internal rings to ∗(Aff. Sch), the ategory
of internal ane shemes, and *-ane shemes as the essential image of
∗Spec.
In this setion, we equip in partiular these objets by a topology and a
anonial sheaf struture. As a onsequene *-ane shemes form a subate-
gory of the ategory of loally ringed spaes.
Let I be an innite set and U be a nonprinipal ultralter on I.
22
The internal spetrum of an internal ring
Sine the index set I will be xed in the sequel, we will write ∗X instead of ∗XI
for the enlargement of any set X .
Let
∗R =
∏
U Ri be an *-ommutative *-ring. Then
∗R is a ommutative
ring and Spec(∗R) denotes the (usual) spetrum of ∗R. We dene
Specint(∗R) = {J ∈ Spec(∗R) | J is an internal ideal of ∗R} .
By transfer, we easily prove
i)
∗R is an integral domain if and only if {i ∈ I | Ri is an integral domain} ∈
U ,
ii)
∗R is a eld if and only if {i ∈ I | Ri is a field} ∈ U .
As a onsequene, we get
Proposition 3.1.1 With the above notations, we have natural bijetions
i) Specint(∗R) ∼=∏U Spec(Ri),
ii) Specmaxint(∗R) ∼=∏U Specmax(Ri).
In partiular, let k be an algebrai losed eld, then by the Hilbert Nullstel-
lensatz, we have Specmaxint(k[T1, . . . , Tn]int) ≃ ∗kn.
Let j : Specint(∗R) −→ Spec(∗R) denote the inlusion map.
We endow Specint(∗R)with the indued Zariski topology, dened on Spec(∗R).
Hene losed subsets of Specint(∗R) are given by
V(a) = {J ∈ Specint(∗R) | J ⊃ a}
where a is an ideal of ∗R whih may be external.
Let J be an internal ideal of ∗R. We set
int
√
J = {f ∈ ∗R | ∃n ∈ ∗N , fn ∈ J}
Then
int
√
J is an ideal of ∗R, ontaining J.
If J is an internal ideal of ∗R, so J =
∏
U Ji, then
int
√
J is internal too and
given by
int
√
J =
∏
U
√
Ji. Again by transfer, we onlude that
int
√
J is the
intersetion of all internal prime ideals ontaining J, i.e.
int
√
J =
⋂
p∈Specint(∗R), p⊃J
p.
We have
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Proposition 3.1.2 i) Let a = ΠUai be an internal ideal of
∗R. Then
V(a) is an internal subset of Specint(∗R) and V(a) = ΠUV (ai) where V (ai) =
{J ∈ Spec(Ri) | J ⊃ ai}.
ii) Let a, b be two internal ideals in ∗R. Then int
√
b ⊂ int√a if and only if
V(a) ⊂ V(b).
Proof. i) Let J = ΠUJi be an internal ideal of
∗R. By transfer, we have J ⊃ a
if and only if {i ∈ I | Ji ⊃ ai} ∈ U whih is equivalent to {i ∈ I | Ji ∈ V (ai)} ∈
U .
ii) Let p be an internal ideal ontaining a. Then p ontains int
√
a, hene p ⊃
int
√
b ⊃ b. The onverse is, via transfer, an easy onsequene, sine V(a) ⊂ V(b)
if an only if {i ∈ I | V (ai) ⊂ V (bi)} ∈ U if and only if
{
i ∈ I | √bi ⊂√ai
} ∈ U
whih means
int
√
b ⊂ int√a, q.e.d.
We x f = ΠUfi ∈ ∗R, and put
D(f) = {p ∈ Specint(∗R) | f 6∈ p} .
Then D(f) = ΠUD(fi), where D(fi) = {p ∈ Spec(Ri) | fi 6∈ p}. The sets
{D(f) | f ∈ ∗R} form an internal open base for the indued Zariski topology,
indued by Spec(∗R). For any ideal I in ∗R, we have Specint(∗R) \ V(I) =
∪f∈ID(f).
Sine D(f) are internal subsets of Specint(∗R), we have
Proposition 3.1.3 Let f = ΠUfi, and g = ΠUgi be two elements of
∗R.
Then
i) D(f) = ∅ if and only if there exists n ∈ ∗N suh that fn = 0,
ii) D(f) ∩ D(g) = D(fg) and for eah n ∈ ∗N positive, we have D(fn) =
D(f),
iii) D(f) ⊃ D(g) if and only if g ∈ int√(f), whih is equivalent to
{i ∈ I | D(fi) ⊃ D(gi)} ∈ U .
Moreover, we have
Proposition 3.1.4 Let
∗S = ΠUSi be an internal subset of
∗R. Then ∗S is a
multipliative subset of
∗R if and only if {i ∈ I | Si ismultiplicative inRi} ∈ U
and
∗S−1 (∗R) = ΠUS
−1
i Ri.
We onsider two examples of internal multipliative subsets of
∗R
i) Let p = ΠUpi ∈ Specint(∗R) be an internal prime ideal of ∗R. Then
∗R \ p = ΠURi \ pi is an internal multipliative subset of ∗R and (∗R)p =
∗S−1(∗R) = ΠU (Ri)pi .
ii) Let f = ΠUfi ∈ ∗R and ∗S = {1, f, f2,, . . . , fN , . . . , N ∈ ∗N}. Clearly
∗S is an internal multipliative subset of ∗R and ∗S = ΠUSi, where Si =
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{1, fi, f2,i , . . . , fni , . . . , n ∈ N}. We denote by
∗R[f ] =
∗S−1 (∗R) = ΠU (Ri)fi
the loalization of
∗R with respet to ∗S whih is an internal ring. Its internal
prime spetrum is given by
Proposition 3.1.5 Let f ∈ ∗R. Then Specint(∗R[f ]) = D(f) = Specint(∗R)\
V(f).
Proof. We identify naturally
Specint(∗R[f ]) = Specint(ΠU (Ri)fi) = ΠUSpec((Ri)fi) = ΠUD(fi) = D(f) .
-
Let
∗Rf denote the loalization of the ring
∗R with respet to the multiplia-
tive family {1, f, f2,, . . . , fn, . . . , n ∈ N}. Then there is a natural morphism
∗Rf −→ ∗R[f ]
of rings, indued by the identity.
Struture sheaf of an internal prime spetrum
Following the lassial proedure, we dene a sheaf of ommutative rings over
∗X := Specint(∗R), the internal prime spetrum, equipped with the internal
topology of Zariski. We rst dene setions and restrition maps on the sets
D(f), f ∈ ∗R, whih form a base for the Zariski topology, indued by that of
Spec(∗R). We set
A∗X (D(f)) := ∗R[f ]
Clearly, this denes a presheaf on
∗X , where restrition maps on elements
of the base are given as follows: Let D(f) ⊃ D(g) whih is equivalent to J :=
{i ∈ I | D(fi) ⊃ D(gi)} ∈ U . There is an internal homomorphism of internal
rings
∗ρD(g),D(f) :
∗R[f ] −→ ∗R[g]
indued by the restrition maps ρD(gi),D(fi) : (Ri)fi −→ (Ri)gi for every i ∈ J .
Trivially, we have
∗ρD(f),D(f) = id and
∗ρD(h),D(g) ◦ ∗ρD(g),D(f) = ∗ρD(h),D(f),
for D(f) ⊃ D(g) ⊃ D(h). Consider the olletion of internal open sets D(f),
ontaining p ∈ Specint(∗R). We put Wp = {D(f), p ∈ D(f)}. It is a direted
set.
Let
∗ρfp :
∗R[f ] −→ ∗Rp be the anonial internal homomorphism for eah
p ∈ D(f). The following proposition is immediate
Proposition 3.1.6 For an internal prime ideal p of an internal ring ∗R,
there is a natural isomorphism of rings
lim
→
∗R[f ] → ∗Rp
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where the limit is taken over all f suh that p ∈ D(f).
Proof . We an use transfer to prove this by onstruting an isomorphism
between lim→
∗R[f ] and ΠU lim→ (Ri)fi . The last one is internally isomorphi
to ΠU (Ri)pi =
∗Rp, where p = ΠUpi ∈ D(f), so we are done.
We show now, using transfer, that our sheaf is already separated:
Lemma 3.1.7 Let f ∈ ∗R and D(f) = ∪α∈AD(fα). Suppose that for
a ∈ ∗R[f ]
∗ρD(fα),D(f)(a) = 0 for each α ∈ A.
Then a = 0.
Proof. The element a ∈ ∗R[f ] an be expressed in the form a = g/fm, where
m is a hyperinteger. If J = {h ∈ ∗R | hg = 0}, then J is an internal ideal of ∗R
and a = 0 in ∗R[f ] if and only if f ∈ int
√
J = ∩J⊂p∈Specint(∗R)p.
Suppose that a 6= 0 in ∗R[f ]. Then there exists an internal prime ideal
p ⊃ J with f 6∈ p, i.e. p ∈ D(f). We take α ∈ A suh that p ∈ D(fα) and
∗ρfαp ◦ ∗ρD(fα),D(f) = ∗ρfp . By assumption, the image of g = fma in ∗Rp is
zero, whih means, there exists b ∈ R \ p suh that bg = 0. Hene b ∈ J, whih
ontradits b ∈ R \ p, sine p ⊃ J, q.e.d.
Denition 3.1.8 The sheaf of rings assoiated to the presheaf A∗X , given
by A∗X (D(f)) := ∗R[f ] on the basis {D(f) | f ∈ ∗X} of ∗X, will be alled the
struture sheaf on the internal spetrum
∗X = Specint(∗R), and denoted by
O∗X .
Let θf :
∗R[f ] −→ Γ(D(f),O∗X) be the anonial map. It is given as follows:
For p ∈ D(f) and ξ ∈ ∗R[f ], we have (θf (ξ))p = ∗ρfp (ξ). So by (3.1.7), we get
Corollary 3.1.9 For every f ∈ ∗R, the homomorphism θf : ∗R[f ] −→
Γ(D(f),O∗X) is injetive.
Let
∗Rf −→ Γ(D(f),O∗X) be the homomorphism of rings, given by om-
posing
∗Rf −→ ∗R[f ] and θf . These homomorphisms indue a morphism of
sheaves
OSpec(∗R) −→ j∗OSpecint(∗R)
and so we obtain j as a morphism of ringed spaes.
Proposition 3.1.10 The sheaves O∗X and j−1(OSpec(∗R)) are naturally iso-
morphi.
Proof. Applying the funtor j−1 to OSpec(∗R) −→ j∗O∗X , we get a mor-
phism of sheaves j−1OSpec(∗R) −→ O∗X on Specint(∗R). This morphism is an
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isomorphism sine it gives the identity on stalks at every internal prime ideal of
∗R, q.e.d.
The interplay between the divers spetra an be summarized as follows :
Let R be a ring and we denote by ∗R = ΠUR its ultrapower. The morphism of
rings ∗ : R −→ ∗R indues a ontinuous map
Spec(∗) : Spec(∗R) −→ Spec(R)
where Spec(∗R) and Spec(R) are equipped with the Zariski topology. We denote
by
Specint(∗) : Specint (∗R) −→ Spec(R)
the restrition of Spec(∗) to Specint(∗R) whih arries the indued Zariski
topology of Spec(∗R). Clearly, Specint(∗) is ontinuous. We should mention
that the indued topology on Specint(∗R) = ∗Spec(R) oinides with the so-
alled Q-topology sine they have the same basis, given by the *-open subsets
D(f) = ΠUD(fi). The enlargement onstrution gives an injetive map
∗ : Spec(R) −→ ∗Spec(R)
p 7→ ∗p . This map is not ontinuous sine the restrition of the Q-topology
does not oinides with the initial one. So, it is more natural to work with
Specint(∗) on the level of topologial spaes.
Now, we will dene the ategory of ane *-shemes. An objet is given by
a loally ringed spae (∗X,O∗X) with the underlying topologial spae ∗X :=
Specint(
∗
R) where ∗R is an internal ring and O∗X = j∗OSpec(∗R) (the mapping
j : Specint(
∗
R) → Spec(∗R) denotes the inlusion). Let (∗Y,O∗Y ) be another
objet in the ategory of *-ane shemes dened by an internal ring
∗S, that
is,
∗Y = Specint(
∗
S). A morphism between (
∗
X,O∗X) and (∗Y,O∗Y ) is repre-
sented by an internal morphism of rings ϕ : ∗S→ ∗R whih indues a morphism
of loally ringed spae as follows: the restrition of Spec(ϕ) on Specint(
∗
R) gives
a ontinuous mapping
Specint(ϕ) : Specint(
∗
R)→ Specint(∗S)
and, by loalization, ϕ gives a morphism of sheaves
O∗Y → Specint(ϕ)∗(O∗X).
3.2 Ane *-bounded shemes
It is well known that there is a natural funtor between the ategory of ane
shemes of nite type over C and the ategory of Stein spaes. This funtor
assoiates for eah algebra of nite type A = C[X1, . . . , Xn]/(f1, . . . , fq) the
Stein algebra O(Cn)/∑qi=1 fiO(Cn), where eah polynomial fi is onsidered as
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an entire holomorphi funtion over Cn.
In this setion, we will onstrut the ategory of ane bounded *-shemes as
an intermediate ategory between the ategory of ane shemes of nite type
over C and the ategory of Stein spaes. This ategory will be a subategory of
loally ringed spaes.
Before giving this onstrution, we reall some fats and notations on the
topology of
bCn, the spae of bounded points of ∗Cn. The spae bCn is a S-
losed and S-open subspae of
∗Cn. A basis for its topology is given by the
S-balls S(p, r) = {q ∈ bCn | ◦|q − p| < r}, where p ∈ bCn and r is a positive real
standard number. As a onsequene, the standard part mapping
st : bCn → Cn
is ontinuous and open. Furthermore, we note that the inlusion mapping
i : Cn → bCn
is ontinuous. If fat, the S-topology oinides with the initial topology whih
makes the standard mapping st : bCn → Cn ontinuous. Finally, we note that
if U is S-open, then ◦U is an open subset of Cn and ◦U = U ∩ Cn.
Let a be an ideal of bC[X1, . . . , Xn]. Dene the variety of a by
V (a) = {x ∈ bCn | f(x) ≈ 0 for eah f ∈ a}.
Clearly, V (a) is S-losed, sine eah bounded polynomial is S-ontinuous. Again,
by S-ontinuity, we have V (a) = {x ∈ bCn | f(y) ≈ 0 for eah f ∈ a , y ∈ µ(x)}.
Let b be a subset of O(Cn). Dene the zero set of b by
Z(b) = {x ∈ Cn | f(x) = 0 for eah f ∈ b}.
For eah ideal a of bC[X1, . . . , Xn], we set
◦a = st(a) whih is an ideal of O(Cn),
its standard part.
We have the following rules
Proposition 3.2.1 Let (ai)i∈I be a family of ideals and a,b two ideals all
in
bC[X ]. Moreover, we x f ∈ bC[X ]. Then
i) ∩i∈IV (ai) = V (
∑
i∈I ai),
ii) V (a) ∪ V (b) = V (a ∩ b) = V (ab),
iii)
◦V (a) = Z(
◦
a) and i−1(V (a)) = Z(◦a),
iv) V (a + iC[X ]) = V (a),
v) V (a) ⊂ V (b) if and only if Z(◦a) ⊂ Z(◦b),
vi) V (f) = ∅ if and only if ◦f(x) 6= 0 for every x ∈ Cn,
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vii) V (f) = bCn if and only if f∈ iC[X ].
Proof. The assertions (i), (ii) , (iv), (vi) and (vii) are straightforward. For
the assertion (iii), the inlusion Z(◦a) ⊂ ◦V (a) is obvious. Conversely, sine
eah element f ∈ a is S-ontinuous, we have ◦V (a) ⊂ Z(◦a). The same argu-
ment about S-ontinuity together with (iii) prove (v).
Remark 3.2.2 The sets V (a) where a is an arbitrary ideal in bC[X ], form
the losed subsets for a Zariski-topology on
bCn. From the assertion (iii) of the
proposition 3.2.1, we dedue that the inlusion i : Cn → bCn is ontinuous if
both spaes are equipped with the Zariski-topology.
Now, we onstrut the struture sheaf of
bCn. Let U be a nonempty subset
of
bCn. Dene
B(U) := {f ∈ C[X1, . . . , Xn]int | f(x) ∈ bC for eah x ∈ U}
and
S(U) := {f ∈ C[X1, . . . , Xn]int | f(x) ∈ aC for eah x ∈ U}
where
aC denotes the multipliative set of appreiable elements of bC, i.e.
aC = {x ∈ bC |x 6≈ 0}.
Trivially, B(U) is an integral domain. We will write S−1B(U) instead of
S−1(U)B(U). The orrespondene U 7→ S−1B(U) gives a presheaf of rings over
bCn, where U runs over all S-open subsets in bCn. The restrition maps are
evident. Suh a presheaf is learly separated. We will denote by ObCn its asso-
iated sheaf.
Let p ∈ bCn and U be a S-open subset of bCn, ontaining p. Hene U also
ontains µ(p). We have a anonial morphism
ρpU : S
−1B(U) → S−1B(µ(p))
dened by restrition on µ(p).
We shall desribe the stalks of our struture sheaf
Lemma 3.2.3 Let p ∈ bCn and g ∈ ∗O(Cn).
i) If g(µ(p)) ⊂ bC, there exists a S-open subset V , ontaining p, suh that
g(V ) ⊂ bC.
ii) If g(µ(p)) ⊂ aC, there exists a S-open subset V , ontaining p, suh that
g(V ) ⊂ aC.
Proof. The rst assertion is an easy onsequene of permanene priniple.
The seond assertion is dedued from theorem 2.2.1 whih asserts that there
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exists a S-open subset V suh that g is S-ontinuous on V and has a standard
part
◦g, whih is atually holomorphi and ◦g(z) 6= 0 for every z ∈ ◦V . In
partiular, we onlude that g takes appreiable values on V , q.e.d.
Applying this lemma for internal polynomials, we prove
Proposition 3.2.4 For every p ∈ bCn, there is a natural isomorphism
ObCn, p → S−1B(µ(p))
between the stalk of ObCn in p and S−1B(µ(p)).
Proof. For eah S-open U ontaining p, the morphisms ρpU are ompatible
with restrition maps and indue, by taking the indutive limit, the morphism
lim
→
S−1B(U) → S−1B(µ(p))
whih is atually an isomorphism: the permanene priniple gives the injetivity
and surjetivity is a onsequene of lemma 3.2.3. -
Remark 3.2.5 i) Trivially, the assertion in lemma 3.2.3 is false for
iC, so
we have to distinguish between
mp := {f
g
∈ S−1B(µ(p)) | f(p) ∈ iCn}
maximal ideal of S−1B(µ(p)) and the ideal of innitesimal elements
Infp := {f
g
∈ S−1B(µ(p)) | ∃V , S− open : p∈ V, f(z) ∈ iCn, ∀z ∈ V }.
We have S−1B(µ(p))/Infp ∼= OCn,◦p.
ii) Let p∈ bCn and f =∑|ν|≤d bν(X − p)ν be an internal polynomial. If b0
and |bν |
1
|ν|
are bounded for eah ν suh that 0 < |ν| ≤ d, then f ∈ B(µ(p)).
This is a onsequene of the estimate, used in the proof of 1.4.3.
Let U be a S-open. From theorem 2.2.1 we dedue that eah element f ∈
B(U) (resp. f ∈ S(U) ) has a standard part mapping ◦f ∈ OCn(◦U) (resp.
◦f ∈ OCn(◦U), ◦f(x) 6= 0 for eah x ∈ ◦U). Using the fat that ◦U = U ∩ Cn,
we get a morphism of presheaves stU :S
−1B(U) → OCn(U ∩ Cn), given by
stU (f/h) =
◦f/ ◦h and whih indues a morphism of sheaves
stU :ObCn(U) → OCn(U ∩ Cn)
Hene, we have the following proposition
Proposition 3.2.6 The inlusion map i : Cn → bCn indues an epimor-
phism of sheaves
ObCn → i∗(OCn)
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and so we obtain i as a morphism of ringed spaes.
Proposition 3.2.7 Let a be an ideal of bC[X1, . . . , Xn]. Then
Supp(ObCn/aObCn) = V (a).
Proof. It is lear that V (a) ⊂ Supp(ObCn/aObCn). Conversely, if x 6∈ V (a)
then there exists f ∈ a suh that f(x)∈ aC. Sine f is S-ontinuous, we have
f(y)∈ aC for eah y ∈ µ(x), whih implies that 1/f ∈ ObCn, x and as a onse-
quene we get x 6∈ Supp(ObCn/aObCn), q.e.d.
Now, we are able to dene the ategory of ane *-bounded shemes. An
objet is given by a loally ringed spae (bX,ObX). The underlying topologial
spae is dened by
bX := V (a)⊂ bCn where a is an ideal of bC[X1, . . . , Xn] and
ObX := j−1b (ObCn/aObCn). The mapping jb: : bX → bCn denotes the inlusion.
Let (bY,ObY ) be another objet in the ategory of ane *-bounded shemes
where
bY := V (b)⊂ bCm. A morphism between (bX,ObX) and (bY,ObY ) is
represented by a morphism of
bC-algebras,
ub :
bC[Y1, . . . , Ym]→ bC[X1, . . . , Xn]
sending the ideal b into a. We demand that the morphism ub should lift to an
internal morphism u : C[Y1, . . . , Ym]int → C[X1, . . . , Xn]int dened by u(Yi) =
gi ∈ bC[X1, . . . , Xn] for eah i ∈ [[1..m]]. Then ub indues a morphism of loally
ringed spaes between (bX,ObX) and (bY,ObY ) as follows: the morphism ub
gives a S-ontinuous map u′b :
bCn → bCm sending bX into bY , dened by
u′b(x) = (g1(x), . . . , gm(x)). We will denote by
αb :
bX → bY
the restrition of u′b on
bX . The mapping u′b denes a morphism of sheaves
ObCm → (u′b)∗(ObCn). Finally, we obtain a morphism of sheaves of rings
ObY → αb∗(ObX)
indued by αb.
We state the main result of this setion
Theorem 3.2.8 There is a natural essentially surjetive funtor
st : (aff ∗ b− sch) −→ (Stein spaces)
from the ategory of ane *-bounded shemes to the ategory of Stein spaes of
nite embedding dimension.
Moreover, if (bX,ObX) is an ane *-bounded sheme and (X,OX) :=
st(bX,ObX), then the inlusion map ib : X→ bX is a monomorphism.
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Proof. Let (bX,ObX) be an objet in the ategory of ane *-bounded
shemes, where
bX := V (a)⊂ bCn. We set
st(bX,ObX) := (X,OX) = (Z(◦a), i−1(OCn/ ◦aOCn))
where i : Z(◦a)→ Cn denotes the inlusion.
By taking the standard part, the inlusion mapping ib : X → bX indues a
surjetive morphism of sheaves
ObX → ib∗(OX).
Let (bY,ObY ) be another objet in the ategory of ane *-bounded shemes
where
bY := V (b)⊂ bCm. A morphism u between (bX,ObX) and (bY,ObY )
gives a morphism between the two assoiated Stein algebras
st(u) : O(Cm)/ ◦b −→ O(Cn)/ ◦a.
Suh a morphism indues a morphism between the Stein spaes (X,OX) and
(Y,OY ).
It remains to prove that the funtor ”st” is essentially surjetive. Let X
be a Stein spae of nite embedding dimension. Then there exists an ideal
a ⊂O(Cn), generated by a family of entire holomorphi funtions (gi)i∈I , suh
that X = Z(a) and OX = OCn/ aOCn. For eah i ∈ I, let hi be a bounded inter-
nal polynomial suh that
◦hi = gi. We put ab =
∑
i∈I hi
bC[X1, . . . , Xn],
bX =
V (ab) and ObX := ObCn/abObCn . Clearly, we obtain st(bX,ObX) := (X,OX),
q.e.d.
Theorem 3.2.9 There is a natural funtor between the ategory of ane
shemes of nite type over C and the ategory of ane *-bounded shemes.
Proof. Eah polynomial over C an be regarded as an internal bounded
polynomial. We onsider the funtor whih assoiates to eah algebra of nite
type over C, say A = C[X1, . . . , Xn]/(f1, . . . , fq), the ane *-bounded sheme
bX : = ∗Z(f1, . . . , fq)∩ bCn and the strutural sheaf ObCn/
∑q
i=1 fiObCn . This
onstrution is funtorial and gives us our funtor. -
4 Global *-bounded shemes and the standard
part funtor
4.1 The basi funtors
4.1.1 In this setion we want to dene a ategory of global shemes where the
ane piees are those desribed in setion 3. This is done in the usual way
via loally ringed spaes and we obtain immediately two new ategories, the
ategory of general *-shemes denoted by
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(∗ − sch)
and
(∗b− sch)
that of so-alled *-bounded shemes whih are more related to omplex geometry.
The rst one is of very general nature (i.e. a ategory of shemes over
∗Z) whilst
the seond one is a ategory of shemes over the ring
bC of bounded omplex
numbers. We note that the struture sheaf of any *-bounded sheme X ontains
an intrinsi ideal sheaf InfX of innitesimal setions whih is loally desribed
in setion (3.2).
Our denition of a *-sheme is apriorily more general than that of [BS2℄
where only nite overings by ane piees are allowed. In order to dene the
notion of an internal subspae, we would have to make restritions on the ar-
dinality of overings, sine internal is a global property.
We have an evident funtor assoiated *-sheme from the ategory of al-
gebrai C-shemes, loally of nite type
(C− schemes l.f.t.) −→ (∗b− sch)
whih assoiates to a loally algebrai C-sheme X its *-bounded version bX
and similar on the level of morphisms.
Example 4.1.2 If PnC denotes the n-dimensional projetive spae over the
omplex numbers, then
bPnC an be onstruted as the quotient of
bCn+1 \ µ(0)
by the ation of the multipliative system of all appreiable omplex numbers.
Note that the natural map
bPnC → ∗PnC is bijetive (n is standard).
Reall that to every ane bounded sheme we assoiated in setion 3 a
Stein omplex spae (of nite embedding dimension) in a funtorial way. By a
straightforward generalisation, we obtain a funtor
st : (∗b− sch) −→ (complex spaces)
whih we all the standard part funtor. We sometimes write also
◦X = st(X)
for the standard part of a bounded sheme X . We may regard ◦X as the
subspae of X , dened by the ideal sheaf InfX all innitesimal setions and
so we have a natural morphism of ringed spaes
◦X → X .
The onormal sheaf of this embedding is of partiular interest, sine it gives
us a non standard interpretation of lassial one dierential forms on
◦X (see
setion 6).
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Theorem 4.1.3 The standard part funtor ”st” possesses a left adjoint fun-
tor
b : (complex spaces)→ (∗b− sch) whih assoiates to every omplex spae X
a natural *-bounded sheme
bX with loally no nontrivial innitesimal elements.
Moreover, the adjuntion morphism id→ st ◦ (b) is an isomorphism.
Proof. We rst desribe the funtor X 7→ bX loally, i.e. for X a nite
dimensional Stein spaes (as in setion 2). As we have seen, there is an ane
*-bounded sheme X suh that X ∼= stX. We an make now a natural minimal
hoie of X where there are no nontrivial innitesimal elements in the loal rings.
In this ase, the natural homomorphism OX → (ib)∗OX will be an isomorphism.
This onstrution is evidently funtorial in X , so it globalizes to omplex spaes
and we get our desired funtor. Intuitively speaking, we just enlarge X (loally)
by its bounded points and onserve at the same time its struture sheaf.
In order to verify the adjuntion property, let X be a *-bounded sheme and
Y a omplex spae. By applying the funtor st , we get a funtorial map
Hom(bY,X) −→ Hom(Y, st(X))
whih is immediately seen to be bijetive, sine there are loally no nontrivial
innitesimal elements in the struture sheaf of
bY . The last assertion is an
obvious onsequene of our onstrution, q.e.d.
4.2 DG- algebra resolutions of omplex spaes via bounded
polynomial algebras
Let us now onsider a dierential graded algebra R = ⊕k≤0Rk with dierential
s suh that R0 is an algebra of bounded polynomials and R is freely generated
over R0. Then we an assoiate to it a Stein algebra in the following way: We
may write R0 =
bC[T1, ..., Tn] . Then ST (Coker(R−1 → R0))is, by 2.2.3, a
Stein algebra. This denition is learly funtorial. Sine it is evidently possi-
ble to onstrut DG-resolutions of that type for a given Stein algebra of nite
embedding dimension, we obtain
Proposition 4.2.1 The above dened funtor from the ategory of free
bounded DG-algebras whih are exat in negative degrees, to the ategory of
Stein algebras of nite embedding dimension is essentially surjetive.
We generalize this fat to the simpliial ase. Let M be a totally ordered
set and N the ategory of non empty nite subsets of M . An objet α of N
(i.e. a non empty nite subset of M) is alled a simplex. Its dimension is, by
denition, card(α)− 1. The set MorN (α, β) is of ardinality ≤ 1 orresponding
to the ondition if α ⊂ β or not. A simpliial objet in a ategory C is a
ontravariant funtor N → C. The ategory of all these funtors (or N -objets)
is denoted by CN . We an show
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Proposition 4.2.2 The above dened funtor standard part in degree zero
ohomology from the ategory of free bounded DG-N -algebras whih are exat
in negative degrees, to the ategory of Stein N -algebras of simpliialwise nite
embedding dimension, is essentially surjetive.
For a sketh of proof, given a simpliial Stein algebra A (simpliialwise of
nite embedding dimension), we proeed in the usual way by indution on the
dimension of simpliies to onstrut a free DG-algebra resolution Rα suh that
◦H0(Rα) = Aα. If dimα = 0, this is has been done. For dimα > 0 we know al-
ready the values of the dierential on all free generators whih ome from stritly
lower dimensional simpliies, so that we just add some new generators and on-
strut the dierential s by desending indution on the degree of generators in
order to obtain exatness in negative degrees and suh that ST (H0(Rα)) = Aα
. -
4.2.3 We want to desribe another more subtle onstrution of suh resolu-
tions, by imposing additional assumptions on the resolution type. For this, we
x a omplex spae X , an embedding X· →֒ P· into a simpliial (free) poly-
dis P· and a free simpliial DG-algebra resolution (R, s) of OX· of the form
R = OP· [ei]i∈I with free generators ei of stritly negative degrees. The graded
simpliial algebraR admits an evident lifting to the ategory of simpliial ane
bounded algebras. But we annot extend diretly the identity s2 = 0 to this
algebra. Neverless, we will obtain it on a suitable (even maximal) ane sub-
spae Z· →֒ bP·, after xing an innite natural number N . The denition of Z·
is the following: we rst lift s to bounded derivation sN on
bR = ObP· [ei]i∈I .
Then s2N (ei) is innitesimal by onstrution. Dividing out these innitesimal
polynomials (over eah simplex), we obtain a subspae Z· →֒ bP· over whih
the lass of s2N is zero. In other words, we get a simpliial DG-algebra in the
ategory of bounded algebras, onserving all original free generators of negative
degree (and not adding any further ones).
Remark 4.2.4 The onstrution in 4.2.3 is inspired by deformation theory
of omplex spaes: desribing all small deformations of X by varying the dif-
ferential of a xed DG-algebra resolution of OX . Moreover, our onstrution
leads us to an obvious denition of what should be a deformation of X over
loal *-bounded algebras, for example algebras of the form
bC/a where a is an
ideal generated by some innitesimal omplex numbers. Suh nonstandard or
Leibniz deformations give an interesting alternative approah to deformation
theory where the meaning of innitesimal deformation beomes a metri one.
4.3 Speial features of the standard part onstrution
We ome to some remarkable properties of our standard part onstrution. Let
H be a standard hyperplane in the *-sheme ∗PnC. Then the natural inlusion
∗Cn →֒ ∗PnC indued by H , allows us to dene the notion of a bounded point
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in
∗PnC \ H . The following theorem shows that we an ompatify analyti
subsets of Cn in a (non-anonial) way to projetive *-shemes
Theorem 4.3.1 Let X ⊂ Cn be an analyti subset, dened by a nite number
of entire funtions on Cn . Then there is a standard hyperplane H ⊂ ∗PnC and
a *-projetive subvariety X ⊂ ∗PnC suh that X is the standard part of X \H.
Proof. Let X be the zero set of a nite family (fj)j∈J of holomorphi fun-
tions on Cn. We x an innite natural number N and extensions Fj of eah fj to
a nite family of *-bounded polynomials of degree ≤ N . Next, we homogenize
eah Fj to a homogeneous internal (but in general not *-bounded !) polynomial
F˜j of degree ≤ N in n+1 variables. Let X ⊂ ∗PnC be dened by the F˜j 's. Then,
by our onstrution, X has the desired property, q.e.d.
Theorem 4.3.2 LetX be an ane algebrai C-sheme suh that H2(Xan,Z) =
0. Then every holomorphi map f : Xan → PnC from Xan to a projetive spae
is the standard part of a *-bounded morphism F : bX →b PnC.
Proof. By our assumption, we an lift f to a holomorphi map f˜ : Xan →
Cn+1 \ {0}. By the results of setion 2.5, the map f˜ is the standard part of a
*-bounded map F : bX → bCn+1 whih avoids neessarily the halo of {0}. By
passing to the quotient (as in 4.1.2), we get our result, q.e.d.
Example 4.3.3. Let f : C → PnC be a holomorphi map. By xing an
innite natural number N , we may extend f to a morphism fN :
b C →b PnC of
*-bounded shemes suh that st(fN ) = f . Moreover, applying homogenization,
we an lift fN to a *-algebrai map f˜N :
∗P1 → ∗PnC whih will be a *-bounded
morphism if and only if f is algebrai. In fat, we an dene f˜N :
bP1 → bPnC
just as a map, but it will be not ontinuous at the point (1 : 0) if f is not
algebrai.
We lose this setion by mentioning a simple fat onerning the standard points
of internal subspaes of nonstandard omplex spaes
Theorem 4.3.4 Let X be a omplex spae and Y ⊂ ∗X an internal omplex
subspae of (nite) odimension k. Then the intersetion Y∩X is ontained in
a ountable union of omplex subspaes Yn, n ∈ N, of X of odimension k. The
same onlusion holds in the algebrai ontext.
5 The Nullstellensatz and nonstandard generi
points for omplex spaes
In this setion we prove in partiular that any maximal ideal of a Stein algebra
A is the vanishing ideal of an eventually nonstandard point. Moreover, we an
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show that any prime ideal of A is determined by its nonstandard zero set if and
only if it satises a Hilbert Nullstellensatz. We give a large lass of examples
of prime ideals whih are not determined by their nonstandard zero set and
with neessarily empty standard zero set. Closed ideals in Stein algebras are
extensively treated in Forster's paper [F℄.
Our notion of a nonstandard zero set of an ideal allows us to interpret generi
points of irreduible omplex spaes in a natural geometri way.
5.1 Nonstandard zeros of holomorphi funtions and the
Nullstellensatz
5.1.1 Let X be a Stein omplex spae and A := Γ(X,OX) its algebra of global
holomorphi setions. For any ideal I ⊂ A, we dene the nonstandard zero set
of I by
V(I) := {x ∈ ∗X | ∗f(x) = 0, ∀f ∈ I}.
Forster proved that the (standard) zero set of a proper losed ideal in a Stein
algebra is non empty. Siu[S℄ showed that the losedness is essential and gave an
example of an ideal whose its variety is empty. We prove that the nonstandard
zero set of any proper ideal is nonempty. This indiates that our denition is
an adequate notion of a zero set in the ontext of Stein algebras. Let I ( A
be a proper ideal. We dene the binary relation P on X × I by P < x, f >
if f(x) = 0. The relation P is onurrent: if f1, . . . , fr ∈ I then there exists
x ∈ X suh that fi(x) = 0 for eah i = 1, . . . , r. Sine ∗X is an enlargement of
X , there exists x ∈ ∗X suh that ∗f(x) = 0 for all f ∈ I and hene V(I) 6= ∅
(see appendix B).
There is also the dual onstrution: Let M ⊂ ∗X be any subset. We put
Id(M) := {f ∈ A | ∗f(x) = 0, ∀x ∈M}
the nonstandard ideal of M in A. These onstrutions transform an inlusion
into the opposite one. Moreover, we have the following rules: Let (Ir)r∈R be a
family of ideals in A and (Ms)s∈S a family of subsets of
∗X . Then
V(Σr∈RIr) = ∩r∈RV(Ir),
and
V(∩r∈RIr) = V(Πr∈RIr) = ∪r∈RV(Ir)
if R is nite, dually, for Id
Id(∪s∈SMs) = ∩s∈SId(Ms),
and
Id(∩s∈SMs) ⊃ Σs∈SId(Ms)
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Moreover, for any subset M ⊂ ∗X and any ideal I ⊂ A, we have learly
V(Id(M)) ⊃M,
Id(V(I)) ⊃
√
I.
More preisely, for the rst one, we show
Proposition 5.1.2 We have V(Id(M)) = ∩YV(Id(Y )), where the interse-
tion is taken over all Y ⊂ X losed analyti subsets suh that M ⊂ ∗Y .
Proof. If Y ⊂ X is analyti, we get Id(∗Y ) = Id(Y ) and thereforeV(Id(∗Y )) =
V(Id(Y )) ⊃ ∗Y . We note that Id(M) = ΣY Id(Y ), where the sum is taken over
all Y ⊂ X analyti suh that M ⊂ ∗Y , whih gives us the desired identity. -
We want to show that every prime ideal of A is the ideal of a (nonstandard)
point of X if and only if it satises a Hilbert Nullstellensatz.
Theorem 5.1.3 i) Let m be a maximal or a minimal prime ideal of A, then
m is of the form Id({x}),
ii) Let p be a prime ideal of A, then p is of the form Id({x}), if and only if
it satises the Nullstellensatz, i.e. Id(V(p)) = p.
Proof. i) We rst treat the ase of a maximal ideal. By the Nullstellensatz,
we have
∀n ∈ N, ∀f1, ..., fn ∈ m⇒ ∃ y ∈ X : fi(y) = 0 ∀i, 1 ≤ i ≤ n.
By the onurrene priniple (see the appendix), we onlude that there is a
point x ∈ ∗X suh that m ⊆ Id({x}). Sine m is maximal, we have equality.
ii) First, let p be of the form Id({x}). Then V(p) ⊃ {x}and so Id(V(p)) ⊂
Id({x}) = p, whih nally gives equality. For the onverse, we note that it
sues to show
∀n ∈ N, ∀f1, ..., fn ∈ p, ∀g1, ..., gn /∈ p⇒ ∃y ∈ X : fi(y) = 0 ∀i, g1(y)·...·gn(y) 6= 0
and sine g1 · ... · gn /∈ p, we may take n = 1 for the g′is for the veriation of
this impliation. By applying the onurrene priniple, we obtain
∃x ∈ ∗X : ∀f ∈ p, ∀g /∈ p⇒ ∗f(x) = 0, ∗g(x) 6= 0
whih means preisely that p = IdX(x). So let now be f1, ..., fn ∈ p and g /∈ p.
Assume that for the usual zero sets we have Z(f1, ..., fn) ⊂ Z(g). Then we get
also V(f1, ..., fn) ⊂ V(g) and so for the orresponding ideals Id(V(f1, ..., fn)) ⊃
Id(V(g)) ∋ g. But, Id(V(f1, ..., fn)) ⊂ Id(V(p)) = p and we would obtain g ∈ p,
whih is a ontradition. This shows (ii).
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iii) It remains to show that any minimal prime ideal is that of a point. Let
p be a prime ideal. In ontrast to the formula above, the following impliation
is always true
∀n ∈ N, ∀g1, ..., gn /∈ p⇒ ∃y ∈ X : g1(y) · ... · gn(y) 6= 0
sine it is true for n = 1 and p is prime. By the onurrene priniple, we
onlude that there is a point x ∈ ∗X suh that
∀g /∈ p⇒ g(x) 6= 0
whih means p ⊃ IdX(x), so nally p = IdX(x)by minimality of p, q.e.d.
Examples 5.1.4 i) Regarding the inlusion A →֒ ∗A, we obtain ertain prime
ideals of A by interseting just with those of ∗A. In partiular every internal
prime ideal of
∗A gives us one of A (for example, xing (pi)i, a ountable
sequene of losed prime ideals of A).
ii) Assume A to be an integral domain and that we have an order funtion
ω : A \ {0} → ∗N, i.e. ω satises ω(fg) = ω(f) + ω(g) and ω(f + g) ≥
inf{ω(f), ω(g)} as well as ω(1) = 0. Then the subset of A formed by zero and
all elements of innite ω-order is a prime ideal of A.
iii) Combining the onstrutions of (i) and (ii), we an immediately onstrut
expliitly many prime ideals of the ring of entire holomorphi funtions on Cn
whih are not ideals of nonstandard points.
We an determine the possible residue elds of a maximal ideal in a Stein
algebra
Theorem 5.1.5 Let A be a Stein algebra (of nite embedding dimension) and
m = Id(x) any maximal ideal of A. We suppose that the underlying ultralter
is δ−stable (see appendix A).
Then the residue eld of m is ∗C if {x} is an innite point and C if {x} is
bounded. In the last ase, {x} is standard and so m is a losed ideal.
Proof. We may assume that A = Γ(Cn,OCn). If {x} is an innite point,
then at least one oordinate of {x}, say {xk}, is innite. By projeting to
this oordinate, we may take rst n = 1. But in this ase, the point an be
represented (using δ-stability) by a sequene in C whih tends to ∞. Clearly,
here the residue eld must be
∗C, by lassial funtion theory in one omplex
variable. In this way, we get homomorphisms of elds κ(xk) → κ(x) → ∗C,
where the seond arrow is indued by evaluation in {x}. The omposition is, by
onstrution, evaluation in
∗C and therefore bijetive.
If the point {x} is bounded in ∗Cn, it has a standard part a. Sine every
holomorphi funtion whih vanishes in {x}, must also vanish in a, we obtain,
by maximality of m, our result, q.e.d
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For the rest of this setion we will always assume that our ultralter is δ-
stable.
5.2 On the spetrum of a Stein algebra
Here is the main result of this setion
Theorem 5.2.1 Let X be a Stein omplex spae. Then the image of the
natural map
IdX :
∗X −→ Spec(Γ(X,OX))
whih assoiates to a point x ∈ ∗X its ideal Id({x}), onsists of all prime
ideals satisfying the Nullstellensatz. Moreover, this image ontains all maximal,
minimal and all losed prime ideals of Γ(X,OX).
Proof. First we remark that this map is well-dened, by onsidering the
evaluation homomorphism Γ(X,OX) → ∗C, given by a point x ∈ ∗X . Let p
be a prime ideal in Γ(X,OX). By the results of the last subsetion, we only
need to treat the ase of losed prime ideals. But suh a prime ideal satises
the usual Nullstellensatz (see [F℄) and so in partiular the nonstandard one, i.e.
Id(V(p)) = p. Again, 5.1.3 gives us our statement, q.e.d.
Corollary 5.2.2 Let X be an irreduible Stein omplex spae. Then there
exists a point x ∈ ∗X suh that the evaluation in x
χx : Γ(X,OX) −→ ∗C
is injetive. For the eld of meromorphi funtions, we get
M(X) −→ ∗C,
the indued homomorphism of elds.
Now we ome to study some topologial properties of the map IdX. One
an dene a topology T on ∗X where V (I) are losed sets for this topology (see
setion 5.1). For eah f ∈ A = Γ(X,OX), the open set
D(f) = {x ∈ ∗X, ∗f(x) 6= 0} = ∗{x ∈ X, f(x) 6= 0} = ∗D(f)
is a distinguished open set, the family of distinguished open sets is a basi for
the topology T . Hene T is the S-topology on ∗X when X is equipped with the
Zariski topology where {D(f), f ∈ A} forms an open base, alled the S-Zariski
topology on
∗X (see appendix C).
Proposition 5.2.3 Let Let X be a Stein omplex spae. Then the natural
map
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IdX :
∗X −→ Spec(Γ(X,OX))
is ontinuous for the S-Zariski topology on
∗X and the Zariski topology on
Spec(Γ(X,OX)).
Proof. For eah x ∈ ∗X and f ∈ Spec(Γ(X,OX)), we have f ∈ IdX(x) if
and only if,
∗f(x) = 0. Hene, we get IdX
−1(D(f)) = D(f) whih shows that
our map is ontinuous. -
Denition 5.2.4 Let X be a omplex spae and x ∈ ∗X a point. The
Zariski losure x of x in X is the smallest analyti subset Y of X suh that
x ∈ ∗V for every Zariski-open V ⊂ Y . If Y ⊂ X is an analyti subset and
x ∈ ∗Y , we all x a generi point of Y if x = Y .
Remark 5.2.5 i) The Zariski losure x of x in X is always irreduible.
ii) Note that x may be sometimes the empty set, for example if X = C and
x ∈ ∗C is given be a disrete sequene onverging to innity.
Theorem 5.2.6 Let X be an irreduible omplex spae. Then X has always
a generi point. Moreover, for every standard point x ∈ X, there is a generi
point of X in the halo of x (for the usual topology).
Proof. Let U1, ..., Un be a nite family of non-empty Zariski open subsets of
X . Then, by the irreduibility of X , the intersetion U1,∩... ∩ Un is also non-
empty. The onurrene priniple allows us to onlude that there is a point
η ∈ ∗X suh that η ∈ ∗U for every non-empty Zariski open subset U of X . This
point will be generi for X : Let Y ⊂ X be any stritly smaller analyti subset
suh that η ∈ ∗Y . Sine we have η ∈ ∗(X \Y ) too, we get a ontradition. This
shows the rst part of (5.2.6).
We rene slightly our argument in order to obtain the seond part. Let x be
a standard point of X . We deompose X loally around x ∈ X into irreduible
omponents X1 ∪ ... ∪Xr and x one of them, say X1. In X1, we onsider the
subsets of the form V \ Y where V is a (usual) open neighborhood of x in X1
and Y ⊂ V a stritly smaller losed analyti subset, dened by nitely many
holomorphi funtions on V . Clearly, every nite intersetion of suh subsets
is non-empty. By the onurrene priniple, there is a point η ∈ ∗(V \ Y ) for
every one of our subsets V \ Y . Evidently, η is bounded and its standard part
is x by onstrution. We laim that η is a generi point for X . Let Z ⊂ X be a
stritly smaller analyti subset. By irreduibility and purity of dimension of X ,
we annot have Z = X1 loally around x. So Z is stritly smaller than X1 in
some neighborhood of x too. We therefore get η ∈ ∗(X \ Z) whih means that
η is a generi point for X , q.e.d.
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Remark 5.2.7 We should mention in this ontext the paper of G.Wallet [W℄
in whih he shows algebrai versions of the existene of nonstandard generi
points by a more diret method. The ase of omplex spae spae germs has
already been treated by A.Robinson in [R2℄.
6 Dierential forms seen in a modern nonstan-
dard way
In this setion, we show how dierential forms nd a natural desription in the
ontext of our *-bounded algebras. We prove in partiular that they oinide
(in all relevant ases) with the assoiated analyti ones.
LetDn be the subring of the internal polynomials in 2n- variables C[X, dX ]int =
C[X1, . . . , Xn, dX1, . . . , dXn]int dened by
Dn := {P ∈ C[X, dX ]int |P (x, ξ) ∈ bC for eah (x, ξ) ∈ bCn × iCn}.
By theorem 2.2.1, it is immediate that the ringDn is invariant under derivations.
Furthermore, eah P ∈ Dn an be written as
P (X, dX) = P0(X) +
n∑
i=1
Qi(X, dX)dXi
where P0(X) = P (X, 0) ∈ bC[X1, . . . , Xn] and Qi ∈ Dn, sine Qi(x, ξ) =∫ 1
0
∂P
∂ξi
(x, tξ) dt.
More generally, let A = bC[X ]/a be a *-bounded algebra, using the abbre-
viation X = (X1, ..., Xn). We dene an innitesimal version of the diagonal
algebra of A by setting
D(A) := Dn/aDn + δ(a)Dn
where δ(f) := f(X + dX) − f(X) for any f ∈ bC[X ]. Evidently, there is a
natural injetive homomorphism of rings A → D(A) and D(..) is a ovariant
funtor whih onserves epimorphisms. The standard part onstrution gives
us an epimorphism
st : D(A) −→ Aan
to the Stein algebra Aan, assoiated to A. Let IA be the kernel of this map. If
A = bC[X ], we simply write In. Clearly, IA ontains eah D(A)dXi and also
Inf(A)D(A) where Inf(A) denotes, by denition, the kernel of the standard
part map A→ Aan.
Denition 6.1We all the ideal a saturated if the standard part map a→ ◦a
is surjetive.
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Remark 6.2 i) a is saturated if
◦
a is a losed ideal in O(Cn), for example if
a is nitely generated.
ii) If a is a losed subset of bC[X ] with respet to the S-topology (inher-
ited and onstruted from the ompat-open topology of C(Cn,C)), then a is
saturated.
iii) If a is saturated, then the natural mappings iC[X ]→ Inf(A) and In →
IA are surjetive .
We an show now
Proposition 6.3 i) IA = Inf(A) +
∑n
i=1D(A) dX i if a is saturated,
ii) for f ∈ bC[X ] we have, f(X + dX)− f(X) ∈ In,
iii) for f ∈ iC[X ] we have, f(X + dX)− f(X) ∈ I2n.
Proof. The assertion (i) is lear for A = bC[X ], sine P ∈ In if and only if
P0 ∈ iC[X ]. By saturation of a, we an redue to the ase A = bC[X ]. For the
seond one, we already know that f is S-ontinuous at eah x ∈ bCn. Hene,
for every x ∈ bCn and ξ ∈ iCn, we have f(x+ ξ)− f(x)≈ 0. The third assertion
is a onsequene of the stability of
iC[X ] under partial derivations. -
Lemma 6.4 If a is saturated, then we have Inf(A)2 = Inf(A).
Proof. By saturation, it is suient to treat the ase A = bC[X ]. Let
P =
∑
aνX
ν ∈ iC[X ]. Then a0∈ iC and |aν |
1
|ν|∈ iC, for eah 0 < |ν| ≤ d whih
implies in partiular that aν∈ iC. Setting ε = max0≤|ν|≤d |aν | 12 , we have ε∈ iC,
Dene now
Q =
∑
0≤|ν|≤d
bνX
ν
where bν :=
aν
ε
.
It is easy to prove that b0∈ iC and |bν |
1
|ν|∈ iC, hene Q ∈ iC[X ] and P = εQ ∈
(iC[X ])2. -
Next, we onsider the anonial map δA : A → D(A) whih assoiates to
eah lass [F ] modulo a of a bounded polynomial F ∈ bC[X ], the lass [δ(F )]
in D(A).
Proposition 6.5 The indued mapping δA : A→ IA/I2A is a derivation.
Proof. First, we note that we an redue immediately to the ase A = bC[X ].
But here, it is the usual standard veriation. -
We remark that IA/I
2
A arries a natural A
an
-module struture (sine anni-
hilated by Inf(A) ⊂ IA). So, we make the following denition
Denition 6.6 The *-bounded module of 1-forms is denoted by
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bΩA := IA/I
2
A.
If A = bC[X ], we simply write bΩn.
By a standard veriation, we get
Proposition 6.7 If a is saturated, the natural sequene of A-modules
δ
a/a2 −→ bΩn/a · bΩn −→ bΩA → 0
is exat and all three terms are Aan-modules.
We are able to show the omparison theorem
Theorem 6.8 The natural homomorphism γA :
bΩA → ΩAan is always
surjetive and bijetive if the ideal a is saturated.
Proof. We rst treat the ase A = bC[X ] and put I := In. Consider the map
ϕ : I → Γ(Cn,ΩCn) = ⊕iO(Cn)dxi dened by
ϕ(P0 +
n∑
i=1
Qi dXi) =
n∑
i=1
st(Qi)dxi.
This mapping is well dened sine Qi ∈ Dn and we know that ϕ(I2) = 0. We
shall prove that Ker(ϕ) = I2 and that ϕ is surjetive.
Let P = P0 +
∑n
i=1Qi dXi ∈ I suh that ϕ(P ) = 0, so Qi ∈ I. Hene, Qi =
Qi,0 +
∑n
j=1Qij dXj where Qi,0 ∈ iC[X ]. As a onsequene, the polynomial P
an be expressed in the form P = P0 +Σ
n
i=1Qi,0dXi +
∑n
i,j=1Qij dXi dXj . By
lemma 6.4, we dedue that P ∈ I2.
Now let f(x)dxi be an element of Γ(C
n
,ΩCn) and fN ∈ bC[X ] suh that
◦fN = f . Consider FN ∈ bC[X ] suh that ∂iFN = fN . If we set
P (X, dX) := FN (X + dXi)− FN (X)
we obtain P ∈ I and
P (X, dX)− fN (X)dXi = FN (X + dXi)− FN (X)− fN(X)dXi ∈ I2.
In partiular we get ϕ(P ) = ϕ(fN (X)dXi) = st(fN ) dxi = f (x)dxi.
The general ase will be a onsequene of the funtorial properties of both
Ω-onstrutions: The surjetivity of γA is immediate. If a is separated, then we
an use the sequene in 6.7 and bijetivity for A = bC[X ] to onlude that of
γA, q.e.d.
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Theorem 6.9 Let a be saturated. Then the exat sequene of Aan-modules
0→ IA/Im+1A → D(A)/Im+1A → Aan → 0
splits by a natural setion s : Aan → D(A)/Im+1A for any m ∈ N.
Proof. Consider the exat sequene of Aan-modules
0→ IA/Im+1A → D(A)/Im+1A → Aan → 0.
Let s : Aan → D(A)/Im+1A be the morphism, dened by s(f) = F mod Im+1A ,
where F ∈ A suh that st(F ) = f . This map is well dened: Let F and
G be two elements in A satisfying st(F ) = st(G) = f . Then F − G ∈
Inf(A) = Inf(A)m+1 ⊂ Im+1A . Clearly, s is a natural setion of the quo-
tient map D(A)/Im+1A → Aan and this implies that the above sequene of
Aan-modules is in fat split exat, q.e.d.
Remark 6.10 It is possible to globalize our Ω-onstrution for *-bounded
shemes. But this approah is only satisfatory if the ane piees are dene by
saturated ideals.
Appendix
A Filters and Ideals
A lter is a speial subset of a partially ordered set. We start by introduing
a lter of sets whih is the most used speial ase, the partially ordered set
is the power set of some set. Filters play an important role in many elds of
mathematial like topology from where they originated and also lattie theory.
In this setion, I denotes a nonempty set and P(I) the set of subsets of I.
Denition. A lter on I is a non empty olletion F ⊂ P(I) of subsets of
I, satisfying the following onditions
i) if A,B∈ F , then A ∩B ∈ F ,
ii) if A ∈ F and A ⊂ B ⊂ I, then B ∈ F .
We say that F is proper if ∅ 6∈ F that is F ( P(I) .
A trivial example of a lter on I is the olletion F = {I} that onsists only
of the set I itself.
Let A be a nonempty subset of I. Then the olletion F = {X ⊂ I | X ⊃ A}
is a lter on I. It is alled the prinipal lter on I generated by A. In general, if
H ⊂ P(I) has the nite intersetion property, that is, the intersetion of every
nonempty nite sub-olletion of H in nonempty, then there exist a smallest
proper lter ontaining H, the lter generated by H.
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An ultralter is a proper lter whih satises : for any A ⊂ I, one has either
A ∈ F or I \ A ∈ F . It is an easy exerise to prove that F is an ultralter on
I if and only if it is a maximal proper lter on I, that is, there is no proper
lter F ′on I ontaining F . If A = {a}, the prinipal lter generated by a is an
ultralter. If I is nite, then every ultralter on I is of this kind. If I is innite,
there exists nonprinipal lters on I, for example the lter of all onite subsets
of I .
The dual notion of a lter is an (ordered) ideal. Let us reall the denition
of an ideal in a power set of some non empty set.
Denition. An ideal on I is a non empty olletion J ⊂ P(I) of subsets of
I, satisfying the following onditions
i) if X,Y ∈ J, then X ∪ Y ∈ J,
ii) if Y ∈ J and X ⊂ Y , then X ∈ J.
This denition is that of an ideal in the Boolean ring P(I), expressed in the
terms of the operations union and intersetion in the Boolean algebra P(I).
An ideal J on I is alled a prime ideal if for every X ⊂ I, either X ∈ J or
I \X ∈ J. In Boolean algebras, the terms prime ideal and maximal ideal oin-
ide, as do the terms prime lter and maximal lter.
We note that if F is a lter on I then J = {I \X | X ∈ F} is an ideal, and
vie versa, if J is an ideal on I, then F = {I \X | X ∈ J} is a lter.
By appliation of Zorn's Lemma, one proves that every proper lter on a set
I an be extended to an ultralter on I. So if I is innite, then there exists a
non prinipal ultralter on I whih ontains in partiular the lter of onite
sets.
Algebrai desription of lters
The following algebrai desription of lters on a set I is due to Kohen [K℄.
Let I be an index set, and Ki (where i ∈ I) be a family of ommutative elds.
We put R := Πi∈IKi. Then R is a von Neumann regular ring, that is, it sat-
ises: ∀x ∈ R ∃y ∈ R suh that x = xyx. Kohen [K℄ proved that the ideal
struture of the ring R an be desribed by lters on the set I. We use the
following notations: for f ∈ R, let Z(f) = {i ∈ I | f(i) = 0}. If a is any
ideal in R, we put F(a) := {Z(f) | f ∈ a}. If F is a lter on I, we dene
Id(F) := {f ∈ R | Z(f) ∈ F}. One veries easily that Id(F) is an ideal of R
and F(a) is a lter on I.
Theorem. The onstrution above gives a one-one orrespondene between
the family of ideals in R and the family of lters on I. Furthermore, prime
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ideals orrespond to ultralters. If a is an ideal, then R/a ≃ R/F(a). If a is a
prime ideal, then Ra ≃ R/a.
We want to generalize this to arbitrary ommutative rings, instead of elds.
We rst onsider the ase of loal rings (Ri,mi)i∈I , eah one dierent from the
zero ring. Put R := Πi∈IRi. For f = (fi)i ∈ R, we dene the variety of f by
V(f) := {i ∈ I | fi ∈ mi}.
If a ⊂ R is an ideal, then F(a) := {V(f) | f ∈ a} is a lter on I. This follows
from the following fats: take f, g ∈ R, then V(fg) = V(f) ∪ V(g); there are
ε, δ ∈ R, suh that V(εf + δg) = V(f) ∩ V(g). Moreover, if a ⊂ R is a proper
ideal, then F(a) is proper too.
There is the dual onstrution: Let F be a lter on I. We put
Id(F) := {f ∈ R | V(f) ∈ F}.
Then Id(F) is an ideal of R. If F is proper, then Id(F) is proper too. We note
that both onstrutions onserve inlusions and we have always
a ⊂ Id(F(a)),
F = F(Id(F)).
One an show
Proposition. i) Let m ⊂ R be an ideal. If m is maximal, then F(m) is an
ultralter on I.
ii) Let F be a proper lter on I. Then Id(F) is a maximal ideal of R if and
only if F is an ultralter on I.
Corollary. The mapping
F : Specmax(R) −→ ufil(I)
whih assoiates to every maximal ideal of R its ultralter, is well-dened and
bijetive.
We ome to the ase of not neessarily loal (but non zero) rings Ri, i ∈ I. For
a ommutative ring A, we dene
W(A) :=
∏
m∈Specmax(A)
Am.
Then we prove
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Theorem. Every maximal ideal of R := Πi∈IRi is indued by a (not
neessarily unique) maximal ideal of Πi∈IW(Ri), i.e. by an ultralter on the
disjoint union ⊔i∈ISpecmax(Ri).
For the proof, we take a maximal ideal m of R. Put S := Πi∈IW(Ri). Then
we note that mS is a proper ideal of S. Otherwise 1S would be a nite linear
ombination of elements of m. But this implies, by the loal-global priniple
of ommutative algebra, that these elements generate eah Ri, and so nally
m = R whih is impossible. It follows that mS is ontained in at least one
maximal ideal of S. We obtain our result by applying the above proposition.
δ-stable ultralters
There are some appliations in analysis where a partiular kind of ultralter are
very advantageous. In [C2℄ Choquet onstruted δ-stable ultralters, previously
alled absolutely 1-simple ultralters in [C1℄.
Denition [C2℄ We say that an ultralter U is δ-stable if (Jn)n∈N is any
sequene of elements of U , there is a set J∞ ∈ U , almost ontained in eah Jn,
so J∞ \ Jn is nite for eah n.
Choquet has shown (see [C1℄, theorem 6 ) that under the ontinuum hypoth-
esis, there exist δ-stable ultralters over N.
Stroyan and Luxemburg (see [SL℄, theorem 7.1.1 p.175) proved that eah
innite λ natural number an be represented by a sequene limλ(j) = +∞. It
is straightforward that this is still valid for innite positive reals
Theorem. If
∗R is a δ-stable ultrapower of R and λ= [λ(j)] ∈ ∗R+∞ is
innite positive real, then there exists a set J∞ ∈ U suh that
lim
j→∞, j∈J∞
λ(j) = +∞.
The standard part of hyperreals
Let U be a nonprinipal ultralter on N and∗R the orresponding ultrapower
of R, that is, ∗R = RN/U with (xi) ∼ (yi) if {i ∈ N, xi = yi} ∈ U . Then
(∗R,+, ., <) is an ordered eld extension of (R,+, ., <). Elements of ∗R are
alled (hyper)real numbers.
A hyperreal r ∈ ∗R is bounded or nite if |r| < n for some n ∈ N, and
innitesimal if |r| < 1
n
for every n ∈ N, n ≥ 1. Let s ∈ ∗R. We say that r and
s are innitely lose if r − s is innitesimal. We write r ≈ s in this ase. We
denote by
bR the subring of ∗R of bounded numbers and by iR the ideal of bR
of all innitesimals.
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Theorem. If ρ is bounded, then there exists a unique real r suh that ρ ≈ r.
We all r is the standard part of ρ and write r = ◦ρ or r = st(ρ). The map
st : bR −→ R
is alled the standard part map. It is an order preserving homomorphism from
the ring
bR onto R. The kernel st is iR and the quotient ring bR/
i
R is iso-
morphi to R.
We restrit st, the standard part map, to
∗Q, the set of hyperrationals,
st∗Q∩bR:
∗Q∩bR −→ R. By density of Q in R, st∗Q∩bR is surjetive and the
quotient
∗Q∩bR/∗Q∩iR is isomorphi to R (the ompletion of Q).
Brunjes and Serpé [BS2℄ treated the ase of a non trivially valued led (K, |.|)
with loally ompat ompletion (Kˆ, |.|). They proved that ∗Kfin/∗K inf is iso-
morphi to Kˆ, where ∗Kfin denotes the set of nite elements of ∗K and ∗K inf
the set of innitesimal elements of
∗K.
B Priniples of Nonstandard Analysis
Transfer Priniple
The fundamental property of ultraproduts is the following:
Theorem (os) Let L be a rst order language and Ai, i ∈ I be stru-
tures for L. Let U be an ultralter on I and ∗A = (Πi∈IAi)/U . Then for
any rst order formula ϕ(x1,, . . . , xn) with x1, . . . , xn its only free variables and
[a1], . . . , [an] ∈ ∗A, we have that ∗ϕ([a1], . . . , [an]) is true in ∗A if and only if
{i ∈ I : ϕ(a1(i), . . . , an(i)) is true in Ai} ∈ U . In partiular if ϕ is a sentene,
then ϕ is true if and only if ∗ϕ is true.
We present some interesting appliations of os' Theorem.
1. Let (ki)i∈I be a family of (algebraially losed) elds. Then
∗k, their
ultraprodut, is again a (algebraially losed) eld.
If for eah prime p, only nitely many ki have harateristi p, then
∗k
has harateristi zero. In partiular, if P is an innite prime in ∗Z then
∗Z/P ∗Z is a eld of harateristi zero. Its algebrai losure is (non-
anonially) isomorphi to C, beause eah eld is algebraially losed
with the same ardinality whih is equal to that of the ontinuum. In the
same manner, one an show that
∗C is (non-anonially) isomorphi to C.
2. Let (Ai)i∈Ibe a family of loal rings with maximal ideal mi and residue
led ki = Ai/mi. Then
∗A, their ultraprodut, is a loal ring with maximal
ideal
∗m and residue eld ∗k = ∗A/∗m. In fat, a ring is loal if and only
if the sum of two non-units is a non unit.
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Permanene Priniple
This priniple asserts that ertain funtions an be extended to larger domains
than those over whih they are originally dened.
Theorem Let ϕ(x) be an internal formula with the only free variable x.
Then
i) If there exists k ∈ N suh that ϕ(n) is true for all n ∈ N with k ≤ n, then
there exists K ∈ ∗N \ N suh that ϕ(n) is true for all n ∈ ∗N with k ≤ n ≤ K.
ii) If there exists K ∈ ∗N \ N suh that ϕ(n) is true for all n ∈ ∗N \ N
with n ≤ K, then there exists k ∈ N suh that ϕ(n) is true for all n ∈ ∗N with
k ≤ n ≤ K.
iii) If ϕ(x) holds for eah innitesimal x, then there is a standard r > 0 in
R so that ϕ(b) holds for all b with |b| ≤ r in ∗R.
Corollary (Spillover Priniple) Let A be an internal subset of ∗R.
i) If A ontains all standard natural numbers, then A ontains an innite
natural number.
ii) If A ontains all innite natural numbers, then A ontains a standard
natural number.
Conurrene or Saturation Priniple
This priniple provides us with new objets in nonstandard extensions. Let
X be an innite set and R be a binary relation on X . R is alled concurrent if
for any nite subset {x1, . . . , xn} of the domain of R there exists an element y
with xiRy for all i between 1 and n.
Theorem. If R is onurrent, then there exists b∈ ∗X suh that ∗x(∗R)b
for all x ∈ domR.
This is also alled the enlargement property :
∗X is an enlargement of X
if every onurrent relation veries the enlargement property. Let us onsider
some examples:
1. R(x, y) : (x ∈ R) ∧ (y ∈ R)(x ≤ y) R is a onurrent relation on R, so
there exists b ∈ ∗R suh that x ≤ b for any x ∈ R. Evidently, b is an innite
number.
2. Let X be a topologial spae, x ∈ X and ∗X an enlargement of X . Then
there exists an internal open set W in ∗X ontaining x, suh that W ⊂ µ(x).
We denote by Ωx the system of open neighborhoods of x. The binary relation
R dened on Ωx × Ωx dened by R(U, V ) if U ⊃ V is onurrent. So, the
enlargement property guarantees the existene of W∈ ∗Ωx suh that ∗U ⊃ W ,
for every U ∈ Ωx. In a metri spae, one an take W an ∗-ball with x as enter
and positive innitesimal radius.
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C Nonstandard Topologies
Topologial spaes
Let (X, T ) be a topologial spae. In the literature, usually two topologies
on the nonstandard extension of
∗X are onsidered. The rst one, alled Q-
topology, introdued by Robinson [R1℄, has a basis, onsisting of elements in
∗T .
In fat, by transfer, elements of
∗T are stable under ∗-nite intersetion, hene
under nite intersetion and under internal union. Furthermore, ∅ ,∗X∈ ∗T .
Elements in the Q-topology are alled Q-open and elements in the base ∗T are
alled ∗-open subsets of ∗X . A ∗-open set is learly Q-open .The onverse is
false in general: there are external sets whih are open in this topology. Robin-
son proved that if Y is an internal subset of ∗X , then Y is Q-open if and only
if Y is ∗-open. The seond one, alled S-topology by Robinson, has as basis
B = {∗U | U ∈ T }. The Q-topology is ner than the S-topology.
Let x ∈ X be a point. The monad of x or halo is the subset
µ(x) = ∩U∈T ,x∈U∗U .
A point y ∈ ∗X is, by denition, near-standard, if there exists x ∈ X suh that
y ∈ µ(x). We write y ≈ x in this ase. The set of near-standard points of ∗X
is ns(∗X) = ∪x∈X µ(x). Many topologial properties of X an be expressed via
monads, so the halos of
∗X whih enode the topology of X .
For a Hausdor topologial spae, we have a standard part map st : ns(
∗
X)→
X dened as follows: we set st(y)= ◦y = x, for every y ∈ µ(x) and x ∈ X ,. This
map is well dened beause in the ase of Hausdor spaes, halos of standard
points onstitute a disjoint partion of near standard points. Even for a non-
Hausdor spae, we an dene the standard part of a set B⊂ ∗X , by setting:
st(B)= ◦B = {x ∈ X | µ(x) ∩B 6= ∅}.
Under ertain ardinality restritions (expressed via the notion κ-saturated
enlargement), standard parts of internal subsets turn out to be always losed.
The following result an be found in the book of Hurd and Loeb ([HL℄ p.117)
Theorem. Assume that (X, T ) is a topologial spae and ∗T is a κ-saturated
enlargement of T with κ > cardT .
i) If B is internal subset of ∗X, then st(B) is losed.
ii) If B is internal subset of near-standard points of ∗X, then st(B) is om-
pat.
If X satises the rst axiom of ountability (for example if X is a metri
spae), one an use just ℵ1-saturation.
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Metri spaes
LetX be a metri spae with distane funtion ρ and Γ be the set of all open balls
B, where B(x, r) = {y ∈ X | ρ(x, y) < r} for a point px ∈ X and a positive real
r. We desribe the monad of a point x∈ ∗X by µ(x) = ∩∗B(x, r) = {y∈ ∗X |
∗ρ(x, y) ≈ 0}. Obviously, ∗Γ forms a basis for the Q-topology of ∗X . Let p∈ ∗X
and r a standard positive number. We put S(p, r) = {q∈ ∗X | ◦ρ(p, q) < r}.
The S-balls give us a topology in ∗X , whih we is the S-topology. The spae
∗X , endowed with the S-topology in not Hausdor. In fat, if x, y∈ ∗X suh
that x ≈ y and if r > 0 is a standard positive real, we obtain S(x, r) = S(y, r).
Let (X, ρ), (Y, d) be two metri spaes and f : ∗X → ∗Y be a map from
∗X to ∗Y . Let x ∈ ∗X be a point. We say that f is S-ontinuous at x, if f
is ontinuous at x as a map from ∗X to ∗Y where both sets are equipped with
the S-topology, that is, for every standard ε > 0, there exists a standard δ > 0
suh that
∗d(f(x), f(y)) < ε for eah y ∈ ∗X , suh that ∗ρ(x, y) < δ. There is
a simple haraterization of S-ontinuity of internal maps. If f is an internal
map, then f is S-ontinuous at x if and only if f(µ(x)) ⊂ µ(f(x)).
Let X be a metri spae with distane funtion ρ. A point p∈ ∗X is alled
bounded (or nite) if there exists a standard point q ∈ X suh that ∗ρ(p, q) is
bounded, i.e. there exists a standard positive real m > 0 suh that p ∈ ∗B(q,m).
We denote by bd(
∗
X) the set of bounded points of ∗X . Robinson proved (see
[R1℄ theorem 4.3.1 p.100) that a metri spae X is bounded if and only if
∗X = bd(
∗
X). Clearly, we always have ns(∗X) ⊂ bd(∗X).
Standard part of a map
Let X and Y be two topologial spaes. F(X,Y ) (resp. C(X,Y )) denotes the
set of all (resp. ontinuous) maps from X to Y . As usual ns( ∗X) is the set of
nearstandard points and cpt( ∗X) = ∪K⊂X,K compact ∗K is the set of ompat
points.
One of the most powerfull tools in nonstandard analysis is taking standard
parts of objets of the nonstandard universe. If Y is Hausdor, we an dene
for every f ∈ ∗C(X,Y ) with f( ∗x) ∈ ns( ∗X) for all x ∈ X , the standard part
funtion st f : X → Y by stf(x) := ◦ (f( ∗x)) . Thus, we have a mapping
st : {f ∈∗ C(X,Y ) | f( ∗x) ∈ ns( ∗Y ) ∀x ∈ ∗X} −→ F(X,Y )
It is known that st f is in general not a ontinuous funtion.
Theorem. Let B be a subset of ∗X and f : B → ∗Y an internal map
suh that f(B) ⊂ ns(∗Y ) and f is S-ontinuous on B. Then st f exists and is
ontinuous on
◦B.
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We endow C(X,Y ) with τ , the ompat open topology. Let f ∈ C(X,Y ) be
a mapping. We denote by µτ (f) the halo of f with respet to the ompat open
topology. One easily veries that
µτ (f) = {g ∈ ∗C(X,Y ) | g(x) ≈ ∗f(x) ∀x ∈ cpt( ∗X)}
If X is loally ompat, then cpt( ∗X) = ns( ∗X), hene
µτ (f) = {g ∈ ∗C(X,Y ) | g(x) ≈ ∗f(x) ∀x ∈ ns( ∗X)}.
Theorem. Let X,Y be two Hausdor topologial spaes and X loally
ompat. Then nsτ (
∗C(X,Y )) onsists of all internal maps sending nearstan-
dard points of
∗X to nearstandard points of ∗Y and whih are S-ontinuous on
ns( ∗X).
In partiular, nearstandard funtions for the ompat-open topology are those
whih are bounded and S-ontinuous on ns( ∗X).
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