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     During the 2011 Japan great east earthquake, tsunami and nuclear crisis, thousands of people had 
no access to electricity and facilities. Without electricity, education, health centers and other critical 
services and facilities declined. Since that time, microgrid development in Japan has been focused on 
resilience for solving such problems. Together with the emphasizing of Japan’s strategic energy plan 
(SEP 2014), it calls for the enhancing of resilience of domestic energy supply networks, promoting 
and increasing distributed generations (DGs) and renewable energy resources (RESs), reducing 
energy demand and promoting decentralized energy by improved batteries and storage systems. For 
these reasons, Battery Energy Storage Systems (BESS) have become an essential component for 
microgrids and power systems so as to stabilize, recover and improve microgrids/power systems 
from instabilities and system collapses. Therefore, BESS can be concluded as a rapid and flexible 
device for microgrids and power systems.    
 
    In the part decades, various optimizations of large interconnected power system including the 
small size of BESS had been solved. The impact of small size and location of BESS could not cause 
stability issues and power loss to a large system. Thus, the impact of BESS size and location were 
negligible. Looking at a small power system currently such as microgrids, BESS size and location 
cannot be negligible anymore. Without an optimum size and location of BESS, it can cause stability 
issues, and increase in costs, power loss and larger BESS capacity. Thus, the main challenge in 
integrating BESS into a microgrid is to evaluate an optimum size and location of BESS in order to 
secure system stability and performance in both grid-connected and isolated operations as well as 
guarantee the full use of a microgrid with efficiency.  
 
    To evaluate an optimum size and location of BESS, a conventional method known as the analytic 
method in Chapter 3 is introduced to solve the mentioned problems. However, the results based on 
the analytic method are not acceptable with frequency and voltage conditions of the microgrid. 
Hence, artificial intelligent (AI) techniques are introduced to solve the mentioned optimization 
problems. First, this research proposes a novel optimization method using particle swarm 
optimization (PSO) based on frequency control of the microgrid to determine an optimum size of 
BESS in Chapter 4. Based on the PSO results, the optimization-based PSO method can achieve the 
optimum size of BESS and system performance-based PSO is acceptable with frequency and voltage 
conditions of the microgrid. However, the optimization-based PSO method is not flexible to 
evaluate an optimum location of BESS once its output change. Then, this research proposes a new 
optimization method using artificial neural networks (ANN) based on frequency control and loss 
minimization of the microgrid to evaluate both an optimum size and location of BESS in Chapter 5. 
Based on the ANN results, the optimization-based ANN can determine an optimum size and 
location of BESS with a high accuracy and low prediction errors. Nevertheless, the optimization-
based ANN provides the very fast calculation time and almost the same BESS size and system 
performance with the optimization-based PSO. However, the best optimum size of BESS is still 
achieved by the optimization-based PSO method. Afterwards, a brand new optimization idea 
combining the strengths of both PSO and ANN methods is promoted to evaluate online optimum 
powers of BESS for microgrids in Chapter 6. Based on the online optimization of BESS, the results 
show that the online optimization of BESS can accurately determine online optimum powers of 
BESS based on frequency control of the microgrid under the environments of a sunny and rainy day 
as well as the changes of typical loads/generations without the necessity of performing the new 
optimization process.  
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1.1 Significance of Power System Optimizations 
 
 
     From the past up to present, optimization techniques have been implemented to 
power system analysis, operations and controls worldwide served as an important role. 
The main contributions of optimization are involved in terms of cost, improved 
operational reliability, stability, flexibility and system security. Currently, power 
systems are growing larger and more complicated due to the rising of load demand, 
fossil fuel demand of thermal power plants, resulting in an increase in costs and 
emission such as greenhouse gas (GHG) into Earth’s atmosphere. Hence, 
optimization has become important for the power system utilities and operations [1], 
[2]. 
 
     Since the 2011 Fukushima nuclear crisis in Japan, there are many concerns about 
the effects of uranium mining near tribal lands and unstable levels of environmental 
emissions worldwide. Together with a reduction of fossil fuel resources and the 
limitations of large scale renewable energy development. Thus, optimization has 
become even more essential in power systems [3].   
 
     Several optimization approaches including conventional and AI techniques have 
been applied to solve problems in power systems. These approaches are continuously 
developed and improved to coup with large and complex sizes of power systems. 
Optimization problems are complex because of a large number of constraints. Thus, 
the ability for achieving better solutions and shorter calculation times is the essential 
goal of these optimization methods. Various optimization problems have been 
concerned and solved in power system operations such as optimal power flow, 
maintenance, unit commitment, hydrothermal scheduling, economic dispatch and etc. 
[4].     








       Nowadays, artificial intelligent (AI) techniques have been applied for solving 
optimization problems worldwide. The main advantages of AI techniques are the 
ability to deal with complex problems that conventional methods cannot solve, and 
the simplicity of AI methods due to the simple mathematical structures. AI methods 
are also easy to combine with other methods for the hybrid ability, combining the 
strengths of each single method. A brief survey on the numerous AI methods for 
power system optimizations is presented as follows: 
 
Fuzzy logic systems are forms of mathematical means of describing vagueness in 
linguistic terms where the truth values of variables between 0 and 1, known as 
“Fuzzy”. They are suitable to deal with uncertainties and approximate reasoning. The 
fuzzy logic systems were introduced in 1965 with the fuzzy set theory by Lotfi Zadeh 
[5], [6].        
 
Artificial neural networks (ANN) are information processing models inspired by 
the biological neural networks known as the brain.  ANN consist of layers linked by 
weight connections which can be tuned based on experience, making neural networks 
adaptive to inputs and creating learning capability. There are many types of ANN 
defined by their structures and abilities such as backpropagation, feed forward, radial 
basis function, recurrent networks and etc. The main benefit of ANN is the ability to 
learn algorithms, the online adaptation of dynamic systems, fast parallel computation, 
and intelligent management of data. ANN was introduced in 1943 by Warren 
McCulloch and Walter Pitts [7], [8]. 
 
Simulated annealing (SA) method is a meta-heuristic method for solving 
unconstrained and bound-constrained optimization problems. The SA method 
simulates the physical process of heating and controls cooling a material and then 
slowly decreases the temperature to reduce defects, minimizing the system energy. 
The SA method was developed in 1983 by Scott Kirkpatrick, Daniel Gelatt and Mario 
Vecchi [9], [10]. 
 
Ant colony optimization (ACO) algorithm is a probabilistic method for solving 
computational problems which can be reduced to determine the optimum paths via 
graphs based on the behavior of ants in finding food for their colony by marking their 
trails with pheromones. The optimum path is the trail with the most pheromone 
marks which ants will follow to bring their food back to a colony. The ACO method 
was developed in 1992 by Marco Dorigo in his PhD dissertation [11].   





Genetic algorithm (GA) is a search method for solving both constrained and 
unconstrained optimization problems based on a natural selection process. The GA 
method belongs to the evolutionary computation inspired by evolutionary biology 
such as inheritance, mutation, selection and crossover. The GA method may take long 
calculation times to find the optimum solution. The GA method was developed step 
by step from 1950 by Alan Turing and 1954 by Nils Aall Barricell [2], [12].  
 
Particle swarm optimization (PSO) is a newest and popular computational method 
that optimizes a problem by iteratively trying to improve a candidate solution 
considering a given measure of quality from particles. PSO solves a problem by a 
population of candidate solutions and moves these particles around in the search 
space. Each particle searches for the optimum solution and has the ability for 
remembering the previous position. At each an iteration, each particle improves its 
position and velocity. The main advantages of PSO are ease of use, high convergence 
rates, minimum storage requirements and less depend on the set of initial values, 
implying the robustness compared with others AI methods. The PSO was developed 
step by step from 1995 by James Kennedy, and Russell Eberhart [13], [14].  
 
      From the past up to now, AI methods have been proved and solved various major 
problems for power systems in terms of power system expansion and planning such 
as AC and DC transmission systems, a distribution system, load, FACTS devices and 
so on, in terms of power system operation such as economic dispatch, optimum 
power flow, unit commitment, voltage control, load frequency control, static and 
dynamic security assessment, maintenance scheduling, fuel scheduling, energy 
management system (EMS) in SCADA, load forecasting, fault analysis and so on, in 
terms of power system modeling and analysis such as power flow analysis, transient 
stability, harmonics, dynamic stability, control design, simulation, protection and so 
on. 
 
     Moreover, the hybrid methods mixing the strengths of each method are designed 
and introduced by many researches due to several benefits of the single mentioned 
methods. However, the AI methods are continuously developed ahead in order to 
deal with large complex power systems including the rising number of constraints and 












1.3 Background and Motivation 
 
 
     During the 2011 Japan great east earthquake, tsunami and nuclear disaster, a major 
impact was direct damage to the megagrid’s generations. The disaster had shut down 
electricity to factories and households in Miyagi prefecture for two weeks. It caused 
difficulties to rescue teams for providing assistance. Based on NHK public 
broadcaster, around 380,000 people were evacuated to emergency shelters, many of 
them could not access to electric power [3]. Without electricity, education, health 
centers and other critical services and facilities declined. To solve such a problem, 
facilities are needed to provide electricity at the time of a blackout or disaster. Since 
that time, microgrid development in Japan has been focused on resilience for solving 
such problems. Microgrids are interconnection groups of low-voltage distributed 
energy sources, such as micro-turbines, wind turbines, photovoltaics and storage 
devices for supplying domestic loads. The microgrids can operate in either a grid-
connected mode or an islanding mode. In the grid-connected mode, the microgrid 
loads receive power from both a utility grid and local generations. In the islanding 
mode (e.g., disaster or blackout), the microgrids can be separated from a utility grid 
and works independently; hence, they must have enough local distributed generations 
to supply loads at least to meet the critical/sensitive loads [15], [16]. When the 
microgrid is islanded, the frequency/voltage might go beyond the power quality limits. 
Sometime, it causes large mismatches between generations and loads, causing a critical 
frequency and voltage control problem. To solve such circumstances, energy storage 
systems can deal with the mentioned problems and offer excellence solutions to 
microgrids. 
 
     Together with the emphasizing of Japan’s strategic energy plan (SEP 2014), it calls 
for enhancing of resilience of domestic energy supply networks, promoting and 
increasing distributed generations (DGs) and renewable energy resources (RESs), 
reducing energy demand and promoting decentralized energy by improved batteries, 
fuel cells, and other technologies [3]. Looking at modern power systems, RESs and 
DGs are the indispensable part of the systems due to their environmental friendly and 
sustainability, reducing global carbon emissions. However, the power outputs of 
RESs/DGs cannot predict and depend on weather conditions. The fluctuations of 
RES/DG power output can result in stability issues to power systems. Thus, 
microgrids or power systems should be capable of handling unexpected fluctuations 
and maintaining system stability. For these reasons, energy storage systems have 
become the essential component for microgrids and power systems.  
 




      Battery Energy Storage Systems (BESS) can offer good solutions to microgrids in 
terms of an improvement of stability issues, control of active and reactive powers, 
reduction in power loss, suppressing RES/DG power outputs, and preventing 
microgrids from instability and collapse [17]. For small disturbances, BESS is 
discharging when the system frequency is lower than the nominal frequency of 50 or 
60 Hz. On the other hand, BESS is charging when the system frequency is higher 
than the nominal frequency of 50 or 60 Hz. For large disturbances, BESS can enhance 
the performance of the system frequency control by integrating BESS with an under-
frequency load shedding scheme, or frequency generation trip. With these different 
functions, BESS can be concluded as a rapid and flexible device for microgrids and 
power systems [18].  
 
     During the past decades, various optimizations of large interconnected power 
system including the small size of BESS had been solved. The impact of small size 
and location of BESS could not cause stability issues and power loss to a large system. 
Thus, the impact of BESS size and location were negligible [19]. Looking at a small 
power system such as microgrids, BESS size and location cannot be negligible 
anymore. Without an optimum size and location of BESS, it can cause stability issues, 
increase in cost, system loss and larger BESS capacity. Thus, an optimum size and 
location of BESS is the main challenge for integrating BESS into microgrid systems. 
The study microgrid is typical to a real system available at the promoting renewable 
energy in Mae Hong Son province which is initiated and funded by United Nation 
Development Programme (UNDP), Global Environment Facility (GEF), and 
Ministry of Energy of Thailand aimed for promoting DGs/RESs, learning, sharing 
knowledge and supporting the environmental agreements in Thailand [20]. [21]. The 
remote location and limited resource availability at this location make the microgrid an 
ideal platform to test new proposed intelligent techniques and technologies for the 
next generation of microgrids.  
 
    To determine an optimum size and location of BESS, a conventional method 
known as the analytic method is introduced to solve the mentioned problem. 
However, the results based on the analytic method are not acceptable with frequency 
and voltage conditions of the microgrid. Hence, AI techniques are introduced to solve 
the mentioned optimization problems. Firstly, this research proposes a novel 
optimization method using particle swarm optimization (PSO) based on frequency 
control to determine an optimum size of BESS for microgrids. Based on the PSO 
results, the optimization-based PSO method can achieve the optimum size of BESS 
and system performance-based PSO  is acceptable but this method is not flexible to 
determine an optimum location of BESS once its output change. Then, this research 
proposes a new optimization method using artificial neural networks (ANN) based on 
frequency control and loss minimization to evaluate both an optimum size and 




location of BESS for microgrids. Based on the ANN results, the optimization-based 
ANN can determine an optimum size and location of BESS with a high accuracy and 
low prediction errors. Nevertheless, the optimization-based ANN gives the very fast 
calculation time and almost the same BESS size and system performance with the 
optimization-based PSO. However, the best optimum size of BESS is still achieved by 
the optimization-based PSO. Afterwards, the brand new optimization idea combining 
the strengths of both PSO and ANN methods is promoted to determine online 
optimum powers of BESS for microgrids. Based on the online optimization of BESS, 
the results show that the online optimization of BESS can precisely determine online 
optimum powers of BESS based on frequency control of the microgrid under the 
environments of a sunny and rainy day as well as the changes of typical 
loads/generations without the necessity of performing the new optimization process. 
 
      This book is written in form of papers, which were presented at conference 




1.4 Research Objective and Contribution 
 
 
     This book designs the novel optimization methods by using AI techniques to 
determine an optimum size and location of BESS for microgrids. The novel 
optimization methods are trained and tested based on the typical microgrid system 
and parameters. The main work is divided into three parts based on different 
objectives, AI techniques and constraints as follows:  
 
     Firstly, a novel optimization method of BESS by using PSO based on frequency 
control of the microgrid is proposed to determine an optimum size of BESS at 
minimum total BESS cost for microgrids. The objective of this method is to evaluate 
an optimum size of BESS to prevent the microgrid from instability and collapse in 
presences of DG/load changes or the outage of generations or utility grid. Looking at 
the contribution, the proposed PSO method-based frequency control will be useful to 
help the operators to guarantee a lowest size and total cost of BESS with constraints 
of frequency control and the full use of the microgrid. 
 
     Secondly, a new method evaluating both optimum size and location of BESS is 
designed and presented by using ANN based on frequency control and power loss 
minimization for microgrids. The objective of this method is to determine both 
optimum size and location of BESS so as to avoid the microgrid from instability and 




collapse in presences of DG/load changes or the outage of a generation or utility grid. 
As regard to the contribution of this method, the proposed ANN method-based 
frequency control and power loss minimization will be beneficial to help the operators 
to determine both optimum size and location of BESS with constrains of frequency 
control and power loss minimization, responding the full use of the microgrid. 
 
     Thirdly, this book designs and promotes a brand new intelligent optimization 
method by combining the strengths of both PSO and ANN to determine online 
optimum powers of BESS, and use it as an online effective controller of BESS for 
microgrids. The objective of this online method is to evaluate online optimum active 
and reactive powers of BESS based on frequency control of the microgrid. Any 
change in loads or generations will be compensated by the online optimization of 
BESS in a short period of time. The contribution of this method is a fast and accurate 
ability to determine online optimum powers of BESS under any change in loads or 
generations including the loss of the generation or utility grid without the necessity of 
performing the new optimization process.  
 
     Finally, the proposed novel methods are implemented and verified through the 
simulated microgrid system which is a real microgrid available at promoting renewable 
energy in Mae Hong Son province, Thailand.  It is obvious that the proposed novel 
optimization methods are more effective for enhancement of system stability, 




1.5 Dissertation Outline 
 
 
     This book is separated into seven chapters and three appendices. Chapter 1 
provides an introduction on the significant of power system optimizations. 
Fundamental concepts of artificial intelligent applications in power system 
optimizations, and background and motivation are emphasized. The research 
objectives are described and the contributions are explained.  
 
     Chapter 2 introduces the general aspects of microgrids including the concept, 
design and structure as basic elements of future smart grid, which have an important 
role to increase the grid efficiency, reliability, and to satisfy the environmental issues. 
The design and construction of the study microgrid are explained including the 
general aspects and physical descriptions of the DGs (i.e., Hydro power generation, 
Photovoltaic system) and Battery Energy Storage System (BESS). The modellings of 
the DGs and BESS in the study microgrid are designed by using PowerFactory-




DIgSILENT which is the power system analysis software for application in 
generation, transmission and distribution systems (License Key ID: 0008261).  
 
     Chapter 3 presents an analytic method to determine an optimum size of BESS for 
microgrids, known as a conventional method. The background of the analytic method 
is briefly reviewed. Later, the optimum sizing of BESS using analytic method is 
designed based on frequency control of the microgrid. Multi-objective functions are 
considered in this method; that is, the minimization of BESS size and cost with 
different storage technologies. The modelling of the proposed analytic method is 
designed and demonstrated using PowerFactory-DIgSILENT/DPL Script. The 
simulation results of the analytic method are shown and discussed.  Afterwards, the 
result evaluation of the analytic method is provided.  
 
     Chapter 4 proposes a new optimization method to evaluate an optimum size of 
BESS by using particle swarm optimization (PSO). The PSO method is developed 
through simulation of simplified social models is one of the most modern heuristic 
algorithms. The BESS size optimization using PSO is designed based on frequency 
control of the microgrid with the multi-objective functions; that is, the minimization 
of BESS size and cost. The modern and conventional BESS cost with different 
technologies are also covered. Afterwards, the simulation results of the PSO are 
shown and discussed. The modelling of the proposed PSO are designed and 
demonstrated by using PowerFactory-DIgSILENT/DPL Script. The results of the 
PSO method are validated and compared with the results of the conventional method. 
Then, the result evaluation of the PSO method is demonstrated. 
 
     Chapter 5 designs a novel optimization method to determine both optimum size 
and location of BESS by using artificial neural networks (ANN) for microgrids. The 
optimization of BESS size and location using ANN is designed based on frequency 
control of the microgrid and power loss minimization. The modelling of the proposed 
ANN are designed and demonstrated by using Matlab/Toolboxes (License Key ID: 
1065261). Afterwards, the simulation results of the ANN for determining an optimum 
size and location of BESS are revealed and discussed. Later, the result evaluation of 
the ANN method is emphasized. 
 
     Chapter 6 presents a combination of both the PSO and ANN methods to 
determine online optimum powers of BESS, and use it as an online effective 
controller of BESS for microgrids. By combining the advantages of the PSO and 
ANN methods, the novel online optimization of BESS is designed and presented. 
This chapter explains both offline model (i.e., PSO) and online model (i.e., radial basis 
function and multilayer perceptron known as the most popular/conventional model) 
for evaluating optimum active and reactive powers of BESS for microgrids. The 




modelling of the online optimization of BESS are designed and demonstrated by 
using the interface data between PowerFactory-DIgSILENT/DPL Script (i.e, the 
PSO process modelling) and Matlab/Toolboxes (i.e., the ANN process modelling). 
Later, the simulation results of the offline and the online optimization methods for 
determining optimum active and reactive powers of BESS in the microgrid are 
compared and discussed.  
     Chapter 7 concludes the whole results from the proposed optimization methods. 
Finally, appendices including simulation data and control parameters in this research 







     This chapter provides an introduction on the significant of power system 
optimizations. Fundamental concepts of artificial intelligent applications in power 
system optimizations, as well as background and motivation are emphasized. The 
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2.1 Microgrids Introduction and Concept 
 
 
     Recently, modern communities are growing concerns on a secure supply of energy 
and environmental issues as one of the main challenges for economical harvesting of 
electricity. Future electricity grids have to deal with changes in community, 
technology, environment and economy. According to the Japanese technology 
platform of smart-grids funded by the new energy and industrial technology 
development organization (NEDO), an electricity network, that can intelligently 
integrate the actions of all users incorporating generations or loads in a manner 
suitable for providing an economically sustainable and secure power system, is called 
the smart-grids. Microgrids are also considered as the building block of smart girds 
[1]. As the solution of micro/smart-grids is capable of facilitating wide penetration of 
renewable energy sources (RESs), distributed generations (DGs) and energy storage 
systems into power systems, reducing power loss and greenhouse gas (GHG) 
emissions in power systems, increasing the security and reliability of energy supply to 
users, for these reasons, micro/smart grids have been gaining more and more 
attention recently.         
 
     Microgrids are the interconnected groups of RESs/DGs including micro-
generations such as micro-turbines, solar photovoltaic (PV), together with energy 
storage devices (e.g., energy capacitors, flywheels and batteries) and domestic loads at 
distribution level as shown in Fig. 2.1. A microgrid is based on the control abilities 
over the network operations. These control abilities allow microgrids connect to the 




upstream distribution network in order to operate when isolated from the utility grid 
in case of faults or severe disturbances or disasters, thus increasing the quality of 
supply. The microgrid control is the key point that examines microgrids from the 
distribution networks with RESs/DGs. In the grid-connected operation, microgrids 
obtain electrical power from both utility grid and local micro-generations, relying on 
the user’s circumstance.  Looking at the isolated operation (e.g., faults, blackouts, 
voltage drops, frequency drops), microgrids can disconnect from the utility grid 
through a static switch in about a cycle.  The intentional isolated operation of 
microgrids can be operated for specific reasons such as maintenance purposes or 
economical condition. 
 
     One of the most requirements in microgrid management and control, in both grid-
connected and isolated operations, is the power balance between micro-generation 
and domestic load. For the grid-connected operation, microgrids trade electrical 
power between itself and an interconnected grid to match the balance. For the 
isolated operation, microgrids should match the balance between micro-generations 
and domestic loads by increasing/decreasing micro-generations or performing load 
shedding/dynamic demand response. All such actions are clarified in the IEEE 1547 
standard [2]. 
 
     Two important control modes which involve in microgrid control:  current-control 
and voltage-control. In the grid-connected mode, the micro-generations operate in 
current-control mode where they can maintain power exchanges between the 
microgrid and the utility grid. In the isolated operation, micro-generations operate in 
voltage-control mode where they should regulate the microgrid voltage and share with 
domestic loads. For the isolated operation, microgrds need to have enough micro-
generation to supply load demand at least to meet the requirement of the 


























Figure 2.1 A basic microgrid system [3] 




2.1.1 What are Microgrids ? 
 
 
     The major definitions of microgrids are briefly described as follows [34]:  
 
1. A microgrid is an interconnected group of RESs/DGs (i.e., micro-generation), 
with energy storage units and domestic loads (i.e., controllable load) located at 
local distribution grid. According to the microgrid concept, it focuses on local 
supply of electrical power to nearby loads. Hence, the combined groups that 
disregard locations of generations and loads (e.g., virtual power plants) are not 
considered as the microgrids. Microgrids are generally located at low-
distribution level with total installed micro-generation capacity under a MW 
range.  
 
2. A microgrid should be operated in both grid-connected and isolated 
operations. The majority of microgrids will be operated in the grid-connected 
operation; hence the advantages of microgrid will improve from the grid-
connected operation.  Looking at the isolated operation, if the microgrid needs 
to achieve long-term isolated operation, it must satisfy the requirements on 
energy storage size, rated capacity of RESs/DGs or it must activate load 
shedding/dynamic demand response in order to continue to supply domestic 
loads.  
 
3. The difference between a microgrid and a grid operated by micro-generations is 
the management and collaboration of accessible generations. Microgrids can 
handle with conflicting interests of various stakeholders in order to achieve 
optimum operated decision for all stakeholders.  
 
 
2.1.2 What are not Microgrids ? 
 
 
     Some misconceptions and misunderstandings of microgrids, which are collected 
from various technical sources, are briefly explained as follows [34]:   
 
1. Microgrids are isolated/stand-alone systems.  
 
 Microgrids can be operated in the isolated operation for emergency 
purposes but they are mainly operated in the grid-connected operation 




for a normal situation. Thus, microgrids can be operated in both the 
isolated and grid-connected systems.  
 
2. Microgrids consist of RESs, thus they must be unreliable, causing easily failures 
and blackouts. 
 
 A microgrid can smooth out the fluctuation of RES outputs by its own 
energy storage units during the isolated operation and by a utility grid 
during the grid-connected operation. With these options, microgrids can 
be considered as a reliable system. 
 
3. The investment of a microgrid is too expensive, so the microgrid concept will 
be limited only in the study systems and remote areas.  
 
 The installation of RESs/DGs is growing and increasing worldwide and 
their financial support schemes have already proved that the installation 
of RESs/DGs and storage devices gives better profitability than 
conventional generations in terms of future cost reductions of micro-
generation. Thus, microgrid concept can be implemented not only in the 
study and remoted systems but also in modern power systems.   
 
4. The microgrid controllers will force users to shift their demand following the 
availability of RESs/DGs. For example, to charge an electric vehicle during the 
strong wind or sunshine.  
 
 According to the demand side integration (DSI)concept for commercial 
and household, it should perform the scheme called “load follow 
generation” only to long-term stand-by appliances (e.g., air-conditioners, 
refrigerators, freezers) and time-intensive devices (e.g., electric kettle). 
Apart from that, users can use the loads following their patterns.  
 
5. Shareholders who own micro-generations create a microgrid.  
 
 The penetration of micro-generations (e.g., shareholder) is a part of the 
microgrid structure but a microgrid needs more than the penetration of 
micro-generations and requires active supervision, control and 








2.2 Microgrids Control and Operation 
 
 
     Nowadays, as the high penetration of RESs/DGs in microgrds is growing 
worldwide due to their reliable, sustainable and environmental friendly, it increases the 
complexity of control, protection and communication of RESs/DGs in microgrids. 
Thus, the microgrid control and operation is one of the indispensable issues for 
microgrid development [3].   
 
     The micro-generations and energy storage elements connect to the microgrid by 
interfacing power electronic circuits. The interfaces of power electronic circuits 
characterize by a type of generation and separated feeders (i.e., AC/AC, AC/DC and 
DC/AC inverters/converters). Due to the elements of RESs/DGs in microgrids, the 
microgrid control and operation relies on the inverter/converter control. The 
inverters/converters consist of two action modes, operating as a current source or 
voltage source. The simplify model of a micro-generation incorporating an inverter is 
displayed in Fig. 2.2. The micro-generation consists of power source or prime mover, 
DC system interface and inverter, connecting to the microgrid via a feeder.  The 
frequency output, voltage output, active power and reactive power of a micro-
generation can be controlled by the inverter equipped local feedback.  The micro-
generation can control the magnitude and phase of its voltage output (V) and from 
the feeder reactance (X). Then, the exchanging of active power (P) and reactive power 
















Figure 2.2 A model of a micro-generation connected to a microgrid [3] 
 
 


























𝛿 =  𝛿𝑉 − 𝛿𝐸                                                       (2.3) 
 
 
     The E is the voltage at a microgrid side of the connecting feeder; δV and δE are the 
angles of V and E, respectively. In case of small angle (δ), active and reactive powers 















(𝑉 − 𝐸)                                                (2.5) 
 
 
     According to equations (2.1) to (2.5), the feedback loops can be created in order to 
control output power and voltage of microgrids for the isolated operation. It is 
obvious that if the active power in a microgrid produced by micro-generations 
increases, the local frequency will decrease, and vice versa, forming the equation (2.6). 




𝜔 − 𝜔0 = −𝑅𝑃(𝑃 − 𝑃0)                                           (2.6) 
 
𝑉 − 𝑉0 = −𝑅𝑄(𝑄 − 𝑄0)                                           (2.7) 
 
 
where RP and RQ are the frequency and voltage droop coefficients, respectively. ω0, Q0, 
P0, V0 are the nominal values of frequency, voltage, active power and reactive power, 
respectively.  




     Based on the equations (2.6) and (2.7), the feedback loops are formed so as to 
control active power, reactive power, frequency and voltage of a microgrid. Hence, 
the interconnected RESs/DGs with different droop characteristics can follow and 
correct the load demand changes in order to restore the nominal frequency and 












































Figure 2.3 The ω-P droop control characteristic [3] 



















Figure 2.4 The V-Q droop control characteristic [3] 
 
 
     According to a general scheme for microgrid controls, microgrids can be 
controlled based on many types of control loops which can be mainly divided into 
four groups: local control, secondary control, emergency/centralized control and 





2.2.1 Microgrid Local Controls 
 
 
     Microgrid local controls have different patterns relying on the type of micro-
generations which are characterized based on their technologies (e.g., synchronous 
machines, induction machines, power invertors/convertors). The microgrid local 
controls operate with the inner control of the RESs/DGs which do not require the 
communication links, making simple circuits and reduction in costs. The main 
objective of microgrid local controls is the regulation and control of micro-
generations in order to operate in a normal operation [3].  The scope of the controls 
focus on the operating point controls of micro-generations including power electronic 
interfaces. Due to a large penetration of RESs/DGs, local controllers become the 




essential parts of a microgrid so as to suppress the fluctuated outputs of RESs/DGs 




2.2.2 Microgrid Secondary Controls 
 
 
     The aim of microgrid secondary controls is to improve the power quality and 
system performance of a microgrid as the second layer controls after the local 
controls. Generally, the microgrid secondary controls can operate using two methods 
as follows [3]:  
 
Single master operation is a method that a master micro-generation/inverter fixes 
frequency and voltage for other units in a microgrid. The connected micro-
generations are operating using the reference from the master micro-generation.  
 
Multi-master operation is a method that various micro-generations/inverters are 
controlled by methods of the central controller. The central controller will select and 
provide the set point to all micro-generations in a microgrid [8].  
 
     In the grid-connected operation, all micro-generations including inverters refer the 
reference frequency and voltage from a utility grid. Looking at the isolated operation, 
micro-generations lose the reference signals referred from a utility grid. In this case, 
micro-generations in a microgrid will coordinate to manage the operation using one of 
the mentioned methods for microgrid secondary controls.  
 
     The secondary control can be applied to synchronize a microgrid before 
connecting to a utility grid, to assist the transition from the isolated to grid-connected 




2.2.3 Microgrid Global Controls 
 
 
     Microgrid global controls handle with all responsibilities of a microgrid including 
an interchange power with the utility grid or other microgrids. The central controller 
will control these responsibilities for an economic based on energy management level 
between a microgrid and the others. To achieve the goal of microgrid global controls, 




estimation and wide-area motoring is required for numerous indices and parameters 
such as load pattern, predicted weather, generator reliability, system frequency, 
equipment status, system constraint and etc. For example, in Hachinohe microgrid 
project in Japan [12], economic dispatch and weekly operational planning are 
optimized and performed centrally by central controller incorporating global controls. 
 
     The global controls of a microgrid are responsible for determining the optimum 
generation plan to minimize production costs and balancing the generation and load 
demand, online capabilities of microgrid security and reliability, supervising the 
microgrid’s market activities, and performing an energy management system (EMS). 
The microgrid global controls will be applied via the service of many controllers 




2.2.4 Microgrid Emergency/Centralized Controls 
 
 
     According to standards of an effective microgrid, the connected RESs/DGs in a 
microgrid should satisfy some interconnection standards (e.g., IEEE Standard 100-
2000 for the operation controls of DGs outputs) and they should have the ability of 
intentional disconnection during a deviation from the specified frequency, voltage and 
phase angle (i.e., synchronization) [16].  In the emergency situation, a microgrid will 
transfer the operation from a dispatched power mode to a frequency control mode or 
voltage control mode of the islanding microgrid, hence a sudden change in the output 
power control of a microgrid is needed. After a microgrid survives from the islanding, 
the microgrid emergency/centralized control will perform technical and economical 
optimization processes of the isolated microgrid [3].   
 
     Thus, the plan for islanding operation can be considered as the most essential 
emergency control scheme for microgrids. During islanding, the frequency and 
voltage of a microgrid may operate outside the power quality conditions. Sometimes 
the islanding results in large mismatches between micro-generations and domestic 
loads, causing severe frequency and voltage control issues.  Hence, the islanding plan 
is requested an aware scheduling of the available level of generation and load. To 
provide a secure system after islanding, it is importance to exploit energy storage 
systems, micro-generations, local loads, dynamic demand response and load shedding 
plans in a cooperative way [17]. Thus, dynamic demand response or load shedding can 
be included as an effective emergency/centralized control plan in order to handle with 
instability and collapse due to the generation or load changes for isolated microgrids 
[18].  




2.3 Study Microgrid Design and Construction 
 
2.3.1 Background of Study Microgrid 
 
     The study microgrid including equipment, load, feeder, generator parameters and 
constraints in this book is simulated from a real microgrid system available at the 
promoting renewable energy project in Mae Hong Son province, Thailand. According 
to Thailand’s alternative energy development plan (2012-2021), it expects utilizations 
of renewable energy for 25 % of total energy consumption by 2021. Hence, the 
promoting renewable energy project in Mae Hong Son province is initiated and 
funded by United Nation Development Programme (UNDP) as well as Global 
Environment Facility (GEF) with Mae Hong Son governor office and provincial 
energy office ministry of energy as local partners. It aims to provide the national 
policy in promoting renewable energy by overcoming the obstacles that currently 
block widespread and sustainable utilization of renewable technologies for the facility 
of energy services in rural areas of Thailand [19-21].  
 
     Mae Hong Son province is situated in the north-west of Thailand, sharing a border 
with Myanmar. It has highest numbers of mountains. 90 % of its area is the thick 
forest and 3% is proper for agriculture. Mae Hong Son is the poorest province in 
Thailand. Looking the minimum basic need of income, Thailand expresses that the 
minimum income per person per year should be 20,000 THB (i.e., 60,000 JPY). In 
2004, 62% of household in Mae Hong Son remained under this threshold [22].   
 
     Power supply in Mae Hong Son receives from the local generations (i.e., hydro, 
solar, and diesel) owned by the government, and from the neighboring utility grid (i.e., 
Chiang Mai province). In the wet season, excess electricity production in Mae Hong 
Son will be exported through the utility grid to Chiang Mai province, while this same 
grid line serves as back-up in the dry season. 97 % of Mae Hong Son population can 
access to electric power. 55 % of its population (i.e., 228 villages) can access to the 
utility grid. 10 % of its population (i.e., 173 villages) is provided by the off-grid 
systems (i.e., diesel generation sets, micro-hydro and PV). Looking at energy demand 
in Mae Hong Son, electricity consumption reaches the peak demand in May. Daily 
peak demand occurs from 7 p.m. to 8 p.m. according to the report from electricity 
generating authority of Thailand (EGAT) and households are the main electricity 
consumer (i.e., 55% of the share). The business and industrial has only 28 % of the 
share [22].  
 
     The study microgrid in this book considers three major generation units: the hydro 
generation unit with a power rating of 2 MVA (i.e., Hydro-Mae Pai), the mini-hydro 




generation unit with a power rating of 1.2 MVA (i.e., Hydro-Mae Sarieng) and the 
solar photovoltaic (PV) generation unit (i.e., Solar PV farm) with a power rating of 3 
MVA, and Battery Energy Storage Systems (BESS) with a power rating of 4 MVA as 
shown in Fig. 2.5. Each generation unit has its own local controller to handle with the 
relevant electrical variables. This microgrid is connected with groups of feeders which 
can be parts of distribution design. Each unit’s feeder has a circuit breaker for 
disconnecting the corresponding feeder in order to avoid the impacts of severe 
disturbances. As seen in the demand side, the domestic load can be separated to 
sensitive/critical loads and non-sensitive/non-critical loads through separated feeders. 
The loads 1 and 4 are the sensitive loads with a peak power of 1.85 MW and 1.9 MW, 
respectively. The loads 2, 3 and 5 are the non-sensitive loads with a peak power of 1.7 
MW, 1.75 MW and 2.4 MW, respectively. The microgrid is connected to the 
distribution system or other microgrids by a point of common coupling (PCC). The 
PCC is able to island the microgrid for maintenance purposes or when a fault or 
contingency occurs.      
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Figure 2.5 The typical microgrid structure 
 
     The structures and controls of micro-generation units in the study microgrid are 
explained based on their physical structures and power electronic interfaces. The 
simulated modelling of the study microgrid including the micro-generation units and 
domestic loads is designed and demonstrated by using PowerFactory-DIgSILENT 
(License Key ID: 0008261) which is the power system analysis software for 
application in generation, transmission and distribution systems as shown in Fig. 2.6. 
All system parameters of the typical microgird are provided in Appendix A. 





























     Hydro generation power system is a clean, renewable and reliable energy resource 
which converts the kinetic energy from falling/moving water into electrical energy. 
Hydro generation power system is a nature technology with unit sizes from a few kW 
to hundreds of MW. In order to generate electrical power from the kinetic energy in 
water, the water must be moving with sufficient speed and volume to enable a 
generator. The economically attractive sites have been exploited for large hydro 
generation plants. Looking at the development of small/micro-hydro generation, their 
efficiency across a wide range of water flows can be enhanced using a variable speed 
generator with a power electronic interface.  To improve the efficiency of micro-
hydro generation, the doubly fed induction generators (DFIG) or full power 
converter (FPC) technologies based generators can be applied for variable speed 




2.3.2.2 Control of Hydro Turbines 
 
 
     A hydro turbine is designed and optimized for a defined rotational speed, hydraulic 
head and discharge. The conversion efficiency of the turbine changes due to the 
hydraulic conditions. To maximize the efficiency of variable speed operation over a 
range of different hydraulic conditions, the turbine speed can be varied or adjusted.  
The turbine performance is demonstrated by the hill chart as shown in Fig. 2.7. The 
hill chart describes the efficiency curve of the turbine for different flow rates due to 
the rotor speed changes. As seen from the hill chart, it is obvious that the maximum 
efficiency of a turbine (i.e. optimum rotor speed) can be achieved through the solid 
dot line [23, 24].  
 





Figure 2.7 The hill chart for a hydro generation turbine [25] 
 
 
     The generated power output of hydro generation can be calculated as follows: 
 
𝑃𝐻𝑦𝑑𝑟𝑜 = 𝛾 ∙ 𝑄 ∙ 𝐻 ∙ η                                       (2.12) 
 
where PHydro  is the generated power of a hydro plant (W),  
 Q  is the water flow through a turbine (m3/sec),  
 ɳ  is the efficiency of a turbine, 
 γ is the specific weight of water (N/m3), 
 H  is the net head of water/the different level of water between upstream  





2.3.2.3 Hydro Generation Model in PowerFactory 
 
 
     The simulated modellings of the hydro generation and mini-hydro generation units 
are applied using a model of synchronous machine (i.e., ElmSym) connected with the 
busbar (i.e., ElmTerm) in DIgSILENT PowerFactory as shown in Fig. 2.8.  
 









     Load flow setting parameters of hydro and mini-hydro generation units in 





Figure 2.9 Load flow setting page of the hydro generation module (ElmSym) in 
PowerFactory  











     The specific types of hydro generation and mini-hydro generation units are 
provided in Table. 2.1. 
 
 













Hydro 2 6 0.8 YN 
Mini-hydro 1.2 6 0.8 YN 
 
 











   A solar photovoltaic (PV) generation system is an electric power system aimed to 
exploit usable power from the sun by means of  photovoltaics. The sunlight is 
consisted of  photons, or particles of  solar energy. These photons collect numerous 
amount of  energy with the different wavelengths. When the photons impact PV cells, 
they may be reflected, pass through, or be absorbed. Only the absorbed photons can 
produce energy to generate electric power. The environmental benefit of  a solar PV 
system is minimal requiring no water for system cooling and generating. Generally, the 
PV cells generate direct current (DC) which can be used for small loads (e.g., 
electronic equipment). For commercial appliances or electric utilities, the generated 
power from PV cells must be converted to alternating current (AC) using inverters 
before fed into such a system. Nowadays, the numbers of  PV installations are 
increasing worldwide due to their sustainable, clean and environmental friendly. For 
attractive PV installations, the feed-in-tariffs are the essential issue to demonstrate and 
guarantee payment per unit of  electricity (p/kWh) for renewable energy generation.  
 
    
 
2.3.3.2 Control of Solar Photovoltaic Power Generation 
 
 
     The control of a solar PV system consists of four major parts: a DC/DC converter 
(e.g., boost, push-pull, full bridge, flyback converters) for determining maximum 
power point tracking (MPPT) and increasing voltage, a single phase DC/AC inverter, 
an interface system, and a control system (e.g., MPPT, PWM, voltage control) as 
shown in Fig. 2.11.  
 


















Figure 2.11 A solar PV structure  
 
 
     Inside of the PV module, it consists of a number of PV cells connected in series 
and in parallel. These cells operate based on the current versus voltage and the power 




Figure 2.12 The typical power-voltage and current-voltage characteristics of a solar 
PV module for irradiance of 1000 W/m2 and 500 W/m2 [25] 
 
 
     The output power of PV is uncertain as it is mostly affected by the environmental 
factors, particularly the environmental random changes will inevitably lead to 
constantly changing of output power of PV [26, 27]. In order to illustrate PV 
characteristics in the operating condition, the influence of solar radiation and 
atmosphere temperature are designed. The temperature effect is denoted by a 




temperature coefficient of Tco (1/c°) [28]. The efficiency of the inverter is multiplied 
by the DC output converting DC to AC power output of a PV system as shown in 
(2.13). 
 
     relinvAcoPVratePVPV TTGGPnP 

251/ 0                     (2.13) 
 
where nPV  is PV module number, 
 Prate PV is PV array rated power (W), 
 G  is the global insolation on PV array (W/m2), 
 G0  is the standard amount of insolation capacity of PV modules (W/m
2),
 TA  is the ambient temperature, 
 TCO  is the temperature coefficient of the maximum power of PV, 
 ɳrel  is the relative efficiency of the PV modules, 
 ɳinv  is the efficiency of the inverter.  
 
 
2.3.3.3 Solar Photovoltaic Model in PowerFactory 
 
     The solar PV generation model is represented in PowerFactory by the model of 
static generator in a built-in module when it is applied in the mode of current source. 
Thus, the simulated modelling of the solar PV unit is applied using a model of 
photovoltaic (i.e., ElmGenstat) connected with the bus 15 (i.e., ElmTerm) in 
PowerFactory as shown in Fig. 2.13.  
 
Figure 2.13 A solar PV module connected the bus 15 in PowerFactory   
 
     Load flow setting parameters of the solar PV unit in PowerFactory is displayed in 
Figs. 2.14.  






Figure 2.14 Load flow setting page of the solar PV module (ElmGenstat) in 
PowerFactory 
 
     Looking inside the solar PV module in Fig 2.15, it consists of ten major composite 
frames of control components: Solar radiation, Temperature, Photovoltaic model, 
Power measurement, Slow-frequency measurement, DC busbar and capacitor model, 
AC voltage, Active power reduction, Controller and Phase measurement [33]. These 
composite frames make the PV module more realistic. All control parameters are 
provided in Appendix B. 
 
Figure 2.15 The structure of control components in the solar PV module in 
PowerFactory [33] 










     Large amounts of electrical power can be stored in energy storage systems such as 
batteries, flywheels and superconducting magnetic energy storage (SMES) devices. 
Applications of battery energy storage systems (BESS) can be divided as an important 
function that can deliver short-term power (kW) or primarily supply energy (kWh) 
over a longer duration to power systems. BESS can also provide power quality, 
voltage and frequency supports to a system. Moreover, BESS can deliver a large 
amount of energy and discharge duration from several minutes to hours for 
supporting renewable energy and electrical energy shifting [1, 2].  
 
     Focusing on a small power system such as microgrids, it is considered by fast 
changes in the rotating speed of generators after any abrupt imbalance between 
generation and load demand. Conventional technologies applied for power generation 
cannot always response suddenly enough to avoid unacceptable frequency and voltage 
in such situations.  To solve such problems, BESS can support a microgrid to reduce 
the frequency and voltage excursions caused by the changes of generation/load or the 
loss of generation or utility grid. The major benefits of BESS can be briefly explained 
as follows: 
 
1. Power quality: BESS is used as un-interruptible power supplies (UPSs) or 
back-up system to improve, recover and stabilize the system during the loss of 
generation or utility grid. BESS can enhance system stability including 
frequency, voltage and power fluctuations as well as harmonics.  
 
2. Load following: As BESS response is fast and high power output, thus BESS 
can be applied to track load change situations for load following services.  
 
3. Reserve power: This application exploits BESS and aims to ensure system 
stability under unexpected conditions or the loss of load/generation. BESS is 
applied to replace the spinning reserve of large generators.  
 
4. Time shifting of electrical power: The goal of this application is to store the 
power by BESS during durations of low demand or low price of electricity. 
Then, the stored power is discharged during high demand or high price.  
 




5. Renewable energy support: Renewable energy resources (RESs) are 
intermittent supply and depend on weather conditions. BESS could support 
both RESs and the power system by smoothing their output and shifting the 
generated power in durations.  
 
     From the past up to present, BESS have been introduced in many types based on 
their capacities and BESS technologies [31, 32].  The brief review of BESS types and 
technologies are explained as follow:  
 
     Lead acid BESS have been applied for decades in stationary utility applications as 
back-up systems. Lead acid BESS are cheap but they require highly maintenance. 
Their lifetime is short compared with other BESS technologies. The utilizations of 
lead acid BESS are focused on large utility applications in comparable number.  
 
     Sodium sulfur (NaS) BESS have a large energy capacity and applied for electrical 
energy time shifting as well as smoothing RESs outputs. The utilizations of NaS BESS 
are focused on large utility applications like lead acid BESS.  
 
     Lithium ion (Li-ion) BESS are mostly considered as a distributed energy storage 
system (e.g., electric vehicles).  Currently, Li-ion BESS is the fastest growing and most 
promising battery chemistry. They are a low maintenance BESS and their lifetime are 
quite long compared with other BESS technologies. 
 
     Nickel cadmium (NiCd) BESS were applied for cellphones, laptops and power 
tools. They have been replaced by other BESS from markets over past decades.  NiCd 
BESS are made for wide range of sizes and capacities. They offer good lifetime and 
performance at low temperatures compared with other BESS. However, their 
materials are more expensive than lead acid BESS.  
 
     Redox flow BESS are introduced and suitable for renewable energy applications or 
stand-alone operations as they have a higher speed response and can withstand a large 
number of charge or discharge cycles.  A redox flow BESS uses two electrolytes (i.e., 
positive and negative). The electrolytes are separately stored and pumped through a 
cell for recharged ability. The energy capacity depends on the electrolyte volume (i.e., 
amount of liquid electrolyte) in the tank. Their power outputs depend on the speed of 
ion transfer across the membrane.  
 
     In this research, the surplus power is stored by BESS for future uses, when the 
generation is higher than load demand for a grid-connected operation in the typical 
microgrid. The stored power is used to supply the load or stabilized the system when 




there is any shortage/loss of generation or the utility grid during the isolated 
operation. For the isolated operation, BESS is used to stabilize the typical microgrid 
from instability and collapse in the presence of violent changes of generations/loads 




2.3.4.2 Control of Battery Energy Storage System 
 
 
     The control structure of the BESS consists of power conversion systems, battery 
cells and control parts which are shown in Fig. 2.16. The BESS uses power electronic 
circuits to connect to the microgrid via the power conversion systems. Thus, the 
voltage and frequency, as well as active and reactive powers of the BESS can be 















Figure 2.16 The structure of BESS  
 
 





                                                (2.14) 
 
where Et is the AC voltage among a line and neutral. 
 
  The equivalent circuit analysis of BESS consists of a power conversion system 
connected to an equivalent battery, as shown in Fig. 2.17. 
 

















Power conversion unit Battery  
 
Figure 2.17 The equivalent circuit of BESS [18] 
 
 
  The terminal voltage of the equivalent battery is calculated from: 
 
                        BESScodobt IXEE


6cos                                          (2.15) 
         BESScotbt IXEE 


6coscos63 21               (2.16) 
 
   According to the equivalent circuit of the BESS, the expression of the DC current 
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where                                       bpbpbp CrT                                                 (2.20) 
  
111 bbb CrT                                                 (2.21) 
 
  




      According to the power conversion circuit analysis, the active and reactive powers 











 BESStBESS IEQ                       (2.23) 
 
where αi  is the firing delay angle of the power conversion system i, 
 Ed0  is the maximum DC voltage of the converter, 
 Eb1  is the battery overvoltage, 
 Ebt  is the terminal voltage of the battery side, 
 Eboc  is the battery open circuit voltage, 
 IBESS  is the DC current through the battery, 
 PBESS  is the active power provided by BESS, 
 QBESS  is the reactive power provided by BESS, 
 rbt  is the connecting resistance, 
 rbs  is the battery internal resistance, 
 rbp  is the self-discharge resistance, 
 cbp  is the battery capacitance, 
 cb1  is the overvoltage capacitance, 
 Xco  is the commuting reactance, 




2.3.4.3 BESS Model in PowerFactory 
 
 
     In this book, the BESS is modeled as the voltage source (i.e., ElmDcu) connected 
with the pulse width modulation (PWM) converter (i.e., ElmVscmono) as shown in 
Fig. 2.18. The model of BESS is described by the terminal voltage and the internal 
resistance, which indicate functions of different characteristics and variables of BESS 




such as the state of charge (SOC), the BESS lifetime and BESS temperature. The 
BESS is fully charged if the SOC is equal to one and it is zero if the BESS is empty. 
 
Figure 2.18 A BESS model connected the bus 16 in PowerFactory   
 





Figure 2.19 Load flow setting page of the BESS module (ElmVscmono) in 
PowerFactory 




It is assumed that the SOC battery does not reach less than 20 %. Thus, voltage is 
assumed as linearly dependent on the SOC. The internal resistance is assumed to be a 
constant as it must be very small due to the high current applications [33]. Afterwards, 
the BESS model (i.e., ElmDSL) is designed by using DIgSILENT simulation language 
(DSL) model according to:  
 
 
𝐸𝑏𝑡 = 𝐸𝑏1 ∙ 𝑆𝑂𝐶 + 𝐸𝑏𝑜𝑐(1 − 𝑆𝑂𝐶) − 𝐼𝐵𝐸𝑆𝑆 ∙ 𝑟𝑏𝑠                 (2.24) 
 
 
     The BESS model requires DC current as input signal and the outputs of BESS 
model are DC voltage, SOC and DC cell voltage and current for the charge controller 
as seen in Fig. 2.20 [33]. All control parameters are given in Appendix C. 
      
 







     In this chapter, the subject of microgrids providing definitions and basic concepts 
is addressed and described. The microgrid operation, control and its application are 
presented. Afterwards, the typical microgrid background is described and then 
extended to the modellings and controls of generation units and BESS. Finally, the 
Battery model 
ElmDSL 




constructions of generation units and BESS in the typical microgrid are designed and 
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3.1 Introduction of Analytic Method 
 
 
     From the past up to present, generation and demand balancing strategies have 
been designed and applied in numerous researches and studies in order to control and 
balance the system in response to load/generation change situations or the outage of 
distributed generation/utility grid [1-4]. These strategies are implemented by 
exploiting energy storage systems to store excess power during low demand periods 
for release as demand rises such as in a vehicle-to-grid (V2G) system in Japan to use 
the energy storage from electric vehicles (EVs) during peak times and then charge it 
during the off peak times. These strategies can also be done by increasing/decreasing 
generation, applying load shedding or dynamic demand response to the system so as 
to balance power between generation and load, reducing frequency and voltage 
excursions.  Focusing on smart grid technology incorporating generation and demand 
balancing,  users, industrial and appliances can communicate with the grid using 
digital means and can be switched on and off by the grid operator in order to operate 
at off-peak times [5].   
 
 
3.2 Analytic Method Structure for BESS sizing 
 
 
     In this chapter, generation and demand balancing in the microgrid is achieved by 
an optimum size of BESS. The optimum size of BESS is determined by using the 
proposed analytic method with the objective of frequency control of the microgrid.    




     The goal of the optimum sizing of BESS-based analytic method is to determine an 
optimum size of BESS at minimal total BESS cost in order to balance generation and 
load demand after the loss of the utility grid, and to prevent the microgrid from 
instability and system collapse. The input of the proposed analytic method is 
frequency of the microgrid and then the output are an optimum size and total cost of 
BESS as shown in Fig. 3.1.  
 
 
Figure 3.1 The analytic method structure for BESS sizing 
 
 
     Recently, modern BESS technologies such as redox-flow battery are introduced to 
markets and they are better suited for renewable energy applications or stand-alone 
operations as they have a higher speed response and can withstand a larger number of 
charge or discharge cycles. The utilizations of redox-flow BESS are gaining more 
attention lately. However, there is no clear suggestion and comparison of these BESS 
technologies for integrating into microgrids. Hence, this chapter investigates and 
determines the economical performance of redox-flow BESS in different technologies 
for integrating into a microgrid [6-8]. 
 
     The capital, operating and maintenance costs are considered for integrating BESS 
into the microgrid which are included the cost of required inverter. The studies of 
BESS retail prices have confirmed that BESS cost is a function of power and capacity 
rating [9].  




The Capital Cost of BESS  
 
     The capital cost of BESS (CCapital) is characterized as a function of two major parts; 
that is, BESS capacity and BESS power. Thus, the capital cost of BESS can be 
calculated as follows:  
 
BESSWBESSPCapital CCPCC                                          (3.1) 
 
where PBESS  is the BESS power (MW),  
 CBESS  is the BESS capacity (MWh), 
 CP  is the specific power cost of BESS ($/MWh), 
 CW  is the specific capacity cost of BESS ($/MWh). 
  
The Operating and Maintenance Cost of BESS 
 
     The operating and maintenance cost of BESS (CO&M) is consisted of two main 
parts; that is, the fixed part depending on the BESS power and the variable part 
related to its annual discharged energy. The operating and maintenance cost of BESS 
can be calculated as follows: 
 
MVannualBESSMfMO CWPCC &                                      (3.2) 
 
where CMf  is the fixed cost of BESS ($/MW/year), 
 CMV  is the variable operating and maintenance cost of BESS ($/MWh/year),
 Wannual is the BESS annual discharge energy (MWh/year) [10]. 
 
In this chapter, the total cost of installed BESS (CT) is calculated in two cases 
depending on BESS technologies. This paper uses the following technologies: 
Polysulfide-Bromine (PB) and Vanadium Redox (VR) BESS technologies which are 
the most popular redox-flow battery as shown in Table 3.1.  
 
Table 3.1 Redox-flow BESS technical and economical data [10] 
Technologies VR BESS PB BESS 
CP ($/kW) 426 150 
CW ($/kWh) 100 65 
CMf  ($/kW/year) 9 9 
CMV ($/kWh/year) 0 0 
Life time (years) 15 15 
Efficiency (%) 70 65 




The Objective Functions of Analytic Method 
 
     The first objective of the proposed analytic method for BESS sizing is to 
determine an optimum size of BESS in order to prevent the microgrid from instability 
and system collapse after the loss of the utility grid (e.g., blackouts or disasters) and 
the second objective is to minimize a total cost of BESS for 15 years installation in the 
microgrid due to the BESS life time in Table 3.1. The objective functions are 
expressed as follows:  
 
(1) BESS size minimization 
 
Minimize f1 = min (PBESS)                                             (3.3) 
 
(2) Total BESS cost minimization  
 
 Minimize f2 = min (CT) = min (CCapital + CO&M)                        (3.4)    
                                           
Subject to: 
    
     BESS constraints are imposed on the optimization as follows:  
 
maxmin
BESSBESSBESS PPP                                             (3.5) 
 
where  PBESS   is the rated power capacity of BESS (MW) , 
  PBESSmin  is the allowed minimum rated power capacity of BESS, 
  PBESSmax is the allowed maximum rated power capacity of BESS. 
 
maxmin
BESSBESSBESS CCC                                             (3.6)  
 
where  CBESS   is the rated energy capacity of BESS (MWh), 
  CBESSmin  is the allowed minimum rated energy capacity of BESS, 
  CBESSmax  is the allowed maximum rated energy capacity of BESS. 
 
     Microgrid frequency constraint is imposed on the optimization as follows:  
 
maxmin FFF                                               (3.7) 
 




where   F    is the nominal frequency of the isolated microgrid (Hz.), 
  Fmin  is the allowed minimum nominal frequency of the isolated microgrid,   









     The overall flow chart of the optimal sizing of BESS-based analytic method is 
shown in Fig. 3.2. The solution algorithm of this method is shown as follows [11, 12]:  
 
 
Step 1: Initialize generation data from photovoltaic (PPV), hydro generation (PHV), 
mini hydro generation (PMini).  
 
Step 2:  Set the total load demand in the microgrid (PLoad).  
 
Step 3: Calculate differential power (PD) between generation and load.  
 
Step 4: Set differential power (PD) equal to BESS power (PBESS).  
 
Step 5: Check the condition if PBESS > 0, execute the objective functions. If PBESS ≤ 0, 
the process ends and there is no BESS installation in the system 
 
Step 6: After executing the objective functions, check the condition if the microgrid 
frequency is within the frequency acceptable range. If the microgrid frequency 
does not satisfy the condition, the program will increase PBESS by 0.1 MW and 
go to Step 5 again. This step will continue until it meets the condition.  
 
Step 7: If the microgrid frequency satisfies the frequency condition, the process ends 
and then an optimal size and cost of BESS are obtained.  
 
 






Parameters: PPV, PHV, PMini
LoadPSet
 MiniHYPVLoadD PPPPP 
DBESS PP 
0BESSP
MaxMin FFF 1.0 BESSBESS PP
End of process;







Calculate the differential power :
Update BESS size:
Execute: size of BESS (f1),








Figure 3.2 The flow chart of the optimal sizing of BESS by using analytic method-





3.2.1 Main DPL Script for Analytic Method 
 
 
     In this section, an implementation of the optimum sizing of BESS based on 
analytic method using DIgSILENT PowerFactory programming language (DPL) is 
discussed and shown below [13]. In this code, several comments are included to 
describe step-by-step the proposed analytic method. First of all, all of the internal 
variables have to be declared in this program. The function “GetCaseObject” is used 
to extract active project current functions. In this case, the command “ComLdf” is 
applied in object “ldf”. Then, power flow algorithm is calculated using the “Execute” 




command. In the first step, the micro-generations and domestic loads in the microgrid 
must be scaled. The command “AllRelevant” is a DPL internal method that returns a 
set with calculation relevant objects. Thus, a set must be created that should contain 
all the system’s generations and loads. The associated DPL object class for hydro 
generations is “*.ElmSym”. The associated DPL object class for the solar PV farm is 
“*.ElmGenstat”. Afterwards, each element of the generations is accessed and 
obtained with the active power values by using the commands “FirstFilt” and 
“GetVal”, respectively. As shown in the following piece of code, the parameters 
“pgini” of each micro-generation (i.e., Hydro, Mini-hydro and Solar PV) are obtained 






     In the second step, domestic load powers in the microgrid must be scaled. The 
associated DPL object class for domestic loads is “*.ElmLod”. Later, each element of 
the loads is accessed and obtained with the active power values by using the 
commands “FirstFilt” and “GetVal”, respectively. As shown in the following piece of 
the code, the parameters “plini” of each domestic load are obtained for the active 
power.  
  






     Next step, the differential power between generation and load is calculated and 




     Afterwards, the associated DPL object class for the PWM converter in the BESS is 
“*.ElmVscmono”. The element of PWM converter in the BESS is accessed by using 
the command “FirstFilt”. Later, the differential power is set equal to the BESS power 




     According to the checking condition of BESS size as regard to Step 5, an 
“if…else” statement is used to define whether a BESS size is higher than zero.  
      
     After that, power flow calculation is calculated using the “Execute” command 
again. The simulation case of the microgrid is executed using the command 
“ComSim”. A set with calculation relevant objects from the simulation case is 
collected in the set “A” by using the command “AllRelevant”. The system frequency 
of the microgrid is accessed and obtained by using the commands “FirstFilt” and 
“GetVal”, respectively. Later, check the condition if the system frequency is within 
the frequency acceptable range. If the system frequency does not satisfy the condition, 




the program will increase/decrease the BESS power from the variable “sum” by 0.1 




     As shown in the following piece of the code, when the system frequency of the 
microgrid satisfies the condition, the program breaks the “for loop” statement and the 
optimal size and cost of BESS are automatically obtained and deployed. 
 
 




3.3 Results and Discussion   
 
 
     In the performed simulation, the study microgrid performance is tested by 
implementing the most severe disturbance (i.e., disconnecting of the microgrid from 
the utility grid) at 10.0 s. The microgrid operation is transited from the grid connected 
to isolated operation, resulting in the shortage of power supply in the microgrid at 
that time. It is assumed that the nominal system frequency is 50 Hz and system 
frequency declines below 49.95 Hz is required the implementation of the optimum 
size of BESS based on analytic method.  
 
     As regard to Fig. 3.3, the magnitude of the frequency deviation with the BESS-
based conventional size reaches 51 Hz and takes more time to stabilize than the 
optimum sizing of BESS-based analytic method. In case of no BESS, the system 
frequency drops drastically because the power supply cannot meet the load demand, 
resulting in system collapse. It is confirmed that the performance of system frequency 
is much better when the optimum sizing of BESS-based analytic method is applied as 
shown in Table. 3.2.  
 
 
Figure 3.3 Frequency deviation of the microgrid after the severe disturbance 
 
     Looking at the system voltage in Fig. 3.4, it is obvious that the optimum sizing of 
BESS-based analytic method can remain almost the same voltage deviation as the 
conventional size of BESS. As seen in the case of no BESS, the system voltage 
Upper acceptable range 
 
Lower acceptable range 
Disconnecting of  
Microgrid from utility grid 




decreases drastically because the power supply cannot meet the load demand, 
resulting in system collapse. 
 
 
Figure 3.4 Voltage deviation of the microgrid after the severe disturbance 
 
     As seen in Fig. 3.5, the PV output power measured from the system is shown 
during the severe disturbance. It is obvious that the severe disturbance is capable of 
causing the interruption about 2.95 s to the solar PV power output measured from the 
system. 
 
Figure 3.5 PV power output measured from the system during the severe disturbance 
Disconnecting of  
Microgrid from utility grid 
Disconnecting of  
Microgrid from utility grid 




     In terms of BESS economical performance, it is obvious that the microgrid 
incorporating the polysulfide-bromine (PB) BESS provides lower the total cost of 
BESS than the microgrid incorporating vanadium redox (VR) BESS for 15 years 
installation as shown in Table. 3.2. Thus, it can be summarized that the installation of 
polysulfide-bromine BESS is likely to be more cost-effective than the installation of 
vanadium redox BESS for 15 years installation in a microgrid.  
 
 





Power capacity  
(MW) 
4.000 3.400 
Energy capacity  
(MWh) 
20.000 17.000 










Total cost of VR BESS  
($/15 years) 
4,244,000 3,607,400 







3.4 Summary  
 
 
     This chapter presents an analytic method to determine an optimum size of BESS 
for microgrids, known as a conventional method. The background of the analytic 
method is briefly reviewed. Later, the optimum sizing of BESS using analytic method 
is designed based on frequency control of the microgrid. Multi-objective functions are 
considered in this method; that is, the minimization of BESS size and cost with 
different storage technologies. The modelling of the proposed analytic method is 
designed and demonstrated using DIgSILENT PowerFactory/DPL Script. Based on 
the results, it is obvious that the optimal sizing of BESS-based analytic method can 
improve and recover dynamic stability of the microgrid from the emergency situation 




to the normal equilibrium state. Compared with the conventional size of BESS, the 
optimum sizing of BESS-based analytic method gives better performance of the 
microgrid in terms of peak deviation and settling time. The conventional size of BESS 
is reduced to the optimum size of BESS, resulting in the reductions in the total cost 
and capacity of BESS. In terms of BESS economical performance, it is demonstrated 
that the installation of polysulfide-bromine BESS is likely to be more cost-effective 




Result Evaluation of Analytic Method 
 
 
     According to the optimum sizing of BESS-based analytic method, it shows that 
the analytic method is still not smooth and not stable enough to recover the system 
dynamic and performance from the emergency situation to the normal equilibrium 
state. Hence, a fast, smooth and secure optimization method is required to determine 
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Chapter 4  
 










4.1 Introduction of PSO Method 
 
 
     Particle swarm optimization (PSO) method is one of the famous and modern 
intelligent techniques inspired by social behavior of bird flocking or fish schooling. It 
was invented by Kennedy and Eberhart in 1995 [1]. PSO optimizes a problem by 
trying to improve a candidate solution considering a given measure of quality from 
particles. PSO is initiated with a group of random particles to determine optimum 
solutions by updating generations. These particles move around in the search space 
according to the particle’s position and velocity. Each particle remembers its own best 
position found in the search space [2]. This position is called the personal best 
(Pbest). Among these Pbest, only one particle, that has the best fitness, called the 
global best (Gbest). Thus, each particle’s movement is influenced by its local personal 
best and global best [3, 4]. The velocity and position update equations of PSO are 
expressed as follows:  
 
 




j vxx                                                (4.1) 
 
   ijibestiiibestijij xGrcxPrcvv  22111                         (4.2) 
 
 







 x  is particle’s position, 
 v  is particle’s velocity (path direction),  
 c1  is weight of local information,  
 c2  is weight of global information, 
 Pbest  is best position of the particle, 
 Gbest  is best position of the iteration, 
 r1,r2  are random variable, 
 NI  is iteration number, 
 NP  is particle number, 
 i  is iteration; i = 1,2...,NI,  




     Compared with other conventional AI techniques, the main benefits of PSO are 
briefly described as follows [5]:  
 
 
1. PSO is less dependent on the set of the initial values, implying the robustness 
of the method.  
2. PSO needs only a fitness function to measure the quality of a solution instead 
of complex mathematic operations such as Hessian, gradient or matrix 
inversion. Thus, it can reduce the computational complexity and relieve some 
of the limitations that are usually imposed on the objective function such as 
differentiability, continuity or convexity.  
3. PSO is easy to combine with other optimization tools so as to perform hybrid 
capabilities.  
4. PSO is less sensitive to a good initial solution as it is a population-based 
method.  
5. PSO has the capability to avoid local minima as it follows probabilistic 
transition rules.  
6. PSO requires less parameter tuning compared with other AI methods. 
 
 




4.2 PSO Method Structure for BESS sizing 
 
 
     In this chapter, an optimum size of BESS is determined by using the proposed 
PSO with the objective of frequency control of the microgrid [6]. The goal of the 
optimum sizing of BESS-based PSO is to evaluate an optimum size of BESS at 
minimal total BESS cost in order to balance generation and load after the loss of the 
utility grid, and to prevent the microgrid from instability and system collapse [7]. The 
input of the proposed PSO is frequency of the microgrid and then the output are an 
optimum size and total cost of BESS as shown in Fig. 4.1.  
 
 
Figure 4.1 The PSO structure for BESS sizing  
 
     Currently, new BESS technologies such as redox-flow battery are introduced to 
markets and they are better suited for renewable energy applications or stand-alone 
operations as they have a higher speed response and can withstand a larger number of 
charge or discharge cycles. The utilizations of redox-flow BESS are gaining more 
attention lately. In order to compare with the analytic method, this chapter also 
investigates and evaluates the economical performance of redox-flow BESS in 
different technologies for integrating into a microgrid [8-10]. 
 
     The capital, operating and maintenance costs are considered for integrating BESS 
into the microgrid which are included the cost of required inverter. The studies of 




BESS retail prices have confirmed that BESS cost is a function of power and capacity 
rating [11].  
 
 
The Capital Cost of BESS  
 
     The capital cost of BESS (CCapital) is characterized as a function of two major parts; 
that is, BESS capacity and BESS power. Thus, the capital cost of BESS can be 
calculated as follows: 
 
BESSWBESSPCapital CCPCC                                          (4.3) 
 
where PBESS  is the BESS power (MW),  
 CBESS  is the BESS capacity (MWh), 
 CP  is the specific power cost of BESS ($/MWh), 
 CW  is the specific capacity cost of BESS ($/MWh). 
 
  
The Operating and Maintenance Cost of BESS 
 
     The operating and maintenance cost of BESS (CO&M) is consisted of two main 
parts; that is, the fixed part depending on the BESS power and the variable part 
related to its annual discharged energy. The operating and maintenance cost of BESS 
can be calculated as follows: 
 
 
MVannualBESSMfMO CWPCC &                                      (4.4) 
 
 
where CMf  is the fixed cost of BESS ($/MW/year), 
 CMV  is the variable operating and maintenance cost of BESS ($/MWh/year), 
 Wannual  is the BESS annual discharge energy (MWh/year) [12]. 
 
 In this section, the total cost of installed BESS (CT) is calculated in two cases 
depending on BESS technologies. This paper uses the following technologies: 
Polysulfide-Bromine (PB) and Vanadium Redox (VR) BESS technologies which are 
the most popular redox-flow battery as shown in Table 3.1.  
 
 




The Objective Functions of PSO 
 
 
     The first objective of the proposed PSO method is to evaluate an optimum size of 
BESS in order to avoid the microgrid from instability and system collapse after the 
loss of the utility grid (e.g., blackouts or disasters) and the second objective is to 
minimize a total cost of BESS for 15 years installation into the microgrid due to the 
BESS life time in Table 3.1. The objective functions are represented as follows:  
 
(1) BESS size minimization 
 
Minimize f1 = min (PBESS)                                             (4.5) 
 
(2) Total BESS cost minimization  
 
 Minimize f2 = min (CT) = min (CCapital + CO&M)                        (4.6)    
                                           
Subject to:  
    
     BESS constraints are imposed on the optimization as follows:  
 
maxmin
BESSBESSBESS PPP                                             (4.7) 
 
where PBESS     is the rated power capacity of BESS (MW),  
 PBESSmin  is the allowed minimum rated power capacity, 
 PBESSmax  is the allowed maximum rated power capacity of BESS. 
 
maxmin
BESSBESSBESS CCC                                             (4.8)  
 
where CBESS    is the rated energy capacity of BESS (MWh), 
 CBESSmin is the allowed minimum rated energy capacity,  
 CBESSmax is the allowed maximum rated energy capacity of BESS. 
 
     Microgrid frequency constraint is imposed on the optimization as follows:  
 
maxmin FFF                                               (4.9) 
 




where  F    is the nominal frequency of the isolated microgrid (Hz.), 
  Fmin is the allowed minimum nominal frequency of the isolated microgrid,  
 Fmax  is the allowed maximum nominal frequency of the isolated microgrid. 
 
 
Description of the Optimum Sizing of BESS based on PSO 
 
 
  In this work, the number of iteration (NI) is 30. The number of particle (NP) is 20. 
The learning factors are c1 and c2 which are equal to 1.4950. The inertia weight (w) is 
0.7930. The learning factors have significant effects on the algorithm convergence 
rate. Further information for PSO can be found in [1-4]. Afterwards, the optimum 
sizing of BESS is achieved by using the PSO based on frequency control. As regard to 
Fig. 4.2, the process of the proposed optimum BESS-based PSO is demonstrated as 
follows: 
 
Step 1: Define the constraints of the objective functions and initialize the parameters 
and iteration i = 1 with random position (xi) and velocity (vi).  
 
Step 2: Start the particle j = 1 in the swarm. 
   
Step 3: Execute the objective function for particle jth of iteration ith.  
 
Step 4: Find Pbest and Gbest for particle j
th of iteration ith. If the fitness value of  jth ≤ the 
best global fitness value, the program sets Pbest = f1(xj,) and saves the best capital 
cost (Pbest_Capital) = f2(xj.), the best operating and maintenance cost (Pbest_O&M) = 
f3(xj.). 
 
Step 5: Increase particle jth by 1. Then, check the condition If particle  jth +1≤  NP, go 
back to Step 3.  
 
Step 6: Adjust Gbest of i
th = the best values of Pbest at i
th.  
 
Step 7: Increase iteration ith by 1. Then, check the condition if iteration ith +1≤ NI, go 
back to Step 2 and update the new position (xi+1) and new velocity (vi+1) for 
the next iteration. 





Step 8: If iteration ith +1> NI, the process ends and then an optimum size and costs of 





Parameters NI, NP ,w, c1, c2,PB   ,PB    
Swarm population: x, v, Gbest, Pbest, with 
random states and probabilities 
Iteration i = 1
Adjust Gbest of i
th = the best of Pbest at i
th
Update velocity 
and position for 
each particle
End of process; 
Get an optimum size and cost
Yes
No
Particle j = 1
Execute the fitness value 
and calculate f1 and  f2 
Next particle: j = j+1
Check: j ≤ NP
Next iteration: i = i+1







Set Pbest = f1 (xj),
  Pbest_CT =  f2 (xj)






Figure 4.2 The flow chart of the optimal sizing of BESS by using PSO-based 
frequency control 




4.2.1 Main DPL Script for BESS Sizing based on PSO 
 
 
     After executing the DPL script “PSO_BESS size.ComDpl”, the DPL script is 
mainly divided into two script sections (i.e., PSO script and objective function script).  
Various comments are included to describe step-by-step PSO script and objective 
function script in the following part [13]. 
 
4.2.2.1 PSO Script  
 
     The main parameters of the PSO script are set via the dialogue window by the user 
to control the optimization parameters. As seen in Fig. 4.3, the basic options dialogue 
of the PSO script, where “input parameters” section consists of the number of 
particles, the number of iterations, the dimension of the problem, lower and upper 
bound constraints of BESS, cognitive weight, social/global weight, cognitive and 
social randomization weight and the objective function script. The programming 
variables are included in the DPL programming code (i.e., script section), whereas 
numerous internal objects (e.g., vectors/IntVec, matrices/IntMat, results/ElmRes) 





Figure 4.3 The DPL command basic options for the PSO script 











Stage 1: Parameter and space definition  
 
     The definitions of internal parameters of PSO are stated such as the best global 




     The matrices and vectors of BESS size and total cost in terms of PSO variables are 
created in order to accomplish all the required space definition. All vectors and matrix 
will be adequately resized as space definition requirements as shown below.  
 









Stage 2: Initialization of PSO parameters 
 
     The initial candidate solution of PSO (e.g., Pbest, Gbest) is generated by randomly 
determining the position and velocity of each particle within their boundaries and 
constraints. At first, the initial position and velocity for each particle in the swarm is 
randomly generated. Next, the objective function script is used by the command 
“Execute” so as to determine the system frequency and total cost of BESS 
incorporating the BESS size/particle position from the PSO script. Then, frequency 
condition is used to define whether the obtained solutions are within the requirement. 
The following command code involved in this stage is shown as follows:   








Stage 3:  PSO main loop 
 
     The main PSO loop is initiated from calculating updated velocity and position for 
each particle. Then, the objective function script is used by the command “Execute” 
so as to determine the system frequency and total cost of BESS incorporating the 
BESS size/particle position from the PSO script. Afterwards, frequency condition is 
used to define whether the obtained solutions are within the requirement. The 
command code involved in this stage is displayed as follows:   


















Stage 4: Displaying the optimum results  
 
     Once the optimization process has been completed (i.e., when the iteration 
number has been reached), the optimum results of PSO are automatically obtained 
and deployed. The following code involved in this stage is demonstrated as follows:  
 
 







4.2.2.2 Objective Function Script 
 
 
    The main parameters of the objective function script are set via the dialogue 
window by the user to control the parameters of BESS costs in the DPL command 







Figure 4.4 The DPL command basic options for the objective function script 
 





     The feedback parameters (i.e., system frequency and total cost of BESS) for the 
PSO script are created in the DPL command “advanced options” as shown in Fig. 





Figure 4.5 The DPL command advanced options for the objective function script 
 
 




     Next, the command “ComLdf” is applied in the object “ldf1”. Load flow 
calculation is determined using the “Execute” command. Afterwards, BESS 
size/particle position is received from the PSO script section and used for 
determining the total cost of BESS and system frequency of the microgrid. After 
calculating of the total cost of BESS and system frequency, these feedback values are 
sent back to the PSO script. The following code involved in this stage is 
demonstrated as follows: 








4.3 Results and Discussion  
 
 
     In the performed simulation, the study microgrid performance is tested by 
implementing the most severe disturbance (i.e., disconnecting of the microgrid from 
the utility grid) at 10.0 s. The microgrid operation is transited from the grid connected 
to isolated operation, resulting in the shortage of power supply in the microgrid at 
that time. It is assumed that the nominal system frequency is 50 Hz and system 
frequency declines below 49.95 Hz is required the implementation of the optimum 
size of BESS based on PSO. The power fluctuations of the solar PV farm have been 
considered in this method and the data are given in Appendix B.   
 
Figs. 4.6, 4.7 and 4.8 display the convergence rate of the optimal size of BESS-
based PSO, the total cost of VR BESS-based PSO, and the total cost of PB BESS-
based PSO, respectively. Based on these results, it displays that the optimal sizing of 
BESS-based PSO method is converged to its final state approximately after 15 
iterations. It is evident that the attainment is achieved with Gbest after 15
th iterations. 
The slightly attainment is reached with Gbest after 20
th iterations. However, no 
difference is observed after 20th iterations.  Thus, it can be summarized that the 
proposed PSO for BESS sizing is symmetrical around the midpoint. 
 






























































As regard to Fig. 4.9, the magnitude of the frequency deviation with the BESS-
based conventional size reaches 51 Hz and takes more time to stabilize than the 
optimal size of BESS-based PSO. Compared with the optimal size of BESS-based 
analytic method, the optimal size of BESS-based PSO can achieve the finest 
frequency performance during the severe disturbance. It is obvious that the optimum 
sizing of BESS-based PSO is able to improve and recover fast, smooth and secure 
system dynamic stability and performance from the emergency situation to the normal 
equilibrium state, achieving the best minimum total cost of BESS.      
 
In case of no BESS, the system frequency drops drastically because the power 
supply cannot meet the load demand, resulting in system collapse.  
 
It is confirmed in Table 4.1 that the performance of system frequency is much 
better when the optimal size of BESS-based PSO is applied. With applying the 
optimal size of BESS-based PSO, it can be concluded that there is a significant 
improvement of the frequency performance of the system in terms of peak deviation 
and settling time. 
 


























Figure 4.9 Frequency deviation of the microgrid after the severe disturbance 
 
 
     The voltage deviation of the microgrid during the severe disturbance is shown in 
Fig. 4.10. As regard to the results, the optimal size of BESS-based PSO can remain 
almost the same voltage deviation as the optimal size of BESS-based analytic method 
and conventional size of BESS. In case of no BESS, the system voltage decreases 
drastically because the power supply cannot meet the load demand, causing system 
collapse. 
 
Figure 4.10 Voltage deviation of the microgrid after the severe disturbance 
Upper acceptable  
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     In terms of BESS economical performance, the optimal size of BESS-based PSO 
evaluates economical performances of BESS installation with different technologies at 
minimum total cost of BESS for the microgrid. From Table 4.1, the optimal size of 
BESS-based PSO method gives lower the total cost of BESS than the optimal size of 
BESS-based analytic method and conventional size. It is obvious that the microgrid 
system with PB BESS can achieve lower total BESS cost than the microgrid system 
with VR BESS. Thus, the installation of the polysulfide-bromine BESS is likely to be 
more cost-effective than the installation of the vanadium redox BESS for 15-years 
installation in the microgrid system.   
 
 







Power capacity  
(MW) 
4.000 3.400 3.3689 
Energy capacity  
(MWh) 
20.000 17.000 16.8445 
Frequency magnitude 











Total cost of VR BESS  
($/15 years) 
4,244,000 3,607,400 3,574,403 
Total cost of PB BESS  
($/15 years) 





4.4 Summary  
 
 
     This chapter proposes a novel optimization method to determine an optimum size 
of BESS at minimum total BESS cost by using PSO-based frequency control for 
microgrids. The background of PSO is briefly demonstrated. The optimum sizing of 
BESS-based PSO is designed based on frequency control of the microgrid. Multi-
objective functions are considered in this method; that is, the minimization of BESS 
size and total cost with different storage technologies. The modelling of the proposed 




PSO-based frequency control of the microgrid is designed and demonstrated using 
DIgSILENT PowerFactory/DPL Script. Compared with the analytic method, it is 
clearly seen that the optimal sizing of BESS-based PSO can improve fast, smooth and 
secure dynamic stability of the microgrid from the emergency situation to the normal 
equilibrium state and achieve the best minimum total cost of BESS. Nevertheless, the 
modern BESS technologies are investigated and compared in terms of the economical 
performance for microgrids. It is obvious that the optimal size of BESS-based the 
proposed PSO method can save a huge amount of BESS capacity and investment. 
For this work, the capacity of BESS is reduced from 4.000 MW/20.000 MWh to 
3.3689 MW/16.8445 MWh (i.e., 15.77% of the reduction in the BESS capacity) and 
the total cost of BESS is reduced from $ 2,440,000 USD to $ 2,055,029 USD (i.e., 
save $ 384,971 USD) in case of the polysulfide–bromine BESS and from $ 4,244,000 
USD to $ 3,574,403 USD (i.e., save $ 669,597 USD) in case of the vanadium redox 
BESS for 15-years installation. Hence, the installation of polysulfide-bromine BESS is 
likely to be more cost-effective than the installation of vanadium redox BESS for 15- 
years installation in a microgrid. Finally, it is concluded that the proposed sizing of 
BESS by using PSO-based frequency control can help the system operators to 
guarantee the lowest size of BESS with a reasonable and full use of the microgrid 
system, so that the microgrid system can operate at the optimum conditions with 





Result Evaluation of PSO Method 
 
 
     Based on the PSO method, it shows that the proposed PSO method is not flexible 
to determine an optimum location of BESS once their output/size change as it is 
required an operator to manually select and place the BESS location as well as run the 
PSO script again in DIgSILENT PowerFactory. Thus, a suitable location of BESS in 
the microgrid has not been considered in this chapter. It can result in the inefficiency 
in terms of power loss, larger BESS capacity and high cost of BESS.  To solve such 
mentioned problems, a new optimization method, which is capable of simultaneously 
evaluating an optimum size and location of BESS without enormous uses of 












1. J. Kennedy, and R. Eberhart, Particle swarm optimization. In: Proceeding of IEEE 
international conference neural networks, 4 (1): 1942–8, 1995.  
2. Z. L. Gaing, A particle swarm optimization approach for optimum design of PID 
controller in AVR system. IEEE Trans. Energy Conversion, 19(2):284–391. 2004. 
3. A. A. Esmin, G. Lambert-Torres, and A.C. Zambroni de Souza, A hybrid particle swarm 
optimization applied to loss power minimization, IEEE Trans. Power System., 20(2):859–
66, 2005.  
4. H. Bevrani, F. Habibi, P. Babahajyani, M. Watanabe, Y. Mitani, Intelligent frequency 
control in an AC microgrid: on-line PSO-based fuzzy tuning approach. IEEE Trans. 
Smart Grids, 3(4), 1935–1944, 2012. 
5. J. Zhu, Optimization of power system operation, John Wiley & Sons Inc., New Jesey, 
2010. 
6. H. Bevrani, Robust power system frequency control, 1st edn. Springer, USA, 2009. 
7. T. Kerdphol, K. Fuji, Y. Mitani, M. Watanabe, and Y. Qudaih, Optimization of a battery 
energy storage system using particle swarm optimization for stand-alone microgrids. 
International Journal of Electrical Power and Energy Systems, 81(1), 32–39, 2016. 
8. H. Ibrahim, A. Ilinca, J. Perron, Energy storage systems-characteristics and comparisons. 
Renew Sustain Energy Rev, 12(5):1221–50, 2008. 
9. S. Chakraborty, T. Senjyu, H. Toyama, A. Saber, T. Funabashi, Determination 
methodology for optimizing the energy storage size for power system. IET Gen Trans 
Distr, 3(11):987–99, 2009. 
10. B. Turker, S. Klein, E. Hammer, B. Lenz, and L. Komsiyska, Modeling a vanadium 
redox battery system for large scale applications. Int J Electr Power Energy Syst, 66:26–
32. 2013.  
11. C. Lo, and K. Kwan, Economic dispatch and optimal sizing of battery energy storage 
systems in utility load-leveling operations. IEEE Trans Energy Convers, 14 (3):824–9. 
1999. 
12. F. Chacra, P. Bastard, G. Fleury, R. Clavreul, Impact of energy storage costs on 
economical performance in a distribution substation. IEEE Trans Power Syst. 20(2):684–
91. 2005. 























5.1 Introduction of ANN Method 
 
 
     Artificial neural networks (ANN) are computational information systems that 
mimic the structures of a biological nervous system such as the human brain. The 
most basic component of the human brain is a specific type of cell, which gives us the 
capability to estimate, remember, think and implement former experience to our 
actions. These cells are known as neurons and each of these neurons is able to 
connect up to 300,000 other neurons. All neurons consist of four basic components: 
that is, dendrites, soma, axons, and synapses. The processing power of the brain 
comes from the number of these basic components and multiple connections 
between them.  Looking at the information process of the brain, a biological neuron 
obtains input from outsources, combines them, performs a nonlinear operation on 
the result and then gives the final result [1-3].         
 
    The ANN structure consists of three main layers as shown in Fig 5.1. First, an 
input layer, which connects the input signal (Xj) to the neuron via a set of weights 
(Wkj). Next, a hidden layer, which summarizes the bias values (bk) and the input 
signals, is weighted by the respective weight values of the neuron. Finally, an output 
layer is used for limiting the amplitude of the output of the neuron using the 




activation transfer function. In addition, a bias is added to the neuron to increase or 





















Figure 5.1 ANN structure of a nonlinear model 
 
 
     The mathematical structure of a neuron k in ANN is demonstrated as follows [3]:  
 
𝑈𝑘 = ∑ (𝑊𝑘𝑗𝑋𝑗)
𝑛
𝑗=1                                            (5.1) 
 
 
     The values for the output nodes can be calculated as follows:  
 




 X1, X2, X3,…, Xn are the input signals, 
 Wk1, Wk2, Wk3, …, Wkn are the weights for neuron k, 
 bk  is the bias value, 
 Uk is the linear combiner, 
 f( . ) is the activation transfer function, 
 Yk    is the output signal of the neuron.  




     The range of ANN outputs depends on the types of the activation transfer 
function (e.g., hard-limit, log-sigmoid, tan-sigmoid, linear, radial basis) as shown in 
Fig. 5.2 [3, 5].  
 
 
Figure 5.2 Activation transfer functions of ANN  
 
     Several researches and studies have proposed and discussed the development and 
theory of ANN in [6-9]. The development of ANN algorithms is briefly revealed as 
follows: 
 
      The back-propagation neural network (BPNN) is commonly applied to iteratively 
minimize the cost function with respect to the interconnection weights and neuron 
thresholds. The BPNN learning rate evaluates what amount of the calculated error 
sensitivity to weight change for the weight correction. The BPNN training process is 
stopped either when the mean square error (MSE) or root mean square error (RMSE), 
between the predictive result of BPNN and the measured experiment result for all 
elements in the training data, has satisfied a pre-specified threshold or after the 
completion of a pre-specified number of learning iterations [10].     




     The modular neural network (MNN) is motivated by the task decomposition. 
Applying MNN, the task is divided among many local neural networks without 
communication of each other. The MNN generalization requirement is decreased in 
comparison with a single MNN that have to learn the whole task. How to choose 
models and how to build the problem is the main problem of MNN. Thus, MNN is 
only suitable for a very limited domain of problems [3, 9, 11]. 
 
     The self-organization feature maps (SOFM) neural network is a clustering method 
which builds a map of relationships among input patterns. The map is used to give a 
decreased representation of the original data. SOFM has a single layer of nodes and 
applies a distance metric to evaluate the output node closet to a given input pattern. 
The output nodes of SOFM do not related to known classes but to unknown clusters 
which the network automatically determines in the data [12].   
 
     The radial basis function neural network (RBFNN) is a functional approximation 
network which can be used in identification, memorization and control.  It has the 
capability to learn system behaviors and effectively used for the identification of 
nonlinear systems. The centers and widths of the activation transfer function are 
achieved by unsupervised learning. The supervised learning is used to update the 
connection weights between the hidden and output layers. RBFNN is claimed that 
these networks learn faster than the feed forward neural networks and requires a 
smaller number of training data [11, 13].   
 
     The recurrent neural network (RNN) is characterized itself from the feed forward 
neural network by adding at least one feedback loop. RNN may contain a single layer 
of neurons with each neuron feeding its output signal back to the inputs of all other 
neurons. The current feedback loops have a deep impact on the learning process of 
the network and its performance [3, 14].  
 
     The following distinguished capabilities of ANN make it an effective tool in power 
system optimizations.  
 
1. Nonlinear capability: ANN have been applied even for nonlinearity problems 
as the interconnected neurons can implement either linear or nonlinear. The 
multiple interconnections between neurons can create the system nonlinear. 
This application is very essential for power system optimization as the 
parameters or signals from complex structure of power system may be 
nonlinear [3, 4, 5].  
 




2. Adaptive capability: ANN can easily adapt their systems by adjusting the 
weight values for changes in the environments [3].   
 
3. Input-output mapping capability:  ANN can correlate a unique input value 
with a desired response. ANN can modify the weight values using a learning 
process to achieve the desired response. For training ANN, the network is fed 
by a set of inputs and the corresponding desired response (i.e., target). Then, 
the network tries to learn from the examples by creating an input-output 
mapping. This is the most powerful application of ANN for supervising 
learning process.  Hence, there is no need for enormous uses of programming 
[3, 4, 5].   
 
4. Generalization capability: It makes ANN to solve complex or large-scale 
tasks that are currently intractable. For solve such tasks, the ANN network 
must be trained with sufficient signatures and their corresponding physical 
parameters [3].   
 
5. Fault tolerance capability: It can make the potential candidates of ANN for 
critical tasks with high reliability requirements. Thus, ANN can cope with 
situations where normal symbolic systems would have difficulty [3].  
 
According to the finite RBFNN performance, the advantages of RBFNN are two 
major issues: the training processes are substantially faster than the feed forward 
neural networks and RBFNN does not encounter with the local minima problems, 
achieving the global solution. Thus, this chapter has chosen the RBFNN as the 
proposed optimization method to determine an optimum size and location of BESS 




5.2 RBFNN Method Structure for Determining BESS Size  
 and Location  
 
      The proposed optimization method of BESS contains a two-stage based on an 
optimum size process and optimum location process. In the first stage, the optimum 
size of BESS is determined using the RBFNN based on frequency control of the 
microgrid so that the frequency of the microgrid can recover to a nominal value under 




the sudden changes in load/generation or the outage of generation/utility grid. In the 
second stage, the optimum location of BESS is evaluated using the RBFNN based on 
power loss minimization of the microgrid so that microgrid can reduce the power loss 
in the system, improve system stability, and operate at the optimum conditions in 
terms of investment and reliability requirement of the load demand. The input of the 
proposed RBFNN method is frequency, voltage and power loss of the microgrid and 
then the output are an optimum size and location of BESS as shown in Fig. 5.3. 
 
 
Figure 5.3 The RBFNN method structure for BESS sizing and locating 
 
 
Looking inside the RBFNN block, it consists of two stages: the optimum size of 
BESS (Stage 1) and optimum location of BESS (Stage 2). In addition, if a microgrid 
operator already has a BESS size, the BESS size can be directly fed into the stage 2 so 
as to evaluate an optimum location of BESS in the microgrid. In each stage, it consists 
of four blocks that are the historical data based, RBFNN model creation, training 
RBFNN, and well-trained RBFNN networks as seen in Fig. 5.4.  
 
     The design and training of RBFNN models in this book were performed using the 
neural network toolbox from MATLAB 2013b [17].  









5.2.1 RBFNN Structure for Determining Size of BESS  
         (Stage 1) 
 
 
     To determine an optimum size of BESS, frequency and voltage control have been 
considered as the important criteria for the secure system operation. Thus, the input 
signals of the RBFNN-based Stage 1 are frequency and voltage of the microgrid. The 
output of the RBFNN-based Stage 1 is an optimum size of BESS. Based on the 
measured data of the historical frequency and voltage of the microgrid, these data can 
evaluate an optimum size of BESS in order to recover and stabilize the microgrid 
from the emergency situation to the normal stage during the sudden changes in 
load/generation or the loss of generation/utility grid. The proposed RBFNN model 
based on the optimal BESS size can be demonstrated as a function that maps the 
input vector X = [X1 X2] to the output vector Y = [Y1 Y2] as shown in Fig. 5.5.  
 
After that, the input vector X is applied to all neurons in the hidden layer. The 
hidden layer is composed of number q RBFNNs that are connected directly to all the 
elements in the output layer. A node in the hidden layer will produce a greater output 




when the input pattern presented is close to its center. The output of a node will 
reduce as the distance from the center increase, assuming that a symmetrical basis 
function is applied. Hence, for an input pattern, only neurons whose centers are close 
to the input pattern will produce non-zero activation values to the input stimulus.  
 
The radial basis function of BESS size estimation for the jth node in the hidden layer 
is determined by the Gaussian exponential function as follows [11, 13, 15]: 
 





















            for  j = 1, 2,..., q                (5.3) 
 
where μj is the respective centre, σj is the wide of the Gaussian potential function of 
the jth neuron in the hidden layer.  
 
 
    The network output Y is formed by a linearly weighted sum of the number of radial 










               for  k = 1, 2                     (5.4) 
 
 
where Yk     is the output of the k
th node in the output layer, 
 bj(X ̅) is the output of the j
th node in the hidden layer, 
 Wkj     is the weight between the j
th node in the hidden layer and the kth node in    
                     the output layer. 
  
 
    Based on Table 5.1, the parameter details for determining an optimum size of 
BESS are shown and used in the training and the testing database for Stage 1. The 
RBFNN-based Stage 1 model was trained with 105 patterns of the data set (i.e., 70 % 
of data set) and its performance was tested with 45 patterns (i.e., 30 % of data set) 
randomly selected from the data set. The performance of the RBFNN training was 
evaluated with the root mean square error (RMSE) reduced to an order of 10-4.  
 






































Table 5.1 The proposed RBFNN parameters for Stage 1 
 
Parameters RBFNN 
Goal (RMSE) 0.0001 
Inputs 2 
Outputs 2 
Hidden layer 1 
Training data 105  
Testing data 45  
Hidden layer neurons 40 
Output layer neurons 2 
 




5.2.2 RBFNN Structure for Determining Location of BESS   
         (Stage 2) 
 
 
To evaluate an optimum BESS location, at each bus in the microgrid, the BESS is 
placed and BESS size is varied from minimum (0 MW) to a higher value and system 
losses are collected to the database as historical data. Based on historical data of BESS 
size (MW) and system losses (MW, Mvar), these data can evaluate an optimum 
location of BESS in the microgrid with the objective of power loss minimization. The 
proposed RBFNN model-based Stage 2 can be described as a function that maps the 
input vector Y = [Y1] to the output vector Loss = [Loss1 Loss2 Loss3 …. Lossk] as 
shown in Fig. 5.6.  
 
The radial basis function of BESS location prediction for the jth node in the hidden 
layer is determined by the Gaussian exponential function as follows [11, 13, 15]: 
 





















      for  j = 1, 2,..., q                    (5.5) 
 
 
where μj is the respective centre, σj is the wide of the Gaussian potential function of 
the jth neuron in the hidden layer.  
 
 
    The network output Loss is formed by a linearly weighted sum of the number of 
radial basis functions in the hidden layer. The values for the output nodes are 









                                         (5.6) 
 
 
where Lossk (k = 1,2,…,m) is the output of the k
th node in the output layer which 
indicates system loss values (MW, Mvar) at the kth bus,  Wkj is the weight between the 
jth node in the hidden layer and the kth node in the output layer, bj(Y ̅) is the output of 
the jth node in the hidden layer, m is the number of considered bus in the microgrid. 
 




     As regard to Table 5.2, the parameter details for determining an optimum location 
of BESS are displayed and used in the training and the testing database for Stage 2. 
The RBFNN-based Stage 2 model was trained with 232 patterns of the data set (i.e., 
70 % of data set) and its performance was tested with 88 patterns (i.e., 30 % of data 
set) randomly selected from the data set.  The performance of the RBFNN training 




























































Table 5.2 The proposed RBFNN parameters for Stage 2 
 
Parameters RBFNN 
Goal (RMSE) 0.0001 
Inputs 1 
Outputs 11 
Hidden layer 1 
Training data 232  
Testing data 88  
Hidden layer neurons 40 




     As regard to Fig. 5.7, the process of the proposed RBFNN method for 
determining both optimum size and location of BESS is demonstrated as follows: 
 
 
Step 1: Input the historical data set for each stage.  
 
Step 2: Specify the target data set for each stage.   
 
Step 3: Divide data set for training and testing process.  
 
Step 4: Train the network for each stage.  
 
Step 5: Obtain the output data for each stage. 
 
Step 6: Check the output performance using regression analysis and RMSE.  
 
Step 7: Obtain the well-trained networks for determining an optimum size and         
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Historical input data for BESS location:
Y1 (BESS power: MW)
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5.3 Results and Discussion  
 
 
  This section demonstrates the results of  the proposed RBFNN method for 
estimating an optimum size and location of  BESS in order to prevent the microgrid 
from system instability and collapse in the presence of  violent changes of  
load/generation or the outage of  the distributed generation/utility grid. The power 
fluctuations of  the solar PV farm are considered in this method and data are given in 
Appendix B.   
 
  According to Stage 1, two inputs which are frequency and voltage of the microgrid 
system are fed to the proposed RBFNN model-based Stage 1. The output of the 
proposed RBFNN can be the predictive result of the optimal size of BESS for the 
stand-alone microgrid.  
 
   In training results of Stage 1 (See Fig. 5.8), the correlation coefficient (R) of the 
proposed RBFNN model is almost equal to 1 (i.e., 0.99987) which means that the 
target is equal to the output of the training data. This reason indicates the strong 
correlation between the target data based on a simulation and the RBFNN output.  





Figure 5.8 A regression analysis between the RBFNN output and target for Stage 1 
























   In the testing results of Stage 1, it shows that the proposed RBFNN model is able 
to follow the patterns of data (i.e., BESS size based on frequency and voltage of the 
microgrid) at almost every step mentioned as shown in Fig. 5.9. It is obvious that the 
proposed RBFNN-based Stage 1 can accurately determine the optimal size of BESS 
for a microgrid. The predictive outputs of the RBFNN model-based Stage 1 are only 





Figure 5.9 A comparison between measured BESS size and estimated BESS size for 
evaluating an optimum size of BESS 
 
 
















































     As regard to the training results of Stage 2 (See Fig. 5.10), the correlation 
coefficient (R) of the proposed RBFNN based Stage 2 is almost equal to 1 (i.e., 
0.99981) which means that the target is equal to the output of the training data. This 
reason specifies the strong correlation between the target outputs based on a 
simulation and the RBFNN outputs. It can be decided that the proposed RBFNN 




Figure 5.10 A regression analysis between the RBFNN output and target for Stage 2 
 
 
        Looking at the testing results of Stage 2, it shows that the proposed RBFNN-
based Stage 2 is able to track the patterns of data (i.e., BESS location based on power 
losses) at almost every step mentioned as shown in Fig. 5.11. It is proved that the 
proposed RBFNN-based Stage 2 can precisely determine the optimal location of 
BESS corresponding to power loss minimization in the microgrid. It can be 
concluded that the outputs of the proposed RBFNN-based Stage 2 are only slightly 
different from the targets measured from a simulation. In addition, the 22 kV buses in 
the typical microgrid are considered for determining an optimal location of BESS as 
shown in Fig. 5.12.   

























Figure 5.11 A comparison between measured and estimated power loss for 
determining an optimum location of BESS  
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Figure 5.12 The considered buses for determining an optimum location of BESS in 
the study microgrid  
 
      After completing the training and testing processes, the well-trained RBFNN 
models are obtained which are ready to evaluate an optimum size and location of 
BESS with a high accuracy. Firstly, normal frequency and voltage referred from the 
grid-connected operation are fed to the well-trained RBFNN-based Stage 1 as input 
data in order to determine an optimum size of BESS. The optimum size of BESS is 
then automatically determined as the predictive output of the well-trained RBFNN-
based Stage 1 as seen in Fig. 5.13. The optimum size of BESS is obtained at 3.3796 
MW/6.7592 MWh by using the proposed RBFNN method-based Stage 1.  
 
Figure 5.13 The optimum size of BESS for the study microgrid 




     Afterwards, the optimum size of BESS is fed to the well-trained RBFNN-based 
Stage 2 as the input data so as to evaluate an optimum location of BESS. The power 
losses at each bus are then automatically evaluated as the predictive outputs of the 
well-trained RBFNN-based Stage 2 as shown in Fig. 5.14.   
 
Figure 5.14 The optimum location of BESS for the study microgrid 
 
     As regard to Fig. 5.14, it is obvious that the best location of BESS for the study 
microgrid is at the bus 2 where the total power losses are reduced to 0.04001 MW and 
0.15074 Mvar. The second best location of BESS is at the bus 3 where the total power 
losses are 0.04005 MW and 0.17101 Mvar.  
 
     Three adopted error indexes; that is, the mean absolute error (MAE), the mean 
relative error (MRE) and the root mean square error (RMSE) are used to estimate the 
proposed RBFNN training performance. These indexes show the learning and 
generalization errors of the normalized values of the proposed RBFNN models. The 
computational of these three error indexes can be expressed as:   
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                                (5.9) 
where Ti is the target vector, Oi is the output vector and n is the number of training 
data or data for each test in the testing data set. 
 
From Table 5.3, three index values revealed that the proposed RBFNN models 
based Stage 1 and 2 were able to accurately predict the optimum BESS size and 
location with minimal errors respectively. 
Table 5.3 Error indexes for the proposed RBFNN method 
Performance predictor RMSE MAE MRE 
BESS size optimization 
(Stage1) 
0.0000652 0.0004270 0.0001935 
BESS location optimization 
(Stage 2) 
0.0000528 0.0001770 0.0001762 
 
     In the performed simulation, the study microgrid performance is tested by 
implementing the most severe disturbance (i.e., disconnecting of the microgrid from 
the utility grid) at 10.0 s. The microgrid operation is transited from the grid connected 
to isolated operation, resulting in the shortage of power supply in the microgrid at 
that time. It is assumed that the nominal system frequency is 50 Hz and system 
frequency declines below 49.95 Hz is required the implementation of the optimum 
size of BESS based on RBFNN connected at the bus 2 in the study microgrid. 
 
Based on Fig. 5.15, the proposed RBFNN method can improve and recover fast, 
smooth and secure system stability and performance of the microgrid from the 
emergency situation to the normal equilibrium state. The system frequency-based the 
proposed RBFNN method is almost the same as the PSO method. It is obvious that 
the proposed RBFNN method can determine an optimum size of BESS with a high 
accuracy and low prediction errors.  
 
In case of no BESS, the system frequency drops drastically because the power 
supply cannot meet the load demand, resulting in system collapse.  




Figure 5.15 Frequency deviation of the microgrid after the severe disturbance 
 
      The voltage deviation of the microgrid during the severe disturbance is shown in 
Fig. 5.16. Based on the result, the proposed RBFNN method can remain nearly the 
same voltage deviation as the optimum size of BESS-based PSO, analytic method and 
conventional size of BESS. In case of no BESS, the system voltage decreases 
drastically because the power supply cannot meet the load demand, causing system 
collapse. 
Therefore, it is confirmed that the proposed RBFNN method can prevent the 
microgrid from instability and system collapse as well as provide the best reduction in 
power loss without any violation to frequency and voltage of the microgrid system. 
 
 
Figure 5.16 Voltage deviation of the microgrid after the severe disturbance 
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Lower acceptable range 
Disconnecting of  
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Disconnecting of  
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     As regard to Table 5.4, the optimum size of BESS-based PSO method can still 
achieve the best optimum size of BESS compared with the other mentioned methods. 
However, the PSO consumes longer calculation time with almost 5 minutes. Looking 
at the proposed RBFNN method, it can achieve nearly the same size of BESS 
compared with the PSO while it consumes shorter calculation time with only 6 
seconds. Hence, it is concluded that the proposed RBFNN method can determine an 
optimum size and location of the BESS with a high accuracy and shortest calculation 
time process.  



















4.000 20.000 51.222 0.974 - 
BESS-based 
analytic method 
3.400 17.000 50.310 0.971 372 
BESS-based  
PSO 
3.3689 16.8445 50.046 0.970 288 
BESS-based 
RBFNN 
3.3796 16.8960 50.049 0.970 6 
 
 
5.4 Summary  
 
     This chapter proposes a new intelligent optimization technique by using radial 
basis function neural networks (RBFNN) to evaluate an optimum size and location of 
BESS for microgrids. The proposed RBFNN method consists of a two-stage method: 
the determination of an optimum BESS size-based frequency control of the microgrid 
(i.e., Stage 1) and the determination of an optimum BESS location-based power loss 
minimization of the microgrid (i.e., Stage 2). The design and training of RBFNN 
models in this chapter are performed using the neural network toolbox from 
MATLAB 2013b. Based on the results, it is clearly seen that the proposed RBFNN 
method can determine an optimum size and location of BESS with a high accuracy 
and low prediction errors. It can achieve the fastest and shortest calculation time 




compared with the PSO and analytic methods. The system dynamic and performance 
of the microgrid based on the RBFNN method are acceptable as they can nearly 
obtain the same system dynamic and performance with the PSO method. Therefore, 
it can be summarized that the proposed RBFNN method is appropriate for the 
intelligent predictive optimum size and location of BESS with only a minor change 
compared with the measured results based on the simulation and can be used for an 
online energy storage management in the smart/micro-grid applications.  
  
Result Evaluation of RBFNN Method 
 
     As regard to the proposed RBFNN results, it is obvious that the proposed 
RBFNN method provides the fastest calculation time process and simplistic design 
method with a high accurate result and finest performance compared with the PSO 
and analytic methods. There is no need for the enormous uses of programming for 
the RBFNN method. However, the PSO method can still achieve the best optimum 
size of BESS compared with other mentioned methods. For these reasons, a brand 
new optimization idea for combining the advantages of PSO and ANN methods is 
proposed in the following chapter. Thus, the following chapter is going to design a 
brand new online optimization method of BESS by exploiting the advantages of both 
PSO and ANN methods, combining their strengths and applying it as an online 
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6.1 Introduction of Online Optimization Method 
 
 
     Due to the increasing environmental concerns worldwide, the target for 
integrations in the fraction of electricity supplied by renewable energy resources 
(RESs) have been set for smart/micro-grids [1, 2]. For example, according to the 
Kyoto Protocol, Japan promises to reduce its emission by at least 25 % of the 1990 
levels by 2020 [3]. Since fossil fuel resources generated electricity are produced more 
than 40 % of global greenhouse gas (GHG) emissions. Thus, RESs will play an 
important role in achieving these goals. RESs/DGs, which are located in 
smart/micro-grids, are gaining more attentions recently and their utilizations are 
considered for achieving GHG reduction goals [4].  Smart/micro-grids are designed 
in a way that they can be integrated with the advanced coordinated practices and 
control technologies for managing DGs or RESs, loads and all devices through the 
advanced communication technologies. Smart/micro-grids will perform a coordinated 
control which means the frequency, voltage and active and reactive powers of 
smart/micro-grids are centrally controlled [5]. Extracting the load/generation changes 
from time varying and intermittent RESs in smart/micro-grids needs the coordinated 
control. A conventional coordinated control scheme is typically conducted for 24 
hours in advance (e.g., day ahead) due to the idea that the system load can be 




predicted a day in advance. Looking at the smart/micro-grids, they are consisted of 
high integrations of RESs. The conventional coordinated control scheme for a day in 
advance is not reliable and not accurate enough for managing the smart/micro-grid 
due to the intermittent and unpredictable the nature of RESs (e.g., wind and solar 
energy). Especially for wind energy, it can be reliably predicted a few minutes in 
advance [6]. The quick variation in RESs together with the uncertainty in availability 
emphasizes the need for an intelligent control technique. Hence, a new intelligent 
online method is required for the coordinated control of smart/micro-grids. Any 
changes in loads or generations in smart/micro-grids should be responded optimally 
by the coordinated control system in the short period of time so as to control the 
system and operations as efficiency as possible, provide an economically energy use, 
sustainable and secure power system [7]. 
 
   Hence, this chapter proposes a brand new online optimization of BESS by using 
the combination of PSO and ANN methods, and uses it as an online effective 
controller for the coordinated control system in smart/micro-grids. Any changes in 
generations/loads will be compensated by the BESS-based online optimization in a 
short period of time without the necessity of performing the new optimization. To 
enable the online optimization of the BESS, artificial neural networks (ANN) seem to 
be most applicable for such an online modeling method in terms of time-varying 
system modelling, a fast time calculation process and instant responses. ANNs have 
been widely used to time series prediction [8]. In such a field, the multilayer perceptron 
neural networks (MLPNN) are widely used as a conventional method in many 
researches [9-11]. A majority of models are generated based on the MLPNN trained by 
the gradient descent method. However, their dynamic characteristics are not good 
enough to make the models suitable for time-varying system modelling, especially for 
online control systems. In addition, the nature of the MLPNN concerns a gradient-
based training, and its slow convergent rate as well as the tendency falling into local 
minima problems become the main disadvantages [12, 13]. Looking at the 
characteristic of radial basis function neural networks (RBFNN), they can provide a 
very significant tool for optimization tasks as they are extremely powerful 
computational devices with the capability of parallel processing, learning and 
generalization as well as universal approximation [14]. The advantages of RBFNN are 
two major issues: the training processes are substantially faster than MLPNN and 
RBFNN do not encounter with local minima problems [15-17]. Therefore, RBFNN 
are promoted and introduced as the proposed online optimization model in this 
chapter. Then, the predictive outputs of the online optimization of BESS-based 
RBFNN are compared with the online optimization of BESS-based MLPNN (i.e., the 
most popular/conventional design model for ANN) and the PSO optimization when 
error efficiency and positional accuracy are concerned. 




     The outstanding of the online optimization of BESS is that it can be used as an 
online effective controller of BESS for smart/micro-grids without the necessity of 
performing the new optimization process at any change in loads/generations or the 




6.2 Structure of Online Optimization of BESS  
 
 
     In this chapter, optimum active and reactive powers of BESS are evaluated by 
using the online optimization of BESS with the objective of frequency control of the 
microgrid. The goal of the proposed method is to evaluate optimum active and 
reactive powers of BESS in order to prevent the microgrid from instability and system 
collapse in the presence of violent changes of generations/loads or the loss of a 
generation/utility grid [18].  The inputs of the proposed online optimization of BESS 
are the measured data of generations and loads and the output are optimum active 
and reactive powers of BESS as shown in Fig. 6.1.  
 
 
Figure 6.1 The structure of the online optimization of BESS 
 
 
     Looking inside the online optimization of BESS as shown in Fig. 6.2, it is a two-
stage process which contains the offline process and online process. As regard to the 




offline process, it consists of three parts: PSO optimization (i.e., Chapter 3), database 
collection and RBFNN training. The online process contains the well-trained RBFNN 
model which is ready to evaluate online optimum active and reactive powers of BESS 
so as to prevent the microgrid from instability and system collapse in the presence of 




Figure 6.2 Inside of the proposed online optimization of BESS 
 
 
     First of all, the optimum setting powers of BESS are determined by the PSO 
optimization. The measured power data of generations/loads at every 30 minutes will 
be the inputs of the PSO optimization in the offline process. The optimum powers of 
BESS are then evaluated by the PSO and collected in the database collection. These 
optimum data are applied as target data for the RBFNN generalization and training. 
With an appropriate RBFNN training, the well-trained RBFNN model is obtained 
and employed as the online process where the system is using new input data as 
shown in Fig. 6.3. Afterwards, the optimum active and reactive powers of BESS can 
be automatically obtained without the necessity of performing the new optimization 
process at any change in loads/generations. The online optimization of BESS needs 
to restart the whole process (i.e., offline and online process) again when 
adding/removing a distributed generation/load to the microgrid system.   
 





Figure 6.3 The online process structure  
 
     The proposed online optimization of BESS is tested through the typical microgrid 
in Chapter 2 with a 24-hour load/generation profiles. The fluctuations of PV 
generation due to unpredicted weather conditions are also considered in this study. 
The PV generation profiles of a sunny and a rainy day are displayed in Fig. 6.4. Three 
types of loads are involved which are the residential, office, and commercial loads as 
shown in Fig. 6.5. The load profile depends on peaks and dips due to the various 
electricity usage situations. As regard to the residential loads, a peak load occurs from 
7 pm to 9 pm. For the office and commercial loads, the peak load occurs from 9 am 
to 5 pm every day due to the electricity usage during the office hours.  
 
 
Figure 6.4 PV generation profiles for a sunny and a rainy day 









6.2.1 PSO Optimization  
 
 
     According to the advantage of the PSO method from Chapter 4, it is confirmed 
that the PSO method provides the best optimum solution compared with other 
mentioned methods. Hence, in this chapter, the PSO optimization is used to 
determine optimum powers of BESS in the offline process so as to confirm the finest 
optimum setting data for the RBFNN generalization and training process. The 
measured power data of generations/loads at every 30 minutes will be the input of the 
PSO optimization. Then, the optimum powers of BESS are evaluated by the PSO and 
collected in the database collection. Afterwards, these optimum data are used as target 
data for the RBFNN generalization and training. 
 
     The objective of the PSO optimization is to evaluate optimum active and reactive 
powers of BESS in order to avoid the microgrid from instability and system collapse 
after the loss of the utility grid (e.g., blackouts or disasters). The objective function is 









Minimize f1 = min (SBESS) 
 
                           = min(λ1PBESS+λ2QBESS)                        (6.1) 
 
                                          
Subject to: 
 




BESSBESSBESS PPP                                             (6.2) 
 
where  PBESS    is the rated active power of BESS (MW),  
  PBESSmin is the allowed minimum rated active power of BESS, 




BESSBESSBESS QQQ                                             (6.3)  
 
where  QBESS    is the rated reactive power of BESS (MWh), 
  QBESSmin is the allowed minimum rated reactive power of BESS, 
  QBESSmax is the allowed maximum rated reactive power of BESS. 
 
 
     Microgrid frequency constraint is imposed on the optimization as follows:  
 
maxmin FFF                                               (6.4) 
 
where  F    is the nominal frequency of the isolated microgrid (Hz.), 
 Fmin is the allowed minimum nominal frequency of the isolated microgrid,









6.2.2 RBFNN Optimization Method  
 
 
     Due to the advantage of the RBFNN method from Chapter 5, it is confirmed that 
the RBFNN method provides a fast calculation time with a high accurate result 
compared with the other mentioned methods. Thus, this chapter proposes the 
RBFNN method for applying in both offline and online process. In the offline 
process, the RBFNN method receives the input data from the database collection and 
then trains these data in the offline process. With an appropriate RBFNN training, the 
well-trained RBFNN model is obtained with a high accuracy and ready to employ in 
the online process. In the online process, it contains the well-trained RBFNN model 
where the system is applying new input data. The optimum active and reactive powers 
of BESS can be automatically evaluated by the online process without the necessity of 
performing the new optimization process at any change in loads/generations. 
 
 To enable the online optimization of BESS, the proposed RBFNN model is 
implemented in Fig. 6.6. The input data extracted from the database collection is used 
as target data in the RBFNN generalization capability. There will be twelve inputs and 
two outputs. The inputs of the system are the active and reactive powers of the 
commercial load 1 (X1, X2) respectively, the active and reactive powers of the office 
load 2 (X3, X4) respectively, the active and reactive powers of the residential load 3 (X5, 
X6) respectively, the active and reactive powers of the commercial load 4 (X7, X8) 
respectively, the active and reactive powers of the residential load 5 (X9, X10) 
respectively and the active and reactive powers of the solar PV system (X11, X12) 
respectively. The outputs of the system are the active and reactive powers of BESS (Y1, 
Y2) respectively. Then, the proposed RBFNN model-based online optimum active and 
reactive powers of BESS is demonstrated as a function that maps the input X = [X1, 
X2, X3, X4, X5, X6, X7, X8, X9, X10, X11, X12] to the output Y = [Y1, Y2].  
 
 The input vector X is applied to all neurons in the hidden layer. The hidden layer is 
composed of number q RBFNNs that are connected directly to all the elements in the 
output layer. A neuron in the hidden layer will produce a greater output when the 
input pattern presented is close to its center. The output of a node will reduce as the 
distance from the center increase, assuming that a symmetrical basis function is 
applied. Hence, for an input pattern, only neurons whose centers are close to the input 
pattern will produce non-zero activation values to the input stimulus. The basis 
function for the jth node in the hidden layer is determined by a Gaussian exponential 
function as follows [15-17]: 
 

























 ,        for j = 1, 2,..., q                (6.5) 
 
where  μj is the respective centre of the j
th neuron in the hidden layer, 
  σj is the wide of the Gaussian potential function of the j
th neuron in the  
        hidden layer.  
 
    The network output Y is formed by a linearly weighted sum of the number of basis 









 ,      for k = 1, 2                         (6.6) 
 
where Yk is an output of the k
th node in the output layer, Wkj is a weight value 
between the jth node in the hidden layer kth node in the output layer, bj(X ̅) is an output 
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Figure 6.6 The RBFNN structure for determining optimum powers of BESS 




     As regard to Table 6.1, the parameter details for determining optimum active and 
reactive powers of BESS are displayed and used in the training and the testing 
database. The RBFNN model was trained with 940 patterns of the data set (i.e., 70 % 
of data set) and its performance was tested with 404 patterns (i.e., 30 % of data set) 
randomly selected from the data set.  The performance of the RBFNN training was 
evaluated with the root mean square error (RMSE) reduced to an order of 10-4. The 
design and training of the RBFNN model in this chapter were performed using the 
neural network toolbox from MATLAB 2013b [21]. 
 
Table 6.1 RBFNN parameters for determining optimum powers of BESS 
 
Parameters RBFNN 
Goal (RMSE) 0.0001 
Inputs 12 
Outputs 2 
Hidden layer 1 
Training data 940 
Testing and validating data 404 
Hidden layer neurons  30 
Output layer neurons 2 




6.2.3 MLPNN Optimization Method (Conventional Method) 
 
 
     Multilayer perceptron neural networks (MLPNN) are known as the most popular 
model for artificial neural networks (ANN) which are proposed and implemented in 
many researches [12, 13]. In this chapter, the MLPNN model is considered and 
selected as the conventional method in order to compare the system performance of 
the proposed RBFNN model.  
 
The MLPNN model belongs to the class of feed-forward networks. In the 
MLPNN structure, it is established in a layered feed-forward network and contained 
by an input layer, hidden layer and output layer. The weight total of the input data and 
chosen bias are passed through a transfer function to obtain the output data. The 
number of hidden layers can be changed based on the problem data in the training 
process. In this chapter, the MLPNN consists of three-layers of neurons which 




demonstrate that only one hidden layer is included and one class of activation 
function is used in the hidden layer and one output layer is contained.   
  To enable the online optimization of BESS, the proposed MLPNN model is 
implemented in Fig. 6.7. The input data extracted from the database collection is used 
as target data in the MLPNN generalization capability. There will be twelve inputs and 
two outputs. The inputs of the system are the active and reactive powers of the 
commercial load 1 (X1, X2) respectively, the active and reactive powers of the office 
load 2 (X3, X4) respectively, the active and reactive powers of the residential load 3 (X5, 
X6) respectively, the active and reactive powers of the commercial load 4 (X7, X8) 
respectively, the active and reactive powers of the residential load 5 (X9, X10) 
respectively and the active and reactive powers of the solar PV system (X11, X12) 
respectively. The outputs of the system are the active and reactive powers of BESS (Y1, 
Y2) respectively. Then, the MLPNN model-based online optimum active and reactive 
powers of BESS is demonstrated as a function that maps the input X = [X1, X2, X3, 
X4, X5, X6, X7, X8, X9, X10, X11, X12] to the output Y = [Y1, Y2]. 
 
























  Figure 6.7 The MLPNN structure for determining optimum powers of BESS 
 




  Each hidden layer summarizes its weighted inputs which can be expressed as [12]: 
 





                                 (6.7) 
 
where Wih (i = 1,2,…,Ni, h = 1,2,…Nh) are the weights of the connections between 
the input and hidden layers, Xi (i = 1,2,…,Ni) are the input signals, bh
H (h = 1,2,…, Nh) 
are the biases at the hidden layer, Ni is the number of the inputs, Nh is the number of 
neurons in the hidden layer. 
 
  The function form of the online optimization of BESS-based MLPNN model (i.e., 
the outputs from the hidden layers) can be shown as follows: 
 








                               (6.8) 
 






                        (6.9) 
 
 
where Yk (k = 1,2,…,Nk) are the output signals, Whk (h = 1,2,…Nh, k = 1,2,…Nk) are 
the weight values of the connections between the hidden and output layers, bk
0  (k = 
1,2,…Nk) are the biases at the output layer nodes, f (yh(n)) is the hidden activation 
transfer function, Nh is the number of neurons in the hidden layer, Nk is the number 
of the outputs. 
 
 
     As regard to Table 6.2, the parameter details for determining optimum active and 
reactive powers of BESS-based MLPNN are displayed and used in the training and 
the testing database. The MLPNN model was trained with 940 patterns of the data set 
(i.e., 70 % of data set) and its performance was tested with 404 patterns (i.e., 30 % of 
data set) randomly selected from the data set.  The performance of the MLPNN 
training was evaluated with the root mean square error (RMSE) reduced to an order 
of 10-4. The design and training of MLPNN models in this chapter were performed 











Table 6.2 MLPNN parameters for determining optimum powers of BESS 
 
Parameters MLPNN 
Goal (RMSE) 0.0001 
Inputs 12 
Outputs 2 
Hidden layer 1 
Training data 940 
Testing and validating data 404 
Hidden layer neurons  30 
Output layer neurons 2 






6.3 Results and Discussion  
 
 
  This section describes the results of the proposed online optimization of BESS 
with the objective of frequency control of the microgrid. Thus, the online 
optimization of BESS-based RBFNN will automatically determine online optimum 
powers of BESS in order to avoid the isolated microgrid from instability and collapse 
in the presence of violent changes of loads or the outage of a distributed generation. 
The validity of the online optimization of BESS-based RBFNN is verified by 
comparing to the optimum results-based PSO (i.e., target data). Then, the predictive 
results and performance of the online optimization of BESS-based RBFNN method 
are compared with the online optimization of BESS-based MLPNN method when 








   In the training results of the online optimization of BESS method, the correlation 
coefficient (R) is used to measure the fitness where, a value closer to 1 indicates a 
better fit. From Figs. 6.8 and 6.9, it shows that the correlation coefficient of the 
proposed online optimization of BESS-based RBFNN model is higher than the 
correlation coefficient (R) of the online optimization of BESS-based MLPNN model 
and almost equal to 1 (i.e., 0.9999) which means that the targets are equal to the 
outputs of the training data. This reason indicates the strong correlation between the 
optimization data and the neural network output. Hence, it is obvious that the 
proposed online optimization of BESS-based RBFNN approach achieves the best 






Figure 6.8 A regression analysis between the network outputs and the optimization 
targets based on MLPNN 
 





Figure 6.9 A regression analysis between the network outputs and the optimization 




      Three adopted error indexes; that is, the mean absolute error (MAE), the mean 
relative error (MRE) and the root mean square error (RMSE) are used to estimate the 
RBFNN/MLPNN training performance. These error indexes show the learning and 
generalization error of the normalized values of the online optimization of BESS-
based RBFNN/MLPNN model. The computational of the three error indexes can be 
expressed as [18]:   
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                               (6.12) 
 
where Ti is the target vector, Oi is the output vector and n is the number of training 
data or data for each test in the testing data set. 
 
     Compared with the online optimization of BESS-based MLPNN model, Table 6.3 
shows that the proposed online optimization of BESS-based RBFNN model has the 
minimum statistic error in terms of MAE, MRE and RMSE. It is concluded that the 
proposed online optimization of BESS-based RBFNN is the effective way to improve 
the prediction accuracy. In addition, the proposed online optimization of BESS-based 
RBFNN is able to accurately predict the optimum active and reactive powers of BESS 
with minimal errors. 
 
 
Table 6.3 Error indexes for the online optimization of BESS  
Output MAE MRE RMSE 
Y1-based RBFNN 
(Active power) 
0.0004270 0.0001935 9.947×10-7 
Y2 – based RBFNN 
(Reactive power) 
0.0001770 0.0001762 7.821×10-7 
Y1-based MLPNN 
(Active power) 
0.01485 0.00636 0.000067 
Y2 – based MLPNN 
(Reactive power) 




   Looking at the testing results of the online optimization of BESS method, the 
online optimization of BESS-based RBFNN/MLPNN has been trained and tested 
using the typical microgrid, load demand and generation profiles under the 
environments of a sunny and rainy day without the support of the utility grid (i.e., 
isolated mode). The predictive results of the online optimization of BESS-based 
RBFNN/MLPNN method are verified with the optimum data obtained from the 
PSO optimization conducted offline as shown in Figs. 6.10-6.13.   




  Figs. 6.10-6.11 show the predictive results of the online optimization of BESS 
under the typical load and generation profiles with the environment of a sunny day for 
a 24-hour, respectively. Figs. 6.12-6.13 show the predictive results of the online 
optimization of BESS under the typical load and generation profiles with the 
environment of a rainy day for a 24-hour, respectively.  As regard to these figures, the 
proposed online optimization of BESS-based RBFNN method is better than the 
online optimization of BESS-based MLPNN method when the accuracy and 
efficiency are concerned. The capability of the online optimization of BESS-based 
MLPNN is poor compared to the proposed online optimization of BESS-based 
RBFNN. It is obvious that the proposed online optimization of BESS-based RBFNN 
is able to follow the target patterns-based PSO at almost every time step mentioned. 
Compared with the online optimization of BESS-based MLPNN model, the outputs 
of the proposed online optimization of BESS-based RBFNN model are only slightly 
different from the optimization targets-based PSO.  
 
Figure 6.10 The active power of BESS under the environment of a sunny day 
 





Figure 6.11 The reactive power of BESS under the environment of a sunny day 
 
 
Figure 6.12 The active power of BESS under the environment of a rainy day 
 
 









  Looking at the frequency and voltage profiles of the stand-alone microgrid for a 
24-hour, frequency and voltage profiles are an important criterion which have to be 
monitored to ensure that the frequency and voltage of the stand-alone microgrid are 
satisfied within the require limit in order to prevent the stand-alone microgrid from 
instability and collapse in the presence of violent changes of loads or the outage of 
distributed generation. Figs 6.14 and 6.15 show the frequency and voltage profiles of 
the microgrid under the environment of a sunny day, respectively. Based on these 
figures, it can be seen that frequency and voltage variations of the proposed online 
optimization of BESS-based RBFNN are within the acceptable ranges which are 
between 49.95 Hz and 50.05 Hz for frequency regulation, and between 0.99 p.u. and 1 
p.u. for voltage regulation. On the contrary, frequency variations of the online 
optimization of BESS-based MLPNN exceed the acceptable range of frequency 









Figure 6.14 Frequency deviations of the isolated microgrid under the environment 
of a sunny day 
 
Figure 6.15 Voltage deviations of the isolated microgrid under the environment of 
a sunny day 
 




   Figs 6.16 and 6.17 show the frequency and voltage profiles of the isolated 
microgrid under the environment of a rainy day, respectively. As regard to these 
figures, it is obvious that frequency and voltage variations of the proposed online 
optimization of BESS-based RBFNN are still maintain within the acceptable ranges 
under the fluctuations of PV profile due to the bad weather condition which are 
between 49.95 Hz and 50.05 Hz for frequency regulation, and between 0.99 p.u. and 1 
p.u. for voltage regulation. On the contrary, frequency variations of the online 
optimization of BESS-based MLPNN cannot hold within the acceptable range and 
exceed the acceptable range of frequency regulation in various durations of time. 
 
  Thus, it can be concluded that the proposed online optimization of BESS-based 
RBFNN method can accurately determine the online optimum active and reactive 
powers of BESS so as to prevent the microgrid from instability and system collapse in 
the presence of violent changes of generations/loads or the loss of a 
generation/utility grid. Thus, the proposed online optimization of BESS-based 
RBFNN can be used as an online effective controller of BESS for smart/micro-grids 
without the necessity of performing the new optimization process at any change in 
loads/generations. 
 
Figure 6.16 Frequency deviations of the isolated microgrid under the environment 
of a rainy day 





Figure 6.17 Voltage deviations of the isolated microgrid under the environment of 




6.4 Summary  
 
 
     This chapter proposes a brand new online optimization method, known as the 
online optimization of BESS by using the combination of both PSO and RBFNN 
methods for determining online optimum active and reactive powers of BESS for 
microgrids. The BESS is centrally managed and controlled by an effective controller 
developed using the proposed online optimization of BESS. Any changes in 
generations/loads in the microgrid will be compensated by the effective controller in 
a short period of time without the necessity of performing the new optimization 
process. Based on the results, it is obvious that the proposed online optimization of 
BESS-based RBFNN method can accurately determine online optimum active and 
reactive powers of BESS based on the frequency control of the microgrid under the 
circumstances of a sunny and rainy day including the PV fluctuations and typical load 
changes. Compared with the conventional ANN method known as the MLPNN 
model, it is clearly seen that the proposed online optimization of BESS-based 
RBFNN model provides the superior and finest performance when the error 




efficiency and positional accuracy are concerned.  The validity of the proposed online 
optimization of BESS-based RBFNN is verified by comparing to the optimum 
results-based PSO. As it has been demonstrated, the results of online optimization of 
BESS-RBFNN method is about the same with the optimum results-based PSO which 
means the proposed online optimization of BESS-based RBFNN is feasible and 
accurate enough to evaluate online optimum active and reactive powers of BESS for 
microgrids. The outstanding of the online optimization of BESS is that it can be used 
as an online effective controller of BESS for smart/micro-grids without the necessity 
of performing the new optimization process at any change in loads/generations or the 
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     This research have solved the optimization problems about energy system and 
contributed in the future online control and management of energy system.  
 
     Firstly, the optimization-based analytic method is designed as a reference method 
to compare with the proposed optimization methods.  
 
     Secondly, the proposed optimization based on the PSO method provides the 
finest optimum solution for determining an optimum size of BESS for microgrids. 
This method will be useful to help the operators to guarantee a lowest size and total 
cost of BESS with a constraint of frequency control and the full use of the microgrid. 
    
     Afterwards, the proposed optimization based on the RBFNN offers the fastest 
calculation time and accurate results with a low prediction error for determining both 
optimum size and location of BESS for microgrids. This method will be beneficial to 
help the operators to evaluate an optimum size of BESS with a constraint of 
frequency control and determine an optimum location of BESS with a constraint of 
power loss minimization, guaranteeing the full use of microgrids. 
 
     Finally, the proposed combined optimization technique of both PSO and RBFNN 
methods produces a novel online optimization method to evaluate online optimum 
active and reactive powers of BESS in order to prevent the microgrid from instability 
and system collapse in the presence of violent changes of generations/loads or the 
outage of generations/utility grid without the necessity to performing the new 




optimization process. This method produces a fast time calculation and accurate result 
for evaluating online optimum active and reactive powers of BESS as well as it can be 
used as an online effective controller for microgrids. 
 
     The proposed optimization methods in this book are verified and tested through 
the typical micogrid including whole system parameters, actual domestic 
loads/customers and generations which is available at the promoting renewable 
energy in Mae Hong Son province, Thailand. This is a first microgrid pilot project in 
Thailand which is initiated and funded by UNDP and GEF incorporating the Ministry 
of Energy of Thailand aimed for promoting DGs/RESs, learning and sharing 
knowledge and supporting the environmental agreements.     
 
     The outstanding of this research is that the optimization problems have been 
solved by using artificial intelligent techniques which are accurate, secure and simple 
for control and management of energy system. 
 































Table A.1 Busbar Parameters 
 
Name Nominal voltage 
(kV) 
Type System type Phase 
Technology 
1 22 Busbar type22kV AC ABC 
2 22 Busbar type22kV AC ABC 
3 22 Busbar type22kV AC ABC 
4 22 Busbar type22kV AC ABC 
5 22 Busbar type22kV AC ABC 
6 22 Busbar type22kV AC ABC 
7 22 Busbar type22kV AC ABC 
8 22 Busbar type22kV AC ABC 
9 22 Busbar type22kV AC ABC 
10 22 Busbar type22kV AC ABC 
11 22 Busbar type22kV AC ABC 
12 6 Busbar type6kV AC ABC 
13 22 Busbar type22kV AC ABC 
14 6 Busbar type6kV AC ABC 
15 0.2 Busbar type0.2kV AC ABC 
16 0.4 Busbar type0.4kV AC ABC 
17 22 Busbar type22kV AC ABC 
18 22 Busbar type22kV AC ABC 
19 22 Busbar type22kV AC ABC 
20 22 Busbar type22kV AC ABC 

















Table A.2 Line Parameters 
 
 


















1-7 SCDC1 5 1 1.771 81.605 0.258 1.752 0.633 4.994 1.803 
7-9 SCDC1 20 1 7.087 81.605 1.034 7.011 2.532 19.977 1.803 
7-8 SCDC1 0.3 1 0.106 81.605 0.015 0.105 0.037 0.299 1.803 
17-18 SCDC1 50 1 17.718 81.605 2.586 17.528 6.331 49.942 1.803 
19-20 SCDC1 40 1 14.174 81.605 2.069 14.022 5.065 39.954 1.803 
1-6 SCDC1 5 1 1.771 81.605 0.258 1.752 0.633 4.994 1.803 
6-10 SCDC1 1.5 1 0.531 81.605 0.077 0.525 0.189 1.498 1.803 
5-11 SCDC1 5 1 1.771 81.605 0.258 1.752 0.633 4.994 1.803 
1-5 SCDC1 1 1 0.354 81.605 0.051 0.350 0.126 0.998 1.803 
1-4 SCDC1 4.2 1 1.488 81.605 0.217 1.472 0.531 4.195 1.803 
1-3 SCDC1 5.8 1 2.055 81.605 0.300 2.033 0.734 5.793 1.803 
1-2 SCDC1 1 1 0.354 81.605 0.051 0.350 0.126 0.998 1.803 



































TR1 3-phase 30 150 22 YN YN 50 
TR2 3-phase 4 22 6 YN YN 50 
TR3 3-phase 4 22 6 YN YN 50 
TR4 3-phase 4 22 0.2 YN YN 50 





































AVR1 3-phase 30 22 22 YN YN 50 






Table A.5 Utility Grid Parameters 
 
 
Name Bus type Input mode Setpoint Angle (deg) Voltage 
setpoint (p.u.) 






Table A.6 Domestic Load Parameters 
 
 










Load 1 3PH PH-E AC Lod-1 1.85 0.9, ind 1 
Load 2 3PH PH-E AC Lod-1 1.70 0.9, ind 1 
Load 3 3PH PH-E AC Lod-1 1.75 0.9, ind 1 
Load 4 3PH PH-E AC Lod-1 1.90 0.9, ind 1 






















Start of Active power reduction (Hz) 50.2 
End of Active power reduction (Hz) 50.05 
Gradient of active power reduction (%Hz) 40 










Kp Gain, Active power PI-controller 0.005 
Tip Integration time constant, active power PI-controller 0.03 
Tmpp Time delay MPP-Tracking (s) 5 
Tr Measurement delay (s) 0.001 
Deadband for AC voltage support (p.u.) 0.1 
Droop static for AC voltage support 2 
id_min, Active current limit (p.u.) 0 
U_min, Minimum allowed DC voltage (V) 330 
iq_min, Minimum reactive current limit (p.u.) -1 
iq_max, Maximum reactive current limit (p.u.) 1 
id_max, Maximum active current limit (p.u.) 1 
Allowed absolute current (p.u.) 1 















Capacitor capacity on DC busbar (s) 0.0172 
Initial DC voltage (V) 700 
Nominal DC voltage (kV) 0.2 












Open circuit voltage (STC) of module (V) 43.8 
MPPT voltage of module (V) 35 
MPPT current of module (A) 4.58 
Short circuit current of module 5 
Temperature correction factor (voltage) -0.0039 
Temperature correction factor (current) 0.0004 
Serial modules number 20 
Parallel modules number 140 













































































































Table C.1 Calibration of Parameters for BESS Model 
 
Parameter Value 
State of charge (SOC) at initialization 0.9 
Capacity per battery cell (Ah) 480 
Voltage of empty battery cell (V) 12 
Voltage of full battery cell (V) 14 
Number of parallel battery cells 65 
Number of series battery cells 70 
Nominal voltage of source (kV) 0.4 
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