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Quantum dot quantum computing architectures rely on systems in which inversion symmetry is
broken, and spin-orbit coupling is present, causing even single-spin qubits to be susceptible to charge
noise. We derive an effective Hamiltonian for the combined action of noise and spin-orbit coupling
on a single-spin qubit, identify the mechanisms behind dephasing, and estimate the free induction
decay dephasing times T ∗2 for common materials such as Si and GaAs. Dephasing is driven by noise
matrix elements that cause relative fluctuations between orbital levels, which are dominated by
screened whole charge defects and unscreened dipole defects in the substrate. Dephasing times T ∗2
differ markedly between materials, and can be enhanced by increasing gate fields, choosing materials
with weak spin-orbit, making dots narrower, or using accumulation dots.
Developments in quantum computing hold consider-
able promise in the progress of modern information pro-
cessing, and this has spurred a large experimental and
theoretical effort investigating two-level systems that can
be used as quantum bits (qubits). The need for scalabil-
ity and long coherence times has led naturally to solid
state spin-based devices, such as quantum dot spin sys-
tems, as ideal candidates for scalable qubits. The focus
has been on single-spin [1] and singlet-triplet qubits. [2]
While GaAs quantum dots have been studied for many
years, a substantial effort is also underway researching Si
spin quantum computing architectures, [3–5] motivated
by their compatibility with Si microelectronics and long
coherence times. [6–12] Recently, much effort has also
been devoted to quantum dot systems with spin-orbit
interactions, [13–15] where spin manipulation could in
principle be achieved entirely by electrical means. [16–
18]
The coherence of a solid-state spin qubit is quantified
by the relaxation time T1 and the dephasing time T
∗
2 ,
both of which are determined by mechanisms that cou-
ple up spins with down spins. This coupling can either
be direct, through the hyperfine interaction [19–22] and
fluctuations in the g-factor, [23] or indirect, through the
joint effect of hyperfine or spin-orbit coupling and fluctu-
ating electric fields, such as those due to phonons [24–30]
or charge noise. [31–33] Inversion symmetry breaking
near an interface makes spin-orbit coupling unavoidable,
even in materials such as Si in which it is weak. [34]
Hyperfine effects typically occur on long time scales,
the nuclear bath is relatively well known and can be con-
trolled through feedback mechanisms [35] while in ma-
terials such as Si hyperfine coupling can be eliminated
altogether through isotopic purification. [36, 37] The
spin relaxation rate due to phonons is proportional to
the fifth power of the magnetic field in zinc-blende mate-
rials, in which piezoelectric electron-phonon coupling is
often dominant, and to the seventh power of the magnetic
field in Si, in which there is no piezoelectric coupling.[28]
Hence phonon effects become less pronounced at low
magnetic fields. They also become weaker at low tem-
peratures. [25]
Noise is a well-known source of dephasing in charge
qubits. [38–41] Experiments on quantum dots and point
contacts have shown noise to be strong even at dilution
refrigerator temperatures. [38–46] Noise sources include
Pb centers, which may act as traps that charge and dis-
charge, and tunneling two-level systems, which can be
modeled as fluctuating charge dipoles. [31, 47–52] Noise
and spin-orbit coupling give rise to nontrivial physics in
2D and 1D structures. [53–55] In quantum dot spin
qubits, Ref. 33 has already shown that spin-orbit and
noise lead to spin relaxation, and that noise and phonon
effects in general become comparable at low-enough mag-
netic fields. Hence, at dilution refrigerator temperatures
the interplay of spin-orbit and noise may set the defining
bound on spin qubit coherence.
In this paper we build on previous decoherence work
[56–62] and devise a theory of dephasing due to the com-
bined effect of charge noise and spin-orbit interactions,
with two aims in mind. The first is to understand concep-
tually how spin-orbit and noise cause dephasing. For ex-
ample, noise can give relative fluctuations between levels,
virtual transitions between levels, as well as fluctuations
in spin-orbit constants. We wish to isolate the terms that
are responsible for dephasing. The second aim is to study
the sensitivity to spin-orbit coupling across common ma-
terials with similar noise profiles. We study a sample
qubit with the same specifications in different materials,
we determine sample T ∗2 s due to common noise sources,
discuss the variation in T ∗2 across materials, and seek
methods to improve T ∗2 generally.
We consider a single-spin qubit implemented in a sym-
metric, gate-defined quantum dot, located at a sharp flat
interface (Fig. 1) in a dilution refrigerator at 100mK. The
qubit is described by the Hamiltonian H = HQD +HZ +
HSO +HN . The kinetic energy and confinement term
HQD = − ~
2
2m∗
(
∂2
∂x2
+
∂2
∂y2
)
+
~2
2m∗a4
(x2 + y2), (1)
where a is the effective dot radius and m∗ the effec-
tive mass. The eigenstates of HQD are the Fock-Darwin
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2states, with the ground and first excited states given by
Φ0(x, y) =
1
a
√
pi
e
−
(
x2+y2
2a2
)
Φ±(x, y) = 1a2√pi (x± iy) e
−
(
x2+y2
2a2
)
.
(2)
These have energies ε0 = ~2/2m∗a2 for the orbital
ground state and ε1 = 3~2/2m∗a2 for the twofold degen-
erate first orbital excited state. The orbital level splitting
is assumed to be the dominant scale, so that only the
ground and first excited states are considered. The Zee-
man Hamiltonian HZ =
1
2gµBσ ·B, with σ the vector of
Pauli spin matrices. Since B is constant, the orbital ef-
fect of B can be absorbed into the effective dot radius a.
We have also not taken into account multi valley effects
in Si. For a certain interaction to couple valley states
appreciably, it must be sufficiently sharp in real space.
Neither the spin-orbit coupling due to the interface field
nor the electric field of the defect satisfy this require-
ment – even though these interactions are important in
relaxation in particular around hot spots. [63]
The spin-orbit term HSO = HR1 +HD1. The Rashba
term HR1 = α(t)σ · (k × zˆ), stems from structure in-
version asymmetry, where k = −i∇ here is an operator
in real space, zˆ is the unit vector perpendicular to the
interface, and α is determined by a material specific pa-
rameter as well as the interface electric field Ez. [64]
Thus α is also sensitive to stray electric fields and fluc-
tuates in time, thus we let α(t) = α [1 + λ(t)] where
λ  1. For a quantum dot on a (001) surface the lin-
ear Dresselhaus term HD1 = β(σyky − σxkx) is usually
the dominant bulk inversion asymmetry contribution,[64]
where β = β3 (pi/w)
2, with β3 a material-specific param-
eter and w the width of the z-confinement perpendicular
to the interface. Since HD1 can be obtained from HR1 by
a pi/2 spin rotation, they give rise to qualitatively similar
physics. In Si β = 0 due to inversion symmetry, whereas
Rashba spin-orbit coupling is expected generally in a 2D
electron gas near an interface, and should be present in
all gate-defined dots. In zincblende structures HR1 and
HD1 may comparable in magnitude in certain parame-
ter regimes, though for Ez ≈ 107 Vm−1 (≡ 0.1 V/10
nm), the Rashba term is expected to be the dominant
spin-orbit contribution.
The noise Hamiltonian HN (t) is a random function of
time. We do not include gate noise in our model, and
we first consider random telegraph noise (RTN). In the
simplest case, in which the qubit is only sensitive to one
defect, HN represents a fluctuating Coulomb potential,
screened by the nearby 2D electron gas. The 2D screened
Coulomb potential Uscr is written in terms of its Fourier
transform, which is a function of momentum q [65]
Uscr(r) =
e2
20r
∫ 2kF
0
d2q
(2pi)2
e−iq·r
q + qTF
, (3)
with r the relative permittivity, qTF the Tomas-Fermi
wave vector, and kF the Fermi wave vector (the con-
Figure 1: Defect locations with respect to the gate-defined
quantum dot projected onto the xz-plane, with zˆ normal to
the interface. In general a top gate is also present (not shown).
The red area represents the region of the quantum dot.
tribution from q > 2kF is negligible [62]). The ma-
trix elements entering HN are v0 = 〈Φ0|Uscr|Φ0〉, v1 =
〈Φ±|Uscr|Φ±〉, v2 = 〈Φ0|Uscr|Φ±〉 ≈ 〈Φ±|Uscr|Φ0〉 and
v3 = 〈Φ±|Uscr|Φ∓〉 ≈ 〈Φ∓|Uscr|Φ±〉. For RTN we can
write vi(t) = vi(−1)N(t) for i = 0, 1, 2, and N(t) = 0, 1
is a Poisson random variable with switching time τ . [73]
Additional (extrinsic) spin-orbit coupling arises from
the electric field of the defect itself. Yet for a charge de-
fect located 40 nm away from the dot this field is several
orders of magnitude smaller than the interface electric
field Ez. Because the matrix element involved is second
order in vi, the contribution this makes to dephasing is
many orders of magnitude smaller than the Rashba in-
teraction due to Ez, and will not be considered further.
In the basis {Φ0↑,Φ0↓,Φ+↑,Φ+↓,Φ−↑,Φ−↓}, with ↑, ↓
representing up and down spins, the Hamiltonian reads
H =

ε+0 0 v2 sR v2 isD
0 ε−0 isD v2 −sR v2
v2 −isD ε+1 0 v3 0
sR v2 0 ε
−
1 0 v3
v2 −sR v3 0 ε+1 0
−isD v2 0 v3 0 ε−1

(4)
where ε±0 (t) = ε0+v0(t)±εZ and ε±1 (t) = ε1+v1(t)±εZ
are the Zeeman-split orbital levels including the noise
terms, the Zeeman energy εZ =
1
2gµBB, and the spin-
orbit terms sD = β/a and sR(t) = sR [1 + λ(t)], with
sR = α/a (not a function of time).
The qubit subspace is simply the Zeeman-split orbital
ground state {Φ0↑,Φ0↓}, which has been singled out in
the top left hand corner of Eq. 4. These two states are
coupled by HN to spin-aligned orbital excited states and
by HSO to orbital excited states with anti-aligned spin.
By projecting H onto this subspace we encapsulate the
combined effect of spin-orbit coupling and noise in an
effective qubit Hamiltonian Hqbt. To achieve this, we
3carry out a Schrieffer-Wolff transformation, eliminating
higher orbital excited states. [25, 64, 67, 68] Keeping
terms up to the second order in this transformation,
Hqbt(t) = HZ−2εZ{v2(t)[sR(t)σx + sDσy] + [sR(t)
2 + s2D]σz}
[δε+ δv(t)]2
(5)
where δε = ε0 − ε1 (not a function of time) and δv(t) =
v0(t) − v1(t). We retain only terms of first order in εZ
and δv. Equation (5) implies that, in addition to HZ ,
there exists an effective Zeeman term 12σ · V (t), where
V (t) represents an effective fluctuating effective magnetic
field due to the combined action of spin-orbit and noise.
For convenience V has units of energy and, for RTN,
V (t) = V (−1)N(t). We will also use V (t) = |V (t)| for
the magnitude of V . Since the Rashba and Dresselhaus
contributions are added in quadrature, there is no sweet
spot for dephasing.
The noise matrix elements appearing in Hqbt may
be divided into two categories. The diagonal elements
v0(t), v1(t) cause different orbital levels to fluctuate by
different amounts, while the off-diagonal element v2(t)
causes transitions between different orbital levels. If the
qubit is initialized in an off-diagonal state, the diago-
nal elements (σz) in Hqbt give dephasing. These terms
involve the intraband matrix elements v0(t), v1(t) of the
defect potentials. An additional contribution comes from
fluctuations in α, which lead to fluctuations in sR it-
self. These fluctuations can be interpreted as a modu-
lation of the g-factor, and are expected to come from
defects in the substrate right above the dot, which mod-
ify Ez. Since the dot region is depleted, whole charge
defects cannot fluctuate, except in the very special case
in which the defect lies right above the dot. Hence de-
fects contributing to Ez are expected to be mostly charge
dipoles, stemming for example from passivated traps. Al-
though these are weaker than whole charge defects, they
are unscreened, leading to a subtle competition. Thus,
generally, dephasing stems from noise matrix elements
that cause relative fluctuations between orbital levels. In
contrast, if the qubit is initialized in the spin-up state,
the off-diagonal elements (σx) in Hqbt give relaxation (T1
processes), which was studied in detail in Ref. 33. These
elements are of first order in α and involve the interband
defect matrix element v2(t). [74]
In order to study dephasing further and obtain quan-
titative estimates of T ∗2 , we focus on a single-spin qubit
described by a spin density matrix ρ(t). The spin density
matrix satisfies the quantum Liouville equation
dρ
dt
+
i
~
[Hqbt, ρ] = 0. (6)
The spin density matrix ρ(t) = 12σ · S(t). Any spin
component Si can be found as Si(t) = tr [σiρ(t)], with
tr the matrix trace. We restrict our attention to RTN
for the time being. Using the time evolution operator
e−(i/~)
∫ t
0
Hqbt(t
′) dt′ , we obtain the general time evolution
of the spin as
S(t) = S0 cosh−(S0×hˆ) sinh+hˆ(hˆ·S0)(1−cosh), (7)
where we have defined S0 ≡ S(t = 0) and, for RTN,
h(t) = (V /~)
∫ t
0
(−1)N(t′) dt′, with h(t) = |h(t)|. The
two components of h have exactly the same time evo-
lution. Since |B|  |V , if S0 = S0xxˆ is initialised,
Sx(t) ≈ S0x cos [h(t)]. Averaging over noise realisations
[56, 59, 62]
〈cos [h(t)]〉〉 = e−t/τ
(
sinh Ξt
Ξτ
+ cosh Ξt
)
, (8)
where Ξ =
√
(~/τ)2 − V 2/~. All systems of interest in
this work satisfy V 2  (~/τ)2, in which case we may ap-
proximate
√(~
τ
)2 − V 2 ≈ ~τ (1− V 2τ22~2 ). When the de-
nominator of the sinh is expanded in (V τ/~)2, only the
leading term in the expansion may be retained. Physi-
cally, in this case, the time dynamics of h(t) are a random
walk in time, and the spread in cosh(t) leads to motional
narrowing. As a result, the initial spin decays exponen-
tially as Sx(t) ≈ S0x e−t/T∗2 , where(
1
T ∗2
)
RTN
=
V 2τ
2~2
. (9)
For whole charge defects, where dephasing is dominated
by fluctuations in the orbital energy, we may set λ(t) = 0
and retain Vwh(t) = 8 (s
2
R+s
2
D) εZδv(t)/(δε)
3. For dipole
charge defects we have Vdip(t) = 8 (s
2
R+s
2
D) εZλ(t)/(δε)
2.
We turn our attention next to 1/f noise. In semicon-
ductors 1/f noise is Gaussian [70] and is fully described
by its spectral density S(t − t′) = 〈HN (t)HN (t′)〉. The
Fourier transform of this spectral density has the form
S(ω) = γkBTω , where γ is a parameter typically inferred
from experiment. Based on our estimates for RTN above
we expect whole charge defects to dominate dephasing.
Hence, for the effective fluctuating magnetic field V (t)
acting in the qubit subspace, we may write approximately
SV (ω) ≈
[
8(s2R + s
2
D)εZ
(δε)3
]2
S(ω). To study dephasing, we
write Sx(t) = S0x e
−χ(t), where
χ(t) =
2γkBT
~2
[
8(s2R + s
2
D)εZ
(δε)3
]2 ∫ ∞
ω0
dω
sin2 ωt/2
ω3
.
(10)
The low-frequency cut-off ω0 is usually taken to be the
inverse of the measurement time. At times t  1/ω0
such as we consider here, we can approximate
χ(t) ≈
(
t
T ∗2
2
)
ln
1
ω0t
, (11)
where the dephasing time is estimated by(
1
T ∗2
)
1/f
≈
√
γkBT
2~2
[
8(s2R + s
2
D)εZ
(δε)3
]
. (12)
4Table I: Sample T ∗2 for a quantum dot with a = 20 nm, λ =
4×10−4, τ = 1µs and the defect distance is 40 nm (for RTN),
Ez = 20 MV/m, εZ = 60 µeV, T = 0.1 K, α from Refs. 8, 64,
β from Ref. 64 and S(ω) for 1/f noise estimated from Refs.
38, 42. Following Ref. 8, the confinement perpendicular to
the interface (‖ zˆ) is represented by a square well of width 15
nm. For Si the valley splitting is assumed large.
α(peV m) β(peV m) (T ∗2 )
RTN
wh (T
∗
2 )
RTN
dip (T
∗
2 )
1/f
wh
Si/SiGe 0.02 0 3 ms 18 s 20µs
GaAs 1.0 0.12 60 ns 280µs 20 ns
InAs 23 0.12 40 ps 65 ns 900 ps
InSb 105 3.4 1 ps 1 ns 200 ps
a=20nmH1f L
a=10nmH1f L
a=20nmHRTNL
a=10nmHRTNL
0 50 100 150 200 250 300
t HΜsL0.0
0.2
0.4
0.6
0.8
1.0
Sx HtLSx H0L
Figure 2: Time evolution of the initated spin for different
dot radii a in Si/SiGe, ω0=1 s and other values as in Table I.
Since this definition of T ∗2 is approximate, we plot the
full time evolution of Sx(t) in Fig. 2.
We consider a sample dot with radius a = 20 nm lo-
cated at x = y = 0, and α as calculated in Refs. 8, 64.
For a defect in the plane of the dot with x = 40 nm,
v0 = 23 µeV, v1 = 71 µeV and v2 = 31 µeV. Next we es-
timate the change in α due to a dipole defect right above
the dot (x = y = 0) and z = 3 nm away from it. [31, 47]
The potential of an unscreened charge dipole located a
distance RD away from the dot, is Udip(RD) =
p·RˆD
4piε0εrR2D
.
The charge dipole has dipole moment p = −el, where
l = (lx, ly, lz). We take the expectation value of Udip(RD)
using Φ0, and compare it with the matrix element of
eEzz, yielding λ = 4 × 10−4. We use this figure in all
our estimates since εr for all materials considered are
of very similar magnitudes. For 1/f noise we extract γ
from experiment. For Si/SiGe we use Ref. 42, and for
GaAs Ref. 38, while for InAs and InSb, in the absence of
experimental data, we use the same S(ω) as for GaAs.
The results are listed in Table I, which is the central
result of this paper. For all materials, whole charge de-
fects dominate dephasing. Table I shows that terms of
second-order in spin-orbit are effective in causing dephas-
ing, and the dependence on α2 causes vast differences in
dephasing times T ∗2 between materials. Hence, using ma-
terials with a small α such as Si can improve coherence
enormously. If spin-orbit coupling is needed for electric
dipole spin resonance, increasing Ez will align the charge
dipoles. Although that increases α and with it dephas-
ing, it also reduces the gate time by an equal amount.
Moreover, for 1/f noise, T ∗2 ∝ a−4, so by halving the dot
radius the dephasing time can be increased by an order
of magnitude (Fig. 2; for RTN, T ∗2 ∝ a−8). One can also
use pulse sequences, [43] lower the temperature to reduce
S(ω), use accumulation dots, in which there is no nearby
2DEG, or focus on reducing charge noise. [42, 44, 45]
Following existing calculations of α, [8] we have taken
the zˆ-confinement in the form of a square well, whereas
semiconductor interfaces are more accurately described
by a triangular well. Nevertheless, since the form of HR1
and HD1 is dictated by symmetry, they will be identi-
cal in structure for triangular confinement, thus we may
simply treat α and β as phenomenological parameters.
Finally, fluctuations in w affect β. Although this effect,
likewise driven by fluctuating dipoles, can be calculated
in the same way as the renormalization of α0 by λ(t),
we expect its contribution to be minor, in exact analogy
with HR1.
In summary, we have shown that spin-orbit coupling
and charge noise are an effective source of dephasing
in single-spin qubits even in materials such as GaAs in
which spin-orbit coupling is weak. Based on realistic ex-
perimental parameters vast differences in spin dephasing
times exist between common materials. In the future we
will devise a full model of 1/f noise [71] as an ensemble of
incoherent RTNs, [46] where qubit dynamics is nontriv-
ial. [72] Dephasing of hole spin qubits, in which spin-orbit
interactions are also strong but the heavy hole-light hole
coupling cannot be ignored, will likewise be studied in a
future publication.
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