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DE RHAM DECOMPOSITION FOR RIEMANNIAN
MANIFOLDS WITH BOUNDARY
CHENGJIE YU1
Abstract. In this paper, we obtain a de Rham decomposition
theorem for simply connected complete Riemannian manifolds with
boundary.
1. Introduction
Let (Mn, g) be a simply connected complete Riemannian manifold
with two nontrivial parallel distributions T1 and T2 such that T2 is the
orthogonal complement of T1. Then, M is isometric to a Riemnnian
product M1 × M2 with Mi a maximal integral submanifold of Ti for
i = 1, 2. This is a classical result in differential geometry obtained
by de Rham [5] in 1952. In 1962, Wu [12] extended the result to
simply connected complete semi-Riemannian manifolds. The strategy
of de Rham’s proof is to patch up local product decompositions to a
global one. This strategy was taken up and presented in a modern
form by Maltz [10] using an idea for patching up local isometries by
O’Neil [11]. Wu’s strategy of proof is different. He used the theorem
of Cartan-Ambrose-Hicks to construct a global isometry from M1×M2
to M . In fact, Maltz [10] extended de Rham’s decomposition Theorem
to complete affine manifolds. The de Rham decomposition Theorem
was also extended to non-simply connected manifolds by Eschenburg-
Heintz [6] and to geodesic spaces by Foertsch-Lytchak [7]. It is a little
surprise that the uniqueness of Wu’s de Rham decomposition for in-
definite metrics was just shown by Chen [4] recently.
In this paper, we obtain an analogue of de Rham’s decomposition
theorem for Riemannian manifolds with boundary.
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Theorem 1.1. Let (Mn, g) be a simply connected complete Riemann-
ian manifold with boundary. Let T1 and T2 be two nontrivial paral-
lel distributions that are orthogonal complements of each other. Sup-
pose that T1 contains the normal vectors on ∂M . Let p ∈ M \ ∂M
and ιi : (Mi, pi) →֒ (M, p) be the simply connected leaf of the fo-
liation Ti passing through p for i = 1, 2. Then, M1 is a manifold
with boundary and M2 is a manifold without boundary, and moreover,
there is an isometry f : M1 × M2 → M such that f(p1, p2) = p and
f∗(p1,p2) = ι1∗p1 + ι2∗p2.
We would like to mention that the assumption on the simply connect-
edness of M can not be removed. For example, let M = [0, 1]×R2/Z2
equipped with the standard metric, and
(1.1) T1 = span
{
∂
∂t
,
∂
∂x
+ r
∂
∂y
}
and
(1.2) T2 = span
{
−r
∂
∂x
+
∂
∂y
}
with r an irrational number, where t is the natural coordinate on [0, 1]
and (x, y) is the natural coordinate on R2. Then, T1 and T2 are paral-
lel distributions on M that are orthogonal complements of each other
with T1 containing the normal vectors. However, we can not have a
decomposition of M according the distributions T1 and T2 because r is
an irrational number.
Because Wu’s proof used geodesics to connect two different points
and Maltz’s proof relied heavily on convex normal neighborhoods, their
proofs will not work for Riemnnian manifolds with boundary without
any convexity assumption on the boundary. We will prove the result by
combining the idea of Kobayashi-Nomizu [9, P.187] using development
of curves and the idea of Wu using the Cartan-Ambrose-Hicks theorem.
Let’s recall the notion of developments of curves in [9, P. 130]. The
original definition in [9] was given in the language of connections for
principle bundles. We will present here an equivalent notion in more
elementary form. Let (Mn, g) be a Riemanian manifold and v : [0, T ]→
TpM be a curve in TpM . A curve γ : [0, T ]→M such that
γ(0) = p and γ′(t) = P t0(γ)(v(t)) for any t ∈ [0, T ]
is called a development of the curve v. Here P t0(γ) means the parallel
displacement from γ(0) to γ(t) along γ. Note that when v is constant,
the development of v is just a geodesic, and when v is piece-wise con-
stant, the development of v is just a broken geodesic. It can be shown
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that when v is smooth, the development of v is unique if exists. When
the Riemannian manifold is complete, the development of v exists for
any v. In [9], the authors used the local existence and uniqueness of
developments without giving a proof. We will present a proof of this
conclusion in Section 2.
It is clear that local isometry of Riemannian manifolds will preserve
curvature tensors. It was Cartan [3] first gave a converse of this fact in
local settings. This result is nowadays called Cartan’s lemma. The
conclusion was extended to a global setting by Ambrose [1] under
the assumptions of simply connectedness and that curvature tensors
are preserved by parallel translations along broken geodesics. Finally,
Hicks [8] extended the conclusion to complete affine manifolds. A more
general form of the Cartan-Ambrose-Hicks theorem can be found in [2].
In [11], O’Neil gave an alternative proof of Ambrose’s result.
In this paper, to implement the idea of Wu using the Cartan-Ambrose-
Hicks theorem in the case Riemannian manifolds with boundary, we
need a Cartan-Ambrose-Hicks theorem in this setting. In fact, we be-
lieve that such kinds of conclusions can be derived by the arguments of
Ambrose [1] using broken geodesics. However, because broken geodesics
are special cases of developments of curves. It is more natural to con-
sider developments of curves instead. Indeed, we prove the following
alternative form of the Cartan-Ambrose-Hicks theorem.
Theorem 1.2. Let (Mn, g) and (M˜n, g˜) be two Rimannian manifolds
(not necessary complete and may have boundary). Let p ∈ M \ ∂M
(∂M = ∅ when M is a manifold without boundary), p˜ ∈ M˜ and ϕ :
TpM → Tp˜M˜ be a linear isometry. Suppose that M is simply connected
and for any smooth interior curve γ : [0, 1] → M with γ(0) = p, the
development γ˜ of ϕ(vγ) exists in M˜ . Here
vγ(t) = P
0
t (γ)(γ
′(t))
for t ∈ [0, 1]. Moreover, suppose that
τ ∗γRM˜ = RM
for any smooth interior curve γ : [0, 1]→ M where
τγ = P
1
0 (γ˜) ◦ ϕ ◦ P
0
1 (γ).
Here, a curve γ : [0, 1] → M is said to be an interior curve if γ(t) ∈
M \ ∂M for any t ∈ [0, 1). Then, the map f(γ(1)) = γ˜(1) from M
to M˜ is well defined and f is the local isometry from M to M˜ with
f(p) = p˜ and f∗p = ϕ.
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It seems that Theorem 1.2 is more restricted than Ambrose’s result
because it requires to verify the curvature condition for any smooth
curves while Ambrose’s result only requires to verify the curvature
condition for broken geodesics. However, because broken geodesics
are dense in the space of piece-wise smooth curves, the curvature con-
dition will be true for any smooth curve when it is true for any broken
geodesics. So, the complexity of checking the curvature condition in
Theorem 1.2 and in Ambrose’s theorem is the same.
Our proof of Theorem 1.2 is similar to the proof of Cartan’s lemma
using the Jacobi field equation. Because we are considering variations
for developments of curves, we need the equations of the variation fields
for variations of developments of curves that may be considered as a
generalization of the equation for Jacobi fields.
The rest of the paper is organized as follows. In Section 2, we prove
the local existence and uniqueness for developments, and prove Theo-
rem 1.2. In Section 3, we prove Theorem 1.1.
2. Developments and Cartan-Ambrose-Hicks
Definition 2.1. Let (M, g) be a Riemannian manifold and v : [0, T ]→
TpM be a curve in TpM . A curve γ : [0, T ]→M with γ(0) = p is said
be a development of v if
(2.1) γ′(t) = P t0(γ)(v(t))
for any t ∈ [0, T ]. Here P t0(γ) means the parallel displacement from
γ(0) to γ(t) along γ.
We first prove the local existence and uniqueness of developments.
Lemma 2.1. Let (Mn, g) be a Riemannian manifold and p ∈ M . Let
v : [0, T ] → TpM be a smooth curve in TpM . Then, there is a positive
number ǫ and a unique smooth curve γ : [0, ǫ]→ M such that γ(0) = p
and
(2.2) γ′(t) = P t0(γ)(v(t))
for t ∈ [0, ǫ].
Proof. We only need to derive the equation of γ. The conclusion will
follow directly by existence and uniqueness of solution for Cauchy prob-
lems of ordinary differential equations.
Let (x1, x2, · · · , xn) be a local coordinate at p with xi(p) = 0 for
i = 1, 2, · · · , n. Suppose that
(2.3) v(t) = vi(t)
∂
∂xi
∣∣∣∣
p
.
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Let γ(t) = (x1(t), x2(t), · · · , xn(t)) be a development of v and Ei be
the parallel extension of ∂
∂xi
|p along γ. Suppose that
(2.4) Ei(t) = x
j
i (t)
∂
∂xj
.
Then,
(2.5)
dxji
dt
+ xki
dxl
dt
Γjkl(x
1, x2, · · · , xn) = 0
for any i, j = 1, 2, · · · , n, since ∇γ′Ei = 0.
Moreover, note that
(2.6) P t0(γ)(v(t)) = v
i(t)Ei = v
ixji
∂
∂xj
.
So,
(2.7)
dxi
dt
= vjxij
for i = 1, 2, · · · , n, by that γ′(t) = P t0(γ)(v(t)).
In summary, by substituting (2.7) into (2.5), we know that the curve
γ must satisfy the following ODEs:
(2.8)


dxi
dt
= vjxij for i = 1, 2, · · · , n
dx
j
i
dt
+ vmxki x
l
mΓ
j
kl(x
1, x2, · · · , xn) = 0 for i, j = 1, 2, · · · , n
xji (0) = δ
j
i for i, j = 1, 2, · · · , n
xi(0) = 0 for i = 1, 2, · · · , n.
By standard theory of ODE, the equation has a unique solution for a
short time. This completes the proof of the lemma. 
By combining the local uniqueness and a standard trick in extend-
ing solutions for ODEs, one has the following global existence and
uniqueness of development of curves for complete Riemannian mani-
folds without boundary. One can find the proof in [9, P. 175].
Theorem 2.1. Let (Mn, g) be a complete Riemannian manifold with-
out boundary. Then, each smooth curve v : [0, T ]→ TpM has a unique
development γ : [0, T ] →M .
We will denote the development of v as dev(p, v). When v is constant,
it is clear that
(2.9) dev(p, v)(t) = expp(tv).
Moreover, it is clear that
(2.10) dev(p, v)(t) = dev(dev(p, v)(t0), P
t0
0 (dev(p, v))vt0)(t− t0)
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for any t0 ∈ [0, T ] and t ∈ [t0, T ]. Here
vt0(t) = v(t0 + t)
for t ∈ [0, T−t0]. For simplicity, we will denote a vector and its parallel
displacement by the same symbol when it makes no confusions. Under
this convention, the identity (2.10) can be simply written as
(2.11) dev(p, v)(t) = dev(dev(p, v)(t0), vt0)(t− t0).
Next, we come to derive the equation for the variation field of a varia-
tion for developments of curves which can be viewed as a generalization
of the Jacobi field equation.
Lemma 2.2. Let (Mn, g) be a Riemannian manifold and p ∈ M . Let
v(u, t) : [0, 1]× [0, 1]→ TpM be a smooth map and
Φ(u, t) = dev(p, v(u, ·))(t).
Let e1, e2, · · · , en be an orthonormal basis of TpM and Ei(u, t) be the
parallel translation of ei along Φ(u, ·) for i = 1, 2, · · · , n. Suppose that
(2.12) v =
n∑
i=1
viei
and
(2.13)
∂
∂u
:=
∂Φ
∂u
=
n∑
i=1
UiEi.
Then, the Ui’s satisfy the following Cauchy problem:


U ′′i =
∑n
j,k,l=1 vkvlR(Ek, Ei, El, Ej)Uj + ∂u∂tvi +
∑n
j=1 ∂tvjXji i = 1, 2, · · · , n
X ′ij =
∑n
k,l=1 vlR(Ei, Ej, El, Ek)Uk i, j = 1, 2, · · · , n
Xij(u, 0) = 0 i, j = 1, 2, · · · , n
Ui(u, 0) = 0 i = 1, 2, · · · , n
U ′i(u, 0) = ∂uvi(u, 0) i = 1, 2, · · · , n.
(2.14)
Here the symbol ′ means taking derivative with respect to t.
Proof. Note that
(2.15)
∂
∂t
:=
∂Φ
∂t
=
n∑
i=1
viEi
and
(2.16) ∇ ∂
∂t
∂
∂t
=
n∑
i=1
∂tvi(u, t)Ei(u, t).
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So,
(2.17)
∇ ∂
∂u
∇ ∂
∂t
∂
∂t
=
n∑
i=1
∂u∂tvi(u, t)Ei(u, t) +
n∑
i=1
∂tvi(u, t)∇ ∂
∂u
Ei(u, t).
Moreover,
(2.18)
∇ ∂
∂t
∇ ∂
∂u
Ei(u, t) = ∇ ∂
∂u
∇ ∂
∂t
Ei(u, t)+R
(
∂
∂t
,
∂
∂u
)
Ei = R
(
∂
∂t
,
∂
∂u
)
Ei.
Suppose that
(2.19) ∇ ∂
∂u
Ei(u, t) =
n∑
j=1
XijEj .
By substituting (2.15), (2.13), (2.19) to (2.18), we have
(2.20) X ′ij =
n∑
k,l=1
R(Ei, Ej, El, Ek)vlUk
for i, j = 1, 2, · · · , n.
Next, we come to derive the equations for Ui’s. Note that
∇ ∂
∂t
∇ ∂
∂t
∂
∂u
=∇ ∂
∂t
∇ ∂
∂u
∂
∂t
=∇ ∂
∂u
∇ ∂
∂t
∂
∂t
+R
(
∂
∂t
,
∂
∂u
)
∂
∂t
.
(2.21)
By substituting (2.17), (2.19), (2.15) and (2.13) into the last identity,
we have
(2.22) U ′′i =
n∑
j,k,l=1
vkvlR(Ek, Ei, El, Ej)Uj + ∂u∂tvi +
n∑
j=1
∂tvjXji.
for i = 1, 2, · · · , n. Finally, note that ∇ ∂
∂u
Ei|t=0 = 0,
∂
∂u
|t=0 = 0 and
(2.23)
∇ ∂
∂t
∂
∂u
∣∣∣
t=0
= lim
t→0+
∇ ∂
∂u
∂
∂t
=
n∑
i=1
lim
t→0+
∇ ∂
∂u
(viEi) =
n∑
i=1
∂uvi(u, 0)ei.
So, Xij(u, 0) = 0, Ui(u, 0) = 0 and U
′
i(u, 0) = ∂uvi(u, 0) for i, j =
1, 2, · · · , n. This completes the proof of the lemma. 
We are now ready to prove Theorem 1.2.
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Proof of Theorem 1.2. For x ∈ M , let γ0, γ1 : [0, 1] → M be two
smooth interior curves joining p to x. Since M is simply connected,
there is a smooth map Φ : [0, 1]× [0, 1]→M such that
(2.24)


Φ(0, t) = γ0(t) for t ∈ [0, 1]
Φ(1, t) = γ1(t) for t ∈ [0, 1]
Φ(u, 0) = p for u ∈ [0, 1]
Φ(u, 1) = x for u ∈ [0, 1],
and γu(t) = Φ(u, t) is an interior curve for any u ∈ [0, 1]. Let
(2.25) v(u, t) = P 0t (γu)(γ
′
u(t)).
Then γu is the development of v(u, ·). Let e1, e2, · · · , en be an orthonor-
mal basis of TpM and Ei(u, t) be the parallel extension of ei along γu.
Suppose that
v(u, t) =
n∑
i=1
vi(u, t)ei.
and
(2.26)
∂Φ
∂u
=
n∑
i=1
UiEi.
Let e˜i = ϕ(ei) for i = 1, 2, · · · , n. Then
(2.27) ϕ(v(u, t)) =
n∑
i=1
vi(u, t)e˜i.
Let Φ˜(u, t) = dev(p˜, ϕ(v(u, ·)))(t) and E˜i be the parallel translation of
e˜i along Φ˜(u, ·). Suppose that
(2.28)
∂Φ˜
∂u
=
n∑
i=1
U˜iE˜i.
Note that RM(Ei, Ej , Ek, El) = RM˜ (E˜i, E˜j, E˜k, E˜l) by assumption. So,
by Lemma 2.2, Ui’s and U˜i’s satisfy the some Cauchy problem of ODEs.
By uniqueness of solution for Cauchy problems, we know that
(2.29) U˜i = Ui
for i = 1, 2, · · · , n. In particular, U˜i(u, 1) = Ui(u, 1) = 0 for i =
1, 2, · · · , n. So Φ˜(0, 1) = Φ˜(1, 1). This implies that f is well defined.
Moreover, note that f∗(
∂Φ
∂u
) = ∂Φ˜
∂u
since f(Φ(u, t)) = Φ˜(u, t). So
(2.30)
∥∥∥∥f∗
(
∂Φ
∂u
)∥∥∥∥ =
∥∥∥∥∥
∂Φ˜
∂u
∥∥∥∥∥ =
√√√√ n∑
i=1
U˜2i =
√√√√ n∑
i=1
U2i =
∥∥∥∥∂Φ∂u
∥∥∥∥ .
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This means that f is a local isometry. It is not hard to see that f(p) = p˜
and f∗p = ϕ. This completes the proof of the theorem.

Remark 2.1. By similar arguments, one can obtained similar Cartan-
Ambrose-Hicks theorems for affine manifolds, Ka¨hler manifolds and
almost Hermitian manifolds equipped with the Chern connection.
3. de Rham decomposition
In this section, we come to prove Theorem 1.1. First, we have the
following simple conclusion for product Riemannian manifolds.
Lemma 3.1. Let (M1, g1) and (M2, g2) be two Riemannian manifolds
and M = M1 × M2 be the product Riemannian manifold. Let p =
(p1, p2) ∈ M and vi : [0, Ti] → TpiMi for i = 1, 2. Suppose the develop-
ments of v1 and v2 exists. Then,
(1) for any ti ∈ [0, Ti] with i = 1, 2,
dev(dev(p, v1)(t1), v2)(t2) = dev(dev(p, v2)(t2), v1)(t1),
and the parallel displacement along the closed curve:
dev(p, v2)|
0
t2
·dev(dev(p, v2)(t2), v1)|
0
t1
·dev(dev(p, v1)(t1), v2)|
t2
0 ·dev(p, v1)|
t1
0
is the identity map of TpM ;
(2) for any t ∈ [0, T ] where T = min{T1, T2},
dev (dev(p, v1)(t), v2) (t) = dev(p, v)(t) = dev(dev(p, v2)(t), v1)(t)
and the parallel displacement along the closed curves
dev(p, v)|0t · dev(dev(p, v1)(t), v2)|
t
0 · dev(p, v1)|
t
0
and
dev(p, v)|0t · dev(dev(p, v2)(t), v1)|
t
0 · dev(p, v2)|
t
0
are the identity map of TpM . Here v = (v1, v2) ∈ TpM .
Proof. (1) It is clear that
dev (dev(p1, v1)(t1), v2) (t2) =(dev(p1, v1)(t1), dev(p2, v2)(t2))
=dev (dev(p2, v2)(t2), v1) (t1).
(3.1)
Moreover, let u = (u1, u2) ∈ TpM and Ui(t) is parallel exten-
sion of ui along dev(pi, vi) for i = 1, 2. Then, it is clear that
(U1(t1), U2(t2)) is the parallel translation of u along both of the
curves:
dev(dev(p, v1)(t1), v2)|
t2
0 · dev(p, v1)|
t1
0
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and
dev(dev(p, v2)(t2), v1)|
t1
0 · dev(p, v2)|
t2
0 .
This proves the conclusion.
(2) The proof is similar to (1) by noting that
dev(p, v)(t) = (dev(p1, v1)(t), dev(p2, v2)(t)).

Next, we come to show that similar conclusions with that of Lemma
3.1 hold on Riemannian manifolds with two nontrivial parallel distri-
butions that are orthogonal complements of each other.
Lemma 3.2. Let (Mn, g) be a complete Riemmanian manifold with
boundary, and T1 and T2 be two nontrivial parallel distributions on M
that are orthogonal complements of each other with T1 containing the
normal vectors of ∂M . Let p ∈ M \ ∂M and vi(t) : [0, 1] → Ti(p) be a
smooth curve for i = 1, 2. Let v = v1 + v2. Then,
(1) the development of v2 exists and stays in the interior of M ;
(2) if dev(p, v1) exists and is an interior curve, then so is dev(p, v)
and
dev(dev(p, v1)(t), v2)(t) = dev(p, v)(t) = dev(dev(p, v2)(t), v1)(t)
(3.2)
for any t ∈ [0, 1];
(3) if dev(p, v1) exists, then the parallel translation along the closed
curves
dev(p, v)|0t · dev(dev(p, v
1)(t), v2)|t0 · dev(p, v
1)|t0
and
dev(p, v)|0t · dev(dev(p, v
2)(t), v1)|
t
0 · dev(p, v
2)|t0
are the identity map, for any t ∈ [0, 1].
(4) if dev(p, v) exists and is an interior curve, then so is dev(p, v1).
Proof. (1) Let I be the maximal interval that dev(p, v2) exists. By
completeness ofM , it is clear that I is closed and dev(p, v2)(b) ∈
∂M with I = [0, b]. This implies that p is contained in the
leaf of the foliation T2 passing through dev(p, v
2)(b). However,
because T2 is orthogonal to normal vectors of ∂M , we know
that the leaf of T2 passing through dev(p, v
2)(b) ∈ ∂M must be
contained in ∂M . This contradicts that p is an interior point.
For the same reason, dev(p, v2)(t) ∈ M \ ∂M for any t ∈ [0, 1].
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(2)&(3) By completeness of (M, g), the maximal interval I of existence
for dev(p, v) must be closed. Moreover, suppose that I = [0, b],
then dev(p, v)(b) ∈ ∂M . We next show:
Claim 1. (3.2) and (3) is true for t ∈ [0, b].
Proof of Claim 1. Note that for any p ∈ M , there is an open
neighborhood U of p in M , such that U = U1 × U2 and each
copy of Ui is an integral submanifold of Ti for i = 1, 2, we
call U a product neighborhood of p. Let Bp(δ) be contained
in some product neighborhood. Then dev(p, v)(t) ∈ Bp(δ) is
contained in some product neighborhood for any t < δ
A
where
A = maxt∈[0,1] ‖v(t)‖. By Lemma 3.1, (3.2) and (3) is true for
t < δ
A
.
Let J = {t ∈ [0, b] | (3.2) and (3) are ture for t.} and let
t0 = sup J . By continuity, it is clear that t0 ∈ J . Suppose
t0 < b. By compactness, there is an ǫ > 0 such that for any
t ∈ [0, t0], Bdev(dev(p,v1)(t0),v2)(t)(ǫ) is contained in some product
neighborhood. Let t1 ∈ [0, b] with 0 < t1 − t0 <
ǫ
A
. We want
to show that t1 ∈ J . This will be a contradiction. Then we are
done in proving Claim 1.
Let N be a natural number such that t0
N
< ǫ
2A
and let ξi =
it0
N
for i = 0, 1, · · · , N .
Note that dev(dev(p, v)(t0), vt0)(t) for t ∈ [0, t1 − t0] is con-
tained in Bdev(p,v)(t0)(ǫ) which is contained in a product neigh-
borhood. By Lemma 3.1 and (2.10), we know that
dev(p, v)(t1)
=dev(dev(p, v)(t0), vt0)(t1 − t0)
=dev(dev(dev(p, v)(t0), v
1
t0
)(t1 − t0), v
2
t0
)(t1 − t0)
=dev(dev(dev(dev(p, v1)(t0), v
2)(t0), v
1
t0
)(t1 − t0), v
2
t0
)(t1 − t0).
(3.3)
The last equality is by that t0 ∈ J . We claim that
dev(dev(dev(p, v1)(t0), v
2)(t0), v
1
t0
)(t1 − t0)
=dev(dev(p, v1)(t1), v
2)(t0).
(3.4)
In fact, we will show that
dev(dev(dev(p, v1)(t0), v
2)(ξi), v
1
t0
)(t1 − t0)
=dev(dev(p, v1)(t1), v
2)(ξi)
(3.5)
for i = 0, 1, · · · , N inductively. The equality (3.4) is just (3.5)
with i = N .
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First, (3.5) is clearly true for i = 0 by (2.10). Suppose that
(3.5) is true for some i less than N . Note that
(3.6) dev(dev(dev(p, v1)(t0), v
2)(ξi), v
1
t0
)(t) ∈ Bdev(dev(p,v1)(t0),v2)(ξi)(ǫ)
and
(3.7) dev(dev(dev(p, v1)(t0), v
2)(ξi), v
2
ξi
)(t) ∈ Bdev(dev(p,v1)(t0),v2)(ξi)(ǫ)
for t ∈ [0, t1− t0] and t ∈ [0, t0/N ] respectively. By Lemma 3.1,
we know that
dev(dev(dev(dev(p, v1)(t0), v
2)(ξi), v
1
t0
)(t1 − t0), v
2
ξi
)(ξi+1 − ξi)
=dev(dev(dev(dev(p, v1)(t0), v
2)(ξi), v
2
ξi
)(ξi+1 − ξi), v
1
t0
)(t1 − t0)
By this and that (3.5) is true for i, we know that (3.5) is true
for i+ 1. This proves (3.4).
Substituting (3.4) into the last equality of (3.3) and using
(2.10), we know that
(3.8) dev(p, v)(t1) = dev(dev(p, v
1)(t1), v
2)(t1).
Similarly, one has
(3.9) dev(p, v)(t1) = dev(dev(p, v
2)(t1), v
1)(t1).
Moreover, by a similar argument, one can show that (3) is true
for t = t1. This implies that t1 ∈ J and we complete the proof
of Claim 1.
We next come to show that the development of v exists. Note
that dev(p, v)(b) ∈ ∂M . By Claim 1, we know that dev(p, v)(b)
can be joined to dev(p, v1)(b) a curve tangential to T2. This im-
plies that dev(p, v1)(b) ∈ ∂M . Because dev(p, v1) is an interior
curve, b = 1.
(4) Let b the maximal existence time for dev(p, v1). Then dev(p, v1) ∈
∂M . By (2), dev(p, v1)(b) can be joined to dev(p, v)(b) a curve
tangential to T2. So, dev(p, v)(b) ∈ ∂M . This implies that
b = 1. By the same reason, dev(p, v1) is an interior curve.

Next, we have the following simple properties of curvature tensors for
Riemannian manifolds with two nontrivial parallel distributions that
are orthogonal complements of each other.
Lemma 3.3. Let (Mn, g) be a Riemannian manifold, and T1 and T2
be two nontrivial parallel distributions that are orthogonal complements
of each other on M . Then,
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(1) for any X, Y, Z,W ∈ TpM , suppose that X = X1+X2, Y = Y1+
Y2, Z = Z1+Z2 and W = W1+W2 with X1, Y1, Z1,W1 ∈ T1(p)
and X2, Y2, Z2,W2 ∈ T2(p). Then,
R(X, Y, Z,W ) = R(X1, Y1, Z1,W1) +R(X2, Y2, Z2,W2);
(2) let γ : [0, 1] → M be a curve in M that is tangential to T2.
Then, for any X1, Y1, Z1,W1 ∈ T1(γ(0)),
(3.10) R(X1, Y1, Z1,W1) = R(P
1
0 (γ)X1, P
1
0 (γ)Y1, P
1
0 (γ)Y1, P
1
0 (γ)Z1).
Proof. (1) Since T1 and T2 are parallel, we have
(3.11) ∇XY ∈ Ti
for any vector field X and any vector field Y in Ti with i = 1, 2.
So,
R(X1, Y2, Z,W )
=〈∇Z∇WX1 −∇Z∇WX1 −∇[Z,W ]X1, Y2〉
=0.
(3.12)
This will give us (1).
(2) LetX1(t), Y1(t), Z1(t),W1(t) be the parallel translation ofX1, Y1, Z1,W1
along γ respectively. Because T1 is parallel,X1(t), Y1(t), Z1(t),W1(t) ∈
T1. So, by the second Bianchi identity and (1)
d
dt
R(X1(t), Y1(t), Z1(t),W1(t))
=(∇γ′(t)R)(X1(t), Y1(t), Z1(t),W1(t))
=− (∇W1(t)R)(X1(t), Y1(t), γ
′(t), Z1(t))− (∇Z1(t)R)(X1(t), Y1(t),W1(t), γ
′(t))
=0
(3.13)
since γ′ ∈ T2. This gives us (2).

We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. By (1) of Lemma 3.2, we know that M2 is a
manifold without boundary. On the other hand, because T1 is transver-
sal to ∂M , we know that M1 is a manifold with boundary.
Let γ : [0, 1] → M1 ×M2 be an interior curve with γ(0) = (p1, p2).
Suppose that γ(t) = (γ1(t), γ2(t)). Let v
i(t) = P 0t (γi)(γ
′
i(t)) for any
t ∈ [0, 1] and i = 1, 2, and v = (v1, v2). Then, γ is the development of
v. Let v˜i = (ιi)∗pi(v
i) for i = 1, 2, and v˜ = v˜1+ v˜2 = ((ι1)∗p1 +(ι2)∗p2)v.
It is clear that γ˜i = ιi ◦ γi is the developments of v˜
i because Mi is
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totally geodesic for i = 1, 2 . By (2) of Lemma 3.2, we know that the
development γ˜ of v˜ exists.
Let Xi(t) be parallel vector fields along γ for i = 1, 2, 3, 4. Suppose
that
(3.14) Xi(t) = (X
1
i (t), X
2
i (t))
for i = 1, 2, 3, 4. Then, it is clear that Xji is parallel along γj for
i = 1, 2, 3, 4 and j = 1, 2. Let X˜ji (t) = (ιj)∗γj(t)X
j
i (t) for i = 1, 2, 3, 4
and j = 1, 2. By that Mi is totally geodesic again, we know that X˜
j
i is
parallel along γ˜j.
Let X˜i(0) = ((ι1)∗p1 + (ι2)∗p2)(X(0)) = X˜
1
i (0) + X˜
2
i (0) and X˜i(t) be
the parallel translation of X˜i(0) along γ˜. By (2) and (3) of Lemma 3.2,
we know that
(3.15) X˜i(1) = P
1
0 (σ2)(X˜
1
i (1)) + P
1
0 (σ1)(X˜
2
i (1)).
Here σ1(t) = dev(dev(p, v
2)(1), v1)(t) which is tangential to T1 and
σ2 = dev(dev(p, v
1)(1), v2)(t) which is tangential to T2. Then, by
Lemma 3.3, we have
RM (X˜1(1), X˜2(1), X˜3(1), X˜4(1))
=RM (X˜
1
1 (1), X˜
1
2(1), X˜
1
3 (1), X˜
1
4 (1)) +RM (X˜
2
1 (1), X˜
2
2(1), X˜
2
3 (1), X˜
2
4(1))
=RM1(X
1
1 (1), X
1
2 (1), X
1
3 (1), X
1
4(1)) +RM2(X
2
1 (1), X
2
2(1), X
2
3 (1), X
2
4 (1))
=RM1×M2(X1(1), X2(1), X3(1), X4(1)).
(3.16)
Hence, by Theorem 1.2, there is a local isometry f : M1 ×M2 → M
such that f(p1, p2) = p and f∗(p1,p2) = ι1∗p1 + ι2∗p2 .
Conversely, for each interior curve γ˜ : [0, 1]→ M in M , let
(3.17) v˜(t) = P 0t (γ˜)(γ˜
′(t))
for t ∈ [0, 1]. Suppose that v˜ = v˜1 + v˜2 with v˜i ∈ Ti(p) for i =
1, 2. By Lemma 3.2, we know that the developments γ˜i of v˜i exists
for i = 1, 2. Because Mi is the leaf of the foliation Ti passing through
p, there is a unique curve γi : [0, 1] → Mi such that γi(0) = pi and
(ιi)∗pi(γ
′
i(t)) = γ˜
′
i(t) for i = 1, 2. Because Mi is totally geodesic in
M , γi is the development of vi with ιi∗pi(v
i) = v˜i for i = 1, 2. Let
γ = (γ1, γ2) : [0, 1] → M1 ×M2. Then, γ is the development of v =
(v1, v2) = ((ι1)∗p1 + (ι2)∗p2)
−1(v˜). By the argument as before using
Lemma 3.2 and Lemma 3.3, one can show that
(3.18) RM = τ
∗
γRM1×M2.
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Hence, by Theorem 1.2, there is a local isometry h : M → M1×M2 such
that h(p) = (p1, p2) and h∗p = ((ι1)∗p1+(ι2)∗p2)
−1. Then, f◦h : M → M
is a local isometry with f ◦ h(p) = p and (f ◦ h)∗p = id. This implies
that f ◦ h = id and similarly h ◦ f = id. So f is in fact an isometry.
This completes the proof of the theorem.

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