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1. INTRODUCTION 
To solve the large scale nonlinear system of equations 
F(x) = (F l (x ) ,F2(x) , . . . ,  Fn(X) )  T = 0, F :  D C R n -~  R n (1.1) 
parallel on the SIMD multiprocessor system, Wang and Bai [1] proposed the nonlinear mul- 
tisplitting relaxation method in 1994 through directly multisplitting the nonlinear mapping 
F : D C R n --~ R n and technically applying the nonlinear relaxation strategy. This method 
can cover a series of important nonlinear multisplitting relaxation methods uch as the nonlinear 
multisplitting Gauss-Seidel method, the nonlinear multisplitting successive overrelaxation (SOR) 
method and the nonlinear multisplitting accelerated overrelaxation (AOR) method since it in- 
cludes two relaxation parameters which can be chosen arbitrarily. Moreover, it affords a general 
method model for us to discuss systematically the nonlinear multisplitting relaxation iterations. 
For a class of important nonlinear mappings and their corresponding nonlinear multisplittings, 
the monotone and the global convergence theory of this class of parallel nonlinear multisplitting 
relaxation method was well established, and the different convergence properties of it resulting 
from different choices of the relaxation parameters were investigated in detail. 
In this paper, we are going to study further the monotone convergence rate of the aforemen- 
tioned nonlinear multisplitting relaxation method. Through meticulously analyzing the inner 
characterization of this meaningful method, we reveal that not only increasing the relaxation 
parameters can accelerate its convergence rate, but also different nonlinear multisplittings can 
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result in its different convergence behaviours, too. Thereby, this new conclusion covers and ex- 
tends thoroughly the existing one given in [1], and completes the monotone convergence theory 
of the parallel nonlinear multisplitting relaxation method, too. 
At last, we propose a modification of the parallel nonlinear multisplitting relaxation method, 
which avoids the strictness requirement on the nonlinear multisplitting so that weaker sufficient 
conditions guaranteeing the convergence of the method can be given. 
2. NOTATIONS~ CONCEPTS AND 
ELEMENTARY CONCLUSIONS 
In this section, we are going to restate the nonlinear multisplitting relaxation method and its 
monotone convergence theory set up in [1] as reference. Also, we will naturally introduce several 
related notations and concepts for the convenience of our statements. 
Throughout his paper the ith component of a column vector x E R n is denoted by xi, and 
e i represents the ith unit basis vector of R n for i = l(1)n. The natural partial ordering "<" 
and "<" on R n are to be understood componentwise. We use the symbol N to denote the set 
{1 ,2 , . . . ,n} .  
For k = 1, 2 , . . . ,  a (a _< n an integer), let S k be a nonempty subset of N satisfying U~=lS k = N 
and Ek = diag(e k, e2k,..., eL) e L(R  n) be a nonnegatively diagonal matrix defined by 
k>0,  fo r iES  k, 
k ei - i = l(1)n (2.1) 
ei = 0, fo r i~S k, 
with ~-~=1 Ek = I ( I  E L (R  n) identity). It is worth mentioning that these S k (k = 1, 2 , . . . ,  a) 
may overlap each other. 
Consider nonlinear mapping F : D C R n ---* R n. For k = 1, 2 , . . . ,  a if there exists a mapping 
f(k) : D x D c R '~ x R n ~ R n such that f(k)(x; x) = F (x )  for all x E D, then the collection 
of pairs (f(k), Ek) (k = 1, 2 , . . . ,  a) is called a nonlinear multisplitting of F. With this concept, 
the parallel nonlinear multisplitting relaxation method (NMAOR-method) established in [1] can 
now be described as follows. 
NMAOR-METHOD. Given a starting vector x ° E D, for m = O, 1, 2 , . . . ,  compute 
x~+l = E ekxm'ki i , i = l (1)n (2.2) 
with 
w&~ 'k + (1 -w)x~,  [o r iES  k, 
x7 ,k i 1(1)n, (2.3) / x'~, for i ~ S k, 
where ~,k  (i E S k) are the solutions of the nonlinear equations 
~m,k ^ m,k m . . .  Xmn) = O, f(k) ,x i+l ,  , 
i E S k, i = l(1)n, 
(2.4) 
wh//e 
f ,k + (1 - :or i e S k, 
i 1(1)n. (2.5) / x m, for i ~ S k, 
Here, r ,w E [0, co) with w ~ 0 are called relaxation and acceleration factors, respectively. 
To review the monotone convergence theory of the NMAOR-method established in [1], we first 
recall that the nonlinear mapping F : D C R n -~ R n is called 
(1) isotone (antitone) on D if x, y e D, x < y implies that F(x )  < F(y)  (F(x)  > F(y) ) ,  
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(2) strictly isotone (strictly antitone) on D if x ,y  • D, x < y implies that F(x )  < F (y )  
(F(x) > F(y)), 
(3) inverse isotone (strictly inverse isotone) on D if x ,y  • D, F (x )  <_ F (y )  (F (x )  < F(y) )  
implies that x > y (x > y), 
(4) off-diagonally antitone on D if for all x • D the functions 
¢ij : { t•R  1 [x+te  j •D}- - *R  1, ¢ i j ( t )=F i (x+te J ) ,  i , j= l (1 )n ,  iC j  
are antitone, 
(5) diagonally isotone (strictly diagonally isotone) on D if for all x • D the functions 
el i :  { t•R  1 ]x -b te  i•D) - - *R  1, ¢ i i ( t )=F i (xq - te i ) ,  i= l (1 )n  
are isotone(strictly isotone), 
(6) surjectively diagonally isotone if F is strictly diagonally isotone on R n and for any x • R n 
each mapping eli defined in (5) is surjective, and 
(7) an M-function if F is inverse isotone and off-diagonally antitone. 
It is known that F : D C R n ---* R n is inverse isotone if and only if F is injective on D and 
F -1 : F (D)  C R n --* R ~, the inverse mapping of F, is isotone, and that a continuous, urjective, 
and inverse isotone mapping F : R n -~ R n is a homomorphism from R n onto itself. Evidently, a 
continuous, urjerctive M-function F : R ~ -~ R n is a homomorphism from R n onto itself. 
The following monotone and global convergence haracterizations about the NMAOR-method 
have been proved in [1] by technically using the induction. 
THEOREM A. Let (f(k), E k) (k = 1, 2 , . . . ,  a) be a nonlinear multisplitt ing o fF  : D C R n --~ R n. 
Suppose that for each k • {1,2 , . . . ,a ) ,  f (k) (x ;y)  : D x D C R n x R n --~ R n is continuous, 
antitone for x on D, off-diagonally antitone and strictly diagonally isotone for y on D. Assume 
that the relaxation parameters r and w satisfy O < r < 1 and 0 < w ~_ 1. I f  there exist x°, y ° • D 
such that 
x0 < y0, J=  {x•R ~ Ix°  <x<y °} cD 
F (x °) < o < F (yo), 
then the sequences {x m } and {ym} generated by the NMAOR-method  starting from x ° and yO, 
respectively, are well defined on J and satisfy 
(a) x ° < x m < x m+l < ym+l < ym < yO; 
(b) l imm-,~ x m = x* _< y* = limm-.oo ym; 
(c) x*, y* C J are solutions of  (1.1); 
(d) for any solution ~ • J of  (1.1) there holds x* < ~ < y*; 
(e) for any fixed r, the increment of w wi11 result in the speedup of the convergence rate of 
the method. 
Moreover, if D = R ~, F : R ~ --* R n is surjective, inverse isotone and for each k • {1,2,.. .  ,a}, 
f(k) (x; y) : R n × R n --* R ~ is surjectively diagonally isotone for y on R ~, then any sequence gener- 
ated by the NMAOR-method  starting from any x ° • R n converges to the unique solution x* • R ~ 
of the system of nonlinear equations (1.1). 
3. NEW COMPARISON THEOREM 
As preliminary, we initially verify the following property of the iterative sequence generated 
by the NMAOR-method. 
CN'k~3]:8-C 
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THEOREM B. Let the conditions of Theorem A be satisfied. Then the sequences {x m } and {y,n} 
generated by the NMA OR-method starting from x ° and yO, respectively, obey 
F(x m) < 0 < F(ym), m = 0,1,2, . . . .  (3.1) 
PROOF. As an example, we only verify 
F(x m) _< 0, m = 0,1,2, . . .  (3.2) 
by induction. The other half conclusion of the theorem can be verified analogously. 
When m -- 0, the inequality (3.2) is obviously trivial. Suppose now that (3.2) holds for some 
positive integer m - 1. Then we can assert hat the set 
nm= { i iF i (x  m) > 0, i = l(1)n} 
is empty. Otherwise, there must exist a positive integer i(m) such that 
/ (m) = min{i I Fi(xm) > O, i = l (1)n}.  
Now, for any k E {1, 2 , . . . ,  c~} and any j E {i E S k I 1 <_ i <_ i(m) - 1} there holds 
: , . . .~X j_ I ,X  j ~X j -F I~. . .~X n • 
By the off-diagonal ntitonicity of f(k) (x; y) and the strictly diagonal isotonicity of it with respect 
to y we can further get 
{ ~,k  > xm i E S k, 
from the above relation. 
k = 1 ,2 , . . . ,a  (3.3) 
i =- 1 ,2 , . . . , i (m)  - 1, 
For each k E {1, 2 , . . . ,  a} and i(m) E S k, noticing from (2.4)-(2.5) that 
+ f~(k~))(zm; z ), 
~,k_x~=-~r(~ 'k - -x~) '  for i~S  k, i= l ,2 , . . . , i (m) - I  
l 0 for i • S k, 
and from (3.3) as well as the off-diagonal antitonicity of f(k)(x; y) with respect o y that 
we see that there must exist r e [0, 1] such that 
+ f~(~)) (xm; x m) > O. 
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Therefore, for this r E [0, 1] we have 
( m ~m,k x m ... xm) < ~(k) Ji_(m) r(k) xm;xr~''",X~(m)-l, i(m)' i(m)+l, ' Ji(m) (xm;xm). 
Making use of the strict isotonicity of f(k)(x; y) with respect o y we immediately get that 
^m,k m X~(m) < Xi(m )
holds for some r C [0, 1]. 
Lel; 
K( i )={k I iES  k, k=l ,2 , . . . ,a} .  
Then the above inequality together with (2.2),(2.3) give us 
xm+l = i(rn) i(rn) /(m) E ek xm'k 
keg(i(m)) 
= E k [02 ^ m,k ~_~ 
kCK(i(m)) 
< E ei(m)k(WX~m) +(1 -- W)X~m)) 
kEK(i(m)) 
E k m m = ei(m)Xi(m) = Xi(m), 
keg(i(m)) 
which clearly contradicts the monotonously nondecreasing property of the sequence {xm}. Hence, 
the assertion is true and (3.2) is demonstrated for the integer m. By induction, (3.2) holds for 
all nonnegative integers. 
The proof of Theorem B clearly shows that the iterative sequences {x m} and {ym} generated 
by the NMAOR-method starting from x ° and y0, respectively, have the properties 
x~ < ~,k  _< 9~,k _< YF, i e S k, 
xF < ~n,k < ~F,k < YF, i = l(1)n, 
(3.a) 
x'~ < x~ 'k <_ y~,k <_ YF, i = l(1)n, 
k = 1 ,2 , . . . ,a ;  m = 0,1,2, . . .  
provided the conditions of this theorem are satisfied. 
Besides Theorem B we also need to introduce the following concept which characterizes com- 
parison relation between two different nonlinear multisplittings. Let (f(k), Ek) (k = 1, 2 , . . . ,  c~) 
and (f,(k), Ek) (k = 1, 2 , . . . ,  (~) be two different nonlinear multisplittings of the mapping F. If 
for all i E S k (k = 1 ,2 , . . . ,a ) ,  any x,y,z E R n, 
F~(x) <_ O, yj = zj (j = 1 ,2 , . . . , i  
i i 
f~)  x; x + Z (zj - x~)¢ > ~'(~) ~ Y~ >- 
zi, 
- .  i z ;  x + y~ (z3 - xj)e~ 
\ j=l j=l 
f}~) x;x + ~ (~ - ~j)eJ < S'~ ~) ~;~ + (z~ - x~)e~ - -*  y~ < z~, 
\ j=l j=l 
then we call the nonlinear multisplitting (f(k), Ek) (k = 1,2, . . . ,  ~) at least as fast as the nonlinear 
multisplitting (f,(k), Ek) (k --- 1, 2 , . . . ,  ~). This relation between the referred two multisplittings 
is simply represented as 
Based on the above prerequisite we can now set up the new comparison theorem about the 
NMAOR-method. 
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THEOREM C.  Let (f(k), E k) (k = 1, 2 , . . . ,  a) and (f,(k), Ek) (k = 1, 2 , . . . ,a )  be two nonlinear 
multisplittings o f f  : D C R n ~ R ~. Suppose that for each k • {1, 2 , . . . ,  a} both f(k)(x; y) and 
f~(k)(x, y) : D x D C R n x R '~ -~ R n are continuous, antitone for x on D, off-diagonally antitone 
and strictly diagonally isotone for y on D. I f  there holds at least one of the following conditions: 
(a) (f(k), Ek) >- (f,(k), Ek), k = I, 2, . . . ,a ;  
(b) O<r '<r<l ;  
(c) 0<w'_<w<l ,  
then by Theorem Am for the starting vectors x ° = x '° • R "~ satisfying F(x °) < O, both the 
sequences {x m } and {x 'm} generated by the NMAOR-method corresponding to the relaxation 
parameter pairs (r, w) and (r', w') and to the nonlinear multisplittings (f(k), Ek ) (k = 1, 2 , . . . ,  a) 
and (f '(k),Ek) (k = 1 ,2 , . . . ,a )  of F : D C R '~ --* R n, respectively, converge monotonically 
increasingly to a solution x* • R ~ of the system of nonlinear equations (1.1). Moreover, there 
hold 
x m > x 'm, m = 0,1,2, . . . .  (3.5) 
The corresponding results, with all inequalities reversed, hold for the sequences {ym } and {y,m} 
starting from yO = y,O, too. 
PROOF. When m = 0, the inequality (3.5) is trivial. Suppose now that (3.5) holds for some 
positive integer m. By (3.4) we know that at this moment we have 
^Ira,  k I m ~,k  >_ z~,, zi >_ z i , 
i •S  k, k=l ,2 , . . . ,a ,  
and 
~m,k  > x .m ~1 '=,k tm 
- -  ~ , X i  >_X  i , 
i - - l (1 )n ,  k - -1 ,2 , . . . ,a .  
Presently, we use induction to verify further that 
^ f r r t ,k  
~,k>z~ , i •S  k, 
~lm,k 
~7 ~,k > ~, , i = 1(1)~, (3.6) 
k= l ,2 , . . . ,a .  
Evidently, we have F(x m) < 0 in accordance with Theorem B. For i = 1 the verification of (3.6) 
is simple. Suppose that (3.6) is true for i = 1,2,. . .  , j  - 1. By making use of the antitonicity of 
f'(k)(x; y) with respect o y we can obtain 
, • . . ,X j _ I~X j ,X j+ l ,  • . .  ,X  n ~- 
= p(k) / ,m -,,-,~ . ~,..k ^ ,m., ,,~ --, ~)  
~j  ~X ;X  1 ~. .~ j _ I~X j  ,X j+ I , .  X I 
--  ~ j xm;  , . . . ,X j _ I ,X  j ,X j -4 .1~. . . ,X  n 
if j E S k. Therefore, 
^,m,k Sk" :~n,k>xj  , fo r /•  
Remembering (2.5) we can immediately get 
C ,~ = r=? ~ + (1 r)=? > r=j + (1 - r)='~ 
! ^ I~,  k ~ lm,k  
= r =j + (1 - r ')='~" = z5 
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for j E S k and 
for j ~ S k. Hence, 
and thereby, (3.6) is true. 
r~12 ~#,~,k Ye. 'k = z~ > x j = z j 
_rm. k 
~,k  > xj 
Now, from (3.6) and (2.3) we can similarly demonstrate hat 
rrn k 
x~ 'k > x i ' , i= l (1 )n  
hold for k = 1, 2 , . . . ,  a. Applying (2.2) we finally get 
_tm+l x~ +1 > x i , i = l(1)n, 
or in other words, (3.5) is valid for m + 1, too. The induction then shows that (3.5) is true for 
any nonnegative integer. 
Theorem C obviously implies that the NMAOR-method will attain its fastest convergence rate 
at some (ro,wo) with ro,wo E (1,oo). 
4. MODIF ICAT ION OF  THE NMAOR-METHOD 
For the NMAOR-method, the strictly diagonal isotonicity property of the nonlinear multisplit- 
ting is of course necessary to guarantee the uniqueness of the iteration sequence defined by it, 
but usually, there is the situation that for a nonlinear multisplitting (f(k), Ek) (k = 1, 2 . . . .  , c~) 
of F : D C R n --* R ~ some of f (k)(x;y)  (k = 1,2, . . .  ,a)  may be just diagonally isotone for y 
on D but the strict property may not still hold. This will result in indefiniteness of the NMAOR- 
method since the solution of the nonlinear equations (2.4) will not uniquely exist at this moment. 
To suit this situation and avoid the strictness assumption i  the monotone convergence theorems 
of the NMAOR-method, we here modify and generalize this method in some sense and propose 
the following modified nonlinear multisplitting AOR method (MNMAOR-method) for solving 
the nonlinear system of equations (1.1). 
MNMAOR-METHOD. Given a starting vector x ° E D, for m = 0, 1, 2 , . . . ,  compute x~ +1 (i = 
l(1)n) from (2.2) with x m'k (i = l (1)n,k = 1,2, . . .  ,a)  beinggiven by (2.3), where for i E S k 
~'k=cr imin{cr ix i [x iEXm'k} ,  ai ---- sign (Fi (x°)) 
and X~ 'k is the set of solutions of the nonlinear equations 
f~k) (Tm; ~r~,k -m,k m .. xmn ) • 0 , . . . ,X i _ l ,X i ,X i+ l ,  ., 
while ~m,k (/ _ l(1)n) are defined by (2.5). Here again, r,w E [0, oo) with o~ # 0 are relaxation 
and acceleration factors, respectively. 
Analogously, with the strictness assumption on the nonlinear multisplitting being removed we 
can set up the monotone convergence theory of this MNMAOP~-method parallelling that of the 
NMAOR-method by technically introducing slight modifications into the proofs of the theorems 
about the NMAOR-method. For the length of this paper, we will not demonstrate hem here. 
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