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Local generalization of Pauli’s theorem
N. G. Marchuk, D. S. Shirokov∗
Abstract. Generalized Pauli’s theorem, proved by D. S. Shirokov for two sets of anticommuting
elements of a real or complexified Clifford algebra of dimension 2n, is extended to the case, when
both sets of elements depend smoothly on points of Euclidian space of dimension r. We prove
that in the case of even n there exists a smooth function such that two sets of Clifford algebra
elements are connected by a similarity transformation. All cases of connection between two sets
are considered in the case of odd n. Using the equation for the spin connection of general form, it
is shown that the problem of the local Pauli’s theorem is equivalent to the problem of existence of
a solution of some special system of partial differential equations. The special cases n = 2, r ≥ 1
and n ≥ 2, r = 1 with more simpler solution of the problem are considered in detail.
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1. Introduction
In the paper [12], one of the authors presented statements describing connection be-
tween two sets ga, ha, a = 1, . . . , n of elements of a real or complexified Clifford algebra
CℓF(p, q), p+ q = n, that satisfy the relations
gagb + gbga = 2ηabe, hahb + hbha = 2ηabe, a, b = 1, . . . , n,
where ηab is the diagonal matrix with p pieces of 1 and q pieces of −1 on the diagonal.
These statements generalize Pauli’s theorem proven for the case n = 4 [10]. We call these
statements algebraic generalized Pauli’s theorem.
In the present paper, we generalize these statements to the case when both sets of
elements depend smoothly on the points of Euclidean space. We call these statements
local generalized Pauli’s theorem.
First we show that connection of two sets is realized locally, in the neighborhood of the
point of Euclidean space. Secondly we generalize the statement to the case of the entire
Euclidean space under certain assumptions. We also call the obtained statement local, as
is customary in differential geometry (statement is called global if it holds for the entire
non-trivial manifold, while Euclidean space is a trivial manifold because it is covered by
one chart).
∗Corresponding author.
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2. Local generalized Pauli’s theorem in the neighborhood of the point of
Euclidean space
Let V be r-dimensional Euclidean space with a scalar product (x, y), ∀x, y ∈ V and
the norm
‖x‖ =
√
(x, x), ∀x ∈ V.
Let Ω be an open domain in V and let ε > 0 be a positive real number, ε-neighborhood
of a point x0 ∈ V is the domain
Oε(x0) = {x ∈ V : ‖x− x0‖ < ε}.
Let us consider the real Clifford algebra CℓR(p, q) := Cℓ(p, q), n = p + q with the
generators ea, a = 1, . . . , n, and the basis of 2n elements
e, ea, eab, . . . , e1...n, (1)
enumerated by the ordered multi-indices of the length between 0 and n. The identity
element of CℓR(p, q) is denoted by e. The generators satisfy the anticommutative relations
eaeb + ebea = 2ηabe, a, b = 1, . . . , n,
where ηab are elements of the diagonal matrix η of order n with p pieces of 1 and q pieces
of −1 on the diagonal.
Let us consider the complexified Clifford algebra CℓC(p, q) := C ⊗ CℓR(p, q) [3], [8].
These two cases CℓF(p, q), F = R,C are important for various problems of mathematical
physics, in particular, in the study of the Dirac equation and the Yang-Mills equations [9],
[7], [5].
The subspace of CℓF(p, q) spanned over the basis elements enumerated by the ordered
multi-indices of length k is denoted by CℓFk(p, q) and is called the subspace of grade k. We
have
CℓF(p, q) =
n⊕
k=0
CℓFk(p, q).
Note that we have the important special case r = n, when the basis of V is the
set of generators ea. In this case, V can be considered as pseudo-Euclidean space with
two metrics (Euclidean and pseudo-Euclidean). We use Euclidean metric to determine a
neighborhood of a point.
Consider a function
f : Ω→ CℓF(p, q)
with values in CℓF(p, q). The function f = f(x) can be written in the form
f = ue+ uae
a + . . .+ u1...ne
1...n,
where u = u(x), ua = ua(x), . . . are functions Ω → F and the basis elements (1) do not
depend on x ∈ V .
3If (real or complex) functions u, ua, . . . , u1...n have continuous derivatives up to order
k in Ω, then we say that functions u, ua, . . . , u1...n and f belong to the class C
k(Ω) (C0(Ω)
is the class of continuous functions in Ω).
Theorem 1. (The case of even n).
Let n be an even positive number and ha = ha(x), ga = ga(x), a = 1, . . . , n be functions
Ω→ CℓF(p, q) of the class Ck(Ω) such that
ha(x)hb(x) + hb(x)ha(x) = 2ηabe, a, b = 1, . . . , n, ∀x ∈ Ω,
ga(x)gb(x) + gb(x)ga(x) = 2ηabe, a, b = 1, . . . , n, ∀x ∈ Ω.
Then for any point x0 ∈ Ω there exist ε > 0 and T = T (x) : Oε(x0)→ Cℓ
F(p, q) such that
1. T (x) is a function of the class Ck(Oε(x0));
2. T (x) is an invertible element of CℓF(p, q) for any point x ∈ Oε(x0);
3. ga(x) = T−1(x)ha(x)T (x), a = 1, . . . , n, ∀x ∈ Oε(x0);
4. The function T (x) is defined up to multiplication by (real in the case F = R and
complex in the case F = C) function of the class Ck(Oε(x0)) that is not equal to zero
for any point of Oε(x0).
Proof. Let us consider the special case of the statement, when the elements ga = ga(x)
are equal to the generators ea of CℓF(p, q), which do not depend on x. First we prove the
theorem for this case.
We denote the elements of the basis (1) by eA, where A are ordered multi-indices of
the length between 0 and n. Let us denote eA = (e
A)−1.
Let us denote the elements
e, hab := hahb, 1 ≤ a < b ≤ n; . . . , h1...n := h1 · · · hn
by hA, where A is an arbitrary ordered multi-index of the length between 0 and n. Let us
consider the following sums over all such 2n multi-indices A
∑
A
hA(x)FeA (2)
where F is an arbitrary element of the basis (1).
Let us consider an arbitrary point x0 ∈ Ω. By generalized Pauli’s theorem [12], we
have at least one basis element from (1) (we denote it by Fh) such that
Th :=
∑
A
hA(x0)FheA 6= 0. (3)
We define the norm of Clifford algebra elements by
|U | =
√
Tr(U †U),
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where Tr : CℓF(p, q)→ CℓF0(p, q) is the projection operation onto the subspace Cℓ
F
0(p, q) and
the operation of Hermitian conjugation † is defined in [4]. Using (3), we get
|Th| = |
∑
A
hA(x0)FheA| = δh > 0.
Since a linear combination of functions of the class Ck(Ω) is a function of the class Ck(Ω),
we conclude that |
∑
A h
A(x)FheA|, x ∈ Ω, is a continuous function. Thus there exists a
real number εh > 0 such that
|
∑
A
hA(x)FheA| > δh/2, ∀x ∈ Oεh(x0).
Consequently, we construct a function
Th(x) =
∑
A
hA(x)FheA 6= 0, ∀x ∈ Oεh(x0)
of the class Ck(Oεh(x0)). By generalized Pauli’s theorem [12] we have
ea = T−1h (x)h
a(x)Th(x), a = 1, . . . , n, ∀x ∈ Oεh(x0)).
Acting the same way (replacing the symbol h by g), we can obtain the connection between
the elements ea and ga using the element Tg(x):
ea = T−1g (x)g
a(x)Tg(x), a = 1, . . . , n, ∀x ∈ Oεg (x0)).
Choosing ε = min(εh, εg), we get
ga(x) = T−1(x)ha(x)T (x), a = 1, . . . , n, ∀x ∈ Oε(x0)),
where T (x) = Th(x)T
−1
g (x). The theorem is proved. ◭
Note that a key role in the proof of the local Pauli’s theorem is played by an algorithm
[12] for computing the element, which connects two sets of anticommuting elements by
similarity transformation.
Let us formulate and prove the corresponding theorem for the case of odd n.
Lemma 1. Let n be a positive odd number and ha = ha(x), ga = ga(x), a = 1, . . . , n be
functions Ω→ CℓR(p, q) of the class Ck(Ω) such that
ha(x)hb(x) + hb(x)ha(x) = 2ηabe, a, b = 1, . . . , n, ∀x ∈ Ω,
ga(x)gb(x) + gb(x)ga(x) = 2ηabe, a, b = 1, . . . , n, ∀x ∈ Ω.
Then the products
h1...n := h1(x)h2(x) . . . hn(x), g1...n := g1(x)g2(x) . . . gn(x)
do not depend on x and equal ±e1...n or ±e (last case is possible only for p−q = 1 mod 4).
5Proof. Lemma 1 follows from the algebraic Pauli’s theorem (see [12]). ◭
Theorem 2. (The case of odd n and real Clifford algebra).
Under the assumptions of Lemma 1, for any point x0 ∈ Ω there exist ε > 0 and
T = T (x) : Oε(x0)→ Cℓ
R(p, q) such that
1. T (x) is a function of the class Ck(Oε(x0));
2. T (x) is an invertible element of CℓR(p, q) for any point x ∈ Oε(x0);
3. (a) ga(x) = T−1(x)ha(x)T (x) ⇔ h1...n = g1...n,
(b) ga(x) = −T−1(x)ha(x)T (x) ⇔ h1...n = −g1...n,
(c) ga(x) = e1...nT−1(x)ha(x)T (x) ⇔ h1...n = e1...ng1...n,
(d) ga(x) = −e1...nT−1(x)ha(x)T (x) ⇔ h1...n = −e1...ng1...n,
where equalities hold for a = 1, . . . , n and ∀x ∈ Oε(x0);
4. The function T (x) is defined up to multiplication by elements λ(x)e+ν(x)e1...n, where
λ(x) and ν(x) are real functions of the class Ck(Oε(x0)) such that λ(x)e+ ν(x)e
1...n
is an invertible element for any point of the domain Oε(x0).
Lemma 2. Let n be a positive odd number and ha = ha(x), ga = ga(x), a = 1, . . . , n be
functions Ω→ CℓC(p, q) of the class Ck(Ω) such that
ha(x)hb(x) + hb(x)ha(x) = 2ηabe, a, b = 1, . . . , n, ∀x ∈ Ω,
ga(x)gb(x) + gb(x)ga(x) = 2ηabe, a, b = 1, . . . , n, ∀x ∈ Ω.
Then the products
h1...n := h1(x)h2(x) . . . hn(x), g1...n := g1(x)g2(x) . . . gn(x)
do not depend on x and equal ±e (in the case p−q = 1 mod 4), ±ie (in the case p−q = 3
mod 4), or ±e1...n (in both cases).
Proof. Lemma 2 follows from the algebraic Pauli’s theorem (see [12]). ◭
Theorem 3. (The case of odd n and complexified Clifford algebra).
Under the assumptions of Lemma 2, for any point x0 ∈ Ω there exist ε > 0 and
T = T (x) : Oε(x0)→ Cℓ
C(p, q) such that
1. T (x) is a function of the class Ck(Oε(x0));
2. T (x) is an invertible element of CℓC(p, q) for any point x ∈ Oε(x0);
3. (a) ga(x) = T−1(x)ha(x)T (x) ⇔ h1...n = g1...n,
(b) ga(x) = −T−1(x)ha(x)T (x) ⇔ h1...n = −g1...n,
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(c) ga(x) = e1...nT−1(x)ha(x)T (x) ⇔ h1...n = e1...ng1...n,
(d) ga(x) = −e1...nT−1(x)ha(x)T (x) ⇔ h1...n = −e1...ng1...n,
(e) ga(x) = ie1...nT−1(x)ha(x)T (x) ⇔ h1...n = ie1...ng1...n,
(f) ga(x) = −ie1...nT−1(x)ha(x)T (x) ⇔ h1...n = −ie1...ng1...n,
where equalities hold for a = 1, . . . , n and ∀x ∈ Oε(x0);
4. The function T (x) is defined up to multiplication by λ(x)e + ν(x)e1...n, where λ(x)
and ν(x) are complex functions of the class Ck(Oε(x0)) such that λ(x)e+ ν(x)e
1...n
is an invertible element for any point of the domain Oε(x0).
Proof. Proofs of Theorems 2 and 3 are similar to the proof of Theorem 1 and we must
use generalized Pauli’s theorems [12] for the Clifford algebra with odd n.
First we prove the connection between the set ha = ha(x) and the set ea, a = 1, . . . , n,
which does not depend on x. Instead of (2) we consider the following expressions∑
A:|A|=0 mod 2
hA(x)FheA
where we have a sum over ordered multi-indices of even length |A|.
The element Fh does not depend on x because it is always among the basis elements
{eB} or among the expressions {eB + eC} (see [12]). All other considerations are similar
to the considerations for the case of even n.
Using the connection between the sets ha(x) and ea, the sets ga(x) and ea, we obtain
the connection between the sets ga(x) and ha(x) in some neighborhood of the point x0 ∈ Ω.
The theorem is proved. ◭
Note that the connection between the sets in the case of odd n (see Theorems 2 and
3) can be written for all cases in the following form:
ga(x) = h1...ng1...nT
−1(x)ha(x)T (x), a = 1, . . . , n, ∀x ∈ Oε(x0).
3. Local generalized Pauli’s theorem in the entire Euclidean space and
the connection with one field equation
As was shown above, the connection between two sets of elements satisfying the defining
anticommutative relations of Clifford algebra is realized in the form of similarity trans-
formation (or in other similar forms in the case of odd n) locally, in the neighborhood of
the corresponding point of Euclidean space. Does local generalized Pauli’s theorem hold
in the entire Euclidean space? Namely, does there exists a function T = T (x) from the
statements of Theorems 1, 2, and 3, which is invertible, continuous, and connects two sets
of elements ha(x), ga(x), a = 1, . . . , n for any point x ∈ V ? In this section we prove the
corresponding theorem under additional assumptions (see conditions (5)).
The Cartesian coordinates of Euclidean space V , dimV = r are denoted by xµ, µ =
1, . . . , r and the partial derivatives are denoted by ∂µ =
∂
∂xµ
, µ = 1, . . . , r. All the given
functions in this section are smooth to simplify the presentation.
7Let we have a set of smooth functions ha : V → CℓF(p, q), a = 1, . . . , n, satisfying
ha(x)hb(x) + hb(x)ha(x) = 2ηabe, a, b = 1, . . . , n, ∀x ∈ V. (4)
In the case of odd n we also require the additional condition
Tr(h1...n) = 0, (5)
where Tr : CℓF(p, q) → CℓF0(p, q) is the projection operation onto the subspace Cℓ
F
0(p, q).
We need this condition (5) to obtain independent elements ha(x), a = 1, . . . , n, which
generate the basis of the Clifford algebra CℓF(p, q). Otherwise, they can generate a basis
of Clifford algebra of lower dimension (see [12]). Under this additional condition, we have
only two cases of connection between two sets of Clifford algebra elements in the case of
odd n: ga = ±T−1haT (instead of four and six cases as in Theorems 2 and 3).
Note that the problem of connection between the sets ha(x) and ga(x), a = 1, . . . , n
is equivalent to the problem of connection between the set ha(x), a = 1, . . . , n and the
set of generators ea, a = 1, . . . , n, that do not depend on x ∈ V . Using the connection
between the sets ha(x) and ea, the sets ga(x) and ea, we obtain the connection between the
sets ha(x) and ga(x). Therefore, in what follows we consider the problem of connection
between the set ha(x), a = 1, . . . , n with conditions (4), (5) and the set ea, a = 1, . . . , n.
In the papers [7], [5], [11], one primitive field equation (the system of partial differential
equations) for the spin connection of the general form was considered. In [7] and [5],
the expressions hµ were considered as vector expressions with respect to the orthogonal
transformations of coordinates. In the present paper, as well as in [11], we consider
instead of them expressions ha, which do not change under orthogonal transformations of
coordinates.
Consider the following field equation (system of equations)
∂µh
a − [Cµ, h
a] = 0, a = 1, . . . , n, µ = 1, . . . , r, (6)
where the components Cµ : V → Cℓ
F(p, q) of covector field with values in the Clifford alge-
bra are considered as unknowns. Thus, we have n× r equations for r unknown functions.
Since the expressions Cµ are inside the commutator in (6), then it is convenient to
consider these expressions up to element of the Clifford algebra center: Cµ : V → Cℓ
F(p, q)\
Cen(CℓF(p, q)), where
Cen(CℓF(p, q)) =
{
CℓF0(p, q), in the case of even n;
CℓF0(p, q)⊕ Cℓ
F
n(p, q), in the case of odd n.
The equation (6) is gauge invariant. Namely, the following expressions
h´a = S−1haS, C´µ = S
−1CµS − S
−1∂µS (7)
for a smooth invertible function S : V → CℓF(p, q) such that S−1∂µS : V → Cℓ
F(p, q) \
Cen(CℓF(p, q)), satisfy the system of equations of the same form
∂µh´
a − [C´µ, h´
a] = 0, a = 1, . . . , n, µ = 1, . . . , r.
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In [5], [11], it is proved that the system (6) has a unique solution Cµ : V → Cℓ
F(p, q) \
Cen(CℓF(p, q)) of the following form:
Cµ =
2[n
2
]∑
k=1
µkπ[h]k((∂µh
a)ha), µk =
1
n− (−1)k(n− 2k)
, (8)
where π[h]k : Cℓ
F(p, q) → CℓF[h]k(p, q) is the projection operation onto the subspace
CℓF[h]k(p, q) spanned over the basis elements h
a1...ak with ordered multi-indices of length
k. Explicit expressions for the elements Cµ in the cases of small n are given in [5] and
[11]. We say that the solution (8) describes the spin connection of general form.
If the generators ea of Clifford algebra, which do not depend on x, are considered as
the expressions h´a (7), then the corresponding connection for these elements given by the
equations (6) is equal to zero: C´µ = 0. Using (7), we get
∂µS(x) = Cµ(x)S(x), µ = 1, . . . , r. (9)
The system of partial differential equations (9) with known Cµ(x) is considered as a
system for finding a function S = S(x), which is invertible in the entire Euclidean space
and connects two sets ha(x) and ea, a = 1, . . . , n. We have the following theorem.
Theorem 4. (Local Pauli’s theorem in the entire Euclidean space).
Let us consider functions ha : V → CℓF(p, q), a = 1, . . . , n, that satisfy
ha(x)hb(x) + hb(x)ha(x) = 2ηabe, a, b = 1, . . . , n, ∀x ∈ V
and, in the case of odd n, additional condition Tr(h1...n) = 0.
Then there exists a function S = S(x) : V → CℓF(p, q), ∃S−1(x)∀x ∈ V , satisfying the
following system of equations
∂µS(x) = Cµ(x)S(x), µ = 1, . . . , r (10)
for all x ∈ V , where Cµ : V → Cℓ
F(p, q) \Cen(CℓF(p, q)) is a unique solution of the system
of equations
∂µh
a − [Cµ, h
a] = 0, a = 1, . . . , n, µ = 1, . . . , r, (11)
and there exists a function T (x) = S(x)K (for some invertible element K ∈ CℓF(p, q),
which does not depend on x), which is also invertible in the entire Euclidean space solution
of the system (10) and connects two sets of elements:
ea = T−1(x)ha(x)T (x), a = 1, . . . , n, ∀x ∈ V (12)
in the case of even n and
ea = h1...ne1...nT
−1(x)ha(x)T (x), a = 1, . . . , n, ∀x ∈ V (13)
in the case of odd n, where h1...ne1...n = ±e.
9Proof. Using methods of differential geometry, it can be proved that the function S(x)
from the statement of the theorem always exists.
In the papers [5], [11], it is proved that from the system of equations
∂µh
a − [Cµ, h
a] = 0, a = 1, . . . , n, µ = 1, . . . , r (14)
the following relation for the functions Cµ follows
∂µCν − ∂νCµ − [Cµ, Cν ] = 0, µ, ν = 1, . . . , r, ∀x ∈ V. (15)
In terms of differential geometry this means that the curvature
Rµν := ∂µCν − ∂νCµ − [Cµ, Cν ]
is equal to zero, i.e. the connection Cµ is flat. It is known that every flat connection
on a simply-connected manifold is trivial, i.e. it can be represented in the form Cµ =
(∂µS)S
−1 for some function S = S(x) (see, for example, [13]). Since Euclidean space
is simply-connected, there exists invertible in the entire Euclidean space function S(x),
which satisfies (10). Substituting the expression Cµ = (∂µS)S
−1 into the equation (11),
we get
∂µh
a − (∂µS)S
−1ha + ha(∂µS)S
−1 = 0. (16)
Using SS−1 = e, we obtain
(∂µS)S
−1 + S∂µ(S
−1) = 0. (17)
Multiplying both sides of the equation (16) from the left by S−1, from the right by S, and
using (17), we get
∂µ(S
−1haS) = 0, µ = 1, . . . , r. (18)
Since (18), it follows that the set
fa := S−1haS, a = 1, . . . , n
does not depend on x ∈ V and satisfy the defining anticommutative conditions of Clifford
algebra:
faf b + f bfa = S−1haSS−1hbS + S−1hbSS−1haS = hahb + hbha = 2ηabe.
If the function S(x) is a solution of the system (10), then any function of the form S(x)K,
for the independent on x element K, is also a solution of the system (10). By the algebraic
generalized Pauli’s theorem [12], there is an invertible element K ∈ CℓF(p, q) such that
ea = K−1faK, a = 1, . . . , n
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in the case of even n and
ea = f1...ne1...nK
−1faK, a = 1, . . . , n
in the case of odd n. We conclude that the element
T (x) = S(x)K
connects two sets of elements ea and ha(x), a = 1, . . . , n in the form (12) and (13). The
theorem is proved. ◭
Note that Theorem 4 gives us an algorithm for computing the function S = S(x). Using
this algorithm and algorithm for computing the element K from the algebraic Pauli’s
theorem (see [12]), we obtain an algorithm for computing the function T (x) = S(x)K,
which connects two sets of elements ha(x), ea, a = 1, . . . , n.
Below we also give two particular cases (Theorems 5 and 6) of the statement of Theorem
4, in which the function T (x) has a simpler form. We give another proofs of these theorems
without using the fact that any flat connection on a simply-connected manifold is trivial.
In this particular cases, it is sufficient to use the theory of matrix differential equations or
the Poincare lemma.
The following theorem describes the local Pauli’s theorem in the case of Euclidean
space V = R1 of dimension r = dimV = 1.
Theorem 5. (Particular case: r = 1, n ≥ 2).
Let us consider smooth functions ha : R→ CℓF(p, q), a = 1, . . . , n, that satisfy
ha(x)hb(x) + hb(x)ha(x) = 2ηabe, a, b = 1, . . . , n, ∀x ∈ R
and additional condition Tr(h1...n) = 0 in the case of odd n.
Then there exists a function T = T (x) : R→ CℓF(p, q) such that
ea = T−1(x)ha(x)T (x), a = 1, . . . , n, ∀x ∈ R. (19)
in the case of even n and
ea = h1...ne1...nT
−1(x)ha(x)T (x), a = 1, . . . , n, ∀x ∈ R. (20)
in the case of odd n, where h1...ne1...n = ±e.
Moreover, T (x) = S(x)K, where S(x) is any invertible in the entire Euclidean space
solution of the equation
dS(x)
dx
= C1(x)S(x), (21)
C1 : R → Cℓ
F(p, q) \ Cen(CℓF(p, q)) is a unique solution of the system of differential equa-
tions
dha
dx
− [C1, h
a] = 0, a = 1, . . . , n, (22)
and K is an invertible element of the Clifford algebra CℓF(p, q).
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Proof. In the case r = dimV = 1, the system of partial differential equations (10)
becomes the ordinary differential equation (21) and the system of partial differential equa-
tions (11) becomes the system of ordinary differential equations (22).
According to the theory of matrix differential equations (see, for example, [1], Section
14), the equation (21) for a continuous function C1(x) has always invertible in the entire
Euclidean space solution S(x), and the general solution of the equation (21) has the form
T (x) = S(x)K,
whereK ∈ CℓF(p, q) is any element that does not depend on x. The function T (x) = S(x)K
for some invertible element K ∈ CℓF(p, q) connects two sets of elements in the form (19)
in the case of even n and in the form (20) in the case of odd n.
Note that solution of the system (21) in the general case can be written in the form of
multiplicative integral (see [1]). In the case of additional conditions [C1(x1), C1(x2)] = 0
for any x1, x2 ∈ R, the solution has a simpler form
S(x) = exp(
∫ x
x0
C1(x)dx)
for some point x0 ∈ R. ◭
Now let us consider for arbitrary r ≥ 1 the case when the functions (4) take values in
the subspace CℓF1(p, q) spanned over the generators e
a, a = 1, . . . , n:
ha(x) : V → CℓF1(p, q) (23)
In this case we have
ha(x) = yab (x)e
b
for some smooth functions yab (x) : V → F. The conditions
ha(x)hb(x) + hb(x)ha(x) = 2ηabe, a, b = 1, . . . , n, ∀x ∈ V
on the functions ha(x), a = 1, . . . , n are equivalent to the following conditions on the
functions yab (x), a, b = 1, . . . , n:
yab (x)y
c
d(x)η
bd = ηac, ∀x ∈ V. (24)
Note that (24) is the orthogonality condition for the matrix
Y = ||yab || ∈ O(p, q,F) = {Y ∈ Mat(n,F), Y
TηY = η}.
In the case ha : V → CℓF1(p, q), the unique solution (8) of the system of equations
∂µh
a − [Cµ, h
a] = 0, a = 1, . . . , n, µ = 1, . . . , r
has the form (see [7])
Cµ =
1
4
(∂µh
a)ha (25)
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which is known as the spin connection (see, for example, [2]). In [7], it is shown that the
function (25) takes values in the subspace of grade 2 in this case, i.e. Cµ : V → Cℓ
F
2(p, q).
Note that the subspace CℓR2 (p, q) is the Lie algebra (with respect to the commutator) of
the spin group Spin+(p, q) and the exponents of the elements of Cℓ
R
2 (p, q) are elements of
the group Spin+(p, q) [3], [6]. The formula S
−1eaS = yab e
b =: ha describes two-sheeted cov-
ering of the orthogonal group SO+(p, q) by the corresponding spin group Spin+(p, q): for
each orthogonal matrix Y = ||yab || ∈ SO+(p, q) there exist two elements ±S ∈ Spin+(p, q)
of the corresponding spin group.
The following theorem describes the local Pauli’s theorem in the entire Euclidean space
in the case n = 2 and an arbitrary r with the additional assumption ha : V → CℓF1(p, q),
a = 1, 2.
Theorem 6. (Particular case: n = 2, r ≥ 1).
Let us consider smooth functions ha : V → CℓF1(p, q), a = 1, 2 with values in the
subspace of grade 1 that satisfy
ha(x)hb(x) + hb(x)ha(x) = 2ηabe, a, b = 1, 2, ∀x ∈ V. (26)
Then there exists a function C(x) : V → CℓF2(p, q) such that
dC(x) = C1(x)dx
1 + · · · + Cr(x)dx
r, Cµ(x) =
1
4
(∂µh
a)ha.
Moreover, the function
T (x) = exp(C(x))K
satisfies
ea = T−1(x)ha(x)T (x), a = 1, 2, ∀x ∈ V,
for some invertible element of Clifford algebra K ∈ CℓF(p, q).
Proof. As mentioned before the theorem, if ha : V → CℓF1(p, q), then the functions Cµ,
µ = 1, . . . , r take values in the subspace CℓF2(p, q) (see [7]).
In the case n = 2, all elements of the subspace CℓF2(p, q) have the form λe
12, λ ∈ F.
Hence all the functions Cµ : V → Cℓ
F
2(p, q) commute with each other
[Cµ(x), Cν(x)] = 0, µ, ν = 1, . . . , r, ∀x ∈ V. (27)
As mentioned above, in the papers [5], [11], it is proved that from the system of equations
(14) follows (15). Thus, by (15), the conditions (27) are equivalent to
∂µCν = ∂νCµ, µ, ν = 1, . . . , r, ∀x ∈ V. (28)
Let us consider the following 1-form L(x) = Cµ(x)dx
µ. By the Poincare lemma, if
this form is closed dL(x) = 0, then it is exact, i.e. there exists a 0-form C(x) such that
dC(x) = L(x). Since (28), it follows that there exists a function C(x) : V → CℓF2(p, q) such
that
dC(x) = C1(x)dx
1 + · · ·+ Cr(x)dx
r.
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Thus, under the conditions (28), the system of equations (10) can be written in the form
∂µS(x) = ∂µ(C(x))S(x), µ = 1, . . . , r. (29)
Let us consider the expression
exp(C(x)) = e+ C(x) +
1
2!
C2(x) +
1
3!
C3(x) + · · · =
∞∑
k=0
1
k!
Ck(x).
This series is always convergent and invertible (see, for example [1])
(exp(C(x)))−1 = exp(−C(x)). (30)
Since Cµ(x) : V → Cℓ
F
2(p, q), we conclude that C(x) also takes values in Cℓ
F
2(p, q). The
functions Ck(x), k = 1, 2, . . ., and exp(C(x)) take values in CℓF0(p, q) ⊕ Cℓ
F
2(p, q). In the
Clifford algebra of dimension n = 2 we have [CℓF0(p, q)⊕Cℓ
F
2(p, q), Cℓ
F
2 (p, q)] = 0, and hence
[Ck(x), ∂µC(x)] = 0, ∀k = 1, 2, . . . ,
which is a sufficient condition for the following formula (see [1])
∂µ(exp(C(x))) = (∂µC(x)) exp(C(x)). (31)
From (30) and (31), it follows that the function
S(x) = exp(C(x))K
is an invertible in the entire Euclidean space solution of the system (29) for any invertible
element K ∈ CℓF(p, q) that does not depend on x:
∂µ(exp(C(x))K) = ∂µ(exp(C(x)))K = (∂µC(x)) exp(C(x))K.
Using the algebraic Pauli’s theorem, we conclude that for some invertible K ∈ CℓF(p, q)
the function T (x) = exp(C(x))K connects two sets:
ea = T−1(x)ha(x)T (x), a = 1, 2, ∀x ∈ V.
The theorem is proved. ◭
Let us give some examples illustrating the statement of Theorem 6.
1) Let us consider the real Clifford algebra CℓR(2, 0) and the functions ha : V → CℓF1(2, 0)
satisfying the relations (26), ha = yab e
b. We can parameterize the elements of the matrix
Y = ||yab || ∈ O(2) by the function ϕ = ϕ(x) : V → R. We have two cases (detY = ±1):
h1 = cosϕe1 + sinϕe2, h2 = − sinϕe1 + cosϕe2; (32)
h1 = cosϕe1 + sinϕe2, h2 = sinϕe1 − cosϕe2. (33)
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In both cases, after direct calculations, we obtain
Cµ =
1
4
(∂µh
a)ha = −
∂µϕ
2
e12
We conclude that there exists a function C(x) = −ϕ(x)2 e
12 such that Cµ(x)dx
µ = dC(x).
We obtain the following solution of the equation ∂µS(x) = Cµ(x)S(x):
S(x) = exp(C(x))K = (cos(
ϕ(x)
2
) e− sin(
ϕ(x)
2
) e12)K,
where K is an arbitrary element of Clifford algebra that does not depend on x. We take
T (x) = exp(C(x))K for some invertible element K. In the first case (32), we take K = e,
in the second case (33), we take K = e12. The element T (x) is invertible for any x ∈ V
and connects two sets of elements ea = T−1(x)ha(x)T (x), ∀x ∈ V . Indeed, it is easy to
verify
(cos
ϕ
2
e+ sin
ϕ
2
e12)(cosϕe1 + sinϕe2)(cos
ϕ
2
e− sin
ϕ
2
e12) = e1,
(cos
ϕ
2
e+ sin
ϕ
2
e12)(− sinϕe1 + cosϕe2)(cos
ϕ
2
e− sin
ϕ
2
e12) = e2.
2) The case of the real Clifford algebra CℓR(0, 2) is considered similarly. We have two
cases: (32) and (33). In both cases, we get
Cµ =
1
4
(∂µh
a)ha =
∂µϕ
2
e12
and
T (x) = exp(C(x))K = (cos(
ϕ(x)
2
) e+ sin(
ϕ(x)
2
) e12)K,
which satisfies ea = T−1(x)ha(x)T (x), ∀x ∈ V for some invertible K.
3) In the case of the real Clifford algebra CℓR(1, 1) we have four cases (since the group
O(1, 1) has four connected components):
h1 = coshϕe1 + sinhϕe2, h2 = sinhϕe1 + coshϕe2;
h1 = coshϕe1 + sinhϕe2, h2 = − sinhϕe1 − coshϕe2;
h1 = − coshϕe1 − sinhϕe2, h2 = sinhϕe1 + coshϕe2;
h1 = − coshϕe1 − sinhϕe2, h2 = − sinhϕe1 − coshϕe2.
In all cases, we have
Cµ =
1
4
(∂µh
a)ha = −
∂µϕ
2
e12
and
T (x) = exp(C(x))K = (cosh(
ϕ(x)
2
) e− sinh(
ϕ(x)
2
) e12)K,
which satisfies ea = T−1(x)ha(x)T (x), ∀x ∈ V for some invertible K.
15
4) Let us consider the case of the real Clifford algebra CℓR(3, 0) and the functions
ha : V → CℓF1(3, 0) satisfying the relations (4), h
a = yab e
b. For simplicity, we consider the
case of the matrix Y = ||yab || ∈ O(3) with the determinant detY = 1. In this case, the
matrix Y ∈ SO(3) can be parameterized by three Euler angles ϕ(x), ψ(x), θ(x), depending
on x. We have 0 ≤ ϕ,ψ < 2π, 0 ≤ θ < π.
The matrix Y has the form

 cosϕ cosψ cos θ − sinϕ sinψ − cosϕ sinψ cos θ − sinϕ cosψ cosϕ sin θsinϕ cosψ cos θ + cos θ sinψ sinϕ sinψ cos θ + cosϕ cosψ sinϕ sin θ
− cosψ sin θ sinψ sin θ cos θ

 .
We get
Cµ =
1
4
(∂µh
a)ha =
1
2
((cos θ ∂µϕ+ ∂µψ)e
12 +
+(− sinψ sin θ ∂µϕ− cosψ ∂µθ)e
13 + (cosψ sin θ ∂µϕ+ sinψ ∂µθ)e
23).
In this example, we obtain [Cµ, Cν ] 6= 0, and therefore ∂µCν 6= ∂νCµ and the Poincare
lemma is not applicable, unlike the case n = 2.
Problems related to the local Pauli’s theorem are useful in field theory, in the study
of the Dirac equation [9] and the Yang-Mills equations [7], [11]. In the paper [11], a class
of covariantly constant solutions of the Yang-Mills equations is proposed. The connection
between these solutions and constant solutions is described by the local Pauli’s theorem.
An interesting question is whether the Pauli’s theorem is valid on the curved manifolds.
Our hypothesis is that the Pauli’s theorem will be true only in some particular cases (see
Theorems 5 and 6) depending on n, dimension of the manifold r, or topological properties
of the manifold (simply connectedness).
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