We consider germs of holomorphic vector fields at a fixed point having a nilpotent linear part at that point, in dimension n ≥ 3. Based on Belitskii's work, we know that such a vector field is formally conjugate to a (formal) normal form. We give a condition on that normal form which ensure that the normalizing transformation is holomorphic at the fixed point. We shall show that this sufficient condition is a nilpotent version of Bruno's condition (A). In dimension 2, no condition is required since, according to Stróżyna-Żo ladek, each such germ is holomorphically conjugate to a Takens normal form. Our proof is based on Newton's method and sl 2 (C)-representations.
Introduction
In this article, we consider germs of holomorphic vector fields in a neighborhood of a fixed point in C n , n ≥ 2. We are interested in the local classification under the action of the group of germs of biholomorphisms preserving the fixed point, which we may assume to be the origin. In the sequel, "germ" of vector field or map refers to a holomorphic germ at the origin. The idea is to simplify, by a change of coordinates, the system of differential equations in order to better understand its dynamics. An elementary instance of such a problem is the following : Let A be a n × n-matrix with complex coefficients. In order the understand the orbits {A k z} k∈Z , z near the fixed point 0 of A, it is much easier to transform A into its Jordan normal form J by a change of coordinates P , A = P JP −1 . Then, one studies {J k y} k∈Z , P y = z and pulls back the information to the original problem. It was the idea of Poincaré to develop this point of view for vector fields. The difficulty is that the Lie algebra of germs of vector fields is infinite dimensional. The linear transformations are replaced by germs of diffeomorphisms fixing the origin. The special representant of the orbit of the action that plays the role of the Jordan normal form is called a normal form. A precise definition is given below. This idea has been extensively developed by Arnold and his school, Bruno, Moser, Ecalle, Martinet-Ramis, Yoccoz, . . . in the case where the linear part at the fixed point is a semi-simple matrix. The issue is that, although conjugacy to a formal normal form can always be obtained by a suitable formal transformation, it may not be possible to reach a normal form by a holomorphic transformation at the fixed point.
In this article, we investigate the normal form problem, in dimension n ≥ 3, for holomorphic vector fields with a nilpotent linear part at the fixed point (assumed to be the origin). We give a sufficient condition that ensures that a germ of holomorphic vector field can be holomorphically conjugated to a normal form.
Formal normal forms
Following G. Belitskii [Bel79, Bel82] , E. Lombardi and L. Stolovitch defined in [LS10] , a notion of normal form of higher order perturbations of a given quasi-homogeneous vector field S and the associated notion of "generalized resonances" (these are obstructions to find a formal power series transformation conjugating the perturbation of S back to S itself). Here, we shall first focus on the case where S is linear, and then on the case where S is nilpotent.
Let H k be the space of homogeneous vector fields of degree k. For each natural number k ≥ 2, we consider the "cohomological operator" d 0 := [S, .] : H k → H k associated to S. Here, [S, .] denotes the Lie bracket with S. We define a space of normal forms of degree k to be a supplementary space C k to Imd 0|H k . We can show that there exists a formal transformation that conjugates each perturbation of S of order ≥ 2, X := S + R ≥2 , to a formal vector field NF := S + k≥2 v k where v k ∈ C k for each k. We call NF a normal form (of "style"Ĉ = ⊕C j , see [Mur04] ). Indeed, by induction on the the degree k ≥ 2, assume that X is normalized up to order k − 1, that is X = NF k−1 + R ≥k and NF k−1 ∈ ⊕ k−1 j=2 C j . Let π Im d 0 denote the projection onto the range of d 0 along C k . Let us choose U k ∈ H k to solve the cohomological equation d 0 (U k ) = −π Im d 0 R k , where R k denotes the homogeneous polynomial of degree k of R ≥k . Then (I − π Im d 0 )R k ∈ C k and we have,
where NF k := NF k−1 + (I − π Im d 0 )R k . Here, Φ * X := DΦ(Φ −1 )X(Φ −1 ) denotes the conjugacy of X by the diffeomorphism Φ. It is classical that a normal form is not uniquely defined since one can add any U 0 ∈ Ker d 0|H k to the solution U k of d 0 (U k ) = −π Im d 0 R k . Therefore, defining for any k≥ 2, a supplementary spaceṼ k to Ker d 0|H k in H k , we can restrict the solution U k to belong toṼ k , for all k, and refer to the normal form so obtained as the normal form of X. The corresponding formal transformation · · · • (id + U k ) • · · · • (id + U 1 ) is called the associated normalizing transformation.
Of course, we are interested in the case where these supplementary spaces can be computed effectively. One way to do so is as follows : H k is provided with an Hermitian scalar product (see (3)). Let us define C k (resp.Ṽ k ) to be the orthogonal complement to Im(d 0|H k ) (resp. to be equal to Im ( 
The space C k is the kernel of the adjoint d * 0|H k of d 0|H k with respect to the Hermitian scalar product.
When S is a semi-simple linear vector field with eigenvalues λ 1 , . . . , λ n , the space of normal forms is defined in terms of resonance relations j q j λ j = λ i : the space C k generated by monomial vector fields x Q ∂ x i with Q = (q 1 , . . . , q n ) ∈ N n , |Q| = q 1 + · · · + q n = k ≥ 2, 1 ≤ i ≤ n which satisfies a resonance relation. We can also chooseṼ k = C k and obtain the classical Poincaré-Dulac normal form [Arn80] .
When S is nilpotent, the normal form spaces are more diverse and there are different ways of defining normal forms. In dimension n = 2, F. Takens [Tak73] has shown that the space of normal forms associated to S = y∂ x , C k , can be chosen to be the vector space generated by x k ∂ x and x k ∂ y , k ≥ 2. This has been generalized recently by E. Stróżyna and H.Żo ladek [SŻ08] to the case n ≥ 2.
There is another classical way to define normal forms of perturbations of nilpotent linear vector fields, by considering an sl(2, C)-triple associated to S and their representations (see [CS86, Mur03] ). First of all, it is classical (Jacobson-Morozov theorem) [Ser87, Bou90] There exist also more involved constructions of formal normal forms dealing with uniqueness problems such as in [KOW96] for perturbation of (quasi-)homogeneous vector fields or in [San03, GY12] , based on spectral sequences.
Analytic normal form problem
As we have seen, for each higher order perturbation of S, there exists a formal transformation (i.e a formal change of coordinates) to a formal normal form. We are interested in the situation where not only the perturbation is analytic in a neighbor-hood of the origin but also the normalizing transformation to its normal form (which is thus analytic too).
Hence we are led to solve and estimate iteratively the solution U k of the "coho-
, this leads to the so-called small divisor problem [SM71, Mos73, Arn80] : the norm of U k is bounded by the norm of F k divided by smallest of the non-zero numbers of the form |q 1 λ 1 + · · · + q n λ n − λ j |, Q = (q 1 , . . . , q n ) ∈ N n , |Q| := q 1 + · · · + q n = k. These numbers may accumulate to the origin when the degree k tends to +∞ causing a blow up of the normalizing transformation. These numbers are called "small divisors" (although they may not be small). The faster these numbers accumulate to zero, the smaller the radius of convergence of the formal transformation is. For instance, C. L. Siegel proved [Sie42] , that if there exists τ ≥ 0 such that
n , |Q| ≥ 2, then any higher order analytic perturbation of S is analytically linearizable. This condition has been weakened to the so-called (ω)-condition by Bruno [Bru72] (we shall not recall here its definition since we shall not use it). Nevertheless, the control of these small divisors is not sufficient to ensure the analyticity of the normalizing transformation to a (non-linear) normal form. Indeed, there are well known situation for which, although the small divisors are bounded away from the origin, the normalizing transformation is anyway divergent at the origin [Mar80] . Finally, A.D. Bruno [Bru72] found a necessary and sufficient condition on the formal normal formcondition (A)-that ensures that if the semi-simple linear part satisfies the diophantine condition (ω), then any analytic perturbation of S that has a formal normal form satisfying (A) can be analytically normalized. This is a generalization of H. Rüssmann's Hamiltonian version [Rüs67] . These works have been generalized to several commuting vector fields in several directions [Ito89, Sto00, Sto05, Zun05, Zun02, Ito09] in the spirit of J. Vey [Vey79, Vey78] .
In [LS10] , a broader notion of "small divisors" associated to a linear vector field S is defined. They are defined as the square roots of the nonzero eigenvalues of the "box operator"
, for all k > 2. When S is a nilpotent linear vector field in dimension two and three, G. Iooss and E. Lombardi [IL05] computed the corresponding "generalized resonances" as well as the small divisors. Recently, P. Bonckaert and F. Verstringe succeeded in [BV12] , to estimate the generalized small divisors for (almost) any nilpotent linear part. It is there shown that they are always bounded away from the origin.
One of the remaining questions was whether a Takens normal form (in dimension 2) could be obtained systematically by a convergent transformation. It took almost forty years to be answered. In dimension 2, after an attempt to solve this question by X. Gong [Gon95] , finally E. Stróżyna and H.Żo ladek [SŻ02] showed that any holomorphic nonlinear perturbation of y ∂ ∂x has a germ of biholomorphism that conjugate it to a Takens normal form : (y + f (x, y))
is analytically conjugate to
; here f, g, k, l are analytic germs of order ≥ 2 at the origin. A more geometric proof was given in [Lor06] . It was shown also by E. Stróżyna and H.Żo ladek that the equivalent theorem in a higher dimensional setting is false [SŻ11, SŻ08] .
For the similar problem with the "scalar product normal form", we emphasize, that in dimension 2, the "small divisors" tend to infinity with the degree of homogeneity. This phenomenon has a regularizing effect on the solution of the conjugacy equation to a normal form. This corresponds, somehow, to the situation of the Poincaré domain for non-zero semi-simple linear part, where no requirements are needed on the perturbation for it to have an analytic transformation to a normal form.
In higher dimension an example in [IL05] shows that the "small divisors" may not tend to infinity with the degree of homogeneity : they may accumulate finite numbers as well as infinity. The higher dimensional situation for the nilpotent case corresponds somehow to the "Siegel domain" : one needs to impose conditions on the formal normal form in order to obtain the convergence of such a transformation.
The aim of this article is to investigate, in dimension n ≥ 3, the holomorphic conjugacy to a normal form problem for an higher order analytic perturbation of nilpotent linear vector field. We shall define a nilpotent version of Bruno's condition (A). We shall state and prove a nilpotent version of the "sufficiency part" of Bruno's theorem : in dimension ≥ 3, if an analytic higher perturbation of a linear nilpotent N has its formal normal form that satisfies this condition, then there exists an analytic transformation to its normal form.
Main result
In this section we formulate our main result using the notations introduced in the introduction. We first introduce some extra terminology. Let S be a linear vector field. We denote by O S n the ring of formal first integrals of S, that is the set of formal power seriesf for which the Lie derivative L S (f ) = 0 vanishes. A nilpotent matrix is said to be regular if its Jordan normal form does not contain zero blocks. In other words, a nilpotent endomorphism is regular if there is no invariant subspace upon which the operator acts as a zero operator. We shall denote by R ≥2 a germ of holomorphic vector field (or function, map depending on the context) vanishing at order ≥ 2 at the origin. Theorem 1.1. Let N be a regular nilpotent linear vector field of C n and assume that
be a germ of holomorphic vector field at the origin of C n . Assume that its formal normal form (as defined by the iteration procedure described in the introduction) has the form
(1)
Then, its associated formal diffeomorphism converges at the origin.
This is the main result of our article and should be understood as a "complete integrability" theorem along the same lines as (and in fact a continuation of) results by A.D. Bruno [Bru72] (see also [Mar80, Zun02] ), and by the first author [Sto00, Sto05] . Indeed, in these articles, the authors consider a (germ of ) vector field (or commuting families of vector fields) V = S + R ≥2 that are holomorphic nonlinear perturbation of a semi-simple linear vector field S = In our normal form (1), there is no equivalent term to f S since the natural one would be f N which is not a normal form w.r.t. to N, i.e. f N / ∈ Ker ad N * .
Remark 1.2. One of the key points of [BV12] is that, if the linear nilpotent vector field S is regular, then there exists a linear change of coordinates L of C n such that N := L * S, N * , the vector field defined as the adjoint of the differential operator acting on polynomials of N w.r.t. the scalar product used above, and
In the sequel, we shall assume that the linear change of coordinates L has been applied and hence, that both {N,
is a germ of holomorphic vector field at the origin of C n that can be embedded into an analytic sl(2, C)-triple, that is if there are germs
of holomorphic vector fields such that {V,Ṽ , V ′ } is (Lie-)isomorphic to sl(2, C), then V ,Ṽ and V ′ are simultaneously and holomorphically linearizable. Indeed, at the formal level, this follows from [Her68] while the analytic result follows from [GS68, Kus67] . It should be emphasized that this result does not hold in the smooth category [GS68, CG97] . There are other results concerning the problem of classification of perturbations not of nilpotent vector fields but rather of quasihomogenous vector fields with a nilpotent linear part at the origin. They are all in dimension 2 (see for instance [MC88, CDS04] ) and are not immediately concerned with holomorphic conjugacy (in a neighborhood) at the origin to a normal form.
Geometric interpretation
According to Weitzenböck's theorem [Wei32] , the ring of formal first integrals O N n of any nilpotent linear vector field N is finitely generated over C (see [Now94] [theorem 6.2.1] for this formulation).
The ring of common formal first integrals
is hence finitely generated over C. Let P 1 , . . . , P r be a set of generating polynomials. If they are algebraically dependent, then there exists polynomials Q 1 , . . . , Q l on C r such that Q i (P 1 , . . . , P r ) = 0 for all i. Let us consider
the zero locus of these polynomials. If the P j 's are algebraically independent, then C = C r . Consider the map
We apply our main result and assume that the vector field V has been conjugated into a normal form by a germ of holomorphic transformation at the origin. In these holomorphic coordinates, we have (d) Moreover this holds for every fiber (in a neighborhood of the origin in C n ) within a neighborhood of the origin in C ∩ Im π.
As a by-product, we also obtain that the zero fiber of π is invariant, the restriction to which V equals to the restriction of the linear nilpotent field N. As illustrated in the next example, this last result could have obtained under a much weaker assumption using [LS10] [theorem 5.6] combined with the "no-small-divisors" statement of [BV12] . Example 1.1. Consider the three dimensional linear vector field :
We have
Let us set
A formal normal form of a nonlinear perturbation of N is a formal vector field of the forṁ
where the P i 's are formal power series [IL05] .
We apply our main result : Let V = N + R ≥2 be a germ of holomorphic vector field that is a nonlinear perturbation of N. Assume that the normal form of V is of the form :
wheref is a formal power series of one variable (that is P 1 = P 3 = 0, P 2 (x, h) = f (h)). Then,Φ defines a germ of holomorphic change of variables Φ at the origin of C 3 andf defines a germ of holomorphic function f at 0 ∈ C such that
In these holomorphic coordinates, the vector field is tangent to each fiber
in a neighborhood of the origin, b being sufficiently small. In particular, in these new holomorphic coordinates, the vector field is tangent to Σ 0 and its restriction to it is equal to (the restriction of ) N. We emphasize that the last point can be achieved under a much weaker assumption : Assume that the formal normal form is such that P i (x, 0) = 0, i = 1, 2, 3. Then, according to [LS10] [theorem 5.6] applied to I = (h), there are holomorphic coordinates for which Σ 0 in an invariant set of the initial vector field X. Furthermore, its restriction to Σ 0 is equal to N.
Sketch of the proof
The proof of the main theorem is done using a Newton scheme. We assume that V = NF m + R ≥m+1 is normalized up to order m = 2 k . By assumption, the partial normal form NF m is of the form
n is a polynomial of degree ≤ m−1. There is a unique polynomial vector field U of the form U = d * 0 (V ), of order ≥ m+1 and of degree ≤ 2m such that the diffeomorphism (id+U) −1 normalizes V up to order 2m. The vector field U solves an equation of the form :
for some known B, in the range of the box operator . Here, J 2m denotes the truncation at degree 2m of the Taylor expansion at the origin. We then need to estimate U in terms of B. For that purpose, we shall first define a suitable analytic norm (depending on some "radius" r, see section 2.2) based on the scalar product we mentioned above (see section 2.1). Following (20), we shall then re-write the previous equation as
where denotes the restriction of the operator :
to its image and Q 1 , Q 2 are operators defined by (19) and (18), depending on f m . Using all properties of sl(2, C)-triples (see section 2.4), we shall be able to estimate the normal of Q 1 , Q 2 and -1 . As a consequence, we shall obtain an estimate of V in terms of B, and then an estimate of U in terms of B (see proposition 3.1). Then the conjugacy of V by (id + U) −1 is normalized up to order 2m : (id + U)
* is a normal form. Choosing R < r in an appropriate way, we shall show that the new normal form NF 2m as well as the new remainder R ≥2m+1 satisfy the same estimate w.r.t. the R-norm that NF m and R ≥m+1 satisfy w.r.t. the r-norm (proposition 4.1). This allow to do an induction process. The key point (lemma 4.2) is that the sequence of successive radii {R k } converges to a positive number. This is due to the sharp estimate of the solution U we obtain (for each step). A classical argument then shows that the sequence of (partial) normalizing diffeomorphism converges to a genuine holomorphic diffeomorphism that conjugates V to a normal form.
Convergence to the normal form requires a condition
We don't know whether condition (1) is necessary for the convergence of the normalizing transformation to hold (as it is the case of Bruno's condition (A) in the semi-simple case). However, Stróżyna andŻo ladek have shown in [SŻ11] , that the normalizing transformation of the vector field ( * )
to its (generalized) Takens normal form is divergent at the origin. Although, we shall not investigate the dictionary between different "styles" of normal form, let us show that the "scalar product" normal form of ( * ) doesn't satisfy (1). Indeed, we have the following
Proof. Let L be the vector field associated to ( * ) and let N := y ∂ ∂x + z ∂ ∂y be its linear part at 0. Let us assume, by induction, that f = k i=1 f i z i + j≥k+1 g j where g j is homogeneous of degree j in all variables, and f i 's are complex coefficients. Hence,
. Let us show that P k+1 = α k+1 z k+1 and that
Setting z = 0, we obtain y
can belong to the range of N only when
We continue this process. We finally obtain that g k+2 = z k G 2 and N(G 2 ) = αx 2 for some quadratic polynomial G 2 . Since N * (x 2 ) = 0, we have α = 0 and thus G 2 is a first integral :
As a consequence, system ( * ) can not be formally conjugate to a system satisfying (1). Indeed, if it was, then its formal first integral would be a push-forward of a first integral of the second system. Since (1) has h = xz − y 2 2 has first integral, then ( * ) would have a formal first integral of the form h • Φ, for some formal diffeomorphism Φ, tangent to identity. But such a function cannot be a function of the variable z only.
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Background
For any non-negative integer k, P k (resp. V k ) denotes the space of homogeneous polynomials (resp. polynomial vector fields) of degree k. We shall also write P k,m := m j=k P j (resp. P ≥k :=
Scalar product
We introduce first some notation. Let α ∈ N n , we shall write α! := α 1 ! . . . α n !. We define P δ to be the space of homogeneous polynomials of degree δ in n variables x 1 , . . . , x n . We first consider the scalar product on P δ introduced by E. Fischer [Fis17] and G. Belitskii , g > B,δ =< f, x j g > B,δ+1 and < g,
In [LS10] , a variant of this scalar product was introduced, namely :
Let . δ be its associated norm. Since homogeneous polynomial of different degree are orthogonal to each other, we are able to define the norm of formal power series f = k≥0 f k where f k is a homogeneous polynomial of degree k as
It has the some important properties that are summarized in the following proposition :
Proposition 2.2. [LS10] [proposition 3.6-3.7] Let f, g be formal power series on C n . Let us write f = k≥0 f k where f k is a homogeneous polynomial of degree k. Then,
• f defines a germ of holomorphic function at the origin if and only if there exist positive constants M, C such that
This scalar product induces a scalar product on V δ , the space of homogeneous vector fields of degree δ in n variables. Such a vector field V can be written as
The analytic norm
Let us define, for δ ∈ N, c δ := |Q|=δ |Q|! Q! 1/2 . Let f be a formal power series vanishing at the origin. It can be written as a sum of homogeneous polynomials f = δ≥1 f δ , where f δ ∈ P δ . We define, for r ≥ 0,
in this formula ||f δ || δ is the norm associated to the scalar product (3) :
In a similar manner, we extend this norm to the space of vector fields using (4).
Proof. This follows immediately by choosing
Lemma 2.4. Let f, g be formal power series. Then |f g| r ≤ |f | r |g| r .
Proof. We have
We recall that {f g} k denotes the homogeneous part of degree k of f g in the Taylor expansion at the origin. Since the scalar product (3) defines a Banach algebra norm, we have
Proof. Let f = Q∈N n f Q x Q be the Taylor expansion of f at the origin.
Lemma 2.6. Let f be a polynomial of degree at most m, then |
Proof. We remark first that it readily follows from Lemma 2.3 that c δ−1 ≤ c δ . We estimate
Hence we have |
As a consequence, we obtain the following estimates :
Normal forms
be a linear vector field on C n . It acts by derivation as a linear map from P δ to itself. According to lemma 2.1, the adjoint of this operator w.r.t. Belitskii scalar product is the derivation
The adjoint w.r.t. the scalar product (3) is the same. Let N be a nilpotent linear vector field in C n .Let us first recall the fundamental result that links the sl(2, C)-triple actions and adjoint operators with respect to the scalar product. 
The operator d 0 is called the cohomological operator and we shall define the box operator of degree δ, to be
We recall the main formal normal form result :
Proposition 2.2.
[LS10] Let X := N + R ≥2 be a nonlinear holomorphic (or formal) perturbation of the nilpotent linear vector field N in a neighborhood of the origin of C n . Then, there exists a formal diffeomorphismΦ tangent to the identity that conjugates X to a formal normal form; that isΦ * X − N ∈ Ker ad N * Moreover, there exists a unique normalizing diffeomorphism Φ = Id + U such that U has a zero projection on the kernel of 
sl(2, C)-representations
Throughout this section we work within the following setting. We consider a representation {X, Y, H} of sl(2, C) acting on a finite dimensional vector space V, that is linear operators of V and satisfy the relations
Such a family {X, Y, H} is also called an sl(2, C)-triple. The main definitions and propositions of this section can be found in [Bou90, Ser87] .
Definition 2.7. Let {X, Y, H} be an sl(2, C)-triple acting on a finite dimensional vector space V. A nonzero vector b such that Xb = 0 and Hb = λb is called a primitive vector. The corresponding eigenvalue λ is called a weight.
We use the following lemma from sl(2, C)-representation theory:
Lemma 2.8. 
Proof. Let x be an arbitrary vector of V such that Hx = λx; then
As a consequence we obtain He m = (λ − 2m) e m and Y (e m ) = (m + 1) e m+1 follows from the definition of e m . Finally we have that The formulas for v m are immediately deduced from the formulas for e m .
Corollary 2.9. If V is a finite dimensional vector space then the weight λ is an integer.
Corollary 2.10. [Ser87] [chap IV, theorem 2 and 3] Let e be a primitive vector and consider the vector subspace W = Span{e, Y e, Y 2 e, . . .} of V; then W is an irreducible sl(2, C)-module. Every sl(2, C)-module can be decomposed into a direct sum of irreducible sl(2, C)-module.
Let us also assume that the vector space V is provided with a scalar product ., . and an associated norm . . Assume that the operators X, Y are adjoint w.r.t. the given scalar product : for each v, w ∈ V, we have Xv, w = v, Y w , Y v, w = v, Xw .
Lemma 2.11. The operator H = XY − Y X is self-adjoint w.r.t. the scalar product.
Lemma 2.12. Let e 0 , f 0 be two distinct primitive vectors of V such that e 0 , f 0 = 0. Then, the following properties hold:
Proof. We show the first property by induction. We have Y e 0 , e 0 = e 0 , Xe 0 = 0 Let n > m, then it follows from Lemma 2.8 that
for a certain constant C m that depends on m. Continuing this way concludes the first property. We proceed with the second property. Remark first that for all n ≥ 0
Corollary 2.13. Let {X, Y, H} be an sl(2, C)-triple acting on a finite dimensional Hilbert space V. Assume that the operators X, Y are adjoint w.r.t. the given scalar product. Then, there exists an orthogonal decomposition into irreducible sl(2, C)-submodules of V.
Proof. According to lemma 2.10, V can be written as a direct sum of irreducible submodule W i 's. Each of them is generated by a primitive element b (i) which is an eigenvector of H and belongs to the kernel of X. LetṼ be the vector space spanned by these b (i) 's. Since [H, X] = 2X, the kernel of X is left invariant by H : if Xf = 0 then −X(Hf ) = 0. In particular,Ṽ is invariant by H. The operator H |Ṽ is self-adjoint. Let {b (0) , . . . ,b (j) } be an orthonormal basis of eigenvectors of
is a primitive element and it generates an irreducible sl(2, C)-modulẽ
According to lemma 2.12, theW l 's are pairwise orthogonal. Hence, V = ⊕W i = ⊕ ⊥W i .
We explain now how the norm acts on the individual irreducible representations Span{Y l (b)| l ∈ N}. We have the following lemma.
Lemma 2.14. Suppose that b is a primitive element of V and Hb = λb then for each m ≥ 0 we have
Proof. According to lemma 2.8, we have that
Following the proof of lemma 2.13, let {b (0) , . . . , b (j) } be a basis of orthogonal eigenvectors of the operator H | Ker(X) . Let us define b
Using the same argumentation as in the proof of corollary 2.13 it follows that
is a basis of orthonormal eigenvectors of H. We study the action of X, Y , H, XY and Y X on this normed basis, as this will be convenient for later use. Proof. We use Lemma 8 and compute:
It is a classical fact that XY is selfadjoint positive semi-definite such that V = Ker(XY ) ⊕ Im(XY ) = Ker(Y ), Im(XY ) = Im(X), Ker(XY ) = Ker(Y ) (the same holds for Y X if we interchange the role of X and Y ).
The normal form procedure : The Newton method
We consider a germ of holomorphic vector field at the origin of C n , V = N + R ≥2 , where N is its (nilpotent) linear part and R ≥2 = k≥2 R k , with R k ∈ V k , is a nonlinear perturbation of N. In this section, we investigate the conjugacy of V to a normal form. We assume that {N * , N, D ′ := [N * , N]} (and, as a consequence
is an sl(2, C)-triple acting on each space of homogeneous polynomials P k (resp. V k ) , k ≥ 2. Hence, we can apply the entire abstract sl(2, C)-theory developed in Section 2.4.
Let us assume that, at step m, we start with a a germ of holomorphic vector field at the origin of the form V m = N + f m N * + R m+1 . In this formula, NF m := N + f m N * is a polynomial normal form of degree m, R m+1 := B + C where B ∈ V m+1,2m , C ∈ V >2m and f m is a polynomial of degree m − 1 vanishing at the origin and which is an invariant of both N and N * , that is N(f m ) = N * (f m ) = 0. At each step m of the procedure, we try to find a suitable polynomial coordinate transformation Φ −1 = id + U, where U ∈ P m+1,2m such that the diffeomorphism Φ −1 = id + U normalizes V m up to order 2m. This means that Φ −1 conjugates V m to V 2m := Φ * V m = N + f m N * + B + C where B ∈ V m+1,2m is a normal form and C ∈ V >2m . Let us set R 2m+1 := C. The conjugacy equation reads :
The previous equation becomes :
On the other hand, we also have
Hence,
This will be used to estimate C within the Newton process. We rewrite equation (11) under the following form :
Since U ∈ V m+1,2m , the Taylor expansion at the origin of the right hand side of equation (14) contains only terms of order strictly larger than 2m at the origin. Therefore, we have
where J 2m denotes the truncation at degree 2m of the Taylor expansion at the origin. We are led naturally to define the operator
Let us set Z := π Im( ) B and U := d * 0 (V ) for some V ∈ V m+1,2m . We want to solve the iterated cohomological equation
The part that we do not remove from the conjugacy equation (14) is then given byB
By assumption, we have thatB = g 2m N * where
N is polynomial of degree ≤ 2m − 1. We define NF 2m := NF m +B.
The main result of this section is the estimate of the cohomological equation 
The next section is devoted to the proof of this proposition but we start with some preparations. Recall that is an invertible operator. We define
We also define
Hence, we have :
We consider the operator id + Q 1 + Q 2 as acting on Im(✷). If it is invertible then the solution of equation (15) is given by
We show in the next section that the operator Q 1 + Q 2 is, in fact, nilpotent and we give a bound on this operator. This allows to invert and to estimate the solution of the equation since it leads to:
Although, the degree of nilpotency α depends on m, we essentially show, and this is the key step, that (id + Q 1 + Q 2 ) −1 can be bounded independently of the degree m. Such a sharp bound is needed to proof proposition 3.1.
Estimate of the solution of the iterated cohomological equation
This section is devoted to the proof of proposition 3.1. We start by showing the nilpotency properties of several operators defined by (18), (19) acting on V m+1,2m .
Lemma 3.1. The operators P 1 , P 2 , Q 1 , Q 2 , P 1 + P 2 , Q 1 + Q 2 are nilpotent. Moreover P 1 and P 2 commute pairwise.
Proof. Since f m vanishes at the origin, the multiplication by f m increases the order by 1. Therefore, the operator P 1 is nilpotent. The operator P 2 is nilpotent too. In
To prove that P 1 and P 2 commute with each other is a little bit more intricate. We first compute
On the other hand, we have
This proves that P 1 and P 2 are pairwise commuting. Since P 1 is nilpotent there exists a natural number N > 1 (depending on m) such that P
= 0. Let us show that both P 1 and P 2 are upper triangular and is diagonal with respect to a well-chosen basis. To this end it suffices to write down the basis described in formula (9) ordered by increasing degree. Since the operators P 1 and P 2 increase the degree, they are automatically upper triangular in this basis. Furthermore it follows immediately from Lemma 2.15 that acts diagonally on this basis. One immediately deduces from these facts that the operators Q 1 , Q 2 and Q 1 + Q 2 are upper triangular and hence nilpotent.
. Following corollary 2.13, we consider an orthonormal basis {b (1) , . . . , b (k) } of primitive elements of V m+1,2m (k depends on m) so that
is an orthogonal decomposition into irreducible sl(2, C)-submodules : we have, for 1 ≤ i ≤ k,
, n ∈ N.
The set B m+1,2m := {b
is an orthonormal basis of V m+1,2m as immediately follows from Lemma 2.12.
The following lemma gives a bound for the operator Q 1 .
Lemma 3.2. The operator Q 1 is bounded by
Furthermore, we have
Proof. We recall the definition of the operator
and since f m is an invariant of both N and N * , the multiplication operator by f m and the operator commute pairwise. Therefore, we have
We "split" the operatorQ 1 into two parts: d * 0 d * 0 and -1 and compute their actions using the decomposition into irreducible sl(2, C)-modules. In particular, we compute their actions on the basis (22). We use the theory developed in Section 2.4 for that purpose.
According to lemma 2.15 and using the orthogonal basis B m+1,2m , we obtain for each j :
Here, λ denotes the weight of the primitive element b
n ) = 0 for 0 ≤ n ≤ 2 and for n ≥ 3 that:
m+1,2m . According to the previous computations and estimates, we have
SinceQ 1 leaves each space of homogeneous vector fields invariant, we obtain as a consequence :
This ends the proof of the lemma.
We proceed with an estimate on the operator Q 2 . Here the things tend to become a little more difficult since the operator Q 2 is not acting as a "ladder" operator as before. We can however make use of the following invariant subspace lemma : We recall that we consider the sl(2, C)-triple {N * , N, H ′ }, with ||. The operator Q 2 is bounded by C 0 |||∇f m |||, for some positive constant C 0 , independent of m. Moreover, we have
Proof. We recall the definition of the operator Q 2 .
Lemma 3.3 above shows that the space of vector fields of the form AN + BN * + CH ′ is invariant under the action of the Lie algebra generated by d 0 and d * 0 . We compute the action of on this space and deduce the action of -1 for elements of the form
Of course, we shall obtain conditions on B ′ in order to solve the equation. We then use this expression to compute a bound. Using equations (25) and (26), we deduce that
Let D := NN * be the operator acting on polynomials. Let us set K := D + 2I. In matrix notation, operator thus acts as 
We want compute the inverse of that operator for a vector of the type
Composing the third line by Y = N and adding it to the second line leads to
Finally, we have
We first decompose V along the basis B m+1,2m as defined by (22) :
. This motivates the following notation : For each irreducible submodule W i of V m+1,2m associated to the index 1 ≤ i ≤ k, let λ be its weight (we omit to write i), we shall set for 0 ≤ n ≤ λ :
We shall use the convention that a(n) = 0 and b (i) n = 0, for n ≤ 0. Let us also set
Since f m is an invariant of both N and N * then
Since the elements w n have distinct weights, those which are non-zero are linearly independent [Ser87] [proposition 1, p.18]. Furthermore, we have
Since we want to invert on elements which are orthogonal to the kernel of d * 0 , it is sufficient to consider B ′ N * as linear combination of element of the form the form
We recall that K = D + 2I. The operators D and thus K are both diagonal when expressed in the basis {w n }. Let us explain this in detail and let us compute their eigenvalues. Indeed, using Lemma 2.15 we have :
It follows that
, Dw n−1 = a(n − 1)w n−1 .
As a consequence, we have
Therefore, according to (36), if
then equation (30) has a unique solution
with C
then equation (29) has a unique solution given by
and A (i) 0 = 0. Finally, we have for n ≥ 3,
Therefore, the unique solution of (31) such that B 
Since λ is a positive integer , we have
Therefore, the numbers
, n ≥ 3
, n ≥ 3, are uniformly bounded with respect to n and to λ. Hence, sup n |α n |, sup n |β n |, sup n |γ n | are uniformly bounded with respect to m and i (the label of irreducible submodules of V m+1,2m ). According to equations (35), (40), (41) and (39), we deduce that
be a polynomial vector field. We have X j ≤ X since X = n j=1 X j 2 . As a consequence, we have
Let V ∈ V m+1,2m be any unit vector field. It can be written along the orthonormal basis B m+1,2m as V :
n , where (n,i) V 2 n,i = 1. We compute
Here C 0 is independent of m. We have hence shown that ||Q 2 || ≤ C 0 |||∇f m |||. Let us prove the second inequality. We first have
Let us consider the polynomial vector field X := (n,i) V n+2,i α n b
Indeed, according to lemma 2.4, we have
We have |X j | r ≤ |X| r since {X j } k ≤ {X} k where {X j } k denotes the homogeneous component of degree k of X j . As a consequence, we have
For m + 1 ≤ k ≤ 2m, let I k be the set of index i for which b
n is homogeneous of degree k (for all n). Then, we have
Since the B m+1,2m is an orthonormal basis, we have
Therefore, we have
We obtain similar estimates for the other terms and we are done.
We recall the cohomological equation (21)
where Z belongs to π Im( ) (V m+1,2m ). According the previous lemmas, we have
where we have written
The aim of the remainder of the proof is to obtain an upper bound for the norm of the right hand side of (42). By definition, we have,
Let us set L i (x) := n i=js i,j x j for 1 ≤ i ≤ n. We write f for f m and we decompose
where
Since r ≥ 1/2 and since there exists an i for which n j=1 |s i,j | 2 = 0, we finally obtain
. According the previous estimate applied to ∂f ∂x j instead of f , there exists an i such that, if r ≥ 1/2, then
As a consequence, there exists a positive constant c such that, for all 1 ≤ j ≤ n and
Let us choose η > 0 such that
Using estimates (43) and (44) into (42), we obtain that if 1/2 ≤ r ≤ 1 and
According to Lemma 2.6, since V is a polynomial vector field of degree ≤ 2m and 1/2 ≤ r, we have 
and we are done.
The iteration procedure towards convergence
We adapt the proof by the first author in [Sto00] [section 8]. Let 1/2 < r ≤ 1 and η > 0 be a positive number that is small enough so that condition (45) is satisfied. For any integer m ≥ ⌊8n/η⌋ + 1. We define
B m+1 (r) = X ∈ V >m | |X| r < 1 . Since m 1/m ≥ 1 it is readily verified that ρ < R < r ≤ 1 for m large enough, say m ≥ m 0 .
Let us go back to the framework of beginning of section 3. Suppose that we have already normalized our vector field up to order m. Our starting point is a vector field of the form NF m + R m+1 , where NF m = N + f m N * is the polynomial part of degree m of the normal form and R m+1 is an analytic germ of order ≥ m + 1 at the origin. The following proposition will play the role of one step in the Newton process:
Proposition 4.1. Assume that NF m ∈ N F m (r), R m+1 ∈ B m+1 (r). Suppose that m is large enough, say m ≥ m 0 , m 0 independent of r, then the unique U ∈ d * 0 (V m+1,2m ) solution of (15) is such that:
(a) Φ := (id + U) −1 is a diffeomorphism such that |id + U| R < ρ, (b) Φ * (NF m + R m+1 ) = N 2m + R 2m+1 is normalized up to order 2m, (c) NF 2m ∈ N F 2m (R), R 2m+1 ∈ B 2m+1 (R).
Proof. According to the properties of the norm used (see section 2.2) and the definition of the new remainder (13), the proof of the first point, second point and of the inequality R 2m+1 ∈ B 2m+1 (R) of the proposition is identical to the proof of for some positive constant C, independent of m. Furthermore, by lemma 2.6, we have
for some constant C ′ independent of m. This shows that NF 2m ∈ N F 2m (R) and we are done. Proof. We recall that γ k = (2md) −1/2 k . We have R k+1 = r k i=1 γ i (2 i ) −2 1−i , thus
all the sums are convergent as k tends to infinity. It follows that there exists an integer m 1 , such that .
We are now in position to prove the theorem. Let N + R ≥2 be a nonlinear holomorphic deformation of N in a neighborhood of the origin in C n . We may assume that it is holomorphic in a neighborhood of the closed polydisc D 1 . Let m 2 = 2 k 0 be the smallest power of 2 which is greater than max(m 0 , 2 m 1 ) where m 0 is the integer defined in Proposition 4.1. By a polynomial change of coordinates, we can normalize N +R ≥2 up to order m 2 : in these coordinates, N + R ≥2 can be written NF m 2 + R m 2 +1 . If necessary, we may apply a diffeomorphism aId with a ∈ C * sufficiently small so that (NF m 2 , R m 2 +1 ) ∈ N F m 2 (1) × B m 2 +1 (1). We define as above the sequence {R k } k≥k 0 , with R k 0 = 1. Thus, for all integer k > k 0 , we have 1/2 < R k ≤ 1.
Then following [Sto00] [p.202-203], we have that for all k ≥ k 0 , that there exists a diffeomorphism Ψ k of (C n , 0) such that Ψ * k (NF m 2 + R m 2 +1 ) =: NF 2 k+1 + R 2 k+1 +1 is normalized up to order 2 k+1 , (NF 2 k+1 , R 2 k+1 +1 ) ∈ N F 2 k+1 (R k+1 ) × B 2 k+1 +1 (R k+1 ) and |Id − Ψ k } k≥k 0 converges coefficient wise to a formal diffeomorphismΨ −1 (the inverse of the formal normalizing diffeomorphism). Therefore, this sequence converges in H n n (r) (for all r < 1/2) toΨ −1 (see [GR71] ). This means that the normalizing transformation is holomorphic in a neighborhood of 0 ∈ C n and the theorem has been proven.
