In this paper, we consider the solvability of a class of nonlinear fourth order integrodifferential equations with Navier boundary condition. We first deal with a corresponding linear problem and establish a maximum principle. Using the maximum principle, we develop a monotone iterative technique in the presence of lower and upper solutions to solve the nonlinear problem under certain conditions. Some examples are presented to illustrate the main results.
Introduction
The aim of this paper is to develop a monotone iterative technique for the following nonlinear fourth order Fredholm type Integro-differential equation(IDE) y (4) where M, N are constants, p ∈ C[0, 1]. Problem (1.3) arises from the models for suspension bridge [1] [2] , quantum theory [3] and transient ultrasonic fields [4] . Since the nonlocal term under the integral sign will cause some mathematical difficulties, the analytical solutions for IDEs are usually not easy to obtain. For the linear fourth order boundary value problem governed by integro-differential equations like (1.3) , only a few studies have been carried out by using numerical methods, see, e.g., [5] [6] [7] [8] [9] [10] [11] and the references therein.
The monotone iterative technique concerning upper and lower solutions is a powerful tool to solve the lower-order differential equations with various kinds of boundary conditions, see e.g., [12] [13] [14] [15] [16] [17] and the references therein. This technique is that, for the considered problem, starting from a pair ordered lower and upper, one constructs two monotone sequences such that them uniformly converge to the extremal solutions between the lower and upper solutions. This technique has also been applied to the special case of (1.1), (1. 2) that f does not contain integral term, namely simple fourth-order boundary value problem
see [18] [19] [20] .
It is worth noticing that, in [20] 
The linear inhomogeneous boundary value problem governed by integro-differential equations
In this Section, we prove a uniqueness result of solutions for (1.3) with general inhomogeneous boundary value condition, and then establish maximum principle for the corresponding operators.
As preliminaries, we first consider the following linear fourth order inhomogeneous boundary value problem y (4) (x) + M y(x) = p(x), x ∈ (0, 1), 
is the Green function for the boundary value problem
is the unique solution of the inhomogeneous problem
and χ(x) is the unique solution of the inhomogeneous problem
it is easy to see that h is the unique solution of
and the following conclusion hold:
Proof. For u, v ∈ C[0, 1], by (2.10) we have
Based on Banach fixed point theorem, there exists a unique fixed point for the operator K, which assures the existence and uniqueness of solution for (2.11). In the sequal, we establish maximum principle for the operator in (2.11) and (1.3).
Using Picard's iterative method we know that for any y 0 ∈ C[0, 1], the sequence given by y n = Ky n−1 , n ≥ 1, converges to the unique solution given by Theorem 2.1. Taking
we get that y n (x) = y 0 (x) + Here
By (2.10) we have
Now, by passing to the limit for the Picard's iterative y n = Ky n−1 , we conclude that the unique solution of (2.11) is given by 
x ∈ (0, 1), (3.1) and
An upper solution β ∈ C 4 [0, 1] is defined analogously by reversing the inequalities in (3.1), (3.2) . 
Then the iterative sequences {α n } and {β n } produced by the iterative procedure Proof. Define the mapping E : Firstly, we show that
7)
Let g = Φu − α, by the definition of the lower solutions and (3.4), we have
On the other hand, since Φ : C[0, 1] → D(L), then
and Secondly, we show the following claim:
In fact, let φ = Φu 1 − Φu 2 , by (3.4) again, we have
On the other hand,
Then by Remark 2.2., we conclude that φ ≥ 0 and then the claim (3.11) is proved.
By the definition of the mapping Φ, the iterative procedure (3.5) is equivalent to the iterative equation y n = Φy n−1 , n = 1, 2, . . . .
Define the iterative sequences {α n } and {β n } satisfy α n = Φα n−1 , β n = Φβ n−1 , n = 1, 2, . . . On the other hand, it is easy to see that the operator Φ is continuous, then letting n → ∞ in Finally, we show that y and y are the extremal solutions of ( 
Letting n → ∞, we have y ≤ y ≤ y.
Hence, y and y are minimum and maximum solutions of (1.1),(1.2) in [α, β] respectively.
Examples
We present two examples to illustrate the application of Theorem 3.1. 
is the Green function for u ′′ (x) = 0, x ∈ (0, 1), u(0) = u(1) = 0.
Obviously, k ∈ C([0, 1] × [0, 1], R) and k ≥ 0, k ∞ = 1 4 , then problem (4.3) can be solved by the monotone iterative technique in Theorem 3.1 under certain conditions.
