In the multiple linear regression analysis, the ridge regression estimator is often used to address the problem of multicollinearity. Besides multicollinearity, outliers also constitute a problem in the multiple linear regression analysis. We propose a new biased estimators of the robust ridge regression called the Ridge Least Median Squares (RLMS) estimator in the presence of multicollinearity and outliers. For this purpose, a simulation study is conducted in order to see the difference between the proposed method and the existing methods in terms of their effectiveness measured by the mean square error. In our simulation studies the performance of the proposed method RLMS is examined for different number of observations and the different percentage of outliers. The results of different illustrative cases are presented. This paper also provides the results of the RLMS on a real-life data set. The results show that RLMS is better than the existing methods of Ordinary Least Squares (OLS), Ridge Least Absolute Value (RLAV) and Ridge Regression (RR) in the presence of multicollinearity and outliers.
Introduction
It is clear that the classical ordinary least squares (OLS) estimation has many statistical properties, most of the time when errors are normally distributed the variance of OLS estimation is the least of unbiased estimator. However, OLS estimator is often affected by two problems, namely multicollinearity and outliers which leads to the weakness of OLS estimates (Ma1 and Du1, 2014) .
In order to overcome the influence of multicollinearity many biased estimators are introduced. (Hoerl and Kennard, 1970 a, b) First proposed a useful tool called ridge regression for improving prediction in regression situations with highly correlated variables. This method has been successfully applied in many fields. However, the ridge regression method is not robust as it is sensitive to observations that are considered as contaminated data, usually called outliers.
The robust ridge regression estimation has been investigated, to remedy the effect of multicollinearity and outliers. The parameter estimation becomes more difficult when these problems are present in the data set. Different robust estimation methods have been used in the literature to estimate the parameter of regression model in the presence of outliers and multicollinearity. (Pariente, 1977; Askin and Montgomery, 1980; Pfaffenberger and Dielman, 1984; Pfaffenberger, 1985 and Nikolai Krivulin, 1992) , among others presented several new ideas concerning the LMS estimator so as to provide some theoretical framework for efficient regression algorithms. (Desire and Leonard, 1986 ) introduced a procedure to determine the minimum redundancy of a measurement set and the non-redundant samples of measurement that are robust against outliers and multicollinearity. This paper proposes a new estimation method of a robust ridge estimator that has a high breakdown point called the robust ridge regression estimation method based on least median squares (LMS). The least median squares estimator has 50% breakdown point as proposed by (Rousseeuw, 1984 (Rousseeuw, , 1985 , who replaced the least sum of squares (OLS) that has 0% breakdown point with the least median of squares LMS. (Hampel, 1975) , explains the breakdown point as the smallest percentage of contaminated data that can cause the estimator to take a random large abnormal value.
The aim of evaluating these alternatives biased robust methods is to find the estimator of the parameters of the model that is highly efficient and effective in the presence of multicollinearity and outliers.. The performance of the robust ridge estimators is examined by using the Standard Errors (SE) on a real data set presented by (Hald, 1952) . The remainder of the paper is organized as follows; after a brief review of ridge regression in Section 2, we define a robust regression and ridge robust estimators in Section 3. A numerical example is given in section 4, and the results of simulation studies are presented in Section 5. In order to compare the proposed with the existing methods. We shall illustrate that the new estimation method is better than the existing methods when multicollinearity and outliers occur simultaneously. Finally, in section 6 conclusions are presented.
Method

Ridge Regression
When the least-squares method is applied to non-orthogonal data, we obtain weak estimates of the regression coefficients (Hoerl and Kennard, 1976) .
The assumptions of the least squares method that β is an unbiased estimator of β . The Gauss-Markov property assures that the least-squares estimator has a minimum variance in the class of unbiased linear estimators in the presence of multicollinearity (Marquardt and Snee, 1975) .
One way to reduce this problem is to descend the requirement that the estimator of β be unbiased. Assume that a biased estimator of β is found to be say β , that has smaller variance than the unbiased estimator. The mean square error of β is defined as
(1) Assuming a small amount of bias in β , the variance of β can be made small such that the Mean Square Error (MSE) of β is less than the variance of the unbiased estimator β .
A number of procedures have been employed in obtaining biased estimates of regression coefficients. One of these procedures is ridge regression, primarily proposed by (Hoerl and Kennard, 1970) . More specifically, this estimator is defined as the solution to ( ) In this ridge regression, we would like to select a value of K such that the decrease in the variance term is greater than the increase in the squared bias. If this can be done, the mean square error of the ridge estimator ˆr idge β will be less than the variance of the least square estimator β . (Hoerl and Kennard, 1976) , proved that there exists a non-zero value of K for which the Mean Square Error (MSE) is less than the variance of the least squares estimatorβ . We can select a reasonably small value of K at which the ridge estimates ˆr idge β are steady. Mostly, this will produce a set of estimates with smaller MSE than the least-squares estimates. (Hoerl and Kennard, 1976) , suggested that an appropriate choice of K is where β and 2 σ are found by the least squares solution.
Robust Regression Estimators (RRE)
Ordinary least squares (OLS) regression is very useful, easily interpretable statistical method. However, it is not complete. When we apply an OLS regression, one needs to be aware of its sensitivity to outliers. By "sensitivity to outliers", we mean that an OLS regression model can be highly affected by a few records in the dataset and can then yield results that do not reflect the relationship between the outcome variable and the explanatory variables seen in the rest of the records. Robust regression gives rise to an alternative to OLS regression that is less sensitive to outliers and still defines a linear relationship between the outcome and the explanatory variables.
www.ccsenet.org/mas Modern Applied Science Vol. 9, No. 2; 2015 There are several different classifications of robust estimates that exist to handle these violations. One important estimator is called the least median squares estimator (Rousseeuw and Leroy, 1987) , which has the advantage of minimizing the influence of the residuals. According to (Venables and Ripley, 1999) , this algorithm minimizes the median of ordered squares of residuals in order to get the regression coefficients β and can be written as equation 2.
Least Median of Squares = Min median 2 LMS i y -x β (2) (Martin, 2002) describes the median squared residuals lack a smooth squared residual function and the asymptotic rate is 1 3 n to converge efficiently under normality it means that LMS converges less smoothly and weaker than the LTS algorithm. And also, takes a long time to converge. Least Median of Squares (LMS) estimator is one of the true high breakdown point estimators that reached the above mentioned upper boundary of the breakdown point. (Rousseeuw, 1984) . Dielman 1985, 1990) , proposed robust ridge regression by extending the development of their technique by performing Monte Carlo simulation studies to compare various approaches. The proposed method in this paper combines the LMS estimator with the ridge regression estimator which is referred to as the RLMS estimator. So, RLMS robust ridge estimators will be resistant to multicollinearity problems and less affected by outliers. The RLMS estimator can be written as equation 3.
Robust Ridge Regression Estimators (RRRE)
( )
where p is the number of independent variables, n is the number of observations in the data, ˆL MS β is the estimates of β and 2 LMS ε is the residuals from LMS method.
Results
Numerical Result
A real data set of (Hald, 1952 ) is considered to assess the effectiveness of the proposed robust ridge regression method. This data set consists of 4 variables and 13 observations with 3 outliers. The response variable (y) is the heat evolved from a particular mixture of cement, and the covariates are tricalcium aluminate (x1), tricalcium silicate (x2), tetracalcium alumina ferrite (x3), and dicalcium silicate (x4). (Table 1) contains the parameters' estimates, the standard error of the parameters' estimates and Variance Inflation Factor (VIF) analysis of the Hald Data. The VIF for each of these predictors are all extremely high, indicating troublesome multicollinearity with the presence of outliers in the data, the use of robust method provides more stable parameter estimates.
With this aim, initial robust regression estimates was first calculated to obtain robust ridge estimates in the presence of both multicollinearity and outliers; these estimates are given in (Table 1) The standard error of the proposed RLMS method is lower than the existing RLAV in the presence of outliers. (Table 1) shows that the data have a high VIF for all variables with three outliers.
Also, the standard errors of the parameters'estimates for RLMS are less than all except for the ridge regression whose difference is smaller.
Simulation Study
We carry out a simulation study to compare the performance of the different methods OLS, RR and RLAV with the proposed estimator RLMS. The simulation is designed to allow both multicollinearity and non-normality to exist simultaneously. The non-normal distributions are used to generate outliers.
Suppose, we have the following linear regression model. (Siti Meriam et al., 2012) y = β + β x +β x +β x +e i o 1 i1 2 i2 3 i3 i
, where i=1, 2, 3
The parameter values β o , β 1 , β 2 and β 3 are set equal to one. The explanatory variables x i1 , x i2 and x i3 are generated using equation (6) 
where, z ij are independent standard normal random numbers generated by the normal distribution.
The explanatory variables' values were generated for a given sample size n. The sample sizes used were 50 and 100. The value of ρ representing the correlation between any two explanatory variables, and its values were The VIF for the simulated data are shown in (Table 2) Here the maximum VIF is 238.6387 when the correlation between independent variables was very high with different sample size. So it is clear that the multicollinearity problem exists.
The measure of convergence was computed as the number of times estimator 2 or 3 to the true parameter while the value in (Table 3 and Table 4) show the summary statistics such as bias, root mean squared error (RMSE) and standard error (SE) of the estimators of the normal distributions for sample size 50 and 100 with 0% and 20% of outliers and different value of ρ .
On the other hand, when we apply these methods to the simulated data with different sample size in the presence of different percentage of outliers and different levels of multicollineaity, we obtained that the standard errors for proposed method are less than the standard errors of the aforementioned existing methods. (Table 5) shows the efficiency of the estimators by looking at the MSE ratios of the estimators written as follows.
RMSE (proposed method) MSE RMSE (existing method) ratios =
This Table supported the result obtained from (Table 3 and Table 4 ). These ratios show the efficiency of RLMS relative to other estimators then MSE ratios less than 1 denotes that the estimator is more efficient, however, values more than 1 denote that the other estimator is more efficient. From (Table 3 and Table 4 ) we can see that the RMSE of the OLS is relatively smaller than the other estimators when the errors are normally distributed that is, without multicollinearity and no outliers.
As expected, the OLS gives the best result in the ideal situation. Also, the result in (Table 5 ) is in favor of LS. However, we see in (Table 5 ) that the ratio of MSE of RLMS to OLS is greater than 1.00 denoting that the OLS is more efficient than the RLMS when no multicollinearity and no outliers.
On the other hand, we can see from the (Table 3 and Table 4 ) that the RMSE of the RIDGE is relatively smaller than the RLAV. Also, the values of MSE ratios for the estimators ridge regression are less than 1 indicates that the estimator is less efficient than RLAV and RLMS when the errors are normally distributed without outliers and no multicollinearity. While, for non-normal error distribution and when correlation and outliers are present in the data, RLMS is better than the OLS, RIDGE and RLAV. RLAV is almost as good as RIDGE and OLS.
Consequently, we can see that the RMSE of the RLMS is relatively smaller than the other estimators when the errors are normally distributed in the presence of multicollinearity and outliers. It obviously shows that RLMS is more efficient than RLAV and RIDGE but certainly much more efficient than OLS when multicollinearity and outliers are present. The simulation results for larger samples, that is for n=100 are consistent with the results of the smaller sized samples. The results also show that the estimator for larger samples are more efficient than those of smaller samples since the values of RMSE are smaller.
Discussion
Multicollinearity data sets with outliers are very common in real life situation. In order to remedy both problems, robust biased estimation methods are applied. The best model is chosen by looking at the RMSE value.
The simulation study in section 5 provides' RMSE values, bias and standard errors of the OLS, ridge, RLAV and RLMS estimators. It can be observed that the RMSE obtained from RLMS is the minimum.
Thus, RLMS is the best method. When there is no multicollinearity and outliers, ridge regression has the least RMSE value, thus the best method. However, when there is multicollinearity and outliers in the data, then RLMS has the least RMSE value, thus it is considered the best method.
We also use a real-life data set to study the effect of multicollinearity and outliers. The results obtained from our proposed method of RLMS are better than the OLS, Ridge and RLAV in terms of their RMSE values. Consequently, in this study, it is shown that the results obtained from the numerical data set and a simulation study with both multicollinearity and outliers, RLMS gives better results followed by RLAV method. This result is true for ρ =0.0, 0.5 and 0.99 with the sample size of n=50 and 100.
