We present a rather unknown version of the change of variables formula for non-autonomous functions. We will show that this formula is equivalent to Green's Theorem for regions of the plane bounded by the graphs of two continuously differentiable functions. Besides, the formula has interesting applications in the uniqueness of solution of ordinary differential equations.
Introduction
The Leibniz rule for differentiating an integral, that you can find for instance in the Monthly all-star [9] , d dt x 2 (t)
f (t, r) dr = f (t, x2(t))x ′ 2 (t) − f (t, x1(t))x ′ 1 (t) + . See [3] , where the authors proved (1.2) under weaker assumptions and used it to derive existence results for a class of nonlinear differential equations.
It is worthy of remark that formula (1.2) unifies the two most important techniques in elementary integration: the usual change of variables formula when f (t, x) ≡ f (x), namely,
f (r) dr, and the integration by parts whenever f (t, x) ≡ f (t), that is,
Moreover, as we shall see at Section 2, formula (1.2) is equivalent to a version of Green's Theorem for special regions of the plane. Finally, Section 3 contains the main contributions in this paper: we shall show how (1.2) leads to uniqueness criteria for the initial value problem
To anticipate the flavor of our uniqueness results we present now a particular case, where we show that a suitable bound on the nonlinearity is enough to get uniqueness of the constant solution.
If there exists ψ : [0, +∞) → [0, +∞) continuous such that
3) has a unique solution, namely, x(t) = x0 for all t ∈ [t0 − a, t0 + a].
Notice that Theorem 1.2 extends to non-autonomous equations the sufficient part of the following known result (see [2, 15] 
is continuous and f (x0) = 0 then problem
has a unique local solution defined on the right of t0 (namely, the constant x0) if and only if
2 An equivalent statement: Green's Theorem Formula (1.2) yields a particularly easy proof of the following version of Green's Theorem. We have used this proof in lectures to sophomores in Mathematics and we think it is particularly appropriate for introducing Green's Theorem at that level.
Consider the plane region
} and let Γ denote its boundary with positive orientation. 
Then, for F = (f1, f2), the following identity holds
where γ(·) is any positively oriented parametrization of Γ and ·, · means scalar product. Hence, it suffices to evaluate and add the following four terms, each one corresponding to a side of Γ:
Using (1.2) in (2.5) and (2.7) we get
Notice that for the first and fifth terms in this sum the fundamental theorem of calculus yields
Adding the second, fourth, sixth and eighth terms we obtain
On the other hand, adding the third and seventh terms we get
Finally, adding all the terms we obtain the desired result
⊓ ⊔
In fact Theorem 2.1 implies Theorem 1.1, and thus both are equivalent. Indeed, consider f (t, x) and x(t) as in the assumptions of Theorem 1.1 and define ϕ(t) ≡ min t∈ [a,b] x(t), ψ(t) = x(t), f1 ≡ 0 and f2 = f . Let us call c = min
and
Since (2.9) and (2.10) are equal by Theorem 2.1, we obtain
which is formula (1.2), as desired.
Uniqueness criteria for ODE's
Uniqueness for differential equations is an old subject far from being solved, see [1, 11] and references therein, and that still sparks interest in researching [4, 6, 7, 8, 12] . In this section we show how our general version of the formula of change of variables yields new effective conditions for uniqueness.
Our approach to uniqueness recaptures original ideas by Perron and Kamke, and it is based on the following definition. Here and henceforth, a and b are positive real numbers.
Obviously, g(t, x) = 0 for all (t, x) is a uniqueness bound, and we shall discover many nontrivial ones soon by means of our general formula of change of variables. Notice that uniqueness bounds need not be continuous functions.
What are uniqueness bounds good for?
Uniqueness bounds can be used to prove uniqueness of solutions for both ordinary differential equations and systems of ODEs as we show in our next proposition. We remark that arguments are simpler for equations: in particular, we can use a simpler version of Definition 3.1 which uses continuously differentiable functions instead of Lipschitz continuous ones, and replaces (3.11) by
We shall indicate how we can simplify proofs for equations at relevant places.
From now on, we assume that t0 ∈ R and x0 = (x0,1, x0,2, . . . , x0,n) ∈ R n , n ∈ N, are fixed, · denotes a norm in R n (the specific form of which is not important), and we discuss uniqueness of solutions for the initial value problem
We shall denote by B(x0, r) the closed ball centered at x0 and radius r > 0 corresponding to the previous norm.
The second part of the following proposition is a variant of Kamke's uniqueness theorem which is enough for our objectives. With the aid of uniqueness bounds we have been able to avoid in its proof the use of differential inequalities, providing in this way a self-contained proof considerably simpler than those available in the literature, cf. 14) and f (t, x0) = (0, 0, . . . , 0) for all t ∈ [t0 − a, t0 + a], then the initial value problem (3.13) has only the constant solution x ≡ x0 on any subinterval I ⊂ [t0 − a, t0 + a]. 15) then the initial value problem (3.13) has at most one solution on any subinterval I ⊂ [t0 −a, t0 +a].
Proof. We are going to prove both claims at one stroke: assume, reasoning by contradiction, that we can find two different solutions of (3.13), say x, y : I ⊂ [t0 − a, t0 + a] −→ R n (w.l.g. we assume that y(t) = x0 on I in the first case). Then we can find t1, t2 ∈ (−a, a) such that x(t0 + t1) = y(t0 + t1) and one of the following situations holds:
(a) 0 ≤ t1 < t2 and x(t + t0) = y(t + t0) for all t ∈ (t1, t2]; or (b) t2 < t1 ≤ 0 and x(t + t0) = y(t + t0) for all t ∈ [t2, t1).
Let us prove that (a) leads to a contradiction. We define a real valued function as follows: ϕ(t) = 0 for all t ∈ [0, t1] and ϕ(t) = x(t + t0) − y(t + t0) for all t ∈ [t1, t2]. We are going to show that it satisfies all the conditions in Definition 3.1 1 . First, note that for all s, t ∈ [t1, t2], s < t, we have 
Furthermore, ϕ is Lipschitz continuous on the whole of [0, t2] because it is constant on [0, t1] and continuous at t1. In particular, ϕ ′ (s) exists for almost all s ∈ [0, t2], and for any of those points s ∈ [t1, t2), we deduce from (3.16) and either condition (3.14) or (3.15) depending on the case (remember that in the first case y(t) ≡ x0) that
Finally, ϕ ′ (0) = 0 if 0 < t1, and if t1 = 0 we deduce the same result by means of (3.16) with s = 0.
Indeed, for every t > 0 we have
and the assumptions ensure that
Hence ϕ ′ (0) = 0 = ϕ(0) and ϕ satisfies (3.11). This implies that ϕ ≡ 0 on [0, t2] because g is a uniqueness bound, a contradiction with (a).
We obtain a similar contradiction if we assume (b) and we consider ϕ(t) = x(t0 − t) − y(t0 − t)
When is g(t, x) a uniqueness bound?
Next we state and prove the main result in this section, where we show the applicability of the general formula of change of variables for checking that a given function g(t, x) is a uniqueness bound. we have
The result holds valid if we replace conditions (ii) and (iii) by, respectively,
(ii') ψ is nondecreasing with respect to its first variable; and Reasoning by contradiction, we assume that we can find t1 ∈ [0,ã) and t2 ∈ (t1,ã] such that ϕ(t) > 0 for all t ∈ (t1, t2] and ϕ(t1) = 0.
Notice that ϕ satisfies (3.17). Indeed, (3.17) follows from the second part of (3.11) if t1 = 0. On the other hand, if t1 > 0 then the Fundamental Theorem of Calculus for the Lebesgue integral guarantess that for all t ∈ (t1, t2) we have
and since p is integrable on [t1, t2], ψ(s, ϕ(s)) is continuous at t = t1 and ψ(t1, ϕ(t1)) = 0, we deduce that ϕ satisfies (3.17) also in case t1 > 0.
For almost all t ∈ (t1, t2] we have
so the formula of change of variables (1.2) (see Remark 1.1) yields
Taking limits when t → t + 1 on the previous inequality leads to a contradiction with (3.18) with u(t) = ϕ(t).
To prove that the result holds valid when we replace (ii) and (iii) by (ii ′ ) and (iii ′ ) simply repeat the proof and notice that we can infer from (3.20) and (ii ′ ) that
and then for every fixed t ∈ (t1, t2) we have
, Notice that every uniqueness result in the previous list can be proven by means of suitable separable uniqueness bounds, that is of the form g(t, x) = p(t)ψ(x), and this was essentially known by LaSalle [1, 13] . Indeed, following the presentation in [1, Corollary 1.15.6] the second part of Proposition 3.1 holds true with g(t, x) = p(t)ψ(x) provided that p(t) ≥ 0 is continuous for t > 0, ψ(x) is continuous for x ≥ 0, ψ(0) = 0, ψ(x) > 0 for x > 0 and either one of the following conditions holds:
lim sup
It is easy to check that each one of LaSalle's conditions (3.21) or (3.22) implies condition (iii') in Theorem 3.1. On the other hand, the functions p(t) = 1 t and ψ(x) = e x − 1 do not satisfy either (3.21) or (3.22), but they can be bounded above by functions satisfying (3.18), as we shall show as a consequence of the following result, whose proof leans on our general formula (1.2) in its full form. For each t ∈ (t1, t2) we compute
The assumptions guarantee that the third and fourth terms are bounded as functions of t ∈ (t1, t2).
For the remaining two terms we have
and this function tends to +∞ as t tends to t1 from the right thanks to (3.17) . Therefore in this case the limit in (3.18) is +∞ and the proof is complete.
⊓ ⊔ A consequence of Corollary 3.1 improves on Nagumo's uniqueness bound g(t, x) = x/t. We emphasize that g(t, x) = cx/t is not a uniqueness bound if c > 1, since in this case ϕ(t) = t c is a non-trivial Lipschitz continuous solution of ϕ ′ (t) = g(t, ϕ(t)) for t > 0, ϕ(0) = ϕ ′ (0) = 0. Even more, in fact there exist examples of non-uniqueness for the initial value problem (3.13) with f (t, x) satisfying inequality Proof. By Taylor's Theorem, for each fixed x ∈ (0, b] there exists some y ∈ (0, x) such that
and therefore the assumptions guaratee the existence of some constant c > 0 such that
Hence, g(t, x) ≤ p(t)ψ(t, x) for p(t) = 1/t and ψ(t, x) = (1 + cx)x, and Corollary 3.1 applies. ⊓ ⊔ Example 3.1 Let a, b ∈ (0, +∞) be fixed and consider the function f :
Obviously, x ≡ 0 solves
and we are going to study whether it is the unique solution.
First, notice that
24)
and therefore f is continuous on U . Moreover, for all (t, x) ∈ U , t > 0, we have Notice that ϕ(x) > x for x > 0, and therefore we cannot deduce from (3.25) that a Nagumo condition is satisfied. Morevorer, it is important to note that f does not satisfy any local Lipschitz condition with respect to x or with respect to t, and therefore (3.23) falls outside the scope of recent uniqueness results such as those in [7, 12] .
What about differential inequalities?
We have already mentioned that with the aid of uniqueness bounds we have been able to avoid the use of differential inequalities in the proof of our version of Kamke's uniqueness theorem. Actually, uniqueness bounds are deeply related with differential inequalities and as an instance we shall present an alternative proof of a particularly famous one: Gronwall's Lemma. For the sake of a clearer presentation, we start with the following elementary observation which gives us another characterization of uniqueness bounds. 
Proof. We only have to prove that 1 implies 2 because the converse is trivial. Assume that g(t, If α, β ∈ C(I), ϕ ∈ C 1 (I), and ϕ ′ (t) ≤ α(t) + β(t)ϕ(t) for all t ∈ (t0, t0 + a], ′ = α(t) + β(t)x, t ∈ I, x(t0) = ϕ(t0).
We have to show that the function φ(t) = ϕ(t+t0)−x(t+t0) is nonpositive on J = [0, a]. To do it, we note that φ is Lipschitz continuous on [0, a], φ(0) = 0, φ ′ (0) = ϕ ′ (t0)−x ′ (t0) ≤ β(t0)(ϕ(t0)−x(t0)) = 0, and for all t ∈ (0, a] we have φ ′ (t) = ϕ ′ (t + t0) − x ′ (t + t0) ≤ β(t + t0)φ(t) ≤ g(t, |φ(t)|),
where g(t, x) = |β(t + t0)|x.
Theorem 3.1 guarantees that g is a uniqueness bound, and then Proposition 3.2 ensures that φ ≤ 0.
The proof is complete. ⊓ ⊔
