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weaker than those previously assumed.
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1. Introduction
We consider semilinear elliptic partial differential equations of the form
Au = f (x,u), u ∈ D (1.1)
in unbounded domains. Included is the case of the Schrödinger operator A = − + V (x) on
D = H 1(Rn), where V (x) is a given potential. One wishes to find nontrivial solutions and, in
particular, the so called “ground state solutions.” These are solutions that minimize the corre-
sponding energy functional. The existence of solutions depends both on the linear operator A
and the nonlinear term f (x,u).
Many authors have studied the problem under various stipulations (cf., e.g., [1–6,11,12,15,
17,22–26] and references quoted in them). We shall study the problem for the case when A is
selfadjoint and has a gap in its spectrum and f (x,u) is superlinear. For the Schrödinger operator
the strongest results to date appear to be those of Szulkin and Weth [22] (see also [25]). They
prove the existence of ground state solutions under hypotheses weaker than those previously
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results using a different method (based on the approach of [17]) which is much simpler.
In this connection, we were able to substantially improve the results of [22] in several ways.
Among other things, they assumed
1. f (x, t) = o(t) as t → 0 uniformly in x.
2. F(x, t) > 0, x ∈Rn, t ∈R\{0}.
3. tf (x, t)− 2F(x, t) > 0, x ∈Rn, t ∈R\{0}.
4. f (x, t)/|t | is strictly increasing in t on (−∞,0) and (0,∞).
We were able to significantly weaken these assumptions. Our results are stated in the next section
and proved in Section 6. In Section 3 we recall the theorems of [22] and [25] and show that their
results are special cases of the theorems of Section 2.
2. Superlinear problems
Let A be a selfadjoint operator on L2(Ω), where Ω ⊂ Rn may be unbounded. We assume
that σ(A) is not the whole of R. For convenience, we take 0 ∈ ρ(A). Thus, there is an interval
(a, b) ⊂ ρ(A), where a < 0 < b. We let D = D(|A|(1/2)). With the scalar product (u, v)D =
(|A|(1/2)u, |A|(1/2)v), it becomes a Hilbert space. We let
N = E(−∞, a), M = E(b,∞)
be the negative and positive invariant subspaces of A. Hence,
(Av, v) a‖v‖22, v ∈ D ∩N,
and
(Aw,w) b‖w‖22, w ∈ D ∩M.
We assume that C∞0 (Ω) ⊂ D ⊂ Hm,2(Ω) for some m> 0. In particular,
‖u‖m,2  C‖u‖D, u ∈ D. (2.1)
Let q be any number satisfying
2 q < 2n/(n− 2m), 2m< n,
2 q < ∞, n 2m.
We assume that D is compact in Lqloc(Ω) and
‖u‖q  C‖u‖D, u ∈ D, (2.2)
where ‖ · ‖q is the norm of Lq(Ω).
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∣∣f (x, t)∣∣ C(|t |q−1 + 1), x ∈ Ω, t ∈R. (2.3)
Assume that
F(x, t) :=
t∫
0
f (x, s) ds
satisfies
2F(x, t) at2, x ∈ Ω, t ∈R, (2.4)
and
2F(x, t) γ t2, |t | < δ, x ∈ Ω, t ∈R, (2.5)
for some γ < b, δ > 0. Also, we assume that
2F(x, t)−W1(x); F(x, t)/t2 → ∞ as t2 → ∞, (2.6)
and
2F(x, t + s)− 2F(x, t)− (2rs − (r − 1)2t)f (x, t)−W1(x),
x ∈ Ω, s, t ∈R, r ∈ [0,1], (2.7)
where W1(x) ∈ L1(Ω). We shall prove:
Theorem 1. Under the above hypotheses there is a nontrivial solution of
Au = f (x,u), u ∈ D. (2.8)
Theorem 2. Let M be the collection of solutions of (2.8). Then there is a solution that minimizes
the energy functional
G(u) = ‖w‖2D − ‖v‖2D − 2
∫
Ω
F(x,u), u ∈ D (2.9)
over M, where w,v are the projections of u onto M,N , respectively. If, in addition,
f (x, t) = o(t) as t → 0 (2.10)
uniformly in x, then there is a nontrivial solution that minimizes the energy functional over
M\{0}.
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The proofs of these theorems are based on results of [17] for linking situations using the
monotonicity trick introduced by Struwe in [20,21] for minimization problems. This trick was
also used by others for Landesman–Lazer type problems, for bifurcation problems, for Hamilto-
nian systems and for Schrödinger equations (cf., e.g., [9,10,18,19]).
The paper is organized as follows. In Section 3 we describe applications to Schrödinger equa-
tions on Rn. We introduce the monotonicity method in Section 4 and present some lemmas in
Section 5. Proofs are given in Section 6. The author wishes to thank the referee for valuable
suggestions.
3. The Schrödinger equation
In [22], Szulkin and Weth proved the following theorem:
Theorem 3. Let A = −+ V (x) on H 1(Rn). Assume
1. V is continuous, 1-periodic in x1, . . . , xn and 0 ∈ ρ(A).
2. f (x, t) is continuous, 1-periodic in x1, . . . , xn and |f (x, t)| C(1 + |t |p−1) for some p ∈
(2,2∗), 2∗ := 2n/(n− 2).
3. f (x, t) = o(t) as t → 0 uniformly in x.
4. F(x, t)/t2 → ∞ as t2 → ∞ uniformly in x.
5. f (x, t)/|t | is strictly increasing in t for a.e. x ∈Rn.
Then (2.8) has a nontrivial ground state solution.
(Cf. also Yang [25] who obtained the same results using a different method.) We note that
Theorem 3 follows from Theorems 1 and 2. In fact, hypotheses 1–5 imply
1. F(x, t) > 0, t 	= 0,
2. 2F(x, t) εt2, |t | < δ, x ∈ Ω , t ∈R,
3. tf (x, t) > 0, t 	= 0,
4. H(x, t) := tf (x, t)− 2F(x, t) > 0, t 	= 0,
5. sf (x, t) = tf (x, s), st 	= 0 
⇒ s = t , s, t ∈R, x ∈ Ω ,
6. F(x, t + s)− F(x, t)− sf (x, t) > 0, x ∈ Ω , s, t ∈R, s 	= 0,
7. 2F(x, t + s)− 2F(x, t)− (2rs − (r − 1)2t)f (x, t) > 0, x ∈ Ω , s, t ∈R, r ∈ [0,1].
Remark 4. In [22] and [25] it was shown that under the hypotheses of Theorem 3, there is a
nontrivial ground state solution of (2.8). This was also shown previously in [15] and [13] using
different hypotheses.
Remark 5. It is easy to exhibit examples of potentials that satisfy the hypotheses of Theorem 1
but do not satisfy the hypotheses of Theorem 3. It should be noted that in Theorem 1 it is not
required that f (x, t) be 1-periodic in x1, . . . , xn. In fact, if we take any function F(x, t) satisfying
the hypotheses of Theorem 3 and add to it a function of the form
j=J∑
Wj(x)|t |μj +
k=K∑
gk(x)Fk(t),j=1 k=1
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bounded supports and
k=K∑
k=1
gk(x)Fk(t) at2, x ∈ Ω, t ∈R
(recall that a < 0). The resulting function satisfies the hypotheses of Theorem 1 but need not
satisfy the hypotheses of Theorem 3.
Remark 6. Clearly, hypothesis 5 of Theorem 3 implies
F(x, t) > 0, t 	= 0,
tf (x, t) > 0, t 	= 0,
H(x, t) := tf (x, t)− 2F(x, t) > 0, t 	= 0,
sf (x, t) = tf (x, s), st 	= 0 
⇒ s = t, s, t ∈R, x ∈ Ω,
and
F(x, t + s)− F(x, t)− sf (x, t) > 0, x ∈ Ω, s, t ∈R, s 	= 0.
It also implies
2F(x, t + s)− 2F(x, t)− (2rs − (r − 1)2t)f (x, t) > 0, x ∈ Ω, s, t ∈R, r ∈ [0,1]. (3.1)
To see this, observe, as is shown in [22], that
ϕ(r) =
(
rq + r
2 − 1
2
t
)
f (x, t)+ F(x, t)− F(x, rt + q) < 0, t, q ∈R, r ∈ [0,1]. (3.2)
Note that (3.1) follows from (3.2) if we take q = (1 − r)t + s. To prove (3.2), note that
ϕ(0) = −1
2
H(x, t)− F(x, q) < 0
and
ϕ(1) = qf (x, t)+ F(x, t)− F(x, t + q) < 0, t, q ∈R, r ∈ [0,1].
Moreover, ϕ(r) cannot have a maximum  0 in [0,1]. This follows from the fact that
ϕ′(r) = (q + rt)f (x, t)− tf (x, q + rt).
If this were to vanish, we would have, by hypothesis 5, that t = q+ rt if neither vanishes. At such
a point we have
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2
(r − 1)2tf (x, t)−1
2
(r − 1)2[H(x, t)+ 2F(x, t)]< 0.
Thus, (3.2) holds. If only q + rt = 0, then tf (x,0) = 0 and
2ϕ(r) = −r2tf (x, t)−H(x, t) < 0.
If only t = 0, then qf (x,0) = 0 and
ϕ(r) = rqf (x,0)− F(x, q) < 0.
Hence, ϕ(r) < 0 whenever ϕ′(r) = 0.
For other approaches to this problem cf. [7,8,14].
4. The parameter problem
Let E be a Hilbert space with norm ‖ · ‖ and inner product 〈·,·〉 and have an orthogonal
decomposition E = N ⊕ N⊥, where N ⊂ E is a closed and separable subspace. Since N is
separable, following [11], we can define a new norm |v|w satisfying |v|w  ‖v‖, ∀v ∈ N and
such that the topology induced by this norm is equivalent to the weak topology of N on bounded
subsets of N . This can be done as follows: Let {ek} be an orthonormal basis for N . Define
|v|w =
∞∑
k=1
|(v, ek)|
2k
, v ∈ N.
Then |v|w is a norm on N and satisfies |v|w  ‖v‖, v ∈ N . If vj → v weakly in N , then there is
a C > 0 such that
‖vj‖,‖v‖ C, ∀j > 0.
For any ε > 0, there exist K > 0,M > 0, such that 1/2K < ε/(4C) and |(vj − v, ek)| < ε/2 for
1 k K , j >M . Therefore,
|vj − v|w =
∞∑
k=1
|vj − v, ek)|
2k

K∑
k=1
ε/2
2k
+
∞∑
k=K+1
2C
2k
 ε
2
∞∑
k=1
1
2k
+ 2C
2K
∞∑
k=1
1
2k
 ε
2
+ ε
2
.
Therefore, vj → v weakly in N implies |vj − v|w → 0.
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k=1 αkek ∈ N, take K so large that ‖hK‖ < ε/(4C), where hK =
∑∞
k=K+1 αkek . Take M so
large that |vj − v|w < ε/(2 max1kK 2k|αk|) for all j >M . Then
∣∣(vj − v,h− hK)∣∣=
∣∣∣∣∣
K∑
k=1
αk(vj − v, ek)
∣∣∣∣∣
 max
1kK
2k|αk|
K∑
k=1
|(vj − v, ek)|
2k
< ε/2
for j >M . Also, |(vj − v,hK)| 2C‖hK‖ < ε/2. Therefore,
∣∣(vj − v,h)∣∣< ε, ∀j >M,
that is, vj → v weakly in N .
For u = v + w ∈ E = N ⊕ N⊥ with v ∈ N , w ∈ N⊥, we define |u|2w = |v|2w + ‖w‖2. Thus,
|u|w  ‖u‖, ∀u ∈ E. We denote E equipped with this norm by Ew . In particular, if un = vn +wn
is | · |w-bounded and un |·|w−→ u, then vn ⇀ v weakly in N , wn → w strongly in N⊥, un ⇀ v +w
weakly in E.
Let Q ⊂ N be a ‖ · ‖-bounded open convex subset, p0 ∈ Q be a fixed point. Let F be a
| · |w-continuous map from E onto N satisfying
• F |Q = I ; F maps bounded sets to bounded sets;
• there exists a fixed finite-dimensional subspace E0 of E such that F(u − v) − (F (u) −
F(v)) ⊂ E0, ∀v,u ∈ E;
• F maps finite-dimensional subspaces of E to finite-dimensional subspaces of E.
(We use the letter c to denote various positive constants.)
Set
A := ∂Q, B := F−1(p0),
where ∂Q denotes the ‖ · ‖-boundary of Q.
For G ∈ C1(E,R), we define
Φ := {Γ : [0,1] × Q¯ → E, Γ is | · |w-continuous. For any (s0, u0) ∈ [0,1] × Q¯,
there is a | · |w-neighborhood U(s0,u0) such that{
u− Γ (t)u: (t, u) ∈ U(s0,u0) ∩
([0,1] × Q¯)}⊂ Ef ,
Γ (0)u = u,G(Γ (s)u)G(u), ∀u ∈ Q¯}.
Then Φ 	= φ since I ∈ Φ . (Here we use Ef to denote various finite-dimensional subspaces of E
whose exact dimensions are irrelevant and depend on (s0, u0).)
The following theorem was proved in [17].
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Gλ(u) := λI (u)− J (u), ∀λ ∈ [1,K],
where K > 1, assume
(a) I (u) 0, ∀u ∈ E; G1 := G;
(b) I (u)+ |J (u)| → ∞ as ‖u‖ → ∞;
(c) Gλ is | · |w-upper semicontinuous; G′λ is weakly sequentially continuous on E. Moreover,
Gλ maps bounded sets to bounded sets;
(d) supAGλ < infB Gλ, ∀λ ∈ [1,K].
Then for almost all λ ∈ [1,K], there exists a sequence (un) such that
sup
n
‖un‖ < ∞, G′λ(un) → 0, Gλ(un) → a(λ);
where
a(λ) := inf
Γ ∈Φ sup
u∈Q¯
Gλ
(
Γ (t)u
) ∈ [inf
B
Gλ, sup
Q¯
Gλ
]
.
Remark 8. Let E = E− ⊕ E+, z0 ∈ E+ with ‖z0‖ = 1. For any u ∈ E, we write u = u− ⊕
sz0 ⊕ w+ with u− ∈ E−, s ∈ R,w+ ∈ (E− ⊕ Rz0)⊥ := E+1 . Let N := E− ⊕ Rz0. For R > 0,
let Q := {u := u− + sz0: s ∈ R+, u− ∈ E−,‖u‖ < R}, p0 = s0z0 ∈ Q, s0 > 0. Let F : E → N
be defined by Fu := u− + ‖sz0 +w+‖z0, then F , Q, p0 satisfy the above conditions with
B = F−1(s0z0) =
{
u := sz0 +w+: s  0, w+ ∈ E+1 ,
∥∥sz0 +w+∥∥= s0}.
In fact, according to the definition, F |Q = I and F maps bounded sets to bounded sets. On the
other hand, for any u,v ∈ E, we write u = u− + sz0 +w+, v = v− + tz0 +w+1 , then
F(u) = u− + ∥∥sz0 +w+∥∥z0, F (v) = v− + ∥∥tz0 +w+1 ∥∥z0,
F (u− v) = u− − v− + ∥∥(s − t)z0 +w+ −w+1 ∥∥z0,
therefore,
F(u− v)− (F(u)− F(v))= (∥∥(s − t)z0 +w+ −w+1 ∥∥− ∥∥sz0 +w+∥∥+ ∥∥tz0 +w+1 ∥∥)z0
⊂Rz0 := E0 (a one-dimensional subspace).
5. Some lemmas
Before proving our main theorem, we shall prove a few lemmas. We pick K such that 1 <
K < min[2, b/γ ]. For 1 λK , define
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∫
Ω
F(x,u) = λI (u)− J (u), u ∈ D, (5.1)
where we write u = v + w, v ∈ N , w ∈ M . Note that Gλ is | · |w-upper semicontinuous; G′λ is
weakly sequentially continuous on D. To see this, suppose |uj − u|w → 0. Then |vj − v|w → 0
and ‖wj − w‖D → 0. Since ‖vj‖D is bounded, there is a subsequence converging weakly to v
in D. Thus,
‖v‖D  lim inf‖vj‖D, ‖w‖D = lim‖wj‖D,
∫
Ω
F(x,u)dx = lim
∫
Ω
F(x,uj ) dx.
Consequently, Gλ(u) lim supGλ(uj ). Moreover, if uj ⇀ u in D, then
(
G′λ(uj ), ϕ
)
/2 = λ(wj ,ϕ)D − (vj , ϕ)D −
∫
Ω
f
(
x,uj (x)
)
ϕ(x)
→ (w,ϕ)D − (v,ϕ)D −
∫
Ω
f
(
x,u(x)
)
ϕ(x) = (G′λ(u),ϕ)/2.
Lemma 9. Let ρk = ‖uk‖D → ∞. Assume that u˜k = uk/ρk → u˜ a.e. If u˜ 	≡ 0, then
∫
Ω
F(x,uk)/ρ
2
k → ∞. (5.2)
If u˜ ≡ 0, then
lim inf
∫
Ω
F(x,uk)/ρ
2
k  0. (5.3)
Proof. Note that
2F(x, t)−W1(x), x ∈ Ω, t ∈R
by hypothesis. Let Ω0 be the subset of Ω where u˜ 	= 0. If the measure of Ω0 is positive, then
2
∫
Ω
F(x,uk)/ρ
2
k  2
∫
Ω0
F(x,uk)
u2k
u˜2k −
∫
Ω\Ω0
W1(x)/ρ
2
k → ∞,
since the integrand is bounded below, u2k → ∞ on Ω0, and W1 ∈ L1(Ω). If u˜ ≡ 0, then
2
∫
Ω
F(x,uk)/ρ
2
k −
∫
Ω
W1(x)/ρ
2
k → 0. 
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I (u)+ J (u) → ∞ as ‖u‖D → ∞.
Proof. We have
I (u)+ J (u) = ‖w‖2D + ‖v‖2D + 2
∫
Ω
F(x,u) ‖u‖2D
(
1 + 2
∫
Ω
F(x,u)/‖u‖2D
)
. 
Lemma 11. There are positive constants ε, ρ such that
Gλ(w) ε, w ∈ M, ‖w‖D = ρ, 1 λK. (5.4)
Proof. We have
Gλ(w) ‖w‖2D − γ
∫
|w|<δ
w2 −C
∫
|w|>δ
(|w|q + |w|) (b − γ −C′‖w‖q−2D )‖w‖2D.
We take ‖w‖2D sufficiently small. 
Lemma 12. Let
QR =
{
v + sw0: ‖v‖2D + s2 R2, v ∈ N, s  0
}
, (5.5)
where w0 ∈ M and ‖w0‖D = 1. Then there is an R > 0 such that
Gλ(u) 0, u ∈ ∂QR, 1 λK. (5.6)
Proof. If not, ∃Rk → ∞, 1 λk K , uk = vk +skw0 ∈ ∂QRk , such that Gλk (uk) > 0. If sk = 0,
then
Gλk (vk) = −‖vk‖2D − 2
∫
Ω
F(x, vk)−‖vk‖2D − a‖vk‖2  0.
Hence, sk 	= 0 and
‖vk‖2D + s2k = R2k .
Let u˜k = uk/Rk = v˜k + s˜kw0. Then
‖v˜k‖2D + s˜2k = 1.
There are renamed subsequences such that s˜k → s˜, λk → λ, and there is a renamed subsequence
such that u˜k = uk/Rk = v˜k + s˜kw0 → u˜ a.e. Since
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∫
Ω
F(x,uk)/R
2
k ,
we have by Lemma 9
λs˜2 − (1 − s˜2) 0,
or
s˜2  1
1 + λ 
1
1 +K > 0.
Thus, u˜ 	≡ 0. This implies
∫
Ω
F(x,uk)/R
2
k → ∞. (5.7)
Since
0 <Gλ(uk)/R2k = λks˜2k − ‖v˜k‖2D − 2
∫
Ω
F(x,uk)/R
2
k ,
this produces a contradiction, and the lemma follows. 
Lemma 13. For almost all λ ∈ [1,K], there exists a sequence (un) such that
sup
n
‖un‖D < ∞, G′λ(un) → 0, Gλ(un) → a(λ), (5.8)
where
a(λ) := inf
Γ ∈Φ sup
u∈Q¯
Gλ
(
Γ (t)u
) ∈ [inf
B
Gλ, sup
Q¯
Gλ
]
.
Proof. It follows from Lemmas 11 and 12 that supA Gλ < infB Gλ,∀λ ∈ [1,K]. We apply The-
orem 7 and Remark 8. 
Lemma 14. For almost every λ ∈ [1,K] there is a uλ ∈ D such that Gλ(uλ) = a(λ), G′λ(uλ) = 0.
Proof. For each λ ∈ [1,K] for which the conclusion of Lemma 13 holds, there is a sequence
{un} ⊂ D satisfying (5.8). Since the un are bounded in D, there is a renamed subsequence con-
verging to a limit uλ weakly in D, strongly in Lqloc(Ω) and a.e. in Ω . For any ϕ ∈ C∞0 (Ω), we
have
(
G′λ(un),ϕ
)
/2 = λ(wn,ϕ)D − (vn,ϕ)D −
∫
f
(
x,un(x)
)
ϕ(x) → 0.Ω
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(
G′λ(uλ),ϕ
)
/2 = λ(wλ,ϕ)D − (vλ,ϕ)D −
∫
Ω
f
(
x,uλ(x)
)
ϕ(x) = 0,
showing that G′λ(uλ) = 0. Moreover, since un is bounded in D,
(
G′λ(un), uˆn
)
/2 = λ(wn, uˆn)D − (vn, uˆn)D −
∫
Ω
f
(
x,un(x)
)
uˆn(x) → 0,
where uˆn = wn − vn. Thus,
λ‖wn‖2D + ‖vn‖2D =
∫
Ω
f (x,un)uˆn + o(1) →
∫
Ω
f (x,uλ)uˆλ = λ‖wλ‖2D + ‖vλ‖2D
(cf. [16], p. 64). Consequently, un → uλ strongly in D. But
Gλ(un)−
(
G′λ(un), un
)
/2 =
∫
Ω
H
(
x,un(x)
)→ a(λ),
where H(x, t) := tf (x, t)− 2F(x, t). Since
∫
Ω
H
(
x,un(x)
)→
∫
Ω
H
(
x,uλ(x)
)
,
we have
Gλ(uλ) =
∫
Ω
H
(
x,uλ(x)
)= lim
∫
Ω
H
(
x,un(x)
)= a(λ). 
Lemma 15. For every λ ∈ [1,K] there are sequences λn → λ and {un} ⊂ D such that Gλn(un) =
a(λn), G
′
λn
(un) = 0.
Proof. Apply Lemma 14. 
Lemma 16.
∫
Ω
[
F(x,u)− F(x, rw)+
(
r2w − 1 + r
2
2
u
)
f (x,u)
]
 C,
u ∈ D, w ∈ M, r ∈ [0,1], ‖w‖D  ‖u‖D,
where the constant C does not depend on u,w, r .
Proof. This follows from (2.7) if we take t = u, and s = rw − u. 
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of u,λ such that
Gλ(rw)−Gλ(u) C (5.9)
for all r ∈ [0,1], where w is the projection of u onto M .
Proof. For such u,
(
G′λ(u), g
)
/2 = λ(w,g1)D − (v, g2)D −
∫
gf (x,u) = 0
for every g ∈ D, where g1, g2 are the projections of g onto M,N , respectively. Let u = v + w,
where v ∈ N , w ∈ M . Thus,
Gλ(rw)−Gλ(u) = λ
(
r2 − 1)‖w‖2D + λ(w,g1)D + [‖v‖2D − (v, g2)D]
+
∫ [
2F(x,u)− 2F(x, rw)− gf (x,u)].
Take
g = (r2 + 1)v − (r2 − 1)w = (r2 + 1)u− 2r2w.
Then we have
Gλ(rw)−Gλ(u) = −r2‖v‖2D +
∫
Ω
[
2F(x,u)− 2F(x, rw)
− ((r2 + 1)u− 2r2w)f (x,u)]
 C
by Lemma 16. 
Lemma 18. ∃C1 > ε > 0 such that ε  a(λ) C1 for 1 λK .
Proof. Lemma 11 and Remark 8. 
Lemma 19. The sequences given in Lemma 15 are bounded.
Proof. Write un = wn + vn, where wn ∈ M , vn ∈ N . Assume that ρn = ‖wn‖D → ∞, and
let w˜n = wn/ρn. Then ‖w˜n‖D = 1. Thus, there is a renamed subsequence such that w˜n → w˜n
weakly in D, strongly in L2loc(Ω) and a.e. in Ω . Let c > 0 be a fixed constant and take rn =
c/ρn → 0. By Lemma 17
Gλn(rnwn)−Gλn(un) C. (5.10)
Hence,
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But
Gλn(cw˜n) = λnc2 − 2
∫
Ω
F(x, cw˜n) → λc2 − 2
∫
Ω
F(x, cw˜) λc2 −C′′
(cf. [16], p. 64). This implies
Gλn(cw˜n) → ∞ as c → ∞,
contrary to (5.11). Hence, the wn are bounded. Since
Gλn(un) = λn‖wn‖2D − ‖vn‖2D − 2
∫
Ω
F(x,un), (5.12)
we have
‖vn‖2D = λn‖wn‖2D − 2
∫
Ω
F(x,un)−Gλn(un) C′′′,
showing that the vn are bounded as well. 
6. Proofs of the theorems
Proof of Theorem 1. By Lemma 15, there are sequences 1 < λn → 1, {un} ⊂ D such that
Gλn(un) = a(λn), G′λn(un) = 0. By Lemma 19, the sequence {un} is bounded in D. Thus, there
is a renamed subsequence converging to a limit u weakly in D, strongly in Lqloc(Ω) and a.e.
in Ω . For any ϕ ∈ C∞0 (Ω) we have
(
G′λn(un),ϕ
)
/2 = λn(wn,ϕ)D − (vn,ϕ)D −
∫
Ω
f
(
x,un(x)
)
ϕ(x) = 0.
Hence, in the limit,
(
G′(u),ϕ
)
/2 = (w,ϕ)D − (v,ϕ)D −
∫
Ω
f
(
x,u(x)
)
ϕ(x) = 0,
showing that G′(u) = 0. Moreover,
(
G′λn(un), uˆn
)
/2 = λn(wn, uˆn)D − (vn, uˆn)D −
∫
Ω
f
(
x,un(x)
)
uˆn(x) = 0,
where uˆn = wn − vn. Thus,
M. Schechter / Journal of Functional Analysis 262 (2012) 2677–2694 2691λn‖wn‖2D + ‖vn‖2D =
∫
Ω
f (x,un)uˆn →
∫
Ω
f (x,u)uˆ = ‖w‖2D + ‖v‖2D
(cf. [16], p. 64). Consequently, un → u strongly in D. But
Gλn(un)−
(
G′λn(un), un
)
/2 =
∫
Ω
H
(
x,un(x)
)= a(λn) a(1).
Since
∫
Ω
H
(
x,un(x)
)→
∫
Ω
H
(
x,u(x)
)
,
we have
G(u) =
∫
Ω
H
(
x,u(x)
)= lim
∫
Ω
H
(
x,un(x)
)
 a(1) ε > 0.
Hence, u 	= 0. 
Proof of Theorem 2. By Theorem 1, M 	= φ. Let
α = inf
M
G.
If u is a solution of (2.8), then
G(u) = G(u)− (G′(u),u)/2 =
∫
Ω
H(x,u)−B1 = −
∫
Ω
W1(x).
Hence, α > −∞. Let {un} be a sequence in M such that
G(un) → α.
By Lemma 19, the sequence {un} is bounded in D. Thus, there is a renamed subsequence con-
verging to a limit u weakly in D, strongly in Lqloc(Ω) and a.e. in Ω . For any ϕ ∈ C∞0 (Ω) we
have
(
G′(un),ϕ
)
/2 = (wn,ϕ)D − (vn,ϕ)D −
∫
Ω
f
(
x,un(x)
)
ϕ(x) = 0.
Hence, in the limit,
(
G′(u),ϕ
)
/2 = (w,ϕ)D − (v,ϕ)D −
∫
f
(
x,u(x)
)
ϕ(x) = 0,Ω
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(
G′(un), uˆn
)
/2 = (wn, uˆn)D − (vn, uˆn)D −
∫
Ω
f
(
x,un(x)
)
uˆn(x) = 0,
where uˆn = wn − vn. Thus,
‖wn‖2D + ‖vn‖2D =
∫
Ω
f (x,un)uˆn →
∫
Ω
f (x,u)uˆ = ‖w‖2D + ‖v‖2D
(cf. [16], p. 64). Consequently, un → u strongly in D. But
G(un)−
(
G′(un), un
)
/2 =
∫
Ω
H
(
x,un(x)
)
.
Since
∫
Ω
H
(
x,un(x)
)→
∫
Ω
H
(
x,u(x)
)
,
we have
G(u) =
∫
Ω
H
(
x,u(x)
)= lim
∫
Ω
H
(
x,un(x)
)= limG(un) = α.
Now suppose that (2.10) holds. Then for any ε > 0 there is a constant Cε > 0 such that
∣∣f (x, t)∣∣ ε|t | +Cε|t |q−1.
Let
β = inf
M\{0}
G
and let {un} be a sequence in M\{0} such that
G(un) → β.
Since
0 = (G′(un),wn)/2 = ‖wn‖2D −
∫
Ω
f (x,un)wn,
we have
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∫
Ω
[
ε|un| +Cε|un|q−12
]|wn| ε‖un‖2 · ‖wn‖2 +Cε‖un‖q−1q ‖wn‖q .
Similarly,
‖vn‖2D  ε‖un‖2 · ‖vn‖2 +Cε‖un‖q−1q ‖vn‖q .
Consequently,
‖un‖2D  2ε‖un‖22 +C′ε‖un‖q−1q ‖un‖q  2ε‖un‖22 +C′′‖un‖qD.
Thus, ‖un‖D  c > 0. Since un → u in norm, we see that u 	= 0. As before, G(un) →
G(u) = β . 
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