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∗
Abstrat
Given a matrix with partitions of its rows and olumns and entries from a eld, we give the
neessary and suient onditions that it has a nonsingular submatrix with ertain number of
rows from eah row partition and ertain number of olumns from eah olumn partition.
1 Introdution
Let G be a matrix with entries from a eld. Also let S and T respetively denote the set of indies
of rows and olumns of matrix G and G (s, t) for sets s ⊆ S and t ⊆ T denote the submatrix of G
whih is the intersetion of rows with indies in s and olumns with indies in t. In this paper we
show that:
Theorem 1. Suppose that the row set is partitioned to S = S1 ∪ · · · ∪ Sm and the olumn set is
partitioned to T = T1 ∪ · · · ∪Tn. Given nonnegative integers s1, · · · , sm, t1, · · · , tn, with
∑m
i=1 si =∑n
j=1 tj = R, there are disjoint subsets s1 ⊆ S1, · · · , sm ⊆ Sm and t1 ⊆ T1, · · · , tn ⊆ Tn with
|si| = si and |tj| = tj , suh that G(
⋃m
i=1 si,
⋃n
j=1 tj) is nonsingular, if and only if for every I ⊆
{1, · · · ,m} ,K ⊆ {1, · · · , n} we have
rank(G(
⋃
i∈U
Si,
⋃
k∈K
Tk)) ≥
∑
i∈I
si +
∑
k∈K
tk −R.
This result is an analogues of the Hall's mathing theorem in graph theory [1℄ and its extension
to matroids, alled Rado's theorem [6, 9℄. There are several extensions to Rado's theorem to more
general strutures suh as greedoids [2, 3, 4, 6, 7℄. However we are unaware of any struture that
admits an extension of Rado's theorem and inludes matries as an element. Our main tool to prove
Theorem 1 will be a generalization of matroids on the sets to the produt of sets alled bimatroids
or linking systems [5, 8℄. Matries are also a speial ase of bimatroids. We will ombine a result of
Kung on a matroid struture of bimatroid [5℄ and the Rado's theorem to prove Theorem 1.
2 Proof of Theorem 1
First we introdue matroids:
Given a set E and a funtion r : 2E → N we say that the pair (E, r) denes a matroid if and
only if:
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1. r(A) ≤ |A| for all A ⊆ E.
2. If A,B ⊆ E with A ⊆ B, then r(A) ≤ r(B).
3. For any A,B ⊆ E, we have r(A ∪B) + r(A ∩B) ≤ r(A) + r(B).
Kung [5℄ and Shrijver [8℄ have indpendently introdued an extension of matroids to a struture
over produts of sets, whih is alled bimatroids or linking systems. Given sets X and Y and a
funtion λ : 2X × 2Y → N we say that the triple (X,Y, λ) denes a bimatroid if and only if:
1. λ(U, V ) ≤ min {|U |, |V |} for all U ⊆ X and V ⊆ Y .
2. If U ⊆ X and V ⊆ Y then for every U ′ ⊆ U and V ′ ⊆ V , λ(U ′, V ′) ≤ λ(U, V ).
3. For any U1, U2 ⊆ X and V1, V2 ⊆ Y , we have λ(U1 ∩ U2, V1 ∪ V2) + λ(U1 ∪ U2, V1 ∩ V2) ≤
λ(U1, V1) + λ(U2, V2).
One lassi example of bimatroids is the matrix G, with set of indies of rows S and set of indies
of olumns T . Then if λ(s, t) = rank(G(s, t)) for any s ⊆ S and t ⊆ T, the triple (S, T, λ) is a
bimatroid [5, 8℄.
Next we onsider the set E = S∪T whih is the disjoint union of the indies of rows and olumns
of the matrix G. We also onsider the following rank funtion dened on the subsets of E. For every
s ⊆ S and every t ⊆ T we let
r(s ∪ t) = rank(G(s, T\t)) + |t|. (1)
Kung [5℄ shows that (E, r) is a matroid. For the sake of ompleteness we prove this result here.
Namely, we prove that funtion r satises the properties 13 in the denition of a matroid. First
property follows beause rank(G(s, T\t)) ≤ |s| and hene, r(s ∪ t) = rank(G(s, T\t)) + |t| ≤
|s|+ |t| = |s ∪ t|. For the seond property suppose that s1 ⊆ s2 ⊆ S and t1 ⊆ t2 ⊆ T then we need
to show that r(s1 ∪ t1) ≤ r(s2 ∪ t2) or,
rank(G(s1, T\t1)) + |t1| ≤ rank(G(s2, T\t2)) + |t2|.
We have
rank(G(s1, T\t1)) + |t1|
(a)
≤ rank(G(s2, T\t1)) + |t1|
(b)
≤ rank(G(s2, T\t2)) + |t2|
where (a) follows beause the rank of a matrix is at least as large as the rank of its submatrix and
(b) follows beause matrix G(s2, T\t2) is formed by removing |t2| − |t1| olumns from G(s2, T\t1).
Sine removing eah olumn redues the rank at most one unit, therefore rank(G(s2, T\t1)) −
rank(G(s2, T\t2)) ≤ |t2| − |t1|. Finally to prove that the third property holds for funtion r, from
the appendix for every s1, s2 ⊆ S, t1, t2 ⊆ T we have
rank(G(s1, T\t1))+rank(G(s2, T\t2)) ≤ rank(G(s1∩s2, T\(t1∩t2)))+rank(G(s1∪s2, T\(t1∪t2))).
By adding the above relationship to |t1|+ |t2| = |t1 ∩ t2|+ |t1 ∪ t2| we nd that property 3, holds
for funtion r and every A = s1 ∪ t1, B = s2 ∪ t2 where s1, s2 ⊆ S, t1, t2 ⊆ T. Therefore (S ∪ T, r)
is a matroid.
We now use the RadoHall theorem for matroids to prove our theorem. In a matroid (E, r), a
set A ⊆ E is an independent set if r(A) = |A|.
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Theorem 2. (RadoHall) Let (E, r) be a matroid and A1, · · ·An ⊆ E. Given nonnegative integers
ℓ1, · · · , ℓn, there exists disjoint subsets a1 ⊆ A1, · · · ,an ⊆ An with |ai| = ℓi and a1 ∪ · · · ∪ an an
independent set, if and only if, for every subset I ⊆ {1, · · · , n} the following holds
r(
⋃
i∈I
Ai) ≥
∑
i∈I
ℓi.
Now onsider the matroid (S ∪ T, r) where r is dened in (1). We next onsider a partition
of rows S = S1 ∪ · · · ∪ Sm and a partition of olumns T = T1 ∪ · · · ∪ Tn and the partition of
S ∪ T = S1 ∪ · · · ∪ Sm ∪ T1 ∪ · · · ∪ Tn. Assign to eah Si a nonnegative integer si and to eah Ti a
nonnegative integer ti. By RadoHall theorem, there exist disjoint subsets s1 ⊆ S1, · · · , sm ⊆ Sm
and t
′
1 ⊆ T1, · · · , t
′
n ⊆ Tn suh that |si| = si and |t
′
i| = |Ti|−ti and
⋃m
i=1 si
⋃n
j=1 t
′
j is an independent
set in (S ∪ T, r) if and only if for every I ⊆ {1, · · · ,m} , J ⊆ {1, · · · , n} we have
r(
⋃
i∈I
Si
⋃
j∈J
Tj) ≥
∑
i∈I
si +
∑
j∈J
(|Tj | − tj). (2)
Let ti = Ti\t
′
i. We have:
rank(G(
m⋃
i=1
si, T\(
n⋃
j=1
t
′
j))) + |
n⋃
j=1
t
′
j|
(a)
= rank(G(
m⋃
i=1
si,
n⋃
j=1
tj)) +
n∑
j=1
(|Tj | − ti)
(b)
=
m∑
i=1
si +
n∑
j=1
(|Tj | − ti)
where (a) follows by denition and (b) follows by the independene of
⋃m
i=1 si
⋃n
j=1 t
′
j . Therefore
rank(G(
m⋃
i=1
si,
n⋃
j=1
tj)) =
m∑
i=1
si. (3)
Also ondition (2) an be rewritten as the following. For every I ⊆ {1, · · · ,m} , J ⊆ {1, · · · , n} we
have,
rank(G(
⋃
i∈U
Si, T\(
⋃
j∈J
Tj))) + |
⋃
j∈J
Tj | ≥
∑
i∈I
si +
∑
j∈J
(|Tj | − tj).
hene
rank(G(
⋃
i∈U
Si, T\(
⋃
j∈J
Tj))) ≥
∑
i∈I
si −
∑
j∈J
tj .
If we let K = {1, · · · , n} \J, then the above ondition is equivalent to
rank(G(
⋃
i∈U
Si,
⋃
k∈K
Tk)) ≥
∑
i∈I
si +
∑
k∈K
tk −
n∑
j=1
tj.
Let suppose that
∑m
i=1 si =
∑n
j=1 tj = R. Then sine G(
⋃m
i=1 si,
⋃n
j=1 tj) has
∑m
i=1 si rows and∑m
i=1 si olumns, (3) is equivalent to asking for G(
⋃m
i=1 si,
⋃n
j=1 tj) to be nonsingular. Therefore
there exists a nonsingular matrix G(
⋃m
i=1 si,
⋃n
j=1 tj) if and only if, for every I ⊆ {1, · · · ,m} ,K ⊆
{1, · · · , n} we have
rank(G(
⋃
i∈U
Si,
⋃
k∈K
Tk)) ≥
∑
i∈I
si +
∑
k∈K
tk −R.
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