Abstract. We derive sharp Sobolev inequalities for Sobolev spaces on metric spaces. In particular, we obtain new sharp Sobolev embeddings and FaberKrahn estimates for Hörmander vector fields.
Introduction
Recently, a rich theory of Sobolev spaces on metric spaces has been developed (cf. [7] , [6] , and the references therein). In particular, this has led to the unification of some aspects of the classical theory of Sobolev spaces with the theory of Sobolev spaces of vector fields satisfying Hörmander's condition. At the root of these developments are suitable forms of Poincaré inequalities which, in fact, can be used to provide a natural method to define the notion of a gradient in the setting of metric spaces. In the theory of Hörmander vector fields the relevant Poincaré inequalities had been obtained much earlier by Jerison [10] , where X = (X 1 , . . . , X m ) is a family of C ∞ Hörmander vector fields, |Xf | =
, dx is Lebesgue measure, B is a ball of radius r(B), with respect to the Carnot-Carathéodory metric. For more on the connection between the theory of Sobolev spaces on metric spaces and Sobolev spaces on Carnot groups we refer to the Appendix below and [6] .
The purpose of this paper is to prove sharp forms of the classical Sobolev inequalities in the context of metric spaces. In fact, we develop an approach to symmetrization in the metric setting which has applications to other problems as well. In particular, we will show some functional forms of the Faber-Krahn inequalities which are new even in the classical setting.
A well known, and very natural, approach to the Sobolev inequalities is through the use of the isoperimetric inequality and related rearrangement inequalities (for an account cf. [23] ). For example, a good deal of the classical inequalities can be in fact derived from (cf. [2] , [12] , and also [16] )
For example, in [2] and [19] it is shown how, starting from (1.2), one can derive Sobolev inequalities which are sharp, including the borderline cases, within the class of Sobolev spaces based on rearrangement invariant spaces. Therefore, it seemed natural to us to try to extend (1.2) to the metric setting. At the outset one obstacle is that the usual methods to prove (1.2) are not available for metric spaces (cf. [2] , [16] ) . However, we noticed that, in the Euclidean setting, (1.2) is the rearranged version of a Poincaré inequality. More specifically, suppose that f and g are functions such that, for any cube Q ⊂ R n with sides parallel to the coordinate axes, we have
Then, the following version of (1.2) holds,
By Poincaré's inequality, (1.3) holds with g = |∇f | and therefore the implication (1.3) ⇒ (1.4) provides us with a proof of (1.2). This is somewhat surprising since the usual proofs of (1.2) depend on a suitable representation of f in terms of ∇f . Since, in the context of metric spaces, the gradient is defined through the validity of (1.3), this is a crucial point for our development of the symmetrization method in this setting.
Since the mechanism involved in transforming (1.3) into (1.4) plays an important role in our approach, it is instructive to present it here in the somewhat simpler, but central, Euclidean case. The first step is to reformulate (1.3) as an inequality between maximal operators
where M is the non-centered maximal operator of Hardy-Littlewood. At this point taking rearrangements on both sides of (1.5) leads to
Here the estimate for the maximal operator of Hardy-Littlewood is a well known, and easy, consequence of the fact that M is weak type (1, 1) and strong type (∞, ∞). Moreover, by a simple variant of an inequality of Bennett-DeVore-Sharpley [3] , we have
Combining (1.6) and (1.7), we see that if (1.3) holds then (1.4) holds. The method of proof outlined above can be developed in more general settings as long as suitable variants of the classical covering lemmas, which are needed to estimate the underlying maximal operators, are available. In the context of metric spaces the covering lemmas we need 1 were obtained in [14] . Once the rearrangement inequalities are at hand we can use standard machinery to derive suitable Sobolev inequalities (see Section 3).
To give a more precise description of the contents of this paper we now recall the definition of a p − q−Poincaré inequality. In what follows (X, µ) is a homogenous metric space 2 with a doubling Borel measure µ of dimension s. Definition 1. (cf. [7] , [6] ) Let Ω be a measurable subset of X, and let f and g be measurable functions defined on Ω, with g ≥ 0. Let p, q ≥ 1. We shall say that f and g satisfy a p − q−Poincaré inequality, if for some constants c P > 0, σ ≥ 1,
holds for every ball B such that σB ⊂ Ω, where f B = (µ(B))
. We may then refer to f as a (p − q−) Sobolev function and to g as its gradient.
We can now state our main results. We start with the following extension of (1.2). 
Following [19] , given a r.i. space Y, we introduce the spaces Y p (∞, s) (see Section 2 below) that contain all the functions for which the Y -norm of the expression on the left-hand side of (1.9) is finite. The following sharp Sobolev embedding theorem then follows immediately. 
We also provide a new application of our rearrangement inequality (1.9) to the study of the so called functional forms of the Faber-Krahn inequalities in metric spaces (cf. Section 4 below). We now illustrate these ideas in the classical Euclidean case. For example, using
, and Hölder's inequality,
Now let t = f 0 = {|f |>0} dx , and observe that then f * (t) = 0, and
We have thus obtained the following Faber-Krahn inequality
2 See Definition 2 below. 3 Here and in what follows the symbol ≈ denotes equivalence modulo constants, and the symbol denotes smaller or equal modulo constants.
More generally, if a p − q−Poincaré inequality holds then we can use (1.9) and a similar argument to prove 
(ii) Let f be a 1 − q−Sobolev function, q > s, and let g be a gradient of f . If f 0 < c 2 µ(B 0 ), where c 2 is the constant of Theorem 5, then
The basic symmetrization inequality in metric spaces
We start with a definition.
Definition 2. An homogeneous space consists of a metric space X and a Borel measure µ on X, such that 0 < µ(B(x, r)) < ∞, for all x ∈ X, r > 0, and, moreover, the measure µ satisfies a doubling condition:
for all x ∈ X and r > 0. 
In what follows given a ball B = B(x, r), ̺B will denote the ball concentric with B, whose radius is ̺r.
A rearrangement invariant (r.i.) space Y = Y (X) is a Banach function space of µ−measurable functions on X endowed with a norm
where E is any subset of X with µ(E) = t. Recall that any resonant f Y (X) = f * Yˆ(0,∞) . Since the measure space will be always clear from the context it is convenient to "drop the hat" and use the same letter Y to indicate the different versions of the space Y that we use. 4 For a different approach to (1.10) we refer to [15] . For a far reaching generalization of Theorem 3, using the beautiful ideas of Jawerth [8] , see [9] . Let P denote the usual Hardy operator P : f (t) → t
Definition 3. Let Y be a r.i. space, and let p ≥ 1 and r > 0. Let 
Proof. From (2.5) it follows that, for f * * (∞) = 0, we have (cf. [19, Lemma 2.6]),
On the other hand, since 
Combining the last inequality with (2.6) we obtain,
The reverse inequality follows readily from Hölder's inequality.
The expression on the left-hand side of (1.5) is a modification of the well-known sharp maximal operator of Fefferman-Stein (cf. [4] ) which is defined for f ∈ L For the proof of our symmetrization inequality we need the following version of a covering lemma from [14] . 
Proof. Follows along the lines of the corresponding proof in [4, Theorem V.7.3] . It suffices to establish (2.7) for nonnegative functions. Let λ be as in Lemma 1 and fix 0 < t < λ 3 µ(B 0 ). Let
There exists an open set Ω ⊃ E ∪ F, with measure at most 3t ≤ λµ(B 0 ). Consequently, we can apply Lemma 1 to obtain a family of balls {B j } j , such that all the conditions this Lemma are verified. Define disjoint sets by letting M 1 = B 1 and
Combining the previous estimates we obtain
By (4) of Lemma 1, the set B 0 ∩ B j \ F is nonempty and, therefore, we can find a point
Corollary 1. (cf. [22, page 228])
Suppose that µ(X) = ∞, and let c 1 be the constant of Theorem 4. Then
for all f ∈ L 1 loc (X), t > 0. Proof. Let t > 0, and let c 2 be as in Theorem 4. Fix an arbitrary x 0 ∈ X, since µ(X) = ∞, we can find a positive integer n 0 such that, for n ≥ n 0 , and B n := B(x 0 , n), we have t < c 2 µ(B n ). Therefore, by (2.7),
and consequently
Letting n → ∞, and using Fatou's lemma, we see that
Once the inequality (2.7) is available then it can be combined with the Poincaré inequality, as described in the introduction, to obtain the symmetrization inequality.
Theorem 5. Let B 0 ⊂ X be a ball, and suppose that f and g satisfy a p − q−Poincaré inequality on 4σB 0 (with constant c P ). Then there exist positive constants c 1 = c 1 (B 0 , c P ) and 1 ≥ c 2 = c 2 (X), such that, for 0 < t < c 2 µ(B 0 ),
Proof. From the underlying Poincaré inequality and (2.2) (with B = 4B 0 ) we get
for every ball B with B ⊂ 4B 0 . Fix an arbitrary point x ∈ B 0 . Taking a supremum over all balls containing x on the right hand side, and over all balls B ⊂ 4B 0 containing x on the left hand side, we arrive at
where M is the maximal operator of Hardy-Littlewood. After passing to rearrangements, and using (recall that the underlying measure is doubling)
combined with Theorem 4, we obtain positive constants c 1 , c 2 such that
Remark 3. It may not be possible to extend the inequality (2.10) to all 0 < t < µ(B 0 ). This can be seen from the following counterexample for p = q = 1. (2.10) were true for 0 < t < 4, then taking the limit as t → 4 of (2.10) would give us
But whereas the right-hand side → 0 as k → ∞ the left-hand side ≈ 4 . One possible way to overcome this problem is to consider functions with zero average, by means of replacing f by f − f Q (cf. [16] ).
Remark 4. Suppose that the following global growth condition holds for every ball
Then using the proof of Theorem 5 together with (2.8) yields
Applications
First we consider the Sobolev embedding theorem for metric spaces. 
Proof. By Theorem 5 there are constants c 1 , c 2 such that, for 0 < t < c 2 µ(B 0 ),
for all t > 0. In view of our assumption on P max{p,q} it follows, upon applying the Y norm to both sides of the previous inequality, that
as we wished to show. 
We now apply our symmetrization inequality to derive functional forms of FaberKrahn inequalities (see [1] for a brief introduction to inequalities of this type). In the following we denote f 0 := µ(supp(f )).
We will also assume that µ is nonatomic. 
(ii) Let f be a 1 − q−Sobolev function, q > s, and let g be a gradient of f . If f 0 < c 2 µ(B 0 ), where c 2 is the constant of Theorem 5, then Jerison [10] proved the following general theorem.
Theorem 8. For every 1 ≤ p < ∞, there exist a constant c > 0, and a radius r 0 , such that, for every ξ ∈ {x ∈ R n : |x| < 1}, and every r, 0 < r < r 0 , for which B(ξ, 2r) = {η : ̺(ξ, η) < 2r} ⊂ Ω, we have For other examples of metric spaces complying with the Poincaré inequality condition see [7] .
