We consider the problem of optimal error control for receiver-driven layered multicast of audio and video over the Internet. The sender injects into the network multiple source layers and multiple channel (parity) layers, some of which are delayed relative to the source. Each receiver subscribes to the number of source layers and the number of channel layers that optimizes the source-channel rate allocation for that receiver's available bandwidth and packet loss probability. We augment this layered FEC system with layered ARQ. Although feedback is normally problematic in broadcast situations, ARQ can be simulated by having the receivers subscribe and unsubscribe to the delayed channel coding layers to receive missing information. This pseudo-ARQ scheme avoids an implosion of repeat requests at the sender and is scalable to an unlimited number of receivers. We show gains of 4{18 dB on channels with 20% loss over systems without error control and additional gains of 1{13 dB when FEC is augmented by pseudo-ARQ in a hybrid system. Optimal error control in the hybrid system is achieved by an optimal policy for a Markov decision process.
Introduction
This paper addresses the problem of optimal error control for receiver-driven layered multicast of audio and video over the Internet to potentially millions of simultaneous receivers. This problem is important to address as the Internet moves to augment or supplant existing radio and television distribution systems and as it begins to provide a broadcast infrastructure for new smaller markets, such as the distance learning market.
Error control for broadcast is in some ways an easier problem than error control for other communications scenarios. For example, video broadcasting has rather loose delay requirements, possibly in the tens of seconds, compared to video telephony and video conferencing, which have delay requirements on the order of tenths of a second, and even compared to video-on-demand, which may have delay requirements on the order of seconds because of interactivity features such as fast forwarding, rewinding, and restarting.
In other ways, however, error control for broadcast is more di cult than than error control for other communications scenarios. In particular, the one-to-many nature of broadcast guarantees that in a heterogeneous environment such as the Internet, the communication channels between the sender and its receivers are extremely diverse. This means that communication with each receiver must proceed over an essentially unknown channel. In the Internet, the heterogeneity is so large that error control targeted to the worst case channel (as is done in the case of terrestrial radio broadcast) is not feasible.
There are many sources of heterogeneity in the Internet. Bandwidth can vary by three or more orders of magnitude, from kilobits to tens or hundreds of megabits per second, across di erent links. Packet loss probabilities can also vary by many orders of magnitude, from near zero to tens of percents, across di erent routers. Likewise, both delay and jitter can vary by several orders of magnitude, from milliseconds to seconds, across di erent network paths. Moreover, all of these quantities can vary over time, as competing communication processes begin and end. In the future, heterogeneity will only increase, as both variable-bandwidth mobile units and ultra high speed links are added to the network.
Bandwidth heterogeneity in the Internet is dealt with by existing systems for multimedia broadcast in one of two ways: either by simulcasting the content at a variety of bandwidths (e.g., at 28 Kbps and 56 Kbps) or by layered coding. Layered coding, also known as scalable, embedded, or progressive coding, is the basis of the Receiver-driven Layered Multicast (RLM) scheme, pioneered by McCanne 1] and others. McCanne's multicast backbone (MBONE) tool vic implements RLM by coding video in multiple layers and broadcasting (actually, multicasting) each layer to a di erent multicast group. Each receiver estimates its available bandwidth and joins a number of these multicast groups to ll that available bandwidth. The available bandwidth is estimated by measuring packet losses. Essentially, if the packet losses are frequent, then the transmission rate is deemed too high for the available bandwidth and the receiver leaves some of the multicast groups. If the packet losses are su ciently rare, then the receiver joins some of the multicast groups. In this way the receiver can track the available bandwidth even if it is varying. Because each receiver determines its own transmission rate, the scheme is said to be receiver-driven.
Commercial systems do not use RLM, primarily because e cient layered video coding is di cult to achieve. (However, there are a number of recent papers suggesting that the performance gap between layered and monolithic coders is closing 2, 3, 4, 5] .) Commercial systems typically simulcast their content at a variety of rates. For example, they will multicast a monolithic video stream at 20 Kbps (tailored for 28.8 Kbps modem users) and they will multicast another monolithic video stream at 40 Kbps (tailored for 56 Kbps modem users). Because each receiver determines which multicast group it will join, this is also a receiver-driven scheme. However, it does not achieve the network bandwidth e ciencies of RLM, nor is it as bandwidth adaptive as RLM.
Packet loss heterogeneity in the Internet is also dealt with in a variety of ways by existing resarch and commercial systems for multimedia broadcast. These existing approaches will be discussed shortly.
In our work, we simultaneously address both packet loss heterogeneity and bandwidth heterogeneity in a uni ed receiver-driven framework, using layered channel coding as well as layered source coding. Layered source coding is accomplished with any of the usual techniques, while layered channel coding is accomplished using a systematic rate-compatible Reed-Solomon style erasure code. The sender multicasts all of the source coding layers and all of the channel coding (i.e., parity) layers to separate multicast groups. Each receiver subscribes and unsubscribes to the multicast groups to adapt to changing bandwidth and packet loss conditions. After estimating the bandwidth and packet loss probability of its channel, each receiver computes the optimal allocation of the available transmission rate between the source and channel codes (which generally results in unequal error protection for the di erent source layers) and joins the multicast groups for the optimal collection of source and channel layers. This FEC system can be hybridized with a pseudo-ARQ system, in which ARQ is simulated by the sender continuously transmitting delayed parity packets to additional multicast groups. The receivers can join and leave these multicast groups to retrieve information lost in previous transmissions, up to a given delay bound. The optimal algorithm for a receiver joining and leaving multicast groups is equivalent to the optimal policy in a nite horizon Markov decision process, which contains the optimal allocation for pure FEC as a special case. For channels with 20% ambient packet loss, compared to standard RLM (without error control), receiver-driven layered FEC gains 4{18 dB and receiver-driven layered hybrid FEC/Pseudo-ARQ gains an additional 1{13 dB, for a total of 5{31 dB.
Congestion control is outside the scope of this paper. The purpose of congestion control at a receiver is determining the transmission rate at the receiver so that the receiver's tra c does not cause congestion, and subsequent packet loss and delay, in the network. Examples of receiver-driven congestion control mechanisms can be found in the orignal RLM work 1] and in more recent work on TCP-friendly audio and video transmission 6, 7, 8, 9, 10] . However, because congestion control at a receiver cannot reduce \ambient" packet loss, that is, packet loss due to congestion caused by others' tra c, error control is needed in addition to congestion control.
The focus of this paper is error control. The purpose of error control is to use the available transmission rate, as determined by the congestion control mechanism, to mitigate the e ects of packet loss. Error control is generally accomplished by transmitting some amount of redundant information to compensate for the loss of potentially important packets. It is critical to note that such redundancy is sent in lieu of packets containing less important source information and hence the use of error control does not increase congestion. Rather, when congestion control mechanisms are in place, error control simply changes the source-redundancy mix, so that the information that is transmitted is more robust to ambient packet loss. In this work, we assume the existence of a congestion control mechanism and solve the problem of optimal error control given a transmission rate and packet loss probability.
Our multicast system model can be regarded in various ways. Those familiar with RLM can regard the system as an error control extension to RLM. Those familiar with joint source-channel coding (JSCC) | in particular layered source coding with unequal error protection | can regard the system as adaptive JSCC with receiver feedback. Those familiar with hybrid FEC/ARQ can regard the system as an extension of hybrid FEC/ARQ to layered coding. Those familiar with reliable multicast techniques can regard the system as an adaptation of some of these techniques to real-time multicast.
Given the many possible interpretations of our work, the amount of related previous work is far too great to cover here. We cite here only a personally motivating subset. Unequal error protection (UEP) using rate-compatible codes is an old idea, going back at least as far as the 1970s. It was popularized by Hagenauer 11] and subsequently was used extensively in coding speech for wireless communication. It was rediscovered and adapted to packet networks by Albanese et al. 12] in their priority encoding transmission (PET) scheme. PET achieves UEP by varying the source blocklength K across the di erent source layers while keeping the channel blocklength N xed. This permits PET to have a packetization scheme that ensures that the source layers in a channel block can only be lost in order. Optimization of the rate allocation in such a scheme was addressed by 13, 14, 15] . UEP can also be achieved by xing the source blocklength K and varying the channel blocklength N across the di erent source layers. Optimization of the rate allocation in this second scheme, in which the source layers can be independently lost, was solved approximately by 16, 17] and exactly using dynamic programming by 18]. We solve the problem without approximation, using an iterative descent algorithm. An asymptotic analysis of the optimal source-channel rate allocation was performed in 19]. Automatic repeat request schemes have a long history in data communication. However, joint source-channel coding with feedback has not been examined until recently. In 20], the receiver can indicate to the sender whether or not to send additional packets of parity information generated by a rate-compatible convolutional code. In that work, Chande et al. identify the optimal receiver strategy as the optimal policy in a nite horizon Markov decision process. We generalize this to the case where the receiver can ask for a variable number of parity packets, hence we owe a particular debt to their work. The problem of joint source-channel coding with feedback is also addressed in 21, 22, 23, 24, 25] .
The multicast community has also done a fair amount of work on error control mechanisms for both reliable and real-time multicast. For reliable multicast, which is used for broadcast of bulk data (e.g., distributed database updates, software updates, and the like) ARQ-based error control mechanisms are usually proposed. To avoid the implosion of repeat requests upon the sender, most of these schemes (SRM, RMTP, RAMP, RMP, ...) use explicit hierarchical re-transmitters scattered throughout the network or local recovery techniques 26]. Using hybrid FEC/ARQ, Nonenmacher et al. 27] show that hybrid FEC/ARQ can dramatically reduce the network tra c for retransmissions by answering multiple NAKs from di erent receivers with a single parity packet. Byers et al. 28 ] take this idea to an extreme in an ingenious scheme that uses pure FEC for reliable multicast with no retransmissions, by continuously multicasting a revolving stream of FEC packets. Interested receivers join the multicast group to \drink" from this \digital fountain" just long enough to receive enough FEC packets to recover the original data. We borrow from these ideas for real-time multicast by multicasting FEC packets continuously from the server. This technique simultaneously satis es a large range of retransmission requests and obviates the need for explicit retransmissions.
For real-time multicast, simple error resilience is used in the earliest MBONE tools (e.g., the network video tool nv), while a form of FEC is used in later MBONE tools (e.g., the robust audio tool rat). A more recent proposal, layered video multicast with retransmission (LVMR) 26], bor-rows its hierarchical retransmission strategy from various reliable multicast schemes. Commercial systems can be found in all three categories: Real Networks uses ARQ to the server for small multicast applications and uses simple error resilience for scalable (large) multicast applications. Microsoft Windows Media uses FEC whose Reed-Solomon parameters are xed for all receivers in a session (but are adjustable by the content creator). We think that our work goes signi cantly beyond the state of the art in error control for real-time multicast.
In contemporaneous independent work, Tan and Zakhor developed a system very similar to ours. They rst presented their system in 29, 9, 30]; we rst presented our system in 31, 32, 33]. Tan and Zakhor do not explicity propose pseudo-ARQ. However, in a clever trick, they delay some parity information to allow receivers to trade delay for redundancy. Most signi cantly, they also implement TCP-friendly congestion control and deploy it in a real system (though in a limited way) over the MBONE. In contrast, we focus on the receivers' optimization algorithms, on the extension of the FEC system to hybrid FEC/ARQ, and on distortion-rate performance analysis. We limit our experimental results to analysis and simulation. We believe that our work and the work of Tan and Zakhor are mutually supportive.
The remainder of this paper proceeds as follows. After preliminaries of source coding and packetization are addressed in the next section, Section 3 describes our pure FEC model, while Section 4 describes our algorithm for optimal allocation of rate between source and parity information in this model. Section 5 describes our pseudo-ARQ and hybrid FEC/ARQ models, while Section 6 describes our algorithm for optimal error control in these models. Section 7 describes how overall rate control could be performed in a receiver, Section 8 presents analytical and simulation results, and Section 9 summarizes and concludes.
Preliminaries
In this section we outline our background assumptions related to source coding and packetization. Readers requiring background on multicast are referred to 26, 34] .
We assume that a layered source coder is available, such as 3D SPIHT 2] for video or 1D SPIHT 35] for audio. A layered coder for real-time media produces a set of elementary bit streams, or layers, with unbounded duration, bounded bit rate, and a common, nite decoding delay, such that nested subsets of these layers are decodable to a level of quality commensurate with the total bit rate of the subset.
We assume that such a set of layers is produced by blocking the audio or video sequence into groups of frames (GOFs), independently encoding and packetizing each GOF, and assigning one packet from each GOF per layer. One way to do this is to encode each GOF as an embedded bit string, partition each embedded bit string into a sequence of packets, and assign the lth packet to the lth layer, l = 1; : : : ; L, as shown in Figure 1 . Typical parameters for such a construction might be the following, for a 16 fps QCIF (144 176) video sequence: 16 frames per group of frames; 50 packets per GOF; and 1000 bytes per packet payload. This implies that a GOF has a duration of 1 second; that there are 50 layers; that each layer has a bit rate of 8000 bps (not including packet header information); and that a receiver that subscribes to all 50 layers can decode the video to about 1 bit per pixel. With this choice of parameters, the packet sizes are big enough that the packet header information is a small fraction of the total data rate (about 5%). In addition, each GOF has a long enough duration so that the bit rate of each layer is su ciently small for relatively ne-grained rate adjustments (8 to 400 Kbps in steps of 8 Kbps) and su ciently long so that independent coding of each GOF is not unduly ine cient. Finally, each GOF has a short enough duration so that delays equal to small multiples of this duration, required for error control methods, are not objectionable to the end user.
There may also be other methods of producing such a set of layers. For example, after blocking a video sequence into groups of frames, one could independently encode each GOF into I, P, and B frames using a standard video coder, packetizing I frames in a set of base layers, P frames in a subsequent set of enhancement layers, and B frames in a further set of enhancement layers.
Regardless of how the layers are produced, we assume that they have a dependency relationship that can be characterized by a directed acyclic graph. More speci cally, we assume that there exists a single directed acyclic graph that for every GOF characterizes the dependencies between the packets of the GOF. For example, if the frames of the GOF are encoded by a standard video coder as IBBPBBPBBP frames and packetized with one packet per encoded frame, then the dependencies between packets can be characterized by the graph illustrated in Figure 2 . Similarly, if every GOF is encoded into an embedded bit string that is partitioned into a sequence of packets, then the dependencies between packets could be characterized by the graph illustrated in Figure 3a . However, such sequential dependence between packets is usually neither necessary nor advantageous. For example, consider the partition of the bitplanes of the coe cients in a group of frames into packets as illustrated in Figure 3b (which is based on real data). Here, Packet 1 contains the coe cient in the most signi cant bitplane through the rst 70% of the coe cients in the fth most signi cant bitplane; Packet 2 contains the last 30% of the coe cients in the fth most signi cant bitplane through the rst 40% of the coe cients in the sixth most signi cant bitplane; and so forth. Suppose each packet's header contains the \starting address" of the packet, i.e., the index of the rst bitplane and coe cient in the packet, along with the number of coe cients in the packet if the encoded bit string is not self-terminating. Then each packet can be individually decoded, provided that all of its ancestors in the dependency graph of Figure 3c can also be decoded. It is not di cult to see that a random packet erasure in the dependency graph of Figure 3c will be less costly than a random packet erasure in Figure 3a , because a packet erasure will a ect only its descendants, not its siblings. Finding a dependency graph that is optimal in some sense and that can be used for every group of frames (so that it induces a dependency graph between layers) is a very interesting problem, but is outside the scope of this paper. Here we simply assume that such a dependency graph is known at the decoder, along with the quantities R l 0 and D l 0 at each node l of the graph, which respectively represent the expected increase in rate (per group of frames) if packet l is transmitted and the expected decrease in distortion (per group of frames) if packet l is decoded. We now derive an expression for the expected rate and distortion correponding to any pruned subgraph of a given dependency graph. We say that G is a pruned subgraph of G max , written G G max , if G is a subgraph of G max and for every node l in G, all of its ancestors l 0 in G max are also ancestors of l in G. We write l 0 l if l 0 is an ancestor of l (or equivalently if l is a descendant of l 0 ). Let G max be the dependency graph for all available layers, i.e., all layers multicast by the sender, and let G be the pruned subgraph of G max corresponding to the layers to which a receiver has subscribed. (We assume that if a receiver subscribes to a layer then it also subscribes to all layers on which it depends.) The transmission rate requested by the receiver is thus the sum of R l over all the nodes l in G,
Similarly, the expected distortion experienced by the receiver is
where D 0 is the expected distortion when the rate is 0 (i.e., when the receiver does not subscribe to any layers) and P l 0 l is the probability that packet l and all its ancestors are received. Note that P l 0 l depends on the channel model and possibly on the sequencing of packets. If the packet losses are independent with probability , then P l 0 l = (1 ? ) jfl 0 :l 0 lgj . It is an interesting problem to nd a pruned subgraph G of a given graph G 0 that minimizes D(G) subject to a constraint on R(G). By considering only those graphs G on the lower convex hull of the set f(R(G); D(G)) : G G max g, this problem can be simpli ed to nding a G that minimizes D(G) + R(G) for some Lagrange multiplier 0 corresponding to the rate constraint. It can be shown that the sequence of graphs G max ; G 1 Unfortunately, unless G max is a tree, dynamic programming cannot be used to nd G . However, it is possible to nd G using a simple iterative method, which will be described in Section 4. This iterative method will also be able to solve the problem of optimally allocating rate between source and channel codes on such graphs.
FEC coding model
In this section we outline our model for channel coding and packetization. We assume that channel coding for each source layer is performed as follows. Each source layer is partitioned into coding blocks having K source packets per coding block. The blocksize K is constant across all source layers and in fact the block boundaries are synchronized across the layers so that K represents the overall coding delay. For example, K = 8 implies a coding delay of 8 seconds, if a group of frames has a duration of 1 second.
For each block of K source packets in a source layer, we assume that N ? K parity packets are produced using a systematic (N; K) Reed-Solomon style erasure correction code. The \codelength" N is determined by the maximum amount of redundancy that will be needed by any receiver to protect the source layer. (N may vary across source layers.) The N ? K parity packets are generated bytewise from the K source packets, using for each byte the generator matrix from a systematic Reed-Solomon style code over the nite Galois eld GF (2 8 Each of the parity packets so generated is placed in its own multicast stream, so that each source layer (at rate 1 packet per GOF) is accompanied by N ? K parity layers, each at rate 1=K packets per GOF, as illustrated in Figure 4 . Thus a receiver now has many layers to which it can subscribe. It can subscribe to any collection of source layers and any collection of parity layers associated with those source layers.
Optimal rate allocation
In this section, we solve the problem of nding the collection of source and parity layers to which the receiver should subscribe in order to minimize its expected reconstruction error, given that the receiver's channel from the sender has a xed packet loss probability and maximum transmission rate.
We assume that all packets transmitted within the time period of a K-GOF code block are lost independently with some probability . Although in the Internet packet losses appears to have a very long term correlation structure 36], over relatively short periods of time (e.g., K GOFs) the packet loss probabilities appear to be approximately independent. Indeed, a common model of packet loss in the Internet is the two-state Gilbert-Elliot hidden Markov model, according to which the channel changes infrequently between`good' and`bad' states, while within each state packet losses are independent and identically distributed. Accordingly, in our system, we assume that the underlying packet loss probability is constant over each code block. It is the responsibility of the receiver to update its estimate of this quantity after each code block, as well as to update its estimate of the available transmission rate. This responsibility is described further in Section 7. Figure 5 depicts the source and parity packets multicast by the sender for every code block. In the gure, L is the number of source layers, K is the number of source packets per code block per layer, and N ? K is the number of parity packets per code block per layer. The packets in the shaded area are those to which a hypothetical receiver subscribes. Let N l be the number of source plus parity packets in layer l to which the receiver subscribes. Then the redundancy l = N l =K is the number of packets per GOF transmitted to the receiver in layer l. 2 Note that l is 0 if the receiver does not subscribe to source layer l; l is 1 if the receiver subscribes to source layer l but does not subscribe to any associated parity layers; and l is 1 + (N l ? K)=K if the receiver subscribes to source layer l and subscribes to N l ? K associated parity layers. The vector = ( 1 ; : : : ; L ) is called the rate allocation. Any given rate allocation induces a total rate and an expected distortion. For a given rate allocation, the total rate, in terms of transmitted packets per GOF, is given by
This is just the total number of packets in a block to which the receiver subscribes (i.e., the number of packets in the shaded area in Figure 5 ) divided by K.
The expected distortion for a given rate allocation is somewhat more complicated to express.
For each source packet k = 1; : : : ; K in layer l to which the receiver subscribes let I (l) k be the indicator random variable that is 1 if and only if the receiver can recover the source packet after channel decoding. Then the probability that the receiver can recover the source packet after channel decoding is given by EI (l) k . Actually this quantity does not depend on k, because by symmetry, the random variables I (l) k , k = 1; : : : ; K, are exchangeable. Hence
where M(N l ; K) is the expected number of source packets that can be recovered after channel decoding with a (N l ; K) code. If the source and channel packet losses are independent with probability , then when N l K, When N l = 0 (i.e., when the receiver does not subscribe to layer l), then M(N l ; K) = 0. Now, the kth source packet in layer l can be decoded if and only if it and all of its ancestors can be recovered 2 The redundancy l is the inverse of the rate K=N l of the (N l ; K) erasure correction code that the receiver will use to recover any missing source packets in layer l. 
k . Otherwise the reduction in reconstruction error is zero. Since this random reduction in reconstruction error is independent of the packet loss process, the expected reduction in reconstruction error is given by 
where
is the residual probability of packet loss after channel decoding.
With expressions (1) and (2) for the rate and expected distortion for any given rate allocation now in hand, we are able to optimize the rate allocation to minimize the expected distortion subject to a rate constraint. By restricting ourselves to solutions on the lower convex hull of the set of rate-distortion pairs f(R( ); D( )g, we can solve the problem by nding the rate allocation that 
The solution to this problem is completely characterized by the set of distortion increments D l (which are determined by the source, source code, and source packetization) and the residual loss probability function ( ) (which is determined by the channel, channel code, and channel packetization). This simpli es the problem of determining the quantities needed for the optimization. However, the minimization itself is complicated by the fact that the expression for the distortion cannot be split into a sum of terms each depending on only a single l , as is usually the case in bit allocation problems. By approximating the Lagrangian, the optimal rate allocation was solved (approximately) by 16, 17] . Quite recently, Chande and Farvardin showed how to solve the problem exactly, using dynamic programming 18]. Here, we solve the problem using an iterative descent algorithm. The advantage to the iterative descent algorithm is that it easily generalizes to the feedback case, which we consider in Section 6. It also easily handles the case where the dependencies between packets are given by a directed acyclic graph. Our iterative approach is based on the method of alternating variables for multivariate minimiza- The factor S l can be regarded as the sensitivity to losing a source packet in layer l, i.e., the amount by which the distortion will increase when a source packet in layer l cannot be recovered, given the current amount of erasure protection on the other layers. Another interpretation of S l is as the partial derivative of (2) with respect to l = ( l ), evaluated at (t) . See 32, 33] . Now, the solution in (4) is simple: set l equal to the redundancy at which the line at slope ? supports the graph of S (t) l ( ), as shown in Figure 6 . This determines the rate allocation (t) and the process is repeated until J( (t) ) converges. Convergence is guaranteed, because J( (t) ) is non-increasing and bounded below. By adjusting , the overall rate constraint can be met.
The resulting rate allocation 1 ; : : : ; L in general will not be equal across layers, because the packet loss sensitivities S 1 ; : : : ; S L in general are not equal across layers. Thus the layers are provided with unequal amounts of protection.
Pseudo-ARQ coding model
Even with unequal error protection, FEC does not achieve the capacity of the packet erasure channel, except in the limit of large blocksizes. ARQ, on the other hand, makes optimal use of the forward channel by transmitting only as many redundant packets as lost packets. In addition, it adapts automatically to the packet loss probability. For these reasons, ARQ is used extensively for data transmission and even for real-time media transmission, such as video-on-demand. But in the broadcast case, ARQ is usually regarded as impractical because of the feedback (negative acknowledgment, NAK, or repeat-request) implosion problem. However, we observe that for broadcast of real-time media, the delay is bounded, so that the number of repeat-requests has to be limited to a nite number. In addition we observe that for very large numbers of receivers, each packet will be lost by at least one receiver. With these observations, it makes sense for the sender to repeatedly retransmit all of the packets all of the time, up to the delay bound.
This leads to the idea of pseudo-ARQ, illustrated in Figure 7 , in which the sender transmits delayed versions of the source to di erent multicast groups. If a receiver loses a packet, it can obtain a repeated packet by joining (and soon leaving) the multicast group to which the delayed version of the source is transmitted. If it loses the repeated packet, then it can obtain a re-repeated packet by joining and leaving the multicast group to which a further delayed version of the source is transmitted, and so on, until the packet is received or the delay bound is reached. To the sender, pseudo-ARQ looks like ordinary multicast, while to the receiver it looks like ordinary ARQ. Thus pseudo-ARQ uses the existing multicast protocols to avoid the problem of the repeat-requests imploding upon the sender or upon other designated retransmitters. The mechanism is completely scalable, to an unlimited number of receivers, with no explicit retransmitters or additional servers.
In pure pseudo-ARQ, the number of delayed versions that must be multicast by the sender is proportional to the delay bound. Because this number can be excessively high, we actually advocate a hybrid of FEC and Pseudo-ARQ techniques, in which the sender delays the parity packets rather than the source packets themselves, so that the \repeated" information is actually parity information. Figure 8 illustrates hybrid FEC/Pseudo-ARQ for one source layer, blocked as before for K = 3 source packets, each block producing N ? K = 3 parity packets, two of which are delayed by one code block into a second \epoch" of parity packets for the block. The coding delay for this system (six) is the blocklength (three) times the number of epochs (two).
Hybridizing FEC with pseudo-ARQ reduces network tra c and multicast router overhead compared to pure pseudo-ARQ. If the receivers have independent losses, they will lose di erent packets in a block. Yet only one retransmitted parity packet will satisfy them all. Figure 9 shows the expected number of retransmitted packets as a function of the number of independent receivers, under 2% packet loss. With a blocksize of eight, even when there are a thousand receivers with independent losses, the expected number of redundant packets transmitted per block by hybrid FEC/Pseudo-ARQ is only about two, whereas with pure pseudo-ARQ, essentially all eight packets are retransmitted when there are only two or three hundred receivers with independent losses. In addition hybrid FEC/Pseudo-ARQ increases the amount of time between retransmission requests (i.e., the minimum time between leaves and joins) from one GOF to K GOFs between requests.
Thus network tra c is reduced and scalability is enhanced, in the hybrid system.
Optimal error control
In hybrid FEC/Pseudo-ARQ, the control process at each receiver for joining and leaving the various multicast groups (as a function of which packets have been received) is stochastic, depending on the packet loss process. Indeed, this stochastic control process can be regarded as a nite horizon Markov decision process.
A Markov decision process with nite horizon W is a W-step stochastic process through a state space in which an action can be taken at each state in a corresponding trellis of length W to in uence the outgoing transition probabilities and thereby maximize an expected reward or minimize an expected cost. The assignment of actions to trellis states is called a policy and the optimal policy, in our context, is the one that minimizes the expected cost D + R of traversing the trellis in W steps starting from a known initial state. state without receiving any source or parity packets. However, if it subscribes to 3 (source) packets, then it can receive 0, 1, 2, or 3 source packets (and 0 parity packets), while if it subscribes to 4 (3 source plus 1 parity) packets, then it can can receive 0, 1, 2, or 3 source packets and 0 or 1 parity packets. In these cases, if it receives a total of three or more packets, then it can reconstruct all three source packets and reach a nal state. Otherwise, if it receives fewer than three packets, then it can subscribe to 0, 1, or 2 parity packets in the second epoch with the associated possible outcomes. Each path through this state space has a cost in terms of D + R and each receiver must determine the optimal policy that minimizes this expected cost.
More generally, let s be the number of source packets received, let c be the number of parity packets received, and let w be the decision epoch. These quantities de ne the state in the trellis of the Markov decision process for a given code block of a given source layer l. Initially, s = c = w = 0. At the beginning of each decision epoch w = 0; : : : ; W ? 1, the receiver may request the server to transmit a packets. In the multicast scenario, the receiver accomplishes this by subscribing to the appropriate number of layers during the decision epoch. The value of a may take on any value in an action alphabet A s;c;w , possibly depending on the trellis state. A policy assigns to each trellis state an action in the appropriate alphabet 38]. We seek the optimal policy l for each layer l that 
Here, = ( 1 ; : : : ; L ) is a \policy allocation," ( l ) is the probability that a particular packet is not recovered in the code block for layer l (after up to W retransmissions) under error control policy l , and R( l ) is the expected number of packets transmitted for the code block under the policy, normalized by the blocklength K. As in Section 4, (5) can be solved by starting with an initial policy allocation (0) and for t = 1; 2; : : :, iteratively minimizing J( (t) ) over component l = l t by choosing is the sensitivity of losing a packet in layer l under the policy allocation (t) . That is, S (t) l is the expected increase in distortion when a packet is not recovered, or equivalently, the expected decrease in distortion when a packet is recovered. In Section 4, the component minimization (6) could be solved simply by exhaustive search. Here, since the number of policies may be quite large, we require a more clever algorithm. Indeed, (6) can be solved by a dynamic programming algorithm, as follows.
For a given code block in a given layer, Let M be the expected number of source packets recovered under policy and let N be the expected number of total (source plus parity) packets transmitted under policy . Then ( ) = (K ? M )=K and R( ) = N =K. Thus, minimizing J( ) = S ( ) + R( ) in (6) is equivalent to minimizing J = ?SM + N : (7) We now minimize the latter.
For each trellis state q = (s; c; w) and next state q 0 = (s 0 ; c 0 ; w 0 ), let P(q 0 jq; a) be the probability of transitioning from q to q 0 given action a. In addition, let M(q 0 jq; a) be the increase in source packets recovered during the transition from q to q 0 given action a. That 
It is simple to see by induction that the policy so de ned satis esJ (q) J (q) for all and q. In particular,J J (0; 0; 0) is less than or equal toJ J (0; 0; 0) for all , and hence minimizes (7) . The optimal policy can be e ciently computed using (8) and (9) .
For completeness, it remains to specify P(q 0 jq; a). We assume that in epoch w = 0, the receiver may request up to K source packets and, additionally, up to n 0 parity packets. In epochs w = 1; : : : ; W ? 1, the receiver may request up to n w parity packets. Thus in epoch 0, q = (0; 0; 0), q 0 = (s 0 ; c 0 ; 1), a = 0; : : : ; K + n 0 , s 0 = 0; : : : ; minfK; ag, and c 0 = 0; : : : ; maxf0; a ? Kg 7 Receiver operation
In this section we comment brie y on the overall receiver operation. As we mentioned in the Introduction, the focus of this paper is error control, rather than congestion control. However, in any real multicast receiver one must have some means of congestion control to determine the allowable rate of transmission to the receiver at any given moment. This constrains the cumulative rate of all the source and parity layers to which the receiver can subscribe. The congestion control algorithm must update its estimate of the allowable transmission rate, as well as its estimate of the packet loss probability , for every block of K GOFs.
Rate control is the problem of maintaining the transmission rate speci ed by the congestion control algorithm. Generally, this is accomplished by adjusting the Lagrange multiplier until the speci ed transmission rate is achieved. Higher will result in a lower transmission rate; lower will result in a higher transmission rate. The Lagrange multiplier for the current group of frames can be determined open loop, by predicting the Lagrange multiplier from the previous transmission history, or it can be determined closed loop, by repeatedly running the optimal error control algorithm until the target transmission rate over a given window is exactly achieved. In either case, the rate control algorithm must update its estimate of the Lagrange multiplier for every block of K GOFs.
The optimal error control algorithm runs for each block of K GOFs, using the current values of and , to determine the layers to which the receiver should subscribe or unsubscribe. Indeed, the algorithm determines, for each block of K GOFs, the optimal subscription/unsubscription policy to follow over the course of W waves of transmission. These W waves overlap in time with waves transmitted for other K-GOF blocks, as illustrated in Figure 11 . Although the waves from di erent blocks overlap in time, from an error control point of view the waves from one block of K GOFs can be treated independently of the waves from another block of K GOFs. The rate control algorithm, however, may try to limit the total number of packets transmitted, within any given window of time, by the waves from all blocks. As a result the rate control algorithm may change signi cantly during the lifetime of the W waves of a block. The error control algorithm must then adapt by recomputing the optimal policy to be followed from the current state in each layer of each block, for the new value of . Ultimately this serves to coordinate the error control across blocks of K GOFs.
Note that the delay between the waves for a block must be large enough to accommodate running the optimization algorithm and joining or leaving the necessary multicast groups in preparation for the next wave. Except for possible e ects due to rate control, the length of this delay between waves does not a ect the distortion-rate performance of the system. However, it does of course a ect the overall delay, which is KW GOFs plus the total of all the delay between waves. Hence, when comparing systems with the same overall delay, the additional delay between waves does indeed impact distortion-rate performance. In the next section we will see that this impact is relatively low.
Results
We now present the results of our analyses and simulations. In this section, unless otherwise noted, we model the channel as having independent 20% packet losses and we model the network as having no delay, jitter, resequencing, or join and leave latencies. We concentrate on a single receiver and do no analysis of aggregate receiver behavior beyond that shown in Figure 9 .
Analysis
For the analyses in this subsection, we model the source as having an operational distortion-rate function D(R) = A2 ?2R for an arbitrary constant A and sequential packetization dependencies.
Thus in this subsection we do no actual source coding, channel coding, or network transmission.
We compare the performance of a number of systems of increasing complexity, all based on Receiver-driven Layered Multicast with multiple source layers. The rst is equivalent to RLM, with no error protection. The second employs equal error protection across source layers, with the level of redundancy determined a priori (for all receivers and all layers, regardless of transmission rate), for blocksize K = 8 and di erent levels of redundancy, N = 8; 11; 14; 17; 20. When N = 8, this is equivalent to RLM with no error protection. The third is our FEC system: unequal error protection with redundancy determined optimally for each layer by each receiver, again for blocksize K = 8. Last is our hybrid FEC/Pseudo-ARQ system, in which the delay is 8 GOFs, as in the previous systems, but the number of epochs W ranges from 1 to 8 (in powers of two) by reducing the blocksize accordingly, so that WK = 8. When W = 1 and K = 8, this is equivalent to our FEC system. Figure 12 shows the signal-to-noise ratio of the end-to-end reconstruction error as a function of the packet transmission rate in packets per GOF. With original RLM, which has no redundancy ((N; K) = (8; 8) ), as the receiver subscribes to more layers its performance saturates, because with high probability there is a loss within the rst few layers (rendering the subsequent layers useless) regardless of the number of layers to which the receiver subscribes. With a xed amount of FEC determined a priori ((N; K) = (11; 8) , (14; 8) , (17; 8) , and (20; 8)), performance still eventually saturates for a similar reason, although at a higher level. Putting a very large amount of redundancy on each layer (e.g., (N; K) = (20; 8) ) and subscribing to only a few layers also penalizes performance somewhat relative to the convex hull (dotted) of the performances of all equal error protection systems. This convex hull can be achieved if the amount of redundancy is matched optimally to the transmission rate, though generally this is not possible in a heterogeneous multicast environment unless the amount of redundancy as well as the transmission rate are receiver-driven. Of course, receiver-driven unequal error protection ((W; K) = (1; 8)) can perform still better than receiverdriven equal error protection, by up to 3 dB. However, when this is combined with Pseudo-ARQ ((W; K) = (2; 4), (4; 2), and (8; 1)), even when the delay is held constant, performance quickly approaches the optimal performance (the operational distortion-rate function evaluated at the channel capacity) as the number of epochs increases. Indeed, the performance of Pseudo-ARQ for W = 8 is indistinguishable from D((1? )R), where (1? )R is the information-theoretic capacity (in packets per GOF) of the channel with transmission rate R and independent packet loss probability .
The dot-dashed line in Figure 12 shows the distortion-rate performance of a system with W = 2 and K = 3. This is the expected performance of a system with two waves of three GOFs each, without rate control, so that the waves can be separated by an arbitrary delay, e.g., a delay of two GOFs between waves for an overall delay of eight GOFs. Compared to the system with W = 2 and K = 4 having the same overall delay, it is clear that there is a performance penalty to be paid for the two-GOF delay between waves. However, this penalty is minor compared to the gains that can be had by using multiple waves. Figure 13 shows the same results as Figure 12 , but for a packet loss probability of 5%. The impact of error control coding in this case is slightly smaller, but still quite sizeable. Figure 14 shows the same results as Figure 12 , but with a large multicast group leave latency. Join latencies in most multicast protocols are quite short | on the order of a round trip time. But leave latencies are still long in most multicast protocols | on the order of seconds | owing to polling that takes place when downstream receivers leave a group. Thus when a receiver wishes to join a multicast group to receive a (pseudo) retransmission, it can subscribe to a multicast group containing the information and quickly obtain the relevant packet. However, when the receiver subsequently wishes to leave the multicast group, it may take several seconds before the stream owing to the receiver is actually shut o . This may be enough time for an unwanted packet, from the next block of K GOFs, to ow through, using up bandwidth that could otherwise be better used. We need to solve the problem of minimizing the distortion subject to a constraint on the actual number of packets transmitted to the receiver, whether they are wanted or not. If each packet intentionally transmitted after the rst wave incurs one additional undesired packet to be transmitted, then the optimal policy can be found using the algorithm of Section 6 by arti cially setting the size of all packets past the rst wave to be twice as large as usual. This will penalize the use of retransmissions. Only when the receiver is missing a particularly important packet will it venture to request a retransmission. The results of this modi cation are shown in Figure 14 . The performance gains of pseudo-ARQ and hybrid FEC/Pseudo-ARQ are reduced, but are still substantial. Moreover, performance still improves with an increasing number of waves, for the same delay.
Simulations
To test the validity of our analytical results, we run simulations of our system on real data transmitted from a server to a client over a simulated network.
As source data we use the standard 25 fps color QCIF (176 144) sequence foreman concatenated with a time-reversed version of itself, to obtain an 600-frame sequence from which we extract the rst 576 frames for testing. We partition the test sequence into 18 GOFs containing 32 frames per GOF, and independently code each GOF using 3D-SPIHT 2] to obtain an embedded bit string for each GOF. We then partition each embedded bit string into sequentially dependent packets containing 1000 bytes per packet. We assign the lth packet from each embedded bit string to the lth source layer. Thus, the duration of a GOF is 32/25=1.28 seconds, while the transmission rate of each source layer is 8000/1.28=6.25 Kbps. We produce up to 32 source layers for a total of up to 200 Kbps for the source. Encoding and packetization are done o line, with the results written into a le. The server reads the le, computes parity packets on-line, and streams all source and parity layers into the network simulator. The server inserts no delay between successive waves of parity information. The network simulator conveys a subset of the layers to the client with zero transmission delay and jitter and 20% independent packet loss. The network simulator allows the client to reliably subscribe to and unsubscribe from the layers with zero join and leave latency. The client recomputes all optimal policies prior to receiving each wave, to ensure that the total number of packets to which the client subscribes during each block of K GOFs never exceeds the rate constraint. Thus the client obeys an absolute rate constraint rather than just an average rate constraint. (However, unused rate from the current block is allowed to carry over to the next.) The client estimates the parameters D l for each layer by starting with a crude initial estimate and averaging over time the actual values from decoded source packets when recoverable. The client recovers as many of the source packets for each GOF as possible, given the received source and parity packets, and writes the recovered packets to a le. Depacketization and decoding of the video sequence are done o line.
We compare ve systems: RLM with no error protection, receiver-driven unequal error protection with no retransmission requests ((W; K)= (1,8) ), and receiver-driven unequal error protection with a varying number of retransmission requests ((W; K) = (2,4), (4, 2) , and (8,1)) such that the delay is xed at eight GOFs. In every wave w = 0; 1; : : : ; W ? 1, the number of parity packet transmitted by the server is set to n w = K. We evaluate each of these systems at four transmission rates: 50, 100, 150, and 200 Kbps. The end-to-end distortion is computed by averaging the distortion over each of the 576 frames of the test sequence, and averaging again over three independent transmission trials (with di erent random packet loss patterns). Figure 15 shows the peak signal to reconstruction noise ratio of each system at each rate. The bottom line representing RLM is 4{9 dB worse than any of the other lines, all of which use protection of some kind. The middle line representing pure FEC performs substantially better. The cluster of lines at the top representing the hybrid approaches provide nearly identical performance and exceed pure FEC by 0.5{1.5 dB, con rming that retransmissions can allow signi cant quality improvements. The fact that the simulations show smaller quality improvements than the analysis could be due to several factors. Undoubtedly, two of these are the use of absolute rate control and a smaller number of parity packets in the simulations.
Finally, a note on computational complexity: the server, network simulator, and client in the simulations run in separate Java threads on the same 366 MHz Pentium II machine. Nominally, the simulations runs in real time. However, for simplicity of programming, the optimal error control equations (8) and (9) are implemented in the client using recursive calls instead of dynamic programming. This e ectively expands the trellis in the Markov decision process into a tree, and explodes the computational complexity exponentially in the number of epochs W. Thus, in the simulations, when W is large (four or more), the real-time simulation must be slowed down by a factor of 16 or 32 to accomodate the policy computation, which is scheduled to run in the second half of the last GOF preceeding each wave. We believe that with careful implementation the policy computation can be made run in real time under most scenarios of interest.
Conclusion
In summary, we have presented a FEC and hybrid FEC/Pseudo-ARQ error control framework for use in receiver-driven layered multicast systems. Pseudo-ARQ uses only existing multicast mechanisms to process the repeat requests and hence is scalable to an unlimited number of receivers without causing repeat request implosions. We also presented algorithms for optimizing each receiver's reconstruction quality at a given transmission rate and packet loss probability. For the hybrid FEC/Pseudo-ARQ scheme, this optimization involves nding the optimal policy for a nite horizon Markov decision process. Analytical results show that on a channel with 20% packet loss, receiver-optimized FEC with moderate delay can gain up to 18 dB over systems without explicit error control and receiver-optimized Pseudo-ARQ can gain up to an additional 13 dB. Simulation results show corresponding gains of up to 9 dB and 1.5 dB.
As astoundingly high as these gains are, they can be had for free, without the delay and processing load introduced by application-level error control mechanisms, if the routers simply dropped packets in order of priority. Thus our work quantitatively justi es the implementation of network protocols that support prioritized routing, such as relative di erentiated services using a proportional loss model 39] . Indeed, our application-level error control essentially creates di erent qualities of service for transmission of di erent source layers. Each quality of service provides a packet loss rate ( ) at the cost of transmitted packets per source packet. Our error control algorithms determine how best to use the available budget to transmit multimedia signals using di erent qualities of service, in order to reconstruct the signal at the receiver with the highest quality. In this sense, our error control algorithms quantify the gains possible with di erentiated services, as well as prescribe the optimal use of these services. We leave this aspect of our algorithms to future publications.
