ABSTRACT The use of a graphics processing unit (GPU) together with a CPU, referred as GPU-accelerated computing, to accelerate tasks that requires extensive computations has been the trends for last a few years in high performance computing. In this paper, we propose a new paradigm of GPU-accelerated method to parallelize extraction of a set of features based on the gray-level co-occurrence matrix (GLCM), which may be the most widely, used method. The method is evaluated on various GPU devices and compared with its serial counterpart implemented and optimized in both Matlab and C on a single machine. A series of experimental tests focused on magnetic resonance (MR) brain images demonstrate that the proposed method is very efficient and superior to its serial counterpart, as it could achieve more than 25-105 folds of speedup for single precision and more than 15-85 folds of speedup for double precision on Geforce GTX 1080 along different size of ROIs.
I. INTRODUCTION
Textural analysis plays an important role in image processing. The analysis procedure provides meaningful information to various tasks of image recognition, particularly for medical images nowadays, like in the segmentation of specific anatomical structures, the detection of lesions, and the differentiation between pathological and healthy tissues in different organs [1] . Furthermore, with the increase in accuracy and prompt response in recognition, computer-aided diagnosis systems exhibits great potential as a complementary means for diagnosis [2] , especially for areas with limited number of doctors. Therefore texture analysis used in different image processing techniques has gained increasing attention. A typical pipeline of texture analysis consists of region segmentation, feature extraction, and classification. The performance of the analysis relies on the accuracy of the classification, which eventually and greatly depends on the quality of feature extraction, which, in turn, is quite specific to the image in consideration and is computational extensive and time consuming. In this paper, we are mainly focused on accelerating the extraction of features from the magnetic resonance (MR) brain images by using a graphics processing unit (GPU). MRI has been an essential diagnostic technique for years in routine clinical practice or scientific research [3] due to its powerful, flexible, and non-invasive imaging characteristics [4] . In general, feature extraction methods [5] are categorized as follows: (1) structural methods, (2) statistical methods, (3) model-based methods; and (4) transform-based methods. Arguably, statistical methods may be the most suitable for characterizing tissues that have random, non-homogeneous structures [6] , such as brain tissues, whose MR images show no apparent regularities. In addition, statistical textural features achieve better discrimination with same classifiers by far less number of relevant but distinguishable features in comparison to other methods of structural approach or wavelet transformation [1] , [7] . The most widely used statistical textural features are based on the Gray-Level Co-occurrence Matrix (GLCM) introduced by Haralick et al. [8] . The problem with statistical textural features is the extensive computational cost while calculating a set of features for each region of interest (ROI), which slides over a high-resolution image. In addition, hundreds of MR images commonly record a series of slices of merely one patient's brain, which makes the work laborious.
Traditional ways of implementation with a central processing unit (CPU) only can no longer meet the challenge today between the explosive increase in data (in both quantity and quality) and the needs of prompt response. Fortunately, the world is heading parallel [9] . Accelerators, such as GPU and FPGA, are widely used in many domains, such as Computational Finance, Climate, Data Science, Bioinformatics, Media and Entertainment, etc. Medical image processing makes no difference. Early in 2004, Tahir et al. [10] proposed the use of FPGAs to accelerate the computation of GLCM and Haralick texture features. They first divided the image into sub regions, and for each region, they simultaneously computed the GLCMs for combinations of four distances and four angles. Based on the GLCM, each processing unit calculates the Haralick texture features in parallel. The approximate speedup of GLCM generation is 4.75, and that of feature computation is 7.3. Markus et al. [11] proposed the use of a GPU to simultaneously compute GLCMs and extract features for multiple microscopic images of biological cells in 2008. For the GLCM, they reformed the co-matrix to a smaller packed one to save storage and avoid useless computation; in feature extraction, they designed an optimized sequence order of computation based on the dependencies among features. Equipped with these techniques, a speedup of 19 times was achieved in the best scenario.
In this paper, instead of computing a single GLCM for an entire image similar to above-mentioned studies, we suggest a new paradigm of parallel method to generate GLCM and extract features based on it for many small overlapping ROIs that cover an image. A closer look into the problem reveals that the computations of matrices and features of the underlying ROIs are not only completely independent from each other but also similar among them, which generally means that there is a lot parallelism to exploit. The paradigm of acceleration makes a one-to-one mapping between threads and ROIs, so that one thread takes care of one ROI.
The rest of the paper is organized as follows. In section II, we concisely present the essential foundations of GPU-accelerated computing, including the hardware, namely, GPU and the Compute Unified Device Architecture (CUDA). In section III, we recall the definition of GLCM with a set of 11 extracted features. The main idea of our acceleration methods is presented in section IV. Details of the paradigm are discussed in section V. In section VI, we present and discuss the results obtained from a series of experiments on three GPU devices. Finally, section VII presents our conclusions and the possible ways for improving the acceleration performance in future works.
II. GPU AND CUDA
As the performance increase in CPU has slowed down since 2003 mainly due to energy consumption and heat dissipation issues, trends in processor development has shifted toward increasing the number of cores, resulting in concurrency revolution [12] . GPUs have become a highly parallel programmable processor along with the release of Open Computing Language (OpenCL) and CUDA, which were established by APPLE Inc. and NVIDIA Corporation, respectively. The performance and potential of GPUs have made them a powerful engine for computationally demanding applications [13] . In this paper, we are particularly interested in accelerating GLCM generation and feature extraction by a one-to-one mapping paradigm with CUDA C. Thus, a general introduction to NVIDIA's GPU and CUDA is presented here.
A. GPU
A typical GPU has many cores integrated on a single chip; for example, the latest generation of GPU with Pascal architecture contains 2560 cores. The CUDA cores are streaming processors (SP), which are grouped into a streaming Multiprocessor (SM), the basic unit that can run different instructions in parallel. SPs within each SM may launch a thread concurrently to execute the same instruction but work on different parts of data. This paradigm is referred to as single instruction multiple thread (SIMT) model, which eventually leads the GPU to run in a single instruction multiple data (SIMD) manner. A CUDA-enabled GPU device usually has a hierarchical organization of six different memory levels, namely, register memory, shared memory/L1 cache, local memory, constant memory/texture memory, and global memory. To fully exploit the computational power of a GPU device, appropriate levels of memory should be combined in practice. Detailed consideration will be discussed in subsection V-B.1.
B. CUDA
''CUDA is a data parallel programming model that supports some key abstractions -thread blocks, hierarchical memory, and barrier synchronization -for writing applications.'' as described in [14] . A typical CUDA program has two parts, namely, the host part code that runs serially on CPU and the device part code that runs in parallel on GPU. The device part code is generally organized into several kernels, which are launched one by one. Data transfer between CPU and GPU occurs normally among kernels. Parallelism occurs in each kernel, which is actually run simultaneously by many threads on the GPU. These threads are organized into a hierarchical abstraction as grid, blocks, and a single thread. A grid is a set of blocks, and each block is composed of threads. Both grid and blocks can be of one, two, or three dimensions. Furthermore, a correspondence mapping exists between the abstraction and GPU device. The whole grid conceptually runs on a GPU, and thread blocks are automatically dispatched to available SMs. A single thread is eventually executed by a SP. This CUDA model has been proven effective for many applications in various domains, including medical image processing. As an example of the paradigm, in this paper, we will use CUDA C, an extension to C, to implement a program from scratch for generating GLCM and extracting features. VOLUME 5, 2017 
III. TEXTURAL FEATURES AND GLCM
Texture refers to visual appearances that can be quite easily perceived by humans. This feature provides information about the spatial arrangement of the colors or intensities in an image. In medical images, texture is used in diagnosis of diseases because a lesion part usually exhibits a textural change compared to the normal parts [1] . However, enabling computers to precisely determine these changes remains challenging. Texture analysis is then proposed to overcome the problem by finding the underlying characteristics of textures, which can estimate image properties and are also called as features. In statistical texture analysis, features are computed from the histogram of the combinations of pixels' intensities. Rather than representing the actual structure of the texture, these features provide non-deterministic information that would reflect the distributions and relationships among pixel intensities in an image. Changes manifested by estimating these characteristics usually indicate alternation in tissue appearance. In this section, we recall the GLCM and features extracted from it for completeness.
A. GLCM
The GLCM measures the spatial relationships between pixels and is used in computing second-order statistics. In 1973, Haralick et al. [8] proposed GLCM and defined 14 statistical features by using it. Since then, GLCM is the most widely used tool for extracting second-order statistical texture features, see applications in [15] .
A GLCM is a N × N matrix, noted as P, whose dimension N is the number of gray levels for an image. The (i, j)-th entry P(i, j | x, y) records the relative frequency of the occurrences of pixel pairs that are separated by an orientation, noted as ( x, y), within a given ROI; the intensity of the first pixel element is i, and that of the second is j. For example, if the orientation is fixed to ( x, y), then total R pairs can be pulled out from a given ROI of dimensions I × J , where
Setting Q(i, j | x, y) as the number of occurrence of pairs, whose pixels are of intensity i and j, respectively, then we have
Four orientations, namely (1, 0),
• respectively, are commonly used in practice. Two examples for each orientation are shown in the right part of Fig. 3 , there are two examples for each orientation. Notice that we usually adopt the convention for an image that a positive x refers to the horizontal direction left-to-right and a positive y means vertical direction up-to-down. In the following text, we will omit the orientation to abbreviate P(i, j | x, y) as P(i, j), similar to Q(i, j) whenever the orientation is clear in context.
B. TEXTURAL FEATURES
Haralick et al. [8] extracted 14 features based on the GLCM. We choose 11 features among them as follows: angular second moment or energy that measures the homogeneity of an image; autocorrelation that measures the liner dependencies of gray levels in the image; dissimilarity which places relatively high weights on the pairs with elements that differ from one another; entropy measures the disorder of pairs in the image; inverse difference moment or local homogeneity indicates whether the intensity values are clustered locally; variance measures the dispersion of the relative frequencies of a pair; sum average determines the average value of the sum of the pixel intensities of a pair; sum variance measures the deviation of the sum of the pixel intensities of a pair from the average; sum entropy measures the entropy of the sum of the pixel intensities of a pair; difference variance that is analogous to the feature sum variance but uses the absolute difference between pixels of a pair; difference entropy that is analogous to the feature sum entropy for different pixel intensities of a pair. These features were used to illustrate and validate the paradigm of GPU-accelerated parallel approach for accelerating the matrix generation and feature extraction processes. We also list the formulas for each selected feature in Table 1 . Here µ Q = R · µ with µ the average of P(i, j) and
P(i, j)
Readers may refer to [8] , [16] for the exact definitions of these features.
Given that the occurrence numbers of pairs are encoded into the GLCM, see equation (4), repeatedly normalizing them by dividing the total number of non-zero entries for computing features each time is tedious. Furthermore, division is generally expensive as it requires more cycles compared with simple instructions, such as addition or multiplication. Hence, we transform the formulas into a form that is mathematically equivalent but requires only one or two divisions at the end, as shown after the second equality. In the meantime, most type conversions are avoided, and integer computations, instead of floating-point computations, are conducted. These principles are universal, and techniques developed in this process can be easily adapted to other second-order statistical features based on the GLCM.
IV. MAIN IDEA OF THE PARALLEL ACCELERATION METHODS
To determine the presence of a lesion area in the MR brain image, the analyst must sequentially choose an appropriate size of ROI and move it from left-to-right column by column, top to bottom, and row by row to first generate matrices and then calculate features for the underlying ROI. However, in parallel, computation for all ROIs may occur concurrently. A closer observation on the process of matrix generation and feature extraction indicates that computations for the underlying ROI are completely independent of one another. Furthermore, these computations all follow exactly the same logical path of calculation for a given feature, which makes the problem a perfect match for GPU-accelerated computing. We would first divide the whole image into many overlapping ROIs. The main idea of the paradigm of parallelization is shown in Figure 1 . In this paradigm, one thread takes care of one ROI; it generates the matrix and extracts features as if it is all alone, and the ROI is the whole image. This part of computation will be serial, but the number of threads will be sufficient to fully exploit the parallelism because the image is usually large while the ROI is small.
However, this part is very specific to matrix and features. Only one thread computes for each ROI, hence probably no general parallel primitives may attain high performance. Therefore, we implemented this part with CUDA C from scratch. The following section explains the paradigm in details.
V. THE PARADIGM FOR GLCM GENERATION AND FEATURES EXTRACTION A. SERIAL COUNTERPART
A serial approach for each ROI involves two main steps. First, a GLCM must be generated for each orientation; second, all needed features based on the GLCM are computed.
A concise algorithm for GLCM generation is listed in Algorithm 1, features computation from the compacted GLCM is simple, (refer to III-A for their formulas).
B. GPU-ACCELERATED PARALLELIZATION
Our proposed approach for the parallel paradigm mainly consists of three steps. The whole procedure is illustrated in Fig. 2 . The following text is a description of the three steps. Suppose that the input MR brain image is of size H × W , then • Step 1: for each orientation ( x, y), all pixel pairs in the image are combined into a single integer, as shown in (4) with occurrence number being one for each, and stored in an array of size
This step may seem redundant but is actually a valuable technique for saving storage, reducing memory access, and invoking more threads in a thread block. In this step, combined pairs are calculated prior to divide the image by ROIs. Calculation is conducted only once for each pair in the image, otherwise, interior pairs would have to be calculated R times, which is quite a waste of time and computation.
• Step 2: blocks of combined pairs of the same intensities are loaded back by thread blocks, one for each block. The sizes of the blocks are carefully calculated so that each thread would be able to construct a meta array for storing the complete combined pairs of pixel intensities of the ROI. The GLCM for that ROI can easily be constructed by a series of simple comparison and summation operations.
• Step 3: each thread has a complete GLCM for each ROI; features can be calculated one by one in a serial manner, but each of them is carried out in parallel for all ROIs. According to [17] we will use small overlapped ROIs of 4 × 4 to 9 × 9 pixels to thoroughly scan a MR brain image, which typically utilize 256 gray levels or even more. We will obtain a really sparse GLCM for each ROI, containing at most only 0.1% non-zeros entries. Storing the entire matrix will waste a lot of space and time. Given that fast memory on GPU is a precious resource, the storage size should be reduced so that we can launch more threads simultaneously to accelerate the computation. Techniques, such as packed matrix employed in the work of Markus et al. [11] are insufficient for our case. Thus, we propose to store only non-zero entries with its row and column indices as formula (4) suggests in an array. We call this array as the meta GLCM array.
In this method, data, including row index, column index, and occurrence of a certain pair, which can be retrieved when needed, are combined in a single integer and stored as one element in the array. However, this design is actually a compromise between direct access to necessary information and less storage to enable more parallelism. Therefore, fast instructions, such as shift ( ), bit and (&), for retrieving information are implemented to compensate the extra computation cost.
Another major reason related to the memory hierarchy of a GPU for this design is explained in the following subsection.
1) MEMORY CONSIDERATION
A CUDA-enabled GPU device usually has a hierarchical organization of six different memory levels, namely, registers, shared memory/L1 cache, local memory, constant for y in four y orientations do 8: k ← 0; 9: Calculate x min , x max and y min , y max according to x and y; 10: for i = y min to y max do 11: for j = x min to x max do 12: i = i + x; memory/texture memory/L2 cache, and global memory. In the memory hierarchy, all the threads of a grid can access data in global memory. Global memory is the main memory for the GPU, and the contents are persistent across kernels. Although this memory level is faster than the main memory for a CPU, accessing it still requires hundreds of cycles, producing considerable latencies. One way to overcome the problem is to use many concurrent threads because they help hide the latencies. Some threads may always be scheduled to work, while other threads are waiting for data. However, the number of threads that should be used mainly depends on the problem size. For other level of memories, constant memory and texture memory are unique to GPU. Data on these memories can be aggressively cached on dedicated caches for improving performance because they are both read-only memories. Local memory is private to threads and is generally used to store static arrays; however, it is located as far as the global memory, thus accessing it is as slow as accessing global memory. Registers are the fastest kind of memory, but they are limited in number and unsuitable for array-like data. Other two layers of memory are L2 and L1 caches, which are used to cache frequently accessed data to reduce latencies. However, programmers generally have no control over caches. Thus, GPU provides a special memory, called shared memory, of the same level of L1 cache, mainly used for performance optimization. This type of memory is onchip, as fast as L1 cache, programmable, and shared by all threads within a thread block; hence, shared memory should be utilized whenever possible. However, shared memory is persistent only within each kernel, and its size is quite limited, typically of 48 KBytes for each SM. Therefore, utilization of shared memory may sometimes be conflicting with other benefits, especially concurrent launching of a number of threads. Our proposed method is especially optimized for small ROIs as each thread only demands a little space in shared memory for constructing a GLCM so that each block still consists of sufficient threads to fully occupy the device.
After obtaining GLCMs for all ROIs, each thread would do exactly the same as the serial counterpart; thus, the interesting part actually occurs in the first two steps in computing the combined pairs and constructing the GLCMs. Details for the first two steps are discussed considering the memory aspect in the two following subsections.
a: COMPUTING THE COMBINED PAIRS
A naive implementation of parallelization from the very beginning for each ROI would be inefficient but may still be faster than the serial counterpart. This process would be better to divide the whole image into several larger blocks, as shown in the left part of Fig. 3 . Each block contains multiple ROIs to enhance the performance.
Therefore, in the first step, the input image is decomposed into several overlapping blocks, which are referred to as image blocks. Each of these blocks will be first loaded into the shared memory of a thread block. Let us divide an image block into the following four parts as shown in the middle part of Fig. 3 , the top-left one (I), the top-right one (II), the bottomleft one (III), and the right-bottom corner one (IV), which are of size blockDim.x × blockDim.y, blockDim.y × max | x|, max | y| × blockDim.x, max | y| × max | x|, respectively. Blocks located on boundaries (not shown in the figure) will have different shapes in general because of insufficient pixels to make up a complete block; thus, a thread block will contain idle threads in handling this part of image, and an appropriate block size should be chosen to minimize the number of idle threads. Thread blocks are slightly smaller than image blocks by parts II, III, and IV. These overlapping parts are needed in order not to leave out any possible pixel pairs in the image. By this design, each thread will be dispatched to combine exactly one pixel pair that resides completely inside the image blocks for all orientations. Notice that each interior pixel in an image block will be accessed twice the number of orientations (see the right part of Fig. 3) . Thus, we have actually reduced as much times of bandwidth by loading them first into the shared memory. After finishing all computations, the combined pairs are copied from shared memory back to global memory in a Firstly the pair's block is loaded to shared memory as shown in the third grid, elements are put directly to the right places, then each thread fills in a row by finding needed data in other rows. By this way the shared memory is completed column by column. At last occurrences of same pair of pixel intensities within a row are accumulated into one entry, resulting final GLCMs of different lengths as can be seen in the last grid.
coalesced manner. The input image can then be ignored, and memory occupied by it may even be released if necessary.
b: CONSTRUCTING THE GLCMs
The generated combined pairs array may be regard as a new ''image'' of dimension (3) (see the second column in Fig. 2) . A correspondence exists between an ROI and the group of pairs in that ROI because these pairs are grouped in a similar form as ROI in the new ''image'', hereafter referred to them as pair's ROI, and its dimension is given in Equation (1). Similar to ROIs, pair's ROIs heavily overlap. Most combined pairs may belong to as many as R pair's ROIs. We need to collect all combined pairs in an ROI for constructing its GLCM with all ROIs in parallel; the bigger the ROI is, the larger the number of accesses must be made to the same combined pair. Global memory is already slow, and small ROI accesses its combined pairs strided in memory, resulting in a much slower transfer. However, R integers requires only a little space (4R Bytes) for small ROIs, for example, R = 48, then an original ROI could be as large as 7 × 7, an SM could still accommodate a thread block of 256 threads. All of these considerations mentioned above calls for shared memory, so each thread block will book 4R×T bytes of space in its shared memory, where T is the number of threads in a thread block. Each thread is responsible for 4R bytes and will be used to hold all combined pairs in an ROI. We shall refer to them as meta GLCM array. Construction of the GLCMs will be completed in three stages, as shown by the last three grids in Fig. 4 within this step. First, the blocks of combined pairs must be loaded into the shared memory of each thread block. However, we would not like to access each combined pair more than once. In this stage, elements are written directly to its ''right'' place in shared memory, shown in the third grid in Fig. 4 , where each row represents a meta GLCM array. In the second stage, each thread is going to fill in the meta GLCM array by reading data that already exist in other meta GLCM arrays. The shared memory will be filled column by column, and no thread divergence happens and no access is needed to the global memory. In the third stage, each thread would construct a GLCM based on the meta array by a series of simple, in-place comparisons, and accumulations. Notice that a GLCM needs at most as much space as a meta array for storing the occurrence of combined pairs in an ROI. The same array for storing meta data is then reused for the generated GLCM to economize space. Furthermore, the meta information is never lost in the technique of combining pixels' intensities and occurrence and can be simply restored by setting the occurrence to 1 for each entry. Thus, we may remanipulate the meta array to construct other statistics related to GLCM as needed. In addition, in the following step of extracting features, the usage of shared memory is of a great advantage because multiple features should be extracted from the underlying GLCM and each entry of the GLCM will be accessed at least as many times as the number of features.
We can conclude and emphasize why we would like to combine pixel pairs and occurrence into a single integer and extract information out of it when needed. Pairs and occurrence require triple space, and storing them in shared memory would cut two thirds of threads per block that we could have launched. Nonetheless, we shall point out that this scheme may eventually limit the computational power of GPU when the ROI size increases as the shared memory is quite limited; then, we must seek for other strategies for better acceleration performance.
VI. EXPERIMENTS AND DISCUSSION
In this section, we conducted a series of experiments to test the proposed GPU-based acceleration method on generating GLCM and extracting features from a MR brain image.
A. DATA RESOURCE AND CONFIGURATION
Test images were randomly chosen form the publicly available Simulated Brain Database of the McConnell Brain Imaging Centre at McGill University [18] . The database contains a set of realistic MRI data volumes, which were produced by an MRI simulator [19] by using three pulse sequences, to obtain T1-, T2-, and proton-density (PD)-weighted MR images. A typical MR brain image contains heterogeneous information. We first removed the skull from the images in Matlab, leaving only the region of brain tissue in order to remove irrelevant information and obtain an input image with size of 181 × 217 and 256 gray levels; each pixel has a gray value ranging from 0 to 255. T1, T2, and PD input images are shown in Figs. 5a, 6a, and 7a, respectively. 
B. ENVIRONMENT
Experiments were carried out on a computer of operating system Ubuntu 14.04. 
C. RESULTS AND DISCUSSION
In this section, results are reported in several aspects, such as feature images, evolution of execution and computation time along ROI size, and speedup for single or double precisions.
1) FEATURE IMAGES
Input MR brain images are stored and processed as an array of gray-level number, and inversely output arrays of 11 features can be appreciated as gray images.
By plotting the features as images of size (H − I + 1) × (W − J + 1), we may directly perceive the statistical alternation of texture. Comparing them to the input image is VOLUME 5, 2017 
2) RESULTS FOR THE ACCELERATION OF GLCM GENERATION AND FEATURES EXTRACTION
In this section, we are particularly interested in the evolution of execution and computation times along ROI size. For total execution time, we count the total time for completing feature extractions, including allocating memory (for both CPU and GPU versions), transferring data between CPU and GPU (for GPU version only), preparing parameters for invoking functions (for CPU version) or kernels (for GPU version), and releasing resources (for both CPU and GPU versions). For computation time, we only count the time for computing the combined pair's arrays and for launching functions or kernels to extract features. With these times of sequential program on CPU and parallel program on GPU, speedup can be calculated.
The exact timing and speedup for ROIs of size 4 × 4 are reported in Tables 3 and 4 (speedup relative to the total execution time versus Matlab is about 20 million-fold, thus omitted in the following discussion).
Both CPU and GPU, particularly the latter, works much better with single precision than with double precision. This finding is reasonable because of several floating-point computations in extracting features. However, the trends and relative relation are the same for single and double precision in terms of the speedup of execution time and computation time with different input images. Thus, we take the PD sequence image case for single precision on GPU device GTX 1080 as an example for a deeper analysis. The speedup for the total execution time attains about 29-fold much, while the speedup for the total computation time achieves as high as 196-fold. The calculation of ratio from the total computation time to the total execution time would reveal the reason behind such a big gap.
The computation time accounts for more than 99% in the sequential case and less than 14% in the parallel counterpart. This finding means that even in the ideal scenario, namely, computation costs no time, the speedup would never exceed 30-fold. The bottleneck lies now in allocating memory and transferring data between CPU and GPU for the parallel version program.
Detailed computation times are separately listed in Tables 5 and 6 for double and single precision, respectively. Single precision outperforms double precision for all feature extraction processes. However, with regard to the task of combining pairs, speedups are almost the same for both precisions simply because of lack of floating-point computation in combining pairs. In the best scenario with GTX 1080, the speedup for feature extraction of four orientations all attain almost about 200-fold. However, the performance for the part of combining pairs does not quite match as expected.
This finding may be due to three factors. First, the CPU version program is very well optimized, and data accesses are very well cached as they are regular. Second, in the GPU version program, loading the overlapped regions into shared memory drags the performance of GPU because few threads are active. Moreover, the worst case of non-coalescing global memory access occurs. Thus, we need extra computations for calculating the correct indices to perform pair combination. 
FIGURE 8. Evolution of computation time (double).
Third, the compute to global memory access (CGMA) ratio is low because the input data may not be sufficiently large; hence, the task may not magnify the power of GPU very well. This finding is also supported by the following observation. Although both CPU and GPU version programs take less time to compute features of orientation 45 • and 135 • , (Tables 5 and 6 respectively), the advantage of employing GPU is more obvious when there is more work to do. The speedup for 0 • and 90 • are slightly higher than that for 45 • and 135 • because the size of pair's ROI (=12) for the former, is slightly bigger than those of the latter (=9).
According to the data, acceleration shows insensitivity to the type of input image, regardless if it is T1, T2 or PD, and the results are close to one another. Hence, we will only show the results for T1 MR brain images in the following text.
Figs. 9 and 11 show the evolution of execution time along the size of ROI for double and single precision, respectively. Fig. 8 and Fig. 10 show the same evolution for the computation time. The evolution is similar between the total execution time and total computation time for the CPU version program. This finding is understandable considering that that they are more than 99% alike, as shown in Tables 3 and 4 . Besides, the trajectory grows almost logarithmically, which can be verified with an approximate calculation. Suppose that the ROI is of size l, then there are O(l 2 ) elements. When we use quick sort to construct GLCM from meta data for an ROI, average time O(l 2 log(l 2 )) will be consumed to complete the task. For each feature, the extraction time needed is linearly related to the number of non-zero entries in the GLCM; hence, it would be O(l 2 ). In total, the evolution will need asymptotically O(l 2 log(l 2 )) time. Now, if we take the logarithm of it as we did in the figures, then we obtain O(log(l)), which coincides with the observation.
On the other hand, we can see that the evolution of total execution time of the GPU version program increases rapidly due to the fast growth of total computation time, considering that the execution time remains quite the same. The fast growth of time could be due to two reasons. First, we use a naive algorithm of complexity O(n 2 ) to construct the GLCM, where n ≈ l 2 , as it works better and is simpler to implement than a sorting based algorithms when l is really small. Second, as noted at the end of section V-B.1.b, when ROIs increases, few threads can be launched in one single thread block, leading to the drop of the GPU performance.
Figs. 12 and 14 even reveal that the transition of the ROIs size from 4 to 5 loses the largest percentage of threads in a thread block. This finding can be confirmed by a simple calculation. However, before this growth of time catches up the growth of sequential counterpart, both speedup for the computation time and execution time first increase then decrease when the ROI size reaches 7. Figs. 12 and 14 show that the maximum speedup attains almost 160-fold for double precision and 230-fold for single precision. More interesting is the speedup for execution time because it measures the general performance. Figs. 13 and 15 illustrate that in the best scenario, the speedup is around 86-fold for double precision and is nearly 110-fold for single precision. Quite accidentally, the peak performance occurs when the computation time weighs around the half of the execution time.
VII. CONCLUSION
In this paper, we propose a new GPU-based acceleration method to extract second-order statistical features from an MR brain image based on GLCM. Multiple experiments confirmed that the proposed method is very efficient in accelerating feature extractions when the ROI size is relatively small. We achieved a speedup range of 26-fold to 103-fold for total execution time and of 101-fold to 235-fold for total computation time with single precision and of 15-fold to 86-fold for total execution time and of 90-fold to 160-fold for total computation time with double precision on Geforce GTX 1080. This finding is already quite impressive. To further enhance the performance within the framework, future works may consider zero copy memory, multiple streams to reduce data transfer time, employ texture memory to simplify step 2 and avoid non-coalescing memory access (which, in the meantime, increases occupancy while loading the overlapped part), and apply a better algorithm like in-place merge sort to construct the GLCM for each thread.
