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Abstract
We study several extremal problems in graph labelling and in weak diameter of digraphs.
In Chapter 2 we apply the Discharging Method to prove the 1, 2, 3-Conjecture [41] and the
1, 2-Conjecture [48] for graphs with maximum average degree less than 83 . Stronger results on
these conjectures have been proved, but this is the first application of discharging to them,
and the structure theorems and reducibility results are of independent interest. Chapter 2
is based on joint work with D. Cranston and D. West that appears in [17].
In Chapter 3 we focus on digraphs. The weak distance between two vertices x and y in a
digraph G is the length of the shortest directed path from x to y or from y to x. We define
the weak diameter of a digraph to be the maximum directed distance among all pairs of
vertices of the digraph. For a fixed integer D, we determine the minimum number of edges
in a digraph with weak diameter at least D, when D = 2, or when the number of vertices of
the digraph is very large or small with respect to D. Chapter 3 is based on joint work with
Z. Fu¨redi that appears in [26].
In Chapter 4 using Ramsey graphs, we determine the minimum clique size an n-vertex
graph with chromatic number χ can have if χ ≥ (n+3)/2. For integers n and t, we determine
the maximum number of colors in an edge-coloring of a complete graph Kn that does not
have t edge-disjoint rainbow spanning trees of Kn. For integers t and n, we also determine
the maximum number of colors in an edge-coloring of Kn that does not have any rainbow
spanning subgraph with diameter t. Chapter 4 is based on three papers, the first is joint
work with C. B´ıro and Z. Fu¨redi [11] and the other two are joint work with D. West [36, 37].
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Chapter 1
Introduction
Many problems in the real world involve binary relations and can be modeled using graphs.
Such problems can be attacked using computations on graphs. Extremal problems in graph
theory can provide bounds on how quickly these problems can be solved. In extremal prob-
lems in graph theory, usually extremal graphs or extremal graph parameters are of interest.
Such problems occur for example in the areas of graph Ramsey theory and graph coloring.
In this thesis we study several problems in extremal graph theory. In Chapter 2 we
focus on graph coloring. We prove that the 1, 2, 3-Conjecture and the 1, 2-Conjecture hold
for sparse graphs. In Chapter 3 we work on digraphs. For integers n and D, we give the
minimum number of edges an n-vertex digraph with weak diameter at most D can have
when n is small or n is larger than the weak diameter. Chapter 4 explores three problems.
The first problem regards finding the minimum possible clique number among graphs with
fixed number of vertices and fixed chromatic number when the chromatic number is large
with respect to the number of vertices. The remaining two problems of Chapter 4 explores
Anti-Ramsey problems for spanning trees and for graphs with specified diameter.
In the first three sections of this chapter we review the materials that are covered in
Chapters 2,3, and 4. Background and terminology about graphs is given in Section 4.
1
1.1 Proper Weighting and Proper Total Weighting
Variations on coloring problems in graph theory have involved many ways of generating
vertex colorings. Without restrictions, the minimum number of distinct colors needed to
label the vertices of G so that adjacent vertices have different colors is the chromatic number
χ(G). We consider restricted colorings produced from weights on the edges and vertices.
The maximum average degree of G, denoted Mad(G), is the largest average degree of a
subgraph of G: thus Mad(G) = maxH⊆G
2|E(H)|
|V (H)| .
An S-weighting of a graph G is a map w : E(G) → S. A total S-weighting is a map
w : E(G) ∪ V (G)→ S. Given a weighting w, let φw(v) =
∑
e∈ΓG(v) w(e). When w is a total
weighting, let φw(v) = w(v)+φw(v). That is, each vertex is assigned the total of the weights
it “sees”. A weighting or total weighting w is proper if φw is a proper coloring of G. We
seek proper S-weightings or total S-weightings with S being a small set of positive integers.
In Chapter 2 we focus on the following conjectures:
Conjecture 1.1.1 (1, 2, 3-Conjecture; Karo´nski–#Luczak–Thomason [41]). Every graph with-
out isolated edges has a proper {1, 2, 3}-weighting.
Conjecture 1.1.2 (1, 2-Conjecture; Przyby#lo–Woz´niak [48]). Every graph has a proper total
{1, 2}-weighting.
Many partial results are known toward these conjectures. Addario-Berry, Dalal, Mc-
Diarmid, Reed, and Thomason [1] showed that every graph without isolated edges has a
proper {1, . . . , 30}-weighting. Kalkowski, Karo´nski, and Pfender [39] improved the guaran-
tee to a proper {1, . . . , 5}-weighting. Przyby#lo and Woz´niak [48] proved the 1, 2-Conjecture
for complete graphs and for graphs with chromatic number at most 3. Karo´nski, #Luczak, and
Thomason [41] proved the 1, 2, 3-Conjecture for 3-colorable graphs. Kalkowski [42] proved
that every graph has a proper total weighting with vertex weights in {1, 2} and edge weights
in {1, 2, 3}.
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These conjectures are in general still open. Conjecture 1.1.1 is proved for complete
graphs, complete bipartite graphs, trees other than K2 [7], and 3-colorable graphs [41].
Conjecture 1.1.2 is proved for trees, complete graphs, all complements of linear forests [58],
and 3-colorable graphs [48]. These results except for the two results for 3-colorable graphs
are done by applying a tool named “Combinatorial Nullstellensatz”. The two results for
3-colorable graphs use other techniques.
In Chapter 2 we use another technique, the discharging method, to prove Conjectures 1.1.1
and 1.1.2 for any graph G such that Mad(G) < 8/3. Stronger results on these conjectures
have been proved (the conjectures have been proved for 3-colorable graphs), but this is the
first application of discharging to them, and the structure theorems and reducibility results
are of independent interest. We use discharging to obtain a family of structures such that
when Mad(G) < 8/3, the graph G must contain a member of the family. We then show
that a minimal counterexample to the desired theorems cannot contain any of the specified
structures. Together, these results imply that there is no minimal counterexample, and the
theorems hold.
Chapter 2 is based on joint work with D. Cranston and D. West that appears in [17].
1.2 Maximum Number of Edges in Digraphs With
Specified Weak Diameter
The distance between two vertices in a graph G is the minimum length of a path from one
vertex to the other. The diameter of a graph G is the maximum distance among all pairs x
and y of vertices in G. A digraph is a multigraph whose edges are oriented from one endpoint
to the other. The distance from vertex x to vertex y in a digraph G is the minimum length
of a directed path from x to y. The weak distance between two vertices x and y in a digraph
G is minimum length of a path from x to y or from y to x. The diameter of a digraph G is
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the maximum distance among all ordered pairs of vertices in G. The weak diameter of G is
the maximum weak distance among all pairs of vertices in G. A pendant cycle of a [di]graph
G is a [not necessarily directed] cycle of G for which every vertex except one has degree 2 in
G.
Finding fewest edges in graphs or digraphs with specified diameter (not weak diameter)
are well-studied problems because they have application in network optimization. Dawes
and Meijer [18] conjectured that any digraph with n vertices and diameter D has at least
n − 1 + &n−1$D2 %' edges and that the bound is sharp. Goldberg [27] proved this conjecture for
even D, but the conjecture is still open for odd D. Enomoto and Usami [20] determined the
minimum number of edges a 2-connected n-vertex graph can have if its diameter is D. The
question that may arise here is “what about the minimum number of edges in digraphs with
weak diameter D”.
Let w(n,D) be the minimum number of edges in a digraph with n vertices and weak
diameter at most D. In Chapter 3 we determine w(n,D) for every pair n and D when n is
small or very large with respect to D or when D = 2.
For n ≤ D+1, we have w(n,D) = n−1. For D+1 < n < 2D+2, we have w(n,D) = n.
We prove that w(n,D) = &nD−D−2D−1 ' when 2D + 2 ≤ n ≤ 3D. Our main result states that
if n ≥ 8(3D2)2D+1, then w(n,D) = &nD−D−2D−1 '. We prove the upper bound by introducing a
large class of digraphs having n vertices, &nD−D−2D−1 ' edges, and weak diameter D. To prove
the lower bound using some of our structural results, we show that any digraph having weak
diameter D and having at least 8(3D2)2D+1 vertices has small enough number of vertices
with degree less than 3.
We conjecture that w(n,D) = &nD−D−2D−1 ' for every n such that n ≥ 2D + 2.
Chapter 3 is based on joint work with Z. Fu¨redi that appears in [26].
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1.3 Ramsey Graphs and Anti-Ramsey Theory
In general, Ramsey Theory is the study of fixed structures forced to occur in sufficiently
large structures. The Ramsey’s Theorem [53] states that for given r and b there is a smallest
integer n such that any graph G having at least n vertices has a clique of size r or has an
independent set of size b. We call n the Ramsey number of r and b and denote it by R(r, b).
Determining Ramsey numbers for even small pairs (r, b) is generally difficult. For example
the exact value of R(3, 10) is not determined yet. A Ramsey graph for the pairs (r, b) is a
graph with R(r, b)− 1 vertices having no clique of size r and no independent set of size b.
We define the inverse of the function R(3, b) as
ω(x) = min{ω(G) : |V (G)| = x and α(G) ≤ 2}.
We call ω(x) the inverse function of R(3, b) because by the definition we have ω(x) = y for
R(3, y) ≤ x < R(3, y + 1). For k ≥ 1 define
q(k) = min
s∑
i=1
(ω(2ki + 1)− 1)
where the minimum is taken over all positive integers k1, . . . , ks with k1 + · · ·+ ks = k.
Let Q(n,χ) denote the minimum clique size an n-vertex graph can have if its chromatic
number is χ. In Chapter 4 we prove that Q(n, n− k) = n− 2k + q(k) for n ≥ 2k + 3.
Gya´rfa´s, Sebo˝, and Trotignon [28] determined the maximum gap between the chromatic
number and the clique number among n-vertex graphs. Our results are closely related; we use
similar tools, but ours can be considered as a strengthening of theirs because the maximum
gap between the chromatic number and the clique number among n-vertex graphs is in fact
max{c−Q(n, c)}.
The fundamental problem of Ramsey graph theory can also be viewed as asking when
5
monochromatic subgraphs of particular sorts are forced in edge-colorings of the complete
graph Kn using at most k colors. The more recent area of anti-Ramsey theory asks when
rainbow subgraphs of particular sort are forced in edge-colorings ofKn using at least k colors.
Here a rainbow subgraph of an edge-colored graph G is a subgraph whose edges have distinct
colors.
More precisely, the anti-Ramsey problem asks for the maximum number of colors in
an edge-coloring of Kn having no rainbow copy of any graph in a class G; this maximum
number of colors is the anti-Ramsey number AR(n,G). Early results in which G consists of a
specific graph G were surveyed in Fujita, Magnant, and Ozeki [22]. There are now dozens of
results in the area. Notable among them is the determination of AR(n, Ck) by Montellano-
Ballesteros and Neumann-Lara [46], proving a long-standing conjecture by Erdo˝s, So´s, and
Simonovits [21]. A fixed family of graphs is studied by Jiang and West in [37], where the
anti-Ramsey numbers are determined for the family of all trees with m edges.
More recently, researchers have studied problems in which the target graph G grows with
n. For example, Hass and Young [29] determined the anti-Ramsey number for a perfect
matching (when n is even). Bialostocki and Voxman [9] showed that the maximum number
of colors in an edge-coloring of Kn having no rainbow spanning tree is
(
n−2
2
)
+ 1. In chapter
4 we generalize this result in two directions: avoiding t edge-disjoint rainbow spanning trees,
or avoiding a spanning subgraph with diameter t.
For the first problem, let r(n, t) be the maximum number of colors in an edge-coloring of
the complete graph Kn that does not contain t edge-disjoint rainbow spanning trees. Akbari
and Alipour [4] proved r(n, 2) =
(
n−2
2
)
+ 2 for n ≥ 6. The question of determining r(n, t) in
general was raised in [54]. Note that if n < 2t, then there are not enough edges in Kn for t
edge-disjoint spanning trees. For each t, we determine r(n, t) except for roughly
√
6t values
of n.
For the second problem, let s(n, t) be the maximum number of colors in an edge-coloring
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of Kn not having a rainbow spanning subgraph with diameter at most t. We determine all
values of s. Previously, Monta´gh [44] obtained an upper bound on s(n, 3), showing that
AR(n,Dn) =
(
n−2
2
)
+ 1, where Dn is the family of n-vertex double-stars whose vertex of
second largest degree is at most 4. That is, rainbow double stars that are “almost” stars are
forced by having more than
(
n−2
2
)
+ 1 colors.
Chapter 4 is based on joint work with C. B´ıro and Z. Fu¨redi and with D. West that
appear in [11, 37, 36].
1.4 Definitions
In this section we present some definitions and notations that are used throughout the thesis.
A graph G consists of a set of vertices, denoted V (G), and a set of edges, denoted E(G),
such that every edge is an unordered pair of vertices. A multigraph is an alternative model
in which the edges form a multiset.
LetG be a graph with u, v ∈ V (G) and {u, v} ∈ E(G). When {u, v} is an edge, we usually
denote {u, v} by uv. When uv ∈ E(G), we say that the vertices u and v are adjacent. The
vertices u and v are the endpoints of the edge uv. We say that a vertex u and an edge e
are incident when u is an endpoint of the edge e. We say that edges e and e′ are incident
when they have a common endpoint. Let ΓG(v) denote the set of edges incident to v; we
call the vertices of NG(v) neighbors of v. We usually use N(v) and Γ(v) in place of NG(v)
and ΓG(v), respectively.
The degree of v, written dG(v), is the number of edges incident to v. When the graph
G is understood, we simply use the notation d(v) for the degree of v. The minimum degree
of G, written δ(G), is min{d(v) : v ∈ V (G)}. The maximum degree of G, written ∆(G), is
max{d(v) : v ∈ V (G)}. For a vertex v, the neighbor of v in G, written NG(v), is the set
of vertices adjacent to v. A k-vertex in a graph G is a vertex of G whose degree is k. A
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k+-vertex (k−-vertex) in a graph G is a vertex of G whose degree is at least (at most) k. A
k-neighbor of a vertex v is a k-vertex that is adjacent to v; a k+-neighbor (k−-neighbor) of
v is a k+-vertex (k−-vertex) that is adjacent to v.
We say that graphs G and H are isomorphic if there exists a bijection φ : V (G)→ V (H)
such that uv ∈ E(G) if and only if φ(u)φ(v) ∈ E(H). We usually consider two isomorphic
graphs as the same graph. For graphs G and H , we say that H is a subgraph of G if there
exists an injection f : V (H) → V (G) such that if uv is an edge in E(H), then f(u)f(v) is
an edge in E(G). We write H ⊆ G to mean that H is a subgraph of G. A subgraph H of
G is a spanning subgraph if V (H) = V (G). When S is a subset of the vertex set of a graph
G, we define the subgraph of G induced by S, written G[S], to be the subgraph of G with
vertex set S whose edge set consists of all edges of G with both endpoints in S.
A walk in a graph G is a list of vertices of the graph such that consecutive vertices are
adjacent. A closed walk is a walk whose end vertices are the same.
A graph G is a path if its vertices can be labelled as v1, . . . , vn such that E(G) = {vivi+1 :
1 ≤ i ≤ n}. For vertices x and y in a graph G, an x, y-path is a path in G with endpoints
x and y. A graph G is connected if for any two vertices x and y there is an x, y-path in G;
otherwise G is disconnected. A component of G is a maximal connected subgraph of G. We
say that a graph G is k-connected if it has more than k vertices and removing any k − 1
vertices leaves a connected subgraph; we say that G is k-edge-connected if after removing
any k−1 edges from G the remaining graph is connected. A block of a graph G is a maximal
2-connected subgraph of G.
We say that a graph G is a complete graph if its vertices are pairwise adjacent. The clique
number of G, written ω(G), is the size of a largest complete subgraph of G. A graph G is a
bipartite graph if its vertex set can be partitioned into sets A and B such that each edge in
G has an endpoint in A and an endpoint in B; sets A and B are called partite sets of G. If
moreover E(G) = {uv : u ∈ A and v ∈ B}, then G is complete bipartite.
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A graph G is a cycle if its vertices can be labelled as v1, . . . , vn such that E(G) = {vivi+1 :
1 ≤ i ≤ n}∪{v1, vn}. A forest is a graph having no cycle as a subgraph. A tree is a connected
forest.
The length of a path or a cycle is the number of edges in the path or the cycle, respectively.
The girth of a graph G, written girth(G), is the length of smallest cycle in G. A matching in
a graph G is a set of edges such that no two have a common endpoint. A perfect matching
in a graph G is a matching that covers all the vertices of G.
We use Kn, Pn,Cn, respectively, for the isomorphism classes of complete graphs, paths,
and cycles with n vertices, respectively. Similarly, Km,n names the isomorphism class of
complete bipartite graphs with partite sets of sizes m and n.
A spider is a tree having only one vertex with degree at least 3. A balloon is a graph G
having an edge e such that G − e is a path. A pendant cycle in a graph G is a cycle in G
in which all vertices except one have degree 2 in G. A θ(n1, n2, n3)-graph is a graph with
n1+n2+n3− 1 vertices that is the union of three internally disjoint paths of lengths n1, n2,
and n3, respectively.
A planar graph is a graph that can be drown on the plane in such a way that edges
and vertices are mapped to curves and points so that each edge maps to a curve joining the
images of its endpoints. An open set is a set U in the plane such that for p ∈ U , all points
within some small distance from p belong to U . A region is an open set U such that every
two points in U lie on a curve in U . The faces of a planar graph are the maximal regions
disjoint from the edges of the graph. The length of a face in a planar graph G is the total
length of the closed walk in G bounding the face.
A leaf in a graph G is a vertex with degree 1. A cut-vertex in a connected graph G is
a vertex after whose removal the graph becomes disconnected. A cut-edge in a connected
graph G is an edge after whose removal the graph becomes disconnected.
The complement of a graph G, written G, is a graph with vertex set V (G) and edge set
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{uv : u, v ∈ V (G) and uv /∈ E(G)}. For a subset S of V (G) ∪ E(G), the graph G − S is
the subgraph of G with vertex set V (G)− S and edge set E(G)− S. For a set S of vertices,
we define G ∪ S to be a graph with vertex set V (G) ∪ S and edge set E(G); for T ⊆ E(G),
the graph G ∪ T is a graph with vertex set V (G) and edge set E(G) ∪ T . When S = {x},
we write G − x and G ∪ x in place of G − S and G ∪ S, respectively. For S ⊆ V (G), the
subgraph of G induced by S, written G[S], is a subgraph of G with vertex set S and with
edge set {uv ∈ E(G) : u, v ∈ S}.
A subset A of the vertex set of a graph G is independent if G[S] has no edge. We
define the independence number of a graph G, written α(G), to be the maximum size of
an independent set of G. The clique number of a graph G, written ω(G), is the maximum
number of vertices among all complete subgraphs of G.
Edge contraction is the operation of removing an edge from a graph and merging its
endpoints. For an edge e of a graph G, the graph G · e is the graph obtained from G after
contracting the edge e in G. For a subgraph H of G, the graph G ·H is the graph obtained
from G after contracting all edges in H .
For graphs G and H , the cartesian product of G and H , written G!H , is the graph with
vertex set V (G) × V (H) and edge set {(u, v)(u′, v′) : (u = u′ and vv′ ∈ V (H)) or (uu′ ∈
V (G) and v = v′)}.
We say that a graph G has an ear decomposition if there exists a sequence G0, . . . , Gr of
graphs such that G0 is a cycle, Gr = G, and Gi+1 is obtained from Gi by adding a path P
with endpoints in Gi.
A coloring of a graph G is a map φ : V (G) → A, where A is a set of colors. When
|A| = k we call φ a k-coloring of G. A coloring is proper if any two adjacent vertices receive
different colors. The minimum integer k that G has a proper k-coloring is the chromatic
number of G and denoted χ(G). Given a coloring φ of a graph G with v ∈ V (G), let
φ(N(v)) = {φ(u) : u ∈ N(v)}.
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The distance between two vertices u and v in a graph G is the length of a shortest path
in G, denoted d(u, v); when G has no such path, we let d(u, v) = ∞. The diameter of a
graph G, written diam(G), is max{d(u, v) : u, v ∈ V (G)}.
A digraph G consists of a set of vertices, denoted V (G), and a set of edges, denoted E(G),
and a function f : E(G) −→ {(u, v) : u, v ∈ V (G)}. When f(e) = (u, v), we call e a directed
edge from u to v. When f is injective and f(e) = (u, v), we use −→uv or uv in place of e. We
use the former notation (−→uv) to emphasise that the edge uv is a directed edge from u to v.
An oriented graph G consists of a set of vertices, denoted V (G), and a set of edges, denoted
E(G), and an injective function f : E(G) −→ {(u, v) : u, v ∈ V (G)}.
When uv is an edge in a digraph G, we say that the orientation of the edge uv is away
from u or is toward v. An edge incident to a vertex v in a digraph G is an outedge if its
orientation is away from v and it is an inedge of v if its orientation is toward v. A source in
a digraph G is a vertex all whose incident edges are outgoing; a sink is a vertex all whose
incident edges are ingoing. A directed path in a digraph G is a path P none of whose internal
vertices is a source or sink in P . A directed cycle in a digraph G is a cycle C none of whose
vertices is a source or sink in C.
For a digraph G, the underlying graph of G is a graph G′ with vertex set V (G) and edge
set {uv : u, v ∈ V (G) and −→uv ∈ E(G) or −→vu ∈ E(G)}. The degree of a vertex v in a digraph
G, denoted d(v), is the degree of v in the underlying graph of G, that is d(v) is the number
of edges incident to v in G. The outdegree of v, written d+(v), is the number of outedges
incident to v. The indegree of v, written d−(v), is the number of inedges incident to v. The
minimum degree of a digraph G is the minimum degree of the underlying graph of G, that
is δ(G) = min{d+(v) + d−(v) : v ∈ V (G)}. A tournament is a digraph G whose underlying
graph is a complete graph.
The distance from vertex x to vertex y in a digraph G is the minimum length of a directed
path from x to y. The weak distance between two vertices x and y in a digraph G is minimum
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length of a directed path from x to y or from y to x. The diameter of a digraph G is the
maximum distance among all ordered pairs of vertices in G. The weak diameter of G is the
maximum weak distance among all pairs of vertices in G.
In a digraph G we say that a vertex u is an out-neighbor of a vertex v, if −→vu ∈ E(G); u
is an in-neighbor of v if −→uv ∈ E(G). For a vertex v in a digraph G, we define N+(v) to be
the set of out-neighbors of v; we define N−(v) to be the set of in-neighbors of v. That is,
N+(v) = {u ∈ V (G) : vu ∈ E(G)} and N−(G) = {u ∈ V (G) : uv ∈ E(G)}.
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Chapter 2
Proper Weighting and Proper Total
Weighting
Because of the importance of graph coloring, special ways to generate proper colorings are
investigated. For example, we may obtain a (proper) coloring from labels on the vertices
and/or edges of a graph. Given a labelling of the edges, the color of a vertex is defined to
be the sum of the labels on its incident edges. Given a labelling of both vertices and edges,
known as a total labelling, the color of a vertex is defined to be the sum of the labels on its
incident edges plus the label on the vertex itself. We seek a labelling that gives us a proper
vertex coloring of a graph in this way. Two famous conjectures regarding such colorings are
the 1, 2, 3-Conjecture [41] and the 1, 2-Conjecture [48]. The 1, 2, 3-Conjecture asserts that
labels 1, 2, and 3 in case of edge-labelling suffice for every connected graph except K2 to
produce a proper labelling. The 1, 2-Conjecture states that labels 1 and 2 suffice to produce
a proper total labelling for any graph.
In this Chapter we apply the discharging method to prove that these conjectures hold
for graphs with maximum average degree less than 8/3, where maximum average degree of a
graph G is the maximum average degree over all subgraphs of G. Stronger results on these
conjectures have been proved, but this is the first application of discharging to them, and
the structure theorems and reducibility results are of independent interest.
This chapter is based on joint work with D. West and D. Cranston that appears in [17].
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2.1 Introduction
Variations on coloring problems in graph theory have involved many ways of generating
vertex colorings. Without restrictions, the minimum number of distinct colors needed to
label the vertices of G so that adjacent vertices have different colors is the chromatic number
χ(G). We consider restricted colorings produced from weights on the edges and vertices.
An S-weighting of a graph G is a map w : E(G) → S. A total S-weighting is a
map w : E(G) ∪ V (G) → S. More specifically, a k-weighting is an S-weighting with
S = {1, . . . , k}. For a weighting w, let φw(v) =
∑
e∈ΓG(v) w(e). For a total weighting w,
let φw(v) = w(v) +
∑
e∈ΓG(v) w(e); that is, each vertex is assigned the total of the weights it
“sees”. A weighting or total weighting w is proper if φw is a proper coloring of G. We seek
proper k-weightings or proper total k-weightings for small k.
Conjecture 2.1.1 (1, 2, 3-Conjecture; Karo´nski–#Luczak–Thomason [41]). Every graph with-
out isolated edges has a proper 3-weighting.
Conjecture 2.1.2 (1, 2-Conjecture; Przyby#lo–Woz´niak [48]). Every graph has a proper total
2-weighting.
Toward the 1, 2, 3-Conjecture, Addario-Berry et al. [1] showed that every graph without
isolated edges has a proper k-weighting when k = 30. After improvements to k = 15 in [2]
and k = 13 in [52], Kalkowski, Karo´nski, and Pfender [39] showed that every graph without
isolated edges has a proper 5-weighting. Toward the 1, 2-Conjecture, Przyby#lo and Woz´niak
[48] obtained total 2-weightings for complete graphs and for graphs with chromatic number
at most 3. Karo´nski, #Luczak, and Thomason [41] proved the 1, 2, 3-Conjecture for 3-colorable
graphs. Kalkowski [42] showed that every graph has a proper total 3-weighting; furthermore,
there is such a weighting with the edge weights in one spanning tree fixed arbitrarily and
the vertex weights chosen from {1, 2}. Seamone [50] surveyed progress on these conjectures
and related problems.
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List versions of the conjectures have been proposed. A graph is k-weight-choosable if
whenever each edge is given a list of k available integers, a proper weighting can be chosen
from the lists. A graph is (k, k′)-weight-choosable if whenever each vertex has a list of size k
and each edge has a list of size k′, a proper total weighting can be chosen from the lists.
Conjecture 2.1.3 (Bartnicki–Grytczuk–Niwczyk [7]). Every graph without isolated edges
is 3-weight-choosable.
Conjecture 2.1.4 (Wong–Zhu [58]). Every graph is (2, 2)-weight-choosable. Every graph
without isolated edges is (1, 3)-weight-choosable.
These conjectures are stronger than the original conjectures, which concern the special
case where the lists consist of the smallest positive integers.
Wong, Yang, and Zhu [56] proved that the complete multipartite graph Kn,m,1,1,...,1 is
(2, 2)-weight-choosable and that complete bipartite graphs other than K2 are (1, 2)-weight-
choosable. Bartnicki, Grytczuk, and Niwczyk [7] applied an algebraic tool, the Combinatorial
Nullstellensatz [5], to prove Conjecture 2.1.3 for complete graphs, complete bipartite graphs,
and trees. Wong and Zhu [58] applied the Combinatorial Nullstellensatz to prove Conjecture
2.1.4 for complements of linear forests; this includes complete graphs. They also proved
that every tree with an even number of edges is (1, 2)-weight-choosable. Wong, Yang, and
Zhu [57] continued this approach, proving Conjecture 2.1.4 for graphs with maximum degree
3. Finally, Zhu and Wong [60] proved that every graph is (2, 3)-weight-choosable.
Our results use the ‘Discharging Method’ and apply to sparse graphs. Sparseness is
imposed by bounding the maximum average degree of G, denoted Mad(G), which is the
largest average degree among the subgraphs ofG: Mad(G) = maxH⊆G
2|E(H)|
|V (H)| . A consequence
of our result is that Conjectures 2.1.1 and 2.1.2 hold for every graph G such that Mad(G) <
8/3. However, that consequence is already known, since every subgraph of a graph G with
Mad(G) < 8/3 has a vertex with degree at most 2, and therefore by induction is 3-colorable.
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The original papers proved the conjectures for 3-colorable graphs.
The novelty of our results is thus in the structure theorems proved by discharging (which
may be of use in solving other problems) and in the reducibility theorems showing that
various configurations cannot occur in minimal counterexamples to the conjecture. We note
that proofs via the Combinatorial Nullstellensatz are nonconstructive, in that the parameter
space to be searched for the guaranteed weighting is exponentially large. Inductive proofs via
discharging, such as ours, yield polynomial-time algorithms to produce the solution, though
implementation may be complicated. The original proofs of these conjectures for 3-colorable
graphs are also constructive.
The discharging method is a technique for proving structural properties in graphs. Many
such results guarantee that every graph in a specific class (mostly a class of sparse enough
graphs) contains at least one of a specified set of subgraphs (configurations). There are
different kinds of discharging method. The method we apply in this chapter is known as
vertex-charging. We give each vertex v of a graph G initial charge d(v). We move charge
between the adjacent vertices of the graph via some rules so that the summation of the final
charge on vertices does not change. It helps us find some structures that graphs with a
bound on their average degree must have.
Because our proofs for Mad(G) < 8/3 are fairly long, we first present in Section 2.2 short
proofs of the weaker results that the claims hold when Mad(G) < 5/2. The reducibility
arguments in these proofs are used in the stronger results.
To discuss both problems together, let j-weighting mean a 3-weighting when j = 3 and
a total 2-weighting when j = 2. A graph is j-bad if it has no proper j-weighting (and no
isolated edge if j = 3). Configurations forbidden from minimal j-bad graphs are j-reducible.
Our proofs of j-reducibility use the restriction of weights to values at most j, so they do
not extend to the list versions. Also, unlike in most coloring problems, vertices of degree 1
do not immediately yield reducible configurations, since the weight on a pendant edge affects
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whether its incident edges are properly colored.
In Section 2.2 we first obtain some 3-reducible configurations. We next use discharging to
show that every graph with average degree less than 5/2 contains a 3-reducible configuration.
We assign each vertex initial charge equal to its degree and then shift charge so that if no
specified configuration occurs, then every vertex has final charge at least c. Since Mad(G) < c
and G′ ⊆ G imply Mad(G′) < c (by definition), this proves that G has a proper 3-weighting
when Mad(G) < 5/2. In Section 2.2 we also use this method to prove that G has a proper
(total) 2-weighting when Mad(G) < 5/2. Both results use the same discharging argument,
although the sets of reducible configurations are different.
When Mad(G) ≥ 5/2, no longer must G have a configuration among those in Section 2.2.
We need additional reducible configurations to complete an unavoidable set when Mad(G) <
8/3. In Section 3 and Section 4, respectively, we complete the proofs of the 1, 2-Conjecture
and the 1, 2, 3-Conjecture for graphs G such that Mad(G) < 8/3.
2.2 Reducible Configurations and Mad(G) < 5/2
In discharging arguments for sparse graphs, it is convenient to have concise terminology for
vertices satisfying degree constraints.
Definition 2.2.1. For v ∈ V (G) and U ⊆ NG(v), let [v, U ] denote the set of edges joining
v to U .
A weighting or total weighting w satisfies an edge uv if φw(u) .= φw(v), or equivalently
if ρw(u, v) .= ρw(v, u), where we define ρw(x, y) = φw(x)−w(xy) when x and y are adjacent.
A configuration in a graph G is a subgraph C together with specified degrees in G for
the vertices in C. The core of the configuration is E(C), and the derived graph (relative to
C) is G−E(C).
Our simplest configurations consist of a vertex with specified degree and the edges from
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it to certain neighbors of specified degrees. We begin with a lemma that reduces the length
of reducibility proofs: 1-neighbors are “easier” to handle than 2-neighbors, so when we claim
that a configuration is reducible when a particular vertex has degree 1 or 2, in the proof we
may assume that it has degree 2.
Lemma 2.2.2. If a vertex z in a 2- or 3-reducible configuration C has degree 1 in C and
is specified as a 2-vertex of the full graph, then the configuration C ′ obtained from C by
instead specifying z as a 1-vertex is also reducible.
Proof. Let H be a graph containing C ′, with zv the edge incident to z and H ′ the derived
graph; z is isolated in H ′. Form G by adding vertices a and b and edges ab and bz to H .
Now C arises in G, and the resulting derived graph G′ arises from H ′ in the same way that
G arises from H .
If H is a minimal j-bad graph, then H ′ has a desired weighting. Since also the path P3
has such a weighting, G′ has such a weighting. Since C is j-reducible, G therefore also has
such a weighting. To obtain the desired weighting of H , note that all edges are satisfied
when a and b are deleted from the weighting of G, except possibly zv.
For j = 2, the weight on z is needed only to satisfy zv in H and can be respecified so
that zv is satisfied. For j = 3, the edge zv is satisfied automatically since dH(v) > 1.
Reducibility proofs may use some types of inferences many times. The next lemma
enables us to express statements concisely and reduce repetitive language. It can be stated
in more generality, but for clarity we list just typical situations in which we will use it.
Lemma 2.2.3. Let w be a partial j-weighting of a graph G (w is not specified at some edges
and/or vertices). In the situations below, the weights on a set S can be chosen to satisfy the
edges in a set F if the weights on all the edges (or vertices) incident to F and not in S are
already known:
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1) The edges of F have a common endpoint v, incident to all edges of S (possibly also
v ∈ S when j = 2), and |F | ≤ (j − 1)|S|.
2) F consists of two edges, with S a single edge joining them and j = 3.
Proof. Let k = |S|. Since weights are chosen from {1, . . . , j}, the sum of k weights has
1+(j−1)k possible values. Each edge in F uses that sum in determining whether the values
of φ differ at its endpoints. Each edge in F thus forbids at most one value of the sum in a
proper j-weighting. There are at least k(j−1) possible augmentations above the least value
of the sum, so when k(j − 1) ≥ |F | the labels can be chosen to satisfy all of F .
Note that in (2) the weights on F may be unspecified; the weight on an edge does not
affect whether it is satisfied. Similarly, if F = {uv}, and S is a single edge incident to v or
is v itself, and the weights of all other items incident to uv are known, then the weight on S
can be chosen in j − 1 ways to satisfy F .
Remark 2.2.4. We use Lemma 2.2.3 frequently in reducibility arguments, invoking it with-
out explicit mention in 2-reducibility when we write “choose w(vz) to statisfy vx” or “choose
w(v) and w(vz) to satisfy vx and vv′”. In 3-reducibility, a choice can satisfy more. In 2-
reducibility we can choose one weight to avoid one value, but in 3-reducibility it can avoid
two values.
Another method of satisfying an edge uv is to create sufficient imbalance between the
contributions at u and v to guarantee that φ(u) .= φ(v) when the weighting is completed.
When we write “Set w(uv) = 3 to ensure satisfying vz”, we mean that no way of choosing
weights on the remaining edges can produce φ(w) = φ(v). Saying that an edge is “auto-
matically satisfied” has a similar meaning. For example, any edge joining a 1-vertex to a
3-vertex is automatically satisfied for (total) 2-weightings, while putting weight 1 at the
1-vertex ensures satisfying the edge even when the neighbor has degree 2.
The figures for configurations show the core in bold; the derived graph G′ is obtained by
deleting the core. Also, with w′ assumed to be a proper j-weighting of G′, the label on an
19
edge e is w′(e), and the label in a circle at a vertex x with one neighbor u is ρw′(x, u). To
satisfy xu, the sum of the contributions at u other than w′(xu) must differ from ρw′(x, u).
The figures do not show cases where some of the specified vertices may be equal. For
instances where such equalities do not affect the validity of the written argument, we make
no comment about possible changes in the illustration.
The task of proving reducibility for a configuration C is the task of modifying or extending
a proper j-weighting w′ of the derived graph G′ to obtain a j-weighting w of G such that
the edges in or incident to the core of C become satisfied, while the other edges of G′ remain
satisfied. If we do not change the weights on edges of G′ incident to the core, then we do
not change the fact that all edges of G′ not incident to the core are satisfied.
With these preparations, we begin the reducibility arguments. The first lemma eliminates
many degenerate cases of later configurations in which specified vertices may be identical.
Lemma 2.2.5. The following configurations are both 2-reducible and 3-reducible:
(1) A 3-cycle through two 2-vertices and one 4−-vertex.
(2) A 3-cycle through one 2-vertex z and two vertices that each may be a 3-vertex, a
4-vertex with a 1-neighbor, or a 5-vertex with a 1-neighbor. In addition, one neighbor of z
is allowed to be a 4-vertex with a 2-neighbor other than z (and no 1-neighbor).
Proof. When G is a 3-cycle, the weights can be chosen to produce colors {3, 4, 5} at the
vertices, for either value of j. Suppose G .= C3. In each case, we extend a proper j-weighting
w′ of a subgraph G′ obtain by deleting the edges of the cycle. The cases appear in Figure 2.1.
For (1), let v be the 3+-vertex on the cycle, and let z and z′ be the 2-vertices. To extend
w′ to w, first set w(zz′) = 1, and also set w(v) = 2 if j = 2. This ensures satisfying vz and
vz′. If j = 2, then fix w(z) = 1, choose w(vz) and w(vz′) to satisfy ΓG′(v), and choose w(z′)
to satisfy zz′. If j = 3, then require w(vz) .= w(vz′) with w(vz) ∈ {1, 2} and w(vz′) ∈ {2, 3}
to satisfy zz′. There are three choices for w(vz) + w(vz′), so we can choose them also to
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satisfy ΓG′(v), since dG′(v) ≤ 2.
For (2), let v and v′ be the other vertices of the triangle. If dG(v) ≥ 4, then let u be
a vertex of smallest degree in N(v) − {z}; similarly define u′ ∈ N(v′). Form G′ from G by
deleting {vz, v′z, vv′} and the edges vu and v′u′ (if they exist). Figure 2.1 shows one of the
possibilities at each of v and v′.
We first ensure that vz and v′z will be satisfied by setting w(vv′) = j (and w(z) = 1 if
j = 2); this will yield ρw(z, v) ≤ 3 < 4 ≤ ρw(v, z), since dG(v) ≥ 3.
For dG(v) = 3, choose w(vz) (and w(v) if j = 2) to satisfy the one edge in ΓG′(v). For
dG(v) ∈ {4, 5} and dG(u) = 1, choose w(vz) and w(vu) (and w(v) if j = 2) to satisfy ΓG′(v).
These cases have extra flexibility, so that if all contributions to φw(v′) are already known,
then vv′ can also be satisfied.
For dG(v) = 4 and dG(u) = 2, choose w(vu) (and w(u) if j = 2) to satisfy ΓG′(u), and
then choose w(vz) (and w(v) if j = 2) to satisfy vu and ΓG′(v). In this case we do not satisfy
vv′ using edges at v. Instead, we satisfy vv′ using one of the earlier cases at v′ after φw(v)
is known; this case is only allowed to occur at one of {v, v′}.
•
•
•
•
•z′
z
v
•
•
•
•
• •
•
•
•
u z u′
v j v′
Figure 2.1: Cases (1) and (2) for Lemma 2.2.5
Lemma 2.2.6. The following configurations are 3-reducible.
A. A 2-vertex or 3-vertex having a 1-neighbor.
B. A 4−-vertex whose neighbors all have degree 2.
C. A 3-vertex having two 2-neighbors, one of which has a 2-neighbor.
D. A 4-vertex having a 1-neighbor and a 2−-neighbor.
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E. A 5+-vertex v with 3p1 + 2p2 ≥ dG(v), where pi is the number of i-neighbors of v.
Proof. Let v be such a vertex in a graph G. Let Ui be the set of i-neighbors of v. Form
the derived graph G′ as specified in Definition 2.2.1 (deleting the bold core), except that in
addition any resulting isolated edges are also deleted. We show that a proper 3-weighting
w′ of G′ can be used to obtain a proper 3-weighting w of G.
Case A: dG(v) ≤ 3 and v has a 1-neighbor u. As in Lemma 2.2.3, we can choose w(uv)
to satisfy the other edges at v. With dG(v) ≥ 2, the edge uv is automatically satisfied.
By Case A, deleting the core in Cases B,C,D leaves no isolated edges.
• •
•
•
u
v
w(uv)
• •
•
••y
y′
z
v
z′
•
•
•
•
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•
y′ z′
z
v
u
x
y
A B C
Figure 2.2: Cases A, B, C for Lemma 2.2.6
Case B: dG(v) ≤ 4 and U2 = NG(v). Let z and z′ be 2-neighbors of v, with NG(z) =
{v, y′} and NG(z′) = {v, y}. By Lemma 2.2.5, {y, y′} ∩ {z, z′} = ∅ (see Figure 2.2B). Let
G′ = G − {vz, vz′}. If dG(v) = 2, then choose w(vz) to satisfy yz and vz′, and choose
w(vz′) to satisfy y′z′ and vz. If dG(v) ∈ {3, 4}, then for z ∈ NG(v) with zy ∈ E(G′), choose
w(vz) ∈ {2, 3} − {ρw′(y, z)} to satisfy yz. Since d(v) ≥ 3 ≥ w′(zy), such choices on all of
ΓG(v) also satisfy zv.
Case C: dG(v) = 3 and U2 = {z, z′}, with z having a 2-neighbor y. By Lemma 2.2.5, we
may assume y .= z′. Let G′ = G−{vz, vz′, zy}, leaving vx, z′y′, yu ∈ E(G′) (see Figure 2.2C).
Choose w(vz) to satisfy zy and vz′, then w(vz′) to satisfy z′y′ and vx, and finally w(zy) to
satisfy yu and vz.
Case D: dG(v) = 4 and NG(v) = {u, z, x, x′} with dG(u) = 1 and dG(z) ≤ 2. By
Lemma 2.2.2, we may assume dG(z) = 2. Let G′ = G − {vu, vz}, leaving zy ∈ E(G′) (see
Figure 2.3D, where y may be in NG(v)). When choosing w(vz) to satisfy zy and choosing
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w(vu) to satisfy vz, each has at least two possible values. Hence they can be chosen with
three possible values for w(vz) + w(vu), yielding a choice that also satisfies vx and vx′.
• •
•
•
•
•
y z
u
v
x
x′
D E
•••
•
•vzy
U2 U1
NG′(v)
u
x
Figure 2.3: Cases D and E for Lemma 2.2.6
Case E: dG(v) ≥ 5 and 3p1 + 2p2 ≥ dG(v). For z ∈ U2, let y be the neighbor of z in
G′. To satisfy yz when y /∈ U2 (see Figure 2.3E), we need w(vz) .= ρw′(y, z); there are at
least two such choices for w(vz). (If y ∈ U2, then yz is deleted in G′; let w(yz) = 1. Now
w(vy) .= w(vz) is needed to satisfy yz, leaving three choices for w(vy) + v(vz).)
Edges to U1 are automatically satisfied, since dG(v) ≥ 2. For z ∈ U2, the edge zv will be
satisfied, since dG(v) ≥ 5 yields ρw(v, z) ≥ 4 > 3 ≥ w(zy).
It remains to satisfy ΓG′(v). Let σ =
∑
e∈E(G)−E(G′)w(e). We need σ .= φw′(x) − φw′(v)
when x ∈ NG′(v), so σ must avoid dG(v)− p1 − p2 values. It suffices to show that there are
1 + 2p1 + p2 choices for σ, since we are given 2p1 + p2 ≥ dG(v)− p1 − p2.
Weights on edges from v to U1 have three choices. Those to U2 have at least two choices,
except that two such edges incident to neighboring 2-vertices instead have three choices
for the sum of their two weights. Starting with the smallest choices, we can make 2p1 + p2
augmentations to the sum, always using choices that satisfy the constraints discussed earlier.
Hence there are enough choices for σ to satisfy the final constraints.
We now present a discharging argument to obtain an unavoidable set of configurations.
Lemma 2.2.7. If a graph G without isolated edges has average degree less than 5/2, then
G contains one of the following configurations.
A. A 2-vertex or 3-vertex having a 1-neighbor.
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B. A 4−-vertex whose neighbors all have degree 2.
C. A 3-vertex having two 2-neighbors, one of which has a 2-neighbor.
D. A 4-vertex having a 1-neighbor and a 2−-neighbor.
E. A 5+-vertex v with 3p1+ p2 ≥ 2dG(v)− 4, where pi is the number of i-neighbors of v.
Proof. We prove that a graph G containing none of A-E has average degree at least 5/2.
Give every vertex v in G initial charge dG(v). Move charge via the following rules:
(1) Each 4+-vertex gives 32 to each 1-neighbor and
1
2 to each 2-neighbor.
(2) Each 3-vertex with a 2-neighbor gives total 12 to its 2-neighbors, split equally if it
has two 2-neighbors.
Let µ(v) denote the resulting charge at v; it suffices to check that µ(v) ≥ 52 for all v. For
Z ∈ {A,B,C,D,E}, let Z mean “configuration Z does not occur in G”.
Case d(v) = 1: By A, the neighbor of a 1-vertex v has degree at least 4, so µ(v) = 52 .
Case d(v) = 2: By A and B, v has a 3+-neighbor and receives from it 14 or
1
2 . If only
1
4 ,
then C implies that v also receives at least 14 from its other neighbor, so µ(v) ≥ 52 .
Case d(v) = 3: By A and B, v has no 1-neighbor and at most two 2-neighbors. Hence v
gives away 0 or 12 , and µ(v) ≥ 52 .
Case d(v) = 4: By D and B, v has at most one 1-neighbor, has a 2-neighbor only if it
has no 1-neighbor, and has at most three 2-neighbors. It loses at most 32 , and µ(v) ≥ 52 .
Case d(v) ≥ 5: v gives 32 to each 1-neighbor and 12 to each 2-neighbor. By E, µ(v) =
dG(v)− 12(3p1 + p2) ≥ dG(v)− 12(2dG(v)− 5) = 52 .
Theorem 2.2.8. If G has no isolated edge, and Mad(G) < 52 , then G has a proper 3-
weighting.
Proof. A minimal counterexample contains none of the configurations A-E in Lemma 2.2.6.
However, it has average degree less than 5/2, and hence it contains a configuration listed in
24
Lemma 2.2.7. The lists are the same except for E. Since a 5+-vertex v satisfying 3p1 + p2 ≥
2dG(v) − 4 also satisfies 3p1 + 2p2 ≥ dG(v), every graph with Mad(G) < 5/2 contains a
reducible configuration.
For the 1, 2-Conjecture, we again begin with reducible configurations. Isolated edges are
now allowed, which eliminates some technicalities. We will be able to use the unavoidable
set obtained in Lemma 2.2.7, but the list of 2-reducible configurations is different. The new
technique here is that in obtaining the proper total 2-weighting of G from such a weighting
of a subgraph G′, we may erase weights from some vertices and recolor them.
Configuration B in the next lemma is more general than is needed for the 1, 2-Conjecture
when Mad(G) < 5/2, but we will need its full generality in the proof for Mad(G) < 8/3.
Lemma 2.2.9. A minimal 2-bad graph contains none of the following configurations.
A. A 3−-vertex having a 1-neighbor.
B. A 4−-vertex having two 2−-neighbors.
C. A 5+-vertex v whose number of 2−-neighbors is at least (d(v)− 1)/2.
Proof. In each case, we obtain a proper total 2-weighting of G from such a weighting w′ of
the derived graph G′. Let v be the specified vertex. Since isolated edges have proper total
2-weightings, we may assume that any 1-vertex in G has a 2+-neighbor. In the extension
arguments, we use Lemma 2.2.3 frequently to choose labels.
Case A: d(v) ≤ 3, and v has a 1-neighbor u. For d(v) = 3, let NG′(v) = {x, x′} (see
Figure 2.4A). Uncolor v, and then choose w(v), w(uv) ∈ {1, 2} to satisfy vx and vx′. Now
choose w(u) to satisfy uv. When d(v) = 2, we only need w(v) + w(uv) to avoid one value.
Case C: d(v) ≥ 5 and v has at least d(v)−12 2−-neighbors. Let U be a set of p such
neighbors, where p =
⌈
d(v)−1
2
⌉
, and let G′ = G − [v, U ] and X = NG′(v). By Lemma 2.2.2,
for z ∈ U we may assume dG(z) = 2 and let {y} = NG′(z) (see Figure 2.4C). Uncolor z.
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Figure 2.4: Cases A and C for Lemma 2.2.9
By Lemma 2.2.3, we can choose the p+ 1 weights on {v}∪ {vz : z ∈ U} to satisfy [v,X]
in G, since p+1 ≥ d(v)−p. Now choose w(z) for z ∈ U to satisfy zy. Finally, since d(v) ≥ 5,
we have ρw(v, z) ≥ 5 > 4 ≥ w(z) + w(zy), so zv is automatically satisfied.
Case B: v has two 2−-neighbors z and z′. By Lemma 2.2.2, we may assume dG(z) =
dG(z′) = 2. By Lemma 2.2.5, we may assume zz′ /∈ E(G). Let G′ = G− {vz, vz′}. Since the
edges of G′ incident to the core must be satisfied in the extension to G, uncolor v, z, and z′.
Subcase 1: dG(v) ∈ {3, 4}. Let X = NG(v) − {z, z′} (see Figure 2.5). Let a =∑
x∈X w
′(vx). If a ≥ 2, then setting w(v) = 2 ensures satisfying vz and vz′. Using |X| ≤ 2,
choose w(vz) and w(vz′) to satisfy ΓG′(v). Now choose w(z) and w(z′) to satisfy yz and y′z′,
respectively.
Hence we may assume a = 1, which requires dG(v) = 3. If w′(yz) = 1, then set w(vz′) = 2
to ensure satisfying vz. Next choose w(z′) to satisfy z′y′, and then choose w(v) and w(vz)
to satisfy vz′ and vx. Finally, choose w(z) to satisfy yz.
By symmetry, we may now assume a = 1 and w′(yz) = w′(y′z′) = 2, as in the middle
in Figure 2.5. If w′(y) = 1, then we can exchange w′(y) and w′(yz) with no effect on the
satisfaction of any edge in ΓG′(y) except yz, thereby reaching the case in the preceding
paragraph. Hence by symmetry we may also assume w′(y) = w′(y′) = 2.
Let b = ρw′(x, v). If b = 4, then set w(zv) = w(v) = w(vz′) = 2 to satisfy vx and ensure
satisfying vz and vz′; then choose w(z) and w(z′) to satisfy zy and z′y′, respectively. If
b .= 4, then set w(v) = 2 and w(z) = w(zv) = w(vz′) = w(z′) = 1. By A, we have dG(y) ≥ 2
and hence ρw′(y, z) > 2, so yz is satisfied (similarly for y′z′). These values also satisfy ΓG(v).
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Figure 2.5: Case B for Lemma 2.3.4
Subcase 2: dG(v) = 2. For this subcase, let z1 = z and z2 = z′. For i ∈ {1, 2}, let
{yi} = NG′(zi), let bi = w′(yizi), and let ai = ρw′(yi, zi), as on the right in Figure 2.2.9. To
satisfy yizi, fix w(vzi) = 3 − w(zi) when ai is even and w(vzi) = w(zi) when ai is odd. We
then must choose w(z1) and w(z2) (and hence w(vz1) and w(vz2)) to satisfy vz2 and vz1.
We need b1 + w(z1) .= w(v) + w(vz2) and b2 + w(z2) .= w(v) + w(vz1).
When a1 − a2 is even, set w(v) = 1. When a1 and a2 are both even, using w(vzi) =
3−w(zi) converts the requirements to b1+w(z1) .= 4−w(z2) and b2+w(z2) .= 4−w(z1). With
two choices for both w(z1) and w(z2), we can pick them so that w(z1)+w(z2) /∈ {4−b1, 4−b2}.
When a1 and a2 are both odd, using w(vzi) = w(zi) it suffices to choose w(z1), w(z2) ∈ {1, 2}
so that w(z1)− w(z2) /∈ {1− b1, b2 − 1}. Since the difference can be any of the three values
in {1, 0,−1}, this also can be done.
When a1 and a2 have opposite parity, we may assume that a1 is even. Now set w(v) =
3 − b1 and w(z1) = w(z2) = b1. Using w(vz1) = 3 − w(z1) and w(vz2) = w(z2), we have
satisfied vz1 because b1+w(z1) = 2b1 .= 3 = w(v)+w(z2), and we have satisfied vz2 because
b2 + w(z2) = b2 + b1 .= 6− 2b1 = w(v) + 3− w(z1).
Theorem 2.2.10. If Mad(G) < 5/2, then G has a proper total 2-weighting.
Proof. By Lemma 2.2.9, a minimal counterexample contains no configuration listed there.
Since it has average degree less than 5/2, it contains a configuration listed in Lemma 2.2.7.
Configurations A–D are all 2-reducible, by A and B of Lemma 2.2.9. Hence to show that
every graph with Mad(G) < 5/2 contains a 2-reducible configuration, it suffices to show that
a 5+-vertex v satisfying 3p1 + p2 ≥ 2dG(v) − 4 also satisfies 2p1 + 2p2 ≥ dG(v) − 1. If the
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desired inequality fails, then subtracting 2p1 + 2p2 ≤ dG(v) − 2 from the given inequality
yields p1 ≥ dG(v)− 2. Since dG(v)− 2 ≥ (dG(v)− 1)/2, the desired inequality follows.
2.3 Proper Total 2-weighting when Mad(G) < 8/3
A graph formed by adding a pendant edge at each vertex of a 3-regular graph has average
degree 52 . It has no configuration in Lemma 2.2.9, since each 4-vertex has one 1-neighbor
and three 4-neighbors. Further 2-reducible configurations will require multiple “almost-
reducible” vertices. We introduce two types.
Definition 2.3.1. A β-vertex is a 3-vertex having exactly one 2-neighbor and no 1-neighbor.
A β ′-vertex is a 2k-vertex, where k ≥ 2, having exactly k − 1 neighbors of degree 1 and no
2-neighbor. For γ ∈ {β, β ′}, a γ-neighbor of v is a γ-vertex in N(v).
We will show in Lemma 2.3.4 that various configurations involving such vertices are 2-
reducible. Theorem 2.3.5 shows that these plus the configurations in Lemma 2.2.9 form an
unavoidable set when Mad(G) < 8/3. The argument would be shorter if adjacent β ′-vertices
of degree 4 formed a reducible configuration, but our usual method fails there.
Example 2.3.2. Let v and v′ be adjacent β ′-vertices of degree 4 in G, having 1-neighbors
u and u′, respectively. As in Section 2.2, the core F is {uv, vv′, v′u′}, and G′ = G − F . A
total 2-weighting w′ of G′ may assign labels as indicated in Figure 2.6. To extend w′, we
need w(uv) + w(v) + w(vv′) ∈ {3, 6}; hence these three weights must be equal. Similarly,
w(u′v′) + w(v′) + w(vv′) ∈ {3, 6}. Since w(vv′) can take only one value, we have forced
φw(v) = φw(v′). Hence no extension to a proper total 2-weighting is possible.
Another would-be-useful but non-reducible configuration consists of a β-vertex v whose
2-neighbor z has a 2-neighbor y. A total 2-weighting w′ of G′ may assign labels as indicated
in Figure 2.6. The values of φ′w′ at the neighbors of v other than z force w(v) = w(vz) = 1.
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Now satisfying vz requires w(z) = w(zy). Similarly, satisfying xy requires w(y) = w(yz).
We conclude w(z) = w(y), but now yz cannot be satisfied, since also w(yx) = w(zv).
•
•
•
•
•
•
•
•
u′ v′
u v
1
1
1
1
6
5
6
5
•
•
•
•
•
•
z
y
v
x
1
1
1
3
4
5
Figure 2.6: Non-reducible: adjacent β ′-vertices, or β-vertex near extra 2-vertex
Graphs formed by adding a pendant edge at each vertex of a 3-regular graph contain
only configuration F among those in Lemma 2.3.4. Although its reducibility proof does
not require the full flexibility of choosing weights in it, Example 2.3.2 shows that the local
argument cannot be completed when a β ′-vertex has only one β ′-neighbor (of degree 4).
Example 2.3.2 also shows that a β-vertex is not reducible, even when its 2-neighbor has
another 2-neighbor. Nevertheless, when a β-vertex appears in a minimal 2-bad graph we can
guarantee satisfying all but one specified edge at that vertex. This is useful when we can
ensure satisfying that edge, such as when its other endpoint has high degree.
Lemma 2.3.3. Let v be a β-vertex with 2-neighbor z in a minimal 2-bad graph G. Name
vertices so that NG(v) = {z, x, u} and NG(z) = {v, y} (see Figure 2.7). If G−vz has a proper
partial 2-weighting w′ that satisfies ΓG(x) and ΓG(y), then G has a partial 2-weighting w that
satisfies the same edges other than vu, plus vz, without changing any weights on G− {v, z}
except possibly on yz and y.
Proof. Let G′ = G− vz. By Lemma 2.2.9A, d(y) ≥ 2. We want to choose w(v), w(z), and
w(vz) to satisfy {xv, vz, zy}, leaving edges other than vu satisfied.
Let a = ρw′(y, z). If a ≥ 4, then setting w(zv) = 1 ensures satisfying yz, after which we
choose w(v) to satisfy vx and w(z) to satisfy vz.
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If a = 3 and dG(y) = 3, then w′(y) = 1 (y = u is allowed). If w′(yz) = 2, then we can
exchange the weights on y and yz and apply the previous case. If w′(yz) = 1, then setting
w(z) = w(zv) = 1 satisfies both yz and zv, after which we choose w(v) to satisfy vx.
The remaining case is dG(y) = 2; let NG(y) = {z, u′} (u′ = u is allowed). Uncolor y and
yz. Setting w(yz) = 1 and w(v) = 2 ensures satisfying zv. Now choose w(vz) to satisfy vx,
w(y) to satisfy yu′, and w(z) to satisfy yz.
• •
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a
Figure 2.7: Configuration for Lemma 2.3.3
Lemma 2.3.4. The configurations below are 2-reducible.
A. A 3−-vertex having a 1-neighbor.
B. A 4−-vertex having two 2−-neighbors.
C. A 5+-vertex v whose number of 2−-neighbors is at least (dG(v)− 1)/2.
D. Two adjacent β-vertices.
E. A β-vertex with a β ′-neighbor.
F. A β ′-vertex of degree 4 having two β ′-neighbors of degree 4.
G. A 3-vertex such that each neighbor is a β-vertex or is a β ′-vertex of degree 4.
Proof. Configurations A–C were shown to be 2-reducible in Lemma 2.2.9. For D–G, as
usual we consider a minimal 2-bad graph G containing the specified configuration, and the
derived graph G′ is obtained by deleting the core, shown in bold in Figures 2.8–2.10. In each
case we have a proper total 2-weighting w′ of G′ and produce a proper total 2-weighting
w of G by choosing weights on the deleted edges and on their endpoints, leaving all other
weights as in w′, with the possible exception of applying Lemma 3.3. For each successive
configuration, we know that the earlier configurations do not occur in G.
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Case D: v and v′ are adjacent β-vertices. As shown in Figure 2.8D, v and v′ have degree
3, with 2-neighbors z and z′, respectively. Let NG(v) = {z, v′, x} and NG(v′) = {z′, v, x′},
also NG(z) = {v, y} and NG(z′) = {v, y′} (y = y′ and/or x = x′ are allowed in the argument).
By Lemma 2.2.5, we may assume z .= z′, y .= x, and y′ .= x′. Let G′ = G− {zv, vv′, v′z′}.
Consider first the degenerate case zz′ ∈ E(G), so y = z′ and y′ = z. This also handles
the case y = x′ or y′ = x under appropriate relabeling. Set w(zz′) = 1 and w(vv′) = 2 to
ensure satisfying zv and z′v′. Set w(z) = w(zv) = 2. Now choose w(v) to satisfy zv, choose
w(v′) and w(v′z′) to satisfy vv′ and v′x′, and choose w(z′) to satisfy zz′.
Hence we may assume that the vertices are distinct as on the left in Figure 2.8D. Let
a = w′(zy), b = ρw′(y, z), c = w′(vx), and d = ρw′(x, v). Define a′, b′, c′, d′ analogously using
y′, z′, v′, x′ In all subcases, set w(vv′) = 2.
Subcase 1: dG(y) = 2 (or dG(y′) = 2). Let NG(y) = {z, u}. Uncolor u and yu. Treat
y = z′ (which implies u = v′) as a special case. When y = z′, set w(zz′) = w(z′) = 1;
in general, set w(z) = w(z′) = 1. In both cases, this ensures satisfying vz and v′z′ (since
w(vv′) = 2). Now set w(v′z′) = 1 when y = z′; otherwise choose w(v′z′) to satisfy y′z′.
In both cases, next choose w(v′) to satisfy v′x′, then w(v) and w(vz) to satisfy vv′ and vx.
Finally, choose w(z) to satisfy zz′ when y = z′; otherwise, choose w(u) to satisfy yu and
then w(yu) to satisfy the other edge at u.
Subcase 2: dG(y) .= 2. By A, we may assume d(y) ≥ 3. If c = 2 or a = 1, then
w(vv′) = 2 ensures satisfying zv. Set w(v′) = 2 to guarantee satisfying z′v′. Now choose
w(z′v′) to satisfy v′x′, and choose w(z′) to satisfy z′y′. Next choose w(zv) and w(v) to satisfy
vx and vv′. Finally, choose w(z) to satisfy zy.
We may therefore assume c = 1 and a = 2, and by symmetry c′ = 1 and a′ = 2. We may
also assume w′(y) = w′(y′) = 2, since otherwise we can switch weights on y and yz (or on y′
and y′z′), which leaves the other edges at y or y′ satisfied and yields the subcase above.
With dG(y) ≥ 3, we have b ≥ 4 (since w′(y) = 2). By symmetry, dG(y′) ≥ 3 and b′ ≥ 4.
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Now setting w(z) = w(z′) = 1 ensures satisfying ΓG(z) and ΓG(z′) (since w(vv′) = 2).
Finally, choose w(zv)+w(v) to avoid d− 2 and and w(z′v′)+w(v′) to avoid d′− 2 (allowing
two choices for each sum) so that the sums are different. This satisfies vx, v′x′, and vv′.
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Figure 2.8: Cases D and E for Lemma 2.3.4
Case E: v is a β-vertex with a β ′-neighbor v′. Let z be the 2-neighbor of v, with
NG(v) = {x, z, v′} and NG(z) = {y, v}.
If dG(v′) ≥ 6, then let U be the set of 1-neighbors of v′. Set w(v′) = 2 to guarantee
satisfying vv′ (since now ρw(v′, v) ≥ 7 > 6 ≥ ρw(v, v′)). Including vv′, the number of
remaining edges incident to v′ with unchosen weights equals the number of edges from v′ to
NG(v′)−U ; by Lemma 2.2.3, we can choose these weights to satisfy these edges. The edges
of [v, U ] are automatically satisfied, regardless of the weights on U . Finally, now that w(vv′)
is chosen, Lemma 2.3.3 allows us to complete w to a proper 2-weighting of G.
We may therefore assume dG(v′) = 4, as in Figure 2.8E. Let u be the 1-neighbor of
v′. Let G′ = G − {zv, vv′, v′u}, leaving v′x′, v′x′′ ∈ E(G′). Let a = w′(zy), b = w′(v′x′),
b′ = w′(v′x′′), and c = w′(vx). The argument allows y ∈ {x′, x′′}. Fix w(u) = 1.
If b + b′ − c ≥ 2, then requiring w(v) + w(zv) = 3 guarantees satisfying v′v. Next
choose w(v′v) to satisfy vx, and choose w(v′) and w(v′u) to satisfy v′x′ and v′x′′. With
w(v) = 3−w(zv), there are three choices for w(zv)+w(z), so we can choose w(zv) and w(z)
with w(z) +w(zv) .= ρw′(y, z) to satisfy yz and w(z) + a .= 3−w(zv) + c+w(vv′) to satisfy
zv. We may therefore assume b+ b′ − c ≤ 1.
If c = 2 or a = 1, then requiring w(v) + w(vv′) = 3 guarantees satisfying zv. Now
choose w(zv) to satisfy vx and then w(z) to satisfy zy. Finally, tentatively set w(vv′) = 2
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and w(v) = 1, and then choose w(v′) and w(v′u) to satisfy v′x′ and v′x′′. If vv′ is not now
satisfied, then w(v′)+w(v′u) < 4. Now exchange weights on vv′ and v while increasing w(v′)
or w(v′u) to satisfy vv′ and preserve the satisfaction of v′x′ and v′x′′.
Hence we may assume c = 1 and a = 2. Since also b + b′ − c ≤ 1, we have b = b′ = 1.
Tentatively set w(v′u) = 2, and choose w(v′) and w(vv′) to satisfy v′x′ and v′x′′, with w(v′) ≥
w(vv′). If w(v′) = 2, then vv′ is automatically satisfied (since c = 1), and Lemma 2.3.3
completes the extension to w. If w(v′) = 1 and the application of Lemma 2.3.3 produces
w(zv) = w(v) = 2, then vv′ is not satisfied. In this case, ρw′(x′, v′), ρw′(x′′, v′) = {6, 7}, and
changing w(v′u) to 1 satisfies vv′ while still satisfying v′x′ and v′x′′.
Case F: v is a β ′-vertex of degree 4 with β ′-neighbors z and z′ of degree 4. Let NG(v) =
{x, u, z, z′}. Let u, y, y′ be the 1-neighbors of v, z, z′, respectively. (see Figure 2.9).
Subcase 1: zz′ ∈ E(G). In this case, we have a triangle of β ′-vertices having degree 4.
Let G′ = G− {vz, vz′, zz′, vu, zy, z′y′}. Let t and t′ be the remaining neighbors of z and z′,
respectively. By symmetry, we need only consider two cases: w′(zt) .= w′(z′t′), and the case
w′(zt) = w′(z′t′) = w′(vx) = c.
If w′(zt) .= w′(z′t′), then by symmetry we may assume w′(zt) = 1 and w′(z′t′) = 2. Set
w(zz′) = w(z′) = w(z′v) = 2 and w(zv) = w(v) = 1 to ensure satisfying zz′ and z′v. Now
choose w(vu) to satisfy ΓG′(v) and choose w(z′y′) to satisfy ΓG′(z′). Finally, choose w(z)
and w(zy) to satisfy zv and ΓG′(z).
In the other case, let w(vu) = w(v) = w(vz) = w(vz′) = a. Choose a to satisfy vx. Let
w(zz′) = 3 − a; this ensures satisfying vz and vz′. With w(z′) arbitrary, choose w(z′y′) to
satisfy z′t′, and finally choose w(z) and w(zy) to satisfy zz′ and zt.
Subcase 2: zz′ /∈ E(G). Let G′ = G − {yz, zv, vu, vz′, z′y′}. Let a = ρw′(x, v). If
a .= 6, then requiring w(v) + w(vz′) = 3 and w(vz) + w(vu) = 3 satisfies xv, with w(vz′)
and w(vz) still choosable freely. Choose w(zy), w(z), and w(vz) so that their sum avoids
{ρw′(s, z), ρw′(t, z)}, where {s, t} = NG′(z), and so that w(zy) + w(z) + w′(sz) + w′(tz) .=
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Figure 2.9: Cases F1 and F2 for Lemma 2.3.4
3−w(vz) +w(v) +w(vz′) +w′(vx) (to satisfy vz). Since w(v) +w(vz′) = 3, there are three
constants for w(zy) +w(z) +w(vz) to avoid, so such a choice exists. Finally, choose w(vz′),
w(z′), and w(z′y′) to satisfy vz and ΓG′(z), again making their sum avoid three known values.
Hence we may assume a = 6. Now choosing w(v) = w(vu) = w(vz) guarantees satisfying
vx; let b denote the value to be chosen for them. Let c be the total weight assigned by w′ to
ΓG′(z′). If c = 2, or if c = 3 and w(vx) = 2, then let b = 2. Otherwise, let b = 1. In either
case, vz′ is guaranteed to be satisfied. Finally, choose w(z) and w(zy) to satisfy zs and zt,
choose w(vz′) to satisfy vz, and choose w(z′) and w(z′y′) to satisfy ΓG′(z′).
Case G: v is a 3-vertex with neighbors z1, z2, z3 (where dG(z1) ≥ dG(z2) ≥ dG(z3)) such
that each is a β-vertex or is a β ′-vertex of degree 4. For i ∈ {1, 2, 3}, let yi be the neighbor
of zi with degree 5− dG(zi). When dG(zi) = 3, let xi be the other neighbor of zi and let y′i
be the other neighbor of yi. When dG(zi) = 4, let {xi, x′i} = NG(zi)− {v, yi}.
We first reduce to the case where NG(v) is independent. Adjacent β-vertices are forbidden
by D. Adjacent β- and β ′-vertices are forbidden by E.
The third possibility is that z and z′ are adjacent β ′-vertices having a common 3-neighbor
v. The situation is illustrated by deleting u from the left graph in Figure 2.9. Label the
vertices as described there, with G′ = G−{vz, vz′, zz′, zy, z′y′}. If w′(zt) = 2 or w′(vx) = 1,
then set w(vz) = w(vz′) = 1 and w(z′) = w(zz′) = 2 to ensure satisfying vz and vz′. Choose
w(v) to satisfy vx, choose w(z′y′) to satisfy z′t′, and choose w(z) and w(zy) to satisfy zt and
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zz′.
By symmetry, we may now assume w′(zt) = w′(z′t′) = 1 and w′(vx) = 2. Also, w′(x) = 2,
or we can switch the weights on x and vx to reach the case just discussed. Now, using
d(x) ≥ 3 (since x is a β- or β ′-neighbor of v), we have ρw′(x, v) ≥ 4. Now set w(zv) =
w(v) = w(vz′) = 1 and w(zz′) = 2 to satisfy vx and ensure satisfying vz and vz′. Finally,
set w(z′) = 1, choose w(z′y′) to satisfy z′t′, and choose w(z) and w(zy) to satisfy zt and zz′.
Hence we may assume that NG(v) is independent. If two β-vertices in NG(v) have
a common 2-neighbor, say z1 and z2 with common 2-neighbor y, then let G′ = G −
{vz1, vz2, z1y, z2y}. Set w(vz1) = w(vz2) = 2 and w(y) = 1 to ensure satisfying z1y and
z2y. Now choose w(v) to satisfy vz3, choose w(z1) and w(z1y) to satisfy vz1 and ΓG′(z1),
and choose w(z2) and w(z2y) to satisfy vz2 and ΓG′(z2).
Now NG(v) independent and the 2-neighbors of β-neighbors of v are distinct. The re-
maining cases are shown in Figure 2.10. The argument does not require the vertices on
circles to be distinct. Let Subcase j be the situation where j neighbors of v are β ′-vertices.
In each subcase, the deleted core consists of ΓG(v) and {z1y1, z2y2, z3y3}. To obtain w from
w′, we must satisfy these six edges and six additional edges incident to them. We have the
freedom to choose weights on the six deleted edges and their seven incident vertices.
We define operation Si to satisfy the edges in the ith “branch” when w(vzi) has been
specified. If dG(zi) = 3, then Si uses Lemma 2.3.3 to choose w(zi), w(ziyi), and w(yi) (plus
possible changes to weights on yiy′i and y
′
i but not on zixi or ziv) so that zixi, ziyi, and yiy
′
i
become satisfied. If dG(zi) = 4, then Si chooses w(zi) and w(ziyi) to satisfy zixi and zix′i.
(When dG(zi) = 4, automatically ziyi is satisfied, and w(yi) is irrelevant.)
Subcase 0: Set w(v) = w(vz1) = w(vz2) = w(vz3) = 2, and consider i ∈ {1, 2, 3}.
If w′(xizi) = 1, then ziv is automatically satisfied; apply Si. If w′(xizi) = 2, then ziyi is
automatically satisfied. Set w(zi) = 1 to satisfy ziv. Choose w(ziyi) to satisfy zixi, and
choose w(yi) to satisfy yiy′i.
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Figure 2.10: Case G for Lemma 2.3.4
Subcase 1: Let a = ρw′(x1, z1) and a′ = ρw′(x′1, z1). When w
′(z1x1) = w′(z1x′1) = 1
and {a, a′} = {6, 7}, set w(z3v) = w(z2v) = 2. Otherwise, set w(z3v) = w(z2v) = 1. With
w(z3v) and w(z2v) fixed, apply S2 and S3. Now choose w(v) and w(vz1) to satisfy vz2 and
vz3, with w(v) ≤ w(vz1).
If we have set w(z3v) = w(z2v) = 2, then w′(z1x1) = w′(z1x′1) = 1; satisfy vz1 by setting
w(z1) = w(z1y1) = 1. Since {a, a′} = {6, 7}, this also satisfies ΓG′(z1).
If we have set w(z3v) = w(z2v) = 1, then w′(z1x1) + w′(z1x′1) ≥ 3 or {a, a′} .= {6, 7}.
In the first case, vz1 is automatically satisfied; apply S1. In the second, w(z3v) = w(z2v) =
w′(z1x1) = w′(z1x′1) = 1 and {a, a′} .= {6, 7}; choose b ∈ {6, 7} − {a, a′}. If w(v) = 1,
then vz1 is automatically satisfied; apply S1. Otherwise, w(v) = w(vz1) = 2, since we chose
w(v) ≤ w(vz1). Now choose w(z1) and w(z1y1) with sum b−3. This satisfies vz1 and ΓG′(z1).
Subcase 2: Set w(z3v) = 1. With w(z3v) fixed, apply S3. If w′(z1x1) = 2, then setting
w(z1v) = w(v) = 1 ensures satisfying z1v and z2v; choose w(z2v) to satisfy vz3 and apply S1
and S2. By symmetry, we may thus assume w′(zixi) = w′(zix′i) = 1 for i ∈ {1, 2}.
If w(z3) + w′(z3x3) + w(z3y3) > 3, then setting w(v) = w(vz2) = w(vz1) = 1 satisfies vz3
and ensures satisfying vz2 and vz1; apply S2 and S1. Hence we may also assume w(z3) +
w′(z3x3) + w(z3y3) = 3. Let ai = ρw′(xi, zi) and a′i = ρw′(x
′
i, zi), for i ∈ {1, 2}.
If {a1, a′1} .= {5, 6}, then set w(vz1) = w(v) = 1 and w(vz2) = 2. Now vz3 is satisfied
and vz2 is automatically satisfied; apply S2. Choose b ∈ {5, 6}− {a1, a′1}. Choose w(z1) and
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w(z1y1) summing to b− 2. This satisfies vz1 and ΓG′(z1).
By symmetry, we may thus assume {a1, a′1} = {a2, a′2} = {5, 6}. Let w(v) = 2 and
w(vzi) = w(zi) = w(ziyi) = 2 for i ∈ {1, 2} to satisfy all remaining edges.
Subcase 3: Set w(v) = w(vz1) = w(vz2) = w(vz3) = 1 to guarantee satisfying each vzi.
Now for each i choose w(yizi) and w(zi) to satisfy zixi and zix′i.
Case F and Case G in Lemma 2.3.4 can be generalized. If v in the former case or zi in
the latter is a β ′-vertex of any even degree, then the configuration remains 2-reducible. We
omit this since it is not needed to prove the 1, 2-Conjecture for Mad(G) < 8/3; the more
restrictive configurations in the lemma complete an unavoidable set.
Lemma 2.3.5. If G has average degree less than 8/3, then G contains one of the following:
A. A 3−-vertex having a 1-neighbor.
B. A 4−-vertex having two 2−-neighbors.
C. A 5+-vertex v whose number of 2−-neighbors is at least (dG(v)− 1)/2.
D. Two adjacent β-vertices.
E. A β-vertex with a β ′-neighbor.
F. A β ′-vertex of degree 4 having two β ′-neighbors of degree 4.
G. A 3-vertex such that each neighbor is a β-vertex or is a β ′-vertex of degree 4.
Proof. We prove that a graph G containing none of A-G has average degree at least 8/3.
Give every vertex v in G initial charge dG(v). Move charge via the following rules:
(1) Each 1-vertex takes 53 from its neighbor.
(2) Each 2-vertex takes 23 from one 3
+-neighbor.
(3) Each 3-vertex with a 2-neighbor takes 16 from each other neighbor.
(4) Each 4-vertex with a 1-neighbor takes 16 from each other neighbor not a β
′-vertex.
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Let µ(v) denote the resulting charge at v; it suffices to check that µ(v) ≥ 83 for all v. For
Z ∈ {A, . . . ,G}, let Z mean “configuration Z does not occur in G”. Note that by B, the
vertex taking charge in Rule 3 or Rule 4 is a β-vertex or a β ′-vertex, respectively.
Case d(v) = 1: By Rule 1, v receives 53 and has final charge
8
3 .
Case d(v) = 2: By A and B, v gives no charge and receives 23 from a 3
+-neighbor.
Case d(v) = 3: By A, v has no 1-neighbor. If v also has no 2-neighbor, then by G at
most two neighbors take charge 16 from it, so µ(v) ≥ 83 . If v has a 2-neighbor, then by B it
is a β-vertex, has only one 2-neighbor, and may give 23 to that 2-neighbor. By D and E, v
loses no other charge. If v does loses 23 , then v needs to regain
1
3 and does so via Rule 3.
Case d(v) = 4: By B, v has at most one 2−-neighbor. If v has no 1-neighbor, then v
loses at most 23 +
3
6 . Hence in this case µ(v) >
8
3 . If v has a 1-neighbor, then v loses
5
3 to it
and is a β ′-vertex. By E and F, v has no β-neighbor and at most one β ′-neighbor. Hence it
gives away no other charge and receives at least 26 to reach µ(v) ≥ 83 .
Case d(v) ≥ 5: By C, v has at most d(v)−22 2−-neighbors. If the inequality is strict, then
v gives at most 53
d(v)−3
2 to those vertices and at most
1
6 to each other neighbor, yielding
µ(v) ≥ d(v)− 5
3
d(v)− 3
2
− 1
6
d(v) + 3
2
=
d(v)
12
+
9
4
≥ 32
12
=
8
3
.
If v has exactly d(v)−22 2
−-neighbors and at least one of them is a 2-vertex, then d(v) ≥ 6 and
µ(v) ≥ d(v)− 5
3
d(v)− 4
2
− 2
3
− 1
6
d(v) + 2
2
=
d(v)
12
+
8
3
− 1
6
>
8
3
.
In the remaining case, v is a β ′-vertex with degree at least 6. By definition, v has d(v)−22
1-neighbors and no 2-neighbor. By E, v has no β-neighbor. By Rules 3 and 4, v gives charge
only to its 1-neighbors. Hence
µ(v) ≥ d(v)− 5
3
d(v)− 2
2
=
d(v)
6
+
5
3
≥ 8
3
.
38
Since every configuration in Lemma 2.3.5 is listed in Lemma 2.3.4 the following is proved.
Theorem 2.3.6. The 1, 2-Conjecture holds for each graph G such that Mad(G) < 8/3.
2.4 Proper 3-weighting when Mad(G) < 8/3
For the discussion of proper 3-weightings, again it will be helpful to have notation for special
types of vertices. The definition of β-vertex is the same as before, but instead of β ′-vertices
we introduce α-vertices and γ-vertices.
Definition 2.4.1. An α-vertex is a 2 vertex with a 2-neighbor. A β-vertex is a 3-vertex with
a 2-neighbor. A γ-vertex is a 4-vertex with a 1-neighbor or is a 3-vertex with an α-neighbor
or two 2-neighbors.
Lemma 2.4.2. If G has average degree less than 8/3, then G contains one of the following:
A. A 2-vertex or 3-vertex having a 1-neighbor.
B. A 4−-vertex whose neighbors all have degree 2.
C. A 3-vertex having an α-neighbor and another 2-neighbor.
D. A 4-vertex having a 1-neighbor and a 2−-neighbor.
E. A 5+-vertex v with 3p1 + 2p2 ≥ d(v), where pi is the number of i-neighbors of v.
F. Two adjacent γ-vertices.
G. A 3-vertex with two γ-neighbors.
H. A 6-vertex or 7-vertex having a 1-neighbor and four γ-neighbors.
I. A 5-vertex having a 1-neighbor and three γ-neighbors.
J. A 4-vertex with p+q+r ≥ 5, where p, q, r are its numbers of 2-neighbors, γ-neighbors,
and α-neighbors, respectively.
K. A γ-vertex whose 3+-neighbors are all β-vertices.
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Proof. We prove that a graph G containing none of A-K has average degree at least 8/3.
Give every vertex v in G initial charge d(v). Move charge via the following rules:
(1) Each 1-vertex takes 53 from its neighbor.
(2) Each α-vertex takes 23 from its 3
+-neighbor.
(3) Each 2-vertex that is not an α-vertex takes 13 from each neighbor.
(4) Each γ-vertex takes 13 from each 3
+-neighbor that is not a β-vertex.
Let µ(v) denote the resulting charge at v; it suffices to check that µ(v) ≥ 83 for all v. For
Z ∈ {A, . . . ,K}, let Z mean “configuration Z does not occur in G”. Fix a vertex v and let
pi, q, and r count its i-neighbors, γ-neighbors, and α-neighbors, respectively.
Case d(v) = 1: By Rule 1, v receives 53 and has final charge
8
3 .
Case d(v) = 2: By A, v gives no charge; via Rule 2 or Rule 3, v receives 23 .
Case d(v) = 3: By A and B, v has no 1-neighbor and at most two 2-neighbors.
If v has no 2-neighbor, then v is not a γ-vertex or a β-vertex. It loses nothing via Rule
2 or 3, and via Rule 4 it gives 13 to each γ-neighbor. By G, v loses at most
1
3 , and µ(v) ≥ 83 .
If v has a 2-neighbor, then v is a β-vertex and loses nothing via Rule 4. By B and C, v
gives at most 23 to its 2-neighbors, with equality only if it is a γ-vertex. In this case, by A
and B, v has a 3+-neighbor u. By F, u is not a γ-vertex, and by K not all choices of u are
β-vertices. Hence from some 3+-neighbor v receives 13 , and µ(v) ≥ 83 .
Case d(v) = 4: If v has a 1-neighbor, then v is a γ-vertex. By D it has no other 2−-
neighbor and loses at most 53 . Its other neighbors are 3
+-vertices. By F, none is a γ-vertex,
and by K they are not all β-vertices. Hence v receives at least 13 via Rule 4, and µ(v) ≥ 83 .
If v has no 1-neighbor, then v is not a γ-vertex. By J, p + q + r ≤ 4. An α-neighbor
contributes to both p and r. Hence v loses exactly (p+ q + r)/3, yielding µ(v) ≥ 83 .
Case d(v) ≥ 5: The charge lost by v is 13(5p1 + p2 + q + r). Hence v is happy if
5p1 + p2 + q + r ≤ 3d(v)− 8. Also, configurations with 3p1 + 2p2 ≥ d(v) are forbidden, by
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E. Hence if v is not happy and is not in a configuration forbidden by E, then
5p1 + p2 + q + r ≥ 3d(v)− 7 and 3p1 + 2p2 ≤ d(v)− 1. (2.1)
Since r ≤ p2 and q ≤ d(v) − p1, the first inequality above yields 4p1 + 2p2 ≥ 2d(v) − 7.
Eliminating 2p2 from the two inequalities then yields 2d(v)−7−4p1 ≤ d(v)−1−3p1, which
simplifies to d(v)− 6 ≤ p1. Since also p1 ≤ 0(d(v)− 1)/31, we obtain d(v) ≤ 8.
If p1 = 0, then substituting q + r ≤ d(v) in (1) yields (d(v) − 1)/2 ≥ 2d(v) − 7, which
simplifies to d(v) ≤ 13/3. Hence we may assume p1 ≥ 1. We consider below the remaining
unexcluded possibilities for (p1, p2, r, q). In each case these are the choices allowed by (2.1).
For d(v) = 5, the remaining case is (1, 0, 0, q) with q ∈ {3, 4}, forbidden by I.
For d(v) = 6, the remaining case is (1, 1, 1, 4), forbidden by H.
For d(v) = 7, the case (1, p2, r, q) requires p2 ≤ 1, which yields 5p1 + 2p2 + q ≤ 12 < 14,
so v remains happy. Hence the remaining case is (2, 0, 0, q) with q ∈ {4, 5}, forbidden by H.
For d(v) = 8, with p1 ≤ 2 and 3p1 + 2p2 ≤ 7, we have 5p1 + 2p2 ≤ 10. At most 16/3 is
lost, and hence µ(v) ≥ 83 .
The next lemma explains the role of γ-vertices.
Lemma 2.4.3. Let v be a γ-vertex having a 3+-neighbor x. Define F ⊆ E(G) as follows:
F = {vu} if v is a 4-vertex with 1-neighbor u,
F = {vz, vz′} if v is a 3-vertex with 2-neighbors z and z′,
F = ΓG(z) if v is a 3-vertex with α-neighbor z.
Given any weighting of G−F , weights in {1, 2, 3} can be chosen on F to satisfy all edges in
F or incident to edges of F except vx, without changing the weights on edges not in F .
Proof. Figure 2.11 shows F in bold; the weight on vx is fixed. When v is a 4-vertex, choose
w(vu) to satisfy the two edges from v to NG(v) − {x, u}. When v is a 3-vertex with 2-
neighbors z and z′ having neighbors y and y′ other than v, choose w(vz) to satisfy vz′ and
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zy, and choose w(vz′) to satisfy vz and z′y′. When v is a 3-vertex with α-neighbor z having
neighbor y other than v, let x′ and y′ be the remaining neighbors of v and y. Choose w(vz)
to satisfy vx′ and zy, and choose w(zy) to satisfy vz and yy′.
• • •
• •
u v x
•
•
•
•
• •
y′
y
z′
z
v x
•
• • •
•
•
y′
y z v
x′
x
Figure 2.11: Three cases for Lemma 2.4.3, with F in bold
In employing Lemma 2.4.3, the difficulty is ensuring that the edge vx will be satisfied.
Generally, we will need to ensure that some edge is satisfied regardless of the choice of
weight on some incident edge. When v is a γ-vertex, let Fv denote the set of one or two
edges designated as F in Lemma 2.4.3 (bold in Figure 2.11).
Like Lemma 2.2.5, the next lemma excludes degenerate cases for the reducibility proofs.
Lemma 2.4.4. Let z and z′ be β-vertices having respective 2-neighbors y and y′ that are
equal or adjacent. The following cases lead to 3-reducible configurations:
(1) zz′ ∈ E(G).
(2) z and z′ have a common neighbor v with a 1-neighbor u, such that dG(v) ∈ {4, 5}.
Proof. See Figure 2.12 for these cases.
(1) Suppose zz′ ∈ E(G). If y = y′, then Lemma 2.2.5 applies. If yy′ ∈ E(G), then let
G′ = G− {zz′, zy, yy′, z′y′}. Set w(yy′) = 1 to ensure satisfying zy and z′y′. Set w(zy) = 1.
Now choose w(z′y′) to satisfy yy′ and zz′, and choose w(zz′) to satisfy zx and z′x′, where
NG(z) = {z′, y, x} and NG(z′) = {z, y′, x′} (x = x′ is allowed).
(2) By Case (1), we may assume zz′ /∈ E(G), so x .= z′ and x′ .= z.
(2a) If y = y′, then let G′ = G− {vz, vz′, zy, z′y′, vu}. Set w(zy) = w(z′y′) = 1 to ensure
satisfying zy and z′y′. Next choose w(zv) ∈ {2, 3} to satisfy zx and choose w(z′v) ∈ {2, 3}
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to satisfy z′x′. To ensure satisfying vz and vz′, we now choose w(vu) to satisfy ΓG′(v) (if
dG(v) = 5) or w(vu) ∈ {2, 3} to satisfy ΓG′(v) (if dG(v) = 4).
(2b) If yy′ ∈ E(G), then let G′ = G− {vz, vz′, zy, z′y′, yy′, vu}. Set w(yy′) = 1 to ensure
satisfying zy and z′y′. Set w(zy) = 1 and w(vz′) = 3 to ensure satisfying zv. Next choose
w(z′y′) to satisfy yy′ and z′x′. Two choices of w(vz) will satisfy zx. Along with the three
choices available for w(vu) these choices can be made to satisfy vz′ and ΓG′(v).
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Figure 2.12: Three cases for Lemma 2.4.4
Lemma 2.4.5. The following configurations are 3-reducible.
A. A 2-vertex or 3-vertex having a 1-neighbor.
B. A 4−-vertex whose neighbors all have degree 2.
C. A 3-vertex having an α-neighbor and another 2-neighbor.
D. A 4-vertex having a 1-neighbor and a 2−-neighbor.
E. A 5+-vertex v with 3p1 + 2p2 ≥ d(v), where pi is the number of i-neighbors of v.
F. Two adjacent γ-vertices.
G. A 3-vertex with two γ-neighbors.
H. A vertex v such that p1 + 2q ≥ d(v) and p1 + q > 4, where p1 is the number of
1-neighbors and q is the number of γ-neighbors of v.
I. A 5-vertex having a 1-neighbor and three γ-neighbors.
J. A 4-vertex with (1) two α-neighbors, (2) an α-neighbor, another 2-neighbor, and a
γ-neighbor, or (3) a 2-neighbor and three γ-neighbors.
K. A γ-vertex whose 3+-neighbors are all β-vertices.
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Proof. Lemma 2.2.6 shows that A-E are 3-reducible. Let G be a minimal 3-bad graph
containing one of F-K. When z is a γ-vertex with a 3+-neighbor v and w(zv) has been
chosen, the phrase “apply Lemma 2.4.3 to z” means “apply Lemma 2.4.3 to choose weights
on Fz to satisfy Fz and the edges incident to them other than zv”. In each case, we extend
a proper 3-weighting w′ of a proper subgraph G′ of G to a proper 3-weighting w of G.
The phrase “Figure n is accurate” means that the vertices in the illustration are known
to be distinct, except possibly for non-γ-vertices on circles, to which no edges of the core are
adjacent. There are three types of γ-vertices. Let those of degree 4 be γ4-vertices, those of
degree 3 with an α-neighbor be γ3a-vertices, and those of degree 3 with two 2-neighbors be
γ3b-vertices.
Case F: v and v′ are adjacent γ-vertices. Let G′ = G − vv′ − Fv − Fv′ . By symmetry,
the first subcase covers when v or v′ is a γ3b-vertex. By Lemma 2.2.5, v and v′ do not have
a common 2-neighbor.
Subcase 1: v is a γ3b-vertex. Let NG(v) = {v′, z, z′}. By Lemma 2.2.5, we may assume
zz′, zv′, z′v′ /∈ E(G), so Figure 2.13 is accurate. Set w(vv′) = 3 to ensure satisfying vz and
vz′. Apply Lemma 2.4.3 to v′. Choose w(vz) to satisfy ΓG′(z). Choose w(vz′) to satisfy vv′
and ΓG′(z′).
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Figure 2.13: Cases F1 and F2 for Lemma 2.4.5
Subcase 2: v and v′ are both γ3a-vertices. Let z and z′ be the α-neighbors of v and
v′, and let y and y′ be the 2-neighbors of z and z′. By Lemma 2.4.4, Lemma 2.2.5, and B,
Figure 2.13 is accurate. Let x and x′ be the remaining neighbors of v and v′, respectively.
Choose w(vz) to satisfy zy. Now choose w(v′z′) to satisfy vv′ and z′y′. Next choose
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w(vv′) to satisfy vx and v′x′. Finally, choose w(zy) to satisfy vz and ΓG′(y), and choose
w(z′y′) to satisfy v′z′ and ΓG′(y′).
Subcase 3: v and v′ are both γ4-vertices. Let N(v) = {v′, z1, z2, u} and N(v′) =
{v, z′1, z′2, u′}, with dG(u) = dG(u′) = 1. For i ∈ {1, 2}, let ai = w′(vzi) and bi = ρw′(zi, v);
similarly define a′i and b
′
i using {v′, z′1, z′2}. Since dG(u), dG(u′) = 1, Figure 2.14 is accurate.
If a1 + a2 > a′1 + a
′
2, then set w(uv) = 3 to ensure satisfying vv
′. Next choose w(vv′) to
satisfy vz1 and vz2, and choose w(v′u′) to satisfy v′z′1 and v
′z′2.
By symmetry, we may thus assume a1 + a2 = a′1 + a
′
2. If b1 .= a2 + 4, then choose
w(vv′) ∈ {1, 3} to ensure satisfying vz1. Now choose w(v′u′) to satisfy v′z′1 and v′z′2, and
then choose w(vu) to satisfy vz2 and vv′. Hence by symmetry we may assume that each
entry of (b1, b2, b′1, b
′
2) exceeds the corresponding entry of (a2, a1, a
′
2, a
′
1) by exactly 4. Now
setting w(uv) = w(vv′) = 3 and w(v′u′) = 2 completes the extension.
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Figure 2.14: Cases F3 and F4 for Lemma 2.4.5
Subcase 4: v is a γ3a-vertex and v′ is a γ4-vertex. Let NG(v) = {v′, z, u}, with z being
the α-vertex. Let y be the 2-neighbor of z, with NG(y) = {z, y′}. Let NG(v′) = {v, x, x′, u′},
with dG(u′) = 1. By Lemma 2.2.5, D, and Lemma 2.4.4 (the last to exclude y′ = v′),
Figure 2.14 is accurate. Let a = w′(v′x) + w′(v′x′), b = w′(vu), and c = w′(yy′).
If a .= b, then choose w(u′v′) ∈ {1, 3} to ensure satisfying vv′. Now choose w(vv′) to
satisfy v′x and v′x′, choose w(vz) to satisfy vu and yz, and choose w(zy) to satisfy vz and
the other edge at y.
If a = b, then set w(u′v′) = c. Now choose w(vv′) to satisfy v′x and v′x′. Next choose
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w(vz) to satisfy vv′, yz, and uv, which succeeds because vv′ and yz both are satisfied if and
only if w(vz) .= c. Finally choose w(zy) to satisfy vz and the other edge at y.
Case G: v is a 3-vertex having two γ-neighbors z and z′. Let NG(v) = {z, z′, x}. In
each case, we will let G′ = G− {vz, vz′}− Fz − Fz′ (and w′ is a proper 3-weighting of G′).
By F, zz′ /∈ E(G). By Lemma 2.2.5, neither z nor z′ shares a 2-neighbor with v or has a
2-neighbor adjacent to a 2-neighbor of v. Hence Figures 2.15 and 2.16 are accurate.
Subcase 1: z is a γ3a-vertex. Let NG(z) = {v, y, u}, with y the α-neighbor of z. Let y′
be the 2-neighbor of y, with NG(y′) = {y, y′′}. Let a = w′(vx), b = w′(zu), and c = w′(y′y′′),
as shown on the left in Figure 2.15.
If b .= a, then choose w(vz′) ∈ {1, 3} to ensure satisfying vz. With w(vz′) known, apply
Lemma 2.4.3 to z′. Next choose w(vz) to satisfy vx and vz′. With vz automatically satisfied
and w(vz) chosen, it now suffices to apply Lemma 2.4.3 to z.
Hence we may assume b = a. In this case, set w(vz′) = c and apply Lemma 2.4.3 to
z′. Choose w(vz) to satisfy vx and vz′. Now choose w(zy) to satisfy vz, zu, and yy′; this
succeeds because yy′ and vz both forbid w(zy) = c, so at most two choices for w(zy) are
forbidden. Finally, choose w(yy′) to satisfy zy and y′y′′.
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Figure 2.15: Cases G1 and G2 for Lemma 2.4.5
Subcase 2: z is a γ3b-vertex. Let NG(z) = {v, y1, y2}, with NG(y1) = {z, y′1} and
NG(y2) = {z, y′2}. By Subcase 1, we may assume that z′ is not a γ3a-vertex.
Suppose that z′ is a γ4-vertex, with 1-neighbor u, as in Figure 2.15 in the middle. Set
w(vz) = 3 to ensure satisfying zy1 and zy2. Now w(uz′) has two choices that satisfy vz′, and
w(vz′) has two choices that satisfy vx. With at least three choices for the sum w(uz′)+w(vz′),
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the two edges in ΓG′(z′) can also be satisfied. Now choose w(zy1) to satisfy ΓG′(y1) and w(zy2)
to satisfy zv and ΓG′(y2).
Hence we may assume that z′ is also a γ3b-vertex, as on the right in Figure 2.15. If
ρw′(x, v) .= 6, then set w(vz) = w(vz′) = 3. This satisfies vx and also ensures satisfying Fz
and Fz′. Choose w(zy1) to satisfy y1y′1, and choose w(zy2) to satisfy y2y
′
2 and zv. Choose
weights on Fz′ by the same method.
If ρw′(x, v) = 6 and w′(y1y′1) .= 3, then set w(vz) = 2 and w(vz′) = 3 to satisfy vx and
ensure satisfying zy1. Choose w(zy1) ∈ {2, 3} to satisfy y1y′1 and ensure satisfying zy2. Now
choose w(zy2) to satisfy y2y′2 and vz. Since setting w(vz
′) = 3 ensures satisfying Fz′, we can
choose weights on Fz′ to finish as in the preceding paragraph.
Hence we may assume that ρw′(x, v) = 6 and (by symmetry) that all the edges of G′
incident to the 2-neighbors of z and z′ have weight 3 under w′. Since we may assume by
Subcase 1 that neither z nor z′ is a γ3a-vertex, we can complete the extension by giving all
the missing edges weight 1, unless w′(vx) = 1. In that case, just change w(vz) to 3 and
choose w(zyi) ∈ {2, 3} to satisfy yiy′i, for i ∈ {1, 2}.
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Figure 2.16: Case G3 for Lemma 2.4.5
Subcase 3: z and z′ are both γ4-vertices. Let NG(z) = {v, y1, y2, u} and NG(z′) =
{v, y′1, y′2, u′}, with dG(u) = dG(u′) = 1. Let a = w′(vx). For i ∈ {1, 2}, let bi = w′(zyi) and
b′i = ρw′(yi, z), as on the left in Figure 2.16.
Let b = b1+b2. If b .= a, then choose w(vz′) ∈ {1, 3} to ensure satisfying vz. With w(vz′)
fixed, choose w(z′u′) to satisfy ΓG′(z′). Now choose w(vz) to satisfy vx and vz′, and then
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choose w(zu) to satisfy ΓG′(z) and complete the extension.
If b′1 .= b2 + 4, then choose w(vz) ∈ {1, 3} to ensure satisfying zy1. Now restrict w(u′z′)
to two choices that satisfy vz′, and restrict w(vz′) to two choices that satisfy vx. Having at
least three choices for the sum w(u′z′) + w(vz′) allows also satisfying the edges of ΓG′(z′).
Finally, choose w(uz) to satisfy zy2 and zv and complete the extension.
By symmetry, the only remaining case is b = a, b′1 = b2+4, and b
′
2 = b1+4, and similarly
for ΓG′(z′), as on the right in Figure 2.16. Now w(vz) + w(zu) < 4 satisfies zy1 and zy2,
and w(uz) .= w(vz′) satisfies vz. Similarly, w(vz′) + w(z′u′) > 4 satisfies z′y′1 and z′y′2,
and w(u′z′) .= w(vz) satisfies vz′. Set w(vz) = w(zu) = 1 and w(z′u′) = 3, and choose
w(vz′) ∈ {2, 3} to satisfy vx.
Case H: A vertex v such that p1 + 2q ≥ d(v) and p1 + q > 4. Let Z be the set of
γ-neighbors of v. Let R be the set of edges from v to 1-neighbors and to Z, shown bold in
Figure 2.17. By F, the set Z is independent. Form G′ from G by deleting R and Fz for each
z ∈ Z. Here v and a γ-neighbor of v play the roles of x and v in Figure 2.11, respectively.
Let R′ be a set of d(v) − p1 − q edges from v to Z. Assign weight 3 to all of R − R′.
Choose weights on R′ from {2, 3} to satisfy the d(v)− p1 − q edges in ΓG′(v).
Consider vz with z ∈ Z. Including the weights on ΓG′(v), the sum of the weights on
ΓG(v)− {vz} is now at least 3(q − 1) + 3p1, which by hypothesis exceeds 9. At most three
edges are incident to vz at z, so vz is automatically satisfied, as are the edges from v to
1-neighbors. Now the weights on R are fixed; apply Lemma 2.4.3 to the vertices of Z.
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Figure 2.17: Cases H and I for Lemma 2.4.5
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Case I: A 5-vertex v having a 1-neighbor and three γ-neighbors. The argument of Case
H does not suffice here, since p1 + q = 4. Let u be the 1-neighbor of v, and let z1, z2, z3 be
its γ-neighbors. As in H, let R = {vu, vz1, vz2, vz3} (bold on the right in Figure 2.17), and
let G′ = G − R −⋃i Fzi. Let a = ρw′(x, v), and let b = w′(vx). By Lemma 2.4.4, we may
assume that no two of the γ-neighbors are 3-vertices with a common 2-neighbor, and by F
they form an independent set. Hence Figure 2.17 is accurate.
If a .= 12, then put weight 3 on all edges of R to satisfy vx and ensure satisfying
{vz1, vz2, vz3}. Finally, apply Lemma 2.4.3 to each zi.
If a = 12, then set w(vz1) = 2 so that vx is automatically satisfied. Having specified
w(vz1), apply Lemma 2.4.3 to z1. Now let c = ρw(z1, v). If c ≤ 7, or if c = 8 and b ≥ 2,
then set w(vz2) = w(vz3) = 3 to ensure satisfying vz1. If c = 9, or if c = 8 and b = 1, then
set w(vz2) = w(vz3) = 1 to ensure satisfying vz1. Next apply Lemma 2.4.3 to z2 and z3.
Finally, choose w(vu) to satisfy vz2 and vz3.
Case J: A 4-vertex with specified neighbors. As usual, by the prior lemmas and reducible
configurations, Figure 2.18 is accurate.
Subcase 1: A 4-vertex v with α-neighbors z and z′. Let NG(z) = {v, y} and NG(z′) =
{v, y′}, as in Figure 2.18. By Lemma 2.2.5, we may assume {y, y′} ∩ {z, z′} = ∅. By B, we
have y .= y′ and yy′ /∈ E(G). Let G′ = G− {vz, vz′, zy, z′y′}. At least two choices for w(vz)
satisfy zy, and similarly two choices for w(vz′) satisfy z′y′. This yields at least three choices
for w(vz) + w(vz′), which is enough to satisfy ΓG′(v). Finally, choose w(zy) to satisfy its
two incident edges and w(z′y′) to satisfy its two incident edges.
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Figure 2.18: Cases J1,J2,J3 for Lemma 2.4.5
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Subcase 2: A 4-vertex v with an α-neighbor z, another 2-neighbor u (that is not an
α-vertex), and a γ-neighbor x. Name the vertices (uniquely) so that y′, y, z, v, u, u′ form
a path in order, and let x′ be the remaining neighbor of v, as in Figure 2.18. Let G′ =
G− {yz, zv, vu, vx}− Fx. Set w(vx) = 2 to ensure satisfying vu. Apply Lemma 2.4.3 to x.
At least two choices for w(vu) satisfy uu′, and at least two choices for w(vz) satisfy yz. With
at least three choices for w(vu) + w(vz), at least one satisfies vx and vx′. Finally, choose
w(yz) to satisfy vz and yy′.
Subcase 3: A 4-vertex v with a 2-neighbor z and three γ-neighbors x1, x2, x3. Let
N(z) = {v, y}, as in Figure 2.18. Let G′ = G− ΓG(v)−⋃i Fxi .
If d(x1) = 3, or if d(x1) = 4 and φw′(x1) ≤ 4, then the value of ρw(x1, v) will be at most
7, since when d(x1) = 4 there is only one edge in Fx1 (the edge incident to the 1-neighbor of
x1). Hence setting w(vx2) = w(vx3) = 3 and restricting w(zv) to {2, 3} ensures satisfying
vx1 and vz. Apply Lemma 2.4.3 to x2 and x3. Now choose w(zv) (in {2, 3}) to satisfy yz,
and then choose w(vx1) to satisfy vx2 and vx3. Finally, apply Lemma 2.4.3 to x1.
By symmetry, we may now assume d(xi) = 4 and φw′(xi) ≥ 5 for all i. Choose w(vz) ∈
{1, 2} to satisfy zy. Set w(vx1) = 2 and w(vx2) = w(vx3) = 1 to ensure satisfying all edges
incident to v. Finally, apply Lemma 2.4.3 to each xi.
Case K: v is a γ-vertex whose 3+-neighbors are all β-vertices. See Figure 2.19. Let S
be the set of neighbors of v whose degrees are not specified by the definition of v being a
γ-vertex. By {B,C,D}, all vertices of S are 3+-vertices. By F, they cannot be γ-vertices, so
by the hypothesis of this case, each vertex of S has degree 3, with one 2-neighbor and one
3+-neighbor other than v (byA). By Lemmas 2.2.5 and 2.4.4 and Cases B and F, Figure 2.19
is accurate in each subcase.
Subcase 1: v is a γ3b-vertex. Let NG(v) = {z, z′, u}, where dG(u) = 3. Let y be
the 2-neighbor of u. Let G′ = G − ΓG(v) − uy. Set w(vu) = 3 to ensure satisfying all of
{vz, vz′, uy}. Choose w(uy) to satisfy its two incident edges other than vu. Choose w(vz)
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to satisfy the other edge at z, and choose w(vz′) to satisfy vu and the other edge at z′.
Subcase 2: v is a γ4-vertex. Let NG(v) = {z1, z2, z3, u}, with dG(u) = 1. Let yi be
the 2-neighbor of zi. Let G′ = G− ΓG(v)− {z1y1, z2y2, z3y3}. For each i, set w(vzi) = 3 to
ensure satisfying ziyi, and choose w(ziyi) to satisfy its two incident edges other than ziyi.
Also vz1, vz2, vz3 are satisfied.
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Figure 2.19: Cases K1,K2,K3 for Lemma 2.4.5
Subcase 3: v is a γ3a-vertex. Let u be the α-neighbor of v (with NG(u) = {v, u′}). By
C, v does not have another 2-neighbor. Let NG(z) = {v, x, y} and NG(z′) = {v, x′, y′}, with
dG(y) = dG(y′) = 2. By J, each β-neighbor of v is not a γ-vertex, which means that the
other neighbors of y and y′ are 3+-vertices.
Let G′ = G − ΓG(v) − {uu′, zy, z′y′}. Let a and b be the weights under w′ of the edges
incident to y and z in G′, respectively. Set w(vz′) = 3 to ensure satisfying z′y′, and choose
w(z′y′) to satisfy the edges incident to z′y′ other than vz′.
If a ≤ b, then zy is automatically satisfied. Choose w(zy) to satisfy ΓG′(y). Now choose
w(vu) to satisfy vz and uu′, and then choose w(vz) to satisfy vz′ and zx. Finally, choose
uu′ to satisfy vu and u′u′′.
If a > b, then setting w(zy) = 1 ensures satisfying the other edge at y (since its other
endpoint has degree at least 3). With b ≤ 2 and w(vz′) = 3, the edge vz is automatically
satisfied. Now choose w(vz) to satisfy the other edges at z, choose w(vu) to satisfy vz′ and
51
uu′, and choose w(uu′) to satisfy its incident edges.
Theorem 2.4.6. Every graph G with Mad(G) < 83 has a proper 3-weighting.
Proof. It suffices to show that every configuration in the unavoidable set in Lemma 2.4.2 is
shown to be 3-reducible in Lemma 2.4.5. The configurations are the same in the two lemmas
except for H and J.
For H, if d(v) ∈ {6, 7} and v has a 1-neighbor and four γ-neighbors, then p1 + 2q ≥ d(v)
and p1 + q > 4. For J, a 4-vertex v with p + q + r ≥ 5 must have an α-neighbor. If v
has another α-neighbor, then J1 applies. If v has a γ-neighbor and another 2-neighbor,
then J2 applies. Otherwise, all other neighbors are γ-neighbors (reducible by J3) or all are
2-neighbors (reducible by B).
Some of the 3-reducible configurations in Lemma 2.4.5 are more general than the con-
figurations forced in Lemma 2.4.2. Also, there are other 3-reducible configuration we have
not used, such as (1) a 4-vertex having two 2-neighbors and one γ-neighbor and (2) a more
general version of configuration H. This suggests that with more work this approach could
be pushed to prove the conclusion under a weaker restriction on Mad(G).
Since every configuration in Lemma 2.4.2 is listed in Lemma 2.4.5, the following is proved.
Theorem 2.4.7. The 1, 2, 3-Conjecture holds for each graph G such that Mad(G) < 8/3.
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Chapter 3
Minimum Number of Edges in
Digraphs with Specified Weak
Diameter
We define the minimum degree of a digraph to be the minimum degree of its underlying
graph. The degree of a vertex in a digraph G is the degree of v in the underlying graph of
G. The weak distance between two vertices x and y in a digraph G is the minimum length
of a path from x to y or from y to x. The weak diameter of a digraph G is maximum weak
distance among all pairs of vertices in G. Let w(n,D) denote the minimum number of edges
in an n-vertex digraph with weak diameter at most D. In this chapter we determine w(n,D)
for every pair n and D when D = 2, when n ≤ 3D, or when n ≥ 8(3D2)2D+1.
This chapter is based on joint work with Zolta´n Fu¨redi that appears in [26].
3.1 Introduction
Finding the minimum possible number of edges in graphs or digraphs with specified diameter
are well-studied problems. Graph diameter is a graph parameter that has applications in
networking. When the paths between nodes are one-way, the diameter or the weak diameter
of digraphs is the relevant parameter.
There are many results regarding the number of edges in graphs with diameter 2. A
graph is diameter-2-edge-critical if its diameter is 2 and the deletion of any edge increases
the diameter. Murty and Simon (as mentioned by Caccetta and Ha¨ggkvist [14]) conjectured
that the number of edges in an diameter-2-edge-critical graph of order n is at most n
2
4 and
that the extremal graphs are complete bipartite graphs with equal-sized partite sets. Fu¨redi
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[23] proved the conjecture for sufficiently large n. Haynes, Henning, and Yeo [32] proved the
conjecture for graphs whose complements are claw-free.
A diameter-2-vertex-critical graph is a graph with diameter 2 such that the deletion of
any vertex increases the diameter. Huang and Yeo [31] proved that the minimum number
of edges in a diameter-2-vertex-critical on n vertices is between 5n−122 and
5n−29
2 . For odd r,
Ando and Egawa [6] showed that 5n−172 is the minimum number of edges in a diameter-2-
vertex-critical graph when n ≥ 23; for smaller n they observed that the number of edges can
be smaller. For even n, Chen and Fu¨redi [16] showed that 5n−142 is the minimum number of
edges in a diameter-2-vertex-critical n-vertex graph when n ≥ 23.
Fu¨redi et al. [24] proved that if f(n) is the minimum number of edges among oriented
graphs of order n and diameter 2, then (1 − o(1))n log n ≤ f(n) ≤ n log n − (3/2)n when
n > 8. Dawes and Meijer [18] studied the minimum number of edges in a digraph with
specified diameter. They also conjectured that any digraph with n vertices and diameter
D has at least n − 1 + &n−1$D2 %' edges and that the bound is sharp. Goldberg [27] proved the
conjecture for even D; this conjecture is still open for odd D. Enomoto and Usami [20]
proved that every 2-connected graph of order n with diameter D has at least &nD−2D−1D−1 '
edges when D ≥ 2, and they proved that the bound is sharp. They also characterized the
extremal graphs when D ≥ 5 and (D − 1) | (n− 3). In this chapter we study the analogous
problem of finding the minimum number of edges in digraphs with specified weak diameter.
The directed distance from a set S to a set T of vertices in a digraph G, written d(S, T ),
is the length of the shortest directed path from a vertex in S to a vertex in T . The weak
distance between vertex subsets S and T of a digraph G, written d∗(S, T ), is the length of
the shortest directed path with endpoints in S and T (in either direction). We write d(s, t)
and d∗(s, t) in place of d({s}, {t}) and d∗({s}, {t}), respectively. For vertex v in a digraph
G, we define the degree of v, denoted d(v), to be d+(v) + d−(v); we define the minimum
degree of G, denoted δ(G), to be minu∈V (G){d+(u)+d−(u)}. For S ⊂ V (G) and i ≥ 1, define
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N+i (S) and N
−
i (S) as follows.
N+i (S) = {x ∈ V (G)− S : d(S, x) = i}
N−i (S) = {y ∈ V (G)− S : d(y, S) = i}
When i = 1, we write N+ and N− in place of N+1 and N
−
1 , respectively. The weak
diameter of a graph G, denoted wdiam(G), is the maximum weak distance among all pairs
of vertices in G. Let w(n,D) denote the minimum number of edges in an n-vertex digraph
with weak diameter at most D.
Conjecture 3.1.1. For integers n and D, if n ≥ 2D + 2, then w(n,D) = &nD−D−2D−1 '.
Our main result in this chapter is summarized in the following theorem.
Theorem 3.1.2. Let n and D be integers such that n ≥ 2D+2. If n ≤ 3D, or if D = 2, or
if n ≥ 8(3D2)2D+1, then w(n,D) = &nD−D−2D−1 '
Hence our result proves Conjecture 3.1.1 when D = 2, when n ≤ 3D, and when n ≥
8(3D2)2D+1.
Remark 3.1.3. If G has finite weak diameter, then G has at most two vertices of degree
1. More generally it has at most one sink and at most one source, since otherwise there are
two vertices in G joined by no directed path. Moreover, if G has a cut-vertex v and G1 is
one component of G− v, then G[V (G1) ∪ v] has weak diameter at most the weak diameter
of G, because no directed path between the vertices of G[V (G1) ∪ v] can pass through the
other components of G−v. For any subgraph H of G, the graph G ·H has weak diameter at
most the weak diameter of G, since the weak distance between pairs does not increase after
contraction.
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3.2 Construction
For n,D ∈ N, we construct digraphs with n vertices, weak diameter D, and having &nD−D−2D−1 '
edges, yielding an upper bound on w(n,D).
Proposition 3.2.1. w(n,D) ≤

n− 1 if n ≤ D + 1,
n if D + 2 ≤ n ≤ 2D + 1,
&nD−D−2D−1 ' if n ≥ 2D + 2,
Proof. Consider integers n and D. Let G be a digraph with n vertices and weak diameter at
most D. Any directed path with n vertices has diameter n− 1, and any directed cycle with
n vertices has weak diameter 0n2 1. Hence when n ≤ D + 1 and when D + 2 ≤ n ≤ 2D + 1
we have the desired upper bound for w(n,D).
Therefore we may assume n ≥ 2D+2. Choose integers s1, . . . , sD−1 with sum n− 3 such
that s1 ≤ . . . ≤ sD−1 and sD−1 = & n−3D−1'. Make a rooted tree T with n − 2 vertices and
root vertex v such that the number of vertices in T having distance i to v is si and such
that the leaves of T have distance D − 1 to v (see Figure 3.1). As a result T has exactly
& n−3D−1' leaves. Orient the edges of T all away from v and add directed edges from each leaf
in T toward v. Add two new vertices u and u′ and directed edges from u to v and from v
to u′ to this digraph. Since T has exactly & n−3D−1' leaves, the resulting digraph G has exactly
n− 1 + & n−3D−1' edges. Moreover if a vertex x has distance i to v and a vertex y has distance
j to v, where i ≤ j, then d∗(x, y) = (D − j) + i ≤ D. Hence wdiam(G) = D, as desired.
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s1 s2 sr−1 sr
Figure 3.1: Construction in Proposition 3.2.1
Note that when D−1 is not a multiple of n, the construction above is not unique. In fact
for infinitely many pairs (n,D), there are many non-isomorphic digraphs with n vertices,
weak diameter D, and having &nD−D−2D−1 ' edges.
3.3 Digraphs with Special Structures
In this section we give an upper bound for the minimum number of edges in a digraph G
with n vertices and with weak diameter D in each of the following two situations.
(1) The minimum degree of G is 1.
(2) G has a pendant cycle with length at least D.
To prove the upper bound when the minimum degree is 1, we apply induction on |V (G)|.
The following lemma helps us prove the basis step.
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Lemma 3.3.1. Let D be an integer, and let T be a tree having a vertex u such that all
vertices have distance at most D to u. The number of leaves of T is at least |V (T )|−1D . If
moreover d(u) = 1, then T has at least |V (T )|−2D−1 + 1 vertices of degree 1.
Proof. Let L be the set of leaves, with l = |L|. Since every vertex of T lies on a path joining
u to some leaf, and every such path has length at most D, we have lD + 1 ≥ |V (T )|. If
d(u) = 1, then the computation becomes (l − 1)(D − 1) + 2 ≥ |V (T )|.
Lemma 3.3.2. Let G be a digraph with a vertex of degree 1 and with weak diameter D. If
|V (G)| ≥ 2D + 2, then |E(G)| ≥ n+ 2.
Proof. Let u be a vertex of degree 1 in G. Assume that v is the neighbor of u. We may
suppose that the edge incident to u is outgoing. For i ≥ 0, let Vi = {w ∈ V (G) : d(u, w) =
i+ 1}. Since wdiam(G) ≤ D, we have ⋃D−1i=0 Vi = V (G)− {u}. Let T be a spanning directed
tree of G − u whose edge set is a subset of the edges of G that are between levels Vi and
Vi+1 for each i with 0 ≤ i ≤ D − 2. By Remark 3.1.3 the digraph G has at most one sink
and at most one source. Hence all but at most two vertices (a 1-vertex of G and possibly v)
of degree 1 in T have at least one outgoing edge in E(G) − E(T ). Hence if T has at least
3 vertices of degree 1 none of which is a sink in G, then |E(G)| ≥ (n − 1) + 3 = n + 2, as
desired.
Hence we may assume that T has at most two such vertices. Since VD = ∅ and |V (G)| ≥
2D+2, we have |V (T )|−1D−2 ≥ 2D+1D−2 > 2. Hence by Lemma 3.3.1 the tree T has at least 3 vertices
of degree 1. Thus if G has no sink, then we have |E(G)| ≥ (n − 1) + & |V (T )|−1D−2 ' ≥ n + 2, as
desired. Hence we may suppose that G has a sink u′ whose indegree is 1 in T . Therefore T
has exactly two vertices of degree 1 in V (T ) − {u′, v}. Let x and x′ be these two vertices.
Since there is a directed path in T from v to each of the vertices in V (T ), the vertices x and
x′ both have indegree 1 in T .
We have |E(G − u) − E(T )| ≥ 2. If |E(G − u) − E(T )| ≥ 3, then |E(G)| ≥ n + 2, as
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desired. Hence we may assume that |E(G− u)− E(T )| = {e, e′}, where e and e′ are edges
incident to x and x′, respectively.
If dT (v) ≥ 2, then let P = v, v′ = v, and t = −1. Otherwise, let P be the directed
path vw1 . . . wtv′ in T such that vertices w1, . . . , wt have degree 2 in T and vertex v′ has
degree greater than 2 in T . Let v′y1 . . . yru′, v′y′1 . . . y
′
r′x, and v
′y′′1 . . . y
′′
r′′x
′ be the directed
paths from v′ toward the 1-vertices in T − V (P ). We have n − 1 ≤ t + r + r′ + r′′ + 4
and equality holds only when the paths v′y1 . . . yru′, v′y′1 . . . y
′
r′x, and v
′y′′1 . . . y
′′
r′′x
′ are edge-
disjoint. By the choice of Vi, we have d∗(u, u′) = t + r + 3 ≤ D, d∗(u, x) = t+ r′ + 3 ≤ D,
and d∗(u, u′′) = t+ r+ 3 ≤ D. Hence 2D+ 1 ≤ n− 1 ≤ t+ r+ r′ + r′′ + 4 ≤ D+ r+ r′ + 1.
Consequently,
r + r′ ≥ D. (*)
Similarly, we have
r + r′′ ≥ D. (**)
r′ + r′′ ≥ D. (***)
Two cases may be considered:
Case 1: dT (v) = 3 or dT (v′) ≥ 4 and v .= v′. If dT (v) = 3, then T has three 1-vertices.
Otherwise T has a 4-vertex v′, therefore it has four 1-vertices including v. Hence in both
cases T is a spider (see Figure 3.2), since otherwise there are more than two vertices in
V (T ) − {u′, v} whose degrees are 1 in T . If neither of the edges e and e′ has an endpoint
in V (P ) ∪ {y1}, then there is no directed path joining x and y1 or joining x′ and y1 in G, a
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contradiction. Hence we may assume that e has an endpoint in V (P ) ∪ {y1}. Recall that e′
is incident to x′. The edge e′ does not have an endpoint in {y2, . . . , yr, u′}, since otherwise
there is no directed path joining x′ and y1. As a result any directed path between y′1 and u
′
in G has length at least r′ + 1 + r. Hence by (*) we have d∗(u′, y′1) > D, a contradiction.
v v v′w1 wtu
′ u′y1 yr y1 yr
y′′1
y′′r′′
y′′1
y′′r′′
x′
y′1
y′r′
x
x′
y′1
y′r′ x
Figure 3.2: Case 1 of Lemma 3.3.2
Case 2: There exists a vertex in V (T )−{v} whose degree is 3 in T . Let i be the smallest
integer such that there exists a vertex w in Vi with degree 3 in T . Since Case 1 does not
occur, we have dT (v) ≤ 2. If dT (v) = 2, then T has only one vertex of degree at least 3
(see Figure 3.3), since otherwise it has more than three 1-vertices; if dT (v) = 1, then T has
exactly two vertices of degree 3 (see Figure 3.3). As in Case 1, if neither e nor e′ has an
endpoint in {v, w1, . . . wt, v′, y1}, then there is no directed path joining x and y1 or joining
x′ and y1 in G, a contradiction. Hence without loss of generality we may assume that e has
an endpoint in {v, w1, . . . wt, v′, y1}.
If all the vertices y′1 . . . y
′
r′ have degree 2 in T or if all the vertices y1, . . . , yr have degree 2
in T , then d∗(y′1, u
′) ≥ r+r′+1, a contradiction to (*). Since moreover T has three vertices of
degree 1, in the path v′y′′1 . . . y
′′
r′′x
′ the middle vertices have degree 2 in T . Hence there exists
an integer s such that ys has degree 3 in T and yi = y′i for every i with i ≤ s. If e′ has an
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endpoint in {v, w1, . . . , wt, v′, y1}, then the shortest directed path joining y′′1 and u′ in G has
length at least r′′+1+r, a contradiction to (**). If e′ has an endpoint yi in {y2, . . . , ys}, then
the only directed path joining y′′1 and yi−1 has length at least r
′′+1+(r′− i+1)+1+(i−1),
a contradiction to (***). If e′ has an endpoint in {ys+1, . . . , yr, u′}, then any directed path
joining x′ and y1 in G starts at y1 and has length at least r + r′′ + 2, a contradicting (**).
Hence we may assume that the other endpoint of e′ lies in {y′s+1, . . . , y′r′}. As a result
d∗(y′′1 , u
′) ≥ r′′ + 1 + 1 + r, a contradicting (**). Hence this case also is not allowed. This
argument completes the proof.
v v w1 wt v′
Figure 3.3: Case 2 of Lemma 3.3.2
Theorem 3.3.3. Let G be a digraph such that δ(G) = 1, wdiam(G) ≤ D, and |V (G)| ≥
2D + 2. The digraph G contains at least & |V (G)|D−D−2D−1 ' edges.
Proof. We apply induction on |V (G)| to prove that every such graphG has at least & |V (G)|D−D−2D−1 '
edges. When 2D + 2 ≤ |V (G)| ≤ 3D, by Lemma 3.3.2 we have |E(G)| ≥ n + 2 =
& |V (G)|D−D−2D−1 ', as desired. Hence assume that |V (G)| ≥ 3D + 1. Let n = |V (G)|.
If G has a cycle C (not necessarily a directed cycle) of length at most D, then by Remark
3.1.3 the digraph G · C has weak diameter at most D. Since moreover δ(G · C) = 1, by the
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induction hypothesis the digraph G ·C has at least & (n−|V (C)|+1)D−D−2D−1 ' edges. Hence G has
at least & (n−|V (C)|+1)D−D−2D−1 '+ |V (C)| edges. Since & (n−|V (C)|+1)D−D−2D−1 '+ |V (C)| ≥ &nD−D−2D−1 ',
the assertion holds in this case. Hence we may assume that G has no cycle of length at most
D.
If G has a source or a sink x of degree at least 2, then the digraph G − x has weak
diameter at most D. Hence |E(G)| ≥ & (n−1)D−D−2D−1 '+ 2 ≥ &nD−D−2D−1 ', as desired. Therefore
we may assume that G does not have any source or sink of degree at least 2.
Let u be a vertex of degree 1 in G. Let v be the neighbor of u in G. Without loss of
generality, we may suppose that the orientation of the edge incident to u is outgoing. For
every i with i ∈ {0, . . . , D−1} let Vi = {w ∈ V (G) : d(u, w) = i+1}. Since wdiam(G) ≤ D,
we have
⋃D−1
i=0 Vi = V (G)−{u}. Let G′ be a spanning subdigraph of G−u whose edge set is
the set of those edges in G that are forward edges from some level Vi to the next level Vi+1.
The digraph G′ is connected, because every vertex in G is an endpoint of an oriented path
of length at most D from u.
Let T be a spanning oriented subtree of G′. Let r be the number of vertices of degree 1
in V (T )− {v}. Since each vertex in T has distance at most D− 1 to v, by Lemma 3.3.1 we
have r ≥ & n−2D−1'.
Since G has at most two vertices of degree 1 and one of these vertices is u, at least r− 1
vertices in T must have outgoing edges in G−E(T ). Hence |E(G)| ≥ 1+ |E(T )|+r−1. If G
has just one vertex (the vertex u) of degree 1, then all 1-vertices in T must have outneighbors
in G−E(T ). Hence |E(G)| ≥ 1+|E(T )|+r ≥ n−1+& n−2D−1' ≥ nD−D−2D−1 , as desired. Similarly,
if there are at least r edges in E(G) − E(T ), then |E(G)| ≥ n − 1 + r, as desired. Hence
we may assume that G has two 1-vertices and that all edges in G − E(T ) are incident to
vertices whose degrees are 1 in T .
Let v = v0. When dt(v) ≥ 2, let k = 0. Otherwise let v0 . . . vk be the directed path in
T in which the vertices v1, . . . , vk−1 have degree 2 in T and vk has degree at least 3 in T .
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Since n ≥ 3D + 1 and Vi = ∅ for each i ≥ D, such a path exists. First suppose that there
is an integer i with i ≤ k and a vertex x such that there is an edge −→vix or an edge −→xvi in
G−E(T ). Since each vertex in T has distance at most D− 1 to vi in T , there exists a path
P of length at most D − 1 joining x and vi. Therefore P ∪ {vix} and P ∪ {xvi} are cycles
of length at most D in G, which is not allowed since we assumed that girth(G) ≥ D + 1.
Hence the vertices v0, . . . , vk−1 all have degree 2 in G, and the only inedge of vk is the edge
vk−1vk. Moreover, no vertex y adjacent to vk has degree 1 in G, since otherwise there is no
directed path joining other outneighbors of vk and y. Hence the digraph G− {u, v0, . . . , vk}
has still weak diameter at most D.
We may suppose that k ≤ D − 3, since otherwise by Lemma 3.3.1 the digraph G has
more than & n−3D−1' vertices of degree 1, as desired. Hence |V (G− {u, v0, . . . , vk})| ≥ 2D + 2.
Since G has two vertices of degree 1, the digraph G− {u, v0, . . . , vk} has minimum degree 1.
Hence by the induction hypothesis |E(G− {u, v0, . . . , vk})| ≥ (n−(k+2))D−D−2D−1 . We conclude
that |E(G)| ≥ (n−(k+2))D−D−2D−1 + k + 3 ≥ nD−D−2D−1 , as desired.
Theorem 3.3.4. Given D ≥ 3, let G be a digraph such that wdiam(G) ≤ D. If G has a
pendant cycle CD+, then |E(G)| ≥ & |V (G)|D−D−2D−1 '.
Proof. Consider such a digraph G. Let n = |V (G)|. We prove the assertion by applying
induction on n. Remember that any pendant cycle has a vertex of degree at least 3. Hence
n ≥ D+1. If D+1 ≤ n ≤ D+2, then since G has a cycle we have |E(G)| ≥ n = &nD−D−2D−1 ',
as desired. Hence assume that n ≥ D+3. Let CD+ has the maximum length over all pendant
cycles of G.
Let V (CD+) = {u1, . . . , ur}, where u1 is the vertex whose degree is more than 2 in G and
ui is adjacent to ui−1 and ui+1 (mod r) in G, for i ∈ {1, . . . , r}. Since CD+ is a block of
G, we have wdiam(CD+) ≤ D. Hence there exists an edge in CD+ after whose removal the
remaining path is directed.
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If G− {u2, . . . , ur} has a connected subdigraph G′ such that |E(G′)||V (G′)|−1 ≥ DD−1 and |V (G ·
G′)| ≥ |V (CD+)|+ 1, then let G′′ = G ·G′. The cycle CD+ is a pendant cycle of G′′, and G′′
has weak diameter at most D, so by the induction hypothesis |E(G′′)| ≥ & |V (G′′)|D−D−2D−1 ' =
& (|V (G)|−|V (G′)|+1)D−D−2D−1 '. Hence we have |E(G)| ≥ |E(G′′)|+|E(G′)| ≥ &nD−D−2D−1 ', as desired.
Therefore, we may suppose that G − {u2, . . . , ur} has no such subdigraph. As a result,
G − {u2, . . . , ur} has no cycle C ′ of length at most D such that |V (G · C ′)| > |V (CD+)|.
Moreover, the underlying graph of G has no θ-graph G′ as a subgraph having at most 2D−1
vertices such that |V (G ·G′)| > |V (CD+)|.
Suppose that G − u2 has a pendant cycle C ′. If C ′ has length at most D, then by the
above argument G · C ′ is a cycle. Hence the digraph G has only two components, CD+
and C ′. Consequently we have |V (CD+)|+ |V (C ′)| ≤ 2D + 2, since otherwise there are two
vertices in G with weak distance more than D. Since |V (CD+)| + |V (C ′)| = n + 1, we have
|E(G)| = n + 1 ≥ & |V (G)|D−D−2D−1 ', as desired. If C ′ has length at least D + 1, then by the
choice of CD+ the length of CD+ is at least D + 1. Since D ≥ 3 there are two vertices in
these cycles with weak distance more than D, a contradiction. Therefore we may suppose
that G has only one pendant cycle.
Let x be a neighbor of u1 in G − {u2, ur}. Without loss of generality we may assume
that the orientation of the edge u1x is away from u1. If the digraph G[{u1, . . . , ur, x}] has
weak diameter more than D, then the shortest directed path joining x and a vertex in CD+
is away from x and visits u1. Adding the edge u1x to this path, we find a cycle of length at
most D in G− u2, a contradiction. Hence the digraph G[{u1, . . . , ur, x}] has weak diameter
at most D.
If δ(G) = 1 and D+3 ≤ n ≤ 2D+1, then &nD−D−2D−1 ' = n+1. In this case, the 1-vertices
of G must be incident to u1 and CD+ must have length D; otherwise there is a vertex in the
cycle CD+ whose weak distance to a 1-vertex is more than D. Let B be the set of vertices
of degree 1 in G. We have |B| ≤ 2. The digraph G − B − {u2, . . . , ur} has at most one
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vertex of degree 1, because u1 is the only vertex whose degree might be 1 in this digraph.
Hence this digraph contains a cycle. As a result, when D + 3 ≤ n ≤ 2D + 1, the digraph G
contains at least two cycles. Hence |E(G)| ≥ n+1. Consequently when D+3 ≤ n ≤ 2D+1,
the assertion holds, as desired. If δ(G) = 1 and n ≥ 2D + 2, then Theorem 3.3.3 yields the
desired lowerbound. Hence we may suppose that δ(G) ≥ 2.
Now for integers i with i ∈ {1, . . . , D}, define Vi = {w ∈ V (G) : d∗(u1, w) = i}. Note
that for i ≥ &D+22 ', we have Vi = ∅, since otherwise the weak distance between any vertex
in V(D+22 ) and u(D+12 ) is more than D, which is forbidden.
For each vertex v in Vi with 1 ≤ i ≤ &D2 ', let Pv be a directed path of length i joining
v and u1. Let G′ be a subdigraph of G containing the edges of Pv for all vertices v in
G− V (CD+). By the definition of G′, the digraph G′ is connected.
Since δ(G) ≥ 2, we have |E(G)| ≥ |E(CD+)| + |E(G′)| + 12β(G′), where β(G′) is the
number of 1-vertices in G′.
We may suppose that the following properties hold for G:
Property 0: G − {u2, . . . , ur} has no subdigraph H with n′ vertices and m′ edges such
that n′ < n− |V (CD+)| and m′n′−1 ≥ DD−1 . If G− {u2, . . . , ur} has such a subdigraph H , then
contract the edges of H to obtain a digraph G′ having at least |V (CD+)|+1 vertices. Hence
CD+ is also a pendant cycle of G′. By the choice of G, we have |E(G′)| ≥ & (n−n′+1)D−D−2D−1 '.
Therefore |E(G)| ≥ & (n−n′+1)D−D−2D−1 ' +m′ ≥ & (n−n
′+1)D−D−2
D−1 ' + (n
′−1)D
D−1 = &nD−D−2D−1 ', a con-
tradiction.
Property 1: If 1 ≤ i ≤ &D2 '−1, then no two vertices in Vi are adjacent. If 1 ≤ j ≤ &D2 ',
then no vertex in Vj has two neighbors in
⋃
k<j Vk. Otherwise, a cycle C of length at most
D appears in G−E(CD+). If C is not a pendant cycle or n > |V (CD+)|+ |V (C)|− 1, then
we obtain a contradiction to Property 0.
If |V (G)| = |V (CD+)|+ |V (C)|− 1, then G consists of two pendant cycles one of length
D and the other of length at least D. Consequently, CD+ must have length at most D + 1,
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since otherwise there are two vertices between which the directed distance is more than D.
Hence in this case G has n vertices and n+ 1 edges, where n ≤ 2D, as desired.
Property 2: For each i with i ≤ &D2 ' − 1 each vertex v in Vi has a neighbor in Vi+1.
Otherwise, using the assumption that δ(G) ≥ 2, we find a vertex v in Vi having at least two
neighbors in
⋃
j≤i Vj , contradicting Property 1.
Property 3: u1u2, uru1 ∈ E(G) or u1ur, u2u1 ∈ E(G). Suppose that u1 is a source
in G[V (CD+)]. Consequently |V (CD+)| ≤ D + 1, since otherwise there are two vertices in
V (CD+) between which the directed distance is more than D, which is not allowed.
If r = 3 and u1 is a source in G[V (CD+)], then u2 or u3 is sink. Without loss of generality,
we may assume that u2 is a sink. Consequently, G− u2 is a digraph with minimum degree
1 and with weak diameter D. Hence by Theorem 3.3.3 we have |E(G)| ≥ &nD−D−2D−1 ', as
desired. Hence we may suppose that u1 is not a source in G[V (CD+)] when r = 3.
If r = 4 and u1 is a source in G[V (CD+)], then by the definition of G′ all edges incident to
vertices in V2 are pointed away from V2. Since moreover G has at most one source, we have
|E(G)| ≥ |E(G′)|+(|V2|−1). On the other hand, by Properties 1 and 2 we have |V2| ≥ |V1|.
Therefore, |V2| ≥ n−42 . Hence |E(G)| ≥ n+ n−42 , as desired.
If r ≥ 4 and u1 is a source in G[V (CD+)], then CD+−u1 is a directed path, since otherwise
there is no directed path between u2 and ur in G. Consequently, V(D2 ) = ∅, since otherwise
the weak distance between any vertex in V(D2 ) and a vertex in {u3, ur−1} is more than D.
Hence |E(G)| ≥ |E(G′)| + maxi{|Vi| − 1} ≥ n + n−D−1D
2
. Therefore, |E(G)| ≥ nD−D−2D−1 , as
desired. Hence we may assume that u1 is not a source in G[V (CD+)]. Similarly, we may
assume that u1 is not a sink in G[V (CD+)].
Property 4: r = D. If |V (CD+)| = D+ t for some t > 0, then V(D−t+22 ) = ∅. When D−t
is even, we have maxi{|Vi|} ≥ n−(D+t)D−t
2
; therefore Lemma 3.3.1 implies that |E(G)| ≥ n +
1
2 maxi{|Vi|} ≥ n+ n−(D+t)D−t
2
≥ nD−D−2D−1 , as desired. When D− t is odd and t ≥ 2, by a similar
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argument we have |E(G)| ≥ n + 12 maxi{|Vi|} ≥ n + n−(D+t)D−t+1
2
≥ nD−D−2D−1 , as desired. When
D is even and t = 1, any vertex v in VD
2
must have two edge-disjoint paths each of length
D
2 pointed toward and away from u1, since otherwise by Property 3 we have d
∗(v, uD
2
) > D
or d∗(v, uD+2
2
) > D. We obtain a contradiction to Property 1. Hence we may suppose that
VD
2
= ∅. Lemma 3.3.1 implies that |E(G)| ≥ n + 12 maxi{|Vi|} ≥ n + n−(D+1)D−2
2
≥ &nD−D−2D−1 ',
as desired. Hence we may suppose that r = D.
Property 5: For any vertex v in V(D2 ) there are two paths of length at most &
D
2 ' + 1
joining v and u1 such that one of these paths is toward u1 and the other is from u1. Otherwise,
by Property 3 the distance between v and a vertex in {u( r2 )−1, u( r2 ), u( r2 )+1} is more than D,
which is not allowed. Since v ∈ V(D2 ), at least one of these paths has length &
D
2 '. If D is odd
and D ≥ 5, then the two paths both have length &D2 '. Otherwise, we have d∗(v, u(D2 )) > D
or d∗(v, u(D2 )+1) > D.
Property 6: If D ≥ 5, then for any i with 2 ≤ i ≤ &D2 ' − 1, there is no vertex w in Vi
having at least two neighbors w′ and w′′ in
⋃
j>i Vj. Otherwise, suppose that such a vertex w
exists. Let u′ and u′′ be vertices in V(D2 ) having weak distance at most &
D
2 '−2 to w′ and w′′,
respectively (u and u′ exist because every vertex in
⋃
i≥3 Vi have both inedges and outedges
in G). By the argument in the proof of Property 3, when D is odd there are two minimal
directed paths of length &D2 ' joining u1 and any vertex in V(D2 ) (see Figure 3.4). The minimal
directed path joining u1 and w, the two minimal directed paths joining w and u′ and joining
w and u′′, and two paths joining u1 and u′ and joining u1 and u′′ form a θ-graph H having at
most 2D−1 vertices. If V (G) = V (CD+)∪V (H), then we have |E(G)| ≥ n+2 ≥ &nD−D−2D−1 ',
as desired; if V (G) .= V (CD+) ∪ V (H) we obtain a contradiction to Property 0.
When D is even, by Property 3 one of the paths joining u and u1 has length
D
2 + 1 and
the other path joining u and u1 has length at most
D
2 + 1. Hence we obtain a θ-graph with
at most i + 2(D2 − i) + 2(D2 + 1) edges. Since i + 2(D2 − i) + 2(D2 + 1) ≤ 2D, the θ-graph
has at most 2D − 1 vertices. By Property 0 we have V (G) = V (CD+) ∪ V (H). Therefore
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|E(G)| ≥ n+ 2 ≥ &nD−D−2D−1 ', as desired. Hence we may suppose that Property 5 holds.
u1
u2
ur
w
w′
w′′
u
u′
V1 V2 Vi Vi+1
V(D2 )
Figure 3.4: The reason Property 4 holds when D is odd
Property 7: When D .= 3 each vertex in V(D2 ) has degree 2. If there is a vertex v in
V(D2 ) having three neighbors, then there are three paths of lengths at most &
D
2 ' + 1 joining
v and u1; always at least one of these paths and when D is odd at least two of them have
length &D2 '. We obtain a θ-graph H with at most 2D − 1 vertices. By Property 0 we have
V (G) = V (CD+) ∪ V (H). Hence |E(G)| ≥ n + 2 ≥ &nD−D−2D−1 ', as desired. Hence we may
suppose that Property 7 holds.
Property 8: If i ≥ 2, then each vertex in Vi has degree 2 and has at most one neighbor
in Vi−1. By Properties 1,2,5,6, and 7 no vertex in
⋃
i≥2 Vi has degree at least 3 in G.
Note that by Property 1 the digraph G[
⋃
i<(D2 ) Vi] is a tree. Let T be a spanning tree of
G− {u2, . . . , ur} that is obtained after removing some edges in G[V(D2 )−1 ∪ V(D2 )].
If |V(D2 )| = 0, then maxi |Vi| ≥
2(n−D−1)
D−1 . As a result, Lemma 3.3.1 implies that the tree
T has at least 2(n−D−1)D−1 vertices of degree 1. Hence we have |E(G)| ≥ |E(T )|+ |E(CD+)| +
n−D−1
D−1 ≥ nD−D−1D−1 , as desired. Hence we may suppose that V(D2 ) .= ∅.
Three cases may be considered:
Case 1: D is even. If i ≥ 2, then Property 8 implies that each vertex in Vi has degree
2 and has at most one neighbor in Vi−1. As a result, G[V(D2 )] is a perfect matching. Hence
|V(D2 )| is even.
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If |V(D2 )| = 2, then by Property 2 we have |Vi| = 2 for each i ≥ 2. Since δ(G) ≥ 2,
Property 1 implies that |V1| ≤ 2. If |V1| = 1, then the digraph G− u1 has a cycle of length
at most D, which is forbidden. If |V1| = 2, then the digraph G has two pendant cycles one
of length D and the other of length D + 1. Hence G has 2D vertices and 2D + 1 edges in
this case, as desired. Hence we may assume |V(D2 )| ≥ 4.
Let w1, w′1, w2, w
′
2 be vertices in V(D2 ) such that w1w
′
1, w2w
′
2 ∈ E(G). By Property 5
there are cycles C ′ and C ′′ each of length D + 1 containing w1w′1 and w2w
′
2, respectively.
Note that C ′ and C ′′ are directed cycles, since otherwise the weak distance between some
vertex in {w1, w′1, w2, w′2} and u(D2 ) is more than D, which is forbidden. By Property 8 the
cycles C ′ and C ′′ are either disjoint or share one or two edges incident to u1. If C ′ and C ′′
share no edge, then since no two vertices in V1 are adjacent we have d∗(w1, w2) ≥ D + 1, a
contradiction. Hence C ′ and C ′′ share edges. If C ′ and C ′′ share two edges (see Figure 3.5),
then a θ-graph H with 2D − 1 vertices exists in the underlying graph of G. By Property 0
we have V (G) = V (H) ∪ V (CD+). Hence |E(G)| ≥ n+ 2 ≥ nD−D−1D−1 , as desired.
u1
u2
ur w1
w′1
w2
w′2
V1 V2
V(D2 )
Figure 3.5: Case 1 when C and C ′ share two edges
If C and C ′ share one edge (see Figure 3.6), then any directed path joining w1 and w2
visits u1; hence d∗(w1, w2) = D + 1, a contradiction.
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w′1
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V1 V2
V(D2 )
Figure 3.6: Case 1 when C and C ′ share two edges
Case 2: D is odd and D .= 3. If i ≥ 2, then by property 8 each vertex in Vi has degree
2 and for each vertex v in V(D2 ) there are two directed paths of lengths &
D
2 ' joining v and u1
one of which points toward u1 and the other one points away from u1.
If |V(D2 )| = 1, then we have |Vi| = 2 for every i. As a result G consists of two pendant
cycles of length D, as desired. Hence we may assume |V(D2 )| ≥ 2.
Let v′ be another vertex in V(D2 ). Since all vertices in
⋃
i≥2 Vi have degree 2 in G, any
directed path joining v and v′ must visit a vertex in V1 ∪ {u1}. Let P be a shortest directed
path joining v and v′. If P visits u1, then d∗(v, v′) ≥ D + 1, a contradiction. Hence P visits
a vertex x in V1. Without loss of generality we may assume that the directed path P starts
in v and the edge joining x and u1 is directed away from x. Consequently the edge incident
to v′ in the path P does not belong to the shortest paths joining v′ and u1. Since also no
vertex in V1 has more than one neighbor in V1∪{u1}, by Property 5 the vertex v′ must have
degree at least 3 in G, contradicting Property 8.
Case 3: D = 3. By Property 3 we may assume that u1u2, u2u3 ∈ E(G). As a result
for each vertex v in V2 there must exist two paths of length 2 joining v and u1 one in each
direction, since otherwise max{d∗(v, u2), d∗(v, u3)} ≥ 4, which is forbidden. If there are two
adjacent vertices v and v′ in V2, then the edge vv′ and the four paths of length 2 joining v
and u1 and joining v′ and u1 make a digraph having 9 edges and 7 vertices (see Figure 3.7).
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If |V (G)| = 9, then |E(G)| = 12, as desired; otherwise Property 0 yields a contradiction.
Hence no two vertices in V2 can be adjacent. If there is a vertex in V2 having three neighbors
in V1, then we obtain a subgraph of G having 6 edges and 5 vertices (see Figure 3.7). If
|V (G)| = 7, then |E(G)| = 9, as desired; otherwise Claim 0 yields a contradiction. Hence
each vertex in V2 has exactly two neighbors in V1.
u1
u2
u3
v
v′
V1 V2
u1
u2
u3
V1 V2
Figure 3.7: Case 3 for Theorem 3.3.4
By Property 1 no two vertices in V1 are adjacent, and by the above argument no two
vertices in V2 are adjacent. If there are two vertices v and v′ in V2, then in order to have
d∗(v, v′) ≤ 3, the vertices v and v′ must have a common neighbor w in V1 such that either
vw, wv′ ∈ E(G) or wv, v′w ∈ E(G). However only one edge joins w and u1. Since moreover
there exist two directed paths joining v and u1 and two joining v′ and u1, one of the vertices
v and v′ must have two more neighbors in V1, which contradicts any vertex in V2 having
exactly two neighbors in V1.
3.4 Digraphs with Weak Diameter 2
In this Section, we apply the results of the previous sections to prove Theorem 3.1.2 for
D = 2.
Proposition 3.4.1. w(n, 2) =

n− 1 if n ∈ {2, 3},
n if n ∈ {4, 5}.
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Proof. By Proposition 3.2.1 the upper bound holds. Since any digraph with fixed weak
diameter must be connected, we have w(2, 2) = 1 and w(3, 2) = 2. If a digraph G has weak
diameter 2 and is a tree, then by Remark 3.1.3 it does not have more than two 1-vertices.
Hence it must be a path. Every path of length at least 3 has weak diameter at least 3.
Hence G is not a tree. Consequently it contains at least n edges. Hence w(n, 2) = n when
n ∈ {4, 5}.
Theorem 3.4.2. If n ≥ 6, then w(n, 2) = 2n− 4
Proof. The upper bound by Proposition 3.2.1 holds.
If the claim fails, then let G be a smallest counterexample. That is, G is an n-vertex
graph with weak diameter at most 2 and |E(G)| < 2n−4, and no smaller graph (with n ≥ 6)
has these properties.
By Theorem 3.3.3, δ(G) ≥ 2.
If G has multiple edges and n = 6, then contract these multiple edges to obtain a 5-
vertex digraph G′. By Remark 3.1.3 the digraph G′ has weak diameter at most 2. Since
|E(G)| < 2n − 4, the digraph G′ has five edges. Note that any digraph with five vertices,
five edges, and with weak diameter 2 must be a directed C5, since otherwise it has a 1-vertex
and a cycle of length at most 4. Consequently, there are two vertices with weak distance
more than 2, a contradiction. Hence G′ is a directed cycle of length 5. Thus the underlying
graph of G has either a 6-cycle one of whose edges has multiplicity 2 or it has two pendant
cycles of lengths 2 and 5, respectively. In both cases we get a contradiction, because there
are two vertices in G with weak distance more than 2 (see the bold vertices in Figure 3.8).
Figure 3.8: The bold vertices have weak distance 3
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If G has multiple edges and n ≥ 7, then contract these multiple edges to obtain a new
digraph G′ with weak diameter at most 2. By the choice of G we have |E(G′)| ≥ 2(n−1)−4.
Consequently |E(G)| ≥ 2n − 4, a contradiction. Hence we may suppose that G has no
multiple edges.
Now suppose that n = 6 and G has a sink or a source v of degree at least 2. The digraph
G − v has weak diameter at most 2. Since the directed C5 is the only digraph with five
vertices, five edges, and weak diameter 2, the digraph G− v is a 5-cycle. If d(v) ≥ 3, then
|E(G)| ≥ |E(G−v)|+3 ≥ 8, a contradiction. If d(v) = 2 and the neighbors of v are adjacent,
then there exists a vertex in the cycle whose distance to v is more than 2, a contradiction
(see the bold vertices in left side of Figure 3.9). Hence the neighbors of v are not adjacent
in G − v. In this case, since G − v is an oriented cycle, the weak distance between v and
a vertex in the cycle is more than 2 (see the bold vertices in the right side of Figure 3.9),
which is forbidden. Therefore if n = 6, then G has no source or sink with degree at least 2.
v v
Figure 3.9: The bold vertices have weak distance 3
If n ≥ 7 and G has a source or sink v of degree at least 2, then the digraph G − v has
weak diameter at most 2. Also, it has less than 2(n − 1) − 4 edges, which contradicts the
choice of G. Hence we may suppose that each vertex of degree at least 2 in G has both
inedges and outedges.
Let G have a vertex v of degree 2 such that there is a directed path of length at most 2
joining the neighbors of v in the digraph G − v. The digraph G − v has weak diameter at
most 2. If n = 6, then G−v is a directed cycle. Hence there is a vertex in G−v whose weak
distance to v in G is more than 2, a contradiction. Hence let n ≥ 7. Since wdiam(G−v) ≤ 2,
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we have |E(G − v)| ≥ 2(n − 1) − 4. Hence |E(G)| ≥ 2n − 4, a contradiction. Thus such a
2-vertex does not exist in G.
Let G have a vertex v of degree 2. Let N(v) = {u1, u2}. Assume that the orientations of
the edges incident to v are as −→u1v and −→vu2. By the above argument, N−(u1) ∩N+(u2) = ∅.
Since moreover wdiam(G) = 2, we have N−(u1)∪N+(u2) = V (G)−{v, u1, u2}. If all vertices
in V (G)− {v, u1, u2} have degree at least 3, then |E(G)| ≥ 12(2+n− 1+3(n− 3)) = 2n− 4,
a contradiction. Hence without loss of generality assume that w is a vertex of degree 2 in
N−(u1). The vertex w has exactly one neighbor w′ in N−(u1) ∪ N+(u2). Since dG(w) = 2
by the preceding argument, u1 and w′ are not adjacent. Hence w′ ∈ N+(u2).
Since G has no multiple edges, each vertex in N−(u1) − {w} has an edge toward w′,
because otherwise its weak distance to w is more than 2. Similarly, each vertex in N+(u2) is
adjacent to at least one vertex in {u1, w′}. Note that since |V (G)| ≥ 6, we have |N−(u1)| ≥ 2
or |N+(u2)| ≥ 2. If |N−(u1)| ≥ 2, then each vertex v′ ∈ N−(u1)−{w} must have at least one
more incident edge except for v′u1 and v′w′, because G has no source. If |N+(u2)| ≥ 2, then
let v′′ ∈ N+(u2)− {w′}. The vertex v′′ must have degree at least 3, since otherwise its weak
distance to one vertex in {w,w′, u1} is more than 2 (recall that u1 and w′ are not adjacent).
Hence besides the edges we explained above, there must exists another edge incident to v′′.
Therefore |E(G)| ≥ 2 + (n − 3) + |N−(u1)| − 1 + |N+(u2)| + 1 = 2n − 4, a contradiction.
Hence assume that δ(G) ≥ 3.
First suppose that δ(G) = 3. Let x be a vertex of degree 3 in G. We may suppose
that N(x) = {y1, y2, y3} and −→y1x,−→y2x,−→xy3 ∈ E(G). Since wdiam(G) = 2, we have V (G) =
N−(y1) ∪ N−(y2) ∪ N+(y3) ∪ {x, y1, y2, y3}. Moreover, the vertices y1 and y2 are adjacent
or they have a common neighbor in G − x. As a result we have d(y1) + d(y2) + d(y3) ≥ n.
Hence |E(G)| ≥ &12(3 + n+ 3(n− 4))' = 2n− 4. When δ(G) ≥ 4, we have |E(G)| ≥ 2n.
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3.5 Digraphs with Small Number of Vertices
In this section we give the exact values of w(n,D) when n ≤ 3D.
Proposition 3.5.1. w(n,D) =

n− 1 if n ≤ D + 1,
n if D + 2 ≤ n ≤ 2D + 1.
Proof. By Theorem 3.2.1 the upper bound hold.
Any digraph with weak diameter D is connected, hence when n ≤ D + 1 we have
w(n,D) ≥ n− 1, as desired.
Now assume that G has weak diameter D and has at least D + 2 vertices. If G has no
cycle, then by Remark 3.1.3 it must be a path, this is not possible because the endpoints of
the path has distance at least D + 1. Hence E(G) ≥ n.
We use the following Lemma in the proof of Theorem 3.5.3.
Lemma 3.5.2. [Whitney [55]] A graph is 2-connected if and only if it has an open ear
decomposition.
Theorem 3.5.3. If 2D + 2 ≤ n ≤ 3D, then w(n,D) = n + 2.
Proof. The upper bound by Theorem 3.2.1 holds.
To the contrary suppose that the lower bound does not hold. Let G be a digraph having
the smallest number of edges and having at least 2D+2 vertices such that its weak diameter
is at most D and |E(G)| ≤ |V (G)|+ 1.
Let n = |V (G)|. By Theorem 3.3.3 we have δ(G) ≥ 2. If G is not 2-connected, then
it has a cut-vertex v. Since moreover δ(G) ≥ 2, for each component G′ of G − v, the
digraph G[V (G′) ∪ {v}] contains a cycle. If G − v has at least three components or if for
at least one of its components G′, the digraph G[V (G′) ∪ {v}] has more than one cycle,
then |E(G)| ≥ n + 2, a contradiction. Hence we may assume that G − v has exactly two
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components. Since moreover δ(G) ≥ 2, each component is a balloon. Hence the digraph G
consists of two pendant cycles. Since |V (G)| ≥ 2D + 2, there are vertices in G with weak
distance more than D (see Figure 3.10), a contradiction.
v
Figure 3.10: The bold vertices have weak distance more than D
Hence we may assume that G is 2-connected. Therefore, by Lemma 3.5.2 the underlying
graph of G has an open ear decomposition. Since G has at most n + 1 edges and since it is
2-connected, the underlying graph of G is either a cycle or a θ-graph. If G is a cycle, then
there are two vertices in G with weak distance more than D. Hence the underlying graph of
G is a θ-graph.
First suppose that G has a source or sink v. Without loss of generality assume that v is a
source. Since δ(G) ≥ 2, we have d(v) ≥ 2. Since all the edges incident to v are outgoing, we
have wdiam(G− v) ≤ D. If G has at least 2D+ 3 vertices, then by the choice of G we have
|E(G− v)| ≥ (n− 1) + 2. Consequently, |E(G)| ≥ n + 2, a contradiction. Hence |V (G)| =
2D+2. If d(v) ≥ 3, then by Proposition 3.5.1 we have |E(G)| ≥ |E(G−v)|+3 ≥ (n−1)+3,
a contradiction. Hence we may assume that d(v) = 2. If G has a sink v′ and dG−v(v′) ≥ 2,
then |E(G)| ≥ |E(G− {v, v′})|+ 4. Since moreover G− {v, v′} has weak diameter at most
D, by Proposition 3.5.1 we have |E(G − {v, v′})| ≥ n − 2. As a result |E(G)| ≥ n + 2, a
contradiction. Hence if G has a sink v′, then v′ has degree 2 and it is adjacent to v.
For each i, 1 ≤ i ≤ D, let Vi be the set of vertices having weak distance i to v. Let
T be a spanning directed tree of G whose edge set is a subset of all the edges of minimal
directed paths joining v and other vertices in G. Assume that T has l leaves. Since all but
two vertices in T have both inedges and outedges in G, we have |E(G)| ≥ n− 1 + l− 1. By
Lemma 3.3.1 the number of 1-vertices of T in
⋃
i≥2 Vi is at least maxi≥2 |Vi|. Therefore T has
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at least n−3D−1 vertices of degree 1. Since n = 2D + 2, the tree T has at least three 1-vertices
such that none of them are sinks in G. Hence there are at least three edges in G − E(T ).
Therefore |E(G)| ≥ |E(T )|+ 3 = n+2, a contradiction. Hence we may assume that G does
not have any source or sink.
Recall that the underlying graph of G is a θ-graph. Hence the vertex set of G can be la-
belled so that V (G) = {w,w′, x1, . . . , xn1−1, y1, . . . , yn2−1, z1, . . . , zn3−1} and wx1 . . . xn1−1w′,
wy1 . . . yn2−1w
′, and wz1 . . . zn3−1w
′ are induced paths in the underlying graph of G. Hence
w and w′ are vertices of degree 3 in G (see Figure 3.11). Since there is no source or sink in
G, the three paths from w to w′ must be directed paths and not all of them have the same
orientation. Without loss of generality we may assume that the paths wx1 . . . xn1−1w
′ and
wy1 . . . yn2−1w
′ have orientations from w′ to w and the path wz1 . . . zn3−1w
′ has orientation
from w to w′.
w w′
x1 xn1−1
y1 yn2−1
z1 zn3−1
Figure 3.11: Theorem 3.5.3 when the underlying graph of G is a θ-graph
If n1 = 1, then d∗(y(n22 ), z$
n3
2 %) >
n2+n3
2 > D, a contradiction. If n2 = 1 or n3 = 1, simi-
larly we obtain a contradiction. Hence assume that n1, n2, n3 ≥ 2. We have d∗(x$n1
2
%, y$n2
2
%) ≥
0n12 1+ 0n22 1 + n3 ≥ n1+n2+n32 > D, a contradiction. Hence the underlying graph of G is not
a θ-graph. Consequently |E(G)| ≥ n + 2, as desired.
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3.6 Digraphs with Large Number of Vertices
In this Section, we apply the result in previous sections to prove Conjecture 3.1.1 whenever
the number of vertices is large with respect to the number of edges.
Theorem 3.6.1. If n ≥ 8(3D2)2D+1, then w(n,D) = &nD−D−2D−1 '.
To prove Theorem 3.6.1 we use the following tool.
Lemma 3.6.2. Let G be a digraph with n vertices and weak diameter D such that δ(G) ≥ 2.
Let V0 be a subset of vertices in G. For i = 1, . . . , D let Vi be the set of vertices in G whose
weak distance to V0 is i. We have |E(G)| ≥ n− |V0|+ 12 maxi≥1 |Vi|.
Proof. Let G′ be a spanning subdigraph of G whose edges consist of the edges between Vi
and Vi+1 for each i ≥ 0. Since wdiam(G) ≤ D, the digraph G′ has at most V0 components.
Consider a spanning directed forest F of G′ having exactly |V0| components and rooting V0
such that each component of F contains exactly one element of V0. As a result, by Lemma
3.3.1 F contains at least maxi≥1 |Vi| vertices of degree 1. Hence there are at least maxi≥1 |Vi|
vertices of degree 1 in F . Since δ(G) ≥ 2, we have |E(G)| ≥ |E(F )| + 12 maxi≥1 |Vi| =
n− |V0|+ 12 maxi≥1 |Vi|.
Proof of Theorem 3.6.1. Let D be an integer. Fix an integer k such that k ≥ 3D2
and assume that n ≥ 8k2D+1. To the contrary suppose that the assertion does not hold.
Hence there is a digraph G with weak diameter at most D, having n vertices and at most
&nD−D−2D−1 ' − 1 edges. Assume that V0 is the set of vertices of degree greater than k in G.
If V0 = ∅, then since each two vertices have weak distance at most D, we have n ≤
k
∑D
j=1(k − 1)j ≤ 2kD+1. We obtain a contradiction, because n ≥ 8k2D+1. Hence V0 .= ∅.
For i = 1, . . . , D, let Vi be the set of vertices v in V (G) such that d∗(v, V0) = i. We use the
following claims to establish the proof.
Claim 1: |V0| ≤ 2n(k−1)(D−1) .
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Proof. By Theorem 3.3.3, we have δ(G) ≥ 2. Hence each vertex outside V0 has degree at
least 2. As a result (k+1)|V0|+2(n−|V0|) ≤
∑
v∈V (G) d(v) ≤ 2(&nD−D−2D−1 '−1) ≤ 2n+ 2nD−1−2.
Hence |V0| ≤ 2n(k−1)(D−1) .
Claim 2: Vj = ∅ for every j with j ≥ &D+12 '.
Proof. We first prove that |Vj| < kD when j ≥ &D+12 '. Let x ∈ Vj for some j with j ≥ &D+12 '.
Let V ′x = {v ∈ V (G) − V0 : d∗G−V0(x, v) < D}. Since all vertices in G − V0 have degree at
most k, we have |V ′x| ≤
∑D−1
i=1 k(k − 1)i−1 < kD. If Vj ⊆ V ′x, then |Vj| < kD, as desired. If
there exists a vertex y in Vj−V ′x, then any path joining x and y must pass through V0. Since
x and y have weak distance at least D+12 to V0, we have d
∗(x, y) ≥ D + 1, a contradiction.
Hence |Vj| < kD.
Now to the contrary suppose that Vj .= ∅ for some j ≥ &D+12 '. By the above argument
|V ′x| < kD for every x ∈ Vj . Since |Vj| < kD, we have
∑
x∈Vj |V ′x| < k2D. On the other
hand ∪x∈VjV ′x = V − V0. By claim 1 we have |V0| < 2nk , hence |
⋃
x∈Vj V
′
x| > n − 2nk . Hence
n− 2nk ≤ k2D. Since n > 8(3D2)2D+1, we obtain a contradiction. Hence Vj = ∅.
Let R be the set of vertices of degree at least 3 in G − V0. Let M be the set of sources
and sinks in G. Note that by Remark 3.1.3 we have |M | ≤ 2. Let G′ = G− (R ∪ V0 ∪M).
Hence each component in G′ is a path and all 2-vertices have indegree and outdegree each
equal to 1.
Claim 3: There are at most three open paths of length at least D − 2 in G′.
Proof. Let P1 and P2 be two maximal open paths of length at least D − 2 in G′. Note that
these two paths are directed paths, since G′ has no source or sink. Let P1 = a1, . . . , as and
P2 = b1, . . . , bs′, where s, s′ ≥ D − 1. Since each vertex in G′ has degree 2, the vertices
a1, b1, as, and bs′ have neighbors in N0∪R∪M . Let a0, b0, as+1, and bs+1 be the neighbors of
a1, b1, as, and bs′ in N0 ∪ R ∪M , respectively. If a0 = as+1 or if b0 = bs′+1, then we obtain a
pendant cycle of length at least D in G, which is forbidden by Theorem 3.3.4. If a0 .= bs′+1
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and b0 .= as+1, then any directed path joining a1 and b1 has length at least D+1. Hence we
must have a0 = bs′+1 or as+1 = b0. Without loss of generality we may assume that a0 = bs′+1.
If there is another path c1, . . . , cs′′ of length at least D − 2 in G′, then we must have
b0 = cs′′+1 and c0 = as+1, where cs′′+1 and c0 are the additional neighbors of cs′′ and c1 in G,
respectively. Since otherwise d∗(c1, b1) > D or d∗(c1, a1) > D, which is not accepted. If there
is another path d1, . . . , dt of length at least D − 2 in G′, then {a0, b0, c0} − {d0, dt+1} .= ∅
where d0 and dt+1 are the additional neighbors of d1 and dt, respectively. By symmetry we
may assume that a0 /∈ {d0, dt+1}. We have d∗(a1, d1) > D, unless as+1 = d0. If as+1 = d0,
then b0 = d0. Consequently, d∗(b1, d1) > D. Hence no such four paths exist.
Claim 4: |R| ≤ 2nD−1 − e(V0, V1) + 2|V0|, where e(V0, V1) is the number of edges joining
V0 and V1 in G.
Proof. We have the upper bound 2n + 2nD−1 for the degree sum of G. We find a lower
bound as follows. Note that the degree sum of the vertices in V0 is at least the number
of edges joining V0 and V1. All vertices in R have degree at least 3 and all vertices in
V (G)−R − V0 have degree 2. Hence 2|E(G)| ≥ e(V0, V1) + 3|R|+ 2(n− |R|− |V0|). Hence
2n+ 2nD−1 ≥ e(V0, V1)+3|R|+2(n−|R|−|V0|). Consequently |R| ≤ 2nD−1−e(V0, V1)+2|V0|.
Claim 5: If D is odd, then |V1| ≥ 2nD−1 − (D − 2)|V0|+ 1.
Proof. To the contrary suppose that |V1| ≤ 2nD−1 − (D − 2)|V0|. Consequently |V2| + . . . +
|VD−1
2
| = n − |V0| − |V1| ≥ n − 2nD−1 + (D − 3)|V0|. Hence maxi≥2 |Vi| ≥ 2nD−1 + 2|V0|. Now
Lemma 3.6.2 yields |E(G)| ≥ n− |V0|+ nD−1 + |V0| = n + nD−1 , a contradiction.
For the case D is even, let S+ = {x ∈ VD
2
: ∀y ∈ VD
2 −1
−→xy /∈ E(G)} and S− = {x ∈ VD
2
:
∀y ∈ VD
2 −1
−→yx /∈ E(G)}.
Claim 6: If D is even, then |S+| ≤ 2kD + 1 and |S−| ≤ 2kD + 1.
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Proof. To the contrary assume that |S+| ≥ 2kD + 2. For every x ∈ S+ no directed path of
length at most D from x to some element in VD
2
can visit V0. Hence we have |N+D(x)∩S+| ≤
k
∑D−1
i=0 (k − 1)i ≤ kD.
Now define a digraph T with vertex set S+ as follows.
−→xy ∈ E(T ) if there is a directed
path of length at most D from x to y. T is a tournament since the weak diameter of G
is at most D. Since moreover |S+| ≥ 2kD + 2, there is a vertex v in T whose outdegree is
at least 2k
D+1
2 . It means that there are at least k
D + 1 vertices in S+ such that there is a
directed path of length at most D from v to these vertices. Hence |N+D(v) ∩ S+| ≥ kD + 1,
contradicting above argument that |N+D (x) ∩ S+| ≤ kD. Therefore |S+| ≤ 2kD + 1. By a
similar argument we have |S−| ≤ 2kD + 1.
Claim 7: If D is even, then |E(G)| ≥ n− |V0|+ |VD
2
|− |S−|− |S+|.
Proof. Let F be a spanning forest of the underlying graph of G rooting V0 in which all
vertices in VD
2
have degree 1 in F . In fact the vertices with distance i to V0 in F are exactly
the vertices in Vi. Note that by the definition of S+ and S− each vertex in VD
2
− (S+ ∪ S−)
has degree at least 2 toward VD
2 −1 in G. Hence |E(G)| ≥ n− |V0|+ |VD2 |− |S−|− |S+|.
Claim 8: If D is even, then |V1| ≥ 2nD−1 − 2k2D − (D − 2)|V0|.
Proof. If |V1| < 2nD−1 −2k2D− (D−2)|V0|, then Claims 1, 6, and 7 yield |V2|+ . . .+ |VD2 −1| =
n− |V0|− |V1| − |VD
2
| ≥ n− |V0|− 2nD−1 + (D − 2)|V0|+ 2k2D + n− |E(G)|− |V0|− 2k2D ≥
n− 3nD−1+(D−4)|V0|. As a result, maxi |Vi| ≥ 2nD−1+D−4D−4
2
|V0| ≥ 2nD−1+2|V0|. Let F be the forest
introduced in the proof of Claim 7. Lemma 3.6.2 implies |E(G)| ≥ n− |V0| + 12 maxi |Vi| ≥
n− |V0|+ nD−1 + |V0| = n+ nD−1 , a contradiction. Hence |V1| ≥ 2nD−1 −2k2D− (D−2)|V0|.
By Claims 5 and 8, we have |V1| ≥ 2nD−1 − (D − 2)|V0| − 2k2D. Hence e(V0, V1) ≥ |V1| ≥
2n
D−1 − (D − 2)|V0| − 2k2D. Hence by Claims 1 and 4 we have |R| ≤ D|V0| + 2k2D ≤
2Dn
(k−1)(D−1) + 2k
2D.
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By Claim 3 the digraph G′ has at most three paths of length at least D − 2 and by
Theorem 3.3.4 it has no pendant cycle of length D. Hence all but three paths in G′ must
have length at most D− 3. Note that G′ has no two paths whose lengths has summation at
least 2D − 1, since otherwise there are two vertices in G between which the weak distance
is more than D. As a result, a lower bound for the number of edges in G′ and those edges
that join V (G′) to N0 ∪ R ∪M is 3D + 3 + n−|V0|−|R|−3DD−2 (D − 1). Claim 1 and the above
upper bound for R yield |E(G)| ≥ 3D + 3 + n(D−1)D−2 − 2n(D+1)(k−1)(D−2) − 2k
2D(D−1)
D−2 − 3D(D−1)D−2 ≥
n + nD−1 +
n
(D−1)(D−2) − 2n(D+1)(k−1)(D−2) − 4k2D − 3. Since k ≥ 3D2 and n ≥ 8k2D+1, we have
n
(D−1)(D−2) − 2n(D+1)(k−1)(D−2) −4k2D−3 ≥ 0. As a result |E(G)| ≥ n+ nD−1 , a contradiction. Hence
such a digraph G does not exist. !
3.7 Properties of the Minimal Counterexamples
Fix an integer D. Assume that Conjecture 3.1.1 is not true. Among all digraphs that make
counterexamples for Conjecture 3.1.1, let G be a digraph having smallest number of vertices.
The following properties hold.
Property 1: |V (G)| ≥ 3D + 1.
Property 2: G has no source or sink.
Property 3: girth(G) ≥ D + 1.
Property 4: G has no pendant cycle of length at least D.
Property 5: D ≥ 3.
Property 6: G is 2-connected.
Property 7: For every vertices v, u1, u2 in V (G) if
−→u1v,−→u2v ∈ E(G) or −→vu1,−→vu2 ∈ E(G),
then max{d(u1), d(u2)} ≥ 3.
Property 8: Each vertex in G has at most two neighbors of degree 2 and if a vertex v has
two 2-neighbors, then the orientation of the edges incident to these neighbors is one toward
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v and one away from v.
Properties 1, 3, 4, and 5 follow by Theorem 3.5.3, Remark 3.1.3, Theorem 3.3.4, and
Theorem 3.4.2.
Proof of Property 2: By Theorem 3.3.3 the digraph G has no 1-vertex. If G has a
source or sink v, then wdiam(G− v) ≤ D. As a result |E(G− v)| ≥ & (|V (G)|−1)D−D−2D−1 ' edges.
Hence |E(G)| ≥ & (|V (G)|−1)D−D−2D−1 '+ 2 ≥ & |V (G)|D−D−2D−1 ', a contradiction.
Proof of Property 6: To the contrary suppose that G has a cut-vertex v. First suppose
that there are two components G1 and G2 in G − v and two vertices u1 and u2 such that
u1 ∈ V (G1)∩N(v), u2 ∈ V (G2)∩N(v), and either u1v, u2v ∈ E(G) or vu1, vu2 ∈ E(G). Since
wdiam(G) ≤ D, there exists a directed path P of length at most D joining u1 and u2. Since v
is a cut-vertex, P pass through v and consequently contains one edge in {u1v, u2v, vu1, vu2}.
Without loss of generality we may assume that u2v is in P . Consequently, P ∪ u1v contains
a cycle of length at most D, a contradicting Property 3. Hence such two components do not
exist.
Hence we may assume that G − v has exactly two components G1 and G1, the edges
between v and V (G1) ∩ N(v) point toward v, and the edges between v and V (G2) ∩ N(v)
point away from v. Let G′1 = G[V (G1)∪{v}]∪{u1, vu1} and G′2 = G[V (G2)∪{v}]∪{u2, u2v}.
We have wdiam(G′i) ≤ D for i ∈ {1, 2}. Since G has no 1-vertex, G′1 and G′2 each contains
a cycle. If |V (G′1)| ≤ D+ 2 or |V (G′1)| ≥ 2D+ 2 and |V (G′2)|+ 1 ≤ D + 2 or |V (G′2)|+ 1 ≥
2D + 2, then we have |E(G′1)| ≥ |V (G
′
1)|D−D−2
D−1 and E(G
′
2) ≥ |V (G
′
2)|D−D−2
D−1 . As a result,
|E(G)| ≥ |E(G1)|+ |E(G2)| ≥ nD−D−2D−1 , a contradiction. Hence without loss of generality we
may suppose that D + 3 ≤ |V (G′1)| ≤ 2D + 1.
If G′1 has at least two cycles, then a similar argument as above yields a contradiction.
Hence we may assume that G[V (G1) ∪ {v}] has a unique cycle. Since G has no 1-vertex,
this cycle is a pendant cycle. If this cycle has length at least D, then Theorem 3.3.4 yields a
contradiction. Hence G[V (G1)∪{v}] is a balloon. Thus G[V (G1)∪{v}] has also a cut-vertex
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v′. Hence v′ is a cut-vertex of G after whose removal, one of the components has size at most
D − 2. As a result, the other component has size at least 2D + 2. Now repeat the above
argument to obtain a contradiction.
Proof of Property 7: Suppose that there are vertices v, u1, u2 in G such that
−→u1v,−→u2v ∈
E(G) and max{d(u1), d(u2)} ≤ 2. By Theorem 3.3.3 we have d(u1) = d(u2) = 2. There must
exists a directed path P of length at most D joining u1 and u2. Since the degree of u1 and
u2 is 2, the path P must contain either u1v or u2v. As a result the digraph P ∪ {u1v, u2v}
has a cycle of length at most D, contradicting Property 3.
Proof of Property 8: Property 8 follows from Property 7.
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Chapter 4
Ramsey Graphs and Graph
Anti-Ramsey Theory
Let Q(n,χ) denote the minimum clique size an n-vertex graph can have if its chromatic
number is χ. In Section 2 we use Ramsey graphs to give an exact, albeit implicit, formula
for the case χ ≥ (n + 3)/2.
For integers n and t, let r(n, t) be the maximum number of colors in an edge-coloring of
the complete graph Kn that does not contain t edge-disjoint rainbow spanning trees. Let
s(n, t) be the maximum number of colors in an edge-coloring of Kn containing no rainbow
spanning subgraph with diameter at most t. In Section 3 we prove that r(n, t) =
(
n−2
2
)
+ t
whenever n > 2t+
√
6t− 234 + 52 , and r(n, t) =
(
n
2
) − t when n = 2t. In Section 4 we prove
that s(n, t) =
(
n−2
2
)
+ 1 for n, t ≥ 3, while s(n, 2) = (n−22 )+ ⌊n−12 ⌋ for n = 2, 3 and n ≥ 5.
Section 2 is based on joint work with Csaba Biro´ and Zolta´n Fu¨redi that appears in [11]
and Sections 3, 4, and 5 are based on joint work with D. West that appear in [35, 36].
4.1 Introduction
The Ramsey number R(3, +) is the minimum integer R such that every graph on n ≥ R
vertices has either three independent vertices or a clique of size +. It is well-known (Kim [42]
and Ajtai, Komlo´s and Szemere´di [3]) that there are constants γ1, γ2 > 0 such that
γ1
+2
log +
< R(3, +) < γ2
+2
log +
(4.1)
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hold for every + ≥ 3. The first few values are also known (see, e.g., the survey [49])
+ = 1 2 3 4 5 6 7 8 9 10 11
R(3, +) = 1 3 6 9 14 18 23 28 36 40− 43 46− 51
(4.2)
To state our result we need an inverse of this function. Let
ω(x) = min{ω(G) : |V (G)| = x and α(G) ≤ 2}.
We have ω(x) = y for R(3, y) ≤ x < R(3, y + 1). For k ≥ 1 define
q(k) = min
s∑
i=1
(ω(2ki + 1)− 1)
where the minimum is taken over all positive integers k1, . . . , ks with k1+ · · ·+ks = k, s ≥ 1.
Also define q(0) = 0. Hence using the tableaux (4.2) we have q(1) = w(3) − 1 = 1 and
q(2) = min{w(5) − 1, 2w(3) − 2} = min{1, 2} = 1. Similarly we can easily calculate the
following first few values of q
k = 0 1–2 3 4 5–6 7–8 9–10 11–13
ω(2k + 1)− 1 = 0 1 2 3 3 4 5 6
q(k) = 0 1 2 2 3 4 5 6
k = 14–17 18–19 20 21–22
ω(2k + 1)− 1 = 7 8 ? 9
q(k) = 7 8 ? 9
(4.3)
It also follows from (4.1) that there exist γ′1, γ
′
2 > 0 such that for k ≥ 3 we have
γ′1
√
k log k < q(k) < γ′2
√
k log k.
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Intuitively, large chromatic number must imply large cliques. Define
Q(n, c) = min{ω(G) : |V (G)| = n and χ(G) = c}.
It is obvious that Q(n, n) = n, (the only graph to investigate is Kn), it is not difficult to
show that Q(n, n− 1) = n− 1 (n ≥ 2) (the complement of the graph should be a star) and
that Q(n, n− 2) ≤ n − 3 for n ≥ 5 (remove a five-cycle C5 from Kn). Biro´ [10] determined
Q(n, n− k) for k ≤ 6, whenever n is sufficiently large, n > n0(k).
k = 0 1 2 3 4 5 6
Q(n, n− k) = n n− 1 n− 3 n− 4 n− 6 n− 7 n− 9
Based on these values he conjectured that if n is large enough, then Q(n, n − k) = n −
2k + &k/2'. He also showed Q(n, n − k) ≥ n − 2k + 3 for k ≥ 5 and n is large enough.
Jahanbekam and West [34] observed that Q(n, n− k) ≤ n− 2k+ &k/2' whenever n ≥ 5k/2.
Their constructions is the complement of 0k/21 vertex disjoint C5’s and a path P3 if k is odd.
In Section 2 we use Ramsey graphs to give an exact formula for Q(n, n− k) for n ≥ 2k + 3.
Our results established the above conjecture for k ≤ 12 and k = 14 but disproved it for any
other value of k.
Theorem 4.1.1. For n ≥ 2k + 3
Q(n, n− k) = n− 2k + q(k).
The fundamental problem of Ramsey graph theory can be viewed as asking when monochro-
matic subgraphs of particular types are forced in edge-colorings of the complete graph Kn
using at most k colors. The more recent area of anti-Ramsey theory asks when rainbow sub-
graphs of particular types are forced in edge-colorings of Kn using at least k colors, where a
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rainbow subgraph of an edge-colored graph G is a subgraph whose edges have distinct colors.
More precisely, the anti-Ramsey problem asks for the maximum number of colors in an
edge-coloring of Kn having no rainbow copy of some graph in a class G; this maximum
number of colors is the anti-Ramsey number AR(n,G). Early results in which G consists
of a specific graph G were surveyed in Fujita, Magnant, and Ozeki [22]. There are now
dozens of results in the area. Notable among them is the determination of AR(n, Ck) by
Montellano-Ballesteros and Neumann-Lara [46], proving a long-standing conjecture by Erdo˝s,
Simonovits, and So´s [21] about the anti-Ramsey number of the cycle Ck. Among larger (but
fixed) families, Jiang and West [37] determined the anti-Ramsey number of the family of all
trees with m edges.
Upper bounds for anti-Ramsey problems generally use the notion of representing subgraph
of an edge-colored complete graph, which is a spanning subgraph containing one edge of each
color. The idea is to show that when too many colors are used, every edge-coloring contains
some representing subgraph having the forbidden property. For anti-Ramsey questions in
general, representing subgraphs yield AR(n,G) ≤ ex(n,G), where ex(n,G) is the maximum
number of edges in n-vertex graph containing no subgraph in G. It is noted in [21] that
AR(n,G) ≥ ex(n,G∗) + 1, where G∗ = {G− e : G ∈ G and e ∈ E(G)}.
Going beyond the problems mentioned earlier, researchers now also study anti-Ramsey
problems where the target graph G grows with n. Haas and Young [29] found the anti-
Ramsey number for perfect matchings (when n is even). Bialostocki and Voxman [9] showed
that the maximum number of colors in an edge-coloring of Kn with no rainbow spanning
tree is
(
n−2
2
)
+ 1; the construction uses a single color on all the edges at two vertices, with
distinct colors on all the other edges. We generalize this result in two directions: avoiding
t edge-disjoint rainbow spanning trees, and avoiding a spanning subgraph with diameter at
most t (their result gives an upper bound on the latter value when t = n− 1).
For the first problem, let r(n, t) be the maximum number of colors in an edge-coloring
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of the complete graph Kn not having t edge-disjoint rainbow spanning trees. Akbari and
Alipour [4] proved r(n, 2) =
(
n−2
2
)
+ 2 for n ≥ 6. The question of determining r(n, t) for
n ≥ 2t was raised in [54]. If n < 2t, then Kn does not have enough edges for t edge-disjoint
spanning trees. For each t, we determine r(n, t) except for roughly
√
6t values of n. The
formula indicates that when n is large enough there is an additional rainbow spanning tree
guaranteed with each additional color beyond the large amount needed to guarantee one.
Theorem 4.1.2. r(n, t) =

(
n−2
2
)
+ t for n > 2t+
√
6t− 234 + 52 ,(
n
2
)− t for n = 2t.
The lower bounds are by construction (see Lemma 4.3.1). Note that
(
n
2
)−t = (n−22 )+3t−3
when n = 2t. That is, when n decreases to 2t, the general formula does not provide enough
colors to force t edge-disjoint spanning trees. That is true also when n = 2t+1, where any t
edge-disjoint spanning trees use all but t edges. An edge-coloring using
(
n−2
2
)
+2t− 1 colors
with 2t + 1 edges in one color and one edge in each of the other
(
n
2
) − 2t thus cannot have
t edge-disjoint rainbow spanning trees, since it must put t + 1 edges of the same color into
the t trees. Hence r(n, t) ≥ (n−22 ) + 2t when n = 2t + 1. Nevertheless, we conjecture that
the general formula is valid after that:
Conjecture 4.1.3. r(n, t) =
(
n−2
2
)
+ t whenever n ≥ 2t+ 2 > 6.
In addition to representing subgraphs, the proof of the general upper bound on r(n, t)
uses a classical result of Nash-Williams [47] on disjoint spanning trees and a classical lower
bound on the matching number of a bipartite graph in terms of the minimum degree.
We note that the situation is much different when the edge-coloring is highly structured.
In a proper edge-coloring, incident edges have distinct colors. Kaneko, Kano, and Suzuki [40]
conjectured that every properly edge-colored complete graph with n vertices contains 0n/21
edge-disjoint rainbow spanning trees with n ≥ 6. Carraher, Hartke, and Horn [15] proved
that there are at least 0n/(323 logn)1 such trees when n ≥ 65000.
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Next consider the diameter problem. Let s(n, t) be the maximum number of colors in
an edge-coloring of Kn not having a rainbow spanning subgraph with diameter at most t.
We determine all values of s. Previously, Monta´gh [44] obtained an upper bound on s(n, 3),
showing that AR(n,Dn) =
(
n−2
2
)
+ 1, where Dn is the family of n-vertex double-stars whose
vertex of second largest degree is at most 4. That is, rainbow double stars that are “almost”
stars are forced by having more than
(
n−2
2
)
+ 1 colors.
To prove s(n, t) ≥ (n−22 )+1 when t ≥ 3, we present an edge-coloring of Kn using (n−22 )+1
colors that has no rainbow spanning subgraph with diameter at most t. With more colors,
such a subgraph is forced; we show that any edge-coloring of Kn using at least
(
n−2
2
)
+ 2
different colors has a representing subgraph with diameter at most t. The answer for the
special case t = 2 is somewhat different.
Theorem 4.1.4. s(n, t) =
(
n−2
2
)
+

1 for n, t ≥ 3,
2 for (n, t) = (4, 2),⌊
n−1
2
⌋
when t = 2 and n .= 4.
We close this introduction by reviewing useful notation and terminology. For a vertex v
in a graph G, let N(v) denote the set of neighbors of v, and let Γ(v) denote the set of edges
incident to v in G. Let α(G) and α′(G) denote the maximum size of an independent set and
the maximum size of a matching in G, respectively; let ω(G) be the size of maximum clique
in G. For S ⊆ V (G), we define G[S] to be the induced subgraph of G with vertex set S. A
vertex x in an edge-colored graph is rainbow if its incident edges receive different colors.
90
4.2 Large Chromatic Number and Ramsey Graphs
4.2.1 The chromatic gap
The chromatic gap is defined as
gap(n) = max{χ(G)− ω(G) : |V (G)| = n}.
Gya´rfa´s, Sebo˝, and Trotignon [28] showed that gap(n) = &n/2'−ω(n) for almost all n. Our
results are closely related, we use similar tools, but ours can be considered as a strengthening
of theirs because, obviously, gap(n) = max{c−Q(n, c)}.
4.2.2 Graphs with Independence Number 2
The aim of this section is to prove that in the definition of q(k), we may suppose that s ≤ 3.
Theorem 4.2.2.1. Let k be a positive integer. Then there is an integer s, s ≤ 3, such that
q(k) =
∑s
i=1 ω (2ki + 1)− 1 where k1 + · · ·+ ks = k, ki’s are positive integers.
Conjecture 4.2.2.2. The previous statement holds with s = 2. Even more, q(k) = ω(2k+
1)− 1 for all k except for k = 4.
Lemma 4.2.2.3. [Xu, Xie, and Radziszowski [59]] Assume that ω1 ≥ ω2 ≥ 1. Then we
have
(R (3,ω1 + 1)− 1) + (R (3,ω2 + 1)− 1) + ω2 ≤ R (3,ω1 + ω2 + 1)− 1. (4.4)
Since this is our main tool, for completeness, we include their construction.
Proof. Consider two vertex disjoint graphs G1 and G2 with |V (Gi)| = R(3,ωi + 1) − 1,
α(Gi) ≤ 2 and ω(Gi) = ωi for i = 1, 2. Let R = {r1, . . . , rω2} be a set disjoint to V (G1) and
V (G2) and suppose that V1 = {v1, . . . , vω2} and U2 = {u1, . . . , uω2} are forming cliques in
G1 and G2 respectively. Define the graph H with V (H) = V (G1) ∪ V (G2) ∪ R as follows.
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H [V (Gi)] = Gi, H [(R∪V1)] and H [(R∪U2)] are complete graphs of sizes 2ω2. Connect every
vertex in v ∈ V (G1) to every vertex in u ∈ V (G2) except if v ∈ V1 and u ∈ U2. Finally, we
have that ri and vi have the same neighbors in V (G1)−V1, similarly NH(ri)∩(V (G2)−U2) =
NG2(ui)−U2. We obtain |V (H)| = |V (G1)|+|V (G2)|+ω2, ω(H) = ω1+ω2 and α(H) ≤ 2.
Proof of Theorem 4.2.2.1.
Assume that s is the minimum integer such that q(k) =
∑
1≤i≤s (ω(2ki + 1)− 1) and k1 +
. . .+ ks = k, ki ≥ 1. Let ωi = ω(2ki + 1). By definition
2ki + 1 ≤ R(3,ωi + 1)− 1 for all i. (4.5)
We may suppose that s > 1, otherwise there is nothing to prove.
Our first observation is that the multiset k1, . . . , ks is not reducible. This means that we
cannot replace a set of ki’s by their sum, i.e., for any subset L ⊂ {1, 2, . . . , s}, 2 ≤ |L| ≤ s
we have that
∑
i∈L
(ω(2ki + 1)− 1) =
(∑
i∈L
ωi
)
− |L| < ω
(
2
(∑
i∈L
ki
)
+ 1
)
− 1.
This implies
R
(
3,
(∑
i∈L
ωi
)
− |L|+ 2
)
≤ 2
(∑
i∈L
ki
)
+ 1,
which together with (4.5) give
R
(
3,
(∑
i∈L
ωi
)
− |L|+ 2
)
≤
(∑
i∈L
R(3,ωi + 1)
)
− 2|L|+ 1. (4.6)
Suppose, on the contrary, that s ≥ 4 and ω1 ≥ ω2 ≥ ω3 ≥ ω4. We have ω4 ≥ ω(3) = 2.
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Using the Erdo˝s–Szekeres inequality R(r, s) ≤ R(r − 1, s) +R(r, s− 1) with r = 3, we get
R (3,ω2 + 1)− 1 ≤ R (3,ω2) + ω2, (4.7)
R (3,ω3 + 1)− 1 ≤ R (3,ω3) + ω3, (4.8)
R (3,ω4 + 1)− 1 ≤ R (3,ω4) + ω4. (4.9)
Repeated applications of Lemma 4.2.2 gives
(R(3,ω2)− 1) + (R(3,ω4)− 1) + ω4 − 1 ≤ R(3,ω2 + ω4 − 1)− 1, (4.10)
(R(3,ω1 + 1)− 1) + (R(3,ω3)− 1) + ω3 − 1 ≤ R(3,ω1 + ω3)− 1, (4.11)
(R(3,ω1 + ω3)− 1) + (R(3,ω2 + ω4 − 1)− 1) + ω2 + ω4 − 2
≤ R(3,ω1 + ω2 + ω3 + ω4 − 2)− 1.
(4.12)
Substitute L = {1, 2, 3, 4} into (4.6) and add to the seven inequalities (4.6)–(4.12). We
obtain
ω4 ≤ 3. (4.13)
If here equality holds then equality must hold in each of the 7 inequalities we added above.
However, (4.9) does not hold with equality for ω4 = 3 since R(3, 4) − 1 = 9 − 1 < 6 + 3 =
R(3, 3) + 3.
From now on, we may suppose that ω4 = 2. Substitute this to (4.10) and add (4.7) to
(4.10). After rearrangement we get 2 ≤ ω2. So in the case ω2 ≥ 4 the sum of the right hand
sides of (4.6)–(4.12) exceeds the left hand sides by at least two, contradicting (4.13). We
obtain ω2 ≤ 3.
In the case of ω2 = 3, taking L = {2, 4}, ω2 = 3, ω4 = 2 into (4.6) we get the contradiction
R(3, 5) = 14 ≤ R(3, 3) +R(3, 4)− 2× 2 + 1 = 12.
The last case to consider is ω4 = ω3 = ω2 = 2. Substitute L = {2, 3, 4} into (4.6) to
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obtain the final contradiction.
4.2.3 Construction
In the case of n ≥ 2k+3 the upper bound n− 2k+ q(k) for Q(n, n− k) follows immediately
from the definition of q and Theorem 4.2.2. Suppose that k =
∑s
i=1 ki such that q(k) =∑s
i=1(ω(2ki + 1) − 1) where k ≥ s ≥ 1 and s ≤ 3. There is a graph Hi with 2ki + 1
vertices and with ω(Hi) = ω(2ki + 1) and with no three independent vertices. Define the
n-vertex graph G in the following way. Consider the vertex disjoint union of H1, . . . , Hs and
n −∑si=1(2ki + 1) extra vertices. Then put an edge between any two vertices u, v, unless
u, v ∈ Hi for some 1 ≤ i ≤ s. We have that ω(G) = n −∑si=1(2ki + 1) +∑si=1 ω(Hi), as
stated.
Concerning the chromatic number of G, α(Hi) ≤ 2 implies that χ(Hi) ≥ ki + 1, hence
χ(G) = n−
s∑
i=1
(2ki + 1) +
s∑
i=1
χ(Hi) ≥ n−
s∑
i=1
ki = n− k.
To obtain an example with chromatic number exactly n− k delete edges arbitrarily from G
one by one until we obtain a subgraph G′ with χ(G′) = n− k. Since edge deletion does not
increase the clique number we have
Q(n, n− k) ≤ ω(G′) ≤ ω(G) = n− 2k + q(k).
4.2.4 Lower bound by induction
We use induction on k to prove the lower bound. The cases k = 0, 1 are easy because
Q(n, n) = n, Q(n, n − 1) = n, q(0) = 0, and q(1) = 1. Hence suppose that k ≥ 2. The
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definition of q immediately implies that
q(a) + q(k − a) ≥ q(k)
for every integer 0 ≤ a ≤ q. In particular we have
1 + q(k − 2) ≥ q(k) (4.14)
(for k ≥ 2) and for all 0 ≤ x ≤ q
x+ q(k − x) ≥ q(x) + q(k − x) ≥ q(k). (4.15)
Let G be an n-vertex graph with χ(G) = n − k, n ≥ 2k + 3, k ≥ 2. We show a lower
bound for ω(G). We distinguish two cases.
Case 1
α(G) ≥ 3. Let S ⊂ V (G) be a three-element independent set. The chromatic number of the
graphG−S is at least χ(G)−1. We have that |V (G−S)|−χ(G−S) ≤ |V (G−S)|−χ(G)+1 =
|V (G)|− χ(G)− 3 + 1 = k − 2. Since n− 3 ≥ 2(k − 2) + 3 we can use induction to G− S.
ω(G) ≥ ω(G− S) ≥ Q(n− 3, (n− 3)− (k − 2))
≥ (n− 3)− 2(k − 2) + q(k − 2) = n− 2k + (q(k − 2) + 1).
Then, (4.14) yields the desired lower bound.
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Case 2
α(G) = 2. Consider G, the complement of G. Since α(G) = 2, we have χ(G) = |V (G)| −
α′(G). Hence α′(G) = k. According to the Berge-Tutte formula, more exactly by the
Edmonds-Gallai structure theorem (see, e.g., [43]) we have that there exists a partition of
V (G) = V0 ∪ V1 ∪ . . . Va+b+c ∪X such that
• V0 is the set of isolated vertices of G,
• G− (X ∪ V0) has a+ b+ c ≥ 1 components, namely V1, . . . , Va+b+c,
• the sets V1, . . . , Va are singletons, we define kh = 0 for 1 ≤ h ≤ a,
• the sizes of Va+1, . . . , Va+b are odd, |Vi| = 2ki + 1, ki ≥ 1 for a < i ≤ a+ b,
• the sizes of Va+b+1, . . . , Va+b+c are even, |Vj| = 2kj, kj ≥ 1 for a+ b < j ≤ a+ b+ c,
• the matching numbers α′(G[Vi]) = ki for all 1 ≤ i ≤ a+ b+ c,
• 0 ≤ |X| ≤ a + b, and finally
• k = α′(G) =
(∑a+b+c
i=1 ki
)
+ |X|.
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We obtain
ω(G) ≥ |V0|+
a+b+c∑
i=1
ω(G|Vi)
≥
(
n− |X|− a−
a+b∑
i=a+1
(2ki + 1)−
a+b+c∑
j=a+b+1
2kj
)
+ a+
a+b∑
i=a+1
ω(2ki + 1) +
a+b+c∑
j=a+b+1
ω(2kj)
= n− |X|− 2
(
a+b+c∑
i=a+1
ki
)
− b+
a+b∑
i=a+1
ω(2ki + 1) +
a+b+c∑
j=a+b+1
ω(2kj)
= (n− 2k) + |X|+
a+b∑
i=a+1
(ω(2ki + 1)− 1) +
a+b+c∑
j=a+b+1
ω(2kj)
≥ (n− 2k) + |X|+
a+b+c∑
i=a+1
(ω(2ki + 1)− 1)
≥ (n− 2k) + |X|+ q(k − |X|) ≥ n− 2k + q(k).
In the last step we used (4.15), and in the previous one we used the obvious inequality
ω(x) + 1 ≥ ω(x + 1), which holds for every x ≥ 0. This completes the proof of the lower
bound for ω(G), and also the proof of the Theorem.
4.3 Rainbow Spanning Trees
We begin with the constructions for the lower bounds in Theorem 4.1.2.
Lemma 4.3.1. For positive integers n and t such that t ≤ 2n− 3, there is an edge-coloring
of Kn using
(
n−2
2
)
+ t colors that does not have t edge-disjoint rainbow spanning trees. When
n = 2t, the construction can be improved to
(
n
2
)− t colors.
Proof. We require t ≤ 2n− 3 so that Kn has at least
(
n−2
2
)
+ t edges. Fix two vertices u and
v. Use color 1 on all but t− 1 edges joining u or v to the n− 2 other vertices. Use distinct
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colors on the remaining edges. This coloring uses
(
n−2
2
)
+ t colors. Every rainbow spanning
tree contains at least two edges incident to {u, v}. Since only t− 1 edges incident to u or v
have colors different from 1 and at least one of them must be used in each rainbow spanning
tree, there are at most t− 1 edge-disjoint rainbow spanning trees.
When n = 2t, let t+ 1 edges have color 1 and the other edges have distinct other colors;(
n
t
)− t colors are used. In this case, forming t edge-disjoint spanning trees requires using all
the edges. However, grouping the edges into t sets puts two edges of color 1 into some set;
the edges do not decompose into t rainbow subgraphs.
In the rest of this section, we prove the upper bounds on r(n, t). In the main proof,
we start with an edge-coloring of Kn with
(
n−2
2
)
+ t + 1 colors. With this many colors,
Lemma 4.3.4 guarantees that some representing subgraph ofKn has a 2t-connected subgraph.
In such a subgraph, a famous result of Nash-Williams (Theorem 4.3.2) guarantees t edge-
disjoint spanning trees. We will extend these trees to edge-disjoint rainbow spanning trees
in the full graph. It will be easy to extend to all but the last two vertices; absorbing the last
two vertices requires applying Theorem 4.5.1 to an auxiliary bipartite graph.
Theorem 4.3.2. (Nash-Williams [47]) Every 2t-edge-connected graph contains t edge-disjoint
spanning trees.
Theorem 4.3.3. If G is bipartite with parts X and Y , then α′(G) ≥ min{2δ(G), |X|, |Y |}.
The 2t-edge-connected graph to which we will apply Theorem 4.3.2 will be obtained via
the following lemma.
Lemma 4.3.4. Every graph G with n− + vertices, δ(G) ≥ k, and |E(G)| ≥ (n−22 )+ k2 +1−
+(k − 1) is k-edge-connected, where n, k, + ∈ Z satisfy 1 ≤ k + 1 ≤ n− + and n ≥ k + 6.
Proof. Suppose that G has a minimal edge-cut F of size less than k. Since δ(G) ≥ k, each
component of G − F has size at least k + 1, by a well-known elementary exercise. Hence
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|E(G)| ≤ (k+12 ) + (n−"−k−12 )+ k − 1. Since we are given |E(G)| ≥ (n−22 ) + k2 + 1− +(k − 1),
it suffices to prove f(+) < 0, where
f(+) =
(
k + 1
2
)
+
(
n− +− k − 1
2
)
+ k − 1−
(
n− 2
2
)
− k
2
− 1 + +(k − 1).
The derivative of f is −12 [2(n − + − k − 1) − 1] + k − 1, and f ′′(+) = 1. Hence f(+) ≤
max{f(0), f(n − k − 1)} when 0 ≤ + ≤ n − k − 1. Since f(0), f(n − k − 1) < 0, we have
f(+) < 0. Hence G is k-edge-connected.
The next lemma is the main case of the upper bound in Theorem 4.1.2.
Lemma 4.3.5. If n > 2t+
√
6t− 234 + 52 , then r(n, t) ≤
(
n−2
2
)
+ t.
Proof. Note that n ≥ 2t + 3 under this hypothesis when t ≥ 1. It suffices to show that an
edge-coloring of Kn using exactly
(
n−2
2
)
+ t + 1 different colors has t edge-disjoint rainbow
spanning trees. Let G be a representing subgraph.
If G is disconnected, then G has an isolated vertex u, since
(
n−2
2
)
+ 1 is the maximum
number of edges in an n-vertex graph having at least two nontrivial components. Since G−u
is lacking only n− 1− t edges, in fact G− u is 2-edge-connected. Choose e ∈ Γ(u)−E(G).
Let e′ be the edge in G having the same color as e. The graph G − e′ + e is a connected
representing subgraph. This proves the full claim when t = 1 (completing the result of [9]).
Henceforth we may assume t ≥ 2, which yields n ≥ 2t+ 6.
Among all connected representing subgraphs of Kn, choose G to lexicographically mini-
mize (mG(1), . . . , mG(t)), where mG(t) is the number of vertices in G with degree at most t.
Call this t-tuple the t-vector of G, denoted ct(G); it will be relevant later in the proof.
Since n > 2t+
√
6t− 234 + 52 implies
(
2t
2
)
+(n−2t)(2t−1) < (n−22 )+t+1, iteratively adding
vertices joined to at most 2t−1 earlier vertices cannot produce enough edges to construct G.
Hence G has a subgraph H with δ(H) ≥ 2t that is obtained from G by iteratively deleting
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vertices with remaining degree at most 2t − 1. If + vertices are deleted to obtain H , then
|E(H)| ≥ |E(G)|− +(2t− 1) = (n−22 ) + t+ 1− +(2t− 1). By Lemma 4.3.4 with k = 2t, the
graph H is 2t-edge-connected. Hence |V (H)| ≥ 2t+ 1 and + ≤ n− (2t+ 1).
Index V (G) − V (H) as u1, . . . , u" by choosing ui among the remaining vertices to have
the most neighbors in V (H) ∪ {u1, . . . , ui−1}; let d∗i be that number of neighbors.
We claim that d∗i ≥ t + 1 when i ≤ +− 2. Fix i, and let b = d∗i . The choice of ui yields
d∗i+j ≤ b + j for 0 ≤ j ≤ + − i. Let k = + − i + 1. We have |E(G)| ≤
(
n−k
2
)
+
∑k−1
j=0(b +
j) =
(
n−k
2
)
+ kb +
(
k
2
)
. Since
(
n−2
2
) − (n−k2 ) = n(k − 2) − (k2) − (k − 3), the contradiction(
n−k
2
)
+ kb +
(
k
2
)
<
(
n−2
2
)
+ t + 1 = |E(G)| holds if and only if n > k + 2 + kb−tk−2 . Suppose
b ≤ t. If k = 3, then n > k + 2 + kb−tk−2 , since n ≥ 2t + 6 when t ≥ 2. For k ≥ 4, we have
k ≤ + ≤ n− (2t+ 1), and hence k + 2 + kb−tk−2 ≤ n− 2t+ 1+ t(k−1k−2) < n. Since b ≤ t yields a
contradiction whenever k ≥ 3, we obtain d∗i ≥ t+ 1 when i ≤ +− 2.
Let G′ = G − {u"−1, u"}. Since H is 2t-edge-connected, H has t edge-disjoint spanning
trees, by Theorem 4.3.2. Since d∗i ≥ t+1 when i ≤ +− 2, we can iteratively add u1, . . . , u"−2
to H , letting ei1, . . . , e
i
t be distinct edges joining ui to V (H) ∪ {u1, . . . , ui−1} in G. Adding
{e1j , . . . , e"−2j } to the jth spanning tree in H (for each j) creates t edge-disjoint spanning
trees of G′; call them T1, . . . , Tt. If also d∗"−1, d
∗
" ≥ t, then we further augment T1, . . . , Tt,
adding t edges from u"−1 and then from u" to obtain t edge-disjoint rainbow spanning trees
of Kn. Hence d∗"−1 < t or d
∗
" < t. By the choice of u1, . . . , u", we cannot have d
∗
"−1 < t and
d∗" > t. This leaves two cases.
Case 1: d∗"−1 ≥ t + 1 and d∗" ≤ t − 1. Add edges from u"−1 to augment T1, . . . , Tt into
edge-disjoint spanning trees of G− u". Note that δ(G− u") ≥ t+ 1. Let e be incident to u"
in Kn −E(G). Let e′ be the edge in G having the color of e, and let F = G− e′ + e. If e′ is
not incident to u", then its endpoints have degree at least t+ 1 in G. The first index where
ct(F ) and ct(G) differ is d∗" , and its value in ct(F ) is less than in ct(G) since dF (u") > dG(u").
This makes ct(F ) lexicographically smaller than ct(G), contradicting the choice of G. Hence
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we may assume that the color of any edge incident to u" in Kn − E(G) appears on no edge
in G− u". For any edges e1, . . . , et incident to u" in Kn, adding ei to the ith spanning tree
of G− u" completes t edge-disjoint rainbow spanning trees of Kn, as desired.
Case 2: d∗"−1 ≤ t and d∗" ≤ t, with strict inequality for at least one. We have a ≤ 2t− 1,
where a = d∗"−1 + d
∗
" . For v ∈ V (G′), we have |E(G)| ≤
(
n−3
2
)
+ dG′(v) + a. Since |E(G)| ≥(
n−2
2
)
+ t+ 1 and n ≥ 2t + 6, we obtain dG(v) ≥ dG′(v) ≥ 3t+ 4− a. Since a ≤ 2t− 1, we
have dG(v) ≥ t+5 for v .∈ {u"−1, u"}. If some edge e incident to u"−1 or u" in Kn−E(G) has
the same color as an edge e′ in G′, then let F = G− e′+ e, as in Case 1. Now dF (v) > dG(v)
when v is at least one of {u"−1, u"}, while dF (v) ≥ t+4 for all other vertices. Again ct(F ) is
lexicographically smaller than ct(G), contradicting the choice of G. Hence we may assume
that the color of any edge incident to {u"−1, u"} in Kn − E(G) appears on no edge in G′.
Our task now is to pick pairs of edges to extend T1, . . . , Tt to reach u"−1 and u".
Let e1, . . . , en−2 be the edges incident to u"−1 in Kn − {u"}, and let e′1, . . . , e′n−1 be the
edges incident to u" in Kn. Construct an auxiliary bipartite graph H with partite sets
{e1, . . . , en−2} and {e′1, . . . , e′n−1} such that eie′j ∈ E(G) if and only if ei and e′j have different
colors in Kn. If α′(H) ≥ t, then a matching of size t in H corresponds to t pairs of edges
incident to {u", u"−1} such that the edges in each pair have different colors. Since these
colors do not appear on edges of G′, adding one of these pairs to each of T1, . . . , Tt yields the
desired t edge-disjoint rainbow spanning trees of Kn.
Since n ≥ 2t + 6, the partite sets of H have size at least 2t + 4. If also δ(H) ≥ t2 , then
Theorem 4.5.1 yields α′(H) ≥ t. Hence we may assume δ(H) ≤ t−12 . Give each vertex of H
its color in the edge-coloring of Kn. Let z be a vertex of minimum degree in H , and let a be
its color. Let X and X ′ be the partite sets of H , named so that z ∈ X. Let k and k′ count
the vertices with color a in X and X ′, respectively. Since dH(z) = |X ′|− k′ and n ≥ 2t+ 6,
we have k′ ≥ n− 2− t−12 ≥ t.
If |X| − k ≥ t, then α′(H) ≥ t by matching t vertices of color a in X ′ into X. Hence
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k > |X|−t ≥ t. Now each part has at least t vertices with color a. Since |E(G)| ≥ (n−22 )+t+1,
there are also edges of at least t colors other than a incident to {u"−1, u"}. Now t such
vertices of H can be matched to vertices with color a to obtain α′(H) ≥ t, no matter how
those vertices are distributed to X and X ′.
Lemma 4.3.6. If n = 2t, then r(n, t) ≤ (n2)− t.
Proof. We use induction on t. For t = 1 the claim is trivial. For t = 2, any edge-coloring
of K4 with five colors decomposes into two rainbow spanning paths. For t > 2, we may
assume that the edge-coloring uses exactly
(
2t
2
) − t + 1 colors. A color appearing on only
one edge (or the edge itself) is singleton. Let d′(v) be the number of singletons incident to
v. If k colors are non-singleton, then at most
(
2t
2
) − 2k edges are singleton. Hence at most(
2t
2
)− k colors are used, so k ≤ t− 1, and at least (2t2)− 2(t− 1) colors are singleton. Thus∑
v∈V (K2t) d
′(v) ≥ 2[(2t2)− 2(t− 1)] = 2t(2t− 3) + 4. We consider two cases.
Case 1: For some vertex u, all incident edges are singleton. Some two edges have the
same color, so d′(v) ≤ 2t − 2 for some vertex v. If every such vertex has at most t − 1
incident singletons, then d′(v) ≤ t− 1 and also d′(x) ≤ t− 1 when xv is non-singleton. With
d′(x) ≤ 2t− 1 when xv is singleton, ∑w d′(w) ≤ (t+ 1)(t− 1) + (t− 1)(2t− 1) = (t− 1)3t,
which contradicts
∑
v d
′(v) ≥ 2t(2t− 3) + 4. Hence t ≤ d′(w) ≤ 2t− 2 for some vertex w.
Let R = V (K2t) − {u, w}. Since d′(u) = 2t − 1 implies that uw is singleton, deleting u
and w eliminates at most 4t − 4 colors. Hence at least (2t−22 ) − (t − 1) + 1 colors are used
within R. Since |R| = 2t − 2, by the induction hypothesis the edge-coloring induced by R
decomposes into rainbow spanning trees T1, . . . , Tt−1. Let T = {T1, . . . , Tt−1}.
Let e1, . . . , ep be the non-singleton edges incident to w; these join w to R. Since d′(w) ≥ t,
we have p ≤ t − 1. We will match p − 1 of these edges to trees in T so that the color on
each matched edge does not appear in the tree it is matched to. This extends these trees to
w. Among the remaining edges incident to u and w we will find a spanning tree Tt of K2t,
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edges to extend the unmatched trees to w, and edges to extend each tree in T to u.
To find the matching, consider an auxiliary bipartite graphH with parts {e1, . . . , ep} and
T. Make ei and Tj adjacent in H if and only if the color on ei appears on no edge in Tj . To
prove α′(H) ≥ p− 1, we verify Hall’s Condition (see [53]).
If α′(H) < p, then let S be a minimal subset of {e1, . . . , ep} such that |NH(S)| < |S|;
hence |NH(S)| = |S|− 1. Let C be the set of colors on edges in S. Let l = |S| and m = |C|,
so m ≤ l. All colors in C appear in all t − 1 − (l − 1) trees outside NH(S). Hence these
colors cover at least m(t − l) + l edges in K2t. Deleting all but one edge of each color in C
keeps at least one edge of each color, so
(
2t
2
)−m(t− l)− l+m ≥ (2t2)− t+1. This inequality
simplifies to (m− l)l ≥ (m− 1)(t− 1). If m ≥ 2, then m− 1 ≥ m − l yields l ≥ t − 1 ≥ p,
which implies α′(H) ≥ p − 1. If m = 1, then the one color in C appears in all t − l trees
outside NH(S) and on S, so it appears on t edges. With
(
2t
2
) − t + 1 colors, all other edges
are singleton. Hence l = p, and again α′(H) ≥ p− 1.
Extend p− 1 trees in T to w using this matching. The color of the unmatched edge ej is
on no other unassigned edge. Since p ≤ t− 1 and |R| = 2t− 2, we can pick t− 1 unassigned
edges from w to R including ej , add uw, and add edges from u to the t− 1 other vertices of
R to form a rainbow spanning tree Tt. Assign the other t − p edges at w to the trees in T
not yet extended, and match the remaining t− 1 edges at u to these trees arbitrarily.
Case 2: Every vertex is incident to a non-singleton edge. With d′(v) ≤ 2t−2 for all v, at
least four vertices have only one non-singleton incident edge, since
∑
v d
′(v) ≥ 2t(2t−3)+4.
Let u and w be two such vertices. Deleting u and w eliminates at most 4t− 4 colors, so the
remaining edge-coloring H has at least
(
2t−2
2
) − (t − 1) + 1 colors. Again by the induction
hypothesis, H decomposes into edge-disjoint rainbow spanning trees T1, . . . , Tt−1.
Let e and e′ be the non-singleton edges incident to u and w, respectively, and let a be the
color on e. If a appears t times in the full coloring, then the remaining edges are singleton.
Hence if e .= e′, then a appears at most t− 2 times in H (whether or not e and e′ have the
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same color), so some tree among T1, . . . , Tt−1 does not use a. Reserve e to extend that tree
to u. Now complete the construction as in Case 1 with p = 1 and e1 = e′.
If e = e′, then e = uw and all edges incident to u and w have distinct colors. Since a
appears elsewhere only in T1, . . . , Tt−1, again the construction of Case 1 works, since e goes
into the added tree Tt.
Lemmas 4.3.1, 4.3.5, and 4.3.6 comprise the proof of Theorem 4.1.2.
4.4 Rainbow Spanning Subgraphs with Specified
Diameter
Determining s(n, t) is easy when t ≥ 3.
Lemma 4.4.1. A connected n-vertex graph with at least
(
n−2
2
)
+ 2 edges has diameter at
most 3. An n-vertex graph with at least
(
n−1
2
)
+ 1 edges is connected and has diameter at
most 2.
Proof. If G is connected and diam(G) > 3, then there exist x and y with d(x, y) = 4. Let
j = |N(x)| and k = |N(y)|, and let l = |V (G) − N [x] − N [y]| (see Figure 4.1). Note that
j + k + l = n − 2 and j, k ≥ 1. To avoid having a shorter x, y-path, N(x) and N(y) must
be disjoint and joined by no edge. Hence |E(G)| ≥ j + k + 2l + jk + 1 = n − 1 + l + jk.
Since l + j + k = n − 2 and j, k ≥ 1, the quantity l + jk is minimized when l = n − 4 and
j = k = 1. Hence |E(G)| ≥ 2n− 4, yielding |E(G)| ≤ (n−22 )+ 1.
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x y
j l k
Figure 4.1: Lemma 4.4.1, if diam(G) > 3
If diam(G) > 2, then vertices x and y with d(x, y) > 2 are nonadjacent and have non-
neighbors covering the remaining vertices, so |E(G)| ≥ n− 1, yielding |E(G)| ≤ (n−12 ).
Lemma 4.4.2. If n, t ≥ 3, then s(n, t) = (n−22 )+ 1.
Proof. An edge-colored complete graph in which all edges incident to two vertices have the
same color has no connected rainbow spanning subgraph. Hence s(n, t) ≥ (n−22 )+ 1.
For the upper bound, consider an edge-coloring using at least
(
n−2
2
)
+ 2 colors; we may
assume equality. This number of colors does not permit having vertices of degrees 0 and 1
in a representing subgraph G. If G has an isolated vertex v, then adding any edge e incident
to v and removing the edge e′ in G yields a representing subgraph with no isolated vertex.
Hence we may assume that G has no isolated vertex. If G is disconnected, then |E(G)| ≥
2(n − 2), but E(G) = 2n− 5. Hence G is connected, and Lemma 4.4.1 restricts G to have
diameter at most 3, as desired.
The difficult case is t = 2, where we must force a rainbow spanning subgraph with
diameter 2. For s(3, 2), two colors are clearly both necessary and sufficient.
Lemma 4.4.3. s(4, 2) = 3.
Proof. For the lower bound, give colors 1 and 2 to two independent edges, and give color 3
to the remaining 4-cycle. The only spanning subgraph with three edges and diameter 2 is a
star, but the coloring has no rainbow star. For the upper bound, every 4-vertex graph with
at least four edges has diameter at most 2.
105
For t = 2 with n > 4, we first provide the construction for the lower bound.
Lemma 4.4.4. If n > 4, then s(n, 2) ≥ (n−22 )+ ⌊n−12 ⌋.
Proof. In Kn, give one color to all edges incident to one vertex v and also to
⌈
n−1
2
⌉
edges
covering the remaining n−1 vertices. Give distinct other colors to the remaining edges. The
total number of colors is
(
n−1
2
) − ⌈n−12 ⌉ + 1, which equals (n−22 ) + ⌊n−12 ⌋. In any rainbow
subgraph G, the degree of v is at most 1. Every vertex other than v has two incident edges
of the same color and hence has degree at most n − 2 in G. Therefore, not all vertices can
be within distance 2 of v.
The upper bound for n > 4 when t = 2 is the difficult part.
Lemma 4.4.5. If n > 4, then s(n, 2) ≤ (n−22 )+ ⌊n−12 ⌋.
Proof. Rewrite
(
n−2
2
)
+
⌊
n−1
2
⌋
as
(
n−1
2
) − ⌈n−12 ⌉ + 1. Let H be an edge-colored copy of Kn
using exactly
(
n−1
2
)− ⌈n−12 ⌉ + 2 colors. Suppose that H has no rainbow spanning subgraph
with diameter 2. Say that a color is incident to a vertex v if it appears on an edge in Γ(v).
Let u be a vertex with j incident colors; always j ≤ n− 2, since rainbow spanning stars are
forbidden.
We claim that always j ≥ 3. On H−u are (n−12 )− ⌈n−12 ⌉+2− j colors not incident to u.
Let G′ be a representing subgraph of them. If j = 1, then G′ has
⌈
n−1
2
⌉− 1 edges and hence
an isolated vertex w. Now G′ ∪ wu contains a rainbow spanning star in H with center w.
If j = 2, then G′ has
⌈
n−1
2
⌉
edges. Since G′ cannot have an isolated vertex, its components
are edges and (if n−1 is odd) one path P of length 2. Thus G′ is disconnected (since n > 4),
so diam(G′) = 2. Let ux and uy be edges with different colors, requiring if n− 1 is odd that
x and y are not both endpoints of P . Since NG′(x) ∪NG′(y) = V (H)− {u}, adding ux and
uy to G′ completes a rainbow spanning subgraph of H with diameter 2.
Hence always j ≥ 3. Among all representing subgraphs of H , let G be one with largest
minimum degree. Since diam(G) > 2, we have ∆(G) ≤ n − 2. Pick u, v ∈ V (G) such that
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dG(u, v) = 3, which requires dG(u) + dG(v) ≤ n− 2. Since |E(G)| =
(
n−2
2
)
+
⌊
n−1
2
⌋
+ 1,
∑
w/∈{u,v}
dG(w) ≥ 2
((
n− 2
2
)
+
⌊
n− 1
2
⌋
+ 1
)
− (n− 2) = (n− 2)(n− 3) + 2 + ,, (*)
where , = 0 for even n and , = 1 for odd n.
Since ∆(G) ≤ n−2, reaching degree-sum a(n−3)+ b using a vertices (as in (*)) requires
G to have at least b vertices of degree n−2. If G has two such vertices that are not adjacent,
then G contains K2,n−2, so diam(G) = 2. Hence the vertices of degree n− 2 form a clique.
We consider several cases based on vertex degrees in G. If dG(u)+dG(v) ≤ n−2−(2−,),
then the corresponding modification of (*) yields at least four vertices in V (G)−{u, v} having
degree n− 2 in G. Therefore, dG(u) + dG(v) ≥ n− 3 + , when Case 1 below does not apply.
We may assume dG(u) ≤ dG(v).
Case 1: G has (at least) four vertices of degree n − 2. Let X be a set of four such
vertices. Since X is a clique, vertices y and z have a common neighbor in X unless y, z /∈ X
and each vertex of X has y or z as its sole nonneighbor. All vertices outside X ∪ {y, z} are
adjacent to all of X. Let e be the edge in G with the same color as yz.
If y and z each have two nonneighbors in X, then for any pair other than {y, z} there
are two common neighbors in X (see Figure 4.2). Hence deleting e does not increase their
distance above 2, and diam(G− e+ yz) = 2.
x1 x2 x3 x4
y z
Figure 4.2 Lemma 4.4.5
If y has more nonneighbors in X than z, then choose x ∈ X −N(y). The color of xy in
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H is on some edge xw in G, since otherwise H has a spanning rainbow star centered at x.
Now G− xw + xy either has diameter 2 (if w .= z) or has the number of nonneighbors of y
and z in X more balanced (if w = z). In the latter case, continue with the argument for the
more balanced case.
x1 x2 x3 x4
y z
Figure 4.3 Lemma 4.4.5
Case 2: All vertices in V (G) − {u, v} have degree at least n − 3 in G. If Case 1 does
not apply, then dG(u) + dG(v) ≥ n − 3 + ,. Throughout this case, we will consider two
alternative representing subgraphs. Let eˆ be the edge in G with the same color as uv, and
let Gˆ = G − eˆ + uv. If dG(u) ≤ 2, then because we showed that at least three colors are
incident to u in H , there exists e ∈ Γ(u) having a color not appearing at u in G. Let e′ be
the edge in G having that color, and let G′ = G− e′ + e.
First suppose dG(u) ≥ 3. Since dG(u)+dG(v) ≤ n−2, we have n ≥ 8, so 2(n−3) ≥ n+2.
Every vertex pair except {u, v} has degree-sum at least n in G. In Gˆ, every vertex pair has
degree-sum at least n− 1, and hence diam(Gˆ) = 2.
Hence we may assume dG(u) ≤ 2. With G′ as defined above, δ(G′) > δ(G) unless (1) e′ ∈
Γ(v) and dG(v) ≤ dG(u)+1 or (2) n−3 ≤ 3. In the first case, since dG(v) ≥ n−3+,−dG(u),
we have n ≤ 2dG(u) + 4− , ≤ 8, and the second case requires n ≤ 6. Furthermore, n ≤ 6 if
dG(u) = 1, and dG(u) = 0 cannot occur (since n ≥ 5).
Using n− 3 + , ≤ dG(u) + dG(v) ≤ n− 2, the formula |E(G)| =
(
n−2
2
)
+
⌊
n−1
2
⌋
+ 1, and
the fact that δ(G′) > δ(G) when dG(u) ≤ 2 and all other degrees exceed dG(u) by 2, the
108
remaining cases for the degree list of G are:
n |E(G)| d(u) + d(v) d(u), d(v), . . . G− {u, v}
8 19 5 2, 3, 5, 5, 5, 6, 6, 6 K−6
7 14 5 2, 3, 4, 4, 5, 5, 5 K−5
6 9 4 2, 2, 3, 3, 4, 4 K−4
6 9 3 1, 2, 3, 4, 4, 4 K4
5 6 3 1, 2, 3, 3, 3 K3
For the cases with n .= 6, consider Gˆ and G′ as constructed above. We have δ(G′) > δ(G)
unless e′ is incident to v and e .= uv. With e .= uv, the edges e′, e, eˆ, uv are distinct. In Gˆ,
since uv is incident to u and v, degree-sums of nonadjacent vertices are at least n−1 unless eˆ is
incident to u. If neither G′ nor Gˆ provides an improvement, then letG′′ = G−{e′, eˆ}+{e, uv}.
We have dG′′(u) ≥ dG(u) + 1 and dG′′(v) ≥ dG(v), so δ(G′′) > δ(G).
This finishes all possibilities in Case 2 except those with n = 6. For the degree list
(1, 2, 3, 4, 4, 4), we have dG(u) = 1, so at least two colors are incident to u in H but not in
G. At most one of them is incident to v in G, so we may choose e incident to u whose color
is not incident to u or v in G. Now δ(G′) > δ(G).
Finally, consider the vertex degrees 2, 2, 3, 3, 4, 4 for G, with vertices u, v, w, x, y, z, re-
spectively. Since dG(u) = dG(v) = 2 and dG(u, v) = 3, each of w, x, y, z has one neighbor in
{u, v}, and G− {u, v} ∼= K−4 . Hence wx /∈ E(G). Define eˆ, e, e′, Gˆ, G′ as before. If eˆ = yz,
then δ(Gˆ) > δ(G). If eˆ joins {w, x} to {y, z}, then Gˆ has vertex degrees 2, 3, 3, 3, 3, 4, yield-
ing diam(Gˆ) = 2 (degree-sums at least n− 1). This leaves eˆ = ua; if a ∈ {y, z}, then again
Gˆ has vertex degrees 2, 3, 3, 3, 3, 4. Hence we may assume eˆ = uw. Now NG(u) = {w, x}
as in Figure 4.4, since otherwise Gˆ is a graph with vertex degrees 2, 2, 3, 3, 4, 4 in which the
vertices of degree 2 have a common neighbor, yielding diam(Gˆ) = 2.
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Recall that e ∈ ΓH(u) with color in G on e′ /∈ ΓG(u). Since NG(y) = NG(z), we may
assume e = uz. If e′ /∈ ΓG(z), then dG′(z) = 5, so we may assume e′ = za. If a ∈ NG(u),
then G′ has vertex degrees 2, 2, 3, 3, 4, 4, with diameter 2 since the vertices v and a of degree
2 are both neighbors of y. Hence e′ = vz. Now G− {eˆ, e′) + {uv, e} is as in Figure 4.4, with
v and w having degree 2 with common neighbor y, so the diameter is 2, as desired.
•
•
•
•
•
•u
x
w
z
y
v •
•
•
•
•
•u
x
w
z
y
v
aaaaaaaaFigure 4.4 G and G− {eˆ, e′}+ {uv, e} in Case (2, 2, 3, 3, 4, 4)
Case 3: Some vertex not in {u, v} has degree less than n − 3 in G. If not in Case 1,
then by (*) this case requires n even, dG(u) + dG(v) = n− 2, and G having (outside {u, v})
one vertex with degree n− 4, three with degree n− 2, and all others with degree n− 3.
As in Case 2, first consider δ(G) ≥ 3, so again n ≥ 8. Let eˆ be the edge in G with the
same color as uv. (If dG(u) = dG(v) and eˆ ∈ Γ(v), then exchange the labels of u and v.)
We have diam(G − eˆ + uv) = 2 unless eˆ = uw with dG(u) = 3 and dG(w) = n − 4 and
NG(u) ∩ NG(w) = ∅. Instead, choose z ∈ NG(v), and let e′′ be the edge in G having the
color of uz. We have diam(G − e′′ + uz) = 2 unless e′′ = vz. If neither G − eˆ + uv nor
G− e′′ + uz has diameter 2, then diam(G− {eˆ, e′′}+ {uv, uz}) = 2.
Finally, suppose dG(u) ≤ 2. With at least three colors on Γ(u), choose e ∈ Γ(u) having a
color not incident to u in G. Let e′ be the edge in G with that color. Now δ(G−e′+e) > δ(G)
unless (1) e′ ∈ Γ(v) and dG(v) ≤ dG(u) + 1 or (2) n − 4 ≤ 3. In the first case, dG(v) =
n− 2− dG(u) yields n ≤ 2dG(u) + 3 ≤ 5; the second case requires n ≤ 7.
Thus n = 6 (since n is even) and dG(u) = 2, and the degree list of G is {2, 2, 2, 4, 4, 4}.
Also, the vertices u and v of degree 2 are not adjacent and have no common neighbor. Hence
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each vertex outside {u, v} has exactly one neighbor in {u, v}, so the degree list of G− {u, v}
is {1, 3, 3, 3}. There is no such graph, since the only 4-vertex graph with five edges has
degree list {2, 2, 3, 3}.
Lemmas 4.4.2–4.4.5 comprise the proof of Theorem 4.1.4.
4.5 Improved Bounds on Bipartite Matching
While studying the problem in Section 4.3, we found a further improvement of a classical
lower bound on the matching number of a bipartite graph; it will appear in [36]. ”DeLaVina
and Gramajo [19] improved a standard exercise as stated below; the standard exercise yields
the lower bound α′(G) ≥ min{2δ(G), |X|}.
Theorem 4.5.1. (DeLaVin˜a–Gramajo [19]) Let G be a connected X, Y -bigraph with |X| ≤
|Y |. If d1, . . . , dn are the vertex degrees in nonincreasing order, then α′(G) ≥ min{2dn−1, |X|}.
Although our proof for the anti-Ramsey results only needs the weaker classical result in
which dn−1 is replaced by δ(G) in Theorem 4.5.1, studying the problem led us to a stronger
version that may be useful in future work. Theorem 4.5.1 follows from our next theorem by
considering only k = 0. We slightly generalize and simplify the approach in [19].
Theorem 4.5.2. Let G be a connected X, Y -bigraph. If d1, . . . , dn are the vertex degrees
in nonincreasing order, then α′(G) ≥ maxkmin{2dn−k−1, |X|− k, |Y |− k}.
Proof. Suppose that α′(G) < min{2dn−k−1, |X|−k, |Y |−k} for some k. LetM be a maximum
matching in G. Let X ′ and Y ′ be the subsets of X and Y covered by M . The hypothesis
implies X−X ′ .= ∅ and Y −Y ′ .= ∅. Since M is maximal, no edges join X−X ′ and Y −Y ′.
If there exist u ∈ X −X ′ and v ∈ Y − Y ′ with d(u) + d(v) > α′(G), then by the pigeonhole
principle some edge of M has endpoints in N(u) and N(v), and G has an M-augmenting
path from u to v. Hence no such u and v exist.
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Hence by symmetry in X and Y we may assume that vertices of X −X ′ have degree at
most α
′(G)
2 . Since α
′(G) < 2dn−k−1, there are at most k+ 1 such vertices. Hence |X −X ′| ≤
k + 1. Since |X ′| = α′(G), assuming α′(G) < |X|− k yields |X −X ′| = k + 1.
Now d(u) ≤ α′(G)2 for u ∈ X −X ′ and d(v) > α
′(G)
2 for v /∈ X −X ′. Choose u ∈ X −X ′.
Since G is connected, u has a neighbor y in Y ′. Let xy be the edge of M covering y. Choose
v ∈ Y − Y ′. Now d(x), d(v) > α′(G)2 . Since N(x) ⊆ Y ′ and N(v) ⊆ X ′, there now exists
an edge of M whose endpoints lie in N(x) and N(v). This yields an M-augmenting path of
length 5 from u to v, through u, y, x,N(x), N(v), v, a contradiction.
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