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中文摘要
中文摘要
字母识别是字符识别的一个特例，正确识别字符信息并实现自动录入在信息化
建设快速发展的今天拥有越来越重要的意义。在过去几十年中，很多学者将多种分
类算法应用于字母识别领域，包括贝叶斯分类器、BP 神经网络、支持向量机等。其
中，支持向量机（SVM）分类算法因其趋于完善的理论研究和算法实现研究，及克
服维灾难和过拟合的优点，在字符识别领域取得了理想的效果。但支持向量机的算
法复杂度受到样本规模的直接影响，且对噪声和孤立点较为敏感。因此，如何有效
挑选经典样本成为提高模型分类性能的关键。
考虑到AP聚类算法具有如下两个优点：其一，算法无须事先指定聚类个数；其
二，算法具有很低的均方误差，因此可借助AP聚类算法解决上述问题。本文主要
研究改进的AP-SVM 模型，首先分别阐述支持向量机（SVM）和AP聚类算法的基
本思想和主要实现算法；随后介绍改进的AP-SVM模型的主要思路及算法实现步
骤，即将AP聚类算法作为一种数据预处理手段，利用其求得聚类中心，选取这些聚
类中心及每个中心的边缘分布点作为典型样本重构样本空间，然后在新样本空间
中用SVM训练样本并预测。在实证研究部分中，通过比较支持向量机模型与改进
的AP-SVM模型的英文字母分类效果，证实后者的分类正确率高于前者，并且通过
参数调优寻得改进模型的最优参数，使字母识别正确率有效提升。
关键词：字母识别；支持向量机；AP聚类；改进的AP-SVM
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Abstract
Abstract
Letter recognition is a special case of character recognition. The correct recognition
of character information and achieve automatic entry have more and more important
significance in the rapid development of information technology today. In the past
few decades, many scholars have applied a variety of classification algorithms to letter
recognition, including Bayesian classifier, BP neural network, support vector machine
and so on. Among them, SVM classification algorithm is more and more perfect. It can
overcome the difficulties of disaster and over-fitting in the field of character recognition.
However, the complexity of the support vector machine is directly affected by the size of
the sample, and it is more sensitive to the noise and the isolated points. Therefore, how
to effectively select the classical sample becomes the key to improve the classification
performance of the model.
Considering that the AP clustering algorithm has the following two advantages:
First, it does not need to specify the number of clusters in advance. Second, the
algorithm has a very low mean square error. Therefore, AP clustering algorithm can
solve the above problem. In this paper, we mainly study the improved AP-SVM
model. Firstly, we introduce the basic idea and main implementation algorithm of
support vector machine and AP clustering algorithm respectively. Then, we introduce
the main idea and algorithm of the improved AP-SVM model. In other words, the AP
clustering algorithm is used as a data preprocessing method. The clustering centers
are obtained by using the AP algorithm. Clustering centers and the edge distribution
points of each cluster are seen as typical samples to reconstruct the sample space,
and then use the support vector machine in the new sample space. In the empirical
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Abstract
study, by comparing the support vector machine model with the improved AP-SVM
model, it is proved that the classification accuracy of the latter is higher than that of
the former. At last, the optimal parameters of the improved model are obtained by
parameter tuning to effectively improve letter recognition accuracy.
Key words: Letter recognition; SVM; AP clustering; Improved AP-SVM
III
厦
门
大
学
博
硕
士
论
文
摘
要
库
目 录
目 录
中文摘要 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . I
英文摘要 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . II
中文目录 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . IV
英文目录 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V
第 一 章 引言 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 研究背景及意义 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 国内外研究现状 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 本文主要内容及结构安排 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
第 二 章 支持向量机（SVM） . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 统计理论基础 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 基本原理及基础知识 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 主要实现算法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 多分类策略 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5 本章小结 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
第 三 章 AP聚类算法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1 常用聚类算法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 AP聚类 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 本章小结 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
第 四 章 AP-SVM的改进研究 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.1 改进的AP-SVM的主要思想 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
IV
厦
门
大
学
博
硕
士
论
文
摘
要
库
目 录
4.2 改进的AP-SVM的算法步骤 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3 本章小结 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
第 五 章 实证研究 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.1 识别性能评价准则 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.2 实验研究 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.3 在字母识别中的应用 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.4 本章小结 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
第 六 章 总结与改进 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
参考文献 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
致谢 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
V
厦
门
大
学
博
硕
士
论
文
摘
要
库
目 录
Contents
Chinese Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . I
English Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . II
Chinese Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . IV
English Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Research background and significance . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Research status at home and abroad . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 The main content and structure of this paper . . . . . . . . . . . . . . . . . 5
2 Support Vector Machine(SVM) . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Statistical theory foundation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Basic principles and basic knowledge . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 The main training algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Multi-classification strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3 Clustering Algorithm of AP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1 Common clustering algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 AP Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4 Research on Improvement of AP-SVM . . . . . . . . . . . . . . . . . . 33
4.1 The main idea of improved AP-SVM . . . . . . . . . . . . . . . . . . . . . . . 33
VI
厦
门
大
学
博
硕
士
论
文
摘
要
库
目 录
4.2 The steps of improved AP-SVM algorithm . . . . . . . . . . . . . . . . . . 34
4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5 Empirical Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.1 Recognition performance evaluation criteria . . . . . . . . . . . . . . . . . 37
5.2 Experimental study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.3 Application in letter recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
6 Summary and improvement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
VII
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦
门
大
学
博
硕
士
论
文
摘
要
库
第一章 引言
第一章 引言
1.1 研究背景及意义
字母识别是字符识别的一个特例，准确而快速地识别字母在信息化建设快速发
展的今天具有重要的意义。通常，字符识别和信息处理涵盖两大方面：一方面是文
字信息，主要包含许多国家的文字信息；另一方面则是数字信息，无论是金融领域
中的公司财务报表还是社会生活领域中的大规模统计调查，如人口普查等，都会产
生大量的数字信息。当今处于一个信息爆炸时代，频繁地依靠计算机获取及处理信
息是人们必然的需求。为了解决人工输入信息导致效率极低的弊端，如何正确识别
这些信息并实现自动录入成为亟待解决的问题。
字母识别长期以来都是一个备受关注的研究课题。字母识别需要解决的问题主
要包括数据采集、特征提取、识别分类器的选择等。在分类器的选择方面，很多学
者进行了多种探索，在字符识别领域应用较为广泛的模型有朴素贝叶斯、支持向量
机、BP神经网络等。其中，支持向量机（SVM）有坚实的理论基础和趋于完善的算
法研究，并且可以有效克服维灾难和过拟合等缺陷，具有较好的鲁棒性，因而受到
广泛应用。而支持向量机被Vapnik及其实验室团队第一次提出后，首个应用就是手
写阿拉伯数字的识别。但考虑到支持向量机训练效率受到样本数量的直接影响，且
对噪声和孤立点较为敏感。因此，如何有效挑选经典样本成为提高模型分类性能的
关键。若是随机选取样本，会导致分类准确率明显降低，若是人工选取样本，将耗
费较多的人力，降低模型的整体分类效率。而聚类算法只需要给出数据，通过寻找
数据间的规律，自动聚类，虽然效率较高，但往往准确率较低，是一种粗糙的分类
方法。若能将两者结合起来，将聚类视为一种数据预处理的方法，通过聚类快速找
寻典型样本，利用这些典型样本重构样本空间，用支持向量机在新的样本空间训练
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和测试，提高分类正确率，对字母的识别有较大的意义。
1.2 国内外研究现状
在机器学习研究不断发展的若干年中，很多学者尝试了不同的字母识别算法，
从最初的逻辑推理法到现在流行的BP神经网络、支持向量机等经历了一个不断发展
的过程。下文对主要方法做简要介绍。
(1) 逻辑推理法
逻辑推理法的主要思想为，站在研究对象的角度，从数据库找寻一系列规则进
行推理，得到结果，而每种结果都对应某个类别。
(2) 模板匹配法
模板匹配法是一种思路简单且容易实现的识别方法，其主要思想为：每个字母
都对应着一个标准模板，计算每个未知样本的点阵图像距各个字母模板的距离，距
离小则表明匹配程度高，分类策略为距离最小的那一类。常用的距离测度公式有：
𝐷(𝑖, 𝑗) =
⎯⎸⎸⎷ 𝑀∑︁
𝑚=1
𝑁∑︁
𝑛=1
(𝑆𝑖𝑗(𝑚,𝑛)− 𝑇 (𝑚,𝑛))2
或
𝐷(𝑖, 𝑗) =
𝑀∑︁
𝑚=1
𝑁∑︁
𝑛=1
|(𝑆𝑖𝑗(𝑚,𝑛)− 𝑇 (𝑚,𝑛))|
其中，𝑆𝑖𝑗(𝑚,𝑛)表示子图𝑆𝑖𝑗的𝑚× 𝑛个像素，𝑇 (𝑚,𝑛)表示模板的𝑚× 𝑛个像素。
(3) 模糊判别法
模糊判别法的理论基础为模糊数学，在标准模式库中，通过评估每个未知实例
与标准模式库样本的相似程度，根据最大隶属原则将未知实例分类。此方法可以反
映样本的主要特征，且在模糊模式下有较强的抗干扰能力，但是隶属函数通常难以
确定。
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(4)贝叶斯判别
贝叶斯判别是根据贝叶斯准则对未知样本进行推断的一种多元统计学分类方
法，以二分类为例说明其主要思路：设𝑞1，𝑞2分别为两个总体𝐺1，𝐺2的先验概率，
密度函数分别为𝑓1(𝑥)，𝑓2(𝑥)，对于待分样本𝑥，根据贝叶斯公式计算得到它属于
第𝑘(𝑘 = 1, 2)个总体的后验概率如下：
𝑃 (𝐺𝑘|𝑥) = 𝑞𝑘𝑓𝑘(𝑥)∑︀2
𝑘=1 𝑞𝑘𝑓𝑘(𝑥)
分类策略是将未知样本𝑥归属为后验概率𝑃 (𝐺𝑘|𝑥)最大的总体，使期望损失最小。由
贝叶斯公式可以看出，各个类别的概率分布估计对分类的影响很大，而在实际问题
中概率密度函数的分布是很难估计的。
(5)BP神经网络
BP神经网络模型是由Rumelhart和McCelland带领的的科学研究小组于1986年首
次提出，是一种将误差逆向传播的具有层次的前馈网络。它的拓扑结构由输入层
（input layer）、隐藏层（hidden layer）和输出层（output layer）三部分组成。模型
训练时，信息首先逐层前向传播，当经输出层向外界发布的预测并非期望结果时，
将待测样本的预测结果与已知的目标值之间的误差向隐藏层传递，即转入后向传播
阶段，并利用误差梯度下降法不断修正各层之间的连接权重和偏倚，使预测结果逐
渐逼近目标值，反复迭代直到模型的全局误差低于阈值或者学习次数达到最大时停
止 [1]。模型学习过程其实为权重和偏倚不停更新的过程。BP 神经网络模型的建立不
需要先验知识和判别函数，具有较强的抗干扰能力。
BP神经网络具有良好的非线性映射能力和高容错能力，在字符识别领域被广泛
应用 [2]-[3]。吴聪等曾基于此分类方法研究车牌号码的识别，通过数据仿真实验验证
了该算法的时效性和鲁棒性 [4]；杨杰等曾在研究图像分类时，通过比较不同的分类
方法，指出了BP神经网络模型的缺陷，如对初始权重敏感，很容易收敛至局部极小
值，且训练时间较长，隐藏层结点个数对分类准确率有直接影响等。
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(6)支持向量机
支 持 向 量 机（Support Vector Machine，简 称SVM）模 型 是 由Corinna
Cortes和Vapnik及其实验室成员于1995年提出来的 [5]，是一个典型的二分类器，
通过寻找分类间隔最大的超平面𝜔𝑇𝑥 + 𝑏 = 0，使不同类的数据点恰好位于该超平
面两侧，从而实现最优分类。最佳分离超平面的搜寻实质为求解如下凸二次规划问
题：
𝑚𝑖𝑛
1
2
‖𝜔‖2
𝑠.𝑡. 𝑦𝑖(𝜔
𝑇𝑥𝑖 + 𝑏) ≥ 1, 𝑖 = 1, 2, · · ·𝑛
等价于求解对偶问题：
𝑚𝑎𝑥𝛼
𝑛∑︁
𝑖=1
𝛼𝑖 − 1
2
𝑛∑︁
𝑖=1
𝑛∑︁
𝑗=1
𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗(𝑥𝑖, 𝑥𝑗)
𝑠.𝑡. 𝛼𝑖 ≥ 0, 𝑖 = 1, 2, · · ·𝑛
𝑛∑︁
𝑖=1
𝛼𝑖𝑦𝑖 = 0
对于待测样本𝑥，决策函数为:
𝑓(𝑥) = 𝑠𝑖𝑔𝑛(
𝑛∑︁
𝑖=1
𝛼𝑖𝑦𝑖(𝑥𝑖, 𝑥) + 𝑏)
支持向量机能够高效地解决非线性边界问题，并且模型的复杂度𝐽(𝑓)受训练样
本规模的直接影响，与数据的维度无关，故在高维数据分类建模方面体现了突出的
优越性。十几年来，很多学者在理论研究与算法改进方面取得了很多成果，在很多
领域已经被成功应用，如字符识别、数据挖掘 [6]、回归分析 [7]等，逐渐成为重要的
研究热点。
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1.3 本文主要内容及结构安排
本文主要研究改进的AP-SVM算法及其在英文字母识别的应用。支持向量机
（SVM）本质是基于线性二值分类机理，寻找间隔最大的分类超平面。为了提升模型
处理非线性数据的能力和拥有良好的泛化能力，支持向量机模型巧妙地引入核技巧
和惩罚项，并且突破传统求解小型规划问题的标准算法，采用启发式方法求解二次
规划问题，以较快搜索最优解。然而，SVM的算法复杂度受到样本规模的直接影响，
且对噪声和孤立点较为敏感，这些实例点以及对分类贡献较小的点影响分类性能。
此时，合理挑选有效样本非常必要。因此文本在利用SVM训练之前首先通过AP 聚类
算法，产生高质量的簇中心，利用这些典型的簇中心及每个簇中心的边缘分布实例
点重构样本空间，然后再进行SVM 建模，以此提高分类性能，并在UCI 字母识别数
据集进行实证研究，实验结果表明改进的AP-SVM 算法使得字母识别正确率有效提
升。
本文分为六个部分展开，具体安排如下：
第一章为引言部分。首先介绍了字母识别的研究背景及意义，随后讲述字母识
别研究的发展现状，侧重介绍应用于该领域的分类方法。
第二章和第三章为本文的基础理论部分。其中，第二章详细介绍了SVM的基础
知识，包括SVM的基本思想、理论推导，算法求解方法，尤其对SMO快速训练算法
进行了详细的阐述，最后将分类策略从标准的二分类推广至多分类。第三章为AP聚
类算法的理论介绍。包括常用聚类方法的主要思路、模型特点及缺陷，从而引出AP
聚类模型，详尽表述了AP 聚类的主要思想、算法实现和参数调优等内容。
第四章为本文核心内容，也是本文创新部分。将AP聚类方法与SVM分类器有效
结合，称为改进的AP-SVM算法，即借助AP聚类搜索簇中心，利用寻得的簇中心及
每个簇中心的边缘分布点重构样本空间，在新样本空间用SVM训练及预测。
第五章为实证研究部分。首先通过SVM，改进的AP-SVM算法对四个数据集训
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