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CORINGS OVER RINGS WITH LOCAL UNITS
L. EL KAOUTIT
Abstract. We show that the bicategory whose 0-cells are corings over rings with local
units is bi-equivalent to the bicategory of comonads in (right) unital modules whose un-
derlying functors are right exact and preserve direct sums. A base ring extension of a
coring by an adjunction is introduced as well.
1. Introduction
Corings over rings with identity have been intensively studied in the last years. A
detailed discussion can be found in [8]. It is well known that any coring entails a comonad
(i.e., cotriple) in the category of right modules over the base ring. The converse is also
true for the case of coalgebras, taking functors which are right exact and preserve direct
sums, as was checked in [11]. Thus, the categorical study of corings and their comodules
is entirely linked to the study of certain comonads and their universal cogenerators (see
[11]) in non necessarily monoidal categories. For instance, many new examples of corings
can be built using earlier constructions in comonads theory (e.g. the distributive laws of
J. Beck [5]), or just by considering comonads with a special cogenerator.
In this paper, we study these relationships in the context of corings over rings with local
units in the sense of [1, 2]. This class of rings arose naturally in the definition of infinite
comatrix corings, see [13], [19] and [9].
In what follows an additive covariant functor is said to be continuous if it is right exact
and preserves direct sums.
The paper is organized as follows. Section 2 is rather technical, and it is devoted to
introduce a 2-category with objects (0-cells) comonads in Grothendieck categories, using
earlier results from [24]. In Section 3, we extend a result of Watts [31] to the case of rings
with local units (Lemma 3.3), and use this to prove that each comonad induces a coring
whenever its underlying functor is continuous (Proposition 3.5). In Section 4, we establish a
bi-equivalence between the bicategory of unital bimodules and the bicategory whose 0-cells
are rings with local units and having the categories of continuous functors over unital right
modules as Hom-Categories (Proposition 4.1, compare with [20, Proposition 2.1]). We,
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then, deduce an equivalence of categories between the category of corings over a fixed ring
with local units and the category of comonads in right unital modules whose underlying
functors are continuous (Corollary 4.3). Lastly, we derive a bi-equivalence between the
bicategory of all corings over rings with local units and the bicategory of comonads in
right unital modules with continuous underlying functors (Theorem 4.6). The left version
of these results is similarly obtained and will not be considered. In Section 5 we apply
results from Sections 2 and 3 to introduce a base ring extension of a coring by an adjunction.
Throughout K denotes a commutative ring with identity 1.
2. Review on the 2-category of comonads
In this section we observe that Grothendieck categories form a class of objects (0-cells) in
a 2-category whose 1-cells are continuous functors. These will be needed to introduce the
2-category of comonads using the formalism of [24]. For general definitions of bicategories
and their homomorphisms we refer the reader to the fundamental paper [6].
Recall from [11] that a comonad (or cotriple) in a category A is a three-tuple (F, δ, ξ)
consisting of a functor F : A → A and natural transformations δ− : F (−)→ F ◦ F (−) =
F 2(−), ξ− : F (−)→ idA(−) such that
(2.1) F (−)
δ− //
δ−

F 2(−)
δF (−)

F 2(−)
F (δ−) // F 3(−)
F (−)
δ− //
δ−
 OO
OO
OO
OO
OO
OO
OO
O
OO
OO
OO
OO
OO
OO
OO
O
F 2(−)
F (ξ−)

F 2(−)
ξF (−) // F (−)
are commutative diagrams. It is well known from [22] that any adjunction S : B
//
A : Too
with S left adjoint to T (notation S ⊣ T ) induces a comonad (ST, SηT , ζ) in A, where
η : idB → TS and ζ : ST → idA are, respectively, the unit and the counit of this adjunc-
tion. Using the terminology of [11, Proposition 2.1], we say that the adjunction S ⊣ T
cogenerates the comonad (ST, SηT , ζ). Now, the dual version of [11, Theorem 2.2] asserts
that for any comonad (F, δ, ξ) in A, there exists a universal cogenerator, that is, a category
AF and an adjunction SF : AF
//
A : T Foo cogenerating (F, δ, ξ) with the following uni-
versal property: If S : B
//
A : Too is another cogenerator of (F, δ, ξ), then there exists
a unique functor L : B → AF such that SF ◦ L = S and L ◦ T = T F . The objects of AF
are referred to as comodules, they are pairs (X, dX) consisting of an object X ∈ A and a
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morphism dX : X → F (X) in A such that
(2.2) X
dX //
dX

F (X)
δX

F (X)
F (dX)
// F 2(X)
X
dX //
NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
F (X)
ξX

X
are commutative diagrams. A morphism in AF is a morphism f : X → X ′ in A, where
(X, dX), (X ′, dX
′
) ∈ AF such that
(2.3) X
dX

f // X ′
dX
′

F (X)
F (f)
// F (X ′)
is a commutative diagram. The functor SF is then the forgetful functor SF (X, dX) = X for
every comodule (X, dX), and the functor T F is defined by T F (Y ) = (F (Y ), δY ), T
F (f) =
F (f) for any object Y and morphism f of A.
Given (F, δ, ξ) a comonad in A, the Kleisli [23] category AK , is defined as follows. The
objects of AK are the same as those of A. For each pair of objects Y, Y
′, the morphism
set is defined by
HomAK (Y, Y
′) := HomA(F (Y ), Y
′).
The composition law and identities are canonically derived using δ and ξ. As was proved in
[23], there is an adjunction S : AK
//
A : Too cogenerating (F, δ, ξ), where S(Y ) = F (Y )
and S(f) = F (f) ◦ δY for any object Y and morphism f of AK , and T (X) = X , T (g) =
ξX′ ◦ F (g) for any objects X , X
′ and morphism g : X → X ′ of A. The unique factorizing
functor is given as follows. The adjunction SF ⊣ T F gives a natural isomorphism
HomAK (X,X
′) ∼= HomAF (T
F (X), T F (X ′)),
which defines a functor L : AK → A
F by L(X) = T F (X) = (F (X), δX), for any object
X ∈ AK, and L(f) = F (f) ◦ δX : F (X)→ F (X
′), for any morphism f ∈ HomAK (X,X
′).
Clearly L ◦ T = T F , SF ◦ L = S, and L is a fully faithful functor.
Lemma 2.1. Consider an adjunction S : A
//
B : Too , S ⊣ T with unit η : idA → TS
and counit ζ : ST → idB together with (F, δ, ξ) a comonad in A. Then
(1) [S ⊣ T ](F, δ, ξ) := (SFT, SFηFT ◦ SδT , ζ ◦ SξT ) is a comonad in B.
(2) There is a functor S : AF −→ BSFT defined by
(X, dX)→
(
S(X), dS(X) = SFηX ◦ Sd
X
)
, (f → S(f)).
4 L. EL KAOUTIT
Proof. (1) This is [22, Theorem 4.2].
(2) It is clear that we have an adjunction
AF
S ◦SF //
B
TF ◦T
oo
with S ◦ SF ⊣ T F ◦ T which cogenerates the comonad (SFT, SFηFT ◦ SδT , ζ ◦ SξT ).
Following the proof of the dual version of [11, Theorem 2.2], we obtain that the stated
functor is the well known unique factorization functor. 
Following [4], a morphism between two comonads (F, δ, ξ) and (F ′, δ′, ξ′) in a category
A is a natural transformation Φ− : F (−)→ F
′(−) which turns commutative the following
diagrams
(2.4) F (−)
Φ− //
δ−

F ′(−)
δ′−

F 2(−)
̺(Φ)− // (F ′)2(−)
F (−)
Φ− //
ξ−

F ′(−)
ξ′−

idA(−) idA(−),
where ̺(Φ)− is the natural transformation defined by
(2.5) ̺(Φ)− := F
′Φ− ◦ ΦF (−) = ΦF ′(−) ◦ FΦ−.
Given a morphism of comonads Φ : F → F ′, we have an induction functor
(−)Φ : A
F // AF
′
defined by (X, dX)Φ = (X,ΦX ◦ d
X) for any (X, dX) ∈ AF and the identity on morphisms.
Example 2.2. Let (F, δ, ξ) be any comonad in a category A. Clearly ξ : F → idA is
morphism of comonads, where idA is endowed with a trivial comonad structure. If we
consider any adjunction S : A
//
B : Too with S ⊣ T and [S ⊣ T ](F, δ, ξ) the associated
comonad of Lemma 2.1, then we can easily check that SξT : SFT → ST is also a morphism
of comonads in B, where (ST, SηT , ζ) is the comonad cogenerated by S ⊣ T .
Next, we are going to look at the case in which certain comonads and their morphisms
form a set-category and try to interpret the above constructions by means of functors
between those categories. The following definition makes sense after [10, Lemma 5.1],
where it was proved that, over Grothendieck category, natural transformations between
continuous functors form a set.
Definition 2.3. Let A be a Grothendieck category. We define the category of comonads in
A and denote it by A−comonad, as the category whose objects are comonads (F, δ, ξ) in A
with F : A → A a continuous functor (thus it also preserves inductive limits); and whose
morphisms are natural transformations satisfying the commutativity of the diagrams (2.4).
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With this definition we can give an elegant restatement of Lemma 2.1(1).
Proposition 2.4. Let A and B be two Grothendieck categories together with an adjunction
S : A
//
B : Too , S ⊣ T whose unit and counit are, respectively, η : idA → TS and
ζ : ST → idB. Assume that S and T are continuous functors.
(1) The assignment of Lemma 2.1(1)
(F, δ, ξ)→ [S ⊣ T ](F, δ, ξ), [Φ : F → F ′]→
[
[S ⊣ T ](Φ) = [SΦT : SFT → SF
′T ]
]
defines a functor [S ⊣ T ] : A− comonad −→ B − comonad.
(2) Given P : B
// C : Qoo another adjunction where C is a Grothendieck category
and P , Q are continuous functors. Then, we have the following composition
[P ⊣ Q] ◦ [S ⊣ T ] = [PS ⊣ TQ],
where [P ⊣ Q] : B − comonad → C − comonad and [PS ⊣ TQ] : A − comonad →
C − comonad are functors defined as above.
Proof. (1) We only show that
SΦT = Φ : F = SFT −→ F ′ = SF
′T
is a morphism of comonads where (F, δ, ξ) and (F ′, δ′, ξ′) are comonads in A. We have
ζ ◦ Sξ′T ◦ Φ = ζ ◦ Sξ
′
T ◦ SΦT = ζ ◦ S
(
ξ′ ◦ Φ
)
T
= ζ ◦ SξT
which shows that the second diagram in equation (2.4) commutes. On the other hand, we
have
SF ′ηF ′T ◦ Sδ
′
T ◦ SΦT = S
(
F ′ηF ′ ◦ δ
′ ◦ Φ
)
T
= S
(
F ′ηF ′ ◦ ̺(Φ) ◦ δ
)
T
, by (2.4)
= S
(
F ′ηF ′ ◦ F
′Φ ◦ ΦF ◦ δ
)
T
, by (2.5)
= S
(
F ′(ηF ′ ◦ Φ) ◦ ΦF ◦ δ
)
T
= S
(
F ′TSΦ ◦ F ′ηF ◦ ΦF ◦ δ
)
T
, η− is natural
= S
(
F ′TSΦ ◦ ΦTSF ◦ FηF ◦ δ
)
T
, Φ− is natural
= SF ′TSΦT ◦ SΦTSFT ◦ SFηFT ◦ SδT
= ̺(SΦT ) ◦ SFηFT ◦ SδT .
Thus the first diagram in equation (2.4) commutes for F , F ′ and Φ = SΦT .
(2) Straightforward. 
6 L. EL KAOUTIT
Using Definition 2.3, one can adapt the formalism introduced in [24] (see also [27]) for
monads in arbitrary 2-category, to the setting of Grothendieck categories as follows: First,
using [10, Lemma 5.1], we obtain a 2-category constructed by the following data:
• Objects (0-cells): All Grothendieck categories.
• 1-cells : An 1-cell from B to A is a continuous functor F : A → B.
• 2-cells : Natural transformations.
Associated to this 2-category, we construct, as in [24], the right Eilenberg-Moore 2-category
of comonads:
• Objects (0-cells): They are pairs (F, δ, ξ : A) consisting of a Grothendieck category A
and a comonad F = (F, δ, ξ) in A such that F : A → A is a continuous functor (i.e., F
is an object of the category A− comonad of Definition 2.3).
• 1-cells : An 1-cell from (G : B) to (F : A) (here G = (G,Ω, γ) ∈ B − comonad), is a
pair (S, s) consisting of a continuous functor S : A → B, and a natural transformation
s : SF −→ GS satisfying the commutativity of the following two diagrams
(2.6) SF
s //
Sξ

GS
γS

S S,
SF
s //
Sδ

GS
ΩS // G2S
SF 2
sF // GSF
Gsoooooo
77oooooo
The identity 1-cell for a given object (F : A) is provided by (idA, idF (−)).
• 2-cells : Given (S, s) and (S ′, s′) two 1-cells from (G : B) to (F : A), a 2-cell (S, s) →
(S ′, s′) is a natural transformation α : SF → S ′ turning commutative the following
diagram
(2.7) SF
Sδ //
Sδ

SF 2
sF // GSF
Gα

SF 2
αF // S ′F
s
′
// GS ′.
The category constructed by all 1 and 2-cells from (G : B) to (F : A) will be denoted by
FCG. The laws composition are given as follows. Let (S, s), (S
′, s′), and (S ′′, s′′) be three
1-cells from (G : B) to (F : A) with 2-cells α : (S, s)→ (S ′, s′) and α′ : (S ′, , s′)→ (S ′′, , s′′).
Then
(2.8) α′ ◦ α = α′ ◦ αF ◦ Sδ, where F = (F, δ, ξ).
Given (P, p) and (P ′, p′) two 1-cells from (H : C) to (G : B), together with 2-cells α :
(S, s)→ (S ′, s′) and β : (P, p)→ (P ′, p′), the vertical composition is given by
(2.9) (S, s) . (P, p) = (PS, pS ◦ P s), and (S
′, s′) . (P ′, p′) = (P ′S ′, p′S′ ◦ P
′s′)
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The horizontal composition α . β : (PS, pS ◦ P s)→ (P
′S ′, p′S′ ◦ P
′s′) is defined by
(2.10) PSF
PSδ //
α . β
ZZZ
ZZZ
ZZZ
ZZZ
Z
--ZZZ
ZZZ
ZZZ
ZZZ
Z
PSF 2
P sF // PGSF
PGα // PGS ′
βS′

P ′S ′
Associated to an 1-cell (S, s) ∈ FCG, there is a functor connecting the universal cogen-
erators. Namely, there is an additive functor
(2.11) S : AF // BG,
sending (
(X, dX) −→ (S(X), sX ◦ Sd
X)
)
, (f → S(f)) ,
which clearly turns commutative the following diagram
(2.12) AF
S //
SF

BG
SG

A
S // B
As in the case of an arbitrary 2-category [24], one can substitute the above 2-cells
(reduced forms) by the unreduced forms, that is, natural transformations of the form
α : SF → GS ′ satisfying adequate conditions. The bijection between reduced forms
and unreduced forms established in [24] for monads in 2–category, is interpreted in our
setting by the forthcoming proposition whose proof is based upon the following. Recall
that an object V of an additive category G with direct sums and cokernels, is said to be a
subgenerator, if every object of G is a sub-object of a V -generated one.
Lemma 2.5. Let A be a Grothendieck category and (F, δ, ξ) be an object of the category A−
comonad. Then AF is an additive category with direct sums and cokernels. Furthermore,
if U is a generator of A then (F (U), δU) is a subgenerator of A
F .
Proof. It is immediate since F preserves direct sums and cokernels. 
Proposition 2.6. Let A and B be two Grothendieck categories, and F = (F, δ, ξ) ∈
A−comonad, G = (G,Ω, γ) ∈ B−comonad. Considering (S, s) and (S ′, s′) two 2-cells from
(G : B) to (F : A), with the associated functors S,S′ : AF → BG as in equation (2.11),
then the natural transformations Nat(S,S′) form a set. Moreover, there is a bijection
Hom
F CG
( (S, s), (S ′, s′) ) ≃ Nat(S,S′),
explicitly given by(
[α : SF → S ′]  // [α : S→ S′]
)
,
(
S ′ξ− ◦ βTF (−) β
oo
)
,
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where for every object (X, dX) ∈ AF , αX = αX ◦ Sd
X : S(X)→ S ′(X).
Proof. We first prove that Nat(S,S′) is a set. To do this, we follow the proof of [10, Lemma
5.1]. Let α,β : S→ S′ two natural transformations and U a generator of A. So (F (U), δU)
is a sub-generator of AF , by Lemma 2.5. We claim that if α(F (U), δU ) = β(F (U), δU ) then
α = β. Considering any object (X, dX) of AF with an epimorphism π : U (I) → X → 0 in
A, for some set I, we obtain a diagram
F (U (I)) ∼= F (U)(I)
π′ // F (X) // 0
X
dX
OO
of morphisms of AF . Since α“
F (U)(I), dF (U)
(I)
” = β“
F (U)(I), dF (U)
(I)
”, we have
S′(π′)
(
α“
F (U)(I), dF (U)
(I)
” − β“
F (U)(I), dF (U)
(I)
”
)
=
(
α(F (X), δX) − β(F (X), δX)
)
S(π′) = 0.
By hypothesis, Lemma 2.5 and diagram (2.12), we know that S preserves epimorphisms.
Therefore, α(F (X), δX) = β(F (X), δX), as π
′ is an epimorphism. This implies that
S′(dX) ◦
(
α(X, dX) − β(X, dX )
)
=
(
α(F (X), δX) − β(F (X), δX)
)
◦ S(dX) = 0.
Applying the functor S ′G and using the diagram (2.12) for (S ′, s′), we get
S ′SF (dX) ◦ S ′G
(
α(X, dX ) − β(X, dX)
)
= 0.
Composing with the map S ′(ξX), we obtain that S
′G
(
α(X, dX) − β(X, dX )
)
= 0 in B, that
is, α(X, dX) = β(X, dX ) in B
G, and this proves the claim.
For the stated bijection, we only prove that the mutually inverse maps are well defined.
Starting with a 2-cell α : SF → S ′, and taking an arbitrary object (X, dX) ∈ AF , we need
to demonstrate that αX = αX ◦ Sd
X is a morphism of the category BG, so
dS
′(X) ◦ αX ◦ Sd
X = s′X ◦ S
′dX ◦ αX ◦ Sd
X
= s′X ◦ αF (X) ◦ SFd
X ◦ SdX
=
(
s′X ◦ αF (X) ◦ SδX
)
◦ SdX , by (2.2)
= GαX ◦ sF (X) ◦ SδX ◦ Sd
X , by (2.7)
= GαX ◦ sF (X) ◦ SFd
X ◦ SdX
= GαX ◦ GSd
X ◦ sX ◦ Sd
X , s− is natural
= G(αX ◦ Sd
X) ◦ dS(X).
Obviously α− is natural. Conversely, starting with a natural transformation β : S → S
′,
its image is the natural transformation β : SF → S ′ defined in every object Y ∈ A by
CORINGS OVER RINGS WITH LOCAL UNITS 9
βY = S
′ξY ◦ βTF (Y ); we need to show that β satisfies the 2-cell condition. In one hand,
we have
GβY ◦ sF (Y ) ◦ SδY = GS
′ξY ◦ GβTF (Y ) ◦ sF (Y ) ◦ SδY
= GS ′ξY ◦ GβTF (Y ) ◦ d
SF (Y )
= GS ′ξY ◦ d
S′F (Y ) ◦ βTF (Y ), βTF (Y ) satisfies (2.3)
= GS ′ξY ◦ s
′
F (Y ) ◦ S
′δY ◦ βTF (Y )
= GS ′ξY ◦ s
′
F (Y ) ◦ βTF (F (Y )) ◦ SδY , β− is natural
= s′Y ◦ S
′FξY ◦ βTF (F (Y )) ◦ SδY , s
′
− is natural
= s′Y ◦ βTF (Y ) ◦ SFξY ◦ SδY , β− is natural
= s′Y ◦ βTF (Y ).
On the other hand, we have
s′Y ◦ βF (Y ) ◦ SδY = s
′
Y ◦ S
′ξF (Y ) ◦ βTF (F (Y )) ◦ SδY
= s′Y ◦ S
′ξF (Y ) ◦ S
′δY ◦ βTF (Y )
= s′Y ◦ βTF (Y ).
Therefore, GβY ◦ sF (Y ) ◦ SδY = s
′
Y ◦ βF (Y ) ◦ SδY , for every object Y ∈ A, and this gives
the needed condition. 
3. Comonads and corings over rings with local units
We will consider rings without identity although we assume that a set of identities is
given. Following [1] (see also [2] and [3]) a K–module A is said to be a ring with local units
if for every a1, · · · , an in A, there exists an idempotent element e ∈ Idemp(A) (the set of
all idempotent elements) such that
aie = eai = ai, i = 1, · · · , n.
We say that e is a unity for the set {a1, · · · , an}. This is equivalent to say that for every
a, a′ ∈ A, there exists a ring with identity of the form Ae = eAe for some idempotent
element e ∈ A such that a, a′ ∈ Ae. For instance, every induced ring from a K–additive
small category is a ring with local units, in such case it is a ring with enough orthogonal
idempotents, see [17] and [16].
For any right A–module X (i.e., a K-module X with associative K-linear right A-action
µX : X ⊗K A→ X), XA denotes the right A-submodule
XA =
{ ∑
1≤i≤n
xiai| xi ∈ X, ai ∈ A, and n ∈ N
}
.
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A morphism between two rings with local units is a morphism of rings ψ : B → A
(i.e., compatible with multiplications) satisfying the following condition: For every a ∈ A,
there exists f ∈ Idemp(B) such that aψ(f) = ψ(f)a = a. Observe that this condition
is equivalent to say that for every e ∈ Idemp(A), there exists f ∈ Idemp(B) such that
eψ(f) = ψ(f)e = e.
The construction of the usual tensor product over rings with identity can be directly
transferred to rings with local units, and the most useful properties of this product are
preserved. We use the same symbol − ⊗A − to denote the tensor product between A–
modules and A–linear morphisms for any ring with local units A.
Let A be a ring with local units, and e ∈ Idemp(A). The underlying K–module of the
right A–module eA is a direct summand of A with decomposition A = eA⊕〈a−ea| a ∈ A〉.
Associated to eA there are two K–linear natural transformations
(3.13) γe,X : X // eA⊗A X,
x  // e⊗A x
τe,X : eA⊗A X // X
ea⊗A x
 // eax,
for every right A–module X . Moreover, if X is an (A,B)–bimodule (B is another ring with
local units), then γe,X and τe,X are clearly right B–linear. Taking e
′ ∈ Idemp(A) another
idempotent and f : eA→ e′A a right A–linear map, there are two commutative diagrams
(3.14) X
γe,X //
λf(e)

eA⊗A X
f⊗AX

X
γe′,X // e′A⊗A X,
eA⊗A X
τe,X //
f⊗AX

X
λf(e)

e′A⊗A X
τe′,X // X
where λf(e) : X → X is the left multiplication by f(e), and X any right A–module.
Following [1], there is a partial ordering on Idemp(A) defined by
e ≤ e′ ⇐⇒ e = ee′ = e′e
for every e, e′ ∈ Idemp(A). Taking XA any right A–module, and e, e
′ ∈ Idemp(A) such that
e ≤ e′, we can define a canonical injection µee′ : Xe → Xe
′, µe : Xe → X . Furthermore,
if e ≤ e′ ≤ e′′, then it is clear that µee′′ = µe′e′′ ◦ µee′, thus {(Xe, µe)}e∈Idemp(A) is a
directed system of K–submodule of X . In this way it is obvious that AA = lim
−→
(Ae) and
AA = lim
−→
(eA)
A right A–module X is said to be unital if XA = X (or X ∼= X ⊗A A as right A–
module, where the isomorphism should be given by the right A–action). Equivalently, for
every element m ∈ M , there exists e ∈ Idemp(A) such that me = m. We denote by MA
the full subcategory of the category of right A–modules whose objects are all unital right
A–modules. An easy argument shows that XA is the largest unital right A–submodule of
the right A–module X . On the other hand, a right A–module X is unital if and only if
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lim
−→
(Xe) = X in the category of K–modules. Given B another ring with local units, an
unital (B,A)–bimodule is a (B,A)–bimodule which is unital as a left B–module and as a
right A–module. Over the same ring, an A–bimodule X is unital if and only if for every
x ∈ X , there exists e ∈ Idemp(A) such that ex = xe = x. In this way a morphism of
rings with local units ψ : B → A induces a structure of an unital B–bimodule over A, and
preserves the usual adjunction between the categories of unital right modules
−⊗B A :MB
//MA : O.oo
The definition of corings over rings with identity as it was introduced in [28] can be
directly extended, using unital bimodules, to rings with local units. Let A be a ring with
local units, an A–coring is a three-tuple (C,∆C, εC) consisting of an unital A–bimodule C
and two A–bilinear maps
C
∆C // C⊗A C , C
εC // A
such that (∆C⊗A C) ◦ ∆C = (C⊗A ∆C) ◦ ∆C and (εC⊗A C) ◦ ∆C = (C⊗A εC) ◦ ∆C = C.
A morphism of A–corings is an A–bilinear map φ : C→ C′ which satisfies εC′ ◦ φ = εC and
∆C′ ◦ φ = (φ⊗A φ) ◦ ∆C. We denote by A− coring the category of all A–corings and their
morphisms.
A right C–comodule is a pair (M, ρM) consisting of an unital right A–module M and a
right A–linear map ρM : M →M⊗AC, called right C–coaction, such that (M⊗A∆C) ◦ ρM =
(ρM ⊗A C) ◦ ρM and (M ⊗A εC) ◦ ρM = M . A morphism of right C–comodules is a right
A–linear map f : M → M ′ satisfying ρM ′ ◦ f = (f ⊗A C) ◦ ρM . Right C–comodules and
their morphisms form a not necessarily abelian category which we denote byMC (see [14,
Section 1]). For every unital right A–module X the pair (X ⊗A C, X ⊗A ∆C) is clearly
a right C–comodule. This establishes in fact a functor − ⊗A C : MA → M
C with the
forgetful functor UC :M
C →MA as a left adjoint (see [21]).
Example 3.1. Of course every ring with local units A is trivially an A–coring with co-
multiplication the isomorphism A ∼= A⊗A A and counit the identity map A.
(1) [28]. Let ψ : B → A be a morphism of rings with local units and consider the unital
A–bimodule A⊗B A with the following two maps
∆ : A⊗B A // (A⊗B A)⊗A (A⊗B A),
a⊗B a
′  // a⊗B e⊗A e⊗B a
′,
ε : A⊗B A // A
a⊗B a
′  // aa′,
where e ∈ ψ(Idemp(B)) such that ea = ae = a and a′e = ea′ = a′; that is, e is a
unity for both a and a′. To check that ∆(a ⊗B a
′) is independent of the choice of
the unity, let us consider another unity e′ ∈ ψ(Idemp(B)) for both a and a′. By
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definition there exists e′′ ∈ ψ(Idemp(B)) a unity for e and e′. Of course e′′ is also
a unity for both a and a′. Now, we have
a⊗B e⊗A e⊗B a
′ = a⊗B ee
′′ ⊗A e
′′e⊗B a
′, since e = ee′′ = e′′e
= ae⊗B e
′′ ⊗A e
′′ ⊗B ea
′
= a⊗B e
′′ ⊗A e
′′ ⊗B a
′.
Similarly, we get a⊗B e
′ ⊗A e
′ ⊗B a
′ = a⊗B e
′′ ⊗A e
′′ ⊗B a
′, and so ∆(a⊗B a
′) is
independent from the choice of e. An easy verification shows now that (A⊗BA,∆, ε)
is an A–coring.
(2) Let M be an unital A–bimodule over a ring with local units A. Consider the direct
sum of an A–bimodules C := A⊕M together with the A–bilinear maps
∆ : C // C⊗A C
(a,m)  // (a, 0)⊗A (e, 0) + (0, m)⊗A (e, 0)
+(e, 0)⊗A (0, m)
ε : C // A
(a,m)  // a
where e ∈ Idemp(A) such that em = me = m and ea = ae = a. Let us check that
∆ is a well defined map. First we observe that a common unity for a and m does
always exist. If e′ ∈ Idemp(A) is another unity for a and m, then one can consider
e′′ ∈ Idemp(A) a unity for e′ and e. Therefore, we have
∆(a,m) = (a, 0)⊗A (e, 0) + (0, m)⊗A (e, 0) + (e, 0)⊗A (0, m)
= (a, 0)⊗A (ee
′′, 0) + (0, m)⊗A (ee
′′, 0) + (e′′e, 0)⊗A (0, m)
= (a, 0)e⊗A (e
′′, 0) + (0, m)e⊗A (e
′′, 0) + (e′′, 0)⊗A e(0, m)
= (a, 0)⊗A (e
′′, 0) + (0, m)⊗A (e
′′, 0) + (e′′, 0)⊗A (0, m).
In the same way, we get (a, 0) ⊗A (e
′′, 0) + (0, m) ⊗A (e
′′, 0) + (e′′, 0) ⊗A (0, m) =
(a, 0)⊗A (e
′, 0)+(0, m)⊗A (e
′, 0)+(e′, 0)⊗A (0, m), and thus ∆(a,m) is independent
from the choice of the unity e. The three-tuple (C,∆, ε) is easily proved to be an
A–coring.
(3) [12]. Let BΣA be an unital bimodule over rings with local units A and B such that
ΣA is a finitely generated and projective unital right module with finite right dual
basis {(ui, u
∗
i )}i ⊂ Σ × Σ
∗ where Σ∗ = HomA(Σ, A). That is, u =
∑
i uiu
∗
i (u), for
every u ∈ Σ. It is well known that Σ∗ is also an unital (A,B)–bimodule, and thus
Σ∗ ⊗B Σ is an unital A–bimodule. Furthermore, there exist two A–bilinear maps
∆ : Σ∗ ⊗B Σ // Σ
∗ ⊗B Σ⊗A Σ
∗ ⊗B Σ,
u∗ ⊗B u
 //
∑
i u
∗ ⊗B ui ⊗A u
∗
i ⊗B u
ε : Σ∗ ⊗B Σ // A
u∗ ⊗B u
 // u∗(u)
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The canonical isomorphism Σ ⊗A Σ
∗ ∼= End(ΣA) implies that ∆ is independent
from the choice of this right dual basis, and that (Σ∗ ⊗B Σ,∆, ε) is an A–coring.
This coring is known as the finite comatrix coring associated to BΣA.
Example 3.2. To take a specific example of finite comatrix corings over rings with local
units, we consider the so called finitely orthogonal Rees matrix rings extensively inves-
tigated in [2]. Following [3, Example 2] (see also [2] for notions occurring here), let R
be a ring with identity, and A a Rees matrix ring over R with canonical decompositions
A ∼= Ae ⊗eAe eA, e ∈ Idemp(A) and R ∼= eAe. If A is left-right finitely orthogonal with
respect to e [2, Definition 4.2], then one can easily prove that A is a ring with local units.
On the other hand, if we take eAeΣA = eA, then the associated finite comatrix A–coring
is given by the A–bimodule Ae ⊗eAe eA, and its counit is just the above isomorphism
Ae⊗eAe eA
∼= // A sending ae ⊗eAe ea
′ 7→ aea′. Therefore, we have an isomorphism
of categories MAe⊗eAeeA ∼= MA via this counit (recall that the counit is always a mor-
phism of corings). Since the right (Ae ⊗eAe eA)–comodule Σ is clearly a generator of
MAe⊗eAeeA, we deduce following Gabriel-Popescu’s Theorem [18] that eAeΣ is a faithfully
flat module (here eAe coincides with the endomorphism ring of this comodule). Thus,
−⊗eAe ΣA :MeAe →M
Ae⊗eAeeA establishes an equivalence of categories by using the non
unital version of the generalized Descent Theorem [12, Theorem 3.10]. In conclusion, A is
Morita equivalent to eAe, and thus to R, which gives an alternative proof of [3, Example
2].
From now on, we fix A, B rings with local units. Let F : MA →MB be a continuous
functor (thus it also preserves inductive limits). As in the case of rings with identity [31],
next we will show that F is naturally isomorphic to the tensor product functor. Another
approach, concerning functors valued in abelian groups was given in [15].
The structure of an (A,B)–bimodule over F (A) comes out by the composition map
(3.15) A
λ // HomA(AA, AA)
F // HomB(F (A), F (A))
where λa : AA → AA is the left multiplication by a ∈ A. In the same way we get an
(A,B)–biaction over F n(A) = (F ◦ · · · ◦ F )(A) (n-times). Therefore, one can consider the
functor −⊗A F (A) : MA →MB. Now, let’s start with an arbitrary idempotent element
e ∈ Idemp(A), and consider the composed right B–linear map
(3.16) F (eA)
ΥeA //________________
F (τe) ))RR
RRR
RRR
RRR
RR
eA⊗A F (A)
F (A)
γe,F (A)
55jjjjjjjjjjjjjjj
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where τe : eA → A is the canonical injection, and γe,F (A) is the map defined in equation
(3.13). If we take e′ ∈ Idemp(A) another idempotent element and f : eA → e′A a right
A–linear map, then by equation (3.14), we get a commutative diagram like this
F (eA)
ΥeA //_________
F (τe) $$I
II
II
II
II
F (f)

eA⊗A F (A)
f⊗AF (A)

F (A)
γe,F (A)
88qqqqqqqqqq
F (λf(e))

F (e′A)
Υe′A //_________
F (τe′ ) $$I
II
II
II
II
e′A⊗A F (A)
F (A)
γe′,F (A)
88qqqqqqqqqq
which shows that Υ− is natural over the set of right A–modules {eA}e∈Idemp(A). Using
the projections πe : A → eA and the maps τe,F (A) defined in equation (3.13), we can also
construct a right B–linear map
(3.17) eA⊗A F (A)
ΘeA //________________
τe,F (A) ))TTT
TTT
TTT
TTT
TTT
F (eA)
F (A)
F (πe)
55lllllllllllll
which is natural over {eA}e∈Idemp(A) by equation (3.14).
Lemma 3.3. Let F : MA → MB be a continuous functor. For every idempotent e ∈
Idemp(A), we have
ΥeA ◦ ΘeA = eA⊗A F (A),
ΘeA ◦ ΥeA = F (eA).
In particular Υ− extended uniquely to a natural isomorphism
ΥF− : F (−)
// −⊗A F (A),
and F (A) becomes a left unital A–module, and thus an unital (A,B)–bimodule.
Proof. By definition, the left A–action of F (A) is given by the rule
a x = F (λa)(x), for every pair (a, x) ∈ A× F (A).
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Fixing an arbitrary idempotent e ∈ Idemp(A). So
ΥeA ◦ ΘeA(ea⊗A x) = ΥeA ◦ F (πe)(ea x)
= ΥeA ◦ F (πe) ◦ F (λea)(x)
= ΥeA ◦ F (λea)(x)
= γe,F (A) ◦ F (τe ◦ λea)(x)
= γe,F (A) ◦ F (λea)(x)
= γe,F (A)(ea x) = e⊗A eax,
= ea⊗A x
for every a ∈ A, x ∈ F (A), and this shows the first equality. To check the second equality,
take y ∈ F (eA) and compute
ΘeA ◦ ΥeA(y) = ΘeA ◦ γe,F (A) ◦ F (τe)(y)
= F (πe) ◦ τe,F (A)
(
e⊗A F (τe)(y)
)
= F (πe) ◦
(
e F (τe)(y)
)
= F (πe) ◦
(
F (λe) ◦ F (τe)(y)
)
= F (πe) ◦
(
F (λe ◦ τe)(y)
)
= F (πe) ◦ F (τe)(y) = y.
Υ− is clearly extended to unital right A–modules of the form ⊕j∈J(ejA)
(Ij) (J and Ij
are sets). Since F preserves direct sums, this extension is also an isomorphism of unital
right A–modules. By Mitchell’s Theorem [25, Theorem 4.5.2] ([26, Theorem 3.6.5]), Υ−
extends uniquely to a natural isomorphism ΥF− : F (−)→ −⊗A F (A) over all unital right
A–modules.
We need to show that F (A) is a left unital A–module. We have seen that eF (A) ∼= F (eA)
for every idempotent e ∈ Idemp(A) via ΥFeA. Since F preserves inductive limits, we get
lim
−→
(eF (A)) ∼= lim
−→
(F (eA)) ∼= F (lim
−→
(eA)) ∼= F (A)
which implies that AF (A) is left unital and this finishes the proof. 
The following lemma can be deduced from [8, 39.5]. For the sake of completeness, we
include a detailed proof.
Lemma 3.4. Let A, B and C be three rings with local units. We denote by Υχ− the natural
isomorphism of Lemma 3.3 associated to the continuous functor χ.
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(a) Let F1, F2 :MA →MB be two continuous functors. Assuming that there exists a natural
transformation Ξ : F1 → F2, then
(1) The morphism ΞA : F1(A)→ F2(A) is (A,B)–bilinear.
(2) For every unital right A–module X, we have a commutative diagram
F1(X)
Υ
F1
X //
ΞX

X ⊗A F1(A)
X⊗AΞA

F2(X)
Υ
F2
X // X ⊗A F2(A).
(b) Let F : MA → MB and S : MB → MC be two continuous functors. Then we have
Υ
F (−)⊗BS(B)
− = Υ
F
− ⊗B S(B) and the following diagram of natural transformations com-
mutes
SF (−)
ΥS
F (−)

ΥSF− // −⊗A SF (A)
−⊗AΥ
S
F (A)

F (−)⊗B S(B)
Υ
F (−)⊗BS(B)
− // −⊗A F (A)⊗B S(B)
Proof. (a) (1). By definition, we only need to show that ΞA is left A–linear. For every
element a ∈ A, we have ΞA ◦ F1(λa) = F2(λa) ◦ ΞA since Ξ− is natural and λa is right
A–linear. Hence ΞA(ax) = aΞA(x), for every pair of elements (a, x) ∈ A× F1(A).
(a) (2). Assuming that X is of the form X = eA for some idempotent element e ∈
Idemp(A), we obtain
ΥF2eA ◦ ΞeA = γe,F2(A) ◦ F2(τe) ◦ ΞeA
= γe,F2(A) ◦ ΞA ◦ F1(τe), Ξ− is natural
=
(
eA⊗A ΞA
)
◦ γe,F1(A) ◦ F1(τe), γe,− is natural
=
(
eA⊗A ΞA
)
◦ ΥF1eA.
For the general case we use a free presentation ⊕k(ekA)
(Ik) → X → 0 where {ek}k ⊆
Idemp(A), Ik are sets, and the previous case taking into account the hypothesis done over
the stated functors.
(b) Straightforward. 
It is clear that any A–coring (C,∆, ε) induces, by the three-tuple ((−⊗AC),−⊗A∆,−⊗A
ε), a comonad inMA. Now, consider (F, δ, ξ) a comonad inMA such that F :MA →MA
is a continuous functor. Our next goal is to prove that F (A) admits a structure of an
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A–coring. Notice that this has been already observed in [11, p. 398] (without proofs) in
the case of commutative rings with identity.
We begin by introducing some convenient notations. Denote by Υ
idMA
− : idMA → −⊗AA
the canonical natural isomorphism, and by Υχ− : χ(−) → −⊗A χ(A) the natural isomor-
phism of Lemma 3.3 associated to the continuous functor χ : MA → MA. For every
element a ∈ A, λa : AA → AA stills denoting the left multiplication by a.
Proposition 3.5. Let A be a ring with local units, and (F, δ, ξ) a comonad in MA such
that F is a continuous functor. Then (F (A),ΥFF (A) ◦ δA, ξA) is an A–coring.
Proof. By Lemma 3.3, F (A) admits a structure of unital A–bimodule. The maps ∆ =
ΥFF (A) ◦ δA and ε = ξA are A–bilinear by Lemma 3.4(a)(1).
By hypothesis, we have the following diagram
F (A)
(r1)
δA //
δA

F 2(A)
(r2)
ΥF
F (A) //
F (δA)

F (A)⊗A F (A)
δA⊗AF (A)

F 2(A)
(r3)
δF (A) //
ΥF
F (A)

F 3(A)
(r4)
ΥF
F2(A) //
ΥF
2
F (A)

F 2(A)⊗A F (A)
ΥF
F (A)
⊗AF (A)

F (A)⊗A F (A)
F (A)⊗AδA // F (A)⊗A F
2(A)
F (A)⊗AΥ
F
F (A) // F (A)⊗A F (A)⊗A F (A)
where the rectangle (r1) is commutative by equation (2.1), and (r2) by the naturality
of ΥF−. Applying Lemma 3.4 to the natural transformation δ : F → F
2, we get the
commutativity of the rectangle (r3). Lastly, Lemma 3.4 applied this time to ΥFF (−) :
F 2(−) → F (−) ⊗A F (A), gives the commutativity of the rectangle (r4). Therefore, the
total diagram is commutative; whence ∆ is coassociative. The left counitary property is
shown by the following diagram
F (A)
δA //
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
F 2(A)
ΥF
F (A) //
F (ξA)

F (A)⊗A F (A)
ξA⊗AF (A)

F (A)
ΥF
A // A⊗A F (A)
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which is commutative by the naturality of ΥF− and equation (2.1). Now, this last equation
together with Lemma 3.4 applied to ξ : F → idMA give the commutative diagram
F (A)
δA //
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
F 2(A)
ΥF
F (A) //
ξF (A)

F (A)⊗A F (A)
F (A)⊗AξA

F (A)
Υ
idMA
F (A) // F (A)⊗A A
which leads to the right counitary property, and this finishes the proof. 
Let A be a ring with local units, and (F, δ, ξ) a comonad inMA. Consider the universal
cogenerator of this comonad, that is, an adjunction SF :MFA
//
MA : T
Foo such that
F = SF ◦ T F , and where MFA is the category of comodules over (F, δ, ξ). The functor
SF is then the forgetful functor: SF (X, dX) = X , for every comodule (X, dX), and the
functor T F is defined over objects by T F (M) = (F (M), δM), for every right unital A–
module M . Given an A–coring (C,∆, ε) it is easily seen that the canonical adjunction
UC :M
C //MA : −⊗A Coo is the universal cogenerator of the associated comonad (−⊗A
C,− ⊗A ∆,− ⊗A ε) in MA. The following proposition compares the cogenerator of the
comonad (F, δ, ξ) with the canonical adjunction associated to the coring (F (A),ΥAF (A) ◦
δA, ξA) of Proposition 3.5.
Proposition 3.6. Let A be a ring with local units, and (F, δ, ξ) a comonad in MA such
that F is a continuous functor with the universal cogenerator SF :MFA
//
MA : T
Foo .
Considering F (A) as an A–coring with the structure of Proposition 3.5, we obtain an
isomorphism of categories
̥ :MFA
∼= //
MF (A) : k,oo
such that SF = UF (A) ◦ ̥, and ̥ ◦ T
F ∼= −⊗A F (A) is a natural isomorphism.
Proof. Given (X, dX) an object of MFA, we get a diagram
(3.18) X
(r1)
dX //
dX

F (X)
(r2)
ΥF
X //
δX

X ⊗A F (A)
X⊗AδA

F (X)
(r3)
F (dX)
//
ΥFX

F 2(X)
(r4)
ΥF
2
X //
ΥF
F (X)

X ⊗A F
2(X)
X⊗AΥ
F
F (A)

X ⊗A F (X)
dX⊗AF (A) // F (X)⊗A F (A)
ΥF
X
⊗AF (A) // X ⊗A F (A)⊗A F (A).
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The rectangles (r1) and (r3) are by definition commutative. Applying Lemma 3.4 consecu-
tively to the natural transformations δ : F → F 2 and ΥFF (−) : F
2(−)→ F (−)⊗A F (A), we
obtain the commutativity of rectangles (r2) and (r4) (here the natural isomorphism associ-
ated to the functor F (−)⊗AF (A) is Υ
F (−)⊗AF (A)
− = Υ
F
−⊗AF (A), see Lemma 3.4(b)). Thus,
the whole diagram is commutative which shows the coassociativity of the map ΥFX ◦ d
X .
We also have another commutative diagram
X
dX // F (X)
ΥF
X //
ξX

X ⊗A F (A)
X⊗AξA

X
Υ
idMA
X // X ⊗A A
(Υ
idMA
X
)−1
// X.
Therefore, (SF (X) = X, ρX = Υ
F
X ◦ d
X) is a right F (A)–comodule. Now any morphism
f : (X, dX)→ (X ′, dX
′
) in the category MFA entails a commutative diagram
X
dX //
f

F (X)
ΥF
X //
F (f)

X ⊗A F (A)
f⊗AF (A)

X ′
dX
′
// F (X ′)
ΥF
X′ // X ′ ⊗A F (A).
Hence ̥ :MFA →M
F (A) defined by
̥(X, dX) = (SF (X),ΥFX ◦ d
X), and ̥(f) = SF (f)
is a well defined functor with inverse k :MF (A) →MFA defined by
k(Y, ρY ) = (Y, d
Y = (ΥFY )
−1 ◦ ρY ), and k(g) = g.
Clearly the underlying right A–module of ̥(X, dX) coincides with that of (X, dX). That is
UF (A) ◦ ̥ = S
F . The commutative rectangles (r2) and (r4) in diagram (3.18) assert that
ΥFX : ̥ ◦ T
F (X) = ̥(F (X), δX)→
(
X ⊗A F (A), X ⊗A
(
ΥFF (A) ◦ δA
))
is an isomorphism
of right F (A)–comodules, for every right unital module X ∈ MA, and this leads to the
stated natural isomorphism ΥF− : ̥ ◦ T
F (−) ∼= −⊗A F (A). 
Remark 3.7. Of course one can work with left unital modules, and prove similar results
concerning functors which are right exact and preserve direct sums and the induced corings
from their comonads. In this paper we only work with right unital modules. The left-right
relationship is omitted.
4. The bi-equivalence of bicategories
In this section we define the bicategory of corings over rings with local units in the
same way as in [7], using general methods from [24]. Next, we establish a bi-equivalence
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between this bicategory and the 2-category of comonads in right unital modules over rings
with local units as it was defined in Section 2.
In what follows B denotes the bicategory of unital bimodules (i.e. 0-cells are all rings
with local units, Hom-Categories are categories of unital bimodules). The multiplications
are given by the tensor product bi-functors. Let us consider as in Section 2, the 2-category
L˜ whose 0-cells are all Grothendieck categories of the form MA for some ring with local
units A, and whose Hom-Categories Funct(MA,MB) consists of continuous functors. The
multiplications are given by the usual compositions of functors and natural transformations.
The identity 1-cell of a given 0-cell MA is the identity functor idMA . There is another
bicategory which we denote by L whose class of 0-cells is the class of all rings with local
units, and with the same Home-Categories Funct(MA,MB). Next, we formulate our
results using the bicategory L instead of L˜.
Proposition 4.1. Keep the above notations. There exists a bi-equivalence of bicategories
F : L→ B given locally by the functors
FA,B : Funct(MA,MB) // AMB
F // F (A)
η− // ηA,
for every pair of ring with local units (A,B).
Proof. It will be done in three steps.
Step.1. Homomorphism of bicategories. The morphism F is the identity on the class of
objects (L and B have the same class of objects). Taking two rings with local units A
and B, the stated functor FA,B is well defined thanks to Lemmata 3.3 and 3.4(1). We
need to show its compatibility with the horizontal and vertical multiplications. So let C
be another ring with local units and consider two morphisms: η− : F → F
′ in the category
Funct(MA,MB), and ζ : G → G
′ in the category Funct(MB,MC). By Lemma 3.4(1),
the morphism
FA,B(F ).FB,C(G) = F (A)⊗B G(B)
ΘG
F (A) // FA,C(G ◦ F ) = GF (A)
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is A − C–bilinear, where ΘGF (A) =
(
ΥGF (A)
)−1
and Υ−− is the natural transformation of
Lemma 3.3. Moreover, applying Lemma 3.4, we obtain the following commutative diagram
F (A)⊗B G(B)
ηA⊗BζB =F(η).F(ζ)

ΘG
F (A) // GF (A)
F(η.ζ)= ζF ′(A)◦GηA

F ′(A)⊗B G
′(B)
ΘG
′
F ′(A) // G′F ′(A)
This implies that VF,G : = Θ
G
F (A) : F(F ).F(G)
∼= F(G ◦ F ) is a natural isomorphism.
Clearly F(idMA) = idMA(A) = A, and the compatibility with the associativity, left and
right multiplications by identities 1-cell is fulfilled. Therefore, the pair (F,V) establishes a
homomorphisms of bicategories from L to B.
Step.2. Local equivalences of Hom-Categories. Given two rings with local units A and B,
and consider the stated functor FA,B. Define the functor GA,B : AMB → Funct(MB,MC)
acting on objects by M → −⊗A M and on morphisms by f → −⊗A f . It is clear that
ΥF− gives a natural isomorphism GA,B ◦ FA,B(F ) = − ⊗A F (A)
∼= F , for any functor
F ∈ Funct(MA,MB). That is GA,B ◦ FA,B ∼= idFunct(MA,MB). Conversely, for any (A,B)–
bimoduleM , we have a natural isomorphism of bimodules FA,B◦GA,B(M) = A⊗AM ∼= M .
That is GA,B ◦ FA,B ∼= idAMB . Therefore, F−,− are equivalences of Hom-Categories.
Step.3. Surjectivity up to equivalences. It is immediate since L and B have the same
class of objects which are not altered by F. 
Remark 4.2. As was pointed by the referee there is an alternative proof of Proposition
4.1 which uses results from [20]. There, firm rings (resp. firm modules) (see Remark 5.6
for definitions) were termed regular algebras (resp. regular modules). The regularity of a
functor F :MA →MB ([20, Definition 1.5]) between categories of firm modules over firm
rings A and B, means that F (A) is a firm A−B-bimodule. Rings with local units are firm
rings. So by Lemma 3.3, right exact and direct sums preserving functors (i.e., continuous)
are regular. Hence Proposition 4.1 follows by [20, Proposition 2.1]. Another way to obtain
Proposition 4.1 for rings with orthogonal idempotents, is by using the arguments done
before [20, Section 2]. For a given ring A with a set of orthogonal idempotents {ei}i∈I (i.e.,
A = ⊕i∈IAei = ⊕i∈IeiA), one can construct a right A-linear map ϕ : A → ⊕a∈AA such
that
A
ϕ // ⊕a∈AA
θ // A⊗K A
is a section for the multiplication, where θ is the right A-linear map induced be tensoring
with a fixed element of A (see [20, page 142]). Here ϕ is defined as follows: If a ∈ A,
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and ei1 , · · · , ein the associated idempotents such that a = ei1a + · · · + eina, we then take
ϕ(a) = ei1a ∔ · · · ∔ eina.
By A − comonad, we denote the category of all comonads in MA whose underlying
functors are right exact and preserve direct sums, that is, the category of Definition 2.3 as-
sociated to the Grothendieck categoryMA. The following corollary is a direct consequence
of Propositions 4.1 and 3.5.
Corollary 4.3. Let A be a ring with local units. Then the functor
F : A− comonad −→ A− coring
defined by(
(F, δ, ξ) −→
(
F (A),ΥFF (A) ◦ δA, ξA
))
,
(
[Φ : F → F ′] −→
[
ΦA : F (A)→ F
′(A)
] )
establishes an equivalence of categories.
The right Eilenberg-Moore bicategory associated to B is given by following corollary
which is the non-unital version of [7, 2.1]
Corollary 4.4. The following data form a bicategory R:
• 0-cells: corings (C : A) (i.e., A is a ring with local units and C is an A–coring).
• 1-cells: From (D : B) to (C : A) are pairs (M,m) consisting of an unital (A,B)–
bimodule M and an A − B–bilinear map m : C⊗A M → M ⊗B D compatible with
comultiplications and counits, that is, m satisfies
(4.19) (M⊗B εD) ◦ m = εC⊗AM, (m⊗BD) ◦ (C⊗Am) ◦ (∆C⊗AM) = (M⊗B∆D) ◦ m,
where the first equality is up to the isomorphism A⊗AM ∼= M ⊗B B. The identity
1-cells for a given coring (C : A) is given by the pair (A,C⊗A A ∼= A⊗A C).
• 2-cells: From (M,m) to (M ′,m′) are A − B–bilinear maps a : C ⊗A M → M
′
satisfying
(4.20) (a⊗B D) ◦ (C⊗A m) ◦ (∆C⊗A M) = m
′ ◦ (C⊗A a) ◦ (∆C⊗A M).
Laws composition are defined as in [7, 2.1], and given by
(4.21) (M,m)⊗ (N, n) =
(
M ⊗B N, (M ⊗B n) ◦ (m⊗B N)
)
If a : C⊗A M →M
′ and b : D⊗B N → N
′ are 2-cells, then
(4.22) a⊗ b = (M ′ ⊗B b) ◦ m
′ ◦ (C⊗A a⊗B N) ◦ (∆C⊗A M ⊗B N).
The resulting category of all 1− and 2-cells from (D : B) to (C : A) is denoted by
(C:A)R(D:B).
Let’s keep now the notations of Section 2. Then the right Eilenberg-Moore 2-category
associated to L is defined as follows
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Corollary 4.5. The following data form a 2-category C:
• 0-cells: They are pairs (F : A), that is, F = (F, δ, ξ) ∈ A − comonad where A is a ring
with local units (i.e., F is a continuous functor).
• 1-cells: From (G : B) to (F : A) is a pair (S, s) consisting of a continuous functor
S :MA →MB and a natural transformation s : SF → GS satisfying the commutativity
of diagrams in equation (2.6)
• 2-cells: Given (S, s) and (S ′, s′) two 1-cells from (G : B) to (F : A), a 2-cell α : (S, s)→
(S ′, s′) is a natural transformation α : SF → S ′ satisfying the commutativity of diagram
in equation (2.7).
The category obtained by all 1− and 2-cells from (G : B) to (F : A) is denoted by
(F :A)C(G:B).
The following is our main result of this section.
Theorem 4.6. There is a bi-equivalence between the bicategory R of corings over rings
with locals units (Corollary 4.4), and the bicategory C whose objects are comonads with con-
tinuous underlying functors over right unital modules (Corollary 4.5). This bi-equivalence
is locally induced by the functors F(−,−) defined by
F(F ,G) : (F :A)C(G:B) // (F (A):A)R(G(B):B)
(S, s) −→
(
S(A),ΥGS(A) ◦ sA ◦
(
ΥSF (A)
)−1 )
,
[α : SF → S ′] −→
[
αA ◦ (Υ
S
F (A))
−1 : F (A)⊗A S(A)→ S
′(A)
]
,
where Υ−− are the natural isomorphisms of Lemma 3.3, and where (F : A) (resp. (G : B))
is sent to (F (A) : A) (resp. to (G(B) : B)) is the coring constructed in Proposition 3.5.
Proof. It is a consequence of Proposition 4.1 and [24, Remark 1.1]. 
Remark 4.7. If we want to study any aspect in the right Eilenberg-Moore bicategory R,
then it is convenient, using the local equivalences F−,− stated in Theorem 4.6, to transfer
this study to the 2-category C. The local equivalences in the other direction are given by
the functors
G(C,D) : (C:A)R(D:B) // (F :A)C(G:B)
defined by(
(M,m) −→ (−⊗A M,−⊗A m)
)
,(
[a : C⊗A M → M
′] −→
[
−⊗Aa : −⊗A C⊗A M → −⊗A M
′
])
,
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where F (resp. G) is the comonad induced by the coring (C : A) (resp. by (D : B)). These
local equivalences are not in fact given by [24, Remark 1.1]. Their construction was given
separately using direct computations.
5. Base ring extension of a coring by an adjunction
In this section we apply results from Sections 2 and 3, to extend the notion of base ring
extension of a coring by a (finitely generated and projective) module, introduced in [7], to
the case of rings with local units. This will give a new class of corings over rings with local
units which includes some infinite comatrix corings [13].
The following proposition characterizes an adjunction between right unital modules with
continuous functors (i.e. right exact and direct sums preserving functors).
Proposition 5.1. Let A and B be two rings with local units. The following statements
are equivalent.
(i) There is an adjunction S :MB
//MA : Too with S left adjoint to T , and such
that S, T are continuous functors.
(ii) There is an unital (B,A)–bimodule Σ such that hΣ is finitely generated and projec-
tive unital right A–module, for every h ∈ Idemp(B).
Proof. (ii) ⇒ (i). We denote by Σ† = AHomA(Σ, A)B the unital right dual of Σ. The
bi-actions are defined as follows: For a ∈ A, b ∈ B, and χ ∈ Σ†, we have
(a.χ)(x) = aχ(x), (χ.b)(x) = χ(bx), ∀ x ∈ Σ.
This is clearly the unital part of the (A,B)–bimodule HomA(Σ, A). The unit of the ad-
junction is given by
(5.23) ηYB : Y // Y ⊗B Σ⊗A Σ
†
y  //
∑nh
i=1 y ⊗B ui ⊗A (u
∗
i ◦ πh)
where h ∈ Idemp(B) such that yh = y, and {(ui, u
∗
i )}1≤i≤nh ⊂ hΣ × HomA(hΣ, A) is the
finite right dual basis for hΣ, and πh : Σ→ hΣ is the canonical projection. We denote by
v∗i the composition
v∗i : Σ
πh // hΣ
u∗i // A ∈ Σ
†.
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We claim that ηYB(yb) = ηYB(y)b, for every b ∈ B such that b = hb = bh. We have
nh∑
i=1
yb⊗B ui ⊗A (u
∗
i ◦ πh) =
nh∑
i=1
y ⊗B bui ⊗A (u
∗
i ◦ πh)
=
nh∑
i=1
nh∑
i′=1
y ⊗B ui′ ⊗A u
∗
i′(bui)(u
∗
i ◦ πh)
=
nh∑
i′=1
y ⊗B ui′ ⊗A
(
nh∑
i=1
u∗i′(bui)(u
∗
i ◦ πh)
)
=
nh∑
i′=1
y ⊗B ui′ ⊗A
((
nh∑
i=1
u∗i′(bui)u
∗
i
)
◦ πh
)
=
nh∑
i′=1
y ⊗B ui′ ⊗A ((u
∗
i′b) ◦ πh)
=
nh∑
i′=1
y ⊗B ui′ ⊗A (u
∗
i′ ◦ πh)b, since b = bh = hb,
and this proves the claim. Next, we prove that ηYB is independent from the choice of h.
So, let’s fix an arbitrary element y ∈ Y and let h′ ∈ Idemp(B) be another unity for y (i.e.,
yh′ = y = yh). We consider as before {(xj , w
∗
j )}1≤j≤nh′ ⊂ h
′Σ× Σ† the induced set by the
dual basis {(xj, x
∗
j )}1≤j≤nh′ of h
′Σ, where w∗j = x
∗
j ◦ πh′. Henceforth, its remains to prove
that
nh∑
i=1
y ⊗B ui ⊗A v
∗
i =
nh′∑
j=1
y ⊗B xj ⊗A w
∗
j .
So, let h′′ ∈ Idemp(B) such that h = hh′′ = h′′h and h′ = h′h′′ = h′′h′, and consider again
its corresponding set {(zk, t
∗
k)}1≤k≤nh′′ ⊂ h
′′Σ× Σ†, where t∗k = z
∗
k ◦ πh′′. Using elementary
arguments, one can directly check that
v∗i = (v
∗
i ◦ τh′′).h
′′ and w∗j = (w
∗
j ◦ τh′′).h
′′, for every pair (i, j) ∈ {1, · · · , nh}×{1, · · · , nh′},
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where τh′′ : h
′′Σ→ Σ is the canonical injection. On the other hand, we have
∑
1≤k≤nh′′
(v∗i ◦
τh′′)(zk)t
∗
i = (v
∗
i ◦ τh′′).h
′′. Taking all these equalities into account, we compute
nh∑
i
y ⊗B ui ⊗A v
∗
i =
nh∑
i
y ⊗B ui ⊗A (v
∗
i ◦ τh′′)h
′′
=
nh,nh′′∑
i,k
y ⊗B ui ⊗A (v
∗
i ◦ τh′′)(zk)t
∗
k
=
nh′′∑
k
y ⊗B
(
nh∑
i
ui(v
∗
i ◦ τh′′)(zk)
)
⊗A t
∗
k
=
nh′′∑
k
y ⊗B
(
nh∑
i
uiu
∗
i (hzk)
)
⊗A t
∗
k, zk ∈ h
′′Σ
=
nh′′∑
k
y ⊗B hzk ⊗A t
∗
k =
nh′′∑
k
y ⊗B zk ⊗A t
∗
k.
Similar computation entails the equality
nh′∑
j
y ⊗B xj ⊗A w
∗
j =
nh′′∑
k
y ⊗B zk ⊗A t
∗
k,
and this proves the desired independence. Therefore, ηYB is a well defined right B-linear
map, for every right unital B–module Y . Clearly, η− : idMB(−) → − ⊗B Σ ⊗A Σ
† is a
natural transformation. The counit is given by
(5.24) ζXA : X ⊗A Σ
† ⊗B Σ // X
x⊗A ϕ⊗B u
 // xϕ(u).
Lastly, one can easily show that
(ζX ⊗A Σ
†) ◦ ηX⊗AΣ† = X ⊗A Σ
†, and ζY⊗BΣ ◦ (ηY ⊗B Σ) = Y ⊗B Σ,
for every pair of unital modules (YB, XA) which implies the desired adjunction taking
S(−) = −⊗B Σ and T (−) = −⊗A Σ
†.
(i) ⇒ (ii). By Lemma 3.3 we know that BS(B)A and AT (A)B are unital bimodules,
and that S(−) ∼= − ⊗B S(B), T (−) ∼= − ⊗A T (A) are natural isomorphisms. Taking
BΣA = S(B), and h ∈ Idemp(B), we deduce that hΣ = hS(B) ∼= hB ⊗B S(B) ∼= S(hB)
is a right A–linear isomorphism. Henceforth, it remains to show that S(hB) is a finitely
generated and projective module, for every h ∈ Idemp(B). So, the natural isomorphism of
the stated adjunction gives us the following chain of natural isomorphisms
HomA(S(hB),−) ∼= HomB(hB, T (−)) ∼= T (−)h ∼= −⊗A T (A)h,
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for every h ∈ Idemp(B). That is, the functor HomA(S(hB),−) preserves inductive limits,
and so S(hB) is a finitely generated and projective A–module for every h ∈ Idemp(B). 
Remark 5.2. Considering Σ an unital (B,A)–bimodule, we can easily check, using the
partial ordering on idempotent elements, that lim
−→
h(hΣ) ∼= Σ as right unital A-modules.
In fact {hΣ}h∈ Idemp(B) is a split direct system of right unital A-module (see [29, Section 1]).
If we assume that Σ satisfies condition (ii) of Proposition 5.1, then ΣA is locally projective
in the sense of [3], equivalently, it is strongly locally projective in the sense of [29, Theorem
2.17].
Remark 5.3. Let A, B, and C be rings with local units. Consider Σ (respectively W )
an unital (B,A)–bimodule (respectively (C,B)–bimodule) such that hΣ (respectively gW )
is finitely generated and projective unital right A–module (respectively B–module), for
every h ∈ Idemp(B) (respectively g ∈ Idemp(C)). Then W ⊗B Σ is an unital (C,A)–
bimodule such that g(W ⊗B Σ) is finitely generated and projective unital right A–module,
for every g ∈ Idemp(C). Furthermore, if we put Σ† = AHomA(Σ, A)B (respectively
W † = BHomB(W,B)C), then
(5.25) (W ⊗B Σ)
† = AHomA(W ⊗B Σ, A)C ∼= Σ
† ⊗B W
†
is an isomorphism of unital (A,C)–bimodules. Effectively, let g ∈ Idemp(C) any idempo-
tent element, so there exists an unital right B–module N such that
gW ⊕ N =
n⊕
i=1
hiB
where each hi ∈ Idemp(B). Applying the tensor product −⊗B Σ, we obtain
(gW ⊗B Σ) ⊕ (N ⊗B Σ) ∼=
n⊕
i=1
(hiΣ)
an isomorphism of unital right A–modules. Since the right hand module is a finitely
generated and projective A–module, we get that gW ⊗B Σ is also finitely generated and
projective as an A–module, and this proves the first claim. Now, using the adjunctions
arising from the proof of Proposition 5.1 and the usual Hom-Tensor adjunction, we get the
isomorphism of equation (5.25).
It is convenient to adopt the notations of the proof of Proposition 5.1. Thus, if Σ is any
(B,A)–bimodule we denote by Σ† = AHomA(Σ, A)B. When hΣ is a finitely generated and
projective right A–module, for some h ∈ Idemp(B), we consider the set {(ui, v
∗
i )}1≤i≤nh ⊂
hΣ×Σ† where {(ui, u
∗
i )}1≤i≤nh ⊂ hΣ×HomA(hΣ, A) is the finite dual basis for hΣ, where
v∗i = u
∗
i ◦ πh and πh : Σ→ hΣ is the canonical projection.
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Corollary 5.4. Let A and B be two rings with local units together with an unital (B,A)–
bimodule Σ and a B–coring (D,∆D, εD). Assume that hΣ is finitely generated and projec-
tive module for every h ∈ Idemp(B). Then the unital A–bimodule Σ† ⊗B D ⊗B Σ admits
the structure of an A–coring with comultiplication defined by
∆ : Σ† ⊗B D⊗B Σ −→ Σ
† ⊗B D⊗B Σ⊗A Σ
† ⊗B D⊗B Σ
ϕ⊗B d⊗B u 7−→
∑
i,(d)
ϕ⊗B d(1) ⊗B ui ⊗A v
∗
i ⊗B d(2) ⊗B u,
where {(ui, v
∗
i )}i ⊂ hΣ × Σ
† is the finite set induced by the dual basis of hΣ, where h ∈
Idemp(B) such that ϕh = ϕ, hu = u, d = hd = dh, and where ∆D(d) =
∑
(d) d(1) ⊗B d(2).
The counit is defined by
ε : Σ† ⊗B D⊗B Σ −→ A, (ϕ⊗B d⊗B u 7−→ ϕ(εD(d)u)) .
Proof. By Proposition 5.1, we know that −⊗B Σ :MB →MA is left adjoint to −⊗A Σ
† :
MA →MB with unit η− : idMB(−) → −⊗B Σ ⊗A Σ
† and counit ζ− : − ⊗A Σ
† ⊗B Σ →
idMA(−) given explicitly by equations (5.23) and (5.24). Applying Lemma 2.1(1) to the
comonad (−⊗B D,−⊗B ∆D,−⊗B εD) inMB, we obtain a new comonad (G,Ω, γ) inMA
with
G = −⊗A Σ
† ⊗B D⊗B Σ
Ω− =
(
η−⊗AΣ†⊗BD⊗B D⊗B Σ
)
◦
(
−⊗AΣ
† ⊗B ∆D⊗B Σ
)
γ− = ζ− ◦
(
−⊗AΣ
† ⊗B εD⊗B Σ
)
Now, Proposition 3.5 implies that G(A) admits the structure of an A–coring. Since G(A) ∼=
Σ† ⊗B D ⊗B Σ is obviously an isomorphism of unital A–bimodules, this structure can be
transferred to Σ† ⊗B D ⊗B Σ with comultiplication and counit computed explicitly from
the maps ΩA and γA. This, in fact, leads exactly to the stated structure. 
Recently, in [19] and [9] new generalizations of infinite comatrix corings, earlier intro-
duced in [13], were given in the context of non-unital (firm) rings. The following example
gives another way to construct infinite comatrix corings by using Corollary 5.4.
Example 5.5. Assume that A is a ring with identity 1A, and denote by add(AA) the full
subcategory of all finitely generated and projective unital right A–modules. Consider a
K–additive small category A and its induced ring with enough orthogonal idempotents
B = ⊕(p,q)∈A2HomA(p, q): These are {1p}p∈A ⊂ B, where each of the 1p’s is the image
of the identity 1EndA(p). Given an additive faithful functor ω : A → add(AA), we get
an unital (B,A)–bimodule Σ = ⊕p∈Aω(p). It is clear that 1pΣ = ω(p), for every object
p ∈ A. Therefore, hΣ is a finitely generated and projective right A–module, for every
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h ∈ Idemp(B). Finally, considering B as a trivial B–coring, we obtain by Corollary 5.4 an
A-coring Σ† ⊗B B ⊗B Σ ∼= Σ
† ⊗B Σ, where Σ
† = ⊕p∈AHomA(ω(p), A).
Remark 5.6. Rings with local units are in fact a sub-class of firm rings. Recall that an
associative ring R is firm if the multiplication R ⊗R R → R is an isomorphism. Unital
modules are extended to firm modules, i.e. a right R–moduleM with actionM⊗RR→M
an isomorphism of right R-modules. The results of this paper can be extended to this
class of rings by using the categorical version of Lemmata 3.4 and 3.3 stated in [8, 39.3,
39.5] with firm base rings. The fact that right exact and direct sums preserving functors
between firm modules are naturally isomorphism to the tensor product functors, has been
recently proved by J. Vercruysse in [30, Theorem 3.1] (see also [20, Proposition 1.6]). A
characterization of an adjunction whose both functors are right exact and preserve direct
sums (as in Proposition 5.1) was extended to the case of firm modules in [30, Theorem
2.4].
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