Quantum chemical methods now permit the prediction of many spectroscopic observables in proteins and related model systems, in addition to electrostatic properties, which are found to be in excellent accord with those determined from experiment. I discuss the developments over the past decade in these areas, including predictions of nuclear magnetic resonance chemical shifts, chemical shielding tensors, scalar couplings and hyperfine (contact) shifts, the isomer shifts and quadrupole splittings in Mö ssbauer spectroscopy, molecular energies and conformations, as well as a range of electrostatic properties, such as charge densities, the curvatures, Laplacians and Hessians of the charge density, electrostatic potentials, electric field gradients and electrostatic field effects. The availability of structure/spectroscopic correlations from quantum chemistry provides a basis for using numerous spectroscopic observables in determining aspects of protein structure, in determining electrostatic properties which are not readily accessible from experiment, as well as giving additional confidence in the use of these techniques to investigate questions about chemical bonding and chemical reactions.
INTRODUCTION
Quantum chemistry is a branch of chemistry involved with determining, computationally, the three-dimensional and electronic structures of molecules. In general terms, the basic problem is to solve the Schrö dinger equation, HjZEj, where H is the Hamiltonian operator, j is the wave function and E is the energy. Many spectroscopic properties (such as nuclear magnetic resonance (NMR) chemical shifts and scalar couplings) are formal derivatives of the energy, whereas others (such as charge densities) are more directly related to j. Methods to evaluate E were first developed in the 1920s by Heisenberg, for the singlet and triplet states of the He atom (Heisenberg 1926) , by Heitler & London (1927) for the H 2 molecule and by Pauling (1928a) for the hydrogen molecule ion (H 2 C ). The correct wave functions were found to correspond to sums of functions (resonance) since they yielded the lowest energies, and in the case of, for example, H 2 , this led to stable bond formation. The idea of resonance (hybridization) was then further developed by Pauling to explain the equivalence of the 2s and three 2p orbitals in methane (Pauling 1928b) ; then in 1932, Pauling described the double-bond character of amide groups, a key feature of protein structure, owing to resonance (Pauling 1932) . Of course, at this time, the nature of protein 'particles' was quite obscure (Svedberg et al. 1939) , but the observation of Bernal & Crowfoot (1934) of diffraction from a pepsin crystal helped to remove misconceptions about their colloidal nature, and giant molecules were then believed to exist. But what were their structures?
THE EARLY DAYS
In the early 1950s, Pauling again used the theory of quantum mechanical (QM) resonance to develop structural models for the a-helix and parallel and anti-parallel pleated sheets in proteins, in which the planar nature of the peptide bond (and the electrostatic interactions between these structures) were essential ingredients (Pauling & Corey 1950 , 1951 , but still there were no high-resolution structures of proteins.
Shortly after these proposals were published, Bernal visited Madras and the interests of a young G. N. Ramachandran were shifted from crystal physics to protein structure determination (Ramakrishnan 2001) . With G. Kartha, a proposal for the structure of collagen, a triple helix, was published (Ramachandran & Kartha 1954 , the details of which were objected to on the basis that there were too many steric hindrances (Rich & Crick 1955) . This led Sasisekharan and Ramachandran to investigate this topic in more detail. With knowledge of Pauling's postulate of the planar nature of the peptide bond, due to QM resonance, Ramachandran began the first computational chemical studies of protein structure and stability-albeit armed with only a desk calculator (Ramakrishnan 2001) . The peptide models used contained just two amino acids, but given the trans nature of the central peptide bond, could be well described by just two torsion angles, f i and j iK1 . All atoms were described as rigid spheres with radii corresponding to their van der Waals radii and only hardcore repulsive interactions were considered. Nevertheless, the Ramachandran maps thus obtained clearly indicated regions of stability in f, j space (Ramachandran et al. 1963) and successfully predicted that two non-helical residues in myoglobin must be glycines, which proved to be the case (Ramakrishnan 2001) . With further improvements in the development of potential energy functions, such as the Buckingham and Lennard-Jones potentials, the accuracy of such Ramachandran maps improved, although these potentials were still of an empirical nature.
In these early days, it was not possible to carry out electronic QM structure calculations on molecules as large as peptides or even amino acids. The speed of an electronic structure calculation strongly depends on the number of atoms in the system, or more precisely, the number of functions, basis functions, which are used to describe the atomic orbitals that make up the molecular orbitals in the molecule. For Hartree-Fock selfconsistent field (SCF) calculations, the length of a calculation varies as ca N 3.5 , where N is the number of basis functions, while for higher-level calculations the length of a calculation can be as high as ca N 5 -N 6 . However, as computer speeds have increased, such calculations are now becoming tractable. In addition, recent developments in an alternative approach to electronic structure calculations, density functional theory (DFT), are somewhat faster, scaling as ca N 3 (Kohn et al. 1996) . Armed with these tools, it is now a relatively straightforward matter to evaluate Ramachandran maps for energies using first principles methods, and as discussed below, many other properties of interest can now also be predicted. The results of energy calculations are particularly important since they can then be used to parameterize semi-empirical (molecular mechanics (MM)) approaches to structure prediction and refinement, and such derived 'force fields' are now commonly used in X-ray crystallographic and NMR structural investigations. Moreover, such MM methods can be combined with QM methods to investigate very large systems, such as enzymes (Gogonea et al. 2001; Gao & Truhlar 2002) . But just how large a system can be investigated by using purely quantum chemical methods? And what can we learn? Is this approach important? Cannot we now just measure everything of interest?
THE ENERGY
Evaluating the total eigenenergy of a molecule is the first critically important step to evaluating a wide range of properties, many of which (such as the charge density r(r), the charge density at the nucleus r(0) and the electrostatic potential F(r)) cannot be readily determined experimentally. Likewise, many spectroscopic properties, such as NMR chemical shifts, NMR hyperfine shifts, Mö ssbauer isomer shifts and quadrupole splittings, quadrupole couplings in NMR and nuclear quadrupole resonance (NQR), can be readily measured, but without quantum chemistry they cannot be interpreted in much detail. In addition, of course, there are no direct experimental measurements of molecular orbitals or electronic structure; rather, they have to be deduced from an electronic wave function whose quality has to be assessed by its ability to successfully predict a series of observables. By way of example, I consider first the energy of a protein molecule and how this is related to observable structural properties.
In its simplest embodiment, the energy of a molecule having a given structure can be computed by using variational or SCF techniques in which coefficients describing the composition of various atomic orbitals are varied-the linear combination of atomic orbitals method, such that the lowest eigenenergy for the system is obtained (Hehre et al. 1986 ). From such an electronic structure calculation, it is then possible to deduce properties of interest, such as those outlined above. In most cases, it is not necessary to carry out a calculation on an entire protein, since the property of interest is essentially a local one, such as an NMR chemical shift. In other cases, however, this is not the case. The most important and most obvious example of this exception is that of the structure of the protein itself.
In recent work, it has been shown to be possible to carry out electronic structure calculations on entire proteins by using ab initio techniques. The results of both single-point (single-geometry) energy calculations on the proteins endothelin, charybdotoxin and p53, and of ab initio Hartree-Fock geometry optimization calculations on crambin, a small hydrophobic protein of 46 residues, have recently been reported (Challacombe & Schwegler 1997; Van Alsenoy et al. 1998) . The crambin study used a multiplicative integral approximation method, which when combined with the direct SCF approach results in linear scaling with system size in building the Fock matrix, enabling the investigation of very large systems in which many body interactions are taken into account in a direct fashion (Van Alsenoy et al. 1998 ). This approach is expected to be more accurate than using force fields based on the parameterization of two-body interactions, and should lead to direct evaluation of many electrostatic and energy derivative properties, which can be evaluated from the computed wave functions. In the case of crambin, 79 cycles of geometry optimization were carried out, and the resulting structure was found to be remarkably close to that obtained crystallographically, as shown in figure 1a . The results of these theoretical calculations revealed basically the same deviations from planarity of the peptide groups as those seen crystallographically, even in the absence of correlation (instantaneous electron-electron) effects, and the N-C(a)-C 0 three atom backbone bound angles were also found to be highly correlated with the crystallographic values-corresponding to only a 1.58 r.m.s. deviation, as shown in figure 1b. Based on these results, it seems likely that quantum chemical geometry optimization will play a significant role in structure refinement in NMR and in crystallography in the not too distant future.
ELECTROSTATIC PROPERTIES
Energy is not a measurable quantity, although energy differences and derivative properties are. Likewise, electrostatic properties, such as charges (or more specifically, charge densities), electrostatic potentials, electrostatic fields and electric field gradients (EFGs) are not direct observables, although many such properties can be deduced from experimental (NMR, diffraction) results, at least for small molecule systems. If these electrostatic properties can be successfully predicted for systems such as amino acids and peptides, it seems reasonable to suppose that similar calculations on proteins will also yield accurate results.
The electric field, E, is a vector property and is defined as
where f is the electrostatic potential, and from Gauss's Law, the divergence of the vector E is given by the scalar r, the charge density, as
where 3 0 is the permittivity of free space, and it follows that
where V 2 f is the Laplacian of the potential. The EFG, V, is defined as V Z VE and the gradient of the vector is a tensor of rank two. To evaluate the electric potential, f, more commonly called the molecular electrostatic potential, an SCF calculation is first carried out to determine the wave function j, with the electron probability density or the charge density then being evaluated from jjj 2 . The molecular electrostatic potential at a point can then be obtained by integrating over the charge density. Once the potential is known, electric fields (KVf) The answer of course is that in each case the computed properties need to be rigorously compared with the results of experiments in which these properties are either directly measured, or where the properties of interest are related in a known way to the experimental property.
Arguably, the simplest property to extract from a computed wave function is the charge density, r(r), since this is proportional to jjj 2 , the probability of finding an electron at a given position. This approach can be used to compute three-dimensional plots of charge density isosurfaces, which can then be compared with r(r) surfaces extracted from X-ray diffraction data, since the scattering of an X-ray beam is a function of the electron distribution. Likewise, the electrostatic potential can be evaluated from the quantum chemical results by integrating over the charge density
where r 2 is the charge density, dV 2 is the volume element at point 2, and r 12 is the distance between points 1 and 2, resulting in electrostatic potential surfaces F(r), which can again be compared with results extracted from diffraction data as shown, for example, in figure 2a-c, for L-asparagine$H 2 O. However, these graphical comparisons are not satisfactory for making rigorous comparisons between computed and experimentally derived properties. One solution to this problem is to use the atoms-in-molecules (AIM) theory method developed by Bader (1990) . This method uses the idea that associated with every chemical bond is a point, r b , at which the first derivative of the charge density, r(r), is zero. At this so-called bond critical point (BCP) there are three non-zero principal curvatures in r(r b ), two negative and one positive. The curvature in the charge density at a BCP is described by a real symmetric tensor known as the Hessian-of-r(r), H, which has nine elements of the form v 2 r/vr i r j . When diagonalized, H is expressed by three elements, l 1-3 , which correspond to curvatures in r(r b ) along three principal axes. The Laplacian of the charge or electron density at a BCP, V 2 r(r b ), is simply the sum of these three principal curvatures. In recent work, it has been found that there is excellent agreement between l i and V 2 r(r) values determined via quantum chemistry and those derived from X-ray diffraction data, for a series of amino acids and peptides (Dittrich et al. 2000; Arnold et al. 2000a; Li et al. 2002) . However, the principal curvatures in r(r) represent only the magnitudes of the Hessian tensors, H, not their orientations. Tensors are commonly expressed in a principal axis system (PAS) as three principal values and the corresponding direction cosines with respect to a molecular reference frame.
Thus, to compare the orientations of such tensors, one must compare the angles between each PAS and the molecular reference frame, and experimental errors in individual Cartesian tensor elements must be indirectly translated into errors in degrees or radians. A comparison of tensors in an icosahedral representation, however, is much more convenient, since both the magnitudes and the orientations of the tensors are quantitatively evaluated at the same time by comparing the six icosahedral tensor elements, c 1-6 . Also, the six icosahedral elements are equally weighted in any coordinate frame, making this representation ideal for fitting a least-squares line through theoretical-versusexperimental tensor data, an approach developed previously by Alderman and colleagues, for investigating chemical shielding tensors (Alderman et al. 1993) . Using this approach, there has been shown to be very good agreement between theory and experiment for both the magnitudes and the orientations of these Hessian tensors. For example, again investigating L-asparagine$H 2 O, a slope of 1.09 and R 2 Z0.96 for a comparison between the Hessian-of-r(r) tensors in the icosahedral representation at all heavy atom BCPs has been demonstrated (Arnold et al. 2000a; figure 2d ) . Even better accord is found at hydrogen bond BCPs (Arnold et al. 2000a; figure 2e ). These results show that r(r), l i , V 2 r(r) and Hessian-of-r(r) properties can now all be accurately predicted using quantum chemical techniques. This helps validate their use on proteins, such as p53 and charybdotoxin (Challacombe & Schwegler 1997) , and an interesting example of this approach is shown in figure 2f for F(r) for charybdotoxin in which the positive F(r) surface thought to be responsible for binding to the K C -channel can clearly be seen (on top, light grey).
MÖ SSBAUER SPECTROSCOPY AND ELECTROSTATICS
How else might the results of quantum chemical calculations of charge densities be verified? One possibility is to investigate spectroscopic observables that are directly related to the charge density. The socalled isomer shift in Mössbauer spectroscopy is one such example. Mö ssbauer spectroscopy is a technique widely used to investigate the structures of metalloproteins, metalloporphyrins and other model systems, and is a potentially powerful tool with which to deduce both geometric and electronic structures. 57 Fe Mö ssbauer spectra have frequently been studied in proteins, and are typically dominated by two interactions: the quadrupole splitting, DE Q , which arises from the nonspherical nuclear charge distribution in the I*Z3/2 excited state in the presence of an EFG at the 57 Fe nucleus; and an isomer (or chemical) shift, d Fe , which arises from differences in the charge density at the nucleus between the absorber (A, the molecule or system of interest) and a reference compound (usually a-Fe at 300 K). This interaction is given by
where Z represents the atomic number of the nucleus of interest (iron) and R, R* are average nuclear radii of the ground and excited states of 57 Fe. Since jjð0Þj 2 Fe is a constant, the isomer shift (from Fe) can be written as
where a is the so-called calibration constant and r tot (0) is the computed charge density at the nucleus. In recent work, quantum chemical methods have been used to compute r(0) charge density values for a wide variety of haem proteins and model systems, and it has been found that the R 2 values between experimental and computed d Fe values are typically greater than 0.98, and r.m.s. errors between experimental and theoretical isomer shifts are only ca 3-4% (Zhang et al. 2002a) . These results are interesting since they mean that even charge densities at the nucleus can now be quite well described by using quantum chemistry. Moreover, the Mö ssbauer isomer shift can begin to be used in structure determination, since it is found to be highly sensitive to local geometry.
The other Mö ssbauer observable is the quadrupole splitting, DE Q , which is related to the components of the EFG tensor (V xx , V yy , V zz ) at the nucleus, another electrostatic property, as follows:
where e is the electron charge, Q is the quadrupole moment of the nuclear excited state, and the principal components of the EFG tensor are labelled according to the convention: jV zz j O jV yy j O jV xx j with the asymmetry parameter, h, being given by
That is, the Mö ssbauer quadrupole splitting is another direct spectroscopic probe of electrostatics, since it is directly related to the gradient of the electric field vector, E. Once again, the availability of a good wave function enables an immediate evaluation of all nine components of the EFG tensor, together with their orientations in a molecular axis system (Zhang et al. 2002b ). The tensor is necessarily symmetric and traceless (Laplace equation) so only three elements (and their orientations) are needed to fully describe the tensor. As might now be anticipated, there is found to be excellent accord between theory and experiment for DE Q in a wide range of haem proteins and model systems when using an appropriate level of theory and large basis sets (typically, ca 500-1000 basis functions, for a haem model). For example, a theory versus experiment correlation having an R 2 of ca 0.98, a slope of ca 1.12 and an error of ca 0.26 mm s
K1
, when considering 23 different systems covering a 5.63 mm s K1 range in DE Q is obtained, corresponding to a 4-5% overall error (Zhang et al. 2002b) . Thus, 57 Fe Mö ssbauer quadrupole splittings in proteins and related systems can now all be predicted quite accurately and provide another important test of quantum chemical methods in predicting 'electrostatic' properties.
EFGs AND NMR SPECTROSCOPY
It should also be noted that the EFG parameter is not restricted to Mö ssbauer spectroscopy. All nuclei in non-spherically symmetric environments will have an associated EFG, and if the nucleus of interest has a non-zero quadrupole moment, then there will be an interaction, of strength (eq)(eQ)/h, where eq ZV zz and eQ is the quadrupole moment of the nucleus. In magnetic resonance spectroscopy, if e 2 qQ/h is small compared with the nuclear Zeeman effect, there are typically perturbations of the NMR line shape, from which EFG tensor information can be determined, while for large e 2 qQ/h values, transitions between quadrupolar levels can often be observed directly, by means of pure NQR. These nuclear quadrupole interactions are generally difficult to measure in proteins, although they have been determined (Naito & McDowell 1984) . Such single crystal studies yield both the magnitudes and the orientations of the 14 N EFG for both the amide and ammonium nitrogens, and both properties have been calculated by using DFT (Arnold et al. 2000a) . Since the EFG is a tensor of rank two, the three principal EFG tensor components for each site, together with their orientations (direction cosines), can be combined using the icosahedral representation to yield six icosahedral tensor elements for each site: a total of 12 observables. When the experimental results were compared with the results of large basis DFT calculations, they were found to be highly correlated (R 2 Z0.94) with a slope of 1.14 (Arnold et al. 2000a ). Thus, both Mö ssbauer and NMR EFG observables can now be accurately predicted by using quantum chemistry, which suggests that in the future these properties may be used in protein structure determination, since again they are very sensitive to local geometry, as described below in more detail.
SPIN DENSITIES AND HYPERFINE SHIFTS
In what we have discussed so far, we have not explicitly considered the case of paramagnetic speciesmolecules containing unpaired electron spins. For paramagnetic systems, quantum chemical methods typically describe these molecules as having what are essentially two subsets of interacting electrons and nuclei, each set having electrons with opposite spins (Hehre et al. 1986 ). The molecular orbitals obtained have either spin up (a) or spin down (b) electrons and consequently two different sets of charge densities, r(a) and r(b), are obtained. Their sum gives the overall charge density r(r) discussed above, but their difference gives a new property, the so-called spin density
The spin density is an important property since, in NMR, the Fermi contact or hyperfine shift d FC is directly proportional to r ab :
where m 0 and m b are the nuclear and electron moments, g e is the Landé factor and S is the spin quantum number. The Fermi contact interaction is also of importance in mediating scalar or J-couplings in NMR, as well as hyperfine couplings in electron paramagnetic resonance (EPR). The Fermi contact shift in NMR can be very large-up to ca 6000 p.p.m. for 13 C, and represents another major challenge for theory to reproduce. In early work, 2 H and 15 N shifts of amino acid residues bound to a FeS 4 cluster in the protein rubredoxin, covering a ca 800 p.p.m. range of 'chemical' shifts, were quite accurately reproduced by using DFT methods (Wilkens et al. 1998) . More recently, the entire ca 6000 p.p.m. range of hyperfine (contact) shifts seen in a variety of haem proteins and model systems, having SZ1/2, 2 and 5/2, has been successfully reproduced (Mao et al. 2002) . The R 2 values were again ca 0.99 (NZ39 compounds; p!0.0001) with a standard deviation of ca 100 p.p.m. over the 6000 p.p.m. total shift range, as shown in figure 3a . These results give considerable confidence in the use of quantum chemical methods to predict spectroscopic observables, even in paramagnetic proteins, and make it possible to begin to use NMR contact shifts in protein structure determination. In addition, they give added confidence in the use of the MO results to describe details of structure and bonding. For example, the spin density in a ferric myoglobin model is found to have the distribution shown in figure 3b , in sharp contrast to that found in the more unusual Fe(III) species, shown in figure 3c (Mao et al. 2002) , while in an NO-haem system the unpaired electron is localized primarily in a d z 2 orbital (figure 3d ). These representations also help visualize the associated contact shifts, which depend on r ab .
DERIVATIVE PROPERTIES
So far, discussion has focused on what might conveniently be thought of as electrostatic properties: r(r), l i , V 2 r(r), the Hessian-of-r(r), F(r), VE, DE Q , d Fe and r ab , since they are all related to jjj 2 or the charge density. There are, however, a second set of properties that are, formally, energy derivatives: where m is a nuclear magnetic moment, B is an external magnetic field and F is an external electric field component. These, and other higher-order terms (hyper-polarizabilities), can all be evaluated by using quantum chemical methods and in most cases commercial software packages are available to enable the necessary calculations. Again, the question arises as to how accurate the results are. Also, can we apply these methods to proteins-which at present, for practical purposes, means: are the interactions of short enough range that small molecular fragments can be used to calculate the observables that are measured experimentally?
SCALAR OR J-COUPLINGS IN NMR SPECTROSCOPY
The scalar or J-coupling property is perhaps the most well known since it has been investigated since the 1960s, where J-coupling calculations were pioneered by Karplus (1996) . With the development of two-dimensional NMR techniques in the 1980s, a large body of experimental data on J-couplings in proteins became available, and this prompted the use of quantum chemical methods to predict J-couplings in proteins. These calculations involve the evaluation of diamagnetic and paramagnetic spin-orbit contributions to J, in addition to paramagnetic Fermi contact and spin-dipole contributions (Helgaker et al. 2000) . The use of DFT methods with hybrid exchange correlation functionals has met with considerable success, and it has been possible to accurately reproduce all six 3 J couplings, which involve the j backbone torsion angle. Moreover, there was an improvement in the quality of the predictions when the effects of molecular motion were taken into account, by using 'snapshots' from a molecular dynamics trajectory, on the protein ubiquitin (Case et al. 2000) .
In addition to these 'classical' J couplings, associated with protein backbone torsion angles, there has also recently been considerable interest in using quantum chemical methods to investigate hydrogen-bond scalar couplings (Cornilescu et al. 1999) , focusing on answering the question: what is the nature of such hydrogen bond scalar couplings? Do they represent covalent bonding? One way to investigate these questions is to use AIM theory and to investigate the topology of r(r) at the hydrogen BCP. The topology of r(r) at a BCP is described by the real, symmetric, second-rank Hessian-of-r(r) tensor, and the trace of this tensor is related to the bond interaction energy by a local expression of the virial theorem (Bader 1990 ):
where G(r) is the kinetic energy density and V(r) is the potential energy density (Bader 1990 ). Since G(r) must always be positive and V(r) must always be negative in stable, bound, stationary states, the sign of V 2 r(r) at a BCP is determined by which energy density is in excess over the virial average of 2 : 1 kinetic-to-potential energy. A negative Laplacian reveals excess potential energy at the BCP, meaning that electronic charge is concentrated into a bond. This is the case in all sharedelectron (covalent) interactions. A positive BCP Laplacian reflects an excess of kinetic energy in a bond, and a relative depletion of electronic charge along a bond path. This is the case in all closed-shell (electrostatic) interactions. For every backbone hydrogen bond examined, V 2 r(r) was found to be positive and characteristic of a closed-shell or electrostatic interaction (Arnold & Oldfield 2000) . Although each term increased exponentially as j 3h J NC 0 j increased, the kinetic term was a slightly stronger exponential, and outpaced the increase in the potential term. That is, the net amount of excess kinetic energy density was greatest for the largest couplings. This could not be the case if such couplings were dependent upon, or indicative of, covalent character in the bonds.
Although the kinetic energy term provides the dominant virial contribution, resulting in a net closed-shell, electrostatic interaction, it is also necessary to consider whether these interactions represent a closed-shell limit by evaluating the total energy density, H(r), at the BCP (Cremer & Kraka 1984) HðrÞ Z GðrÞ C V ðrÞ:
Bonds with any degree of covalent character (any amount of potential energy stabilization resulting from the accumulation of charge in the internuclear region) must have a BCP H(r) that is less than zero. Quantum chemical results for the PGB1 protein backbone hydrogen bonds provided no evidence of partial covalent character, H(r)O0 in all cases (Arnold & Oldfield 2000) . Backbone hydrogen bonds thus appear to represent purely closed-shell, electrostatic interactions.
If 3h J NC 0 , does not arise from a partial covalent interaction, then what permits the intermolecular communication between nuclear spins? The theoretical results indicated that the magnitude of 3h J NC 0 , was clearly related to the mutual penetration of nonbonding van der Waals shells; however, there was no concentration of charge in the bonding region upon hydrogen bond formation. Thus, the electron density in the hydrogen bond is simply the sum of isolated donor and acceptor densities: the greater the van der Waals penetration, the greater the resulting summed electron density and the greater the experimentally observed J-coupling. This description of 3h J NC 0 also provides a simple physical explanation for the existence of scalar couplings between nuclei that cannot possibly be covalently bonded to one another. For example, Kimber et al. (1978) observed a field-independent 19 F-19 F coupling of 17G2 Hz in a (dihydrofolate reductase) DHFR-NADPH-methotrexate complex which had been prepared biosynthetically with 6-fluorotryptophan residues. With no crystal structure of DHFR available, these researchers postulated that two out of the four 6-fluorotryptophan residues must be situated such that their 19 F nuclei are ca 3 Å apart, based upon much earlier empirical observations of 'through space' 19 F-19 F J-couplings in small organic molecules (Kimber et al. 1978) . Subsequently, it was found that the folded protein brings the 6-positions of Trp5 and Trp133 into extremely close proximity (figure 4a), and it was shown that sum-over-states (SOS)-DFT (Malkin et al. 1994 ) predicts a 19 F-19 F coupling of ca 30 Hz between two (model) fluoromethane molecules at this separation (Arnold et al. 2000b ). An AIM atomic interaction line was shown to exist between the two 19 F nuclei, and the non-bonding van der Waals shells of the monomers penetrate one another by DrZ0.47Å along this line. Long-range ( O3 J FF ), intramolecular 19 F-19 F through-space J-couplings in a wide range of systems are also well described by SOS-DFT calculations, and small nonbonded dimer models such as (CH 3 F) 2 , give very similar results to covalently bonded models (Arnold et al. 2000b) . The extent of the van der Waals penetration in several more fluoromethane dimers, whose F-C geometries were extracted from larger organic molecules possessing such long-range J FF couplings was then investigated, since it is wellestablished that the magnitudes of both J FF and Protein quantum chemistry E. Oldfield 1353 3h J NC 0 increase exponentially with decreasing internuclear separation (Cornilescu et al. 1999; Mallory et al. 2000) , and figure 4b,c shows that these magnitudes are related to the mutual penetration of non-bonding van der Waals shells in the same manner. Both are of the exponential form jJjZ A exp½B S Dr, where B is 3.36 for 3h J NC 0 and 3.67 for J FF . The fact that In[jJj] versus S Dr has a very similar slope for both types of couplings strongly suggests that the through-space J FF coupling and the hydrogen bond 3h J NC 0 coupling are subject to the same inductive mechanism, and require neither an attractive electrostatic bond nor a covalent bond, only that two atomic surfaces contact one another in the intervening space between coupled nuclei. Thus, both through bond as well as through space J-couplings can now be calculated using quantum chemical methods, with best results being obtained when dynamics is incorporated into the calculations (Case et al. 2000; Markwick et al. 2003) .
THE CHEMICAL SHIFT IN NMR SPECTROSCOPY
In addition to these results, there has been much progress in predicting NMR chemical shifts in proteins. When a protein folds, there is a large range of chemical shift non-equivalence generated. These effects were first noted in the 1960s for 1 H (Dwek 1973) , but only with the development of 2D NMR techniques could clear patterns of C a and C b helix-sheet differences be seen (Spera & Bax 1991) , which set the stage for ab initio calculations of these properties, since they clearly appeared to be dependent on f, j. There were, however, numerous questions or concerns at the outset as to whether such calculations would be possible, since it was unclear whether solvation, dynamics and electrostatics would also need to be incorporated into a calculation or set of calculations, to reproduce the experimental observations. By contrast, the observation that helices and sheets had generally wellseparated chemical shifts and the observation that crystal and solution shifts were similar (Cole et al. 1988) made it unlikely that such effects would dominate the observed shifts.
In early test calculations, the 13 C NMR chemical shifts in crystals of two amino acids: L-threonine and L-tyrosine were investigated . The availability of tensor magnitude information from these crystalline samples provided an important test of what might be considered a 'basic' test of chemical shielding tensor predictions in model systems. It was found that both isotropic shifts as well as tensor magnitudes could be accurately predicted ) by using Hartree-Fock theory combined with the gauge including atomic orbitals (GIAO) technique (Ditchfield 1974) . And in the case of L-threonine, where single crystal results were available, the tensor orientations could also be successfully predicted. An exception was found with the carboxyl tensors, but this could be corrected by including local electrostatic field effects using a lattice of point charges, the charge field perturbation (CFP)-GIAO approach .
Hartree-Fock methods were then also used to predict 13 C NMR chemical shifts, for C a and C b , in proteins. An important first step here was to investigate how large a fragment was needed to predict these 13 C shifts, since clearly the f, j effects of neighbouring residues would need to be incorporated, based on the empirical observation that C a , C b shifts were a function of these backbone torsion angles. After some test calculations, N-formyl-amino acid amides were selected, using a locally dense basis approach in which a larger number of basis functions is given to the atom of interest (Chesnut & Moore 1989) . The coordinates of the atoms were based on protein X-ray crystallographic data. The first sets of calculations were uniform failures. Fortunately, it was pointed out by C. Jameson (private communication) that there might be significant errors in the crystallographic bond lengths and bond angles used, so the use of geometry optimization (using an EFG force field) was next investigated, to 'regularize' bond lengths and three-atom bond angles. This approach was successful, and using even these relatively small fragments and neglecting charge field and hydrogen bonding effects, it was found to be possible to predict 13 C a , 13 C b NMR chemical shifts in a staphylococcal nuclease (SNase) protein with an r.m.s. error of ca 1 p.p.m. . The same techniques were also found to permit 15 N NMR chemical shift predictions in SNase, using a somewhat larger peptide fragment to take into account the conformational effects of the immediately preceding (iK1) residues which, based on empirical observations (Le & Oldfield 1994) , were expected to make a significant contribution to shielding. The full ca 35 p.p.m. range of 15 N shifts in valine residues in SNase was reproduced in the calculations, again with only a small error on the individual shifts. For valine, threonine and isoleucine, the 15 N shift ranges are larger than with other residues, which can be attributed to a 'g-gauche' effect on shielding (Cheney & Grant 1967) , which varies with side-chain (c 1 ) conformation. The ability to predict isotropic 13 C a shifts in proteins and both isotropic and anisotropic shielding tensor information in amino acids together with 15 N isotropic shifts in proteins Le & Oldfield 1996) then prompted a determination of complete isotropic and anisotropic shielding tensor information for all amino acids (except proline) on Ramachandran f, j surfaces (Sun et al. 2002) , as shown in, for example, figure 5a,b. The results obtained were interesting in that, for C a , sheet residues were clearly predicted to resonate upfield (figure 5a), but the breadths of the tensors for both helical and sheet geometries were very similar, ca 34 p.p.m., for all amino acids except valine, threonine and isoleucine. For these Protein quantum chemistry E. Oldfield 1355 residues, the tensor breadths were generally much smaller, ca 22 p.p.m., in helical geometries. This effect appears to be related to the presence of b-branched side-chains, reminiscent of the g-gauche effect seen in the case of the 15 N NMR shifts of these same three amino acids. The results of these calculations were then verified by using solid-state NMR techniques to deduce the magnitudes of the tensor elements in Ala, Val and Leu peptides (Havlin et al. 2001) , and the C a tensor orientations, shown in figure 5d,e, have now been confirmed experimentally in several amino acids and peptides by other groups (Yao & Hong 2002; Chekmenev et al. 2002) .
These computational results were at first somewhat surprising in that, in solution NMR, it had been found that a chemical shift anisotropy (CSA), Ds*, had been found to vary very considerably between helical and sheet geometries, with Ds*z6 p.p.m. in helices and Ds*z27 p.p.m. in sheets (Tjandra & Bax 1997) . However, this CSA, determined by dipole-dipole/CSA interference techniques, is not the same as that determined theoretically or by solid-state NMR since it is convoluted with tensor orientation information. In particular, the s 22 element of the 13 C a tensor is oriented approximately along the C-H bond vector in helical geometries (figure 5d ) while s 11 is oriented approximately along the C-H bond vector in sheet geometries (Walling et al. 1997;  figure 5e ). It is, however, a simple matter to effect the appropriate transformation, and typical Ds*(f, j) surface results are shown in figure 5c. There was found to be generally good agreement between experimental and theoretical Ds* values (Case 1998; Sun et al. 2002) , with Ds*z0 p.p.m. being found for ideal helical residues and Ds* of ca 25 p.p.m. being predicted for ideal sheet residues. Interestingly, for C b , there is essentially no change in tensor orientation between helices and sheets, as shown in figure 5f,g.
The experimental Ds* results for C a and the theoretical predictions were all found to be highly correlated, as shown in figure 6a . Moreover, the errors that were observed were found to be a function of the quality of the (crystallographic) structure used to set the f,j values in the calculations, as can be seen in figure 6b . Future work on geometry optimization, as outlined above, may reduce these errors. The GIAO approach was also found to be capable of accurately predicting 13 C side-chain shifts, as shown in figure 6c for C b , C g1 , C g2 , C d (and C a ) for isoleucine sidechains, where again (g-gauche) torsional effects make major contributions to shielding (Sun et al. 2002) .
In most of the work described above, chemical shifts were calculated using individual or specific molecules. A much faster method is to use a database approach, which relies on additivity. Here, Case and coworkers (Sitkoff & Case 1997; Xu & Case 2001 have been very successful in producing a fast algorithm for quite accurately predicting isotropic 13 C and 15 N shifts, based on a large database of chemical shifts computed using DFT. This prediction algorithm ('SHIFTS') is expected to be of great use in NMR peak assignments, as well as in structure refinement.
Finally, in the area of solution 13 C, 15 N NMR chemical shift calculations, there have been important advances made by Vila et al. (2003) in predicting 'random coil' shifts, or more precisely Boltzmannaveraged values of the chemical shifts of a series of tetra-peptides. This is an exciting new development since it potentially opens up the use of NMR chemical shifts and quantum chemistry for the investigation of less well-structured regions in proteins (Vila et al. 2003) . (Park et al. 1991) . Moreover, they could be predicted by using an electrical polarization model (Augspurger et al. , 1993a . To test this idea, we investigated how the 19 F NMR chemical shifts in fluorobenzene (a phenylalanine model) might be perturbed by an electrostatic field, generated by clusters of HF molecules or point charges/point dipoles (the protein), using supermolecule cluster calculations, and the CFP method outlined above for the amino acids threonine and tyrosine . The shift effects were found to be large at plausible intermolecular distances, and the results of the supermolecule and point charge/point dipole calculations agreed. In addition, a third method was developed, in which the derivatives of the shielding tensor with respect to the field ðÃÞ and field gradient ðBÞ were evaluated, by using derivative Hartree-Fock theory Augspurger et al. 1992) . For example, the response of the shift to a uniform field is given bỹ
FLUORINE NMR CHEMICAL SHIFTS AND ELECTROSTATICS
whereÃ is called the dipole shielding polarizability tensor. That is,Ã is the formal derivative of s with respect to a uniform field, whileB is the formal derivative of s with respect to the non-uniform field or field gradient components. Hyperpolarizabilities (v 2 /vF 2 ) and mixed derivatives (v 2 /vF vV ) were also evaluated (Augspurger et al. 1993b) , but based on the results of model calculations, only theÃ andB tensors were found to be significant. The results of these 'multipole shielding polarizability' calculations on the fluorobenzene-HF clusters were found to agree with those obtained from supermolecule or CFP techniques (Augspurger et al. 1993b; .
What this means for proteins is that the electrostatic contributions to the 19 F NMR chemical shifts can be calculated by simply multiplying theÃ andB tensors by the electrostatic fields and field gradients in the protein.
To evaluate the fields in a protein, the ENZYMIX program was used. This involves use of a point dipole-Langevin dipole method to evaluate the uniform field component, F, and by finite difference, the field gradient, V . This is computationally lengthy, since solvation as well as dynamical effects need to be taken into account, at least if solvent-exposed residues are to be considered, which necessitates a molecular dynamics (MD) approach. That is, the fields (F ) and field gradients (V ) are calculated over an MD trajectory, then the uniform and non-uniform electrostatic field contributions to shielding can be evaluated given knowledge of the dipole and Protein quantum chemistry E. Oldfield 1357 quadrupole shielding polarizability. Perhaps surprisingly, the method was found to give an excellent description of the 19 F NMR chemical shifts of the five [5-
19 F]Trp residues in a galactose binding protein as well as quite good accord with the experimental [4- 19 F]Phe residue shifts in myoglobin and haemoglobin (Pearson et al. 1997) . In the case of the galactose binding protein, good accord was also found with the CFP method for buried residues, but the slope of the correlation was worse since the dielectric constant (in the protein) was not considered in the calculations . The effects of electrostatic interactions can also be extremely well modelled by use of hybrid QM-MM techniques, as demonstrated by Cui & Karplus (2000) , who applied this approach to a wide number of systems, including haem protein models. It seems likely that the QM-MM technique will be of great future importance, especially when combined with the Car-Parrinello MD technique (Gervasio et al. 2003) , enabling the incorporation of both inter-residue interactions as well as dynamics, into property calculations.
METAL ION NMR
Another NMR challenge for quantum chemistry was to try to predict the NMR shifts and shift (or shielding) tensors for a transition metal in a protein, a difficult problem given the large number of electrons in such metals. In early work, several groups investigated experimentally the 57 Fe (IZ1/2) NMR chemical shifts in the proteins myoglobin (Mb) and ferrocytochrome c (Baltzer et al. 1985; Baltzer 1987; Chung et al. 1990) , and there was found to be an extremely large (ca 3000 p.p.m.) chemical shift range. In addition, relaxation measurements enabled the determination of the tensor spans, Ds, for MbCO, MbRNC and cyt c. Early investigations of Rh(I) NMR chemical shifts in organometallic compounds using Hartree-Fock methods were unsuccessful, but good correlations were later found when using DFT techniques, especially when using the hybrid exchange/correlation functional B3LYP (Donkervoort et al. 1999) . This approach was thus adapted to investigate 57 Fe and 59 Co shifts and shift tensors in a series of model systems and in metalloproteins themselves (Godbout & Oldfield 1997; Godbout et al. 1998) . Again, perhaps surprisingly, it was found to be possible to predict both the isotropic and anisotropic shift (shielding) tensor properties, when using the DFT/ B3LYP approach, and suitably large basis sets. Initial results with a protein, carbonmonoxymyoglobin, were very poor, but this was found to be the result of using an early crystallographic structure in which the CO ligand bound to Fe appeared to adopt a bent geometry. Use of an upright geometry, based on crystallographic investigations of a small haem-CO complex, corrected this problem and led to the idea, as described below, that NMR shifts might be used to accurately determine at least some aspects of protein structure.
TOWARDS STRUCTURE DETERMINATION
The results outlined above indicate that it is now possible to predict many spectroscopic observables in proteins and model systems; ' . In what we have described so far, we have typically gone in the 'forward' direction: structure to spectra. But what might be more interesting would be to go in the reverse direction: spectra to structure. At least at the empirical level, this is not new since, for example, J-couplings have been used for many years as structure restraints just using empirical parameterizations of the Karplus relation. However, with quantum chemistry there might be more possibilities using, for example, chemical shifts deduced from Ramachandran shielding surfaces or indeed, ab initio structure determinations based in part on NMR shifts, or chemical shift assisted approaches to ab initio folding.
Two simple examples of de novo approaches to structure determination are given in which the structure to spectral relation is inverted analytically. Assume a property, P, is a function of two independent variables, a; b : P Z Pða; bÞ. For example, P might be a C a chemical shift and aZj, bZf, the backbone torsion angles. For a given a, b, the value of the property can be derived from the property surface P Z P(a, b) and the probability, Z, that a, b represent the actual experimental values will be e KðP expt KPða;bÞÞ
where P expt is the experimental value of the property, P(a, b) is the calculated value of the property for the given a, b values and W is a search width parameter related to the r.m.s. error in the property prediction. When P expt ZP(a, b), Z Z 1 and the a, b values chosen are possible solutions. Of course, the actual form of P(a, b) may yield multiple a, b solutions yielding Z Z 1, in which case it is necessary to use more than one property to deduce unique values for a and b. In this case, it is possible to use conditional probability such that
where there are N observables. In an early application of this idea, isotropic and anisotropic 13 C a NMR shift information was used to predict the backbone f, j torsion angles in a tripeptide with an error of between 58 and 108 (Heller et al. 1997) , and in another application, d( Fe) Z surface information was used to predict the Fe-CO ligand tilt and bend angles for CO bound to Fe(II) in myoglobin (McMahon et al. 1998) . The nature of this ligand bonding had been controversial for many years, with early crystallographic and indeed other results suggesting a highly bent (ca 1208) ligand-binding geometry. Using the combination of NMR and Möss-bauer spectroscopic property information, a ligand tilt (t)Z48 and a bend (b)Z78 were found (McMahon et al. 1998) . After these results were published, the X-ray structure was re-determined using synchrotron radiation (Kachalova et al. 1999) . The new results obtained showed only a ca 0.608 variance between the Z-surface predictions, based on quantum chemistry, and the new crystal structure. In a similar vein, we have recently investigated the geometry of NO bound to haemoglobin and myoglobin. These results again vary considerably from some crystallographic structures, but enable the prediction of both d Fe and DE Q in the Mössbauer spectra, as well as the electron paramagnetic resonance observables, and are essentially the same as those obtained by using quantum chemical geometry optimization on a large molecular cluster (Y. Zhang, W. Gossman and E. Oldfield, unpublished data).
CONCLUSIONS AND FUTURE PROSPECTS
The results we have described above cover developments in predicting a wide variety of spectroscopic and other observable properties in proteins and model systems, which have been carried out over the past decade. At perhaps the most basic level, ab initio SCF energy calculations have been successful in reproducing the fine details of protein structure seen in very-highresolution crystal structures. In the future, it therefore seems likely that it will be possible to directly incorporate quantum chemical results in structure refinement. From the associated ground state wave functions, most electrostatic properties (r(r), l i , V 2 r(r), Hessian-of-r(r), F(r), VE) can be derived. All these properties should be accessible in proteins. From a spectroscopic standpoint, it is now also possible to accurately predict the Mö ssbauer observables as follows: d Fe , the isomer shift (from r(0)), and DE Q , the quadrupole splitting (from V ZZ , the z-component of the EFG tensor). This opens the way to using these observables to determine local geometries, and also gives more confidence in using MO methods to probe details of metal-ligand bonding. In the area of NMR spectroscopy, it is now possible to predict 13 C, 15 N, 19 F and even 57 Fe chemical shifts and shift (shielding) tensors, as well as their orientations, in addition to enabling detailed studies of J-couplings, of interest in the context of structure refinement and hydrogen bonding. And for paramagnetic systems, it has been found to be possible to quite accurately predict many NMR contact shifts ab initio, which for haem proteins encompass a ca 6000 p.p.m. shift range. Already, the structure to spectra nexus is being used to make structure refinements, and in the future it seems likely that NMR chemical shifts may play an even more important role in structure determination, especially in non-crystalline proteins. The success of quantum chemical methods in predicting such a wide range of properties also gives added confidence in using quantum chemical methods to investigate reaction mechanisms (Gogonea et al. 2001; Gao & Truhlar 2002) which, since they involve bond rearrangements, must necessarily be treated, at least in part, quantum mechanically. Hopefully, over the next few years, these two rather distinct areas: structural/spectroscopic (large basis/ small fragment/property calculations) and enzyme mechanism (small basis-QM-MM, entire protein) of quantum chemistry will merge, and it will be possible to use one method to determine or refine structures, to make property calculations, and to investigate reaction mechanisms and their inhibition. For example, at the level of using NMR chemical shift information, it should be possible to probe drug-protein interactionsa potentially 'useful' application of quantum chemical technology. It should also be possible to use QM methods in a more direct manner in drug design, rather than simply using force-field-based methods to make structure-activity correlations, by more accurately calculating interaction energies, and by using AIM theory (O'Brien & Popelier 2002) . As with most things computational, it is just a matter of time. 
