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PREFACE
Backlund transformation (BT) is an important method fo
constructing a new solution of a nonlinear evolution equation
(NEE) from a known solution of that equation. It is known tha
many NEE's can be derived, as an integrability condition, from
the AKNS systems. On the other hand, Konno and Wadati had
derived some BT's for a class of important NEE's. These BT'
explicitly express the new solutions in terms of the knows
solutions of the NEE's and the corresponding wave function!
By these BT's we see that, in using them to construct nee
solutions of NEE's, the key step is to obtain the wave function
corresponding to the known solutions of NEE's. The present
thesis is devoted to the study of this problem. In chapter 1, we
propose some methods to find the wave functions and apply the
BT's derived by- Konno and Wadati to obtain families of nee
solutions. In chapter 2, we first derive families of higher
order Korteweg-de Vries equations and-, 2 dependent higher order
modified Korteweg-de Vries equations as well as an rq2 dependent
Miura transformation which connects the solutions of the two
families of NEE's. Then we construct a gauge transformation
which transforms a known wave function connected with the
higher order Korteweg-de Vries equation to a new wave function.
Thus, by this gauge transformation, a series of wave functions
can be obtained from any known wave function, and hence, by
these wave functions and the 1z dependent Miura transformation,
a hierachy of solutions of the higher order Korteweg-de Vries
equation also can be constructed.
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1Chapter I. Some exact Solutions of Nonlinear Evolution Equations
of the AKNS Class
0. Introduction
In this chapter, we use the method of characteristics for
first order partial differential equations to find the wave
functions and apply the BT's derived by Konno and Wadati to
obtain families of new solutions for the KdV equation, the
mKdV equation, the Sine-Gorden equation and the nonlinear
Schrodinger equation.










Here T( is a parameter, q and r are tunctions of x ana t
and Q. must satisfy the following integrability condition:
(5)




By suitably choosing r, A, B and C in (6)-(8), we will
obtain various NEE's which q must satisfy. Kovno and Wadati
introduced the function [2]
(9)
and derived Backlund transformation for each of the NEE with the
following form:
(10)
mere q' is a new solution of the corresponding NEE. For the use
in the sequel, we list the NEE's and their corresponding BT in
the following:




















Now we will choose some known solutions or tne above NEE's and
substitute these solutions into the corresponding matrices P and
4z. Then,Q. Next, we solve the equations (1a,1b) for and T
by (9) and the corresponding BT we will obtain the new
solutions of the NEE's.
1. The known solution is- a constant qo.
a) The KdV equation
Substitute qo into the matrices P and Q in (11) and (12), then





The solution of equation (27) is
(30)
where 1, is a constant column vector. According to the sign of
the quantity 2 qo, the solution (30) may take the followin?
three forms:
i)







Now, we choose Fo= (1,0)T in (31)-(33) and use (9) and the
BT (14), we obtain the new solutions of the KdV equation (13)







These solutions had been obtained in LZJ by a different method
involving the solution of some Riccati equations. If we choose
(0,1)T in (31)-(33), we will obtain another group of
solutions. Obviously all of these solutions are travelling waves
with velocity k
b) The mKdV equation.
Substitute qo into the matrices e and in IiD) ana Flo)





The solution of equation (37) is
6(40)
Similar to the case of KdV equation, by (40), taking =(1,0)T,
and by (9) and (18), we obtain three new solutions of the mKdV









c) The SG equation.
Let the constant solution of (21) be
(47)
Substitute (47) into the matrices P and Q in (19) and (20),









Substitute (52) into (9), then by (22), we obtain the new
solutions of the SG equation (21)
(53)
The NS equation.
Note that qo= 0 is the only constant solution of the NS
equation. Substitute it into the matrices P and Q in (23) and





The solution of equation (54) is
8(57)
Choosing in (57), then, by (9) and (26) we obtain
the new solution of the NS equation which reads:
58
2. The known solution q= q(x,t) is some simple functions
In this case we cannot solve the system (1)-(4) for the vector
Jf- as a whole, but we can solve its components and fi
separately. From (1)-(4), after inserting the known solution
q(x,t) of the NEE into the corresponding matrices P and Q, we
will have the following system of partial differential equations





These equations are compatible under the conditions of the
assumed values of matrices P and Q connected with the considered
NE
(63)
(s) weinto (62) and together with'(substituting thi
cyet
(64)
This is a linear first order partial differential equation with
1?2 as its unknown function, it can be solved by the method of
characteristic. After fZ has been obtained from (64),
substituting it into (63), we will obtain 9,. Thus we have
9obtained two general solutions and which contain an
arbitrary function f. This arbitrary function can be
determined by demanding the two solutions f,, and 9L to satisfy
either equation (59) or equation (61), which will yield a
second order linear ordinary differential equation with the
function f as its unknown. If we can solve for the function
f, we will eventually obtain the two particular solutions 9 and
Z. Finally, by applying (9) and the BT corresponding to the
NEE we will obtain a new solution of the NEE.
Example 1. The KdV equation.
T .Pt
(65)
By direct calculation one can check that (65) is a solution of
the KdV equation (13). Inserting (65) into (64), together with
(11) and (12), gives
(66)
Equation (66) has the following system of ordinary ditterential
equations as its characteristic equations,
(67)
(68)
Solving these two equations gives the general solution of the
own V„ in eauation (66), which reads
(69)
where f is an arbitrary differentiable function. Substituting
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(65) and (69) into (63) gives the general solution of which
reads
(70)
To determine the function f(), we substitute (65), (69) and
(70) into equation (59), and find that f(j) must satisfy
the following second order differential equation
(71)
A series solution for f (s) is found to be
(72)
where C, and C 2 are constants and
(73
(74
After f has been determined, (69), (70) and (9) lead
(75)
then substituting this j' and (65) into the BT (14), we
arrive at the new solution q' of the KdV equation (13)
corresponding to the known solution (65):
(76)
Example 2. The NS equation.
We take (58) as the known solution of the NS equation.
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Referring to the matrices (23) and 24, the PDE (64) now reads
(77)
Substituting (58) into (77), after simplifying we have
(78)
Solving (78) we obtain the general solution of
(79)
where f is an arbitrary differentiable function of c and
(80)




To determine the function f (s), (79) and (81) are substituted
into (61) and using (24) we arrive at a second order ordinary
differential equation
(83)
Solving this equation gives




= exp(4i [1-tan2 (lnf) cosh2 (85)
Substituting (84) into (85) we get
= exp (1-tan2
cosh2 x. (86)
Finally substituting (58) and (86) into (26), we obtain the new
solution of the NS equation (25)
exp(4i sech 2
1 + 2 (1 - tanh2
sech 1 - tanh2
1 - tanh2 (87)
3. The known solution is a travelling wave
q = q = x - kt , ( k-a constant). (88)
Such solution does exist for many NEE's as we have seen in
section 1. In this case the AKNS system (1)-(4) has a universal
solution. Let us consider the more general case. Suppose that
the components q and r of the matrix P are functions
of
(89)
then the components A, B and C of the matrix Q determined
by equations (6)-(8) are also functions of
A = A B = B C = C (90)
Under these assumptions, we have the following result.




are constants with respect tc
Proof. Substitute the matrices (4) and (5) into (91) we have
To prove the assertions of the proposition we only need to show
that the derivative of the matrix M in (91) with respect to p
is zero, this can be done by the following direct calculation
and using (88)-(90) and (5)
We now solve the system (59)-(62) by applying the method of
characteristic as in section 2. The PDE (64) possesses
the followig characteristics equations






Substituting (96) into (95) gives
(97)




Integrating eauation98) leads to
(100)
where k z is an integration constant. Integrating equation (99)
we get
(101)
where k, is another integration constant. Denote
(102)
Substituting (102) into (101), we have
(103)





and f(,5) is a differentiable function of 3. Substituting
(104) into (63) gives the general solution of:
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oh)
To determine the function f, (104) and (106) are substituted
nto (59) and we find that f must satisfy the following second
rder ordinary differential equation
(107)
where is a constant defined in (92). According to the sign





where c, and c2 are integration constants. Substituting
these solutions into (106) and (104) respectively, we obtain





These results (111)-(113) are valid for any NEE contained in
the AKNS system (1)-(4), provided that they meet the assumptions
(88) and (90).
We now apply the results obtained here and the known travelling
wave solutions of the NEE's obtained in section 1 to construct
some new solutions of the corresponding NEE's by means of the
BTs. Of course, in the present situation we identify as a
parameter. We will only consider the KdV equation and the SG
equation. In these cases, the constant B defined by (92)
equals to zero and therefore the corresponding solution of the
AKNS system (1)-(4) is (111), and by substituting (111) into (9)
we get the common expression of of these NEE's.
(114)
In the following, we omit some tedious calculations but only list
the main results of the KdV equation and SG equation.



















In this paper, .we have considered the construction of exact
solution to the class of NEE's of the AKNS class. We solve
the associated wave functions by the method of characteristics.
Flovin Backlund transformations involing explicitly the wave
18
function, new solutions are generated. Some of our results, when
specialed to the case of KdV equation, include those obtained
by Fung et al [3]. Our approach here is new and enables us




1. Rogers, C, and Shadwick, W.E., Backlund Transformation and
their Applications, 1982, Academic Press, New York.
2. K. Konno and M. Wadati, Simple Derivation of Backlund
Transformation from Riccati Form of Inverse Method, Progr.
Theoret. Phys. 53, 1652-1656 (1975).
3. C. Au and P.C.W. Fung, Vacuum States of the KdV Equation,
Phys. Rev. B, Vol. 25, 6460 (1982).
20
Chapter II. Gauge Transformation and Higher Order Korteweg-de
Vries Equation
0. Introdution
In [1], a family of higher order Korteweg-de Vries (ho-KdV)
equations and an associated family of higher order modified
Korteweg-de Vries (ho-mKdV) equations had been derived from a
SL(2,R) formalism. The Miura transformation between these two
classes of equations was also discussed. In this chapter, we
first derive a family of dependent ho-mKdV 2 -ho-mKdV)
equations from the ho-KdV equations and an dependent
Miura transformation connecting this two families. Then we
present a gauge transformation corresponding to the Backlund
transformation of the solutions of ho-KdV equations and an auto
Backlund transformation of the f-ho-mKdV equations. Finally,
.for illustration of application of the results, we also present
four generations of explicit solutions of the second order KdV
equation.
1. Higher order KdV equations
We first briefly state the derivation of the ho-KdV equation
obtained in [1]. For convenience, we state our problem with the











Q will be determined by the following integrability condition
(1.9)








Following [1], and taking C to be an arbitrary polynomial in
(1.16)
and substituting (1.16) into (1.15) and equating to zero th
coefficients of the powers of 17, we get
22




(1.19) and (1.20) is the ho-KdV equation obtained in [1]
,there are some slight differences due to the choice of r in
1.4)). The C 4v in (1.20) is determined by the recursion
formulas in (1.17) and (1.18). In fact, (1.18) can be rewritten



















2. 1dependent higher order mKdV equations
In this section we will derive a family of' 2 dependent higher
order mKdV equations from the ho-KdV equations (1.19).







Taking derivatives in (2.5) with respect to x and from (2.1) and
24
(2.2) we get the following relationship between u and v,
(2.6)
Similarly, from (2.3)-(2.5) we have
(2.7)
Substituting (1.13) and (1.14) into (2.7) leads t
(2.8)
From (1.16) and (1.21) we know that C is a polynomial in 2
with degree n, and its coefficients Ci's are functionals of u.
On the other hand, by the relation of u and v in (2.6), Ci's
are functionals of v. Therefore, (2.8) is a partial differential
equation of v with 2 as a parameter, this means that the
function v defined by (2.5) is a solution of equation (2.8).
Denote the expression of the right hand side in (2.8) by M,,,,:
(2.9)
then equation (2.8) can be expressed in the following forrr
(2.10)






For n= 1, by (2.12), equation (2.10) takes the following form:
This equation is generally called the 1 2 dependent modified KdV
equation, therefore, we called (2.10), for n 1, the 1)1 Z
dependent higher order modified KdV( z ho-mKdV) equation.
Denote
(2.15)




Hence, by combining (1.19), (2.16), (2.17) and (2.10), we find
that the two families of equations of ho-KdV (1.19) and
211 -ho-mKdV (2.10) are connected by the following equality:
(2.18)
Summarizing the results obtained in this section, we have
proved the following two theorems respectively:
Theorem 1. Whenever v= v(x,t) is a solution of the
2 -ho-mKdV equation (2.10), the function u= u(x,t), determined
by (2.6), is a solution of the ho-KdV equation (1.19).
(2.14)
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Theorem 2 Whenever u=
is a solution of the
ho-KdV equation (1.19), the function v= v(x,t), defined by
(2.5), is a solution of the Z-ho-mKdV equation (2.10).
We now derive some further properties of M, which will be used
in the sequel. Let
(2.19)
then, by (2.9) we have
(2.20)





Cn (0) is obtained from Cn in (1.21) by taking v to be zero
27
Cn (0) has the following explicit expression:
(2.23)




From these recursion formulae and (2.22), we see that H ,,,is odd
with respect to v:
(2.26)
since Ho. is odd and T is even, and (2.26) follows by
induction
From (2.20) and (2.26) we see that MM, is also odd with
respect to v:
(2.27)
Taking derivative with respect to x in (2.24) and (2.25)







3. 2 dependent Miura transformation and Backlund tranformation
It is well .known that the KdV and the mKdV equations are
related by the Miura transformation. As for the ho-KdV and the
2 -ho-mKdV equations, we see that, from theorems 1 and 2, the
relation (2.6) plays a similar role as the Miura transformation
does. We call (2.6) the 72 dependent Miura transformation. We
use this transformation to derive a Backlund transformation (BT)
of the ho-KdV equation (1.19).
We know from (2.27) that M,, (v) is odd with respect to v.
Thus, the -ho-mKdV equation (2.10) possesses with every
solution v another solution -v, but then, by substituting
-v into (2.6) and by theorem 2, we obtain another solution
u of the ho - KdV equation (1.19)
(3.1)
Subtracting (2.6) from (3.1), we get
(3.2
This is the Backlund trasformation of the ho-KdV equation (1.19)
that we want to establish( for n= 1, it had been derived in
[2]). The above results can be stated in the followiiig two
theorems.
Theorem 3. Whenever the function v= v(x,t) is a solution
of the r2-ho-mKdV equation (2.10) and u a function determined
by (2.6), then the function u' determined by (3.2), is also
a solution of the ho-KdV equation (1.19).
Theorem 4. Whenever the function u= u(x,t) is a solution
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of the ho-KdV equation (1.19), and v= v(x,t) is a function
determined by (2.5), then the function u' determined by (3.2)
is also a solution of the ho-KdV equation (1.19).
The difference between this two theorems is that, theorem 3
indicates that (3.2) is a Backlund transformation between the
17 2-ho-mKdV equation (2.10) and the ho-KdV equation (1.19),
while theorem 4 shows that (3.2) is an auto-Backlund
transformation of the ho-KdV equation (1.19). Therefore, in
application of these Backlund transformations to construct new
solutions of the ho-KdV equation (1.19), it is evident that
theorem 3 tells us to find a, solution v of the 72-ho-mKdV
equation (2.10) in advance, while theorem 4 instructs us to take
a known solution u of the ho-KdV equation (1.19) in advance
and to solve the AKNS system (1.1)-(1.16) for the wave
functions (1.3) corresponding to u, since the function v
appearing in (3.2) is determined by the wave function 3. in
(2.5). Obviously, theorem 4 also indicates a method for
obtaining a hierachy of new solutions of the ho-KdV equation





Our current intrest is in the application of theorem 4 to obtain
more solutions of the ho-KdV equation (1.19) from a known
solution u, of this equation, and we will further study its
ramifications in the next section.
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4. Gauge transformation of the wave function
In order to apply the Backlund transformation (3.2) in the
sense of theorem 4 to obtain a hierachy of new solutions of the
ho-KdV equation (1.19) from a known solution of the same
equation, we see from (3.3), it needs to seek a convenient
method for obtaining the new wave function from a known wave
function corresponding to a known solution of equation (1.19)
so as to avoid the difficulty of solving the AKNS system
(1.1)-(1.2). To this end, we will seek a gauge transformation G
of the wave function (1.3) which takes the wave function
corresponding to the known solution u in (3.2) to a new wave
corresponding to the new solutionfunction
u' (See [3], [4] for other gauge transformations). With this in
mind, we proceed to construct such a G through the following
three steps:
(i) In view of (1.19), (2.6), (2.10) and (2.18), we
construct a gauge transformation S, which connects the AKNS
system (1.1)-(1.9), denoted by L, (u), to a second linear
system L2 (v) with equation (2.10) as its integrability
condition;
(ii) Exploiting the oddness of equation (2.10), we determine
a second gauge transformation S2 which maps L2 (v) to a third
linear system L3 (-v) with the equation
(4.1)
as its integrability condition. Obviously, equation (4.1)
is the same as equation (2.10);
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(iii) Finally, equation (3.1) leads us to construct a gauge
transformation S3 which transforms L3 (-v) to L,(u') with
u' in (3.1) as its potential function.
Then we combine the S1, S2, S3 together to obtain the
gauge transformation G:
(4.2)
which amounts to taking L,(u) to L,(u'). These steps can be
depicted by the following diagram:
(4.3)
Let u be a known solution of the ho-KdV equation (1.19) and
in (1.3) be the corresponding wave function, then u and
satisfy all the relations (1.1)-(1.20), and by (2.5) we have the
function v which, as we know, is a solution of the n2 -ho-KdV
equation (2.10). Moreover u and v satisfy (2.6). Now, let
S, be a 2 X 2 matrix defined as
(4.4)
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Consider the following transformation
(4.5)
where the components of. are denoted by
(4.6)
Then (4.5) will transform the linear system (1.1)-(1.8) into






where HOB, is defined in (2.19). In the derivation of (4.10),
we have made use of (1.13), (1.14) and (2.8). The system
(4.7)-(4.10) is compatible, that is, the matrices V and W
(4.11)




But (4.12) holds because of (2.10). This shows that (2.10)
is the integrability condition of the system (4.7)-(4.10).
Therefore the system (4.7)-(4.10) is the linear system L2(v)
which we want to construct and the matrix (4.4) is the gauge
which transforms the system L,(u) in (1.1)-(1.9) to the
system L2(v) in (4.7)-(4.10). Refering to theorem 2, we
state this result as
Theorem 5. Let u be a solution of equation (1.19) and
let v be related by u as (2.6). Then (4.5) is a gauge
transformation which transforms the system (1.1)-(1.9) into the
system (4.7)-(4.10) and the equation (2.10) is the integrability
condition of the system (4.7)-(4.10).
The inverse of this theorem is also true, since the gauge S,
in (4.4) is invertible.
Theorem 6. Let v be a solution of the equation (2.10), let
u be determined by v in (2.6) and let C be determined by
(1.16), (1.17) and (1.21). Then the gauge transformation
(4.13)
transforms the linear system (4.7)-(4.10) into the linear
system (1.1)-(1.9) and equation (1.19) is the integrability
condition of the system (1.1)-(1.9).
Next we introduce two linear systems which are related to
systems (1.1)-(1.9) and (4.7)-(4.10).








We take the function u' in (4.17) and (4.18) to be the function
defined in (3.1), that is, it satisfies the ho-KdV equation
(1.19), therefore the C' in (4.19) must satisfy similar
condition as the C in (1.8) does. Obviously, we have
(4.19)
since u' in (3.1) is obtained from (2.6) by changing v
into -v.








We take the function v in (4.23) and (4.24) to be the function
defined in (2.5), that is, v together with u' satisfy the
equation (3.1). Obviously, the linear systems (4.14)-(4.18) and
(4.20) to (4.24) are obtained from the linear systems
(1.1)-(1.9) and (4.7)-(4.10) respectively by changing all the
signs in front of v, viz v is replaced by - v. Therefore,
by theorem 6, taking all the v's there as -v, and by the
oddness of Mm, in (2.27) and (2.10), a gauge transformation
S3 which transforms the wave function in (4.22) into




and is obtained from S, in (4.4) by changing all v in S,
into - v and then taking inverse.
Finally we show that there exists a gauge transformation which
transforms the system (4.6)-(4.10) into system (4.20)-(4.24).
36







where is defined in (4.4), and ao, bo, ca and do ar(
.onstants which are chosen such that
(4.32)
We prove that S 3 is a gauge-which transforms the wave function
in (4.7) and (4.8) into the wave function in (4.20) and
(4.21):
(4.33)









Substitute (4.9), (4.27), (4.37) and (4.38) into the right hand
side of (4.34) and simplify the expression, it leads to the
matrix V' in (4.23), that is, (4.34) holds.
Next we check (4.35). By (4.4), (2.8) and (2.19), we have
(4.39)
(4.40)
(4.40)Changing v into -v in (4.40) and using (2.26)
leads to
(4.41)
with respect to t and usingTaking derivative in
(4.42)
Substituting (4.10), (4.27), (4.37) and (4.42) into the right
hand side of (4.35) gives the matrix W' in (4.24), that is,
the equality (4.35) holds.
Thus, (4.27)-(4.33) is the gauge transformation which we
want to seek as mentioned in (ii), and (4.20)-(4.24) is the
38
linear system L3 (-v).
Now, we combine (4.5), (4.33) and (4.25) together so that
(4.43)
(4.44)
then G is the gauge that we are looking for, it transforms a
wave function in the AKNS system (1.1)-(1.8) corresponding to
a known solution u of the ho-KdV equation (1.19) to another
wave function in the AKNS system (4.14)-(4.18) corresponding
to a new solution u' of the equation (1.19) defined by (3.1)
or (3.2). Substituting (4.26), (4.27) and (4.4) into (4.44),
we get an explicit expression for G:
(4.45)
where a, b, c and d are defined in (4.28)-(4.31).
5. Auto-Backlund transformation for the dependent higher
order modified KdV equation
The original object of constructing a gauge transformation
for the wave function is to seek a convenient method for
obtaining the function v defined by (2.5). Now, by using the
Let
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gauge transformation (4.45) we can derive a formula which
connects the two adjacent v and v'. Suppose that v is
known, obtained from a known wave function by
(2.5), then we construct the gauge G in (4.45) and obtain the
successive wave function by gauge transformation:
(5.1)
Substitute (4.45) into (5.1) and by (2.5) we have
(5.2)
Dividing simultaneously the numerator and denominator of the
fraction (5.2) by and using (2.5):
(5.3)






is a constant independent of x but may be a function of t.
We recall that the functions v's are solutions of equation
(2.10), therefore the formula (5.4) is, in fact, an auto
Backlund transformation for the ho-mKdV equation (2.10).
6. Applications
Having the formula (5.4), to obtain more new solutions of the
ho-KdV equation (1.19) from a known solution by using the
Backlund transformation (3.1) can be realized more easily.
Suppose that u, is a known solution of equation (1.19)
( we call it a seed solution), then, corresponding to this
solution we have a wave function solved from the AKNS
system (1.1)-(1.9), and by (2.5), we get a function v,. Then,
starting from this v, and using the Backlund trasformation
(5.4), we will obtain a hierarchy of v's:
(6.1)
By using (3.2) recurssively, corresponding to these v's,
we will obtain a hierarchy of solutions of the ho-KdV
equation:
(6.2)
This proccess can be depicted by the following diagram:
(6.3)
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This diagram is an improvement of that in (3.3). By this diagram
we see that in application of the Backlund transformation
(3.2) to find the hierachy of solutions of the ho-KdV equation
it needs only to solve one wave function in (1.1) and (1.2)
corresponding to the seed solution of the ho-KdV equation (1.19),
while the gauge transformation (4.45) only plays a role of tool
for deriving the auto Backlund transformation (5.4). Perhaps
(5.4) is a most meaningful result here.
Example. Solutions of second order KdV equation.
For n= 2, by (1.19) and (1.32) we get the second order KdV
equation as follows:
(6.4)
Substituting (1.17), (1.24) and (1.25) into (1.16) gives
(6.5)
while (6.5) into (1.13) and (1.14) gives
(6.6)
(6.7)
Now we apply the method established in the above to find the
solutions up to the 4th generation for the equation (6.4).
42
Obviously, equation (6.4) possesses a constant solution, denoted
by u, so we take u, as the seed solution of equation (6.4).






Now, (6.8)-(6.10) and (1.8) give
6.12





The solution of equation (6.13) is
(6.15)
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where .is a constant column vector. Denoting
(6.16)
then (6.15) leads to
(6.17)
Taking then we deduce that
(6.18)
Hence, from (2.5), we get
(6.19)






Putting (6.21) into (3.2), we construct the third solution of the
equation (6.4):
(6.22)
Repeating the application of the formulas (5.4) and (3.2) as
done above, we obtain the v_, as
(6.23)
(6.24)
and the fourth solution of the equation (6.4)
6.25
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Obviously, here we have also found three generations of solutions
of the second order 1I2 -mKdV equation, they are the functions
in (6.19), (6.21) and (6.23). By (2.13) and (2.10) for n= 2,




1. Shing-shen Chern and Chia-kuei peng, Lie Groups and KdV
equations, Manuscripta Math. 28, pp 207-217 (1979).
2. E.M. Jager and S. Spannenburg, Prolongation structures
and Backlund transformations for the matrix Korteweg-de Vries and
Boomeron equation, J.Phys. A: Math. Gen. 18 (1985) 2177-2189.
3. Sophocles J. Orfanidis, cr models of nonlinear evolution
eqautions, Physical Review D, Volume 21, number 6, 15 March
1980, pp 1513-1522.
4. M.Wadati and K.Sogo, Gauge Transformations in Soliton
Theory, Journal of the Physical Society of Japan, Vol.52, No.2,
February, 1983, pp. 394-398.


