In this article the concept of µ− monotonic property of interval valued function in higher dimension is introduced. Expansion of interval valued function in higher dimension is developed using this property. Generalized Hukuhara differentiability is used to derive the theoretical results. Several examples are provided to justify the theoretical developments.
Introduction
Importance of the study of uncertainty theory from theoretical point of view has been increased in recent years due to its application in several issues of image processing, control theory, decision making, dynamic economy, optimization theory etc. Due to the increasing in complexity of environment, change of climate and inherent nature of human thought, crisp values are insufficient to make real life decision making problems. In these uncertain environments, parameters of the mathematical models are accepted as uncertain, which are usually considered in linguistic sense or in probabilistic sense. However, it is not always convenient to build appropriate membership function and probability distribution function to handle the linguistic parameters and probabilistic parameters respectively. To avoid this difficulty, in recent times, the uncertain parameters are considered as intervals, where the upper and lower bounds of the parameters are estimated from the historical data. In that case, the functions involved in the model have bounded parameters and known as interval valued functions. Interval analysis plays an important role to handle these functions. Calculus of set valued function is based on generalized Hukuhara difference(gH-difference) which is explored in Refs. [1] [2] [3] [4] [5] [6] [7] . Since the interval valued function is a particular case of set valued function, so gH difference (⊖ gH ) is defined for two intervals and used in uncertainty theory including interval analysis, fuzzy set theory, interval optimization, interval differential equations etc.(see Refs. [8] [9] [10] [11] [12] [13] [14] ). So far, calculus of interval valued function is widely studied and applied in different types of mathematical models, but expansion of interval valued function remains an untouched area of research. The present contribution has addressed this gap to some extent. Rall [15] developed interval version of mean value theorem and Taylor's theorem using interval inclusion property and Gateaux type derivative. In this article, generalized Hukuhara difference is used to study the expansion of interval valued functions from R n to the set of intervals with the help of µ monotonic property. An interval valued functionf may be treated either as the image extension of a real valued function f : R n → R, represented byf (Â) = {f (x) : x ∈Â,Â is a closed interval vector} or as a function from R n to the set of intervals, whose parameters are intervals and arguments are real. For example, image extension of a real valued function f (x 1 , x 2 ) = 2x 1 +3x 2 over an interval vector (X 1 , X 2 ) = ( [1, 3] 
, where as an example of the second category interval function may bef (
Several numerical algorithms are designed using the concept of image extension of real valued functions to compute the rigorous bounds of approximate errors while solving system of equations, determining the bounds for exact value of integrals, and other scientific computations. For the existing literature in this area the readers may see Refs. [15] [16] [17] [18] [19] [20] . This article has focused on the second type interval valued functions (f from R n to the set of closed intervals), whose arguments are real variables and parameters are intervals.
Contribution of the paper is explored in different sections. Some notations and preliminaries on interval analysis are discussed in Section 2. µ− monotonic property of interval valued function of single variable is developed in the existing theory of interval analysis [21] . Using this concept, µ− monotonicity of interval valued function over R n is introduced in Section 3 and calculus of interval valued function over R n is revisited. In Section 4, expansion of interval valued functions in higher dimension is developed using the concept of previous section. Numerical examples are provided for the justification of the theoretical developments.
Some notations and preliminaries
Let I(R) be the set of all closed intervals on the real line R.â ∈ I(R) is the closed interval of the form [a, a] where a ≤ a. Spread of the intervalâ is denoted by µ(â), where µ(â) = a − a. For two points a 1 and a 2 ,(not necessarily a 1 ≤ a 2 ),â can be written aŝ
Any real number x can be expressed as a degenerate interval denoted byx,x = [x, x] or x.Î, whereÎ = [1, 1] .0 = [0, 0] = 0.Î denotes the null interval. Algebraic operation between two intervalsâ,b is defined asâ ⊛b = a * b|a ∈â, b ∈b , where * ∈ {+, −, ·, /}. Additive inverse in I(R), ⊕, ⊙ may not exist, that is,â ⊖â is not necessarily0 according to this approach. To overcome this difficulty, the gH difference between two intervals is defined by L. Stefanini [14] . Forâ,b ∈ I(R),
This is the most generalized concept of interval difference used in interval calculus so far. As per this difference, for the intervalsâ,b andĉ, ⊖ gHâ =0 ⊖ gHâ = (−1) ⊙â and
Product of an interval with a real number, product of an interval vector with a real vector and product of a real matrix with an interval vector are defined as follows which are used throughout the article.
For a real matrix
Some existing results on gH-differentiability( which are based on gH-difference) are provided in this section for the interval valued functionf on R and R n . Limit and continuity of an interval valued function are understood in the sense of metric structure of gH difference using Hausdorff distance between intervals as discussed in Ref. [14] .
Definition 1 (Stefanini and Bede [14] ). Generalized Hukuhara derivative off :
Definition 2 (R Osuna-Gómez et. al [22] ). For an interval valued functionf :
exists, then we say that the partial derivative off with respect to x i exists and the limiting value is denoted by
is called µ-decreasing in Ω.f is said to be monotonic in Ω if it is either µ-increasing or µ-decreasing in Ω.
increasing implies ⊖ gHf is also µ-increasing. An interval valued function may be neither
3 Calculus off : R n → I(R) using µ monotonic property µ-monotonic property of an interval valued function plays an important role while developing calculus of interval valued function in higher dimension. In the light of µ-monotonic property of interval valued function in single variable in [21] , we first focus on µ-monotonicity in higher dimension.
Considerf :
Definition 4 (Component-wise µ-monotonic property).f : R n → I(R) is said to be
• µ−decreasing in Ω with respect to i th component if µf (x)) ≥ µf (x : ih i ) whenever
• µ-monotonic with respect to x i if it is either µ-increasing or µ-decreasing with respect to i th component,
In a similar way other strictly µ monotonic properties can be defined.)
• non µ-monotonic with respect to i th component if eitherf is µ-increasing with respect to i th component when x i + h i < x i , h i < 0 and µ-decreasing with respect to i th component when x i < x i + h i , h i > 0, or µ-decreasing with respect to i th component when x i + h i < x i , h i < 0 and µ-increasing with respect to i th component when
Using this definition it is easy to show that if µf is differentiable at x (that is f and f are differentiable at x), thenf is µ-increasing or µ-decreasing at x with respect to i th component if
From Definition 2, one may note that existence of partial derivative of an interval valued function at a point may not guarantee the existence of partial derivatives of the lower and upper bound functions at that point.
One can easily check that
=â, where as
do not exist.
1. If
exists and
exists.
(a) Iff is non µ−monotonic with respect to i th component in nbd(x) and if the lateral partial derivatives of f and f respectively with respect to x i i.e.
Proof.
1.
(a)
Supposef is non µ-monotonic with respect to i th component. Thenf is µ-increasing (µ-decreasing) when x i + h i < x i , h i < 0 and µ-decreasing (µ-increasing) when
Similarly from (3), it is easy to verify that
iff is µ decreasing whenever
iff is µ increasing whenever
Sincef is non µ monotonic with respect to x i and (5) and (6),
Combining (4), (5) and (6),
Similarly, iff is µ-decreasing with respect to i th component then
Sincef is µ monotonic and
iff is µ− decreasing in Ω Hence the theorem follows.
Gradient of interval valued function at a point x ∈ R n is an interval vector and is denoted by
Following result is from Ref. [22] , the gH-differentiability off over R n .
Definition 5 (R Osuna-Gómez et. al [22] ). If all the partial derivatives off : R n → I(R) exist and continuous in the neighbourhood of x ∈ R n , thenf is gH-differentiable at x.
Following this definition, in the light of calculus of real valued function of several variables, the gH differentiability off : R n → I(R) may be restated in terms of interval valued error function. For a gH differentiable functionf : R n → I(R), partial derivatives off exists and there exists an interval valued error function
can be stated in following form. An interval valued functionf : R n → I(R) is gH differentiable at x ∈ R n if ∇f (x) ∈ (I(R)) n exists and there exists an interval valued error functionÊ x (h) ∈ I(R), h ∈ R n such that
or
hold for h < δ for some δ > 0 with lim h →0Ê
x (h) =0. This form will be useful to study the differentiability of composite interval valued function in next theorem.
, is an interval valued gH differentiable function at x 0 and u : R m → R n denoted by u(t) u 1 (t 1 , t 2 , · · · , t m ) u 2 (t 1 , t 2 , · · · , t m ) is differentiable at 'a' with Jacobian matrix Du(a) of order n × m. If x 0 = u(a) then the composite functionĜ f • u : R m → I(R) is gH differentiable at a, and ∇Ĝ(a) = Du(a) T ∇f (x 0 ).
Proof. Since x 0 = u(a), the composition functionΦ :=f • u : R m → I(R) is defined in the neighbourhood of a. For sufficiently small h ,
Sincef is gH-differentiable, from (7) and (8) there exists an error functionÊ x 0 (h) such thatŵ
hold for v < δ ′ with δ ′ > 0 where lim v →0Ê
x 0 (v) =0. Using Taylor's expansion for u at a,
for h < δ with δ > 0 where lim
Ignoring the error term, v ≈ Du(a)h. From (10) and (11),
hold. From (12) ,
From (9), (13) and (14),
HenceĜ is gH differentiable at a and from the above expression, ∇Ĝ(a) = Du(a) T ∇f (x 0 ).
Corollary 3.3.
In particular for m = 1 ( i.e. for u : R → R n ), the composite functionĝ
Proof of this result is straight forward from the above theorem.
Note 2. From Corollary 3.3, one may observe that the expression for g ′ (a) and g ′ (a) may not coincide with either the expression Du(a) T ∇f (x 0 ) or Du(a) T ∇f (x 0 ) in general. Under certain restrictions this condition may hold, which is discussed below.
1. Iff is µ increasing (decreasing) with respect to x i at x 0 ∀ i and u i is monotonically increasing (decreasing) at
2. Iff is µ decreasing (increasing) with respect to x i at x 0 ∀ i and u i is monotonically increasing (decreasing) at a ∀ i, then g ′ (a) = Du(a) T ∇f (x 0 ) and g ′ (a) = Du(a) T ∇f (x 0 ).
The basic idea in Theorem 3.1 can be extended to study the higher order partial derivative of interval valued function. also exist with respect to x j and
If
is µ increasing with respect to x j
is µ decreasing with respect to x j
Proof. The proof of this proposition directly follows from proof of Theorem 3.1.
The Hessian off (x) is an n × n interval matrix denoted by ∇ 2f (x) whose (ij) th component is an interval
f is µ decreasing with respect to x 1 and µ increasing with respect to x 2 . Therefore , both are µ decreasing with respect to x 1 and µ increasing with respect to x 2 .
Hence Hessian off at (−1,
Expansion of interval valued function 4.1 Expansion of interval valued function over R
From Definition 1, one may conclude thatf is n times gH differentiable at x if lim
exists. The limiting value is called the n th order gH derivative off at x and denoted bŷ f n (x). Proposition 2. Suppose g : R → R is a real valued differentiable function andf : R → I(R) be first order gH differentiable and µ monotonic function. Then (gf ) is gH differentiable and (gf )
Since g is differentiable, for sufficiently small h, g(x + h) and g(x) are of same sign.
Sincef is gH differentiable and µ-monotonic and g is differentiable, gf and gf are differentiable. Hence
In a similar way, it is easy to verify that lim h→0
Chalco et. al. [2] justified that the concept of gH difference is same as Markov difference(⊖ M ), introduced by S. Markov [23] in case of compact set of intervals. Therefore Theorem 7 and Theorem 9 from Ref. [21] can be restated in terms of gH difference as in Theorem 4.1 and Theorem 4.2 below. Theorem 4.1 is same as Theorem 7 of Ref. [21] and Theorem 4.2 is same as Theorem 9 of Ref. [21] , obtained by replacing Markov difference with gH difference. Hence the proofs are omitted. These two results are used for the theoretical developments in future part of this article.
Theorem 4.1 (S. Markov [21] ). Supposef ,ĝ : Ω ⊆ R → I(R) are µ-monotonic and gH differentiable in Ω.
(i) Iff andĝ are equally µ-monotonic (both are µ-increasing or µ-decreasing
(ii) Iff andĝ are differently µ-monotonic(one is µ-increasing and the other is µ-decreasing) Moreover consider an interval valued functionΦ :
Proof. In explicit form,Φ(t) can be written aŝ
Heref ,f ′ , · · · ,f n−1 ,f n exist and µ monotonic over ∆. α i (t) is differentiable in ∆, so using Proposition 2,φ i (t) is differentiable for each i. Hence differentiability ofΦ in nbd(a) follows from Theorem 4.1. Here two possible cases may arise. Case 1. Suppose for each i,φ i (t) are equally µ− monotonic in ∆. Assume that eachφ i (t) is µ increasing. In particular let n be even and n = 2. From (16), Φ(t) =f (t) ⊕ (x − t)f ′ (t). From Proposition 2 and Theorem 4.1,
Hence the theorem.
Corollary 4.4. Suppose there exists k > 0 and M > 0, such that for n sufficiently large,
|x−a| n (1−θ) n−1 (n−1)! kM n holds for any ξ ∈ nbd(a).
This implies (
as n → ∞ for each ξ ∈ nbd(a) and hence
If the condition of Corollary 4.4 is satisfied in Theorem 4.3 for sufficiently large n, then
Example 2. Consider the expansion off
Thereforef (x) is µ-increasing and also differentiable andf 
where L.S {a, x} is the line segment joining a and x.
Proof.f : Ω → I(R) and γ : [0, 1] → Ω. Since Ω is a convex subset of R n , for a, b ∈ Ω, a + t(b − a) with t ∈ [0, 1] must belongs to Ω.ĝ : [0, 1] → I(R) is defined byĝ(t) = f (γ 1 (t), γ 2 (t), · · · γ n (t)), where γ i (t) = a i + t(b i − a i ), ∀ i = 1, 2, · · · , n, t ∈ [0, 1]. By Corollary 3.3,ĝ is differentiable. Sincef gH differentiable up to order s soĝ is also differentiable up to order s. HenceΨ(t) exists. Thereforê − a i1 )...(x is − a is ) →0 as s → ∞.
Following result holds as a consequence of (19) and Corollary 4.6. 
Conclusion and future scope
In this article calculus of interval valued function is discussed using µ-monotonic property and composite mapping of interval valued function and real valued function is studied.
Expansions of interval valued function over R and R n are developed using composite mapping and gH diffentiability. This expansion can provide a powerful tool for developing algorithms for solution of system of equation, least mean square problems with interval parameters, which may be considered as the future scope of the present contribution.
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