In this paper, we develop a Jacobi-Gauss-Lobatto collocation method for solving the nonlinear fractional Langevin equation with three-point boundary conditions. The fractional derivative is described in the Caputo sense. The shifted Jacobi-Gauss-Lobatto points are used as collocation nodes. The main characteristic behind the Jacobi-Gauss-Lobatto collocation approach is that it reduces such a problem to those of solving a system of algebraic equations. This system is written in a compact matrix form. Through several numerical examples, we evaluate the accuracy and performance of the proposed method. The method is easy to implement and yields very accurate results.
Introduction
Many practical problems arising in science and engineering require solving initial and boundary value problems of fractional order differential equations (FDEs), see [, ] and references therein. Several methods have also been proposed in the literature to solve FDEs (see, for instance, [-]). Spectral methods are relatively new approaches to provide an accurate approximation to FDEs (see, for instance, [-]).
In this work, we propose the shifted Jacobi-Gauss-Lobatto collocation (SJ-GL-C) method to solve numerically the following nonlinear Langevin equation involving two fractional orders in different intervals:
subject to the three-point boundary conditions
where Due to high order accuracy, spectral methods have gained increasing popularity for several decades, especially in the field of computational fluid dynamics (see, e.g., [] and the references therein). Collocation methods have become increasingly popular for solving differential equations; also, they are very useful in providing highly accurate so- The main concern of this paper is to extend the application of collocation method to solve the three-point nonlinear Langevin equation involving two fractional orders in different intervals. It would be very useful to carry out a systematic study on Jacobi-GaussLobatto collocation method with general indexes (α, β > -). The fractional Langevin equation is collocated only at (N -) points; for suitable collocation points, we use the (N -) nodes of the shifted Jacobi-Gauss-Lobatto interpolation (α, β > -). These equations together with the three-point boundary conditions generate (N + ) nonlinear algebraic equations which can be solved using Newton's iterative method. Finally, the accuracy of the proposed method is demonstrated by test problems.
The remainder of the paper is organized as follows. In the next section, we introduce some notations and summarize a few mathematical facts used in the remainder of the paper. In Section , the way of constructing the Gauss-Lobatto collocation technique for fractional Langevin equation is described using the shifted Jacobi polynomials; and in Section  the proposed method is applied to some types of Langevin equations. Finally, some concluding remarks are given in Section .
Preliminaries
In this section, we give some definitions and properties of the fractional calculus (see, e.g.,
[, , ]) and Jacobi polynomials (see, e.g., [-]).
where m is an integer number and D m is the classical differential operator of order m.
For the Caputo derivative, we have
We use the ceiling function μ to denote the smallest integer greater than or equal to μ and the floor function μ to denote the largest integer less than or equal to μ. Also N = {, , . . .} and N  = {, , , . . .}. Recall that for μ ∈ N , the Caputo differential operator coincides with the usual differential operator of an integer order. Let α > -, β > - and P (α,β) k (x) be the standard Jacobi polynomial of degree k. We have that
Besides,
β , then we define the weighted space L  w (α,β) (-, ) as usual, equipped with the following inner product and norm:
The set of Jacobi polynomials forms a complete L  w α,β (-, )-orthogonal system, and
By virtue of (), we have that
way, with the following inner product and norm:
The set of shifted Jacobi polynomials is a complete L
over, due to (), we have
For α = β one recovers the shifted ultraspherical polynomials (symmetric shifted Jacobi polynomials) and for
, α = β = , the shifted Chebyshev of the first and second kinds and shifted Legendre polynomials respectively; and for the nonsymmetric shifted Jacobi polynomials, the two important special cases α = -β = ±   (shifted Chebyshev polynomials of the third and fourth kinds) are also recovered.
Shifted Jacobi-Gauss-Lobatto collocation method
In this section, we derive the SJ-GL-C method to solve numerically the following model problem:
where
, λ is a real number, s  , s  , s  are given constants and f (x, u) is a given nonlinear source function. For the existence and uniqueness of solution of ()-(), see [] . The choice of collocation points is important for the convergence and efficiency of the collocation method. For boundary value problems, the Gauss-Lobatto points are commonly used. It should be noted that for a differential equation with the singularity at x =  in the interval [, L] one is unable to apply the collocation method with Jacobi-GaussLobatto points because the two assigned abscissas  and L are necessary to use as a two points from the collocation nodes. Also, a Jacobi-Gauss-Radau nodes with the fixed node x =  cannot be used in this case. In fact, we use the collocation method with JacobiGauss-Lobatto nodes to treat the nonlinear Langevin differential equation; i.e., we collocate this equation only at the (N -) Jacobi-Gauss-Lobatto points (, L). These equations http://www.boundaryvalueproblems.com/content/2012/1/62 together with three-point boundary conditions generate (N + ) nonlinear algebraic equations which can be solved.
Let us first introduce some basic notation that will be used in the sequel. We set
We next recall the Jacobi-Gauss-Lobatto interpolation. For any positive integer N , S N (, L) stands for the set of all algebraic polynomials of degree at most N . If we denote by x
, to the nodes and Christoffel numbers of the standard (shifted) Jacobi-Gauss-Lobatto quadratures on the intervals (-, ), (, L) respectively. Then one can easily show that
We introduce the following discrete inner product and norm:
L,N,j are the nodes and the corresponding weights of the shifted JacobiGauss-quadrature formula on the interval (, L) respectively.
Due to (), we have
Thus, for any u ∈ S N (, L), the norms u w Associating with this quadrature rule, we denote by I
the shifted Jacobi-Gauss interpolation,
The shifted Jacobi-Gauss collocation method for solving ()-() is to seek u N (x) ∈ S N (, T), such that
We now derive an efficient algorithm for solving ()-(). Let 
Here, the fractional derivative of order μ in the Caputo sense for the shifted Jacobi polynomials expanded in terms of shifted Jacobi polynomials themselves can be represented formally in the following theorem.
Theorem . Let P (α,β)

L,j (x) be a shifted Jacobi polynomial of degree j, then the fractional derivative of order ν in the Caputo sense for P
Proof This theorem can be easily proved (see Doha et al. [] ). In practice, only the first (N + )-terms shifted Jacobi polynomials are considered, with the aid of Theorem . (Eq. ()), we obtain from () that
() http://www.boundaryvalueproblems.com/content/2012/1/62 Also, by substituting Eq. () in Eq. () we obtain
To find the solution u N (x), we first collocate Eq. () at the (N -) shifted Jacobi-GaussLobatto notes, yields
Next, Eq. (), after using () and (), can be written as
The scheme ()-() can be rewritten as a compact matrix form. To do this, we introduce the (N + ) × (N + ) matrix A with the entries a kj as follows:
Also, we define the (N + ) × (N + ) matrix B with the entries:
and the (N -) × (N + ) matrix C with the entries:
Further, let a = (a  , a  , . . . , a N ) T , and
T,N-,k ) is the kth component of Ca. Then we obtain from ()-() that
or equivalently
Finally, from (), we obtain (N + ) nonlinear algebraic equations which can be solved for the unknown coefficients a j by using any standard iteration technique, like Newton's iteration method. Consequently, u N (x) given in Eq. () can be evaluated.
Remark . In actual computation for fixed μ, ν and λ, it is required to compute (A + λB)
- only once. This allows us to save a significant amount of computational time.
Numerical results
To illustrate the effectiveness of the proposed method in the present paper, two test examples are carried out in this section. Comparison of the results obtained by various choices of Jacobi parameters α and β reveal that the present method is very effective and convenient for all choices of α and β. We consider the following two examples.
Example  Consider the nonlinear fractional Langevin equation
subject to three-point boundary conditions:
The analytic solution for this problem is not known. In Table  we introduce the approximate solution for ()-() using SJ-GL-C method at α = β =  and N = . The http://www.boundaryvalueproblems.com/content/2012/1/62 Table 1 Example  In this example we consider the following nonlinear fractional Langevin differential equation
subject to the following three-point boundary conditions:
The exact solution of this problem is u(x) = -x ν+μ + x  -x  . http://www.boundaryvalueproblems.com/content/2012/1/62 
Conclusion
An efficient and accurate numerical scheme based on the Jacobi-Gauss-Lobatto collocation spectral method is proposed for solving the nonlinear fractional Langevin equation. The problem is reduced to the solution of nonlinear algebraic equations. Numerical examples were given to demonstrate the validity and applicability of the method. The results show that the SJ-GL-C method is simple and accurate. In fact, by selecting a few collocation points, excellent numerical results are obtained. 
