Abstract. This study is on the role of synchronous and asynchronous dispersals in a discrete-time single-species population model with dispersal between two patches, where predispersal dynamics are compensatory or overcompensatory and dispersal is synchronous or asynchronous or mixed synchronous and asynchronous. It is known that single-species dispersal-linked population models behave as singlespecies single-patch models whenever all predispersal local dynamics are compensatory and dispersal is synchronous. However, the dynamics of the corresponding model connected by asynchronous and mixed synchronous-asynchronous dispersals depend on the dispersal rates, intrinsic growth rates, and the parameter that models the possible modes of dispersal. The species becomes extinct on at least one patch when the asynchronous dispersal rates are high, while it persists when the rates are low. In mixed synchronous-asynchronous systems, depending on the model parameters, the pioneer species either becomes extinct on all patches or persists on all patches. Overcompensatory predispersal dynamics with synchronous dispersal can lead to multiple attractors with fractal basin boundaries. However, the associated models with either asynchronous or mixed synchronous and asynchronous dispersals exhibit multiple attractors with fewer numbers of distinct attractors. That is, the long-term dynamics of synchronous dispersal-linked systems can be more sensitive to initial population sizes than that of the corresponding asynchronous and mixed synchronous-asynchronous systems. Also, synchronous, asynchronous, and mixed synchronous-asynchronous dispersals can "stabilize" the local patch dynamics from overcompensatory to compensatory dynamics. In our mixed synchronous-asynchronous model, the dominant mode of dispersal usually drives the dynamics of the full system.
Introduction.
In host-parasite systems, the timing of density effects and parasitism can have a profound impact on the population dynamics [35] . Doebeli made a similar observation in a two-patch, single-species, dispersal-linked model of coupled Smith-Slatkin difference equations. He showed that differences in the timing of reproduction and dispersal enhance the stabilizing effect of dispersal [7] . Hastings [22] , Gyllenberg, Söderbacka, and Ericsson [17] , Doebeli [7, 8] , Gonzalez-Andújar and Perry [15] , and Castillo-Chavez and Yakubu [5, 44] have studied single-species discrete-time dispersal-linked models that implicitly assume no difference in the timing of reproduction and dispersal (dispersal synchrony). Their work showed that the interaction between local dynamics and symmetric synchronous dispersal can lead to the replacement of chaotic local dynamics by periodic dynamics for some initial population sizes.
In this paper, we introduce a single-species two-patch dispersal-linked model where predispersal dynamics are compensatory (equilibrium dynamics) or overcompensatory (oscillatory dynamics) and dispersal is synchronous or asynchronous or mixed synchronous and asynchronous [2, 3, 39, 44, 45] . The novelty of our model is in the embedding of synchronous and asynchronous models into a single framework. Depending on a single continuous parameter, the model is capable of exhibiting synchronous dispersal, asynchronous dispersal, and mixed synchronous and asynchronous dispersals. Under dispersal synchrony (that is, where there is no asynchronous dispersal), our model reduces to that of Hastings [22, 23] , Gyllenberg, Söderbacka, and Ericsson [17] , Doebeli [7, 8] , and Castillo-Chavez and Yakubu [5, 44] , whereas it reduces to a model of Doebeli when dispersal is asynchronous (that is, where there is no synchronous dispersal) [7, 8] .
A large number of researchers have carried out extensive studies on the interplay between local dynamics and dispersal in dispersal-linked models. Early work on this was done by Cohen and Levin [6] , Gadgil [14] , Hastings [23] , Levin [27, 28] , Levin and Paine [29] , and Levins [30, 31] , and later work was done by Allen [1] , Doebeli [7] , Doebeli and Ruxton [8] , Earn, Levin, and Rohani [9] , Gonzalez-Andújar and Perry [15] , Gyllenberg, Söderbacka, and Ericsson [17] , Hanski [18] , Hanski and Gilpin [19] , Hastings [22] , and Castillo-Chavez and Yakubu [4, 5, 44] . In this paper, we focus on the impact of synchronous and asynchronous modes of dispersals on local populations with discrete nonoverlapping generations [7, 8, 9, 15, 17, 22, 44] . In particular, we extend Doebeli's idea that the detailed timing of dispersal can affect the global dynamics of dispersal-linked systems [7, 8] .
We review, in section 2, the impact of compensatory and overcompensatory dynamics on "unstructured" single-species, single-patch discrete-time models. The Beverton-Holt [2, 3, 4, 5, 11, 12, 13, 20, 21, 38] , bobwhite quail "hump-with-tail" [10, 44] , Ricker [4, 7, 8, 22, 24, 25, 32, 33, 34, 35, 36, 37, 40, 44, 45] , and Smith-Slatkin [20, 36, 41, 45] models are used to describe either compensatory or overcompensatory dynamics. Only pioneer species are considered (pioneer species are species that persist at very small population sizes when left in isolation with no outside interference) [11, 12, 13] .
In section 3, three basic single-species dispersal-linked models consisting of two subpopulations (with nonoverlapping generations) connected by one of the three modes of dispersals (synchronous, asynchronous, and mixed synchronous-asynchronous dispersals) are introduced. To understand the behavior of the mixed synchronous-asynchronous model, in section 4, we review prior work on the model with dispersal synchrony. Single-species dispersal-linked population models under the same qualitative local compensatory dynamics are known to behave as single-patch systems whenever dispersal is synchronous [5, 44] . When predispersal local dynamics are overcompensatory, dispersal synchrony can fracture the basins of attraction through its support of multiple attractors. We highlight, in section 4, the possible structures of the coexisting attractors where local populations (in the absence of dispersal) live on either a preselected n-cycle attractor or a chaotic attractor (overcompensatory dynamics). Hastings and others have observed similar multiple attractors in synchronous models [4, 5, 22, 44] .
The model under dispersal asynchrony is studied in sections 5 and 6. We show, in section 5, that the dynamics of the full system depend on the asynchronous dispersal rates. The species becomes extinct on at least one patch when asynchronous dispersal rates are high, while it persists when the rates are low. In sharp contrast to dispersal synchrony, dispersal asynchrony impacts compensatory local dynamics [7, 23, 28, 29] .
The difference in the timing of reproduction and dispersal enlarges the asynchrony of interactions, and Doebeli predicted the "likelihood" of simple system dynamics due to asynchronous dispersal [7] . In general, dispersal can give rise to multiple attractors with interesting basin structures, whenever the local patch dynamics are overcompensatory [4, 5, 7, 9, 16, 19, 22, 26, 44] . In section 6, several examples are introduced to show that dispersal-linked models with "unstructured" overcompensatory predispersal patch dynamics connected by asynchronous symmetric or asymmetric dispersal support multiple attractors with a smaller number of distinct attractors than the corresponding model under dispersal synchrony. We use MATLAB and the Dynamics software of Nusse and Yorke to study the differences among the structures of the attractors and the differences between the synchronous and asynchronous cases [39] . Our results show that asynchronous dispersal can stabilize or shift the predispersal local dynamics from an attracting period four to a period two or to a fixed point or to a limit cycle attractor. That is, both synchronous and asynchronous dispersals can generate period-doubling reversals in dispersal-linked models under overcompensatory dynamics.
Models under mixed synchronous-asynchronous dispersals are studied in sections 7, 8, and 9. As in synchronous models, in mixed models, the pioneer species either persists on all patches or becomes extinct on all patches. In section 7, we derive conditions for the extinction (respectively, persistence) of the species on all patches. Mixed synchronous-asynchronous systems under compensatory and overcompensatory local dynamics are studied in sections 8 and 9, respectively. When the local dynamics are overcompensatory, mixed models exhibit multiple attractors with a smaller number of distinct attractors than the corresponding model under dispersal asynchrony. Section 10 discusses some possible implications of the results of this paper, and relevant mathematical details of all technical terms are collected in the appendix.
Predispersal local patch dynamics.
In this section, we review single-species discretetime population models without dispersal. As in [7, 22, 44] , the equation for the local dynamics in each Patch i ∈ {1, 2} at generation t after reproduction but before dispersal is modeled by (1) x
where x i (t) denotes the population size and the per capita growth functions, g i : [0, ∞) → (0, ∞) are assumed to be strictly decreasing, positive, and twice differentiable (C 2 on [0, ∞)), where g i (0) > 1 and lim x i →∞ g i (x i ) < 1. System (1) is a discrete-time, single-species, population model with two (uncoupled) patches. It describes the population dynamics of pioneer species [4, 5, 11, 12, 13, 44] . Predispersal Patch i local reproduction function f i (x i ) = x i g i (x i ) describes the local dynamics of the species, where x i is the measure of the size of the population in the patch. Each f i has a unique positive fixed point denoted by X i . Since g i is a strictly decreasing continuous function, f i (x i ) > x i whenever 0 < x i < X i and f i (x i ) < x i whenever x i > X i . Consequently,
is a global attractor. That is, every initial population eventually reaches a limit in I i .
We focus on two types of local dynamics-compensatory and overcompensatory dynamics. Definition 1. Patch i predispersal local dynamics are compensatory whenever all positive population sizes approach the positive equilibrium at X i monotonically under f i iterations [4, 38, 44] . Definition 2. Patch i predispersal local dynamics are overcompensatory whenever some positive population sizes "overshoot" the positive equilibrium at [4, 38, 44] .
If f i increases monotonically from zero with the rate of increase slowing down as x i gets large, then all population sizes "undershoot" the globally attracting positive equilibrium, and by Definition 1 Patch i local dynamics are compensatory. The Beverton-Holt stock recruit-
, portrays compensatory dynamics in Patch i whenever a i > 1 and b i > 0 [4, 44, 45] . If f i is an orientation-reversing one-hump map with a stable positive fixed point (respectively, an unstable positive fixed point), then the return to the stable fixed point takes the form of damped oscillations (respectively, the local behavior near the unstable fixed point takes the form of divergent oscillations), and by Definition 2 Patch i dynamics are overcompensatory. Whenever r i > 1 and f i is Ricker's model, f i (x i ) = x i exp(r i − x i ), then the dynamics in Patch i are overcompensatory [2, 3, 4, 5, 7, 8, 9, 10, 11, 12, 13, 20, 21, 22, 32, 33, 34, 35, 36, 37, 38, 39, 40, 44, 45] . In general, f i supports either an n-cycle (nonchaotic) attractor with n > 1 or a chaotic (interval) attractor whenever Patch i dynamics are overcompensatory and the positive fixed point is unstable.
A detailed description of functions under compensatory or overcompensatory dynamics requires the introduction of the concept of an α-monotone concave map. [4, 38, 44] .
Patch i population is under compensatory dynamics at population sizes in the interval [0, α) whenever f i is an α-monotone concave map with a unique positive fixed point in the open interval (0, α) (see [44, Definition 3] ). The bobwhite quail "hump-with-tail" model [2, 36, 42, 44] ).
3. Synchronous and asynchronous dispersal-linked two-patch model. Hastings [22] , Gyllenberg, Söderbacka, and Ericsson [17] , Doebeli [7, 8] , Yakubu and Castillo-Chavez [44] , and others have studied discrete-time single-species dispersal-linked population models that implicitly assume that the timing of reproduction and dispersal do not differ from patch to patch. A two-patch version of these models with dispersal synchrony is given by the following system of coupled nonlinear difference equations:
In system (2), reproduction occurs prior to dispersal within each generation and in each patch. After reproduction, the constant fraction d 1 ∈ (0, 1) of the population disperses from Patch 1 to Patch 2 while the constant fraction d 2 ∈ (0, 1) disperses from Patch 2 to Patch 1.
Doebeli, in 1995, studied a simple two-patch discrete-time model of coupled Smith-Slatkin single-species ecological models where the timing of reproduction and dispersal differs from patch to patch. In Doebeli's two-patch model, in each generation reproduction occurs in Patch 1 first, followed by the dispersal, from Patch 1 to Patch 2, of the fraction d 1 of the population. As a result, Patch 2 population experiences the effects of its own density as well as that of the newly dispersed individuals from Patch 1 to Patch 2. In Patch 2, the fraction d 2 of the population disperses from Patch 2 to Patch 1 after reproduction [7] . The dynamics of the two-patch system under asynchronous dispersal are then described by the following system of coupled nonlinear difference equations:
. In Doebeli's simple model with dispersal asynchrony, at the next generation, the population size in Patch 1 is increased by the dispersal from Patch 2. However, unlike the Patch 1 population size, the population size in Patch 2 at the next generation is not increased by the dispersal from Patch 1. By their own nature, such simple models do not incorporate many of the important biological factors. However, they often provide useful insights to help our understanding of complex processes.
To embed synchronous and asynchronous dispersals into a single framework, we let the constant parameter γ ∈ [0, 1] span the range of possible modes of dispersal, where γ = 0 implies synchronous dispersal, γ = 1 implies asynchronous dispersal, and γ ∈ (0, 1) implies mixed synchronous and asynchronous dispersal. This leads to the following equations describing the dispersal phase:
where
Unlike Doebeli's model, in models (2) and (4), at the next generation the population size in Patch 1 is increased by the dispersal from Patch 2, while that of Patch 2 is increased by the dispersal from Patch 1. In each generation, reproductions in Patch 2 of models (3) and (4) experience crowding from the dispersal from Patch 1.
The vector of population densities
Then F t is the dispersal-linked function composed with itself t times. F t i (x) is the ith component of F t evaluated at the point x in R 2 + . In system (4), F t gives the population densities in generation t.
When γ = 0 (respectively, γ = 1), dispersal is synchronous (respectively, asynchronous), and system (4) reduces to system (2) (respectively, system (3)). Dispersal is symmetric when In system (4), there is no population explosion. Lemma 1. In system (4), the positive cone is positively invariant and no point has an unbounded orbit.
Dispersal synchrony in two-patch models.
In this section, we consider system (4) with only dispersal synchrony (that is, system (2) or system (4) with γ = 0). Others have studied synchronous dispersal models, and in this section we review some of these prior works. When all local dynamics are compensatory, Yakubu and Castillo-Chavez proved that system (2) supports a positive equilibrium that attracts all positive initial population sizes [44] . That is, when all local dynamics are compensatory, the qualitative dynamics of system (2) with symmetric or asymmetric synchronous dispersal between patches is qualitatively equivalent to those of each of the local single patches before dispersal. With synchronous symmetric dispersal and symmetric initial population sizes, system (2) behaves as a single patch system whenever the local reproduction functions are identical (f 1 = f 2 ) and the predispersal local dynamics are either compensatory or overcompensatory.
In 1993, Hastings [22] and Gyllenberg, Söderbacka, and Ericsson [17] used two identical logistic difference equations in system (2) with parameters in the chaotic regime to illustrate that synchronous dispersal-linked population models are capable of supporting multiple attractors with complicated attraction-basin boundaries. In a recent paper, Yakubu and Castillo-Chavez studied the role of synchronous dispersal in generating multiple attractors where local dynamics are overcompensatory [44] . They focused on situations where the local populations (in the absence of dispersal) live on either a preselected n-cycle attractor or a chaotic attractor. Yakubu and Castillo-Chavez supported the results of Hastings and obtained that synchronous dispersal can force the preselected (chaotic or nonchaotic) attractor to coexist with one or more "new" attractors (multiple attractors). Example 1 illustrates multiple attractors in system (2) with synchronous symmetric dispersal, where the local dynamics are governed by the Ricker model. In Example 1, we choose the values of the parameters so that the predispersal local dynamics and the full system dynamics under synchronous symmetric dispersal are as listed in Table 1 .
Example 1. Consider system (2) with the Ricker model
for each i ∈ {1, 2}. Set the following parameter values: The predispersal local dynamics in Example 1,
, have a stable positive fixed point at X i = r i whenever 0 < r i < 2 [44] . As r i is increased past 2, the fixed point X i undergoes a period-doubling bifurcation route to chaos [33, 34, 35, 39] . In Example 1, the predispersal identical local patches are on a 2-cycle attractor (overcompensatory dynamics), and the full system with symmetric dispersal supports multiple attractors-a symmetric 2-cycle attractor coexisting with an asymmetric 2-cycle attractor (see Figure 1 and Table 1 ). To study the impact of increasing the identical intrinsic growth rates, r = r 1 = r 2 , the symmetric dispersal rates are kept fixed at d 1 = d 2 = 0.03 while r is increased past 2.52. When r ∈ (2.53, 2.59), the predispersal identical local patches are on a 4-cycle attractor, and the full system with symmetric dispersal supports two coexisting attractors consisting of a symmetric 4-cycle attractor and an asymmetric 2-cycle attractor (see Table 1 ). At r ∈ (2.6, 2.65), the predispersal identical local patches are on a 4-cycle attractor, while the full system with symmetric dispersal supports three coexisting attractors consisting of a symmetric 4-cycle attractor, an asymmetric 4-cycle attractor, and an asymmetric 2-cycle attractor (see Table 1 ). For values of r ∈ (2.66, 2.68), the predispersal identical local patches are on an 8-cycle attractor, and the full system with symmetric dispersal supports three coexisting attractors consisting of a symmetric 8-cycle attractor, an asymmetric 4-cycle attractor, and an asymmetric 2-cycle attractor (see Table 1 ). At r ∈ (2.69, 2.6901), the predispersal identical local patches are on a 16-cycle attractor, while the full system with symmetric dispersal supports four coexisting attractors consisting of a symmetric 16-cycle attractor, an asymmetric 8-cycle attractor, an asymmetric 4-cycle attractor, and an asymmetric 2-cycle attractor (see Table 1 ). When r ∈ (2.695, 2.701), the predispersal identical local patches are on a chaotic attractor, and the full system with symmetric dispersal supports four coexisting attractors consisting of a symmetric chaotic attractor, a period-2 limit cycle attractor, an asymmetric 4-cycle attractor, and an asymmetric 16-cycle attractor (see Figure 2 and Table 1 ).
The qualitative structure and number of the attractors in dispersal-linked population models are the result of a complex interaction between the dispersal rate and predispersal local patch dynamics. The basins of attraction, the set of all population sizes that eventually settle into an attractor under iteration, may provide critical information on a variety of issues including the final attractor observed. In Example 1, the Dynamics software of Nusse and Yorke is used to study the nature of the basins of attraction of the multiple attractors in Figures 1 and 2 [39] . As in [44] , Figures 3 and 4 highlight that the basins of attraction become thinner and their boundaries exhibit increasing fractal structures as the number of attractors increases or as the period of the attractors increases. Figures 1, 2, 3 , and 4, only synchronous symmetric dispersal is assumed. To illustrate the impact of synchronous asymmetric dispersal on Figure 1 , we keep the parameters fixed at r = 2.1 and d 1 = 0.03, while d 2 is varied continuously between 0 and 1 (see Figure 5 ). The full system stabilizes or shifts from the two coexisting 2-cycle attractors to a single 2-cycle attractor (saddle-node bifurcation reversal) or to a single fixed point attractor (period-doubling reversal). Similarly, when the predispersal local dynamics are chaotic, asymmetric dispersal synchrony can change the number and nature of the coexisting attractors. For example, when r = 2.7, d 1 = 0.03, and d 2 = 0.7, the full system appears to support a single attractor, an attracting fixed point at (4.308, 1.513) where the predispersal local dynamics are chaotic (see Figure 6 ). 
Asymmetric dispersal synchrony. In

Dispersal asynchrony in two-patch models.
The work of Doebeli shows the dependence of the dynamics of dispersal-linked models on asynchronous dispersal rates where the predispersal local dynamics are chaotic (overcompensatory dynamics) and are governed by the Smith-Slatkin model [7] . In this section, we consider system (4) with only dispersal asynchrony (that is, system (3) or system (4) with γ = 1), where the predispersal dynamics are noncyclic (compensatory), cyclic, and chaotic (overcompensatory). Next, we show that the species becomes extinct (respectively, persists) on at least one patch when the asynchronous dispersal rates are high (respectively, low). We collect these in the following result. Theorem 1. In system (3), we have the following: (ii) ( 
) is unstable and there is no catastrophic extinction of the species in both Patches
is globally asymptotically stable. Hence, the species becomes extinct in both Patches 1 and 2. vector can be obtained if one assumes the persistence of the species in Patch 2 where the asynchronous dispersal rates are low and the local dynamics are compensatory. To illustrate this in the simplest setting, we assume that the predispersal Patch 1 local population has reached the positive equilibrium X 1 , and we let f 1 (x 1 ) ≡ X 1 [43, 46] . Then system (3) reduces to the system (5)
If the dispersal rate from Patch 2 to Patch 1 is low, then system (5) supports a globally stable positive equilibrium whenever the predispersal local patch dynamics are compensatory and the Patch 1 carrying capacity is small. That is, dispersal asynchrony like dispersal synchrony is capable of supporting the persistence of the pioneer species in all patches. We summarize these in the following result.
Theorem 2. In system (5), let each local patch dynamics be modeled by f i , an α-monotone concave map, with the positive fixed point
, then the positive equilibrium population vector,
is globally attracting whenever
. That is, the dispersal-linked system supports a globally stable positive fixed point whenever the predispersal local patch dynamics are compensatory.
The proof of Theorem 2 is in the appendix.
In Example 2, we use compensatory local dynamics via the Beverton-Holt model to illustrate the dependence of the dynamics of system (3) on the asynchronous dispersal rates.
Example 2. Consider system (3) with
for each i ∈ {1, 2}. Set the following parameter values:
In Example 2, the local dynamics in both patches are compensatory, where g 1 (0) = a 1 ,
. Consequently, the resulting system with symmetric dispersal asynchrony supports a globally stable positive equilibrium population vector at (1.002, 1.069) (Theorem 2). We study the impact of increasing the dispersal parameters on Example 2. In Figures 7, 8, and 9 the parameters a 1 , a 2 , b 1 , and b 2 are kept fixed at their current values.
In Figure 7 , symmetric dispersal is assumed and d 1 = d 2 is varied continuously between 0 and 1. The population in each patch decreases to zero monotonically with increasing symmetric dispersal rates (see Figure 7) . That is, when the symmetric dispersal rate is high and Asymmetric dispersal is assumed in Figures 8 and 9 . In Figure 8 , d 1 is fixed at d 1 = 0.01 while d 2 is varied continuously between 0 and 1. As the values of d 2 increase, the Patch 2 population decreases monotonically to zero while the Patch 1 population first increases to a maximum value before decreasing monotonically to the carrying capacity in Patch 1. As in Figure 7 , the species persists in both Patches 1 and 2 when the asymmetric dispersal rate is low. In contrast to Figure 7 , when the dispersal rate from Patch 2 to Patch 1 is high and (1 − d 1 ) 1 d > 1, the species persists in Patch 1, while it is extinct in Patch 2 (Theorem 1 and Figure 8 ). In Figure 8 , this explains the sudden leveling of the graphs of x 1 and x 2 at high levels of d 2 . In Figure 9 0 and 1. As the values of d 1 increase, the population in Patch 1 decreases monotonically to a very small positive value, while the Patch 2 population first decreases to a positive minimum value before increasing monotonically to a value close to the carrying capacity in Patch 2 (see Figure 9 ). In Figure 9 , for all values of the asymmetric dispersal rates, the species persists in both Patch 1 and Patch 2.
Figures 7, 8, and 9 show that dispersal asynchrony is capable of shifting the local dynamics from persistence of the pioneer species to its extinction on at least one patch. Thus, dispersal asynchrony impacts local patch dynamics. Clearly, these new results have highlighted only a few possibilities with the selected examples.
Multiple attractors: Asynchronous versus synchronous symmetric dispersal.
Population models with "unstructured" overcompensatory predispersal local patch dynamics connected by either asynchronous or synchronous dispersals are capable of supporting multiple attractors. However, asynchronous symmetric dispersal-linked models are more likely to support multiple attractors with smaller numbers of distinct attractors than the corresponding models under dispersal synchrony. In this section, we use examples to highlight the differences among the attractors and the differences between the asynchronous and synchronous cases.
Symmetric dispersal asynchrony.
In this section, we consider the asynchronous dispersal model, system (3), with symmetric dispersal (that is,
, where the per capita growth rates are identical (that is, g 1 = g 2 = g). Doebeli, in 1994, used two identical Smith-Slatkin difference equations with parameters in a chaotic regime to describe the predispersal local dynamics, where the asynchronous dispersal is symmetric [7] .
In section 3, we generated multiple attractors in synchronous systems under symmetric dispersal (d 1 = d 2 ) , where the identical predispersal local reproduction function is the Ricker model [10, 37, 44] . To study the corresponding asynchronous symmetric dispersal case, we repeat those results using system (3) and the identical Ricker model as the predispersal local dynamics, where asynchronous dispersal is symmetric. As in Example 1, in Example 3 we choose the values of the parameters so that the predispersal local dynamics and full system (Fig. 12) Figure 1 . Figure 10 is plotted over 3000 time steps. Figure 2 . Figure 11 is plotted over 3000 time steps.
Figure 10. A single 2-cycle (black dots) attractor in system (3) with g(xi) = exp(r − xi) and symmetric asynchronous dispersal, where the parameters are exactly as in
Figure 11. Multiple attractors in system (3) with g(xi) = exp(r−xi) and symmetric asynchronous dispersal: A 4-cycle (red dots) attractor coexisting with an 8-cycle (blue dots) attractor, where the parameters are exactly as in
under asynchronous symmetric dispersal are as listed in Table 2 .
Example 3. Consider system (3) with the Ricker predispersal identical local dynamics For values of the parameter r ∈ (2, 2.52), the predispersal identical local patches are on a 2-cycle attractor, and the full system with symmetric dispersal synchrony supports two 2-cycle attractors (see Table 1 ). However, the dynamics of the corresponding system under symmetric dispersal asynchrony depends on the value of r. It supports a single fixed point attractor when r ∈ (2, 2.06), a single limit cycle attractor when r ∈ (2.07, 2.09), a single 2-cycle attractor when r ∈ (2.098, 2.2) (no multiple attractors; see Figure 10 ), and two 2-cycle attractors when r ∈ (2.3, 2.5). At r ∈ (2.6, 2.65), the predispersal identical local patches are on a 4-cycle attractor, and the full system with symmetric dispersal asynchrony supports two 4-cycle attractors, where the corresponding synchronous model supports a 4-cycle attractor coexisting with a 2-cycle attractor. When r ∈ (2.66, 2.68), the predispersal identical local patches are on an 8-cycle attractor, and the full system with symmetric dispersal synchrony supports three 4-cycle attractors, where the corresponding asynchronous model supports two 4-cycle attractors. For values of r ∈ (2.69, 2.6901), the predispersal identical local patches are on a 16-cycle attractor, and the full system with symmetric dispersal synchrony supports four attractors, where the corresponding asynchronous model supports an 8-cycle attractor coexisting with a 4-cycle attractor. At r ∈ (2.695, 2.701), the predispersal identical local patches are on a chaotic attractor, and the full system with symmetric dispersal synchrony supports four attractors, where the corresponding asynchronous model supports an 8-cycle attractor coexisting with a 4-cycle attractor (see Table 2 and Figure 11 ). Figure 12 demonstrates that population models under dispersal asynchrony are capable of supporting coexisting chaotic attractors.
Set the following parameter values:
As in Figures 3 and 4 , the Dynamics software of Nusse and Yorke is used to study the nature of the basins of attraction of the multiple attractors in Figure 11 (see Figure 13 ) [39] . Figures 1, 2, 3 , 4, 10, 11, 12, and 13 together with Tables 1 and 2 illustrate that asynchronous symmetric dispersal-linked models support multiple attractors with simpler basins of attraction than the corresponding synchronous symmetric ones. However, in both dispersallinked models, our results show that the boundary between the initial population sizes leading to each of the coexisting attractors is a fractal that fills up the entire set of initial population sizes. Consequently, both deterministic dispersal-linked models exhibit sensitive dependence of the long-term dynamical behavior on initial population sizes. Fractal basin boundaries have been studied in synchronous dispersal-linked models [5, 22, 44] , epidemic models [4] , as well as in physics [16, 26, 39] .
Asymmetric dispersal asynchrony.
In Example 3, asynchronous symmetric dispersal is assumed. To illustrate the impact of asynchronous asymmetric dispersal we now assume asymmetric dispersal in system (3), where the per capita growth rates are identical (that is,
As in Examples 1 and 3, we use the Ricker model as predispersal local population dynamics. To study the impact of asynchronous asymmetric dispersal on Figure 10 , we keep the parameters in Example 3 fixed at r = 2.1 and d 1 = 0.03 while d 2 is varied continuously between 0 and 1 (see Figures 14 and 15) . The full system stabilizes or shifts from the single 2-cycle attractor to a single limit cycle attractor (discrete Hopf bifurcation) or to a single fixed point attractor.
Similarly, when the predispersal local dynamics are chaotic, asymmetric dispersal asynchrony can change the number and nature of the coexisting attractors (see Figure 16 ). Figures  14, 15 , and 16 highlight that the stabilizing effect of dispersal is much larger with asymmetry. Thus, asynchronous or synchronous asymmetric dispersals can stabilize or shift the local dynamics from a stable cycle or to a stable fixed point or to a stable limit cycle. However, high asynchronous dispersal rates can lead to the extinction of the species on at least one patch (Theorem 1).
Mixed synchronous-asynchronous dispersals in two-patch models.
In this section and the next two sections, we consider system (4) with mixed synchronous and asynchronous dispersals (that is, system (4) with 0 < γ < 1). Recall that there is no population explosion in system (4). Consequently, by regular perturbation analysis at the endpoints γ = 0 and γ = 1, one obtains that when γ is sufficiently small (respectively, large) the qualitative dynamics of the dispersal-linked system under mixed synchronous and asynchronous dispersals are similar to that of the corresponding system under only synchronous (respectively, asynchronous) dispersal.
If γ = 0 and dispersal is synchronous (0 < d 1 , d 2 < 1), it is known that the species always persists in both patches, where g 1 (0), g 2 (0) > 1 [44] . However, if γ = 1 and dispersal is asynchronous, then the species does not always persist in both patches (Theorem 3). If γ = 1 in Figure 16 . Period-doubling reversals and Hopf bifurcation, where r1 = 2.8, d1 = 0.03, and d2 is varied continuously between 0 and 1 (predispersal local dynamics is chaotic; see Figure 12 ). system (4), then x 1 > 0 or x 2 > 0 implies that F 1 (x) > 0 and F 2 (x) > 0. Consequently, in the mixed synchronous-asynchronous dispersal model with γ = 1, the single species either persists in both patches or becomes extinct in both patches. As in the model with asynchronous dispersal, in this section we obtain conditions that guarantee the extinction of the species in both Patches 1 and 2 of the mixed synchronous-asynchronous dispersal model. Theorem 3. In system (4), if γ ∈ (0, 1), then
implies that (0, 0) is globally asymptotically stable, where 
Mixed synchronous-asynchronous dispersal models and compensatory dynamics.
Mixed synchronous-asynchronous systems can exhibit species persistence in both Patches 1 and 2. To illustrate this with a simple example, we proceed as in system (3) and assume that the predispersal Patch 1 local population has reached the positive equilibrium X 1 , and we let f 1 (x 1 ) ≡ X 1 [43, 46] . Then the mixed model, system (4), reduces to (6)
System (6) supports a globally stable positive equilibrium whenever the predispersal local patch dynamics are compensatory. We summarize these in the following result. 
is globally attracting, where X 2 is the unique positive solution of the equation
That is, the dispersal-linked mixed system supports a globally stable positive fixed point whenever the predispersal local patch dynamics are compensatory. The proof of Theorem 4 is similar to that of Theorem 2 and is omitted.
In Example 4, we use compensatory local dynamics and the Beverton-Holt model to study the dependence of the dynamics of system (4) on the mixed synchronous-asynchronous dispersal rates.
Example 4. Consider system (4) with
As in Example 2, in Example 4 the local dynamics in both patches are compensatory and the system exhibits a globally stable positive equilibrium population vector at (1.002, 1.070) (Theorem 4). When symmetric dispersal is assumed and d 1 = d 2 is varied continuously between 0 and 1, as in the asynchronous dispersal model the population in each patch decreases to zero monotonically with increasing values of the symmetric dispersal coefficients (see Figure 7) . In particular, when
and the species becomes extinct in both patches (Theorem 3).
When
, and all the other parameters remain at their current values in Example 4, dispersal is asynchronous and the species becomes extinct in both patches (Figure 7 and Theorem 1). To illustrate species persistence in mixed synchronous-asynchronous dispersal models, where the species is extinct in the associated asynchronous dispersal model, we keep all parameters fixed at their current values and let γ = 0.75 in Example 4. With this choice of parameters, the species persists for all values of the symmetric dispersal coefficients d 1 = d 2 ∈ (0, 1) (see Figure 17) .
As in asynchronous dispersal models, our numerical explorations show that asymmetric mixed synchronous-asynchronous dispersals are capable of shifting the population dynamics from persistence to extinction in both patches. Furthermore, our results show that in mixed systems the parameter that spans the range of possible modes of dispersal is also capable of forcing a similar shift from extinction to persistence of the species in all patches. 
Mixed synchronous-asynchronous dispersal models and overcompensatory dynamics.
The qualitative dynamics of mixed synchronous-asynchronous dispersal systems are similar to those of the associated synchronous (respectively, asynchronous) dispersal systems when γ, the parameter that spans the range of possible modes of dispersal, is close to 0 (respectively, close to 1). In this section, we highlight the possible behaviors of mixed synchronousasynchronous systems, where the local dynamics are overcompensatory and are governed by the Ricker model. are the same as those of the corresponding system with only dispersal synchrony. Furthermore, our simulations show that the full system shifts from the two (multiple) 2-cycle attractors to a single 2-cycle attractor (see Example 3 and Figures 10 and 18 ) when γ ∈ [0. 45, 1] . In this case, the qualitative dynamics of the mixed synchronous-asynchronous dispersal model are the same as those of the corresponding system with only asynchronous dispersal.
To study the impact of symmetric mixed synchronous-asynchronous dispersals on Example 5, we let γ = 0.4 and vary d continuously between 0 and 1 while r is kept fixed at 2.1. Figure 19 shows that with increasing values of d, the mixed system shifts from a 2-cycle attractor to a limit cycle attractor and then to a fixed point attractor.
Mixed models under asymmetric dispersals can exhibit qualitative dynamics that are different from those of the associated mixed models under symmetric dispersal. To demonstrate this difference, we let r 1 = r 2 = 2.1, γ = 0.4, and d 1 = 0.03, and we vary d 2 continuously between 0 and 1 (see Figures 19 and 20) . Unlike Figure 19 , Figure 20 shows that with increasing values of the asymmetric dispersal coefficient d 2 , the mixed system shifts from a 2-cycle attractor to a limit cycle attractor and then returns to a 2-cycle attractor. This return to a 2-cycle attractor after a limit cycle attractor is different from the bifurcations in Figure 19 with the symmetric mixed dispersal. However, with increasing values of the asymmetric dispersal coefficient, as in Figure 19 , the 2-cycle attractor undergoes a period-doubling reversal bifurcation (see Figure 20) .
Recall that Figures 1, 2, 3 , 4, 10, 11, 12, and 13 and Tables 1 and 2 demonstrate that synchronous dispersal-linked systems can be more sensitive to initial population sizes than the corresponding asynchronous ones. Next, we use an example with an intermediate value of the parameter γ to illustrate that mixed dispersal-linked systems can be more (respectively, less) sensitive to initial population sizes than the corresponding asynchronous (respectively, synchronous) systems. Figure 21 exhibits the three coexisting attractors (two 4-cycle attractors and an 8-cycle attractor) of Example 6, and Figure 22 shows their basins of attraction. However, the associated synchronous model of Example 6 (γ = 0) has four coexisting attractors (see Figures 2  and 4) , while the associated asynchronous model (γ = 1) has two coexisting attractors (see Figures 11 and 13 ). These examples illustrate that when predispersal dynamics are cyclic, then synchronous-asynchronous dispersal-linked mixed systems become more sensitive to initial population sizes as the values of γ decrease.
Conclusions.
In this paper, we generalize the classical single species, discrete-time, two-patch synchronous dispersal linked-model to a mixed synchronous-asynchronous dispersal model which includes a model of Doebeli for asynchronous dispersal. We extend an idea of Doebeli and show how the detailed timing of dispersal can affect the global dynamics of dispersal-linked systems [7, 8] . The dynamics of discrete-time population models connected by either asynchronous or mixed synchronous-asynchronous dispersals depend on the dispersal rates and the predispersal local patch dynamics. In asynchronous models, the species becomes extinct on at least one patch when the dispersal rates are high, while it persists when the dispersal rates are low. However, in mixed synchronous-asynchronous systems, depending on the dispersal rates, the range of possible modes of dispersals, and the intrinsic growth rates in the two patches, the pioneer species either persists in all patches or becomes extinct in all patches.
The results of Hastings and Levin on continuous-time metapopulation models and those of Yakubu and Castillo-Chavez on discrete-time models connected by synchronous dispersal predict that an equilibrium population is stable only if it corresponds to a stable equilibrium within each patch [22, 29, 44] . Our results support this prediction for two-patch discretetime models under asynchronous dispersal rates as long as the dispersal rate from Patch 2 to Patch 1 is low and the predispersal local patch dynamics are compensatory.
Local unstructured populations under compensatory or overcompensatory dynamics tend to support single attractors; that is, the population has a single outcome. However, in dispersal-linked population models with overcompensatory local dynamics, both synchronous and asynchronous dispersals can fracture the basins of attraction through their support of multiple attractors. Hastings [22] and Yakubu and Castillo-Chavez [44] showed that both symmetric and asymmetric synchronous dispersals are capable of generating multiple attractors where the predispersal local patch dynamics are overcompensatory. Our results show that asynchronous dispersal-linked systems support multiple attractors with a smaller number of distinct attractors than the corresponding synchronous systems. The interactions via dispersal of various forms of intraspecific competition has not only led to the generation of a dynamical landscape capable of supporting multiple attractors but also has aided our understanding of the role that initial population sizes play in the ultimate fate (life-history) of dispersal-linked systems. As the complexity of the local dynamics increases, dispersal-linked deterministic systems exhibit sensitive dependence of the long-term behavior on the initial population sizes. The smaller number of distinct attractors makes synchronous dispersallinked systems more sensitive to initial population sizes than the corresponding asynchronous systems [5, 16, 22, 26, 44] . Complex overcompensatory local dynamics give rise to sensitive dependence of mixed dispersal-linked dynamics on initial population sizes when the dominant dispersal mode is synchronous. However, our results show that mixed dynamics are less sensitive to initial population sizes when the dominant dispersal mode is asynchronous.
Asymmetric dispersal is capable of stabilizing or shifting the predispersal local dynamics from overcompensatory to compensatory dynamics. Thus, asymmetry enhances the stabilizing role of dispersal in synchronous, asynchronous, and mixed synchronous-asynchronous models.
Our results show that it is possible for the long-term qualitative dynamics of models with mixed synchronous-asynchronous dispersals to be identical to that of the corresponding model with either only dispersal synchrony or only dispersal asynchrony. That is, in mixed synchronous-asynchronous models, the dominant mode of dispersal is capable of driving the population dynamics of the dispersal-linked systems.
Appendix.
Proof of Lemma 1. Recall that
That is, the positive cone is positively invariant.
Next, we show that for each i ∈ {1, 2} the sequence {F t i (x)} t≥0 is bounded. By the monotonicity condition on g 2 and the fact that 0 < d 1 , d 2 < 1, we obtain that
. As a result,
Hence, each sequence {F t i (x)} t≥0 is bounded. Consequently, no point in system (4) has an unbounded orbit.
Proof of Theorem 1. By Lemma 1, the ω-limit set of every point in [0, ∞) × [0, ∞) is nonempty. As a result, we consider an arbitrary point y = (y 1 , y 2 
To prove (i), we need to show that F n i 2 (y) → 0 as n i → +∞. Define the function V : R 2 + → R + by V (y 1 , y 2 ) = y 2 . Next, we show that V is a Lyapunov function for system (3). Hence, it decreases to a limit point with second coordinate zero.
If y 2 > 0, then V (F (y)) < (1 − d 2 ) 2 d y 2 and V (F (y)) < V (y) whenever (1 − d 2 ) 2 d < 1. Therefore, for all points y = (y 1 , y 2 ) satisfying y 2 > 0 we know that V (F (y)) < V (y). If x 2 > 0, then V (F (x)) < V (x). However, this is impossible for an ω-limit point. This proves (i).
To prove ( Proof of Lemma 2. First, notice that (1 − d 2 ) 2 d > 1 implies that f 2 has a unique positive fixed point at X 2 . To prove the result, we need to show that X 2 is globally stable in (0, ∞). If we know that f 2 cannot support 2-cycles, then Sharkovskii's theorem implies that f 2 cannot have cycles except for a fixed point. Using the monotonicity condition on g 2 and the fact that X 2 > 0, we obtain that zero and infinity are repellors under f 2 iterations. Since no point overshoots X 2 , we obtain that the unique positive fixed point of f 2 , X 2 is globally stable in (0, ∞) and no point overshoots it under f 2 iterations. Now, we prove that f 2 cannot support 2-cycles. Suppose that f 2 has a 2-cycle. Since Patch 2 predispersal local dynamics are compensatory and (1 − d 2 ) 2 d > 1, we have that the fixed point X 2 must be unstable and ( f 2 ) ( X 2 ) < −1. That is, ( f 2 ) ( X 2 ) = (1 − d 1 )(g 2 (X 2 ) + X 2 g 2 (X 2 )) < −1. Since g i (X i ) = 1 and X 2 = X 2 − d 1 X 1 , we have
This contradicts the fact that (1 − d 1 )f 2 (X 2 ) > 0 (compensatory dynamics). As a result, f 2 cannot support 2-cycles. This establishes Lemma 2.
Proof of Theorem 2. Notice that system (4) is essentially a one-dimensional system. By Lemma 2, lim t→∞ F t 2 (x) = (g 
Next, we show that V is a Lyapunov function for system (4), where γ = 0, 1. Hence, it decreases to a limit point with both coordinates equal to zero. . Therefore, for all points y = (y 1 , y 2 ) = (0, 0) we know that V (F (y)) < V (y). Now, proceed exactly as in the proof of Theorem 1 to complete the proof.
