A global multi-grid/GMRES solution methodology on distributed memory machines is successfully developed in this study. To preserve the effectiveness of the multigrid scheme, the grid partitioning is based on the communication graph of the coarsest grid, so that all levels of the multi-grids are located in the same zone (processor). Each node of the graph is weighted with the total number of the finest grid cells contained in the coarsest grid cell corresponding to the node. This weighted graph is then partitioned with either a Recursive Spectral Bisection (RSB) algorithm or a Recursive Coordinate Bisection (RGB) method to balance the load on the finest grid. With this type of domain decomposition, there is no communication overhead with the prolongation and restriction operations in the multi-grid algorithm.
INTRODUCTION
Computational Fluid Dynamics (CFD) has made rapid progress over the past two decades and is being 5 will be utilized extensively in CFD for complex geometries with complicated flow physics, such as discontinuities, separations and vortices, etc.
Compared with a structured grid approach, the unstructured grid algorithm is much more memory and CPU intensive because "links" between nodes, faces, cells, need to be established explicitly and many efficient solution methods developed for structured grids such as approximate factorization, line relaxation, etc. cannot be used for unstructured grids.
As a result, numerical simulation of three-dimensional flow fields remains very expensive even with the use of current supercomputers. As it is becoming more and more difficult to increase the speed and storage of conventional supercomputers, a parallel architecture wherein many processors are put together to work on the same problem seems to be the only alternative. In theory, the power of parallel computers is unlimited. It is reasonable to claim that parallel computing can provide the ultimate throughput for large scale scientific and engineering applications. It has been demonstrated that performance that rivals or even surpasses supercomputers can be achieved 6 " 9 on parallel computers.
The distributed memory MIMD architecture is particularly suited for adaptive unstructured grid flow solvers in CFD with a parallelizable solution algorithm. In this study, a GMRES/multi-grid scheme with an explicit smoother has been developed and implemented on a parallel computer. The convergence rate with the GMRES/multi-grid scheme is as fast (if not faster) as that of an implicit scheme. The explicit multigrid solution algorithm can be easily implemented on the parallel computer without loss of efficiency provided data communications at all levels of grids are carried out in synchronized manner. The generalized minimal residual (GMRES) 10 algorithm involves operations such as calculation of inner products of vectors which can be parallelized straightforwardly. The integration of the adaptive Cartesian/Quad grid approach 11 with an automatic domain decomposition procedure and a fast GMRES/multi-grid solution algorithm can drastically reduce human and computer resources to obtain a reasonable engineering simulation.
The next section describes the adaptive grid flow solver, with multi-grid and GMRES. Then, the algorithms used to partition the computational grid, including both the Recursive Spectral Bisection (RSB) and the Recursive Coordinate Bisection methods (RGB) are described. Their advantages and disadvantages are identified. Next, the parallel implementation of the flow solver on distributed memory machines with MPI is discussed. After that, demonstration cases and test results are presented. Finally, conclusions from the study are given.
GMRES/MULTI-GRID FLOW SOLVER

Multi-Grid Flow Solver
The flow solver is based on a cell-centered finite volume discretization scheme. Consider the Navier-Stokes equations in integral form.
where Q is the vector of conserved variables, F and F v are the inviscid and viscous flux vectors, respectively. Its integration in a control volume, V, gives:
where Q is the cell averaged conservative variable and Ff and F v f are numerical inviscid and viscous fluxes at face f. The overbar of Q will be dropped from here on.
There are three major ingredients in the flow solver: reconstruction, flux evaluation, and time integration. A least squares linear reconstruction scheme is used to calculate the gradients of flow variables for each cell. The inviscid flux for each face is calculated with Roe's flux splitting or a central difference scheme given the left and right flow variables at the face computed with the reconstructed gradients. The viscous flux is determined from the gradients and flow variables at the face center. A FAS (Full Approximate Scheme) multigrid algorithm is adopted for time integration with a fully parallelizable explicit smoother.
To be more specific, we solve:
In Equation (3) h denotes the finest mesh and r h = 0.
Given a sequence of grids symbolically represented by (h, 2h, 4h,...) and the initial solutions on the finest mesh qj,, the following steps are used to update the solution on the fine mesh in one cycle.
(1) Improve q h by application of the smoother nj times to L h (q) = r h (4) (2) Find an approximate solution q 2 h on the next coarser mesh 
(7) Improve q^ by application of the smoother n 3 times to L h (q) = r h (10) When solving Equation (8) (9) is a piecewise linear distribution. In this study, 3-5 levels of coarse grids were employed. It was found that no further speed up was obtained with more than 5 levels of grids.
An explicit three-stage scheme is used as the smoother for (3), i.e.,
the c«i 23 = 0.18, 0.5, 1.0, respectively, for optimal damping of high frequency errors. The V-cycle is used in this study, i.e., n^l, n 2 =l, n 3 =l. Consider a differentiable system F(q) = 0 (12) with N nonlinear equations in N unknowns. The differential U(q;p) of F at q in the direction p is defined by: U(q;p) = For computational purposes, we estimate U(q;p) by taking e to be some small number and ensuring that the variables q and the component values of F(q) are reasonably scaled to permit an accurate evaluation.
GMRES Algorithm with a Multi-Grid Driver
Given a q n , an approximate solution to Equation (12) , one cycle of GMRES advances the solution by first choosing k orthonormal search directions, pj, p 2 , ...p^ as follows:
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To ensure the overall success of GMRES, this least squares problem (19) must be solved by a numerically stable procedure. In this study, the QR algorithm is used to solve the least squares problem.
The operations required by GMRES are SDOT and SAXPY. SDOT forms the dot product of two vectors and SAXPY multiplies the vector by a scalar and adds it to another vector. Both SDOT and SAXPY are completely parallelizable. The key to efficiency is to arrange for GMRES to find a good solution to Equation (12) using only a small number of search directions k. In this study, k is chosen to be 20.
The process of replacing a given problem with another equivalent problem (i.e., one with the same solution) enjoying a more favorable distribution of eigenvalues is called pre-conditioning. For any CFD code which employs time integration as a means to reach steady state, one can express the updating of flow variable as: Applying GMRES to the pre-conditioned (a word used very loosely in this report) Equation (21) is more effective than applying GMRES to Equation (12) 1051 American Institute of Aeronautics and Astronautics directly. Furthermore, applying GMRES to Equation (21) is also often considerably more effective than employing the standard procedure of Equation (20). In this study, operator M denotes the explicit multi-grid algorithm in the last subsection. Since both the GMRES and multi-grid are completely parallelizable, the combined algorithm is also parallelizable.
DOMAIN DECOMPOSTION
The problem of partitioning the computational domain into many sub-domains is called domain decomposition. Each sub-domain then occupies one processor of a parallel computer. Partitioning a structured CFD grid is usually straightforward. Partitioning an unstructured grid, however, is much more difficult and complex. Many partitioning algorithms have been developed to partition an irregular graph, corresponding to that of an unstructured grid. A comparative study of Recursive Coordinate Bisection (RGB), Recursive Graph Bisection (RGB) and Recursive Spectral Bisection (RSB) methods was conducted by Simon in Reference 14. Simon concluded that RSB resulted in the best domain partitioning for both 2D and 3D problems, i.e., connected domains with minimum number of interdomain boundaries. He also found that RGB was the most efficient partitioning method of the three. Therefore, RGB and RSB methods are selected in this study and compared against each other.
The hybrid Cartesian Quad grid used in this study is topologically treated as an arbitrary polygon grid by the flow solver. As a result, any "hanging" nodes are invisible to the flow solver and need no special treatment. The flow solver is based on a cell-centered finite volume discretization approach with a cell-wise least squares linear reconstruction scheme. In the reconstruction, only distance 1 face neighbor cells are used. Therefore, an overlap depth of one cell is provided for the purpose of data communication. The communication graph for a given computational grid is the centroidal dual mesh, which is composed of lines joining the centroids of the Cartesian/Quad cells. To further increase the solution efficiency a multi-grid solution algorithm has been implemented in the flow solver. Several levels of nested coarse grids can be generated from the Quadtree data structures used to store the computational grid. For example, three levels of coarse grids (Figures 2b-d) can be produced for the fine grid shown in Figure 2a . All the finer grids are nested (or embedded) in the coarser grids. If we perform a domain decomposition based on the finest grid, the structures of the coarser grids will almost certainly be incoherent with those of the finer grids, i.e., one coarse grid cell may be portioned into different zones.
The resulting partitioning is definitely undesirable, because it incurs additional communication overhead associated with coarse-fine grid operations on top of the much more complicated fine-coarse grid structures. Therefore, we demand that all levels of coarser grids be preserved in the grid partitioning stage, which is to say that all coarser grids occupy the same processor, eliminating any communication overhead with fine-coarse grid operations. In this study, both Recursive Coordinate Bisection (RGB) and Recursive Spectral Bisection (RSB) 15 were used and compared.
The partition into eight subdomains, which results when applying RGB three times to the weighted communications graph of the coarsest Cartesian/Quad grid for the three element airfoil is shown in Figure 3 . Note that in each partition, the coarsest grid is preserved. When RBS is applied to the same multi-element airfoil problem, the partition in Figure 4 is obtained. Note that the domains obtained from RSB are both connected, and nicely rounded and compact. RSB is much more expensive that RGB (taking an order more CPU time). Since the grid partitioning is performed for the coarsest grid (with one to two orders less grid cells than the finest grid), the partitioning time is on the order of seconds on an Indy workstation better to give speofp or speculate of the machine- 
MPI is a standard library, which defines a collection of subroutines intended to provide portable, fully functional message passing capabilities for parallel computations.
MPI provides two types of communications, i.e., pointto-point and collective communications. The former involves only two processors and the latter involves a group of processors. In the computation of the dot product in the GMRES algorithm, the global summation and broadcast are fulfilled by calling two very efficient MPI routines. MPI_Reduce and MPI_Bcast, which are highly optimized for each parallel computer.
At each iteration on a certain grid (of the multiple grids), flow variables and their gradients by each zone are sent to and received from the neighbor zones. All the variables to be sent to a neighbor zone are grouped together so that only one message is sent to a neighbor. After a message is received from a certain zone, its contents are "translated" and copied to appropriate locations in the ghost cells. It is absolutely vital that data communications at all levels of the multiple grids should be carried out in a synchronized manner because the efficiency of the multi-grid algorithm hinges on the data communications at the coarser grids. Otherwise, the performance of the multi-grid scheme can degrade to that of a single grid scheme, which is usually one order slower in convergence.
For that reason, we employ blocking send and receive, MPI_Send, MPI_Recv to pass data between zones. It is expected that some zones will pause to wait for data to become available from their neighbor zones since the number of cells is not guaranteed to be the same between the zones. To reduce possible processor waiting time, we have developed a computation and communication overlap strategy, which is discussed next.
The MPI implementation used in this study is MPICH, developed by W. Gropp, et al., at Argonne National Laboratory.
Communication and Computation Overlap (CCO) Procedure
The flow solver is based on a cell-centered finite volume discretization. Cell-wise data reconstruction requires flow quantities at face-neighbor cells. An overlap that is of one cell deep is provided for the purpose of data communication.
Data communication (DC) is required when boundary conditions are enforced in the flow solver. Therefore, DC is treated as a special boundary condition. In the flow solver, one time integration step can be broken into the following substeps given the initial field q In this study, control volumes are divided into two groups, i.e., partitioning boundary cells (PBC) and nonpartitioning boundary cells (NPBC). When the do loops over cells are carried out, different orderings can be used to provide maximum CCO. For example, the above algorithm can be substituted by the following one. It is seen that steps 2 and 3 have been overlapped with data communication (send and receive). Since these steps are quite computationally intensive, reduced processor waiting time is expected. For example, the 1054 American Institute of Aeronautics and Astronautics total communication times with CCO is 10-20% less than that without CCO for flow around the multielement airfoil shown in this paper with 2 to 8 processors.
Parallel Implementation of GMRES Assume there are P processors available. After domain decomposition, the global solution vector q is divided into P sub-vectors q, (i = 1, ..., P) corresponding to each sub-domain. Since an explicitly multi-grid scheme is employed, the global time-stepping scheme is identical to the separate local time-stepping schemes combined, therefore completely parallelizable. The global summation and broadcast operations can be performed with very efficient collective MPI calls. Therefore, the cost of communication in GMRES is very small (<1%). The least squares problem is formed on each processor and solved locally to avoid further communication and the idling of some processors.
TEST CASES
The main purpose of the test cases is to demonstrate the capability of the overall methodology using realistic flow problems. The convergence histories and flow solutions with one and with many processors will be examined first to make sure that the domain decomposition and data communication are implemented correctly. Next the parallel performances on the IBM SP2 are evaluated.
Flow Around the NACA0012 Airfoil
This simple geometry is selected in this study as a validation case to examine the effects of decomposition on convergence characteristics and solution quality, and to compare the multi-grid method with the GMRES/ multi-grid method. The flow conditions are: M,,,, = 0.3, a (angle of attack) = 10. The finest level of the grid has a total of 5349 cells. There are three coarser grid levels. The grid is partitioned into four sub-domains with both the RGB and RSB methods. The partitioned grids are displayed in Figure 5a and 5b. The RGB gives 1309, 1313, 1359, 1368 cells in the four subdomains and 270 interfaces whereas the RSB yields 1285, 1331, 1340, 1393 cells for the subdomains and 220 interfaces. Note that grid cells are more evenly distributed with the RGB method than with the RSB method. On the other hand, RSB produced less interface boundaries. The cell distributions have a direct impact on the communication efficiency since at each iteration on any multigrid level, synchronized data communications are demanded to retain the full efficiency of the multi-grid method. A more even distribution of grid cells among the processors means less processor waiting time. Through numerical tests, we have found that ensuring even cell distributions is more important than reducing the number of interface boundaries (cut edges in the communication graph). For example, a computation on a IBM SP2 machine at MHPCC with the RSB partitioned grid took 3 minutes and 59 seconds, while that with the RCB partitioned grid took 3 minutes and 47 seconds. The convergence histories with one processor and with four processors are compared in Figure 6 and the computed pressure contours are plotted together in Figure 7 . Almost identical convergence histories and solutions are obtained, as expected.
The calculation with the multi-grid method and with the combined GMRES/multi-grid methods are compared with each other next. We have found, for the first time, that the effectiveness of the GMRES/multi-grid method is strongly dependent on the space discretization of the flow solver. If we use the Roe splitting upwind scheme, the combined GMRES/multi-grid method is actually slower than the multi-grid without GMRES in terms of multi-grid cycles or CPU time. We then tested the GMRES/multi-grid scheme with a central difference type of inviscid flux (central difference plus damping). 
Multi-Element Airfoil Case
Flow past a multi-element airfoil 18 in a landing configuration at a freestream Mach number M.,,^0.2, and o=l 6 is selected in this study to evaluate the performance of the overall parallel methodology. The parallel efficiency is studied on two types of problems, the so-called unsealed and scaled problems. The unsealed problem assumes that the total problem size remains fixed as the number of processors is increased, so that the problem size per processor decreases. The scaled problem assumes that the problem size will scale linearly with the number of processors, giving a fixed problem size per processor. The scaled case typically gives superior performance figures because the ratio of computation to communication remains roughly fixed whereas for the unsealed case, the communication overhead, which degrades performance figures, increases as the number of processor increases. For the unsealed problem, a grid with 23,493 cells was used. This grid was then partitioned into 2,4,8,16, and 32 sub-domains with both RCB and RSB. RCB produced more even cell distributions among the processors. Therefore, the RCB partitioned grids were used in the computations. In all the calculations, 4 levels of multiple grids were used. The speed up factors for the unsealed problem on the IBM SP2 of MHPCC is shown in Figure 9 . Note that good performance figures are obtained with up to 16 processors (parallel efficiency ranges from 65% to 98%). The calculation on 32 processors took longer CPU time than that on 16 processors, which indicates that the communication overhead starts to overwhelm the computation time. For 32 processors, the number of cells on each processor is about 650. There is not enough computation with the explicit multigrid solver to offset the communication overhead on such a coarse grid. Note that the parallel efficiency with 8 processors is about 88% with about 2,950 cells per processor.
Next, the parallel efficiency for the scaled problem is studied. The number of cells for each zone is chosen to be roughly 3,000. In the ideal case, the CPU time for the scaled problem should remain a constant. Five grids were used in this study with 2, 4, 8, 16, and 32 processors on the IBM SP2. The CPU time is scaled by the time on the 2 processor computation and plotted in Figure 10 .
It is observed that the CPU times do remain fairly constant. The calculation with 32-processors took about 25% more CPU time than that with 2 processors. The increase in CPU time is partly attributed to the increased communication overhead and to the more uneven cell distributions with 32 processors than with 2 processors. The computed Mach contours on the 23,493 cell grid is shown in Figure 11 . The surface C p profile is compared with experiment data in Figure 12 . The flow converged to engineering accuracy (4 orders) in about 1,000 multigrid cycles, corresponding to about 35 minutes with 8 processors on the IBM SP2. The agreement between the computation and the experiment is quite good, considering that the flow is assumed inviscid in this demonstration case.
Viscous flow cases were also performed. One such case was documented in Reference 19. The same trends in performance were observed. grid method is found to strongly depend on the spacial discretization scheme. It has been found that GMRES accelerates the multi-grid method with a central difference spacial discretization, whereas it degrades the convergence rate of the multi-grid method with a Roe upwind scheme. 
CONCLUSIONS
Based on this study, the following conclusions can be made.
1. RGB is much faster than RSB and usually produces more even cell distributions on the finest grid (of the multiple grids) than RSB, whereas RSB produces less interfaces (cut-edges). In this study, RGB is actually preferred because load balancing on the finest grid is more important than reducing the number of interfaces;
2. The GMRES/multi-grid algorithm is completely parallelizable. The effectiveness of the GMRES/multi-5. The parallel efficiency of the overall methods has been studied on both the scaled and unsealed problems. For the scaled problem, parallel efficiency of 75% -97% has been achieved on 2 -32 processors on IBM SP2. The multi-grid flow solver has another significant advantage over an implicit scheme: it takes much less memory.
