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Figure 1 – Anouk et Isidore sur leur papa.
Chapitre 1
Introduction générale
1.1 Guide de lecture
Cette HDR est composée de 5 chapitres scientifiques et d’une introduction
sur ma vision de la recherche académique. Les 3 premiers chapitres (optimisation
convexe, échantillonnage compressé, approximation d’opérateurs) contiennent
des contributions de nature plutôt théorique tandis que les 2 derniers (imagerie
computationnelle et autres travaux) décrivent plus la résolution de problèmes
concrets, en utilisant les outils des 3 premiers chapitres. Ces chapitres peuvent
être lus de manière à peu près indépendante. J’ai choisi d’indiquer mes pistes
de recherche par le symboleEtout au long du document et aussi à la fin de
chaque chapitre.
1.2 Pourquoi une habilitation ?
La vertu principale que devrait revêtir une habilitation serait de préserver
les doctorants d’un encadrement déficient, en validant la capacité à suivre une
thèse. En pratique, ce diplôme me semble plus sanctionner la capacité à mener
des travaux de recherche, qu’à réellement encadrer des étudiants. 1 De plus, j’ai
déjà eu l’occasion de “diriger des recherches” à de nombreuses occasions, et
ce diplôme ne m’a pas paru indispensable jusqu’à présent. Ces réflexions, ma
paresse naturelle et ma préférence pour la rédaction d’articles m’ont mené à
repousser cette tâche jusqu’à maintenant.
Me voici cependant au pied du mur : j’ai en effet obtenu une dérogation pour
encadrer la thèse de Valentin Debarnot. Or pour obtenir cette dérogation, je me
1. Le diplôme est un peu paradoxal, car il faut habiliter pour encadrer des étudiants et
encadrer des étudiants pour habiliter. A moins d’avoir eu la chance de croiser un “parrain”
habilité, proposant un co-encadrement, le précieux titre est donc difficilement accessible. J’ai
eu la grande chance de co-encadrer 3 thèses, mais malheureusement, je croise de nombreux
collègues brillants n’ayant pas pu faire leurs preuves dans leurs 5 à 10 premières années
d’exercice.
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suis engagé à soutenir mon HDR avant sa soutenance, ce qui lui permettra à
son tour d’obtenir son diplôme. Je décide donc de m’engager aujourd’hui vers
ce sommet académique. L’atteindre me permettra - je l’espère - de pouvoir (co)-
encadrer plus facilement des thèses à l’avenir et de renforcer mon dossier pour
postuler au titre de directeur de recherche.
Avant d’entamer la partie scientifique de ce manuscrit, je vais tenter de faire
un travail d’introspection pour donner une rapide description de ma vision de
la recherche académique. Je finirai cette introduction en fournissant un CV
détaillé, pour une évaluation rapide de mon dossier.
1.3 Mon profil scientifique
Les origines J’ai toujours vu mon père radio-amateur construire des appareils
de haute précision le soir en rentrant de son travail d’ingénieur en électronique.
Ma mère quant à elle, est une insatiable créatrice, peignant des heures, écrivant
des poèmes ou déracinant des arbres à mains nues. De mon coté, j’ai commencé
à programmer des jeux vidéos au collège (d’abord sur Commodore 64 puis du
Qbasic sur PC) pour m’évader à mon tour.
Ingénieur ou chercheur ? Ces éléments m’ont donné un goût pour la ré-
solution de problèmes très concrets, et le besoin - pour me sentir à l’aise - de
vérifier les théories que je développe avec l’outil informatique. En ce sens, je
suis donc un ingénieur : je pars d’un problème ou d’une observation palpable,
puis j’essaie de le résoudre ou de l’expliquer. Ceci ne manque pas d’une dose
d’aléa quand les problèmes sont trop coriaces et mène souvent à des révisions
d’objectifs à la baisse. En général, cette démarche me permet tout de même de
valoriser les travaux en ciblant des journaux en ingénierie ou en mathématiques
appliquées suivant le caractère plus ou moins fondamental du produit final.
Mon parcours et mes thématiques de recherche J’ai effectué mes études
à l’INSA de Lyon, puis de Toulouse, dans la filière “Génie Mathématique et Mo-
délisation”. À mon époque, la mécanique des fluides et des structures dominaient
ma filière et j’ai malheureusement fini par les prendre en grippe. J’ai donc cher-
ché des disciplines alternatives et la présence du CNES à Toulouse m’a permis
de faire quelques projets en traitement des images. Un stage de 3 mois avec
Stéphane Mallat dans la start-up Let-It-Wave m’a encouragé à poursuivre dans
cette voie, et à m’inscrire au Master MVA de l’ENS Cachan lors d’une année
supplémentaire. Après une thèse mêlant mathématiques et traitement d’images,
je suis devenu un spécialiste du domaine et les problèmes ont commencé à af-
fluer naturellement. Aujourd’hui, l’essentiel de mes travaux sont dans ce thème,
même si je n’avais pas spécialement souhaité cette trajectoire au départ. J’ai-
merais à l’avenir embrasser d’autres disciplines, ce qui devrait être possible en
menant préalablement des travaux de natures plus théorique et généraliste.
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Mon laboratoire Je suis actuellement affecté à l’ITAV (Institut des Techno-
logies Avancées en sciences du Vivant). C’est un laboratoire d’environ 10 ans
construit sur les ruines d’AZF, cette entreprise d’engrais appartenant à Total
ayant explosé en 2001. L’idée de départ de ce lieu était de faire venir des poin-
tures internationales sur la vaste thématique du cancer. Ce fut un rêve irréaliste
car Toulouse-Métropole n’a donné aucun moyen réel pour attirer des scienti-
fiques internationaux.
En pratique le laboratoire et surtout son directeur actuel Bernard Ducom-
mun ont donc dû trouver des moyens d’attirer des équipes locales pour éviter
que le lieu ne périclite faute de moyens et de personnel. L’idée initiale a été de
faire du laboratoire un lieu interdisciplinaire. C’est dans cette optique que j’ai
eu la chance de monter une des premières équipes en 2012 avec Jérôme Fehren-
bach. On trouve aujourd’hui une équipe de biologistes, une équipe plus orientée
vers l’optique, un peu de chimie, des mathématiques et de l’informatique. Les
interactions entre disciplines existent réellement et c’est donc un petit succès.
La motivation principale du site a cependant changé il y a 3-4 ans, en partie
à cause de pressions politiques : l’objectif est plus la valorisation de travaux
de recherches en créant des start-up. La majorité du personnel présent dans le
bâtiment est aujourd’hui employé par de petites entreprises. L’ITAV disparaîtra
dans 1 an face à des charges trop lourdes imposées par la ville. On m’a proposé
de créer une équipe-projet dans un nouveau laboratoire transdisciplinaire sur le
vieillissement appelé RESTORE et j’ai demandé mon rattachement principal à
l’Institut de Mathématiques de Toulouse.
En pratique, je passe l’essentiel de mon temps à l’ITAV, mais je suis aussi
très lié à mon laboratoire d’origine (l’Institut de Mathématiques de Toulouse)
d’où viennent tous les membres de l’équipe. J’en suis membre associé à 20%.
Mes motivations Je m’éloigne fortement de l’image d’Épinal d’un chercheur
passionné, capable de passer des mois devant un problème, malgré les difficul-
tés et revers. En vérité, je m’essouﬄe assez rapidement et finis par procrasti-
ner quand je suis seul. J’ai découvert un besoin crucial de collaborateurs pour
échanger et garder l’énergie nécessaire à l’élaboration d’idées complexes. Mes
échanges avec des chercheurs permanents, ayant un bagage scientifique riche,
des idées alternatives, et souffrant souvent des mêmes maux que moi, sont une
vraie aubaine et m’ont apporté énormément. L’interaction avec des disciplines
exotiques (biologie ou optique) est aussi motivante, car elle permet de toucher
des sujets nouveaux. De plus l’élaboration de modèles, théories ou algorithmes
simples a souvent entraîné une vraie reconnaissance de mes collaborateurs qui
n’ont pas la formation nécessaire pour faire ce travail. Les séances de travail
avec des doctorants - qui prennent souvent la forme de semaines entières sur
une question précise - sont des moments particulièrement privilégiés de ma vie
de chercheur, que j’apprécie énormément, et qui me motivent à persévérer dans
la voie académique. De plus, contrairement à beaucoup de chercheurs plus éta-
blis, les doctorants ont souvent gardé une vision plus idéaliste de la recherche
sans aigreur ni considération pour les tractations politiques du domaine.
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En somme la recherche est avant tout pour moi une aventure humaine, de
création ou de compréhension commune.
Enseignement ou encadrement ? Après ma thèse, j’ai commencé par ensei-
gner à l’INSA de Toulouse en tant que maître de conférence pendant 3 ans, puis
j’ai eu la chance d’être recruté au CNRS. Après 6 ans dans cet environnement, je
voue une grande admiration à mes collègues restés au front et capables - dans ces
conditions - de maintenir une activité de recherche de qualité. L’enseignement
est pour moi un plaisir lorsque je vois des regards brillants après l’explication de
théorèmes ou de phénomènes. Il peut devenir réellement désagréable lorsque je
sens une classe hostile, ne souhaitant pas réellement comprendre. Je ne sais pas
si c’est lié à ma personnalité ou à l’aléa des promotions, mais les deux situations
précédentes se sont produites de façon à peu près équilibrée. Dans tous les cas,
j’ai trouvé que les 192h d’enseignement réglementaires réparties arbitrairement
sur l’année étaient trop pour moi, créant souvent des frustrations lorsque je
devais abandonner des questions scientifiques.
L’encadrement d’étudiants en projet, en stage ou en thèse quant à lui a
quasiment systématiquement été très enrichissant. La plupart du temps, j’ai
pu rapidement considérer les étudiants comme de vrais collègues de travail et
parfois des amis. Leur niveau d’étude ou leur pedigree est - de mon point de
vue - loin d’être proportionnel à leur capacité à apporter une contribution.
Cette observation m’a amené à recruter des étudiants de tous bords pour des
périodes de 3 à 6 mois, avec notamment 10 étudiants en IUT informatique
(développement Java pour des interfaces sous les logiciels libres Icy ou Fiji), 3
étudiants en L3, 6 étudiants en M1, et 5 étudiants de M2. Il y a bien eu quelques
stages ratés et des inadaptations au monde professionnel parfois cocasses, mais
dans l’ensemble, ce fût riche et passionnant.
Même si le niveau de connaissance est souvent à ma faveur, le fait de devoir
expliquer posément une théorie ou un algorithme, pour qu’elle soit exploitée par
la suite, m’a permis de me forcer à mieux tourner certains articles et surtout
d’accélérer la prise de recul en m’évitant certaines tâches parfois abrutissantes
de test ou de codage.
Pour conclure cette partie, je dois donc bien me rendre à l’évidence : en-
seigner à un petit nombre d’élèves triés avec soin est une expérience humaine
forte, tandis que j’ai bien plus de mal à trouver les mots pour sortir les masses
hagardes de leur torpeur.
Le suivi de doctorants J’ai eu le privilège de co-encadrer officiellement 3
doctorats : ceux de Nicolas Chauffert, Claire Boyer et Paul Escande. Toutes ces
personnes ont fourni un travail conséquent, avec un vrai goût pour la recherche
et des talents divers. J’ai beaucoup apprécié nos échanges à tous points de vue
et je les considère aujourd’hui comme des proches.
Après son doctorat, Nicolas a préféré devenir professeur agrégé avec l’objec-
tif d’enseigner en classes préparatoires bien que son dossier le rende attrayant
académiquement. Claire a obtenu un poste de maître de conférence à l’univer-
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sité Paris 6 et Paul vient d’être recruté chercheur CNRS à Marseille. Bien que
le suivi de 3 doctorats en parallèle a parfois été intense, il m’a énormément
apporté, car j’ai souvent pu réexploiter les idées développées avec les uns, pour
les besoins d’un autre.
Fort de cette expérience, j’ai cherché à recruter d’autres étudiants, mais je
me suis heurté à de sérieux soucis, me permettant de mieux prendre conscience
de la chance que j’ai eue. Premièrement, le vivier d’étudiants en mathématiques
appliquées est faible. Trouver un étudiant qu’on estime pouvoir suivre pendant
3 ans est donc une tâche ardue. Même lorsqu’on le trouve, la recherche d’une
bourse doctorale devient une des tâches les plus chronophages du métier. Ainsi,
sur la dizaine de demandes de bourses déposées dans les 3 dernières années, une
seule a abouti : celle de Valentin Debarnot. Que les autres reposent en paix.
Face à l’adversité, j’ai cherché des possibilités d’encadrement alternatives
et j’ai eu la chance de pouvoir travailler assez intensément avec 3 doctorants
supplémentaires. Carole Lazarus a soutenu sa thèse au CEA en septembre 2018.
Elle a poursuivi les travaux de Nicolas Chauffert sur la génération de schémas
d’échantillonnage sur des IRM. Nous collaborons encore aujourd’hui, puisqu’elle
a été recrutée à Hyperfine-research, la société d’imagerie médicale pour laquelle
je suis consultant. De plus, lors d’une invitation à l’université de Berlin pour un
séminaire, j’ai pu discuter avec les nombreux doctorants du groupe de Gitta Ku-
tyniok. Après ces discussions, j’ai proposé à Maximilian März de venir travailler
avec moi, ce qui a été accepté par sa directrice et par lui. Nous nous voyons
désormais régulièrement et travaillons sur 3 articles en ce moment. Finalement,
j’ai pu inviter Axel Flinth (du même groupe) à une conférence et nous avons ra-
pidement 2 rédigé un article accepté récemment à Information&Inference. Axel
nous a rejoint en octobre 2018 pour effectuer un post-doctorat de un ou deux
ans, dans le cadre de l’ANR jeune chercheur OMS portée par Jonas Kahn.
1.4 Le paradis du monde académique
Un étudiant modèle obtient les meilleures notes de ses promotions pendant
toute sa scolarité. Grâce à ce comportement exemplaire, mélange de talent,
d’endurance et d’abnégation, il réussit à décrocher une bourse de thèse, qui
va lui permettre de rejoindre le monde merveilleux de ses professeurs. Avec un
peu de chance, il ne sortira pas de sa béatitude lors de son doctorat, pouvant
alors prétendre à un poste académique, seul refuge face aux affres du monde
socio-industriel environnant. La pression forte qui existe lors du recrutement va
souvent le rendre fortement attaché à son poste et lui faire oublier partiellement
certains aspects désagréables de sa profession.
Bien qu’il existe de nombreux lieux remarquables, les conditions réelles du
monde académique en France et dans le monde me semblent cependant loin
d’être idéales, et il faut garder une certaine dose d’idéalisme pour y survivre.
2. trop rapidement en réalité, car nous avions tous les deux trop de pression et une seule
semaine commune, ce qui a donné des boutons à un relecteur.
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1.4.1 Soutiens financiers
Je passe une bonne partie de mon temps à déposer des demandes de finance-
ment (stages, thèses, projets). Je ne pense pas que ce soit une mauvaise activité
pour un chargé de recherche au CNRS qui peut profiter de ce temps pour ficeler
des projets à plus long terme. Les taux de succès sont cependant réellement
attristants et les retours des relecteurs souvent peu sérieux. Sur les 8 dernières
années, 2 projets ANR sur 12 ont été acceptés malgré une implication forte de
ma part. Malheureusement, ce sont des projets de biologie pour lesquels j’ai eu
essentiellement une activité de service. En réalité mes propres recherches n’ont
jamais été soutenues, si ce n’est récemment avec l’ANR Jeune Chercheur OMS
(Optimization on Measures Spaces) portée par Jonas Kahn.
La perspective de ne plus avoir de financement est parfois effrayante. Il
faut effectivement payer des frais informatiques à l’ITAV, pour permettre de
respecter les conditions de locations imposées par la ville. Pour la première
fois, je me suis retrouvé incapable de payer les frais associés à une publication
acceptée il y a peu (que le laboratoire a accepté de prendre en charge). J’ai déjà
payé les frais de voyage de 3 conférences de ma poche. Je sais que je ne pourrai
pas recruter d’étudiants en stage (et donc probablement en thèse) cette année 3.
Les bourses de doctorat ou de post-doctorat semblent inaccessibles à moins
que l’étudiant vienne avec un financement. En général j’accueille les doctorants
extérieurs à la maison pour réduire les coûts, mais aussi parce que ça génère
des moments conviviaux. En somme la tension financière est réelle et génère -
de mon point de vue - un stress assez important.
Je n’ai mentionné ici qu’une situation personnelle. La situation de nom-
breuses universités semble aujourd’hui critique avec une incapacité de rempla-
cer les personnels partant à la retraite. L’indépendance des universités mêlée à
l’impossibilité de faire payer les formations rend la situation réellement tendue.
En parallèle de cet appauvrissement, on voit de plus en plus une concentration
des financements sur très peu de centres ou même d’individus. Des règles telles
que “il faut avoir une ERC/tant de doctorants/un historique de collaboration
avec entreprise pour pouvoir candidater à tel financement” renforcent cet effet
et sont pourtant décidées par des scientifiques.
Peut-on raisonnablement espérer des améliorations de notre métier à l’ave-
nir ? Je l’espère, mais je n’ai pas l’impression que les gouvernements y prêtent
de l’attention en France.
1.4.2 Locaux et mobilier
J’ai eu l’occasion de travailler à divers endroits et de visiter de nombreux
laboratoires. Après les conditions rêvées de l’INRIA Sophia-Antipolis, j’ai pu
expérimenter divers établissements et mesurer des disparités énormes. Devoir
porter des gants en hiver et quitter son bureau à 16h en été pour éviter des
chaleurs supérieures à 45◦ n’est pas acceptable. Je suis aujourd’hui dans un
3. J’ai écrit ces lignes trop tôt, car 2 mois plus tard, j’ai eu la chance de recruter Alban
Gossard et peut-être Corbinian Schlosser, deux étudiants qui semblent bourrés de qualités.
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laboratoire (l’ITAV) ayant des conditions très privilégiées, avec l’air conditionné,
des bureaux spacieux et j’ai pu installer un serveur dans une baie refroidie pour
l’équipe. J’espère pouvoir retourner dans des conditions de travail favorables
lors de sa fermeture. Dans tous les cas, je reste perplexe face à la situation de
certains collègues et il n’est pas surprenant que de plus en plus d’industries
réussissent à recruter directement dans le vivier des professeurs ou des maîtres
de conférences, notamment dans le domaine de l’intelligence artificielle.
1.4.3 Congrès, communautés et réseaux d’influence
De mon point de vue, un aspect important et assez négatif du monde aca-
démique est l’existence ou l’émergence de réseaux d’influence et de communau-
tés scientifiques partiellement fermées. La formation d’une telle communauté
peut avoir lieu ainsi : un joli résultat ou une discipline émerge (e.g. la théorie
des shearlet, la théorie de l’échantillonnage compressé, la programmation semi-
infinie, les réseaux de neurones convolutionnels...). Quelques pionniers apportent
les briques essentielles à la théorie et des résultats importants émergent. Ceci
motive la création de nouvelles conférences ou colloques spécialisés. Les per-
sonnes qui participent aux premières conférences finissent par bien se connaître
grâce à des discussions scientifiques, mais aussi grâce à des discussions straté-
giques sur le pilotage du domaine. Les chercheurs ayant l’esprit politique le plus
aiguisé réussissent à devenir les maîtres de la discipline (e.g. éditeurs associés,
réseaux européens, organisateurs de congrès) et peuvent finir par avoir le droit
de vie et de mort sur de nouveaux travaux. Ils ont souvent peu de temps et
il est difficile de ne pas avoir un a priori plutôt favorable sur des travaux de
chercheurs que l’on connaît déjà et une attitude moins bienveillante sur de nou-
veaux arrivants qui pourraient par ailleurs finir par réduire leur influence. Il est
fréquent que je me demande comment un papier a pu être accepté dans tel ou
tel journal et la réponse devient assez claire après analyse des auteurs et de
l’éditeur correspondant.
Se fondre dans un réseau d’influence est souvent possible, rien qu’en allant
à des conférences et en discutant avec les chercheurs. Cependant, ceci suppose
de pouvoir se déplacer, ce qui peut être impossible pour des chercheurs de pays
africains par exemple, et qui devient très difficile pour de nombreux pays eu-
ropéens (Espagne, Italie notamment et aussi certains chercheurs français). Je
pense que ce mécanisme peut accélérer la concentration des richesses sur les
“happy few”, qui me semble assez alarmant avec l’émergence des ERC et des
initiatives d’“excellence”.
De mon coté, je pense être maintenant relativement bien intégré au ré-
seau “mathématiques et imagerie”, porté par des journaux tels que JMIV ou
SIAM Imaging Science. En pratique, ceci signifie qu’il devient presque trop fa-
cile d’avoir des papiers acceptés dans ces journaux tandis que j’ai souvent des
retours arides et agressifs dans d’autres communautés. Tout n’est pas noir ce-
pendant : je trouve qu’il y a une ambiance assez familiale et bienveillante une
fois qu’on a rejoint une communauté, ce qui permet de réduire le stress et de
bénéficier d’entraide.
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1.4.4 Recherche libre d’accès et industrie
Beaucoup de chercheurs considèrent la recherche libre et reproductible (i.e.
la diffusion des codes) comme essentielle. J’ai tendance à abonder dans ce sens.
Cependant, cette démarche présente aussi certaines contradictions. La première
est liée au renouveau industriel français et européen tant demandé par nos
tutelles : un code libre d’accès profite à tous de la même manière alors qu’on
nous pousse fortement au patriotisme lors du dépôt de projets. De plus, une fois
un code publié, il ne peut plus être breveté ce qui limite d’autant son intérêt
mercantile.
A l’avenir, je me rapprocherais volontiers de certaines industries locales ou
européennes pour les aider dans des projets de recherche qui m’intéressent. Pu-
blier des articles a d’ailleurs un intérêt tout relatif et probablement moins d’im-
pact sociétal que la confection d’un produit manufacturé. Ceci sera d’autant plus
vrai, si ces collaborations me permettent de financer certaines missions. Mal-
heureusement, mes essais de rapprochement industriel ont été jusqu’à présent
infructueux et mes seules opportunités sont venues d’entreprises américaines qui
ont cherché à me débaucher.
1.4.5 EDeep-learning
Il me semble aujourd’hui difficile de continuer à faire du traitement d’images
sans m’intéresser de près au domaine naissant de l’apprentissage profond. Ce
courant est effrayant pour plusieurs raisons. Premièrement, la méthodologie que
j’ai adoptée jusqu’à présent, qui consiste à essayer de comprendre et de modé-
liser mes propres sens pour reproduire des tâches avec un ordinateur semble
aujourd’hui partiellement révolue : je ne suis probablement pas assez compé-
tent pour me comprendre moi-même. Deuxièmement, de nombreux outils que
j’ai pu développer ou que j’ai fini par comprendre sont devenus caduques dans
les 5 dernières années. De façon plus importante, on sent qu’on commence à
toucher aux limites du cerveau humain : les ordinateurs peuvent aujourd’hui
résoudre des tâches longtemps pensées comme le pré gardé des humains, de ma-
nière significativement plus efficace que leur créateur. Ainsi, on doit envisager
des modifications profondes des professions qualifiées (e.g. médecins, chercheurs,
ingénieurs), alors que jusqu’à présent la révolution industrielle avait surtout mo-
difié le travail ouvrier.
Un chercheur dans ma catégorie ne peut pas se permettre d’ignorer ce do-
maine, et il est clair que vais commencer à l’aborder dans certains de mes projets
à venir.
1.5 Mon CV détaillé
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Pierre Weiss
Institut des Technologies Avancées du
Vivant
ITAV, USR 3505
Université de Toulouse, CNRS
1 place Pierre Potier
31106 - Toulouse
France
Birthdate : 14/12/1981
Living with a partner and two children.
Phone : +0033 - 5 - 82 - 99 - 10 - 25
Email : pierre.weiss@itav-recherche.fr
Webpage
Employment
— 2017 - present : part-time consultant for 4-Catalyzer (deep learning for
medical diagnosis), USA.
— 2012 - present : Researcher CNRS, CR2, ITAV (USR 3505).
— 2009 - 2012 : Associate Professor, department of mathematical modeling,
INSA de Toulouse.
— 2008 - 2009 : Post doctoral fellow at Hong Kong Baptist University, ICM
(with Michael Ng).
Education
— 2005-2008 : PhD in Mathematics and Image Processing at INRIA, Sophia
Antipolis.
— Dissertation : Algorithmes rapides d’optimisation convexe. Applica-
tion à la reconstruction d’images et à la détection de changements.
— Committee : Gilles Aubert, Laure Blanc-Féraud, Patrick Combettes,
Antonin Chambolle, Henri Maitre, Lionel Moisan.
— 2004 - 2005 : Master MVA (Mathématiques, Vision, Apprentissage) at
ENS Cachan.
— 2003 - 2004 : Master of applied mathematics, Université Paul Sabatier
de Toulouse.
— 1999 - 2004 : Engineering studies at INSA Lyon and Toulouse. Speciali-
zation in mathematical modeling
Fields of Research Interest
Applied mathematics : numerical optimization, inverse problems, lear-
ning, complexity theory in optimization, approximation theory (functions and
operators), compressed sensing, numerical harmonic analysis.
Signal/image processing : computational imaging, magnetic resonance
imaging, microscopy (in a wide sense), remote sensing, biomedical image ana-
lysis.
Modelling : optics, medical devices, cell biology.
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Publications
Voir chapitre 8.
Patents
- Method and apparatus for accelerated magnetic resonance imaging.
Softwares
- Contrast Invariant SNR https://github.com/pierre-weiss/contrast_
invariant_snr.
- VSNR CUDA, Matlab and standalone C++ https://github.com/pierre-weiss/
VSNR_CUDA_MEX.
- VSNR CUDA, plugin for Fiji https://github.com/pierre-weiss/VSNR_
2D-3D_GPU.
- VSNR, main Java interface for Fiji https://www.math.univ-toulouse.
fr/~weiss/Codes/VSNR/VSNR2_plugin.jar.
- FitEllipsoid, plugin for Icy https://github.com/pierre-weiss/FitEllipsoid_
Icy.
- Multiview Attenuation Computation https://github.com/pierre-weiss/
MAEC.
- MRI, trajectory projections http://chauffertn.free.fr/codes.html.
- MRI, trajectory generation using TSP http://chauffertn.free.fr/
codes.html.
Visits & Summer schools
I overall tend to avoid traveling too much for family and global warming
issues.
- February 2016 : 1 week visit at DTU, Denmark, February, 2016.
- September 2014 : conférencier invité à l’école d’analyse harmonique à
Marseille (web).
- April 2011 : conférencier école de printemps Mathématique-Image à Mar-
tel (web).
- May 2011 : one month invited stay at Hong Kong Baptist University to
work on theoretical aspects of the ADM-method with X. Yuan.
Conference and Seminar Presentations
- ICIAM 2019 (in memory of Mila Nikolova), Valencia, Spain, July 2019
(invited)
- OSA topical meetings Maths & Imaging, Munchen, Germany, June 2019.
- Séminaire MOKAPLAN, Janvier 2019 (invited).
- Journées SFRBT, Avancées de la recherche biomédicale à Toulouse, De-
cember 2018 (invited).
- ITWiST 2018, Marseille, November 2018.
- OSA topical meetings Maths & Imaging, Orlando, June 2018.
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- Changsha Conference on mathematics and image processing, Changsha,
April 2018 (invited).
- IPIP Conference, Beijing, April 2018 (invited).
- ITAV, Toulouse, Februrary 2018.
- Journées SIGMA-SMAI, Paris, IHP, November 2017 (invited).
- Generative models, parameter learning and sparsity, Cambridge, UK,
November 2017 (invited).
- Workshop MOA & MIA, Bordeaux, October 2017 (invited).
- Variational Methods, New Optimization Techniques, Cambridge, UK,
September 2017 (invited).
- Imaging & Applied Optics Congress, San Francisco, USA, June 2017
(committee).
- SPARS, Lisbon, Portugal, June 2017.
- Imaging & Applied Optics Congress, Heidelberg, Germany, July 2016
(invited).
- Colloquium, Technische Universität Berlin, June 2016 (invited).
- Seminar University of Louvain, March 2016 (invited).
- Visit at DTU, Denmark, February, 2016 (invited).
- Conference MIA, Paris, January 2016 (invited).
- Seminar at Cambridge (Applied and Computational Analysis), November
2015 (invited).
- Workshop GDR 2588, Paris, Institut Pasteur, November 2015.
- Conference GRETSI, Lyon, September 2015.
- Séminaire Image, MAP5, Paris, April 2015 (invited).
- Groupe de Travail Maths-Bio, IMT, Toulouse, February 2015 (invited).
- Winter school on computational harmonic analysis, October 2014, Mar-
seille (invited).
- Conference ITWIST 2014 (plenary speaker), August 2014.
- Workshop on optimization at HKBU, Hong Kong, May 2014 (invited).
- Conference SIAM Imaging science, Hong Kong, May 2014.
- Séminaire SPOT, ENSEEIHT, décembre 2013 (invited).
- Journées MIP, IMT, décembre 2013 (invited).
- Séminaire au laboratoire I3S, Sophia-Antipolis, Juin 2013 (invited).
- Séminaire au XLim, Limoges, Mars 2013 (invited).
- Conference ICPRAM in Barcelona, February 2013.
- Seminaire ITAV, Toulouse, Février 2013 (invited).
- GIS Genotoul, Toulouse, Novembre 2012 (invited).
- Journées bordelaises d’analyse mathématique des images, Bordeaux, No-
vembre 2012 (invited).
- Séminaire à l’institut de mathématiques d’Avignon, Avignon, Novembre
2012 (invited).
- Animation d’une table ronde, 6th Imaging The Cell, Toulouse, Juin 2012.
- Workshop I-Twist, Marseille, France, May 2012 (invited).
- Séminaire Image, Université de Toulouse, Avril 2012 (invited).
- Conference ICPRAM, Vilamoura, Portugal, Februray 2012.
- Third Light Sheet Microscopy Workshop, Toulouse, October 2011.
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- Conference AFG, Toulouse, September 2011.
- Seminar at NUS, National University of Singapore, May 2011.
- Séminaire Image, Université Paris 6, février 2011.
- Séminaire Applications des Mathématiques, ENS Cachan Ker Lann, fé-
vrier 2011.
- Workshop MIBS - Les dessous de l’image, Toulouse, Novembre 2010.
- Séminaire au LATP, à l’université de Marseille, mars 2010.
- Colloque Méthodes Mathématiques Image, Orléans, avril 2010.
- Séminaire à l’université de Marne la vallée, février 2010.
- Séminaire MIP 2009, Toulouse, France.
- Conference EUSIPCO 2009, Glasgow, Scotland.
- Seminar at Chinese University, Hong Kong, 2009.
- Conference SAMPTA 2009, Marseille, France.
- Workshop MCI 2009, Hong Kong Baptist University, Hong Kong.
- Conference ICASSP 2008, Las Vegas, USA.
- Conference Canum 2007, Praz-sur-Arly, France.
- Conference Code 2007, Institut Henri Poincaré, Paris, France.
- Conference SIAM conference on Imaging Science 2007, Minneapolis, USA.
- Conference MIA (Mathematics and Image Analysis) 2007 - Paris, France.
- Conference Gretsi 2007, Université de Troyes, France.
Professional Activities
Management Founder and PI of PRIMO project since 2012, a scientific team
now involving 4 permanent members. ITAV, USR 3505, (web).
Reviewer for international journals About 15 reviews/year in
- Mathematics. SIAM Journals : Scientific Computing, Imaging Sciences.
FoCM. Mathematical Programming. Numerical Algorithms. Inverse Pro-
blems. JMIV. Applied Mathematics Computation. Computational and
Applied Mathematics. Applied Numerical Mathematics. Optimization
Software. International Journal of Computer Mathematics. J. of Zhejiang
University.
- Signal processing. IEEE transactions : Image Processing, Signal Pro-
cessing, Signal Processing Letters, Biomedical Engineering, Medical Ima-
ging. Multidimensional Systems and Signal Processing. IPOL. J. of Elec-
tronic Imaging, CVIU.
- Other. Nature methods, Computer& Graphics, Sensors, Magnetic Re-
sonance Imaging.
Organizer for conferences
- Technical Committee SPARS (2019).
- General chair OSA mathematics in imaging (2019).
- Technical committee SPARS (2019).
- Program chair OSA mathematics in imaging (2018).
1.5. MON CV DÉTAILLÉ 23
- Organizing committee CIMI thematic semester on optimization (2018).
- Organizing a session at ISMP (2018).
- Scientific committee OSA mathematics in imaging (2017).
- Organizing committee GDR 2588 workshop on bioimage informatics (2013,
2014, 2015, 2017).
- Organizing committee CIMI thematic school on Image Processing (2013).
- Program committee ICPRAM (2012-2013).
- Organizing committee AFG2011.
Reviewer for conferences
- Reviewer for GRETSI (2015-2017).
- Reviewer SSVM (2015-2016).
- Reviewer ICIP (2013-2014).
- Reviewer Eusipco (2014-2017).
- Reviewer for Sampta (2013-2017,2019).
- Reviewer for ISBI (2012-2014, 2018-2019).
- Program chair of SITIS conference (2008-2009).
PhD committees
- Examinator : Carole Lazarus, Saclay, (September 2018).
- Examinator : Hoaï-Nam Nguyen, Rennes, (December 2017).
- Examinator : Kevin Polisano, Grenoble, (December 2017).
- Examinator : Rémi Abergel, Paris 5 (2016).
- Reviewer : Adriana Gonzalez, Louvain-la-Neuve (2016).
- Examinator : Pierre Machart, Marseille (2013).
Teaching
2018-2019 Around 40 hours at INSA de Toulouse and ISAE.
2017-2018 Around 40 hours at INSA de Toulouse and ISAE.
2016-2017 Around 40 hours at INSA de Toulouse and ISAE.
2015-2016 Around 70 hours at INSA de Toulouse, ISAE and M2R Université
Paul Sabatier.
2014-2015 Around 70 hours at INSA de Toulouse, ISAE and M2R Université
Paul Sabatier.
2013-2014 Around 60 hours at INSA de Toulouse, ISAE and M2R Université
Paul Sabatier.
2012-2013 Around 80 hours at INSA de Toulouse and M2R Université Paul
Sabatier.
24 CHAPITRE 1. INTRODUCTION GÉNÉRALE
2009-2012 Between 150 and 200 hours every year at INSA de Toulouse and
Université Paul Sabatier in the following discplines :
Analysis (1st, 2nd year), Inverse problems (3rd year), Numerical analysis
(3rd year), Optimization (4th year), Imaging and Bayes approaches (5th year).
2005-2008 ESINSA of Nice-Sophia Antipolis : around 200 hours taught in
three years.
Signal processing (3rd year), Mathematics (1st year), Boolean electronics
(1st year).
Advising
- Post-doctoral fellows :
— Axel Flinth (2018-2019 together with J. Kahn, F. de Gournay, J.
Bolte).
— Wenxing Zhang (2014-2015 together with J. Fehrenbach).
- PhD students :
— Valentin Debarnot (2017-2020 together with T. Mangeat).
— Paul Escande (2013-2016 together with J. Bigot).
— Prix de l’académie de Toulouse 2017. Meilleure thèse de l’acadé-
mie de Toulouse dans les domaines mathématiques-informatiques.
Chercheur CNRS à Marseille.
— Claire Boyer (2012-2015 together with J. Bigot).
— Maître de conférence à l’université Paris 6.
— Prix Adrien Gaussail 2015. Meilleure thèse en maths-physique de
l’académie de Toulouse.
— Prix de thèse EEA. Meilleure thèse au niveau national dans les
domaines de signal, image, vision.
— Nicolas Chauffert (2012-2015 together with P. Ciuciu). Professeur
agrégé en classes préparatoires.
- Master/IUT Students :
2018 Camille Castera (M2), Sandrine Bouguen (L3), Gabriel Bathie (L3).
2017 Thomas Bonnafont (M2), Jean Eymerie (IUT).
2016 Anh-Tuan Nguyen (M2), Valentin Debarnot (M1), Bastien Kovac
(IUT), Vincent Remenant (IUT), Alexandre le Guelvouit (IUT).
2015 Benjamin Font (IUT), Guillaume De Brito (IUT), Guillaume Rauf-
fet (IUT), Morgan Gauthier (IUT).
2014 Quentin Gey (M1).
2013 Paul Escande (M2), Léo Mouly (License), Alexandre Receveur (IUT),
Omar Dounia (M1).
2012 Nicolas Chauffert (M2), Paul Escande (M1), Emmanuel Soubies
(M1), Charlotte Emery (M1), Léo Mouly (IUT).
2011 Claire Boyer, Mathieu Bouyrie (M1) (together with P. Ciuciu and
B. Ducommun resp.).
Grants
1.5. MON CV DÉTAILLÉ 25
- ANR JCJC OMS (2018-2021), 220kE. PI : J. Kahn (IMT, Toulouse).
Role : responsible for a pole.
- Défi Imag’In (2017-2018), 20kE. PI : T. Mangeat & Pierre Weiss (CBI,
Toulouse). Role : co-PI.
- RITC OPTIMUS (2015-2017), 95kE. PI : F. De Gournay (IMT, Tou-
louse). Role : participant.
- Plan Cancer MIMMOSA (2014-2017), 275kE. PI : T. Colin (IMB, Bor-
deaux). Role : responsible for a pole.
- ANR SPHIM3D (2013-2016), 416kE. PI : B. Ducommun (IMT, Tou-
louse). Role : responsible for a pole.
- Member of MAORI, PGMO Projects, (2013-2015). Role : participant.
- ANR MOTIMO (2012-2015), 222kE. PI : P. Degond (IMT, Toulouse).
Role : participant.
- PEPII Caspa3D (2011-2012), 54kE. PI : B. Ducommun (ITAV, Tou-
louse). Role : participant.
- ABOA-SPIM (2011-2012) 60kE. PI : C. Lorenzo (ITAV, Toulouse). Role :
participant.
- Toulouse University. 1kE for a collaboration with X. Yuan in summer
2010. Role : participant.
Current active collaborations (random order)
Jonas Kahn (CR CNRS Lille), Jérôme Fehrenbach (MCF Toulouse), Frédéric
de Gournay (MCF Toulouse), Thomas Mangeat (IR Toulouse), Valérie Lobjois
(MCF, Toulouse), Vincent Duval (Chercheur, CNRS), Antonin Chambolle (DR,
CNRS), Yohan de Castro (MCF, Paris), Philippe Ciuciu (Chercheur, CEA,
Paris), Carole Lazarus (PhD, CEA), Léo Lebrat (PhD, Toulouse), Maximilian
März (PhD, Berlin), Axel Flinth (PhD, Berlin), Claire Boyer (MCF, Paris 6),
Paul Escande (CR, CNRS).
Miscellaneous
Flute player, Bike rider addict.
Last updated : 9 octobre 2019
26 CHAPITRE 1. INTRODUCTION GÉNÉRALE
Chapitre 2
Optimisation convexe
2.1 Introduction
Lors de ma thèse, j’ai travaillé sur des problématiques d’optimisation convexe
en dimension finie, avec notamment des notions de complexité qui ne semblaient
pas avoir intéressé les gens du domaine signal/image à cette époque. Par la
suite, j’ai préféré rester très en retrait sur cette thématique, car il y a eu un
engouement qui me semble démesuré avec aujourd’hui des dizaines de milliers
de publications sur ce thème.
Si je résume très grossièrement mes contributions, je pense avoir été le pre-
mier à introduire les descentes accélérées à la Nesterov en traitement d’images
[37] (avant Beck-Teboulle [BT09a] par exemple, puisque mon papier est resté
en révision pendant plus de 2 ans). J’ai aussi été un des premiers à proposer
d’utiliser les techniques de type ADMM [35]. Ces deux travaux sont aujourd’hui
les plus cités. Ceci étant dit, c’est une contribution qui me semble assez légère
car l’essentiel de l’analyse théorique avait été faite par des chercheurs tels que
Nesterov-Nemirovskii ou Lions-Mercier et Fortin-Glowinski bien avant. Plus ré-
cemment, je me suis intéressé aux problèmes convexes semi-infinis et en moindre
mesure à la programmation dynamique.
Dans ce chapitre, je commence par résumer mes contributions théoriques
principales dans ce domaine, puis quelques applications originales qui reposent
sur ces travaux.
2.2 Dualité et forte convexité
Dans cette partie, E et F sont deux espaces vectoriels de dimension finie
n ∈ N et m ∈ N dont les espaces duaux respectifs sont E∗ et F ∗. On les munit
de leurs normes respectives ‖ · ‖E et ‖ · ‖F . Je présente un algorithme dual
pour minimiser des fonctions composites dont l’une est fortement convexe. Je
crois avoir été le premier à introduire cet algorithme accéléré et l’analyse de
complexité associée.
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2.2.1 Une méthode de descente accélérée
Pour commencer, voici une définition généralisée de la forte convexité.
Définition 1. Une fonction g : E → R est σ-fortement convexe par rapport
à ‖ · ‖E sur un ensemble E′ ⊂ E si pour tout (x1, x2) ∈ E′ × E′ et pour tout
t ∈ [0, 1]
g(tx1 + (1− t)x2) ≤ tg(x1) + (1− t)g(x2)− σ2 t(1− t)‖x1 − x2‖
2
E . (2.1)
Le module de convexité σg de g est le plus grand réel positif σ qui satisfait
l’inégalité (2.1) pour toute paire (x1, x2) ∈ E′ × E′.
Notre objectif dans cette partie est indiqué ci-dessous.
Soit M : E → F ∗ un opérateur linéaire. On souhaite résoudre :
min
x∈E
p(x) def.= f(Mx) + g(x), (2.2)
sous les hypothèses suivantes :
— f : F ∗ → R ∪ {+∞} est une fonction convexe fermée.
— g : E → R∪{+∞} est une fonction fortement convexe par rapport
à ‖ · ‖E .
— Pour assurer l’existence d’une solution on suppose que
M−1 · ri (dom(f)) ∩ ri (dom(g)) 6= ∅
où ri(D) est l’intérieur relatif d’un domaine D.
L’algorithme développé a été motivé par le papier d’Antonin Chambolle
[Cha04], qui est lui-même un algorithme de type Uzawa introduit dans les années
60. Je l’ai généralisé et accéléré. L’idée principale est de résoudre le problème
dual suivant :
sup
y∈F
d(y) def.= −g∗(−M∗y)− f∗(y), (2.3)
avec une descente de gradient accélérée. Les fonctions f∗ et g∗ sont les trans-
formées de Fenchel de f et de g. Le lemme suivant (montré dans [28] explicite
les propriétés de régularité du dual ainsi que les liens qui existent entre les va-
riables primales et duales. Il me semble peu connu sous cette forme. Il fait suite
à ma thèse et a été motivé par des discussions avec Jalal Fadili et Gabriel Peyré
[FP11]. Le formalisme est celui proposé dans le papier de Yurii Nesterov [Nes05].
Lemme 1. Soit f : F ∗ → R ∪ {+∞} et g : E → R ∪ {+∞} deux fonctions
convexes fermées telles que M · ri (dom(f))∩ ri (dom(g)) 6= ∅. Supposons de plus
que g est σg-fortement convexe par rapport à une norme ‖ · ‖E. Alors
1. La fonction g∗ satisfait dom(g∗) = E∗. Elle est différentiable. La fonction
h = g ◦M∗ est différentiable à gradient Lipschitz sur F :
‖∇h(y1)−∇h(y2)‖F∗ ≤ L‖y1 − y2‖F ,∀(y1, y2) ∈ F × F, (2.4)
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avec L ≤ ‖M∗‖2F→E∗σg et ‖M∗‖2F→E∗
def.= sup‖y‖F≤1 ‖M∗y‖E∗ .
2. Notons x(y) = ∇g∗(−M∗y). Soit x∗ le minimiseur de (2.2) et y∗ un
minimiseur quelconque de (2.3). Alors pour tout y ∈ F :
‖x(y)− x∗‖2E ≤
2
σg
(d(y)− d(y∗)) . (2.5)
Le cas euclidien
Nous commençons par un algorithme édulcoré dans le cas euclidien en uti-
lisant l’algorithme de Beck-Teboulle [BT09a]. On pose donc E = E∗ = Rn,
‖x‖E = ‖x‖E∗ = ‖x‖2, F = F ∗ = Rm et ‖y‖F = ‖y‖F∗ = ‖y‖2.
Algorithm 1 Descente proximale accélérée duale (cas euclidien)
1 Choisir y0 ∈ dom(d) et poser yˆ0 = y0.
2 Calculer τ = σg‖M‖22→2 .
3 for k = 0 . . .K do
4 yk+1 = Proxτf∗(yˆk +∇h(yˆk)).
5 yˆk+1 = yk + k−1k+2 (yk − yk−1)
6 end for
7 xk = ∇g∗(−M∗yk).
Le lemme 1 utilisé en conjonction avec les résultats de convergence de [BT09a]
mène aux garanties suivantes.
Théorème 2. Soit x∗ l’unique minimiseur du problème primal (2.2) et
y∗ un minimiseur quelconque du problème dual (2.3). Alors l’algorithme
1 assure :
‖xk − x∗‖22 ≤
2‖M‖22→2‖y0 − y∗‖22
σ2k2
. (2.6)
C’est un résultat assez fort de convergence et on verra plus tard qu’il donne
des garanties exploitables dans certaines situations favorables et bien moins
satisfaisantes dans d’autres problèmes.
Le cas non euclidien
Le cas de normes non euclidiennes est bien plus complexe, mais aussi plus
intéressant d’un point de vue académique. Il a d’ailleurs donné lieu à une pu-
blication récente [dGJ18], qui montre que la borne de complexité peut être
rendue invariante par transformation affine des coordonnées en choisissant bien
les métriques. C’est un résultat similaire à ce qui se passe pour une méthode
de Newton, au détail important près que ce sont les itérées et non la borne qui
sont invariantes, pour la méthode d’ordre 2.
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On restreint ici l’étude à la minimisation de fonctions f qui sont les jauges
d’un convexe compact Y ∈ F ∗ : f(y) = inft≥0,y∈tY t. Cette restriction couvre
toutes les normes par exemples. Elle est importante car à ma connaissance,
les descente de gradient accélérées avec des opérateurs proximaux reposant sur
des divergences de Bregman ne sont pas encore étendues à la minimisation de
fonctions arbitraires.
Dans ce cas, notre problème dual se simplifie sous la forme :
inf
y∈Y
h(y) def.= g∗(−M∗y), (2.7)
et on peut appliquer des descentes de gradient projeté accéléré pour le résoudre.
On choisit ici des normes ‖·‖E et ‖·‖F arbitraires ainsi qu’une fonction d : F →
R∪{+∞} de module de convexité σ > 0. Une telle fonction est appelée fonction
prox par Nesterov dans [Nes05], mais ce n’est pas une appellation courante à ma
connaissance. On suppose sans perte de généralité que d(y) ≥ 12‖y − y0‖2F avec
d(y0) = 0. La valeur de L est celle donnée dans le lemme 1 tandis que les suites
(αk) et (τk) peuvent être déterminées par récurrence (voir [Nes05 ; dGJ18]).
Algorithm 2 Descente proximale accélérée duale (cas euclidien)
1 Choisir y0 ∈ dom(d) et poser yˆ0 = y0.
2 Calculer τ = σg‖M‖22→2 .
3 for k = 0 . . .K do
4 yk = arg min
y∈Y
〈∇h(yˆk), y − yˆk〉+ L2 ‖y − yˆk‖
2
Y .
5 y¯k = arg min
y∈Y
L
σ
d(y) +
k∑
i=0
αi[h(yˆi) + 〈∇h(yˆi), y − yˆi〉]
6 yˆk+1 = τty¯k + (1− τt)yk .
7 end for
8 xk = ∇g∗(−M∗yk).
Théorème 3. Soit x∗ l’unique minimiseur du problème primal (2.2) et
y∗ un minimiseur quelconque du problème dual (2.7). Alors l’algorithme
2 assure :
‖xk − x∗‖2E ≤
4‖M∗‖2F→E∗d(y∗)
σ2σgk2
. (2.8)
L’intérêt potentiel de cette nouvelle méthode par rapport à celle reposant
sur les normes euclidiennes est qu’on peut espérer améliorer la borne (2.8) en la
minimisant par rapport aux normes sur E et F ainsi que sur la fonction prox d.
A ma connaissance un des seuls cas où on peut montrer un vrai intérêt
théorique de cette méthode est la minimisation sur des espaces de probabilités
discrètes. Le diamètre du simplexe (qui apparaît dans d(y∗)) diminue en utilisant
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l’entropie pour définir d plutôt qu’une norme euclidienne et la norme matricielle
‖M∗‖F→E∗ peut elle aussi s’améliorer. Nous le verrons dans un exemple ci-après.
2.2.2 Quelques exemples
Pour conclure ce paragraphe, je montre quelques forces et limites des ap-
proches duales ci-dessus.
Le modèle de Rudin-Osher-Fatemi
Le modèle ROF a fait long feu dans la communauté du traitement d’images.
Il consiste à minimiser la variation totale discrète et un terme d’attache aux
données quadratique :
min
x∈Rn
‖∇x‖1 + 12‖x− x0‖
2
2, (2.9)
où x0 ∈ Rn est typiquement une image bruitée et ∇ est un opérateur différentiel
discret. En appliquant le théorème 2, on obtient le résultat suivant.
Proposition 1. L’algorithme 1 génère une suite (xk) qui satisfait :
‖xk − x∗‖22 ≤
2‖∇‖22→2n
k2
. (2.10)
A première vue, la borne semble terrible car elle contient la dimension n
qui reflète le diamètre d’une boule unité `∞. Cependant si on réfléchit en terme
d’erreur relative, et qu’on se rend compte que ‖x∗ − x0‖22 = O(n) (dans une
tâche de débruitage par exemple, la norme du bruit est en O(n)), on se rend
compte que la méthode permet d’obtenir une précision relative satisfaisante
en quelques itérations. C’est ce qu’on observe en pratique et qui me semble
expliquer le succès de cette méthode.
ERégressions isotones
Voyons maintenant un exemple moins satisfaisant. Soit A la matrice d’in-
cidence d’un graphe dirigé acyclique. Une telle matrice définit un ordre partiel
entre les nœuds d’un graphe (V,E). Une fonction x : V → R respecte l’ordre
partiel si Ax ≥ 0. Par exemple, pour un graphe linéaire, un vecteur x est ad-
missible s’il est monotone croissant.
Les régressions isotones ont de nombreuses applications en statistiques [Bar72].
Je présenterai une application originale à l’imagerie plus tard dans ce manuscrit.
Imaginons par exemple qu’on souhaite débruiter un vecteur dont on sait qu’il
doit être croissant. On peut alors être mené à résoudre un problème de la forme
suivante :
min
x∈Rn,Ax≥0
1
2‖x− x0‖
2
2. (2.11)
L’algorithme de descente sur le problème dual a les garanties suivantes.
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Proposition 2. L’algorithme 1 génère une suite (xk) qui satisfait :
‖xk − x∗‖22 ≤
2‖A‖22→2‖y0 − y∗‖22
k2
. (2.12)
La grande difficulté ici est de borner le terme ‖y0−y∗‖22, car la variable duale
y ne vit plus sur un espace borné. Dans un papier récent [12], nous montrons
que la notion de valeur propre conique minimale permet de borner la variable
duale, ce qui mène finalement à un taux en O(n2/k2). Ceci semble mauvais
théoriquement et c’est effectivement le cas en pratique.
Je pense que le fait que les variables duales ne soient pas bornées est une dif-
ficulté assez profonde. Le travail sur des ensembles compacts de faible diamètre
simplifie considérablement la donne. A ma connaissance, les meilleures bornes
de complexité pour résoudre le problème (2.11) reposent sur des algorithmes
de points intérieurs avec des techniques de résolution de systèmes linéaires très
astucieuses et pour le moment instables [ST04 ; KRS15].
En perspective de cette partie, j’aimerais creuser un peu plus le rôle des
valeur propres minimales coniques en optimisation de premier ordre. Elles sont
apparues récemment dans le domaine de l’échantillonnage compressé [Ame+14]
et je pense qu’elles peuvent se révéler très utiles pour des analyses de complexité.
Un axe de recherche est simplement leur calcul qui est en général ardu. Pour une
application linéaireA, il faut évaluer des quantités de type minx∈K,‖x‖2=1 ‖Ax‖2,
oùK est un cône convexe. L’autre axe est de comprendre de façon assez générale
à quoi ces objets peuvent être utiles, avec une forte suspicion qu’elles sont un
outil de choix pour obtenir des garanties de recouvrement exact de solution avec
des algorithmes de minimisation de premier ordre efficaces.
Optimisation de probabilités
Pour finir, je présente très brièvement un exemple d’application des algo-
rithmes accélérés duaux à l’optimisation de densité de probabilité discrète pour
illustrer l’intérêt de choisir une métrique différente. Lors de la thèse de Claire
Boyer, nous avons été confronté à la question suivante.
Question 1. Supposons qu’on puisse tirer aléatoirement des indicatrices d’en-
sembles de Rd (e.g. des lignes). En fixant une loi de probabilité sur l’ensemble
des objets admissibles, on peut définir un processus aléatoire et sa mesure d’oc-
cupation. Comment choisir la loi de probabilité de telle manière à ce que la
mesure d’occupation s’approche d’une mesure cible ?
La figure 2.1 illustre ce problème. Dans la figure 2.1a, on voit une densité de
probabilité cible sur [0, 1]2. Sur la figure 2.1b, on voit la mesure d’occupation
empirique d’un processus que nous avons optimisé. Sur la figure 2.1c on voit un
tirage i.i.d. de lignes suivant la densité optimisée.
En deux mots, on est ramené à la résolution d’un problème convexe de la
forme suivante :
inf
pi∈∆m
‖Mpi − p‖1 + αE(pi),
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(a) Densité cible (b) Densité approchée (c) Tirage
Figure 2.1 – Exemple de distribution de tirage apprise. On peut approcher une
densité cible (à gauche) en tirant au hasard un ensemble de lignes suivant une
densité apprise. La densité approchée est montrée sur la figure du centre, tandis
qu’on montre le résultat d’un nombre fini de tirages à droite.
où p ∈ Rn est une densité cible,M : Rm → Rn est une application (pas toujours
linéaire) qui permet de définir la mesure d’occupation du processus à partir de
la densité de tirage pi, et E est la neg-entropie définie sur le simplexe canonique
∆m. On a montré dans [28], que le choix optimal pour les normes ‖ · ‖E et ‖ · ‖F
dépendaient des formes admissibles et vérifié expérimentalement que le choix de
la norme euclidienne n’était pas toujours le plus efficace.
2.3 Programmation dynamique et régressions iso-
tones
Récemment, j’ai découvert le monde de la programmation dynamique qui me
semble appartenir un peu plus à l’informatique théorique qu’aux mathématiques
appliquées. En suivant les travaux de Kolmogorov-Pock-Rolinek [KPR16], nous
avons proposé une méthode efficace et unifiée pour résoudre des problèmes de
régression isotone sur des graphes linéaires, des arbres ou sur des polyarbres.
Si A est la matrice d’incidence d’un graphe dirigé acyclique, l’idée est de
résoudre des problèmes du type :
min
x∈Rn,Ax≥0
‖x− z‖p, (2.13)
pour p ∈ {1, 2}. On cherche le vecteur x le plus proche d’un vecteur z donné
qui respecte une relation d’ordre partielle entre ses coefficients.
Pour p = 2, nous avons déjà vu dans le paragraphe 2.2.2 que les méthodes de
premier ordre peuvent fonctionner très lentement. L’idée de la programmation
dynamique est radicalement différente : elle permet d’obtenir une solution exacte
en résolvant une suite de problèmes convexe 1D. En notant (V,E) les nœuds
(vertices) et arêtes (edges) d’un arbre, le problème (2.13) peut être réécrit sous
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la forme :
min
x∈Rn
n∑
i=1
fi(xi) +
∑
(i,j)∈E
fi,j(xi − xj), (2.14)
où fi,j(y) =
{
0 si y ≥ 0
+∞ sinon. , fi(xi) = |xi−zi| pour p = 1 et fi(xi) = (xi−zi)
2
pour p = 2.
NotonsMi(t) la valeur optimale de l’énergie restreinte au sous arbre enraciné
au nœud i, en fixant la valeur t au nœud i. Cette énergie peut être calculée
directement sur les feuilles de l’arbre car elle contient uniquement les termes
unaires fi. Elle peut ensuite être propagée grâce à la formule de récurrence :
Mi(t) = fi(t) +
∑
j∈child(i)
(Mjfi,j)(t), (2.15)
où le symbole  représente une inf-convolution définie par :
(Mjfi,j)(t) = inf
s∈R
Mj(s) + fi,j(t− s). (2.16)
L’algorithme de programmation dynamique évalue récursivement les fonctions
Mi sur chaque nœud en partant des feuilles jusqu’à la racine. La solution opti-
male est obtenue par rétro-propagation : la valeur optimale x?r au nœud r est
donnée par x?r = arg mint∈RMr(t). Le reste des valeurs peut être calculé par la
récurrence :
x?j = arg min
t∈R
Mj(t) + fi,j(t− xi), (2.17)
pour tous les fils j ∈ child(i).
Mettre en pratique ce principe requiert beaucoup d’astuces informatiques
que je ne décrirais pas ici (il faut stocker des fonctions continues, évaluer rapi-
dement des inf-convolution, garder en mémoire seulement O(n) coefficients). Du
point de vue de l’optimisation, ce travail nous a permis d’améliorer l’état-de-l’art
en :
— proposant un algorithme unifié et optimal pour résoudre un ensemble des
problèmes attaqués avec des approches très différentes jusqu’à présent.
Le lecteur intéressé peut regarder le petit résumé proposé par Quentin
Stout par exemple [Sto14].
— On peut aussi résoudre des problèmes jusqu’à présent non traités (e.g.
régression sur des polyarbres, i.e. des arbres avec des directions arbitraires
entre nœuds adjacents.
— On améliore légèrement les meilleures complexités existantes pour la ré-
solution de problèmes avec attache `1 sur des graphes linéaires en passant
de O(n logn) à O(n log logn).
Les codes sont maintenant disponibles sous GitHub https://github.com/pierre-weiss/
contrast_invariant_snr. A ma connaissance un tel outil n’existe pas et est
réellement difficile à reproduire (il nécessite des structures de données appe-
lées double ended priority queue qui ne sont pas disponibles dans les librairies
standards ou sur GitHub).
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2.4 Résolution de problèmes en dimension infi-
nie
Un axe de recherche qui commence à se dégager dernièrement, grâce à une
rencontre un peu fortuite avec Axel Flinth [15] (alors doctorant à Berlin) et
Michael Unser [UFW17], est celui de la résolution de problèmes inverses en
dimension infinie. Suite à ce travail, j’ai pu continuer à creuser cette question
en me rapprochant notamment de Vincent Duval et de Frédéric de Gournay qui
ont eu un impact important sur la rédaction de l’article [5].
2.4.1 Théorèmes de représentation
Je commence cette présentation par des théorèmes de représentation [5].
Le cadre
Soit E un espace vectoriel de Hausdorff localement convexe. Soit m ∈ N
et Φ : E → Rm un opérateur linéaire appelé opérateur de mesure. Soit u ∈ E
un signal. On suppose qu’on dispose d’un ensemble de mesures de la forme
y = P (Φu), où P : Rm → Rm est une perturbation, telle que de la quantification
(1-bit compressed sensing), un module (recouvrement de phase), du bruit additif
gaussien,... On souhaite estimer u à partir de y. Une approche qui est devenue
très populaire 1 est la suivante :
inf
u∈E
f(Φu) + JC(u), (2.18)
où JC est la jauge d’un ensemble convexe C ⊂ E :
JC(u) = inf{λ t.q. u ∈ λC, λ ≥ 0}, (2.19)
et f est une fonction arbitraire convexe ou non-convexe appelée attache aux
données. Cette fonction doit dépendre du choix des données y et de la pertur-
bation P . Des papiers influents tels que [Cha+12] suggèrent que JC favorise
des solutions u “sparse”, au sens où elles s’expriment comme une combinaison
linéaire d’un petit nombre d’atomes élémentaires. Nous avons souhaité expliciter
ce principe.
Nos résultats
Sous réserve d’existence, notre résultat principal stipule qu’il existe systéma-
tiquement des solutions du problème (2.18) qui sont une combinaison conique
d’au plus m points extrémaux ou éléments des rayons extrémaux de C.
1. bien qu’elle perde beaucoup de popularité dernièrement au profit de l’apprentissage
profond
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On note S? l’ensemble des solutions de (2.18). On suppose qu’il est non vide.
On note t? = JC(u?) avec u? ∈ S? l’infimum dans (2.18) et on définit
δ =
{
1 si t? = infu∈E JC(u),
0 si t? > infu∈E JC(u).
(2.20)
On rappelle que tout convexe C peut être décomposé sous la forme
C = CB + CK
où CK est l’espace linéal de C (i.e. l’ensemble des lignes contenues dans C, qui
constitue un sous-espace vectoriel) et CB = C ∩ B où B est un sous-espace
complémentaire à CK . Ainsi, l’espace CB ne contient aucune ligne.
De la même façon, on peut décomposer S? sous la forme S? = S?K + S?B et
on note d la dimension de Φ(CK). Notre résultat est valide sous les hypothèses
suivantes.
Hypothèse 1.
— C est non vide, convexe et fermé.
— CB est fermé et localement compact.
— S? est non vide.
Si f est une fonction quelconque, on obtient le résultat suivant.
Théorème 4. Sous les hypothèses 1, il existe au moins une solution
u? ∈ S? de la forme :
u? = u?K +
r∑
k=1
αkψk, (2.21)
avec
— u?K ∈ CK , et αk ≥ 0 pour tout k.
— r ≤ m− d+ δ et ψk ∈ ext(CB) pour tout k,
— ou r ≤ m− 1− d+ δ et ψk ∈ rext(CB) ∪ ext(CB) pour tout k.
Si f est convexe s.c.i., on obtient un résultat plus fort :
Théorème 5. Si f est convexe, fermée et sous les hypothèses 1, alors
S?K = CK ∩ ker(Φ). De plus, pour tout p ∈ S?B, soit j la dimension de la
face de S?B contenant p. Alors p peut être écrite comme une combinaison
conique de :
— m+ j − d+ δ points extrémaux de CB,
— ou m+j−1−d+δ éléments de l’ensemble des des point extrémaux
ou des rayons extrémaux de CB.
Ce résultat décrit toute la structure de l’ensemble des solutions : en prenant
j = 0 et j = 1, on décrit en effet les points extrémaux et les rayons extrémaux
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de l’ensemble des solutions. Cette information est suffisante pour reconstruire
l’ensemble [Kle57].
Les résultats obtenus dans [5] sont en réalité un peu plus fins, mais je préfère
ici cette présentation élémentaire.
Quelques exemples
Norme `1 et variation totale La norme `1 définie sur E = Rn est la jauge
JC de la boule `1 unité C = {u ∈ Rn, ‖u‖1 ≤ 1}. En utilisant cet a priori, notre
résultat stipule que certaines solutions de (2.18) sont m-sparse. C’est un des
piliers de l’échantillonnage compressé [CRT06].
De façon similaire, soit E = M est l’espace des mesures de Radon sur un
domaine Ω of Rd. La variation totale (ou masse) d’une mesure u ∈ M est
notée JC(u) = ‖u‖M, où C = {u ∈ M, ‖u‖M ≤ 1}. On peut montrer que
ext(C) = {±δx, x ∈ Ω} et que rext(C) = ∅. Dans ce cadre, notre résultat
indique que certaines solutions sont une combinaison d’au plus m masses de
Dirac, ce qui est un des ingrédients principaux de [CF14 ; DP15].
Variation totale généralisée Soit D′(Ω) l’espace des distributions et E ⊂
D′(Ω). Soit L : E →M un opérateur linéaire surjectif et continu et C def.= {u ∈
E, ‖Lu‖M ≤ 1}. On peut alors définir la fonction de régularisation JC(u) =
‖Lu‖M. Le théorème de Fisher-Jerome [FJ75], qui a été amélioré récemment
dans [UFW17 ; 15] peut être obtenu à partir de nos théorèmes, en remarquant
que CK = ker(L), que ext(CB) = {±L+δx, x ∈ Ω} et que rext(C) = ∅. Ce
théorème sur lequel on reviendra un peu plus tard indique que les solutions de
(2.18) sont une combinaison linéaire d’au plus m splines.
Par exemple, si on choisit Ω = R2 et si L est le bi-laplacien L = ∆∆, alors
L+δxi = ψ(· − xi) def.= ‖ · −xi‖22 log(‖ · −xi‖2) est une spline plaque mince et on
voit que certaines solutions peuvent s’écrire sous la forme :
u?(x) =
m∑
i=1
αiψ(x− xi) + p(x), (2.22)
où p est un polynôme de degré inférieur ou égal à 3 et αi ∈ R. Ce qui est re-
marquable ici, est que ces objets sont bien connus dans le cadre des espaces de
Hilbert à noyau reproduisant (RKHS). Ils apparaissent par exemple en minimi-
sant des énergies de type
1
2‖∆u‖
2
L2(R2) +
1
2
m∑
i=1
‖u(xi)− yi‖22, (2.23)
ce qui peut servir à faire de l’approximation de fonctions échantillonnées ponc-
tuellement en un ensemble de points (xi). Nous obtenons un résultat similaire
en remplaçant le terme 12‖∆u‖2L2(R2) par ‖∆∆u‖M. Les différences principales
entre les deux approches sont les suivantes (voir aussi [UFW17]) :
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— Dans le cadre des RKHS, les nœuds xi sont fixés et égaux aux points
d’échantillonnage. Dans l’approche par variation totale, les nœuds sont
libres. La variation totale permet donc d’obtenir des solutions adapta-
tives, ce qui est est une distinction habituelle entre méthodes linéaires
[DL93] et méthodes non linéaires [DeV98].
— Dans le cadre des RKHS, le polynôme additionnel correspond au noyau
du laplacien et est de degré 1, alors que pour la variation totale, on
obtient un polynôme de degré 3 (on peut se ramener à des polynômes de
degré 1 en définissant l’espace de minimisation avec précaution).
— La minimisation dans le cadre des RKHS revient simplement à la résolu-
tion de systèmes linéaires de dimension finie, tandis que la minimisation
de la variation totale généralisée est un problème essentiellement ouvert
sur lequel je compte travailler dans les années à venir.
Orthant positif Si E = Rn et JC(u) = χC(u), l’indicatrice de l’orthant
positif C, alors ext(E) = {0} et rext(C) = {αei, α ≥ 0, 1 ≤ i ≤ n}. Nos
théorèmes indiquent alors qu’au moins une solution de (2.18) est m-sparse. Ce
résultat est central pour comprendre l’intérêt de résoudre des problèmes sous
contraintes de positivité. C’est aussi un des ingrédients implicites de [DT05].
De la même façon, si E = Rm×m et que C est le cône des matrices semi-
définies positives, notre théorème indique que certaines solutions sont de rang
m. 2
EVariation totale du gradient On s’intéresse ici à la variation totale du
gradient [ROF92]. Etant donné l’ensemble E def.= Ld/(d−1)(Rd), on définit JC
comme la variation totale du gradient, i.e.
JC(u)
def.= ‖Du‖Md
= sup
(∫
udiv(φ) dx, φ ∈ C1c (Rd)d, sup
x∈Rd
‖φ(x)‖2 ≤ 1
)
,
où D est le gradient au sens des distributions et ‖ · ‖Md est une variation
totale vectorielle. Si F ⊂ Rd a une mesure finie, on définit son périmètre par
P (F ) def.= JC(1F ).
Le résultat suivant est dû à Fleming [Fle57].
Proposition 3 ([Fle57] ). Les points extrémaux de
C = {u ∈ Ld/(d−1)(Rd), ‖Du‖Md ≤ 1}, (2.24)
2. BIci, je préfère indiquer au lecteur assidu que le résultat annoncé est nettement sous-
optimal. Nos théorèmes les plus forts indiquent que les points extrémaux de S?B vivent sur
une face de dimension au plus m − 1 de CB . Ces m − 1-faces sont elles-mêmes contenues
dans l’enveloppe convexe de points extrémaux et rayons extrémaux de CB , ce qui justifie
le théorème 5. Cependant, il se peut que la structure des k-faces soit plus favorables. En
particulier, les m-faces du cône SDP contiennent des matrices de rang O(
√
m) [Dat10, Sec.
2.8.2.2].
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quotienté par l’espace vectoriel des constantes, sont les fonctions u = ±1F /P (F ),
où F est un ensemble simple et P (F ) < +∞.
De façon informelle, les ensembles simples sont des ensembles simplement
connectés (i.e. une composante connexe sans trou).
En combinant ce résultat avec nos théorèmes, on peut conclure que les so-
lutions de (2.18) sont la somme de m fonctions indicatrices. Ceci explique des
phénomènes tels que le “staircasing” des solutions.
ELa variation totale du gradient peut être définie par la formule de la
co-aire : on intègre le périmètre des ensembles de niveau le long de tous les
niveaux. Nous travaillons actuellement sur la généralisation de notre résultat au
cas où on remplacerait la notion de périmètre par des fonctions sous-modulaires
quelconques. On souhaite aussi décrire précisément les k-faces de la boule unité
associée à la variation totale du gradient.
2.4.2 ENouvelles méthodes de discrétisation
Imaginons que l’on souhaite minimiser une énergie du type
inf
u∈M(Ω)
‖u‖M + f(Φu), (2.25)
où Φ : M → Rm est une application linéaire continue et Ω est un domaine
compact de Rd. On suppose que (Φu)i = 〈φi, u〉, où φi est une application
continue. Le problème (2.25) est une problème de programmation semi-infinie
(son dual consiste à minimiser une fonction de Rm sujette à un nombre infini
de contraintes). Ce problème a reçu beaucoup d’attention dernièrement dans le
domaine du traitement du signal [BP13 ; CF14 ; DP15].
L’approche de très loin la plus répandue pour résoudre (2.25) consiste à
discrétiser le problème de la façon suivante. On fixe un ensemble de points X =
(xi)1≤i≤n ∈ Ωn et on remplaceM(Ω) par l’espaceM(X) = {u =
∑n
i=1 αiδxi}.
On obtient alors le problème suivant en dimension finie :
inf
u∈M(X)
‖u‖M + f(Φu) = inf
α∈Rn
‖α‖1 + f(
m∑
i=1
αiΦ(xi)), (2.26)
où (Φu)j = 〈φj , u〉 =
∑n
i=1 αiφj(xi). Si f est convexe fermée, il peut être résolu
par les procédures standards de l’optimisation convexe (points intérieurs ou
autres méthodes de premier ordre). Dans [15], nous avons montré le résultat
suivant.
Théorème 6. Une solution u? =
∑n
i=1 α
?
i δxi obtenue en résolvant (2.26) est
aussi solution du problème en dimension infinie suivant :
inf
u∈M(Ω)
‖u‖M + f(Φnu), (2.27)
où Φn est une approximation de Φ linéaire par morceau, sur la triangulation de
Delaunay associée à l’ensemble des points (xi).
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Ce résultat donne du recul sur la procédure de discrétisation usuelle. Nous
avons aussi montré qu’il pouvait s’appliquer plus généralement à n’importe quel
problème de minimisation d’énergie de type ‖Lu‖M(Ω) où L est un opérateur
linéaire continu surjectif. Enfin, nous avons justifié l’utilisation de procédures de
“parcimonification” des solutions discrètes, en regroupant des masses de Dirac
adjacentes dans la triangulation.
De mon point de vue, l’intérêt principal de ce résultat est à venir. Il permet en
effet d’envisager (et de justifier) des procédures d’optimisation multi-résolution :
on commence par résoudre (2.26) avec un maillage grossier, et on va affiner le
maillage uniquement sur certaines parties de la triangulation en fonction de cer-
tains critères associés au problème dual. Je m’intéresse aussi actuellement à des
problématiques d’optimisation de mesures discrètes sous forme continue : on op-
timise la position et l’amplitude de masses de Dirac suivant un flot continu. Cette
approche semble très prometteuse numériquement et théoriquement [CB18]. J’y
reviendrais un peu plus tard.
Le Graal de cette piste de recherche serait - à long terme - d’obtenir des
solveurs de problèmes inverses dont la complexité dépend de la parcimonie de
la solution (nombre de spikes pour la variation totale, longueur des sauts pour
la variation totale du gradient) et pas de la finesse d’un maillage paramétré par
n.
Chapitre 3
Échantillonnage compressé
3.1 Introduction
Comme on l’a vu dans le chapitre précédent, minimiser des jauges dont le
convexe sous-jacent possède des singularités (les atomes) favorise les solutions
parcimonieuses au sens où elles s’expriment comme une combinaison conique
d’un petit nombre de points extrémaux. En pratique, cette idée a été explorée
dès les années 75 [FJ75] et a commencé à devenir très populaire avec l’intro-
duction de la variation totale du gradient par exemple [ROF92]. Au début de
ma thèse en 2007, ces résultats devaient essentiellement leur popularité à leurs
bonnes performances empiriques. David Donoho - un des pionniers de ce do-
maine - a obtenu les premières preuves que sous des conditions restrictives, ces
a priori permettent de reconstruire exactement les signaux mesurés. Ces résul-
tats souffraient cependant de ce qu’on appelle le “goulot quadratique” : un signal
s-parcimonieux peut être reconstruit à partir de s2 mesures.
3.1.1 Un premier théorème
L’échantillonnage compressé tel qu’on le connaît aujourd’hui est né au départ
de ma thèse [CRT06 ; Don06]. En utilisant des outils probabilistes telles que les
inégalités de concentration, le goulot quadratique a pu être cassé. Je donne ici
un théorème sous sa forme la plus élémentaire [FR13].
Théorème 7. Soit s ∈ N et soit A ∈ Rm×n une matrice dont les coefficients
sont tirés suivant des lois normales indépendantes. Soit s < n un entier.
Il existe deux constantes C1 et C2 telles que sim > C1s log(en/s)+C2 log(2/δ),
alors avec probabilité supérieure à 1− δ, le problème suivant :
inf
x∈Rn,Ax=Ax0
‖x‖1 (3.1)
admet pour solution unique le vecteur x0 pour tout x0 s-parcimonieux.
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Ce théorème indique qu’à un facteur logarithmique près, le nombre de me-
sures nécessaires pour reconstruire un signal dépend de sa dimension intrinsèque
s (sa parcimonie) et non pas de la dimension ambiante n. Le prix à payer est
l’utilisation de méthodes de restauration non linéaires. Il est important de noter
que ce théorème permet de traiter le cas de mesures entachées de bruit : la
reconstruction n’est plus exacte, mais l’erreur de reconstruction est de l’ordre
du niveau de bruit.
3.1.2 Ses limites
Le théorème que je viens de donner est typique d’un grand nombre de résul-
tats du domaine. Sous des hypothèses très restrictives, on est capable de recou-
vrer uniformément tous les signaux parcimonieux. C’est un résultat puissant,
mais les conditions sont si fortes que je ne connais en fait aucune application
réelle qui peut en bénéficier. Ma contribution dans ce domaine a été d’essayer de
relâcher les hypothèses pour pouvoir attaquer des problèmes complexes d’échan-
tillonnage, notamment dans le domaine de l’imagerie par résonance magnétique
(IRM).
Je décrirai l’IRM plus en détail par la suite et je donne juste un avant goût ci-
dessous. En première approximation, une image d’IRM peut être vue comme un
signal u : [0, 1]d → C. On peut mesurer ce signal uniquement le long de courbes
lisses dans le k-space, qui correspond à la transformée de u. Formellement, soit
λ : [0, T ]→ Rd une courbe d’échantillonnage. L’IRM permet alors de mesurer
yi = uˆ(λ(i∆t)) + bi, (3.2)
où ∆t est un pas d’échantillonnage et bi est un bruit additif. On peut alors se
poser la question suivante.
Question 2 (Le problème d’échantillonnage en IRM ). Étant données les contraintes
de la machine et la structure des images de l’IRM, comment faire un design opti-
mal de trajectoires λ ? Plus précisément, comment maximiser le SNR de l’image
reconstruite pendant un temps d’échntillonnage T fixé ?
Ce problème me semble extrêmement complexe : il faut optimiser conjointe-
ment une courbe d’échantillonnage λ ainsi qu’un algorithme de reconstruction
pour une classe de signaux (uniformément ou en moyenne par exemple). Je pense
qu’il y a encore beaucoup de questions ouvertes associées. Malheureusement,
l’avènement du deep-learning rend ces questions moins populaires dernièrement
au profit de rendement à court terme. Je soulève quelques difficultés techniques
ci-dessous.
1. Une image d’IRM n’est pas parcimonieuse dans le domaine des pixels,
mais elle peut être approchée par une image parcimonieuse dans un do-
maine transformé, tel que le domaine des ondelettes. La parcimonie dans
ce domaine est cependant assez faible : on peut difficilement espérer re-
construire une image d’IRM décente avec moins de 10% de ses coeffi-
cients en ondelette par exemple. Ainsi, la valeur C1 log(en/s) dans (7) ne
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doit pas dépasser 10... Malheureusement, ces constantes sont fréquem-
ment mal maîtrisées lorsqu’on souhaite reconstruire uniformément toute
une classe de signaux avec la propriété d’isométrie restreinte 1. On verra
que les théorèmes qu’on a établi assurent la reconstruction d’un signal
unique, ce qui permet un bien meilleur contrôle des constantes, qui reste
malheureusement trop pessimiste.
2. Le théorème 7 est annoncé avec une matrice aléatoire gaussienne. Dans
notre cas, il y a deux difficultés importantes : i) on sous-échantillonne ici
une transformée déterministe, la transformée de Fourier et ii) les échan-
tillons ne peuvent pas être choisis de manière arbitraire, mais doivent
satisfaire la contrainte d’appartenir à une courbe régulière. Le point i) a
été sérieusement abordé par des chercheurs tels que Candès, Romberg,
Tao [CRT06], Candès, Plan [CP11a], Rauhut, Foucart [FR13], ou encore
Adcock, Hansen, Poon [Adc+17]. Notre contribution se situe essentielle-
ment sur la résolution du point ii).
3.2 Contributions théoriques
Dans cette partie, on part d’une matrice orthogonale A0 =
a
∗
1
...
a∗n
 ∈ Cn×n.
On souhaite retrouver un signal x ∈ Rn s-parcimonieux (contenant au plus n
coefficients non nuls). Par exemple en radio-interférométrie, on peut supposer
que A0 est une transformée de Fourier discrète. En IRM, A0 serait le produit
d’une transformée de Fourier discrète et d’une transformée en ondelettes inverse,
puisque les images sont compressibles dans le domaine des ondelettes et qu’elles
sont mesurées dans le domaine de Fourier.
Pour mesurer x, on suppose qu’on peut tirer un ensemble de m lignes
(ai1 , . . . , aim) de la matrice A0 et construire ainsi la matrice A =
a
∗
i1...
a∗im
 ∈
Cm×n. Pour obtenir des résultats théoriques, on est particulièrement intéressés
par le cas où les indices (i1, . . . im) sont tirés au hasard. La nouveauté princi-
pale de nos travaux est cependant que ces échantillons ne sont pas i.i.d. Nous
utiliserons la définition suivante :
Définition 2. Soit p ∈ Rn une distribution de probabilité discrète. La cohérence
de la matrice A0 relative à la distribution p est définie par
K(A0, p) = max
i∈{1,...,n}
‖ai‖∞
pi
. (3.3)
Nous utiliserons souvent des distributions de tirage optimales.
1. On voit souvent des constantes dépassant allègrement les 105 et des facteurs polyloga-
rithmiques.
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Lemme 8. La distribution p? qui minimise la cohérence K(A0, p) est définie
par
p?i =
‖ai‖∞∑n
i=1 ‖ai‖∞
. (3.4)
Nous montrons une distribution optimale sur la figure 3.1a pour une matrice
A0 définie comme le produit d’une transformée de Fourier et d’une transformée
en ondelettes Symlet à 6 moments nuls.
3.2.1 EL’échantillonnage de l’homme saoul
Notre première contribution est partie d’une idée assez naïve. Comme les
échantillons doivent appartenir à une courbe continue, nous avons pensé défi-
nir des trajectoires à partir d’une chaîne de Markov : on effectue une marche
aléatoire sur l’espace de Fourier discrétisé.
Voici le type de théorème obtenu.
Théorème 9 (Échantillonnage de l’homme saoul [29]). Soit X = (Xi)i∈N une
chaîne de Markov réversible sur l’ensemble {1, . . . , n}. Soit P ∈ Rn×n sa matrice
de transition et p ∈ Rn sa distribution stationnaire (i.e. p = pP ). Soit λ2(P ) la
deuxième plus grande valeur propre de P et (P ) = 1−λ2(P ) son trou spectral.
Si
m ≥ 12
(P )K
2(A0, p)s2 log(2n2/δ), (3.5)
tout vecteur x0 s-parcimonieux est la solution unique du problème (3.1).
La différence essentielle avec une approche par tirage indépendant des vec-
teurs de mesure est le terme 1(P ) . Il indique le temps caractéristique nécessaire
pour que deux valeurs de la chaîne de Markov puissent être considérées comme
quasi indépendantes. En pratique, cette approche est très mauvaise. Si la ma-
trice de transition P n’autorise que des déplacements au plus proche voisin sur
une grille à d dimensions, on peut montrer en utilisant des inégalités de Cheeger,
que (P ) = O(n−1/d). Ainsi le nombre de mesures doit être multiplié par n1/d
par rapport à une approche par tirages indépendants, ce qui est bien trop grand.
Le souci vient du fait que la chaîne de Markov prend énormément de temps à
bien couvrir l’espace. Ceci est illustré sur la figure 3.1c : la chaîne de Markov est
loin d’approcher la distribution stationnaire indiquée sur la gauche, bien qu’on
ait autorisé quelques saut sporadiques.
EEn ouverture, le lecteur attentif, aura probablement remarqué le goulot
quadratique (le terme s2 à la place de s). Je pense qu’on peut le casser. Lors de
la thèse de Nicolas Chauffert, nous avons essayé de développer des inégalités de
concentration sur des chaînes de Markov à valeurs matricielles. Jusqu’à présent
de tels résultats ne sont disponibles que pour des chaînes de Markov à valeurs
réelles [Lez98] ou vectorielles [Kar+07]. Malheureusement, cette tentative a été
un échec jusqu’à présent et nous gardons tous les deux à l’esprit ce problème.
Un tel outil permettrait de transformer le s2 en s dans l’inégalité (3.5), ce qui
présente un intérêt académique avant tout.
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(a) Densité p? (b) Tirages i.i.d. (c) Markov (d) TSP
Figure 3.1 – Exemples d’échantillonnages aléatoires (densité cible, processus
ponctuel, échantillonnage de l’homme saoul et échantillonnage du voyageur de
commerce (n’ayant pas bu)).
3.2.2 L’échantillonnage du voyageur de commerce
Le problème de l’échantillonnage de l’homme saoul est le temps de couver-
ture de l’espace, qui est capturé par l’inverse du trou spectral 1/(P ). Pour
accélérer la convergence, nous avons essayé la stratégie suivante : tirer quelques
points au hasard suivant une certaine densité de probabilité q : [0, 1]2 → R+,
puis rejoindre les échantillons par une polyligne déterminée par la résolution
du problème du voyageur de commerce (le chemin le plus court qui passe par
tous les points échantillonnés). On appelle ce chemin, le chemin TSP par la
suite (pour Travelling Salesman Problem). La question qu’on s’est posée est la
suivante.
Question 3 (Le problème du TSP ). Comment choisir la densité de probabilité
q : [0, 1]d → R+ pour que la mesure empirique du chemin TSP soit égal à une
densité cible p? ?
Soit q : [0, 1]d → R une densité de probabilité. Soit (Xi)i∈N un ensemble de
vecteurs aléatoires indépendants de [0, 1]d tirés suivant la loi q (un processus de
Poisson). Soit γN : [0, 1] → Rd la fonction qui paramètre le chemin parcouru
par le TSP sur les points {X1, . . . , XN} à vitesse constante. Soit µN sa mesure
image définie pour tout borélien B ⊂ [0, 1]d par
µN (B) = λ[0,1](γ−1N (B)),
où λ[0,1] est la mesure de Lebesgue sur [0, 1].
Le théorème suivant, illustré sur la figure 3.1d répond à la question 3.
Théorème 10 (Échantillonnage du TSP [29] ). Soit p : [0, 1]d → R+ une densité
de probabilité. Posons q = p
(d−1)/d∫
[0,1d]
p(x) dx
. Alors la mesure image µN converge en
distribution vers p.
En pratique, cet échantillonneur fonctionne assez bien. Nous l’avons cepen-
dant abandonné au profit de méthodes plus avancées décrites par la suite.
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3.2.3 L’échantillonnage par blocs
Lors de la thèse de Claire Boyer, nous avons cherché à comprendre pourquoi
il est possible d’échantillonner des images en tirant un ensemble d’ensembles
d’échantillons groupés par blocs, tels que des lignes horizontales dans le plan de
Fourier. Cette problématique est illustrée sur la figure 3.2 : on peut reconstruire
un texte incrusté dans le cerveau à une résolution pixellique avec seulement 13%
des coefficients de Fourier mesurés. Les “grands” théorèmes d’échantillonnage
compressé ne permettent d’expliquer ce phénomène et je pense que c’est une
contribution peu suivie, mais intéressante.
(a) (b) SNR = 24.1 dB (c)
(d) SNR = 21 dB (e)
Figure 3.2 – Exemple de reconstruction d’une image 2048× 2048 à partir de
ligne horizontales de mesures. (a) Schéma d’échantillonnage par lignes horizon-
tales (13% des mesures). (b) Reconstruction par minimisation `1 et son zoom
(c). (d) Reconstruction par pseudo-inverse et un zoom (e).
Pour expliquer ce phénomène, nous avons travaillé en parallèle et donc suivi
d’assez près les travaux du groupe Adcock, Hansen, Poon [Adc+17]. Nous avons
en particulier montré qu’il est impossible de reconstruire uniformément toute la
classe des signaux s-parcimonieux (ce qui empêche l’utilisation de techniques
reposant sur la propriété d’isométrie restreinte (RIP)). Nos résultats sont donc
non uniformes, au sens où ils permettent de reconstruire un signal donné, et que
la capacité de reconstruction dépend de la structure du signal, et en particulier
de son support.
3.2. CONTRIBUTIONS THÉORIQUES 47
Un résultat générique
Je présente ici une version simplifiée de notre résultat principal [18]. Nous
avons notamment systématiquement montré que les résultat étaient stables par
ajout de bruit sur les données, mais je préfère passer ceci sous silence.
Comme dans la partie 3.2.1, on part d’une matrice A0 ∈ Cn×n orthogonale
dont les lignes sont notées a∗i . On fixe une partition 2 (Ik)1≤k≤M de {1, . . . , n}.
A partir de cette partition, on construit des sous-matrices de mesures (les blocs)
Bk = (a∗i )i∈Ik ∈ C|Ik|×n.
On fixe alors un nombre de blocs de mesures m ∈ N et on construit une
matrice aléatoire de mesures comme suit :
A = 1√
m
(
1√
piKl
BKl
)
, (3.6)
où les indices Kl sont des copies i.i.d. d’une variable aléatoire K telle que P(K =
k) = pik, avec pi ∈ RM .
Notre objectif est de reconstruire un signal x de support supp(x) = S ⊂
{1, . . . , n}. Nous avons alors dû introduire plusieurs quantités pour caractériser
la qualité d’un système de mesure (i.e. d’un triplet (A0, (Ik)1≤k≤M , pi)) pour
reconstruire le signal x.
Définition 3.
Θ(S, pi) def.= max
1≤k≤M
1
pik
‖B∗kBk,S‖∞→∞ = max1≤k≤M max1≤i≤n
‖e∗iB∗kBk,S‖1
pik
, (3.7)
Υ(S, pi) def.= max
1≤i≤n
sup
‖v‖∞≤1
M∑
k=1
1
pik
|e∗iB∗kBk,Sv|2 , (3.8)
Γ(S, pi) def.= max (Υ(S, pi),Θ(S, pi)) . (3.9)
La quantité Θ peut être vue comme une extension de la notion de cohérence
à des blocs de mesures. La quantité Υ est difficile à calculer et à interpréter.
De façon très grossière, elle permet de prendre en compte des “interférences”
entre les blocs. Malheureusement, elle semble indispensable (à moins de faire
des hypothèses de signes aléatoires sur les coefficients de x) à l’établissement du
théorème suivant.
Théorème 11. Soit S ⊂ {1, . . . , n} un ensemble d’indices de cardinal s > 16.
Soit x un signal S-parcimonieux. On construit la matrice de mesures A suivant
le modèle (3.6). Soit  ∈]0, 1[.
Si le nombre de mesures m satisfait :
m ≥ C · Γ(S, pi) log(s) log
(n

)
, (3.10)
où C est une constante universelle, alors x est solution du problème (3.1) avec
probabilité supérieure à 1− .
2. Le théorème couvre aussi le cas de blocs qui se recouvrent.
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Le système Fourier-Haar
Le théorème (11) et en particulier la quantité Γ peuvent paraître sibyllins.
C’est pourtant un résultat fort lorsqu’on l’applique à des systèmes particuliers.
Je montre ci-dessous qu’il permet d’expliquer le résultat de la figure 3.2.
On suppose qu’on souhaite reconstruire une image carrée de taille
√
n ×√
n où
√
n est une puissance de 2. La matrice A0 = FΨ est le produit d’une
transformée de Fourier discrète F ∈ Cn×n et d’une transformée en ondelettes
de Haar orthogonales Ψ ∈ Cn×n. Le vecteur x représente donc les coefficients
d’ondelettes d’une image. On suppose que les blocs Bk correspondent à des
lignes horizontales du plan de Fourier, comme dans la figure 3.2. On effectue une
partition dyadique (τj)0≤j≤J de l’ensemble {1, . . . ,
√
n}, avec J = log2(
√
n)−1.
Ainsi τ0 = {1}, τ1 = {2}, τ2 = {3, 4}, τ3 = {5, 6, 7, 8} et ainsi de suite. On
définit des ensemble Ωl,l′ = τl × τl′ . Nous renvoyons le lecteur à la figure 3.3
pour une illustration. Enfin, on définit une fonction j : {1, . . . ,√n} → {0, . . . , J}
par j(u) = j si u ∈ τj .
Définition 4. Soit S = supp(x). On définit :
sc` := max0≤`′≤J maxk∈τ`′
|S ∩ Ω`,`′ ∩ Ck| , (3.11)
où Ck représente la k-ième ligne verticale (voir figure 3.3).
Les quantités scl représentent le cardinal du support maximal dans les sous-
bandes (`, `′)0≤`′≤J .
En appliquant le théorème (11) à ce système particulier, on peut démontrer
le résultat suivant.
Théorème 12. Soit x ∈ Cn un signal S-parcimonieux. Soit ε ∈ (0, 1). Soit
(pik)1≤k≤√n une densité constante par niveau, i.e. pik = p˜ij(k).
Si le nombre m de lignes horizontales satisfait
m & max
0≤j≤J
2−j
p˜ij
J∑
r=0
2−|j−r|/2scr ln(s) ln
(n
ε
)
,
alors x est l’unique solution du problème (3.1) avec probabilité supérieur à 1−ε.
En particulier, si
pik =
2−j(k)
∑J
r=0
2−|j−r|/2scr∑√n
`=1 2−j(`)
∑J
r=0 2−|j(`)−r|/2scr
,
alors
m &
J∑
j=0
scj + J∑
r=0
r 6=j
2−|j−r|/2scr
 · ln(s) ln(n
ε
)
donne une reconstruction exacte avec probabilité supérieure à 1− ε.
3.3. GÉNÉRATION DE SCHÉMAS D’ÉCHANTILLONNAGE 49
Figure 3.3 – Illustration des quantités intervenant pour le système Fourier-
Haar avec des lignes horizontales.
Nous aurions probablement été incapables d’identifier les quantités scl sans
avoir préalablement montré le théorème (11). Le théorème 12 indique ces quan-
tités a priori anodines jouent un rôle primordial pour la reconstruction d’images
à partir de lignes horizontales en Fourier. Nous avons pu valider expérimentale-
ment ce résultat, comme le montre la figure 3.4. A ma connaissance, très peu de
résultats en échantillonnage compressé permettent d’expliquer ce qui se passe
sur des systèmes de mesures réels. Je trouve donc ce résultat assez remarquable
bien qu’il soit difficile à digérer.
3.3 Génération de schémas d’échantillonnage
Dans la section précédente, nous avons cherché à donner des garanties théo-
riques de reconstruction exacte à partir de tirages aléatoires d’échantillons ou
de blocs d’échantillons. En pratique, les quantités émergeant de ces analyses
sont difficiles à exploiter. Par exemple, pour trouver une densité de probabilité
optimale, il faudrait minimiser la quantité Γ(S, pi) définie en (3.9) par rapport
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à tous les supports S admissibles.
En parallèle des travaux théoriques précédents, j’ai donc cherché à adopter
des approches plus heuristiques de génération de schémas d’échantillonnages
efficaces.
3.3.1 Optimisation de probabilité de tirage
Un premier exemple d’application a été présenté dans la section 2.2.2 : nous
avons cherché à optimiser une densité de probabilité sur des espaces de blocs
admissibles, de telle manière à ce que la mesure empirique des blocs tirés se
rapproche d’une densité cible discrète. Je ne décrirais pas plus longuement cette
approche que nous avons finalement abandonnée après avoir fait l’observation
suivante :
Observation 1. Si d’un point de vue théorique, les schémas d’échantillonnage
les plus efficaces sont aléatoires, il n’en n’est pas de même expérimentalement.
On observe que des schémas déterministes sont plus efficaces. La cause probable
est que l’aléa a tendance à produire des amas (clusters) de points. Ceci est aussi
en accord avec les théories d’échantillonnage avec reconstruction linéaire (e.g.
Beurling).
3.3.2 Optimisation de mesures
Dans ce paragraphe, je vais décrire deux techniques qui ont été motivées par
l’observation 1 et par le théorème 10. Pour générer un schéma d’échantillonnage,
nous avons souhaité satisfaire les principes suivants [23] :
1. Un schéma doit avoir une densité cible donnée p,
2. Un schéma doit couvrir l’espace rapidement (i.e. éviter les clusters, ou
avoir un temps de mélange rapide),
3. Un schéma doit être admissible, au sens où les échantillons doivent satis-
faire un ensemble de contraintes dictées par la machine.
Ces trois principes nous ont mené à considérer le problème de projection
suivant :
inf
µ∈A
dist(µ, pi), (3.12)
où pi est une mesure cible à densité p : [0, 1]d → R+, A est un sous-
ensemble de mesures de probabilité admissibles et dist(·, ·) est une dis-
tance entre mesures de probabilités.
L’exemple le plus simple d’espace A est l’espace des mesures discrètes à m
points :
M(Ωm) def.=
{
µ = 1
m
m∑
i=1
δxi , xi ∈ [0, 1]d
}
. (3.13)
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Cet espace montre qu’on ne peut pas choisir des distances arbitraires. Par
exemple, si dist est la variation totale de la différence µ − ppi par exemple,
on obtient dist(µ, pi) = ‖µ− pi‖M = 2 pour toute mesure µ ∈Mm !
Nous devons donc choisir des distances qui métrisent la convergence faible.
Nous avons considéré deux possibilités qui sont les distances de convolutions
(aussi appelées “maximum norm discrepancies”, “kernel norms” ou “blurred
SSD”) ou la distance de transport W2. Nous dédions un paragraphe à chacune
d’entre elle ci-dessous.
Distances de convolution
On travaille ici sur le tore Ω = Td, ce qui va nous permettre de travailler
avec des séries de Fourier. On pourrait aussi travailler sur Rd avec quelques
précautions supplémentaires.
Définition de la distance Soit h ∈ L2(Ω) un noyau de convolution continu.
On définit une distance dh entre deux mesures µ1 et µ2 comme suit :
dh(µ1, µ2) = ‖h ? (µ1 − µ2)‖L2(Ω), (3.14)
où le symbole ? est le produit de convolution. Soit ξ ∈ Z. On note hˆ(ξ) la valeur
de la série de Fourier de h en ξ. Le théorème suivant indique quelques propriétés
utiles.
Théorème 13 (Propriétés des distances de convolution [19]).
— Si h est continu, h ? µ ∈ L2 pour tout µ ∈ M(Ω). L’application dh est
donc bien définie sur l’espace des mesures de Radon.
— L’application µ 7→ √dh(µ, µ) est une norme si et seulement si la série
de Fourier hˆ ne s’annule pas sur Zd.
— Soit (µN )N∈N une suite de mesures. Si hˆ ne s’annule pas sur Zd, alors
lim
N→∞
dh(µN , µN ) = 0⇔ µN ⇀
N→∞
0. (3.15)
On dit que la distance dh métrise la convergence faible.
— Si h est une fonction L-Lipschitz, alors pour tout couple (µ1, µ2) ∈
M(Ω)×M(Ω),
dh(µ1, µ2) ≤ LW1(µ1, µ2) (3.16)
où W1 est la distance de transport définie par :
W1(µ1, µ2)
def.= sup
f,Lip(f)≤1
µ1(f)− µ2(f). (3.17)
— Supposons que dist = dh et que la série de Fourier hˆ ne s’annule pas sur
Zd. Le problème (3.12) admet une solution si A est faiblement compact
(e.g. s’il est faiblement compact et borné en norme de variation totale).
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Discrétisation D’un point de vue numérique, il est nécessaire d’approcher
l’ensemble A par un espace de mesures paramétrées par un nombre fini de
variables. La proposition suivante montre que ∪m∈NMm est dense dans l’espace
des probabilités.
Proposition 4. Soit M∆ l’ensemble des mesures de probabilité sur Ω et h un
noyau Lipschitz. On a alors l’inégalité suivante :
sup
pi∈M∆
inf
µ∈M(Ωm)
dh(µ, pi) ≤ L
(√
d/2 + 1
) 1
m1/d − 1 = O(m
−1/d). (3.18)
On peut alors montrer facilement le résultat suivant.
Proposition 5. Pour tout espace A de mesures non vide, on peut construire
un espace approximantMn de la forme :
Mn def.=
{
µ = 1
m
m∑
i=1
δxi , xi ∈ Cn
}
, (3.19)
où Cn ⊂ Ωn est un espace de contraintes, tel que la distance de Hausdorff
H(A,Mn) def.= max
(
sup
pi∈A
inf
µ∈Mn
dh(µ, pi), sup
µ∈Mn
inf
pi∈A
dh(µ, pi)
)
= O
(
m−1/d
)
.
(3.20)
Résolution numérique Pour résoudre le problème (3.12), on commence par
le remplacer par sa version discrétisée :
arg min
µ∈Mn
dh(µ, pi). (3.21)
L’idée est ensuite d’utiliser de la programmation non linéaire pour optimiser les
positions (xi)1≤i≤m. La proposition suivante indique l’énergie à minimiser.
Proposition 6. Soit x? une solution du problème suivant
min
(xi)1≤i≤m∈Cn
J(x) def.= 1
n
n∑
i=1
∫
Ω
H(x− xi)dpi(x)︸ ︷︷ ︸
Attraction
− 12n2
n∑
i=1
n∑
j=1
H(xi − xj)︸ ︷︷ ︸
Répulsion
,
(3.22)
où H est défini par sa série de Fourier comme Hˆ = |hˆ|2.
La mesure µ? = 1n
∑n
i=1 δx?i est solution du problème de projection (3.21).
Pour résoudre ce problème on utilise la descente de gradient projeté suivante :
x(k+1) ∈ ΠCn(x(k) − τk∇J(x(k))), (3.23)
où ΠCn(·) est le projecteur sur Cn. Nous avons montré la convergence de cet
algorithme vers un point critique en suivant les travaux de Jérôme Bolte no-
tamment [ABS13].
Ce principe d’apparence assez simple cache de vraies difficultés numériques
que je décris rapidement ci-dessous :
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— En pratique le noyau H doit avoir une singularité en 0 pour que l’al-
gorithme se comporte bien. Pour assurer la convergence, on le lisse lé-
gèrement à l’origine, ce qui implique que la constante de Lipschitz du
gradient de J est grande. On doit donc prendre des pas de descente τk
petits. L’approche qui s’est révélée la plus efficace est une technique de
choix de pas de type Barzilei-Borwein.
— On souhaite pouvoir optimiser des centaines de milliers de particules
xi. Le calcul du gradient doit donc être rapide, alors qu’une approche
naïve coûte O(n2) opérations. Il faut utiliser des techniques de sommation
rapide de type méthodes multi-polaires pour réduire ce coût.
— On doit travailler sur des stations multi-cœurs pour atteindre le nombre
de particules souhaitées. Les codes sont en C++ interfacés avec Matlab.
— Définir Cn et son projecteur peut être difficile en pratique.
Résultats La dynamique de l’algorithme est illustrée sur la figure 3.5 pour
différentes initialisations. Comme on peut le voir, le résultat final est toujours
plaisant d’un point de vue visuel.
Finalement, une application de cet algorithme à la génération de schémas
d’échantillonnage est présentée dans la figure 5.7.
Transport optimal
Suite à un conseil de Gabriel Peyré lors de la soutenance de thèse de Nicolas
Chauffert, nous avons décidé d’essayer de remplacer la distance à noyau dh
par la distance de transport W 22 lors de la thèse de Léo Lebrat. Après plusieurs
essais sur des distances de transport discrètes ou discrètes régularisées [Ben+15],
nous avons finalement opté pour du transport semi-discret [De +12a ; Lév15].
Le manuscrit étant déjà bien long, cette partie étant technique et ayant réalisé
une vidéo de démonstration, je renvoie le lecteur intéressé à cette url https:
//youtu.be/FjdNLjk1xHM, pour quelques résultats.
Je tiens simplement à noter ici que c’est un problème délicat d’un point
de vue théorique et numérique, qui tient à la géométrie computationnelle. Léo
Lebrat et son directeur de thèse Frédéric de Gournay ont produit l’essentiel du
code (alors que je contribue d’habitude largement à cette partie).
3.4 EOuverture
Ce chapitre contient plusieurs perspectives à plus ou moins long terme.
3.4.1 Reconstruction dans des trames
Nous avons focalisé notre attention sur des régularisations avec des transfor-
mées orthogonales jusqu’à présent. En pratique, il est souvent bien plus efficace
d’effectuer des régularisation sur des trames redondantes (e.g. des ondelettes
invariantes par translation). Lorsqu’on utilise des transformées redondantes,
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on peut considérer une régularisation par analyse [Nam+13] ou par synthèse
[RSV08]. Ces deux domaines me semblent très mal compris aujourd’hui.
Des chercheurs tels que Candès, Eldar, Needell et Randall [Can+11] ont bien
produit des théorèmes de reconstruction reposant sur la D-RIP par exemple.
Cependant - et malgré un nombre très important de citations - il est facile de se
convaincre qu’ils n’ont qu’un intérêt très limité et qu’ils ne peuvent pas expliquer
les résultats observés en pratique.
3.4.2 Échantillonnage déterministe
Les schémas d’échantillonnage obtenus en minimisant une fonctionnelle peuvent
être considérés comme déterministes. En pratique, ils fonctionnent significati-
vement mieux que les schémas par tirages i.i.d. suggérés par les théorèmes les
plus avancés de la littérature. Mon sentiment est que les techniques de preuve
d’échantillonnage compressé actuelles sont sous-optimales et qu’il est possible
que des hypothèses et approches radicalement différentes donnent de meilleurs
résultats. Je n’ai pas de vraie piste sérieuse ici, mais je compte rester sur le
qui-vive, car je pense que de belles découvertes restent à venir.
3.4.3 Compréhension de la convergence
Dans le cadre du projet ANR OMS, nous essayons actuellement de com-
prendre pourquoi les dynamiques illustrées sur la figure 3.5 mènent toujours à
des points critiques agréables. Ce phénomène semble indiquer que l’essentiel des
points critiques de la fonction (3.22) sont concentrés autour d’un certain mi-
nimum global ou que la dynamique particulaire se rapproche de la dynamique
continue. C’est un problème qui semble aussi réellement difficile. Cependant,
des travaux récents autour des flots de gradient [CB18] donnent quelque espoir
de progresser. Une semaine de retraite dans les montagnes avec mes collabo-
rateurs talentueux (J. Bolte, J. Kahn, F. de Gournay, A. Flinth) n’a pas suffit
à réellement dégager de piste pour avancer. Il nous reste 3 ans pour faire des
progrès...
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Schéma d’échantillonnage
(a) Image originale (b) SNR = 27.8 dB
sc = (16, 16, 32, 59, 81, 75, 48)
(c) Image originale (d) SNR = 14.7 dB
sc = (16, 16, 32, 64, 124, 240, 411)
Figure 3.4 – Exemple de reconstruction d’une image de taille 2048 × 2048
réelle mesurée dans le domaine de Fourier. (a) (c), images de références : (c) est
identique à (a) mais tournée de 90◦. les valeurs du vecteur sc =
(
scj
)
1≤j≤7 sont
indiquées pour les deux images. Il est important d’observer que les quantités
scj sont plus grandes pour l’image (b). Pour la reconstruction, on utilise un
schéma d’échantillonnage composé de 9.8 % des mesures. Les images (b) (d),
correspondent à une reconstruction `1. On tourne les images dans (d) pour
faciliter la comparaison. Observer que (b) est de qualité nettement supérieure à
(d). C’est exactement ce que prédit le théorème 12.
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Figure 3.5 – Projection d’une image lion sur un espace de courbes à vitesse
bornée avec 8, 000 particules. La figure montre les itérées x(k) pour plusieurs
valeurs de k.
Chapitre 4
Approximation et
apprentissage d’opérateurs
4.1 Introduction
L’un des projets interdisciplinaires qui m’a le plus séduit pour créer l’équipe
projet PRIMO a été la restauration d’images SPIM (Selective Plane Illumination
Microscope). Je ne souhaite pas rentrer dans les détails de fonctionnement du
microscope, mais simplement indiquer que la géométrie d’une feuille de lumière
qui vient exciter des molécules fluorescentes créé un flou qui varie spatialement.
Ce problème est loin d’être limité à la microscopie SPIM. Il est illustré pour
différents imageurs sur la figure 4.1. Malheureusement, je dois bien avouer que
nous sommes encore assez loin d’avoir fourni un outil clé en main aux biologistes,
malgré 4 années de travail. Je commence à avoir un espoir qu’on arrive à des
algorithmes utilisables en routine sur les plateformes d’imagerie d’ici 2 ans.
Cette problématique a pris une grosse part de mon temps de recherche ces 5
dernières années avec la thèse de Paul Escande, et aujourd’hui, celle de Valentin
Debarnot. J’ai aussi déposé 5 demandes d’ANR (JCJC et bilatérale avec Hans
Feichtinger) sur ce thème qui ont toutes été rejetées malgré des évaluations
systématiquement positives. La dernière signait le fait que je n’obtiendrais pas
d’ANR jeune chercheur dans ma carrière.
4.2 Approximation d’opérateurs de flou
4.2.1 Modélisation
Les résultats énoncés dans cette partie sont valides à la fois sur le domaine
Ω = Rd et sur le tore Ω = Td avec des conditions de bord périodiques. Il est
plus simple de définir les ondelettes avec des conditions de bord périodiques et
nous présenterons donc l’essentiel des résultats dans ce cadre.
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(a) Coupe de sphéroide - SPIM
(b) Microbille fluorescentes - SPIM
(c) Microbilles fluorescentes - Champs large
(d) Photographie conventionnelle
Figure 4.1 – Différents exemples de flous variables spatialement.
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Dans tous nos travaux, nous avons modélisé les opérateurs de flou H comme
des opérateurs linéaires intégraux bornés H : L2(Ω)→ L2(Ω) :
∀x ∈ Ω, Hu(x) =
∫
Ω
K(x, y)u(y)dy. (4.1)
La fonction K : Ω × Ω → R est appelée noyau de l’opérateur et définit la
fonction de répartition du point (PSF) K(·, y) au point y ∈ Ω. Pour une image
u ∈ L2(Ω), l’image Hu correspond à une version floue de u. On propose de
donner une définition simple des opérateurs de flou comme suit.
Définition 5 (Opérateurs de flou [26]). Soit M ∈ N et f : [0, 1] → R+ une
fonction décroissante bornée. Un opérateur intégral est appelé opérateur de flou
dans la classe A(M,f) s’il satisfait les propriétés suivantes :
1. Son noyau K ∈WM,∞(Ω× Ω) ;
2. Ses dérivées partielles K satisfont :
(a)
∀ |α| ≤M, ∀(x, y) ∈ Ω× Ω, |∂αxK(x, y)| ≤ f (‖x− y‖∞) , (4.2)
(b)
∀ |α| ≤M, ∀(x, y) ∈ Ω× Ω, ∣∣∂αyK(x, y)∣∣ ≤ f (‖x− y‖∞) . (4.3)
Une telle définition peut choquer les physiciens qui sont habitués à utiliser
les lois de propagation des ondes pour déterminer analytiquement les formes
de PSFs. Mon avis est que ces modèles sont très utiles pour avoir une bonne
idée de ce qu’il faut attendre. Cependant, il me semble presque impossible de
rendre compte de la diversité des phénomènes physiques qui peuvent altérer
ces modèles idéalisés. De plus, on va voir que les hypothèses de la définition 5
permettent d’obtenir des garanties fortes de compressibilité des opérateurs.
Je tiens à préciser dès à présent les difficultés associés à de tels opérateurs :
— On souhaite travailler avec des images à n pixels, où n varie typiquement
entre 1 million et 10 milliards. Si on se contente d’une discrétisation
naïve d’un opérateur H sous la forme d’une matrice, cette dernière ne
pourra pas être stockée sur un ordinateur (e.g. une matrice de taille
1010 × 1010 représente probablement plus que toutes les capacités de
stockage actuelles).
— En pratique, on ne connaît jamais réellement l’opérateur. On a seulement
un accès indirect à travers son action sur des masses de Dirac par exemple
(voir figure 4.1). Dans ces conditions, il faut développer des algorithmes
de reconstruction d’opérateurs.
— Il est fréquent qu’une calibration d’un microscope, suivie d’un défloutage
à opérateur connu soit insuffisante. En effet, beaucoup de paramètres
expérimentaux peuvent varier (température, défocalisation, tilts d’élé-
ments optiques). Lorsqu’on souhaite restaurer une image, on est donc en
présence d’un problème inverse aveugle.
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4.2.2 Décomposition dans des bases d’ondelettes
Dans le papier [26], nous avons supposé qu’on dispose d’un opérateur H
connu et nous avons cherché à exploiter les idées de décomposition d’opéra-
teurs dans des bases d’ondelettes [CM97 ; BCR91a] pour pouvoir le représenter
efficacement.
Théorie
Soit (ψλ)λ∈Λ une base d’ondelettes orthogonales de L2(Td) en produit ten-
soriel, construite à partir d’une ondelette mère ψ ∈ L2(T) à M moments nuls et
à support compact : supp(ψ) = [−c, c]. Le coefficient λ = (j,m, e) encode simul-
tanément l’échelle de l’ondelette j ∈ N, un paramètre de translation m ∈ Zd, et
son type e ∈ {0, 1} (ondelette mère ou d’échelle). On note aussi Ψ : L2(Td)→ `2
la décomposition d’une image en ses coefficients d’ondelettes. Le support d’une
ondelette est noté Iλ = supp(ψλ).
Puisque H est un opérateur borné de L2(Td), il peut être décomposé sous
la forme H = ΨΘΨ∗, où Θ : `2(Z) → `2(Z) est une matrice infinie décrivant
H dans le domaine des ondelettes. La matrice Θ est caractérisée par ses coeffi-
cients :
θλ,µ = Θ[λ, µ] = 〈Hψλ, ψµ〉 . (4.4)
Le résultat suivant fournit une borne sur leurs amplitudes (elle améliore légère-
ment les résultats de Meyer [CM97], en exploitant les propriétés supplémentaires
de régularité du noyau).
Théorème 14 (Amplitude des coefficients d’ondelettes[26]). Soit fλ,µ = f (dist(Iλ, Iµ))
et supposons que :
— L’opérateur H appartient à la classe A(M,f) (voir la définition 5).
— L’ondelette mère est à support compact avec M moments nuls.
Pour tout λ = (j,m, e) ∈ Λ et µ = (k, n, e′) ∈ Λ, avec e, e′ 6= 0 :
|θλ,µ| ≤ CM2−(M+ d2 )|j−k|2−min(j,k)(M+d)fλ,µ, (4.5)
où CM est une constante indépendante de λ et de µ.
En somme, les coefficients de Θ décroissent exponentiellement par rapport
à la différence d’échelle et comme une fonction de la distance entre les supports
des ondelettes.
Discrétisation
Pour obtenir une représentation finie d’un opérateur, on peut tronquer la
représentation à une échelle J . On note Θ(J) la matrice infinie définie par :
Θ(J)[λ, µ] =
{
θλ,µ si |λ| ≤ J et |µ| ≤ J,
0 sinon. (4.6)
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Cette matrice contient au plus N2 coefficients non nuls, où N = 1 +
∑J−1
j=0 (2d−
1)2dj représente le nombre d’ondelettes gardées. L’opérateur H(J) = ΨΘ(J)Ψ∗
est une approximation de approximation deH. L’erreur de discrétisation ‖H(J)−
H‖X→Y peut être contrôlée, où ‖ · ‖X→Y est une norme d’opérateur entre deux
espaces métriques X et Y . On renvoie le lecteur intéressé à [26] pour plus de
détails.
Le théorème suivant est une variation de [BCR91b]. De façon formelle, il sti-
pule que H(J) peut être approchée par une matrice contenant O(N) coefficients.
Théorème 15 (Représentation compacte dans des bases d’ondelettes[26]). Soit
0 ≤ η ≤ log2(N)−(M+d)/d. Soit Θ(J)η la matrice obtenue en remplaçant par 0
tous les coefficients de Θ(J) tels que
2−min(j,k)(M+d)fλ,µ ≤ η. (4.7)
Soit H(J)η = ΨΘ(J)η Ψ∗. Sous les hypothèses du théorème (14), le nombre de
coefficients nécessaire pour que
∥∥∥H(J) −H(J)η ∥∥∥
2→2
≤  est inférieur à
C ′MN 
− dM (4.8)
où C ′M > 0 est indépendant de N .
Ce théorème indique que la représentation et le calcul d’un produit avec
H peuvent être obtenus avec une précision  en utilisant seulement O(N− dM )
opérations. La régularité du noyau M est exploitée automatiquement.
Application en dimension finie
Dans un cadre discret, ces résultats peuvent être exploités ainsi. Étant don-
née une matrice H ∈ RN×N représentant une version discrète de H, on effectue
le changement de base :
Θ = Ψ∗HΨ, (4.9)
où Ψ ∈ RN×N est une transformée isotrope en ondelettes séparables discrète.
De la même façon que dans le cas continu, la matrice Θ est concentrée autour
de la diagonale des sous-bandes d’ondelette (voir la figure 4.2).
Malheureusement, le calcul de Θ est très coûteux, ce qui peut expliquer
que nous ayons été les premiers à étudier ce genre de décomposition pour le
traitement d’images. Calculer l’ensemble des coefficients (〈Hψλ, ψµ〉)λ,µ est un
algorithme en O(N3) ! On doit d’abord appliquer H à chacune des N ondelettes
discrètes. Le coût d’un produit Hψλ est O(N2) pour une matrice H arbitraire
de taille N ×N . Calculer (〈Hψλ, ψµ〉)λ,µ pour tout µ et un λ fixé coûte O(N)
opérations. La complexité globale est donc dominée par le calcul des N vecteurs
Hψλ.
En pratique, il est donc difficile de calculer Θ pour de grandes matrices. Ce
résultat peut tout de même servir lorsqu’on doit calibrer un appareil une fois
pour toute. Dans ce cas, on peut effectuer un calcul très lourd une bonne fois
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pour toute, puis utiliser une représentation compressée par la suite. Ce principe
est similaire aux méthodes “reduced order basis” par exemple, qui permettent de
faire de la simulation de fluides sur smartphone. On verra aussi que les temps
de calcul sont fortement réduits pour des opérateurs de convolution (voir le
paragraphe 4.2.2).
Illustration
Pour illustrer ces résultats, on considère l’opérateur 1D de noyau
K(x, y) = 1
σ(y)
√
2pi
exp
(
− (x− y)
2
2σ2(y)
)
, (4.10)
où σ(y) = 4 + 10y. Toutes les PSFs sont des gaussiennes de variance variant
linéairement. La matrice est représentée en échelle linéaire (resp. échelle log
scale) sur la figure 4.2 haut-gauche (resp. haut-droit). La matrice exprimée dans
le domaine des ondelettes est significativement plus parcimonieuse que dans
l’espace. Elle a une structure particulière par bande capturée par le théorème
14.
Décomposition de convolutions
Lorsque H est un produit de convolution avec un noyau h, le calcul de la
représentation devient très rapide. On présente ci-dessous des résultats dans un
cadre discret, bien que l’extension au cas continu soit directe. La matrice Θ peut
être décomposée en sous-bandes :
Θ =
(
Θe,e
′
j,k
)
j,k
, avec Θe,e
′
j,k =
(〈
Hψej,m, ψ
e′
k,n
〉)
m∈Tj ,n∈Tk
. (4.11)
Par exemple, pour un signal 1D avec J = 2, la matrice Θ peut être décomposée
comme sur la figure 4.3, gauche. On décrit ci-dessous la structure des sous-
bandes Θe,e
′
j,k .
Définition 6 (Opérateur de translation). Soit a ∈ RN une image à d-dimensions
et m ∈ Zd un paramètre de translation. L’image translatée b = τm(a) est définie
pour tout i1, . . . , id par :
b[i1, . . . , id] = a[i1 −m1, . . . , id −md] (4.12)
avec des conditions de bord circulaires.
Définition 7 (Matrices rectangulaires circulantes). Soit A ∈ R2j×2k une ma-
trice rectangulaire. Elle est dite circulante si et seulement si :
— Si k ≥ j : il existe a ∈ R2k , tel que pour tout 0 ≤ l ≤ 2j − 1,
A[l, :] = τ2k−j l(a).
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(b) H en échelle log10
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Figure 4.2 – Illustration de la compression d’opérateurs de flou variable dans
le domaines des ondelettes. On utilise ici des ondelettes de Daubechies avec 10
moments nuls et une décomposition à l’échelle J = 7.
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— Si k < j : is existe a ∈ R2j , tel que pour tout 0 ≤ l ≤ 2k − 1,
A[:, l] = τ2j−kl(a).
Voici un exemple de matrice circulante 4× 8 :
A =

a1 a2 a3 a4 a5 a6 a7 a8
a7 a8 a1 a2 a3 a4 a5 a6
a5 a6 a7 a8 a1 a2 a3 a4
a3 a4 a5 a6 a7 a8 a1 a2
 .
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Figure 4.3 – Gauche : structure de Θ. Droite : Θ en échelle log10 quand H est
une convolution avec un noyau gaussien.
Le théorème 16 indique que toutes les sous-bandes de Θ sont circulantes
pour des opérateurs de convolution. C’est illustré sur la figure 4.3, droite.
Théorème 16 (Structure circulante de Θ). Soit H une matrice de convolution
et Θ = Ψ∗HΨ sa représentation en ondelettes. Alors, pour tout j, k ∈ [0, J ] et
e, e′ ∈ {0, 1}d, les sous-matrices Θe,e′j,k sont circulantes.
D’un point de vue pratique la conséquence du théorème 16 est que pour ob-
tenir Θ, il suffit de calculer une ligne et une colonne de chaque matrice Θe,e
′
j,k . On
peut le faire en calculant (2d−1)J transformées en ondelettes (voir l’algorithme
3). La complexité est réduite à O
(
(2d − 1)JN) opérations à la place de O(N3)
opérations pour des opérateurs génériques.
Stratégies de seuillage
Le théorème 15 indique qu’on peut obtenir de bonnes approximations par-
cimonieuses de Θ. Cependant, la stratégie de seuillage indiquée par le théorème
n’est pas efficace. Dans cette partie, on propose donc des stratégies plus efficaces.
On considère la norme d’opérateur suivante :
‖H‖X→Y = sup
‖u‖X≤1
‖Hu‖Y , (4.13)
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Algorithm 3 Un algorithme de calcul de Θ pour des opérateurs de convolution
1 Entrée : h ∈ RN , le noyau de convolution de H.
2 Sortie : Θ, la représentation en ondelettes de H
3 for (j, e) ∈ [0, J ]× {0, 1}d do
4 Calculer l’ondelettes ψλ avec λ = (j, e, 0).
5 Calculer l’ondelette floue Hψλ et H∗ψλ.
6 Calculer (〈Hψλ, ψµ〉)µ en utilisant une transformée en ondelette.
7 Calculer (〈H∗ψλ, ψµ〉)µ en utilisant une transformée en ondelette.
8 for (k, e′) ∈ [0, J ]× {0, 1}d do
9 if k ≥ j then
10 Θe,e
′
j,k est la matrice circulante de colonne :
(〈
Hψλ, ψ
e′
k,n
〉)
n
11 else
12 Θe,e
′
j,k est la matrice circulante de ligne :
(〈
H∗ψλ, ψe
′
k,n
〉)
n
=(〈
ψλ, Hψ
e′
k,n
〉)
n
13 end if
14 end for
15 end for
où ‖ · ‖X et ‖ · ‖Y sont deux normes sur RN . Pour obtenir une représentation
K-parcimonieuse ΘK de Θ on peut résoudre :
min
ΘK , K-sparse
‖HK −H‖X→Y , (4.14)
où HK = ΨΘKΨ∗. L’approche la plus naïve de calcul de ΘK est la suivante :
ΘK [λ, µ] =
{
Θ[λ, µ] si |Θ[λ, µ]| appartient au K plus grandes valeurs de |Θ|,
0 sinon.
(4.15)
Cette stratégie correspond à la minimisation de (4.14), en posant ‖·‖X = ‖Ψ∗ ·‖1
et ‖ · ‖Y = ‖Ψ∗ · ‖∞.
La norme `1 des coefficients d’ondelettes n’est pas adaptée à la description
des images. Les images naturelles sont souvent modélisées comme des éléments
d’espaces de Besov ou de fonctions à variation bornée [Coh+99 ; AK06]. Ces
espaces peuvent être caractérisés par la décroissance de leurs coefficients d’on-
delettes [Coh03] à travers les sous-bandes. Cette observation motive le choix
‖·‖X = ‖ΣΨ∗·‖1 où Σ = diag(σ) ∈ RN×N est une matrice diagonale et où
σ ∈ RN est constant par niveau. On est ainsi ramenés au problème suivant :
min
ΘK , K- sparse
sup
‖Σx‖1≤1
‖(Θ−ΘK)x‖∞ . (4.16)
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Sa solution est donnée par :
ΘK [λ, µ] =
{
Θ[λ, µ] if |σµΘ[λ, µ]| est parmi les K plus grandes valeurs de |ΘΣ|,
0 sinon.
(4.17)
Les poids σµ doivent être adaptés à la classe d’image à reconstruire. En pratique
le choix σµ = 2−k pour µ = (k, e′, n) semble bon. Ils peuvent aussi être appris à
partir d’un ensemble d’images représentatives d’une classe. On a aussi proposé
des algorithmes gloutons pour ‖ · ‖Y = ‖ · ‖2 dans [26], mais les résultats ne
semblent pas meilleurs que la stratégie simple ci-dessus. L’importance de la
stratégie de seuillage pour la résolution de problèmes inverses est illustrée sur
la figure 4.4.
Application à la restauration temps-réel
Supposons qu’on observe une image u0 suivant le modèle suivant
u0 = Hu+ b, (4.18)
où u ∈ RN est l’image nette à retrouver, b ∼ N (0, σ2IN ) un bruit Gaussien
déviation standard σ et H ∈ RN×N est un opérateur de flou connu.
Une formulation variationnelle standard pour recouvrer u consiste à résoudre
min
x∈RN
E(x) = F (x) +G(x). (4.19)
Dans cette équation, F (x) est un terme d’attache aux données quadratique :
F (x) = 12‖Ax− u0‖
2
2. (4.20)
Le terme de régularisation G(x) est défini par :
G(x) = ‖x‖1,w =
N∑
i=1
w[i]|x[i]|. (4.21)
Le vecteur de poids w ∈ RN+ est un paramètre de régularisation qui peut varier
suivant les sous-bandes d’ondelette. Le problème (4.19) consiste à trouver une
image Ψx consistante avec les données observées u0 avec une représentation x
parcimonieuse.
Ce type d’énergie est populaire [FN03 ; NCB04 ; VU08 ; VU09], bien que
des résultats plus convaincants soient obtenus avec des trames d’ondelettes Ψ
telles que des transformées en ondelettes redondantes [SNM03 ; Cha+07]. Nous
nous focalisons ici sur le cas d’une transformation Ψ orthogonale, ce qui va nous
permettre de définir des algorithmes bien plus rapides.
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(a) (b)
(c) (d)
Figure 4.4 – Un exemple de déconvolution pour illustrer l’importance de la
stratégie de seuillage. Les matrices Θ ont été construites avec le même nombre
de coefficients, correspondant à 57 opérations par pixel. En haut : résultat avec
une stratégie de seuillage naïve, pSNR = 23.71dB. En bas : une stratégie de
seuillage à poids pSNR = 24.07dB. Le flou est celui de la figure 4.5a.
Algorithm 4 Descente proximale accélérée
1 Entrée : Un point de départ x(0) = y(1), τ = 1/‖A‖22 et Nit.
2 for k = 1 à Nit do
3 Calculer ∇F (y(k)) = A∗(Ay(k) − u0). . 99.35′′
4 x(k) = ProxτG
(
y(k) − τ∇F (y(k))). . 2.7′′
5 y(k+1) = x(k) + k−1k+2 (x(k) − x(k−1)). . 1.1′′
6 end for
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(a) Gaussienne déformée (b) Un flou de bouger
Figure 4.5 – Exemples de PSFs.
Algorithmes d’optimisation standards Pour résoudre le problème convexe
(4.19), on peut utiliser des algorithmes de descente proximaux, voir par exemple
[BT09b ; CP11b]. Un exemple populaire est la descente proximale accélérée dé-
crite dans l’algorithme 4.
On suppose que H est un noyau de convolution : Hu = h ? u, où h est le
flou de bouger de la figure 4.5b. En pratique, l’image se stabilise au bout de
500 itérations. Le temps de calcul sur une station de travail est de 103′′ et le
résultat est montré sur la figure 4.6. Le profilage du code indique les temps de
calcul indiqués sur la droite de l’algorithme 4. On peut voir que 96% du temps
est passé à évaluer le gradient, ce qui nécessite le calcul de deux transformées
de Fourier et de deux transformées en ondelette rapide. Pour réduire les temps
de calcul, on peut donc chercher à
— Accélérer le calcul du gradients.
— Utiliser des algorithmes de minimisation plus sophistiqués.
Le deuxième point a déjà été longuement abordé dans la littérature, mais le
premier me semble bien plus original. De plus, on va voir que les décompositions
en ondelettes permettent de résoudre les deux.
Les idées principales Dans [14], nous avons proposé 3 idées pour accélérer
les calculs. Premièrement, la fonction F dans l’équation (4.20) peut être ap-
prochée par une fonction FK telle que ∇FK soit peut coûteux. Deuxièmement,
on caractérise précisément la structure de la Hessienne de FK , pour pouvoir
construire des préconditionneurs efficaces. Enfin, on implémente les algorithmes
sur des cartes graphiques (GPU).
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(a) (b)
(c) (d)
Figure 4.6 – Un exemple de déconvolution. Une image de livre est floutée avec
un flou de bouger. Le pSNR de l’image dégradée est 17.85dB. Le problème (4.19)
est résolu avec un opérateur exact, 500 itérations et des ondelettes Symmlet 6
décomposées 6 fois. Le pSNR de l’image restaurée est 24.14dB.
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En exploitant l’orthogonalité de Ψ, on peut écrire :
min
x∈RN
1
2‖HΨx− u0‖
2
2 + ‖x‖1,w (4.22)
= min
x∈RN
1
2‖Ψ
∗(HΨx− u0)‖22 + ‖x‖1,w (4.23)
= min
x∈RN
1
2‖Θx− x0‖
2
2 + ‖x‖1,w, (4.24)
où x0 = Ψ∗u0 est la décomposition en ondelettes de u0. Le problème (4.24) est
défini uniquement dans le domaine des ondelettes, contrairement au problème
(4.19). On approche ensuite (4.24) par
min
x∈RN
1
2‖ΘKx− x0‖
2
2 + ‖x‖1,w. (4.25)
où ΘK est une version tronquée de Θ. En posant FK(x) = 12‖ΘKx − x0‖22, le
gradient de FK est
∇FK(x) = Θ∗K(ΘKx− x0), (4.26)
ce qui peut être calculé par du calcul des produits matriciels parcimonieux.
Le calcul du gradient approché (4.26) coûte en général bien moins cher que le
calcul exact ∇F (x). Dans les cas favorables de noyaux de convolution lisses,
l’évaluation de ∇FK(x) demande environ 2 opérations par pixel, ce qui peut
réduire les temps de calcul d’un facteur 10 par rapport aux transformées rapides
usuelles !
On peut ensuite remarquer que la Hessienne HFK (x) = Θ∗KΘK a une struc-
ture quasi diagonale, avec des coefficients diagonaux qui décroissent rapidement.
On peut donc définir des préconditionneurs diagonaux efficaces, ce qui réduit
le nombre d’itérations d’une méthode itérative. En pratique, le préconditionne-
ment accélère le calcul d’un facteur 2 à 5.
Finalement, le calcul massivement parallèle sur une (petite) carte NVIDIA
K20c accélère encore le temps de calcul d’un facteur 10. En combinant ces trois
idées, on obtient des accélérations qui varient d’un facteur 4 à un facteur 250
pour des problèmes de déconvolution. De telles facteurs font vraiment la diffé-
rence entre une méthode utilisable en routine et une méthode à portée essentiel-
lement académique. Ils augmentent avec la résolution de l’image et la régularité
du noyau h. Notons aussi que toutes ces idées s’appliquent directement aux flous
variables, avec des gains encore plus significatifs. Une petite vidéo illustre ces
résultats ici https://youtu.be/oHnGNRc9Qeo.
4.2.3 Décomposition en convolution-produit
La décomposition dans des bases d’ondelettes présente de nombreux avan-
tages, mais possède plusieurs faiblesses :
— Il est difficile de calculer la matrice Θ
— Il est difficile d’interpréter les coefficients.
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— La représentation semble peu adaptée à l’identification d’opérateurs à
partir de données indirectes.
Face à ces faiblesses, nous avons décidé d’analyser une technique que nous
avons nommé convolution-produit avec Paul Escande [20]. Ce type de décom-
position a une longue histoire dans différentes disciplines [TF92 ; NO98 ; FR05 ;
GV06 ; Hry+10 ; Hir+10 ; Den+15], mais à ma connaissance, ses propriétés théo-
riques d’approximation n’avaient pas été étudiées. C’est maintenant chose faite !
SoitH un opérateur intégral de la forme 5. Une approximation par convolution-
produit Hm consiste à approcher Hu par la formule
Hu ' Hmu def.=
m∑
k=1
uk ? vk  u, (4.27)
où uk ∈ L2(Ω) est un noyau de convolution et vk ∈ L2(Ω) est une fonction de
multiplication. Le symbole représente la multiplication terme à terme pour des
matrices ou un simple produit pour des fonctions. On note Km le noyau intégral
de l’opérateurHm. L’observation suivante est centrale pour comprendre l’intérêt
des convolution-produit.
Proposition 7. Soit Sm(x, y) la réponse impulsionnelle variable (RIV) de Hm
définie pour tout (x, y) ∈ Ω× Ω par
Sm(x, y) = Km(x+ y, y). (4.28)
Si Hm est de la forme (4.27), alors sa RIV s’écrit
Sm(x, y) =
m∑
k=1
uk(x)vk(y). (4.29)
Effectuer une décomposition en convolution-produit revient donc à ap-
procher la RIV par un tenseur de rang m.
De plus la structure de convolution-produit est favorable au calcul numé-
rique puisqu’elle peut être effectuée avec des transformées de Fourier rapides.
Dans le papier [20], nous étudions précisément la complexité numérique de ces
décompositions pour différents choix des fonctions uk et vk. Je ne tiens pas à dé-
crire ici tous les résultats d’approximation. L’image 4.7 peut cependant aider à
comprendre en un clin d’œil l’intérêt de ces décompositions pour des chercheurs
habitués aux matrices hiérarchiques.
Je donne juste un résultat élémentaire qui sera utilisé dans la partie suivante.
Définition 8. Soit (φk)k∈N une base orthogonale de L2(Ω). On définit un sous-
espace Er comme l’ensemble des fonctions u ∈ L2(Ω) telles que
‖u‖2Er def.=
∑
k∈N
w[k]|〈u, φk〉|2 < +∞, (4.30)
avec w[k] = (1 + k2)r/d.
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(a) H-matrices ou ondelettes (b) Convolution-produit
Figure 4.7 – La décomposition en convolution-produit permet de décomposer
le domaine de façon plus adaptée à la structure des opérateurs.
Ce genre d’ensemble est standard en théorie de l’approximation. Il permet
par exemple de redéfinir les espaces de Sobolev W r,2, si la base φk est une base
d’ondelettes. Il permet notamment d’établir le résultat suivant.
Proposition 8. Soit f ∈ Er et fN =
∑N
k=1〈f, φk〉φk. Alors
‖f − fN‖2L2 ≤ c‖f‖2ErN−2r/d (4.31)
où c est une constante universelle.
Une conséquence immédiate est la suivante.
Proposition 9. Soit S la RIV d’un opérateur H telle que
S(·, y) ∈ Er,∀y ∈ Ω. (4.32)
En choisissant uk = φk et vk(y) = 〈S(·, y), φk〉 dans l’équation (4.27), l’opéra-
teur Hm de noyau Km satisfait
‖K −Km‖2L2(Ω×Ω) = O
(
‖K‖2L2(Ω×Ω)m−2r/d
)
. (4.33)
Cette proposition indique que si les réponses impulsionnelles du système
peuvent être exprimées simultanément dans une même base (φk), alors l’ap-
proximation par convolution-produit devrait bien fonctionner. C’est une hypo-
thèse raisonnable en optique qu’on va exploiter pour identifier un opérateur à
partir de quelques PSF.
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4.3 Identification d’opérateurs
Dans cette partie, je résume brièvement les résultats principaux de [17].
Comme on peut le voir dans la figure 4.1, il est assez facile d’observer les PSFs
d’un système optique en quelques points du champs de vue. On s’est donc posé
la question suivante.
Question 4. Comment estimer un opérateur H à partir de son action sur
quelques masses de Dirac δyi ?
4.3.1 Hypothèses
Pour pouvoir construire un estimateur, il est nécessaire de supposer une
certaine régularité sur les PSFs, comme dans la proposition 9, mais aussi sur les
variations des PSFs d’un point à un autre de l’espace. Cette remarque motive
d’introduire l’espace suivant.
Définition 9. Soient A1 et A2 deux constantes positives. Soit r > d2 et s >
d
2 . La boule Er,s(A1, A2) est définie comme l’ensemble des opérateurs linéaires
intégraux H dont la RIV S appartient à L2(Rd × Rd) avec :
Variation régulières
∫
x∈Rd
‖S(x, ·)‖2Hs(Rd)dx ≤ A1 (4.34)
Régularité des PSFs
∫
y∈Rd
‖S(·, y)‖2Er(Rd)dy ≤ A2 (4.35)
On suppose qu’on observe n PSFs à travers leur projection sur un l’espace
de dimension N défini par vect(φ1, . . . , φN ). On a donc accès à une famille de
vecteurs (F i )1≤i≤n définie pour tout k ∈ {1, . . . , N} par
F i [k] = 〈S(·, yi), φk〉+ i[k], 1 ≤ i ≤ n, (4.36)
où i est un vecteur aléatoire gaussien dont les composantes sont indépendantes,
de moyenne nulle et de variance σ2.
4.3.2 Un estimateur
On se propose de construire un estimateur de la fonction F : Ω→ RN définie
pour tout k ∈ N par
F (y)[k] = 〈S(·, y), φk〉. (4.37)
Cette fonction est appelée IRC pour Impulse Response Coefficients. Elle permet
de reconstruire intégralement la RIV S (car (φk) est une base orthogonale) et
par suite l’opérateur H.
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Définition 10 (IRC admissibles). Soit Ω ⊆ Rd un ensemble, N ≤ ∞ un en-
tier et α ∈]0, 1] un réel. L’espace H(Ω) des IRC admissibles est défini comme
l’ensemble des fonctions à valeurs vectorielles G : Ω→ RN telles que
‖G‖H(Rd) def.= α
∫
y∈Ω
N∑
k=1
w[k]|G(y)[k]|2 + (1− α)
N∑
k=1
|G(·)|2Hs < +∞, (4.38)
où | · |2Hs est la semi-norme Hs.
On construit un estimateur Fˆ de F en résolvant le problème variationnel
suivant :
Fˆµ = arg min
F∈H(Rd)
1
n
n∑
i=1
‖F i − F (yi)‖2RN + µ‖F‖H(Rd). (4.39)
Cette formulation peut être interprétée avec le formalisme de la régression dans
des espaces de Hilbert à noyau reproduisant vectoriels [MP04 ; MP05].
La solution du problème (4.39) peut être calculée très efficacement grâce à
des techniques d’approximation reposant sur les fonctions radiales [Wen04].
Proposition 10. La solution du problème (4.39) peut être calculée en O(Nn3)
opérations.
Je ne rentre pas dans les détails ici par souci de concision. La figure 4.8
illustre la méthodologie proposée pour une base (φk) d’ondelettes orthogonales.
(a) RIV exact S (b) IRC exact F (c) Observation
S(·, yi)
(d) Les données
F i
(e) IRC estimée
Ŝ – sans débrui-
tage (α = 0)
(f) RIV estimée
F̂– sans débrui-
tage (α = 0)
(g) RIV estimée
Ŝ– avec débrui-
tage (α = 0.3)
(h) IRC estimée
F̂– avec débrui-
tage (α = 0.3)
Figure 4.8 – Illustration de la méthodologie et d’un résultat sur un problème
d’estimation 1D.
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4.3.3 Garanties théoriques
Nous donnons maintenant quelques garanties théoriques de notre estimateur.
On suppose que les points de mesure (yi) sont des éléments d’un compact Ω.
Définition 11 (Distance de remplissage). La distance de remplissage de Y =
{y1, . . . , yn} ⊂ Ω est définie par
hY,Ω = sup
y∈Ω
min
1≤j≤n
‖y − yj‖2. (4.40)
Définition 12 (Distance de séparation). La distance de séparation de Y =
{y1, . . . , yn} ⊂ Ω est définie par
qY,Ω =
1
2 mini 6=j ‖yi − yj‖2. (4.41)
La condition suivante [NW91] est centrale.
Définition 13 (Condition de quasi-uniformité). Un ensemble Y = {y1, . . . , yn} ⊂
Ω est dit quasi-uniforme par rapport à une constante B > 0 si
qY,Ω ≤ hY,Ω ≤ BqY,Ω. (4.42)
Nous sommes prêts à établir un théorème de convergence.
Théorème 17. Supposons que H ∈ Er,s(A1, A2) et que sa RIV S soit échan-
tillonnée suivant la condition de quasi-uniformité de la définition 13. L’estima-
teur Hˆ de RIV Sˆ définie dans l’équation (4.28) satisfait
E
(
‖H − Hˆ‖2HS
)
. N− 2rd + (Nσ2n−1) 2s2s+d (1− α)− 2d2s+d , (4.43)
pour µ ∝ (Nσ2n−1) 2s2s+d (1− α) 2s−d2s+d .
En particulier, si µ ∝ (σ2n−1) 2q2q+d (1 − α) 2s−d2s+d et N ∝ (σ2n−1)− dqr(2q+d) (1 −
α)
d2(r+s)
2q+d , l’inégalité suivante est valide
E
(
‖H − Hˆ‖2HS
)
. (σ2n−1(1− α)−d/s) 2q2q+d , (4.44)
avec 1/q = 1/r + 1/s.
De plus, sous des conditions techniques supplémentaires, nous avons montré
que l’estimateur Hˆ était minimax, ce qui signifie qu’on ne peut pas construire
de meilleur estimateur, uniformément sur la classe Er,s(A1, A2).
4.3.4 Résultats
Nous utilisons aujourd’hui cette méthodologie très fréquemment pour des
applications en microscopie. La méthode est très efficace et fonctionne quasiment
en temps réel. La figure 4.9c présente une image de micro-billes fluorescentes
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avec un microscope champs large ainsi que des zooms sur quelques PSFs. La
figure 4.9f montre un estimateur de l’opérateur complet. Pour le représenter, on
l’applique à un peigne de Dirac. On peut ensuite utiliser cet estimateur pour
effectuer du défloutage en supposant que les conditions d’imagerie n’ont pas
changé entre la calibration et l’image. La figure 4.10f présente un résultat de
défloutage à partir de l’estimateur Hˆ. Noter l’amélioration de la qualité d’image
uniformément sur l’image.
4.4 EOuverture
J’ai envie de continuer à explorer cette thématique de recherche dans les
années à venir : elle me semble en effet presque vierge et il reste beaucoup de
pistes qui ne demandent qu’à être tracées. De plus, j’ai trouvé un collaborateur
opticien talentueux en la personne de Thomas Mangeat. Cette entente devrait
permettre de valoriser les travaux assez théoriques dans des communautés plus
appliquées. J’entends quelque fois des retours du type : est-ce que la portée
de ce problème n’est pas limitée ? Je ne pense réellement pas. D’un point de
vue pratique, l’augmentation de résolution est un problème critique en optique
et beaucoup de méthodes populaires sont heuristiques et me semblent sous-
optimales. La compréhension un peu plus fine de la structure des opérateurs
me semble aussi essentielle pour faire de réels progrès dans l’accélération des
méthodes de résolution de certains problèmes inverses. Finalement, avoir accès à
une gamme plus étendue d’opérateurs instationnaires peut permettre d’enrichir
des structures telles que les réseaux de neurones convolutionnels.
4.4.1 Décomposition rapide d’opérateurs
Comme on l’a vu dans la section 4.2.2, la décomposition d’un opérateur dans
une base d’ondelettes est difficile numériquement, à part pour les opérateurs
de convolution. Nous explorons actuellement la possibilité de décomposer des
opérateurs de convolution-produit rapidement. Nous pourrions ainsi exploiter
simultanément la force des convolution-produit pour l’estimation d’opérateurs
et la rapidité des décompositions en ondelettes pour la restauration.
4.4.2 Apprentissage d’espaces d’opérateurs
Nous explorons actuellement avec Valentin Debarnot, Thomas Mangeat (in-
génieur de recherche CBI) et Paul Escande la possibilité d’estimer un sous-espace
d’opérateurs associé à un microscope. L’idée est d’imager des champs de mi-
crobilles fluorescentes dans de nombreuses conditions expérimentales différentes
(e.g. variations de température, aberrations créées par un SLM, mauvaise focali-
sation). On peut ensuite utiliser cette information pour identifier un sous-espace
d’opérateurs de faible dimension qui capture tous les états possibles d’un micro-
scope. Un tel outil devrait améliorer nettement l’identifiabilité des problèmes de
défloutage aveugle.
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(a) (b)
(c) Une image de micro-billes 2048× 2048 avec un microscope champs large.
(d) (e)
(f) Estimation d’opérateur à partir de l’image 4.9c.
Figure 4.9 – Exemple d’estimation d’opérateur. Collaboration avec Thomas
Mangeat.
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(a) (b)
(c) Une image de podosomes.
(d) (e)
(f) Un résultat de défloutage.
Figure 4.10 – Un exemple de défloutage instationnaire en microszcopie champs
large. Collaboration Thomas Mangeat.
4.4. EOUVERTURE 79
4.4.3 Défloutage aveugle
Je suis de près les évolution récentes en défloutage aveugle [ARR12 ; Li+18]
qui reposent sur des techniques de lifting. J’espère que l’amélioration technique
de ces idées, combinées avec l’apprentissage de sous-espaces d’opérateurs, per-
mette de repousser significativement les limites actuelles de résolution de pro-
blèmes inverses aveugles. Nous explorons aussi en parallèle des approches plus
heuristiques reposant sur l’apprentissage profond. Celles-ci semblent déjà mieux
fonctionner que les approches les plus abouties théoriquement, même si nous ne
comprenons pas pourquoi.
4.4.4 Noyaux portés par des mesures
L’hypothèse K ∈ WM,∞(Ω × Ω) dans la définition 5 est très forte. Elle
semble réaliste en optique car la tâche de diffraction par une ouverture circulaire
(les tâches de Airy) est C∞. Cependant, si on oublie cette diffraction, un flou
stationnaire de bouger par exemple est défini par un noyau de convolution qui
est une mesure le long d’une courbe. Je pense étudier ces opérateurs dont les
noyaux sont des mesures dans mes travaux à venir. C’est un problème d’analyse
fonctionnelle qui est presque vierge et qui me semble avoir un intérêt pratique
assez fort, par exemple pour mieux comprendre les flous de bouger ou pour
mieux comprendre l’échantillonnage en IRM (voir section 5.1.6).
4.4.5 Super-résolution
Finalement, en collaboration avec Thomas Mangeat, nous explorons de nom-
breuses pistes pour améliorer la résolution des microscopes (champs large, TIRF,
SIM, confocal) en exploitant de la métrologie précise des PSFs ainsi que des élé-
ments optiques avancés tels que des SLM. Ce projet est aussi soutenu par de
nombreux biologistes qui apportent des problématiques concrètes sur la plate-
forme d’imagerie du CBI.
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Chapitre 5
Imagerie computationnelle
Je décris dans ce chapitre des contributions pratiques en imagerie qui re-
posent en partie sur les outils développés dans les chapitres précédents.
5.1 Imagerie par Résonance Magnétique
5.1.1 Introduction
Ma rencontre avec l’IRM a été fortuite. Lorsque j’étais post-doctorant à
Hong-Kong, un autre post-doctorant australien (Michael Poole) m’a contacté
pour me demander si je pouvais l’aider à résoudre un problème de conception de
bobines. Après des centaines de ’tchat’ sur Gmail, je lui ai apporté des connais-
sances en optimisation convexe et lui sur la physique de l’IRM qui aujourd’hui
encore me semble très complexe. Je lui suis très reconnaissant de ces échanges.
Par la suite, j’ai été contacté par Philippe Ciuciu qui souhaitait monter une
ANR sur la reconstruction d’images en IRM. Ceci m’a permis de continuer à
travailler sur ce domaine avec des problèmes de conception de pulses (coll. Ni-
colas Boulant) et surtout en échantillonnage compressé. Aucun financement n’a
malheureusement été accepté sur ce thème, malgré 5 demandes (ANR, Europe).
Je pense aujourd’hui avoir un profil assez rare pour ce domaine, mêlant une
connaissance assez bonne de la physique, des mathématiques et du signal. Je
pense donc continuer à travailler dans ce domaine riche par la suite, dans un
cadre privé ou académique.
Une description précise de la physique de l’IRM me prendrait trop de temps.
Je m’excuse d’avance pour un lecteur non averti qui aura probablement du mal
à comprendre s’il ne connaît pas la physique suffisamment.
5.1.2 Conception de bobines
Mon premier travail dans ce domaine n’est pas du traitement d’images, mais
de la conception de bobines qui tient plus à l’électromagnétisme [36 ; 67 ; 66]. La
figure 5.1, droite montre comment une bobine de gradient est construite. Nous
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avons pu développer des design de bobines qui permettent de réduire significa-
tivement les températures maximales dans ces bobines. Une IRM est constituée
Figure 5.1 – A gauche : une IRM est composée de nombreuses bobines imbri-
quées. Les bobines oranges, rouges et jaunes sont les 3 bobines de gradient. A
droite : les étapes de construction d’une bobine de gradient.
de nombreuses bobines (voir figure 5.1, gauche). Nous nous intéressons ici aux
3 bobines de gradient, chacune étant dédiée à une direction de l’espace : X,Y,Z.
Une bobine de gradient X a pour rôle de générer un champs magnétique aligné
avec le champs principal B0. Ce champs a une intensité qui varie linéairement
dans la direction X. En faisant varier des courants électriques temporellement
dans les bobines X, Y et Z, on peut piloter une trajectoire d’échantillonnage
dans l’espace de Fourier.
Le problème qu’on se pose ici est un problème d’optimisation de forme.
Question 5. Comment trouver une structure de bobine qui - lorsqu’on y fait
circuler un courant électrique - génère un champs magnétique donné (ce champs
qui varie en X par exemple) ? On souhaite aussi que la structure soit réalisable
(e.g. lisse) et qu’elle minimise les échauffements dans la bobine.
L’optimisation d’une structure est un problème complexe et non convexe en
général. Pour ce travail, nous avons choisi une approche de relaxation : à la
place d’optimiser une structure (un problème de topologie), on peut optimiser
un champ vectoriel continu sur un cylindre, car la bobine finale aura une forme
cylindrique. Connaissant le champs vectoriel de courant continu, on peut ensuite
extraire ses lignes de champs qui vont permettre de définir la trajectoire des fils
de cuivre. Ce principe est illustré sur la figure 5.2.
Le lien entre un champs vectoriel électrique de surface J et du champ ma-
gnétique B généré est donné par la loi de Biot-Savart :
B(x) = µ04pi
∫
J(x′)× x
′ − x
‖x′ − x‖32
dx′.
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Figure 5.2 – Extraction des lignes de champs d’un courant défini continûment.
D’un point de vue numérique, ces équations peuvent être discrétisées par
des techniques d’éléments finis (voir figure 5.3). L’opérateur intégral de Biot-
Figure 5.3 – Discrétisation par éléments finis. A l’intérieur : points d’échan-
tillonnages du champs magnétique.
Savart (5.1.2) se transforme ainsi en matrice A ∈ R3m×3n de dimension finie. Les
facteurs 3 sont liés au fait qu’on considère des champs vectoriels en dimension
3. Une fois la discrétisation effectuée, la façon traditionnelle de faire du design
consiste à résoudre le problème de moindres carrés suivant :
inf
J∈R3n,div(J)=0
1
2‖AJ −B‖
2
2 +
λ
2 ‖WJ‖
2
2, (5.1)
où B ∈ R3m est un champs magnétique cible discrétisé, λ est un paramètre
de régularisation et W ∈ R3n×3n est une application linéaire telle que ‖WJ‖22
représente l’énergie stockée dans la bobine. La contrainte div(J) = 0 indique
qu’aucun courant n’est créé en dehors des sources.
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L’idée principale que nous avons explorée avec Michael est de minimiser la
densité maximale de courant ‖J‖∞, car c’est elle qui détermine les échauffements
de la bobine (la densité d’énergie en un point x de la bobine est définie par
|J(x)|R(x), où R(x) est la résistivité. Cette dernière est en général constante
car la bobine est constituée d’un matériau homogène d’épaisseur constante.
Notre problème devient donc le suivant :
inf
J∈R3n,div(J)=0
1
2‖AJ −B‖
2
2 +
λ
2 ‖J‖∞. (5.2)
En pratique, j’avais défini des codes d’optimisation qui reposaient sur des
méthodes de premier ordre préconditionnées. Le nombre d’éléments finis n étant
cependant souvent inférieur à 10000, nos derniers codes reposent sur des tech-
niques de points intérieurs qui sont plus fiables et rapides.
La figure 5.4 montre quelle est la différence entre des designs standards et les
designs que nous avons proposés. Il est important de noter l’écartement quasi
constant entre les fils de cuivre de la bobine pour notre design (5.2), tandis que
cette distance diminue pour le design (5.1). Nos bobines ont été construites en
pratique et une entreprise japonaise semblait souhaiter les commercialiser. Je ne
sais pas ce qui est advenu au final. Toujours est-il que les expériences physiques
menées sur les bobines ont été très positives. La figure 5.5 montre la température
de nos bobines pour une efficacité équivalente. Comme on peut le voir, celle-ci
est réduite de 40 degrés pour nos designs, ce qui est très significatif !
Figure 5.4 – Comparaison entre les bobines usuelles (à gauche) et la bobine
que nous avons créée (à droite). Ici, les bobines ont été déroulées pour permettre
une meilleure visualisation.
5.1.3 Conception de pulses radio-fréquence
Nicolas Boulant, chercheur au CEA a eu la grande sympathie de me proposer
de travailler sur un problème de génération de pulses radio-fréquence (RF) [31].
Ceux-ci sont générés par des antennes RF localisées autour de l’objet à imager.
Elles servent à exciter les spins et à les faire basculer dans le plan orthogonal
au champ magnétique B0. Je ne rentrerais pas dans les détails de ce travail ici,
car i) je n’étais vraiment pas leader sur ce projet et tous mes remerciement vont
à Nicolas Boulant et Andrès Hoyos-Idrobo et ii) je souhaite limiter la taille de
mon manuscrit et mon temps de rédaction.
5.1. IMAGERIE PAR RÉSONANCE MAGNÉTIQUE 85
Figure 5.5 – A gauche : comparaison du fonctionnement des bobines de gra-
dient usuelles (en bas) et de nos design (en haut). A droite : une de nos bobines
réellement construite.
En deux mots : le problème considéré est un problème d’optimisation non
convexe qui - d’un point de vue numérique - ressemble assez à la récupéra-
tion de phase. Nous avons effectué une étude empirique de plusieurs méthodes
d’optimisation et de relaxations : sequential quadratic programming, magnitude
squared least square, points intérieurs. Cette étude empirique a eu un impact
plutôt élevé, qui me réjouit, mais me surprend aussi un peu.
5.1.4 Projection sur des espaces de courbes
En première approximation, une IRM permet de mesurer la transformée de
Fourier uˆ d’une image, le long d’une trajectoire λ : [0, T ]→ Rd, avec d ∈ {2, 3}.
La vitesse de la trajectoire λ˙(t) est proportionnelle aux courants Gx, Gy, Gz
émis dans les bobines x, y et z dont j’ai parlé au début de ce chapitre :
λ˙ ∝ [Gx, Gy, Gz].
Le nom bobine de gradient vient d’ailleurs de cette relation.
En pratique les courants ont une amplitude bornée et ne peuvent pas varier
trop rapidement, ceci se traduit par les contraintes cinématiques suivantes sur la
trajectoire : ‖λ˙‖∞ ≤ α et ‖λ¨‖∞ ≤ β, où les constantes α et β sont respectivement
l’amplitude maximale et le “slew-rate”, définis par le constructeur. De plus, il
peut y avoir d’autres contraintes linéaires, du type, partir du centre du k-space
λ(0) = 0 ou de passage au centre à un moment t0 donné λ(t0) = 0, pour des
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questions d’écho de gradient. En résumé, un ensemble admissible de courbes
peut s’écrire sous la forme :
C =
{
λ ∈ (W 2,∞([0, T ]))d, ‖λ˙‖∞ ≤ α, ‖λ¨‖∞ ≤ β,Aλ = b
}
, (5.3)
où A : (W 2,∞([0, T ]))d → Rm est une transformée linéaire qui définit un en-
semble de contraintes.
Etant donnée une trajectoire non admissible λ0, on peut souhaiter trouver
une autre trajectoire admissible au sens où elle satisfait les contraintes ci-dessus.
Lors de la thèse de Nicolas Chauffert, la seule approche existante reposait sur
le contrôle optimal : trouver la trajectoire qui passe par un ensemble de points
donnés avec une vitesse ou une accélération maximale systématique [LKP08].
Dans [24], nous avons proposé une méthode alternative qui consiste à projeter la
trajectoire λ0 sur l’espace (convexe) des contraintes. Ce travail est assez simple
conceptuellement, mais très utile en pratique. C’est notamment une des briques
de base pour la génération de trajectoires d’échantillonnage optimales. Sur la
figure 5.6 nous présentons un exemple de résultat de projection.
Projection with RIV constraints
 
 
input trajectory
projected trajectory
Figure 5.6 – Exemple de projection d’une trajectoire EPI en IRM.
5.1.5 EÉchantillonnage compressé en IRM
L’échantillonnage compressé en IRM fonctionnelle est définitivement un gros
morceau de mon activité de recherche les 5 dernières années. Les thèses de Claire
Boyer, Nicolas Chauffert et Carole Lazarus ont été essentiellement focalisées sur
ce problème, avec des questions à la fois théoriques et pratiques.
Dans cette partie, je décris l’application des idées du chapitre 2 à des IRM 7
Teslas avec 32 canaux de réception du CEA Saclay. Ces travaux ont été obtenus
en grande partie grâce au travail de Carole Lazarus [49 ; 46 ; 16].
Pour commencer, la figure 5.7 rappelle le principe de génération des trajec-
toires SPARKLING (Spreading Projection Algorithm for Rapid K-space sam-
pLING). Étant donnée une trajectoire initiale et une densité cible, les algo-
rithmes de projection du chapitre 2 génèrent des schémas d’échantillonnages
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admissibles, au sens où ils satisfont les contraintes de la machine et où ils ap-
prochent au mieux la densité. Pour les physiciens, un moyen d’évaluer la qualité
d’une trajectoire consiste à regarder la PSF, i.e. la transformée de Fourier de
la mesure empirique associée aux points échantillonnés. Empiriquement, on ob-
serve que plus la PSF est piquée, meilleurs sont les résultats de reconstruction.
Je ne connais pas d’explication théorique formelle à ce phénomène. On voit en
tous cas sur la figure 5.7 que l’étape de projection permet d’améliorer nettement
la PSF et de mieux couvrir le k-space.
Hardware 
constraints
Gmax  = 40 mT/m
Smax = 200 T/m/s
Δtmin = 10 μs
Hardware 
constraints
Gmax  = 40 mT/m
Smax = 200 T/m/s
Δtmin = 10 μs
Target density
INPUTb
 SPARKLING
PSF
OUTPUT
PSF
Target density
INPUTa
 SPARKLING
Hardware 
constraints
Gmax  = 40 mT/m
Smax = 200 T/m/s
Δtmin = 10 μs
PSF
OUTPUT
PSF
Target density
INPUTc
 SPARKLING
PSF
OUTPUT
PSF
Figure 5.7 – Principe de génération des trajectoires SPARKLING.
Un théoricien pur pourrait croire qu’il suffit de donner la trajectoire à la
machine pour obtenir des résultats de reconstruction. En réalité, l’obtention de
ces résultats est longue et complexe, car il y a beaucoup d’effets à prendre en
compte et à contrer pour obtenir un échantillonnage décent. De plus, il faut
travailler avec de larges volumes de données et des reconstructeurs facétieux
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(estimation des cartes de sensibilité, réglage des paramètres, etc...). Je ne décri-
rais pas ici ce long processus et me contenterais de montrer les résultats finaux.
La figure 5.8 compare des reconstructions issues de schémas d’échantillonnage
avec trois facteurs d’accélération différents (10, 15 et 20). Un facteur 10 signifie
que l’échantillonnage a pris 10 fois moins de temps que la séquence construc-
teur. Comme on peut le voir, les schémas radiaux donnent des résultats de
mauvaise qualité avec une perte rapide de résolution. Les schémas en spirale
ont une résolution assez satisfaisante, cependant ils présentent des effets signi-
ficatifs de ringing. La trajectoire SPARKLING quant à elle donne des résultats
satisfaisants pour toute la gamme de facteurs d’accélération 10-20. Ceci est très
encourageant.
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Figure 5.8 – Comparaisons de résultats de reconstruction sur des images ex-
vivo de cerveau humain.
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Expliquer ces résultats semble assez complexe et nous ne possédons pas en-
core d’explication sûre. Cependant, une piste sérieuse est la suivante : lorsqu’on
donne une trajectoire à la machine, elle ne la joue pas exactement pour plusieurs
raisons (inhomogénéités du champs principal B0, gradients imparfaits, échauf-
fements de bobines, etc...). Si on admet que la déformation est une convolution
[Van+17], on peut explorer ses effets en simulation. La figure 5.9 montre les
erreurs de trajectoire pour une trajectoire SPARKLING et une trajectoire en
spirale. Les erreurs sont de plus faible amplitude et sont bien moins cohérentes
pour les trajectoires proposées.
Figure 5.9 – Erreurs de trajectoires pour des séquences spirales et SPARK-
LING.
Ce projet me semble globalement très prometteur d’un point de vue socié-
tal, puisque nous avons aussi pu valider le concept sur des coupes in-vivo de
cerveau humain. Un exemple de résultat est présenté sur la figure 5.10, avec des
conclusions similaires à ce qui se passe en ex-vivo. Il est important de noter que
ces résultats ne sont pas stables : les inhomogénéités de B0 en in-vivo ont des
effets délétères sur les trajectoires SPARKLING qui semblent moins prononcés
sur des séquences constructeurs.
EPerspectives Il y a encore beaucoup d’idées à explorer autour de ces
questions d’échantillonnage en IRM et je trouverais un peu dommage ne pas
capitaliser sur ce thème. Il est malheureusement difficile d’implémenter les sé-
quences au CEA depuis le départ de Carole Lazarus, aucune moyen n’a jamais
été alloué à Toulouse et j’ai un peu peur de devoir clore ce thème ou de me
rapprocher de l’industrie.
Une des questions à explorer est la génération de trajectoires 3D. C’est un
sujet déjà assez avancé et je l’illustre simplement avec deux figures. La figure
5.11 montre quelques trajectoires 3D existantes et la figure 5.12 montre les idées
qui ont commencé à être explorées pendant la thèse de Carole. En deux mots :
ce sont des idées réellement prometteuses sur le papier et sur des images ex-
vivo. Malheureusement, nous n’avons pas encore de résultat satisfaisant sur des
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Figure 5.10 – Comparaisons de résultats de reconstruction sur des images
in-vivo de cerveau humain.
images in-vivo, du fait d’incertitudes plus importantes lorsqu’on passe en 3D.
Je commence aussi à explorer la possibilité de corriger ces erreurs de trajec-
toires uniquement à partir de mesures d’échantillonnage. C’est un joli problème
inverse aveugle non-linéaire qui me semble original et ouvert.
5.1.6 Correction des effets de filtrage ADC
Le projet suivant [2] est issu d’une collaboration avec Carole Lazarus, alors
doctorante au CEA Saclay sous la direction de Philippe Ciuciu et de Maximilian
März, doctorant à TU Berlin.
Les premières implémentations de schémas d’échantillonnage Sparkling par
Carole ont donné des résultats très peu satisfaisants, voir figure 5.13. Identifier
la source du problème de reconstruction est malheureusement réellement com-
plexe car énormément de facteurs peuvent potentiellement expliquer un tel effet
(erreurs de gradient, inhomogénéité B0, effets de filtrages,...).
Nous avons fini par comprendre exactement d’où venait le problème grâce
à des techniques de reverse engineering et des tests en simulation numérique.
Cette méthodologie semble assez commune chez les spécialistes de l’IRM, car
les constructeurs ne donnent pas tous les détails sur leur machine et il faut donc
la comprendre avec des astuces de mesure.
Dans notre cas, nous avons compris que le problème venait d’effets de filtrage
du signal temporel généré par la machine. A ma connaissance, le modèle utilisé
par tous les gens qui souhaitent reconstruire une image est le suivant :
yj = uˆ(λ(j∆t)). (5.4)
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Figure 5.11 – Exemples de trajectoires 3D existantes pour l’IRM.
a b
dc
Figure 5.12 – Exemples de trajectoires 3D SPARKLING. A gauche : SPARK-
LING igloo. A droite : stack of SPARKLING.
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Figure 5.13 – A gauche : image obtenue avec une séquence constructeur. A
droite : image obtenue à partir d’une séquence sparkling avec une réduction de
temps d’un facteur 15, reconstruite avec le modèle usuel (5.4).
On observe la transformée de Fourier de notre signal le long de la trajectoire λ
avec un pas d’échantillonnage ∆t. Ceci est bien sûr impossible d’un point de la
physique et un modèle plus correct est le suivant :
yj = (h ? f)(j∆t), (5.5)
où h est un filtre de convolution implémenté dans un ADC qui dépend du
constructeur de la machine. Malgré de nombreuses demandes aux ingénieurs
SIEMENS, il nous a été impossible de connaître le filtre h constructeur et nous
avons donc effectué plusieurs travaux.
— Analyse théorique et empirique des effets de filtrage sur la recons-
truction d’image.
— Développement de techniques numériques d’estimation du filtre
h qui reposent sur le design de séquences de gradient de chirps
linéaires.
— Développement de procédures numériques de reconstruction qui
prennent en compte l’effet de filtrage (5.5). Ceci nous a permis
d’obtenir de bien meilleurs résultats de reconstruction (voir la
figure 5.14).
5.2 Microscopie computationnelle
5.2.1 Introduction
J’ai créé l’équipe PRIMO à l’ITAV en 2012 avec Jérôme Fehrenbach. L’ob-
jectif principal affiché alors était l’amélioration des microscopes de fluorescence
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Figure 5.14 – A gauche : image obtenue avec une séquence constructeur. A
droite : image obtenue à partir d’une séquence sparkling et la prise en compte
des effets de filtrage ADC. Ce résultat est à comparer à la figure 5.13, droite.
et notamment le SPIM (Selective Plane Illumination Microscope). Une partie
de mes résultats dans ce domaine ont été montrés dans le Chapitre 4. Je montre
ci-dessous quelques résultats supplémentaires.
5.2.2 Débruitage structuré
Un travail qui a bien plu à mes collègues biologistes est le débruitage de
bruit “structuré”. La meilleure façon d’expliquer le problème est probablement
de montrer quelques images. La figure 5.17 est constituée de quelques images
prises avec différents types de microscopes. On y voit clairement des raies qui
rendent plus difficile l’analyse des images. Ces raies peuvent être liées à diffé-
rents phénomènes, tels que le parcours rectiligne d’une pointe en microscopie
à force atomique, la diffraction d’une feuille de lumière en SPIM, ou encore de
l’absorption en microscopie électronique.
Un premier modèle [32] D’un point de vue mathématique, le premier mo-
dèle de bruit que nous avons proposé était assez complexe : nous avons fait
l’hypothèse que l’image bruitée u0 ∈ Rn était la somme d’une image idéale
u? ∈ Rn et d’un bruit b ∈ Rn de la forme suivante :
b =
m∑
i=1
λi ? hi, (5.6)
où hi ∈ Rn sont des filtres qui vont permettre de reproduire la structure du bruit
et λi ∈ Rn sont des réalisations de vecteurs aléatoires dont les composantes sont
i.i.d. Ce modèle permet d’obtenir des bruits avec des structures complexes. La
figure 5.15 montre un exemple d’une image de disque perturbée par un bruit de
94 CHAPITRE 5. IMAGERIE COMPUTATIONNELLE
la forme (5.6) avec m = 3. Le bruit est cependant stationnaire, ce qui est très
naturel pour beaucoup d’applications.
Figure 5.15 – Exemple de bruit structuré pouvant être capturé par le modèle
(5.6).
Une fois le modèle posé, des raisonnement bayésiens standards mènent à la
résolution du problème suivant :
inf
λ=(λ1,...,λm)∈Rm×n
∥∥∥∥∥(u0 −
m∑
i=1
λi ? hi)
∥∥∥∥∥
TV
+
m∑
i=1
fi(λi), (5.7)
où les fonctions fi doivent être choisies en fonction de la statistique des processus
sous-jacents aux vecteurs λi dans le modèle (5.6).
Le problème (5.7) peut être résolu avec des techniques d’optimisation convexes
telles que celles présentées dans le premier chapitre avec un taux de convergence
en O(1/k), où k est le nombre d’itérations. En pratique, ce modèle simple s’est
révélé efficace et versatile, voir figure 5.17.
Une simplification [30] Le choix de la statistique de bruit dans le modèle
5.7 peut être assez complexe, notamment pour des chercheurs en biologie. Nous
avons donc cherché à simplifier le modèle. Dans le papier [30], nous avons montré
que sous des hypothèses d’étalement du filtre hi, un bruit du type bi = λi ? hi
pouvait être assimilé à un bruit gaussien grâce au théorème de Berry-Esseen.
En pratique, ceci signifie que sous de bonnes hypothèses, on peut fixer les
fonctions fi dans le modèle (5.7) à des normes `2 :
inf
λ=(λ1,...,λm)∈Rm×n
∥∥∥∥∥(u0 −
m∑
i=1
λi ? hi)
∥∥∥∥∥
TV
+
m∑
i=1
αi
2 ‖λi‖
2
2. (5.8)
On a ensuite montré que le modèle (5.8) était équivalent au modèle suivant :
inf
λ∈Rn
‖(u0 − λ ? h)‖TV +
α
2 ‖λ‖
2
2, (5.9)
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(a) Microscopie électronique
(b) AFM
(c) SPIM - Zebrafish
(d) SPIM - Zebrafish
Figure 5.16 – Exemple de bruit structuré apparaissant en microscopie. En
haut : images de microscopie électronique et de microscope à force atomique.
En bas : images de microscopie par feuille de lumière.
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(a) Microscopie électronique
(b) AFM
(c) SPIM - Zebrafish
(d) SPIM - Zebrafish
Figure 5.17 – Exemple de résultat de débruitage sur les images 5.16.
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pour des valeurs explicites de α et h en fonction de (αi) et (hi). De plus, la
résolution du problème (5.9) permet de remonter aux vecteurs λi optimaux
dans le modèle (5.8) et donc aux composantes bi = λi ? hi.
Le dernier modèle (5.9) présente plusieurs avantages :
— Il est fortement convexe, ce qui va permettre d’utiliser les accélérations
duales présentées dans le premier chapitre.
— On est passé d’une optimisation sur un espace de taille m × n à une
optimisation sur un espace de taille n, avec une réduction à peu près
proportionnelle de la complexité.
— Finalement, nous avons donné des bornes supérieures et inférieures sur
la norme de la composante bi en fonction des paramètres αi, ce qui nous
a permis de fortement simplifier la recherche des paramètres de régulari-
sation αi et donc la tâche de l’utilisateur.
En pratique, le travail [30] a donc permis de simplifier significativement la
tâche de l’utilisateur et de réduire les temps de calcul.
Le cas multiplicatif Notre dernier travail dans cette lignée a été l’étude du
bruit multiplicatif [21]. Après une analyse théorique, nous sommes arrivés au
modèle suivant :
inf
λ∈Rn+
‖(u0  (λ ? h))‖TV + α〈λ− log(λ), 1〉, (5.10)
où le symbole  indique une multiplication point à point. Cette énergie res-
semble à ce qui apparaît lorsqu’on travaille avec du bruit de Poisson, mais à ma
connaissance, elle n’a jamais été proposée auparavant. Son avantage principal
est de mener à un modèle convexe pour du bruit multiplicatif. Les comparaisons
avec des modèles plus anciens a été à notre avantage, même pour du bruit i.i.d.
[AA08 ; ST10 ; SO08]. Ceci dit, cette étude devrait être effectuée de manière
plus systématique et de toutes façons, les modèles variationels disparaissent au
profit du deep-learning. Un exemple de résultat et une comparaison avec les
modèles additifs est donnée dans la figure 5.18.
Figure 5.18 – Exemple de débruitage multiplicatif. De gauche à droite : image
originale de sphéroide prise avec un microscope SPIM, image traitée avec le
modèle additif et image traitée avec le modèle multiplicatif.
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EIdentification automatique des filtres Ces travaux sont réellement uti-
lisés en routine sur quelques plateformes d’imagerie. Le choix des filtre hi reste
cependant difficile pour les utilisateurs. En ouverture de cette section, je pense
qu’il serait donc intéressant d’un point pratique (et probablement théorique)
d’explorer la recherche automatique de filtres. C’est un problème bilinéaire in-
verse qui s’insère assez bien dans mon projet de recherche actuel.
5.2.3 Évaluation et correction multi-vue de l’atténuation
Pour finir ce chapitre, je présente en 2 mots un travail que je trouve as-
sez original publié dans JMIV [7]. J’ai aussi un espoir qu’il soit exploitable en
pratique, bien que cette dernière assertion soit incertaine au moment où j’écris.
L’idée a été motivée par des travaux de biologie que j’ai eu l’occasion de
voir à l’ITAV. Je me suis rendu compte lors de la rédaction de l’article qu’elle
avait déjà été proposée 30 ans auparavant dans le domaine du lidar [Kun87]
et un relecteur nous a fait remarquer qu’elle avait été étudiée plus récemment
dans le domaine de la microscopie confocale [Sch+13]. Ceci réduit l’originalité du
travail, mais les contributions sur la résolution du problème et sa convexification
sont tout de même significatives.
La figure 5.19 illustre le problème. En microscopie confocale par exemple,
la lumière d’excitation et d’émission est atténuée lors du passage dans l’échan-
tillon par des éléments absorbants dont la densité est inconnue 1. Ceci créé une
atténuation des contrastes lorsqu’on pénètre en profondeur.
La question qu’on s’est posée est la suivante.
Question 6. Est-il possible de retrouver la carte d’atténuation et la carte de
densité à partir de deux images prises depuis deux (ou plusieurs) orientations
différentes ?
Nous montrons que la réponse est positive, et que ça peut être réalisé de
façon stable en résolvant un problème convexe.
ENous sommes actuellement en contact avec Juan Cuesta, chercheur à
l’université Paris Est-Créteil, pour évaluer l’importance pratique de ce travail
en lidar [CF10].
1. Il y a bien d’autres phénomènes que l’absorption dont la diffraction qui est souvent
critique.
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(a) Densité β (b) Atténuation α
(c) Image u1 (d) Image u2
(e) Densité estimée
SNR=22.4dB
(f) Atténuation estimée
SNR=9.4dB
Figure 5.19 – Illustration de l’estimation de l’atténuation. Un insecte pos-
sède une densité de fluorophores α (Fig. 5.19a) et une carte d’atténuation β
(Fig.5.19b). les images mesurées u1 et u2 sont affichées sur les Fig. 5.19c et
5.19d). Elles sont atténuées différemment suivant le trajet optique (de haut en
bas ou de bas en haut). A partir de ces deux images, notre algorithme renvoie
une estimation raisonnable de chacune des cartes (Fig. 5.19e et 5.19f) malgré
un bruit de Poisson.
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Chapitre 6
Autres travaux
6.1 Lignes de niveau des images
Enfant, mes parents m’ont initié à la randonnée et m’ont laissé assez libre
pour en faire seul très jeune. Ceci m’a encouragé à passer des heures devant
des cartes IGN pour tracer mon chemin et souvent aussi pour le retrouver. Les
cartes topographiques m’ont donc sauvé plusieurs fois. En arrivant au master
MVA, j’ai eu d’excellents cours de Lionel Moisan où ces objets sont réapparus.
Ceci m’a motivé à les étudier plus finement.
6.1.1 Invariance aux changements d’illumination
Mon premier essai sur les cartes topographiques a été motivé par les tra-
vaux de Caselles, Coll, Morel [CCM99a]. Dans cet article, les auteurs suggèrent
d’utiliser la carte topographique d’une image pour construire des algorithmes
invariants aux changements de contraste. Cette idée est au centre de toute la
morphologie mathématique [Ser82], une discipline riche, complexe et très fran-
çaise.
Le système visuel humain est à peu près invariant aux changements d’illu-
mination : on reconnaît une personne ou une scène qu’elle soit sous le soleil
ou les nuages. Les changements de contraste sont un modèle mathématique as-
sez simple de changement d’illumination. Ils peuvent avoir plusieurs définitions,
mais une constante est qu’ils préservent les lignes de niveau d’une image. Nous
donnons ci-dessous deux définitions possibles de ligne de niveau. Je ne prends
pas de précaution ici sur les espaces fonctionnels.
Définition 14 (Ligne de niveau de type 1 ). Soit u : Ω ⊆ Rd → R une image
définie en tout point de l’espace. Les lignes de niveau α ∈ R de u sont définies
comme les composantes connexes des ensembles {x ∈ Ω, u(x) = α}.
Cette définition est assez simple. Elle présente le défaut qu’une ligne peut
être n’importe quel objet du plan. En particulier, elle n’est pas forcément de co-
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dimension 1. La définition suivante est celle généralement préférée en traitement
des images.
Définition 15 (Ligne de niveau de type 2 ). Soit u : Ω ⊆ Rd → R une image
définie en tout point de l’espace. Les ensembles de niveau inférieurs de u sont
définis par L−α (u) = {x ∈ Ω, u(x) ≤ α}. Les lignes de niveau α ∈ R de u sont
définies comme les frontières des composantes connexes de L−α (u).
Dans cette deuxième définition, les lignes de niveau sont réellement des objets
de co-dimension 1. Les deux définitions coïncident pour des images C1 dont le
gradient ne s’annule pas.
La première question à laquelle j’ai tenté de répondre avec Alexandre Four-
nier, alors doctorant à l’INRIA Sophia-Antipolis est la suivante.
Question 7. À quelle condition est-ce que les lignes niveau sont invariantes
aux changement d’illumination ?
Nous y avons répondu dans l’article [34] en utilisant des outils de géométrie
différentielle. Pour répondre à cette question, il faut d’abord construire un mo-
dèle mathématique qui décrit les effets de variations d’illumination. Nous avons
utilisé le modèle lambertien, qui stipule que la luminosité perçue d’une surface
dépend de son albédo (i.e. sa capacité à réfléchir la lumière ou à l’absorber) et
aussi de l’angle entre la lumière incidente et la normale à la surface. Le théorème
formel suivant résume notre contribution principale.
Théorème 18 (Invariance des lignes de niveau à l’illumination ). Sous
un modèle d’illumination lambertien, les seules scènes qui produisent des
images dont les lignes de niveau de type 1 sont invariantes par illumi-
nation sont les scènes développables dont l’albédo varie uniquement de
façon orthogonale aux génératrices. Ce résultat est valide seulement pour
presque toute illumination.
Comme une image vaut probablement mieux qu’un long discours, la figure
6.1 présente une surface non développable (une demi-sphère) et une surface
développable (un cône). Comme on peut le voir, les lignes de niveau de la sphère
changent fortement en fonction de la direction de l’illumination. Celles du cône
sont invariantes à presque toute illumination, mais il y en a une critique : si
la lumière arrive exactement dans la direction centrale du cône, on ne perçoit
qu’une unique ligne de niveau de type 1.
En un sens, ce résultat est plutôt négatif : il montre que les lignes de ni-
veau ne sont pas un très bon outil si on souhaite assurer une invariance aux
changements d’illumination. Malheureusement, définir une classe d’images qui
pourraient représenter la même scène sous-jacente sous différentes illuminations
avec un modèle mathématique simple me semble actuellement hors de portée 1.
En l’absence d’un tel modèle, les lignes de niveaux restent un excellent outil. En
1. Il est possible que les réseaux de neurones aient déjà répondu à cette question...
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(a) Illumination 1 (b) LL (c) Illumination 1 (d) LL
(e) Illumination 2 (f) LL (g) Illumination 2 (h) LL
Figure 6.1 – Un cône et une demi-sphère sous deux illuminations différentes
ainsi que leurs lignes de niveau (LL pour Level-Line).
effet, elles capturent les éléments les plus essentiels des images tels que les oc-
clusions qui créent des discontinuités nettes quasi invariantes à l’illumination et
les jonction triples qui sont aussi un invariant de choix en vision par ordinateur.
6.1.2 Mesures de qualité invariantes
Dans l’article [CCM99b], les changements de contraste locaux sont définis
comme des opérations préservant les lignes de niveau d’une image, mais aussi la
relation d’ordre entre ces lignes. C’est un modèle simpliste de changement d’illu-
mination qui est valable pour des illuminations et des scènes très simples (e.g.
lumière ambiante (non directionnelle), scène contenant des objets à différentes
profondeurs avec différents niveaux de gris (albédos)).
Dans un travail récent [12], nous avons exploré comment la notion de contraste
local permet de définir une mesure de qualité d’image. Nous présentons ce tra-
vail très rapidement ci-dessous dans un cadre discret. On suppose que Ω est un
domaine discret de cardinal n. On suppose que u0 : Ω → R et u : Ω → R sont
deux images en niveaux de gris.
Définition 16 (Changement de contraste global ). On dit que u diffère de
u0 par un changement de contraste global s’il existe une application croissante
T : R→ R telle que T (u) = u0.
On note Uglo(u) l’ensemble des images qui diffèrent de u par un changement
de contraste global.
Les définitions de changement de contraste local sont plus complexes.
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Définition 17 (Changement de contraste local de type 1 ). Soit (∆i) l’en-
semble des lignes de niveau de type 1 de u0. On dit que u diffère de u0 par un
changement de contraste local de type 1 si u|∆i est constant pour chaque ∆i
et si pour deux lignes de niveau ∆i et ∆j liées en 4-connexité, (u(x) − u(y)) ·
(u0(x)− u0(y)) ≥ 0.
On note Uloc1(u) l’ensemble des images qui diffèrent de u par un changement
de contraste local de type 1.
Pour définir correctement la définition de changement de contraste de type 2,
il faut introduire l’arbre des formes et la transformée en lignes de niveau [MG00],
qui sont des objets assez complexes. La Figure 6.2 illustre cet arbre pour une
image simple. L’arbre des formes permet de coder la relation d’inclusion entre les
formes (ωi)i∈I (définies comme les composantes connexes saturées des ensembles
de niveau supérieurs ou inférieurs de u). Elle permet de décomposer une image
u sous la forme algébrique suivante 2 :
u0 = R(u0)α =
∑
i∈I
αisi1ωi ,
où les coefficients si ∈ {−1, 1} indiquent si la forme provient d’un niveau in-
férieur ou supérieur et où les coefficients αi > 0 encodent le saut entre formes
adjacentes. L’application linéaire R(u0) : R|I|+ → Rn est un opérateur de recons-
truction.
0
1
2 2
(a) Une image
ω0
ω1
ω2
ω3
(b) Son arbre de
formes
Figure 6.2 – L’arbre des formes.
Nous sommes prêts à introduire une troisième notion de changement de
contraste local.
Définition 18 (Changement de contraste local de type 2 ). On dit que u diffère
de u0 par un changement de contraste local de type 2 si elle peut s’écrire sous
la forme u = R(u0)β pour un certain β ∈ Rn+.
On note Uloc2(u0) l’ensemble des images qui diffèrent de u0 par un change-
ment de contraste local de type 2.
2. Je n’ai pas vu ce genre d’expression dans la littérature sur la FLST (Fast Level Set
Transform), voir e.g. le livre [CM09]. De mon point de vue, elle est assez profonde et pratique.
Elle reflète le théorème de Gustave Choquet [CM63] qui indique que dans un espace de Banach
tel que l’espace des fonctions à variation bornée, on peut représenter une fonction comme une
combinaison conique des points extrémaux de la boule unité de l’espace. La proposition 3
indique que les fonctions 1ωi/P (Ωi) sont justement ces points extrémaux !
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Nous avons alors prouvé les résultats suivants :
Proposition 11 (Propriétés des modèles). Pour toute image u, on a
— Les ensembles Uglo(u), Uloc2(u) et Uloc1(u) sont convexes et fermés.
— Ils satisfont la propriété d’inclusion suivante :
Uglo(u) ⊆ Uloc2(u) ⊆ Uloc1(u). (6.1)
Nous sommes maintenant prêts à définir ce qu’on a nommé Contrast Inva-
riant Signal-To-Noise Ratio :
Définition 19 (SNR invariant). Étant données deux images u0 et u1, on définit
uglo = arg min
u∈Uglo(u1)
1
2‖u− u0‖
2
2 (6.2)
et
SNRglo = −10 log10(‖uglo − u0‖22/‖u0‖22).
Il en va de même pour uloc1, uloc2, SNRloc1 et SNRloc2.
C’est une mesure de qualité d’image qui présente des propriétés d’invariance
claires et plus riches que le maintenant standard SSIM (Structural Similarity
Index Measure). Par exemple SNRglo est une mesure invariante à n’importe
quel réhaussement de contraste que ferait un biologiste sous Fiji en ouvrant son
image. Nous établissons plusieurs propriétés théoriques de ces modèles dans [12].
D’un point de vue numérique, la résolution du problème (6.2) est assez com-
plexe. En reprenant les algorithmes décrits dans les sections 2.2.2 et 2.3, on peut
montrer que le coût de calcul de uglo est en O(n). Le coût de calcul de uloc2 est
en O(n log(n)), grâce à l’utilisation conjointe de la FLST [MG00] et de program-
mation dynamique. C’est cependant un enfer à programmer, et vous trouverez
les codes ici https://github.com/pierre-weiss/contrast_invariant_snr.
Le calcul de uloc1 est inexact. Nos algorithmes ont un coût en O(n2/) pour
avoir une précision  au pire des cas.
Pour conclure cette partie, je présente rapidement 2 résultats numériques
pour montrer ce que représentent les projections. La Figure 6.3 montre com-
ment les différents algorithmes sont capables de corriger les images qui diffèrent
d’un changement d’illumination. La Figure 6.4 au contraire montre comment
les algorithmes réagissent aux changements entre les différentes scènes. Il est
particulièrement intéressant de voir les images des différences : elles contiennent
les objets dans une image qui n’appartiennent pas à l’autre.
Les images uglo, uloc1 et uloc2 sont des projections sur des ensembles convexes.
Cette brique de base devrait permettre de définir des algorithmes robustes aux
changements d’illumination qui sont nécessaires dans des tâches telles que le re-
calage d’image multi-modal, la stéréo-vision, le calcul du flot optique ou certains
problèmes inverses.
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(a) u0 (b) u?glo
SNRglo=18.9dB
(c) u?loc2
SNRloc2=22.0dB
(d) u?loc1
SNRloc1=27.3dB
(e) u1
SNR=11.4dB
(f) u0 − u?glo (g) u0 − u?loc1 (h) u0 − u?loc2
Figure 6.3 – Comparaisons des différents algorithmes pour des scènes iden-
tiques sous des conditions d’illumination différentes.
6.1.3 EOuverture
Mon sujet de thèse était officiellement le traitement variationnel des images
couleurs. La question que je me posais était la suivante.
Question 8. Quelles sont les relations qui existent entre les différents canaux
d’une image ?
Une réponse naturelle qui a été partiellement validée dans [CCM02a] est que
les lignes de niveau des différents canaux sont identiques.
Ceci m’a motivé à développer des algorithmes de restauration qui favorisent
l’alignement des lignes de niveau. Je n’ai cependant jamais écrit d’article à ce
sujet, bien que j’y aie travaillé sérieusement. Il y a deux raisons qui expliquent
ceci : premièrement, les modèles proposés étaient non convexes, ce qui me sem-
blait être rédhibitoire à la grande époque des algorithmes avec garanties fortes.
Deuxièmement, j’avais proposé un modèle essentiellement équivalent (et moins
bien rédigé) à celui du papier [Bal+06] pour le problème de génération d’images
hyper-spectrales haute résolution à partir d’images basse résolution et d’une
image panchromatique haute résolution. Ce modèle était convexe...
J’ai aujourd’hui moins peur du monde non convexe, et je pourrait être tenté
de réessayer de développer de tels modèles. J’ai d’ailleurs trouvé par hasard le
papier suivant [EA14] qui reproduit essentiellement certains idées que j’avais
testées en thèse. Si je me lançais dans ce chantier, j’essaierais de définir de
nouvelles notions telles que des cartes topographiques moyennes.
6.2 Segmentation d’objets ellipsoïdaux
Ma présence dans un centre transdisciplinaire de recherche sur le cancer m’a
confronté de nombreuses fois à des questions de ce genre.
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(a) u0 (b) u?glo
SNRglo=10.6dB
(c) u?loc2
SNRloc2=12.8dB
(d) u?loc1
SNRloc1=16.2dB
(e) u1
SNR=9.3dB
(f) u0 − u?glo (g) u0 − u?loc1 (h) u0 − u?loc2
(i) Autre différence (j) local 1 (k) local 2
Figure 6.4 – Comparaisons des algorithmes pour des scènes différentes sous
une illumination identique.
Question 9. Pierre, peux-tu nous aider à identifier les noyaux dans nos images
de micro-tumeur ? Comment peut-on décrire leur géométrie au sein de leur en-
vironnement ?
La réponse à la première question est fréquemment non, car les images sont
de bien trop mauvaise qualité (un humain serait incapable de faire la segmen-
tation 3D à cause d’un flou bien trop important en profondeur). Ce genre de
réponse à mené mes collègues à utiliser des techniques de transparisation au
BABB pour améliorer la situation, ce qui m’a amené à développer un certain
nombre de techniques d’analyse d’objets ellipsoïdaux.
6.2.1 Segmentation supervisée
Nous venons de publier un article dans BMC Bioinformatics [8] qui décrit
un plugin Icy [De +12b] pour aider à la segmentation 3D d’objets ellipsoï-
daux. Comme une vidéo vaut mieux qu’un long texte, je renvoie le lecteur inté-
ressé à ce lien pour plus d’informations : https://www.youtube.com/watch?v=
MjotgTZi6RQ&feature=youtu.be. La figure 6.5 donne aussi une idée approxi-
mative du plugin.
D’un point de vue technique, ce projet nous a permis de développer des
codes efficaces de fitting d’ellipsoïdes, qui peut être exprimé comme un pro-
blème convexe sur le cône des matrices SDP (voir par exemple [Cal02], entre
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(a) Quelques clics sur 3
vues orthogonales
(b) Algorithme de fitting (c) Exemple de résultat
Figure 6.5 – Illustration du plugin FitEllipsoid sur la segmentation d’une
micro-tumeur.
des centaines de références). Ce fut un projet assez amusant et le plugin est
aujourd’hui assez unanimement apprécié de ses rares utilisateurs.
6.2.2 Processus ponctuels marqués
J’ai fait ma thèse à l’INRIA Sophia-Antipolis où sévissait Xavier Descombes
et ses processus ponctuels marqués. J’ai donc naturellement proposé à Emma-
nuel Soubies - lors de son stage de M1 - de travailler sur ces méthodes pour
effectuer de la segmentation de noyaux ellipsoïdaux. Nos meilleurs résultats ont
été obtenus en suivant [Eld+12] qui mêle des techniques d’esprit MCMC (on
jette un tas d’ellipsoïdes aléatoirement sur l’image) suivies de techniques de
graph-cuts pour ne garder que le meilleur sous-ensemble admissible (ne se su-
perposant pas) [61]. Je ne souhaite pas rentrer dans les détails de cette approche
assez barbare, mais juste mentionner qu’elle nous a permis d’obtenir quelques
résultats sympathiques, dont la Figure 6.6 est représentative.
6.2.3 Tenseur de structure
Finalement, lorsqu’on a affaire à des tissus denses, constitués localement de
noyaux homogènes, on peut voir le tissu comme un continuum et chercher à trou-
ver l’orientation et l’anisotropie locale des noyaux, sans chercher à segmenter
chacun d’entre eux individuellement. Dans le travail [25], nous avons démontré
que le tenseur de structure (voir e.g. [Wei99]) permet de résoudre ce problème
précisément. Ces résultats théoriques permettent de mieux comprendre le fonc-
tionnement du tenseur de structure qui est un outil fondamental en traitement
des images et aussi de l’utiliser sereinement pour analyser des tissus. Nous avons
ainsi développé un plugin Fiji pour faciliter son utilisation pour la communauté
des biologistes. Nous présentons deux résultats sur la Figure 6.7.
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(a) Segmentation de micro-
piliers de PDMS
(b) Segmentation de têtes de spermatozoïdes
(c) Sphéroïde tumoral 3D au SPIM (d) Résultat de segmentation
(e) Embryon 3D de drosophile sur un
SPIM
(f) Résultat de segmentation
Figure 6.6 – Illustration des algorithmes de segmentation par processus ponc-
tuels marqués et graph-cuts.
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(a) Un sphéroïde tumoral en croissance
dans une gouttière
(b) Analyse de l’orientation des noyaux
par tenseur de structure
(c) Un sphéroïde synthé-
tique
(d) Analyse de son orienta-
tion par tenseur de struc-
ture
Figure 6.7 – Illustration du tenseur de structure pour l’analyse de l’orientation
de noyaux dans des tissus denses. Nous ne représentons par ici l’anisotropie
(rapport des axes de ellipsoïdes) qui est elle aussi bien estimée par le tenseur.
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Figure 6.8 – Illustration du projet de mesures de forces.
6.2.4 Applications en biologie
L’analyse (semi)-automatisée d’images de microscopes est probablement un
des problèmes les plus fréquemment rencontrés dans la communauté de la bio-
logie. Les travaux que je viens de présenter ont été motivé par des questionne-
ments concrets formulés par mes collègues Valérie Lobjois, Bernard Ducommun
et Corinne Lorenzo. Je décris brièvement 2 travaux conjoints ci-dessous.
Détection de micro-piliers et mesures de forces Dans le papier [27],
quelques chercheurs du LAAS ont construit un dispositif constitué de micro-
piliers en PDMS placés le long d’un cercle pour mesurer les forces que peuvent
exercer une micro-tumeur sur son environnement extérieur. On place un petit
sphéroïde entre ces piliers dans un milieu nutritif et on le laisse croître jusqu’à
ce qu’il vienne pousser les piliers. La déflexion des piliers permet de remonter
aux forces exercées soit en utilisant des abaques, soit en résolvant un problème
inverse basé sur la théorie des poutres (je ne décris pas ce problème ici par souci
de concision). Mon rôle ici a été de poser et de résoudre le problème inverse, de
retrouver la forme 3D des micro-piliers, grâce à des algorithmes de segmentation,
d’effectuer du suivi des piliers dans le temps (du transport optimal a été utilisé,
car il peut y avoir de très grands déplacements). Nous avons ainsi pu remonter
à des valeurs numériques raisonnables des forces exercées. Le projet est résumé
sur la Figure 6.8.
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Géométrie dans un sphéroïde tumoral Finalement, dans le papier [13],
nous avons cherché à analyser précisément l’orientation des noyaux et l’orienta-
tion de la division cellulaire dans des sphéroïdes. Ce genre d’étude peut servir
à mieux comprendre la dynamique de croissance d’une tumeur dans un milieu
libre ou confiné. Un outil automatisé (pour le moment il est juste supervisé)
permet aussi de faire du criblage : on teste un grand nombre de médicaments
sur une population de sphéroïdes tumoraux et on analyse les effets de chacun sur
la division avec des analyses statistiques. Ce genre de projet nécessite - au delà
de compétences techniques - de longues discussions pour bien poser le problème.
La Figure 6.9 présente le genre d’analyse proposée : on s’est focalisé sur les
noyaux en périphérie du sphéroïde et on a analysé leur orientation par rapport
au bord du sphéroïde. Les conclusions de biologie cellulaire sont les suivantes :
1. En milieu libre, les noyaux sont plutôt allongés dans une direction per-
pendiculaire à la frontière.
2. En milieu confiné (un bain d’agarose) cet allongement et l’alignement à
la frontière décroît.
3. Ce phénomène devient très marqué lorsqu’on ajoute de la Latrunculin au
milieu qui tend à désorganiser les filaments d’actine.
4. Les temps de division cellulaires sont allongés dans un milieu confiné.
6.2.5 EOuverture
J’ai aujourd’hui trouvé un partenaire en optique compétent en la personne
de Thomas Mangeat. Ceci me laisse rêver de faire des progrès assez conséquents
sur les techniques de microscopie, notamment en super-résolution. Malheureu-
sement, ce pan de recherche mêlant mathématiques et optique me semble inac-
cessible à la majorité de biologistes (ce qui explique probablement partiellement
le rejet aux ANR).
En pratique, ces derniers peuvent trouver des financements pour acheter des
équipements très onéreux de constructeurs tels que Zeiss et le souci qu’ils ex-
priment est plutôt l’analyse automatisée de leurs données. Les quelques outils
que nous avons développés peuvent les aider, mais il semble clair que l’appren-
tissage profond va les rendre caduques assez rapidement. Dans un souci d’aide à
cette communauté je pense donc mener une activité partielle de “service”, ce qui
me familiarisera avec l’apprentissage profond et me permettra peut-être d’avoir
de nouvelles idées pour ce domaine naissant. Cette activité pourra notamment
avoir lieu dans le cadre du nouveau laboratoire RESTORE sur le vieillissement,
dans lequel on m’a proposé de monter une équipe. Je pense que l’intérêt de
ce projet dépendra fortement de ma capacité à trouver des financements et à
co-encadrer des étudiants avec des biologistes. Traiter des données réelles peut
effectivement prendre énormément de temps, ce qui peut peser beaucoup sur
des travaux plus fondamentaux.
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Figure 6.9 – Illustration du projet d’analyse de la géométrie des noyaux dans
un sphéroïde tumoral.
114 CHAPITRE 6. AUTRES TRAVAUX
Chapitre 7
Synthèse des pistes de
recherche
Pour conclure cette HDR, je propose une synthèse de mes pistes de recherche
actuelles et à venir dans le tableau 7.1. La signification des symboles est la
suivante :
— , , , : projets en cours dont le terme/la probabilité d’émergence
dépend du sourire du smiley.
— Projet en cours mais dont l’issue est encore incertaine.
— Projet essentiellement bouclé (article rédigé).
— Projets à long terme (mais ayant commencé) ayant une issue com-
plètement incertaine et pouvant déboucher sur des reconversions théma-
tiques.
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Table 7.1 – Résumé de mes pistes de recherche.
Optimisation sur des espaces de mesures
Développement de systèmes dynamiques de particules pouvant atteindre la
dizaine de million de particules (méthodes multipolaires et calcul parallèle). P.
Ciuciu
Analyse des k-faces de la boule unité de la variation totale du gradient. C.
Boyer, Y. de Castro, V. Duval, F. de Gournay
Analyse de convergence des algorithmes d’échange en programmation semi-
infinie. A. Flinth & F. de Gournay
Analyse de convergence des algorithmes de discrétisation en programmation
semi-infinie. A. Flinth & F. de Gournay
Développement de nouvelles méthodes sans grille pour la minimisation de la
variation totale du gradient. A. Flinth & F. de Gournay
Analyse de convergence de dynamiques particulaires vers un flot de gradient.
J. Bolte, F. de Gournay, J. Kahn
Théorie de l’échantillonnage
Analyse de la reconstruction `1 dans des trames redondantes (formulation de
synthèse). C. Boyer, J. Kahn, M. März
Analyse du rôle des valeurs propres minimales coniques. J. Kahn
Concentration sur des chaînes de Markov à valeurs matricielles. N. Chauffert
Échantillonnage de fonctions u où les mesures sont de la forme yi =
∫
udµi et
où µi est une mesure singulière supportée sur une courbe.
Apprentissage de densités optimales d’échantillonnage pour l’IRM. F. de
Gournay & A. Gossard
Échantillonnage compressé non aléatoire (notamment lien entre les théories
d’échantillonnage à la Beurling et les théories d’échantillonnage compressé).
Approximation, estimation et apprentissage d’opérateurs
Décomposition rapide d’opérateurs de type produit-convolution dans des
bases d’ondelettes. P. Escande
Apprentissage de sous-espaces d’opérateurs structurés pour la calibration de
systèmes de mesure. V. Debarnot
Analyse d’opérateurs intégraux dont le noyau est une mesure singulière sup-
portée sur une courbe.
Développement de nouveaux réseaux de neurones instationnaires de type
Convolutional Neural Networks. V. Debarnot
Imagerie
Correction automatique des erreurs de gradient en IRM. M. März & C. La-
zarus
Échantillonnage compressé Sparkling en IRM 3D. P. Ciuciu, A. Vignaud
Défloutage aveugle instationnaire (lifting et relaxation convexe et apprentis-
sage profond). V. Debarnot & T. Mangeat
Super-résolution avec opérateur instationnaire inconnu en microscopie de type
molécule unique (lifting et relaxation convexe et apprentissage profond). V.
Debarnot & T. Mangeat
Évaluation multi-vue de l’atténuation. J. Cuesta & V. Debarnot
Analyse automatisée et tracking de cellules (service aux biologistes) V. De-
barnot & L. Lebrat
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