Abstract. Variants of the Uzawa algorithm for solving symmetric indefinite linear systems are developed and analyzed. Each step of this algorithm requires the solution of a symmetric positivedefinite system of linear equations. It is shown that if this computation is replaced by an approximate solution produced by an arbitrary iterative method, then with relatively modest requirements on the accuracy of the approximate solution, the resulting inexact Uzawa algorithm is convergent, with a convergence rate close to that of the exact algorithm. In addition, it is shown that preconditioning can be used to improve performance. The analysis is illustrated and supplemented using several examples derived from mixed finite element discretization of the Stokes equations.
where A is symmetric positive definite and C is symmetric positive semidefinite. Problems in this class arise frequently in the context of minimization of quadratic forms subject to linear constraints; see, e.g., [13] , [18] , and [35] . In this paper, we develop and analyze variants of the classical Uzawa algorithm for solving (1) .
We briefly review this method here; see, e.g., [2] , [13] , and [16] and [21] (3)- (4) imply that the errors satisfy Equations P Pk (I o(t3A-1B T + C))k(p Po).
Let (x, y) denote the Euclidean vector inner product, Ilxll the associated norm, and IIXII2 the induced matrix norm. Since BA-1B T + C is symmetric, it follows that p(I c(BA-1B T + C)) IlI c(BA-IB T + C)112, so that the error norm satisfies
Let ,1 denote the minimum eigenvalue of BA-113 T -t-C, and A2 its maximum eigenvalue. The Uzawa algorithm is convergent provided p(I-c(BA-B T + C)) < 1, i.e., 0 < c < 2//2. We will take p(I-c(BA-1B T + C)) as a measure of the effectiveness of the algorithm, and refer to it as the convergence factor. With respect to this measure, the optimal rate of convergence is achieved with the choice of a for which the algebraically smallest and largest eigenvalues of I-c(BA-1B T + C) are equal in absolute value. This gives (6) o 2/(A1 + ,2), and 'for this choice, we have (7) p(I o(t3A-1B T + C)) (t 1)/( + 1), where n ,,2/,, is the condition number of BA-B T + C.
Each step of the Uzawa algorithm requires the solution of a linear system with coefficient matrix A. Our primary concern in this paper is to show that if this system is not solved exactly, then the resulting "inexact" Uzawa algorithm can also be made to be convergent. In particular, we derive bounds on the rate of convergence that show that with relatively modest requirements on the accuracy of the approximate solution, the rate of convergence of the inexact algorithm is close to that of the exact version. Thus, if the linear solve is expensive, an approximate solution obtained by an "inner iteration" can be used without significant degradation of the outer iteration.
The analysis is independent of the method used for the inner iteration. In addition, we show that preconditioning can be used with the inexact Uzawa method, and essentially the same convergence analysis applies.
The use of an approximate "inner" system solution has been considered in the context of preconditioners for iterative methods for linear systems (see [17] and references therein) and to develop inexact Newton methods for nonlinear systems [11] . [4] , Rusten and Winther [25] , and Silvester and Wathen [27] , [30] . Cf. also Queck [24] for an analysis of the Arrow-Hurwicz algorithm, which can be viewed as an inexact Uzawa method. The recent report by Welfert [33] (14) where the second inequality is a consequence of the choice of stopping criterion (9) , and it holds only for k >_ 2. Now, let us adopt the notation
-IIBA-11I. Our notivation for the criterion (9) is that from (14) , II -ck-ll[2 is bounded by , the solution to the three-term recurrence (16) =r+--p++(p+) l+4/(p+)-I and the constant c is idependent of .
Comparison with (11) shows that the quantity
is a bound on the degradation of performance associated with inexact computation of A-l(f-Brp). 
The bound for the energy norm follows from (20) - (22 
This is precisely the Schur complement for the preconditioned version of (1) [8] , [15] , [16] , and [19] for more general discussions of this issue.
Remark 4.1. We are using this example to compare the analytic results of 2-3 with experimental performance. We note that a variety of methods have been proposed for solving discretizations of (26) , including applications of the conjugate gradient method to symmetric positive-definite reformulations of (1) [4] , [5] , [29] ; the conjugate residual method applied directly to the indefinite system [25] , [27] , [30] ; and multigrid methods applied directly to (1); see, e.g., [6] , [22] , and [34] . We expect some of these methods to converge more rapidly than the Uzawa method for the discrete Stokes equations. A detailed comparison of these ideas is beyond the scope of this (26) We assume that the discretization satisfies < (q' + C)q) < where ? and F are independent of h. In the case C 0, the lower bound holds for discretizations satisfying the inf-sup condition (v, B q) (29) inf sup q6P v6Vu (v, Av)l/2(q, Mq) 1/2 > ' and the condition (18) holds with r _< x/; see, e.g., [3] , [7] , [29] , and [30] . The upper bound follows from this. The purpose of the stabilization matriz C is to impose (28) in cases where (29) is not satisfied; in this case, the value of F in (28) will be larger than that derived from (18) [9] , [26] .
We will consider two discretizations of (26) An is a discrete Laplace operator defined on the pressure space, subject to Neumann boundary conditions [9] .
The first choice satisfies the inf-sup condition. The second one is equivalent to the mini-element discretization [1] (31), we have the bound where k is the condition number of/A-1/)T -t-, and 1 and/2 are the smallest and largest eigenvalues, respectively, of Q-1M.
We consider two preconditioners derived from a result due to Wathen [31] . This idea has been used by Silvester and Wathen [27] , [30] That is, the extreme eigenvalues of Q-1 ,,/are bounded by those of the preconditioned local matrices Q[1M. Wathen shows that for the choice of Q diag(M), producing Q diag(M), the preconditioned condition number/52//1 is small for a variety of discretizations, and it is bounded by 4 for piecewise linear pressures. It is also possible to express Q tridiag(M), consisting of the three interior diagonals of M, as a sum of element matrices; see [32] . Using the techniques of [31] , [32] , it can be shown that in this case the preconditioned condition number is bounded by 2 + v. Recalling that JJ h2/l/, we will consider the two choices Q sQdiag(J/) and Q sQtridiag(5/).
Condition numbers, bounds and convergence factors for the preconditioned exact Uzawa algorithm are also shown in Table 1 . We will discuss the scalings s Q below.
The bounds on the convergence factor for the inexact Uzawa algorithm also de- (21)- (23) (32) [Irll2/llfI[2 < 10-6, 
