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3Résumé
La plate-forme .NET est un environnement d'exéution moderne et répandu,
reposant sur une mahine virtuelle qui interprète du ode-otet typé. Elle prétend
être parfaitement adaptée à l'exéution de omposants érits dans une grande variété
de langages de programmation et failiter leur interopération.
En tant que langage fontionnel statiquement typé ave polymorphisme para-
métrique, Objetive Caml présente des aratéristiques qui déent l'environnement
d'exéution .NET et son système de types. Nous expérimentons es diultés dans
un adre pratique, par la oneption et l'implantation de OCamIL, un ompilateur
omplet pour Objetive Caml qui produit du ode-otet .NET vériable. Ses obje-
tifs prinipaux sont la ompatibilité et la possibilité d'interopérer.
Ce travail met à l'épreuve les apaités de la plate-forme .NET autant que l'adé-
quation de l'implantation oielle de Objetive Caml dans un tel projet (elle-i est
onçue pour un environnement d'exéution dénué de types e qui explique qu'elle
élimine les informations de types assez tt dans la haîne de ompilation). Nous
examinons la représentation des valeurs Caml et omparons deux stratégies : la re-
onstrution et la propagation de l'information de typage manquante. D'autres hoix
de oneption dérits ii illustrent le ompromis entre eaité d'une part et lisibi-
lité/interopérabilité de l'autre.
Nous réalisons l'interopérabilité à l'aide d'un langage de desription d'interfae
IDL qui onstruit un pont entre les deux systèmes de lasses distints utilisés par
Objetive Caml et l'environnement typé de .NET. Les bénées de l'interopération
sont illustrés par des exemples non-triviaux.
Au hapitre des performanes, OCamIL oupe une plae respetable au sein
des ompilateurs de langages fontionnels sur .NET. Nous omparons également les
exéutables .NET ave les programmes Objetive Caml originaux.
Abstrat
The .NET platform is a modern, widespread exeution environment, based on a
virtual mahine that interprets a typed byteode. It laims to be perfetly suitable
for running omponents written in many dierent programming languages and to
allow a seamless interoperation between them.
Being a statially typed funtional language with parametri polymorphism, Ob-
jetive Caml has features that are quite hallenging to the .NET runtime and its type
system. We test the t in a pratial setting by designing and implementing OCa-
mIL, a full-edged ompiler for Objetive Caml produing veriable .NET byteode.
It primarily aims at ompatibility and interoperability.
This work questions the apabilities of the .NET platform as muh as the ade-
quay of the oial Objetive Caml implementation (whih is designed for an un-
typed runtime and disards type information early in the ompilation hain). We
disuss the representation of Caml values and ompare two strategies: rebuilding
and propagating the missing type information. Other design hoies desribed here
4illustrate the trade-o between eieny and readability/interoperability.
We ahieve interoperability by means of an Interfae Desription Language that
loses the gap between the two distint lass systems of Objetive Caml and .NET's
underlying type system. We give non-trivial examples showing the benets of inter-
operability.
As for performane, OCamIL proves ompetitive with other .NET ompilers for
funtional languages. We also ompare .NET exeutables with the original Objetive
Caml programs.
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9Introdution
Interprétation
1
et ompilation
2
fournissent deux modèles emblématiques de l'exé-
ution de programmes informatiques, sans pour autant que les langages de program-
mation forment un univers manihéen partagé entre es deux types d'implantation.
Il faut se garder de onfondre les langages et leurs implantations, puisqu'un même
langage peut avoir plusieurs réalisations, mais il faut également prendre garde à ne
pas opposer interprétation et ompilation, dans une réalité bien plus omplexe :
 les mêmes langages peuvent faire l'objet d'interprétation (qui a l'avantage de
la portabilité et de la simpliité de la mise en ÷uvre) et de ompilation (qui a
l'avantage de la rapidité d'exéution) ;
 les modèles d'exéution des langages de programmation mélangent souvent les
deux traits, et e depuis les débuts de l'industrie logiielle.
Les mahines virtuelles dénissent une arhiteture d'exéution basée sur l'inter-
prétation d'un pseudo-ode (ou ode-otet) ne orrespondant, en général, à auun
équipement matériel onret. Le pseudo-ode est produit par une phase de om-
pilation à partir d'un langage de plus haut niveau destiné au programmeur. Ce
fontionnement permet un ompromis entre eaité (l'interprétation a lieu sur un
jeu d'instrutions simple et de plus bas niveau que le langage soure) et portabilité
(le langage ompilé peut tourner sur toute plate-forme munie d'une implantation
de la mahine virtuelle). De plus la ompilation JIT (Just In Time, égalemement
appelée  expansion de ode ) peut se substituer à l'interprétation, donnant un
modèle de livraison de ode de la forme :
ompilation de ode indépendant de la plate-forme
↓
distribution
↓
ompilation sur la plate-forme hte
Cela illustre l'intérêt pragmatique pour une utilisation ombinée d'interprétation
et de ompilation. D'autre part les plates-formes modernes munies de mahines
virtuelles permettent une administration poussée de l'exéution du ode et de la
1. Un interpréteur prend en entrée un programme d'un langage donné et exéute les ations
érites dans e langage sur une mahine.
2. Un ompilateur prend en entrée un programme d'un langage donné et le traduit dans un
autre langage (le programme n'est pas exéuté). Le ode produit peut à son tour être pris en
harge par un interpréteur ou un autre ompilateur. Dans le as d'un ompilateur de ode natif, le
ode produit est diretement exéutable par l'arhiteture ible.
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mémoire : elles gèrent des proessus légers (threads), permettent le hargement dy-
namique de ode, orent des servies de séurité, une interfae ave le système, des
outils de mise au point au niveau de la mahine virtuelle et sont souvent munies
d'un réupérateur automatique de mémoire.
L'utilisation de mahines virtuelles est devenue très populaire ave les langages
Java et C# (plus réemment) qui sont apparus ave leurs mahines virtuelles respe-
tives, la JVM et le CLR. Cependant il ne faut pas perdre de vue que les mahines vir-
tuelles existent depuis de nombreuses années pour toutes sortes de langages. Les plus
onnus dans les années 60 et 70 furent sans doute les langages SmallTalk, ompilé
dès ses premières versions vers une mahine virtuelle (qui t l'objet de spéiations
ave la version SmallTalk-80), BCPL, ompilé vers du  O-ode  et UCSD Pasal,
ompilé vers du  P-ode . Ils furent rejoints dans les années 80 par Prolog (ave
la mahine virtuelle WAM) et d'autres langages fontionnels. On peut iter la FAM
(Funtional Abstrat Mahine), dénie par Lua Cardelli [16℄ et utilisée alors pour
la ompilation de ML, l'implantation CLISP de Common Lisp, LLM3 [23℄ onçue
pour Le Lisp [24℄ (voir aussi [68℄ au sujet de Lisp) et la première implantation de
Caml, la CAM (Categorial Abstrat Mahine) [28℄ puis la ZINC [52℄ utilisées pour
Caml, Hugs pour Haskell. . .
L'ensemble des modèles de programmation est bien ouvert par les mahines vir-
tuelles : impératif (P-ode), fontionnel (LLM3, FAM, CAM. . . ), objet (SmallTalk,
JVM, CLR) et logique (WAM). On pourra onsulter [44℄ pour une omparaison de
diérents types de mahines virtuelles. Comme 'est le as pour Objetive Caml,
les implantations de langages utilisant une mahine virtuelle peuvent fournir une
alternative à base de ode natif.
Les eorts de perfetionnement des mahines virtuelles pour les rendre plus ef-
aes ont onstitué un hamp de reherhe prolique mais risquent de laisser de
té une perspetive intéressante de es mahines : mettre en plae un environne-
ment d'exéution ommun à plusieurs langages qui ore un ontexte d'interopération
simple et rihe. Les mahines virtuelles sont souvent dédiées à un seul langage ; 'est
initialement le as de la JVM, ensuite l'étendue de sa distribution a donné l'idée
de l'utiliser omme ible de ompilateurs d'autres langages que Java. La oneption
du CLR (la mahine .NET) a tenu ompte d'emblée de ette possibilité, proposant
ette plate-forme pour les langages C#, Visual Basi.Net et C++ ave extensions
gérées (puis J#, un dialete de Java, peu de temps après).
L'interopération inter-langages ajoute un degré de liberté à la oneption modu-
laire de logiiel : un projet peut être implanté au moyen de langages diérents, pour
répartir les tâhes entre niveaux d'abstration diérents (un déoupage ourant est
de oner l'arhiteture du projet à un langage de haut niveau alors que les seg-
ments optimisés ou hargés d'appels à des API systèmes sont érits dans un langage
de plus bas niveau) ou entre domaines où haque langage exelle (par exemple une
même appliation peut utiliser d'un té C# pour son interfae graphique et ses
appels réseau et de l'autre Perl pour la manipulation d'expressions régulières). De
plus l'interopération permet de fournir rapidement à un langage des bibliothèques
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qui lui font défaut, mais qui par ailleurs existent dans un autre langage.
L'intérêt de l'interopération inter-langages sur une plate-forme d'exéution gérée
est aru par les garanties de sûreté qu'elle peut orir (ar l'interopération entre
deux langages sûrs n'est pas elle-même automatiquement sûre).
Le travail de ette thèse vise à expérimenter l'adéquation entre :
 une mahine virtuelle réente, répandue et orant des perspetives intéres-
santes en termes d'interopérabilité,
 un langage fontionnel possédant une large palette de onstrutions et un sys-
tème de types rihe.
Au niveau de la mahine virtuelle, notre hoix s'est porté sur la plate-forme
.NET : la plus réente, ses apaités prolamées d'adaptabilité à des langages variés
méritent d'être mises à l'épreuve. Du té du langage nous avons hoisi Objetive
Caml : il mêle des paradigmes fontionnel, impératif et objet (e dernier étant très
diérent des modèles de lasses des langages Java/C#) et possède un langage de
modules évolué. De plus dans une perspetive de ompilation la diérene entre le
système de types entièrement statiques de Caml et elui de la plate-forme ible, qui
maintient les types à l'exéution, nous semble rihe d'enseignements. La plate-forme
.NET et le langage Objetive Caml sont dérits dans le hapitre 1.
Notre expérimentation a onsisté à mettre au point un ompilateur .NET om-
plet pour le langage Caml, baptisé OCamIL, et de proter de e développement pour
évaluer à la fois la plate-forme .NET et l'implantation de référene du ompilateur
Caml dans e ontexte partiulier, la disussion ayant pour objets prinipaux la
onfrontation des systèmes de types et les possibilités oertes par l'environnement
.NET aux ompilateurs de langages fontionnels statiquement typés ave polymor-
phisme paramétrique.
Un volet important de notre travail a onsisté à développer et évaluer un adre
permettant l'interopération de omposants logiiels érits en Objetive Caml ave
d'autres omposants onçus dans n'importe quel langage disponible sur la plate-
forme (même si C# fait gure de langage de référene, son système de types étant
le plus prohe de elui qui est intégré à la plate-forme).
Le premier hapitre de e mémoire pose les prinipes du ompilateur OCamIL
après avoir introduit les prinipales aratéristiques de la plate-forme .NET et du
langage Caml. Le hapitre 2 dérit en détails la ompilation d'un programme Caml
par le ompilateur de référene (langages intermédiaires, représentation des valeurs)
et examine le problème de la ompilation vers le CLR sous l'angle du typage et de
l'information de types, prinipale diulté renontrée dans le front-end du ompila-
teur. Le hapitre 3 est onsaré au bak-end du ompilateur OCamIL : il disute la
représentation des valeurs Caml dans l'environnement .NET et l'émission de ode.
Le hapitre 4 fait un tour d'horizon des solutions disponibles pour Caml en matière
d'interopérabilité et dérit la solution mise en ÷uvre dans le adre du projet OCa-
mIL, à savoir le ompilateur de hiers IDL  OJaaré.NET . Le hapitre 5 illustre
par quelques exemples des appliations possibles de OCamIL et de OJaaré.NET.
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Enn le hapitre 6 est onsaré à des tests de performanes, ompare diérentes
approhes possibles au sein du ompilateur OCamIL et le situe par rapport aux
ompilateurs standard de l'INRIA ainsi que d'autres ompilateurs de langages de la
famille ML sur .NET.
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Chapitre 1
Préliminaires
Ce hapitre introduit le projet OCamIL mais dérit avant ela e qui sert de toile
de fond à e travail : la plate-forme .NET et le langage Objetive Caml.
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1.1 Plate-forme .NET
D'abord onnue sous le nom de Projet 42, puis de COR, Lightning, COM+2.0,
et NGWS (Next Generation Web Servies), la plate-forme .NET a nalement retenu
son appellation dénitive quelques semaines avant son lanement au ours de PDC
2000 (Professional Developers Conferene) à Orlando.
Mais que se ahe exatement derrière ette dénomination très marketing? Nous
reprenons dans les grandes lignes l'exellente présentation de la plate-forme .NET
donnée dans [85℄.
1.1.1 Contexte et présentation
Au ours des dernières années l'aronyme .NET estampille toute la ligne des
produits Mirosoft. La gamme .NET se déline dans les domaines suivants :
 le développement logiiel (langages de programmation, outils de développe-
ment, plate-forme d'exéution),
 des tehnologies de servie, pour le partiulier ou les entreprises,
 la promotion de servies Web ommeriaux,
 la généralisation des équipements informatiques dans la vie quotidienne (artes,
téléphones mobiles et. . . )
La présente thèse s'intéresse spéiquement au premier des domaines ités i-
dessus, elui des langages de programmation, artiulé dans le adre de .NET autour
de sa plate-forme d'exéution.
1.1.1.1 Objetifs
L'environnement .NET est manifestement issu des réexions menées par Miro-
soft pour améliorer sa tehnologie COM (Component Objet Model), voir la dou-
mentation COM en ligne [25℄.
Il s'agit toujours de fournir un moyen d'intégrer des omposants logiiels, érits
dans des langages potentiellement diérents. Tout au long de e manusrit, le terme
omposant désignera une unité déploiement d'une appliation, sous forme binaire
1
.
La plate-forme .NET propose une nouvelle arhiteture herhant à ombler les
diérentes launes de COM, analysées selon les ritères suivants :
1. Le mot omposant est souvent utilisé pour des unités d'enapsulation au sein d'un langage,
omme les lasses pour les langages objet. Nous ne l'utiliserons pas dans et usage.
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Intégration. L'arhiteture COM a soulevé les problèmes suivants en matière d'in-
tégration :
 Chaque omposant doit se plier aux exigenes du modèle COM, en partiulier
l'obligation d'érire du ode de  plomberie  néessaire à l'interopération. Bien
que répétitif, il doit être expliitement ajouté au ode qui relève spéiquement
du omposant.
 D'autre part les possibilités d'interation sont limitées à des appels de mé-
thodes. Il n'est pas possible de pousser plus loin l'intégration de langage en
étendant une lasse d'un omposant à un autre par exemple.
La solution retenue par .NET est radiale : elle impose aux omposants de partager
un environnement d'exéution ommun, et de manipuler un système de type om-
mun. Cela entraîne naturellement la disparition du fastidieux ode de plomberie et
des onventions assoiées.
Déploiement. En matière de déploiement, le système de bibliothèques partagées
des systèmes Windows (les DLL : dynami-link libraries) a ausé bien des souis aux
développeurs et aux utilisateurs. Les onits entre DLL et les problèmes d'installa-
tion onstitue un problème réurrent onnu sous le nom d'enfer des DLL (DLL Hell
en anglais).
La plate-forme .NET propose un système entralisé pour gérer l'installation et
la résolution des dépendanes aux bibliothèques. Pour une présentation détaillée de
la solution proposée par .NET à es problèmes on pourra onsulter [65℄ en ligne sur
MSDN.
Sûreté et séurité.
 En e qui onerne la sûreté du ode, l'environnement .NET ne pouvait faire
autrement que d'intégrer un ertain nombre de méanismes omme le typage,
un système d'exeptions (ruptures de ontrle) et la réupération automatique
de mémoire par un garbage olletor (GC, glaneur de ellules ou ramasse-
miettes). Ces avanées, popularisées par le langage Java, sont bien plus an-
iennes mais leurs mérites sont désormais universellement reonnus et elles
sont présentes dans tous les langages modernes.
 Du point de vue de la séurité, omme par exemple la mise en plae de po-
litiques d'autorisation d'exéution de ode ou d'aès aux ressoures, .NET
propose une intégration au ÷ur même de son implantation et de ses langages.
La suite est onsarée à une desription détaillée de l'environnement .NET. Les
diérents points i-dessus seront à nouveau abordés.
1.1.1.2 Arhiteture
An de mettre l'aent sur une meilleure intégration, à la fois au système et entre
omposants multi-langages, le hoix de Mirosoft s'est porté sur une arhiteture
prohe de la mahine Java.
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La gure 1.1 montre une vue simpliée des éléments onstituant la plate-forme
.NET.
Appliations
Client Formulaires Servies
loal Web Web
Bibliothèques de Base
Common Language Runtime
Système
de types
Système
de méta-données
Système
d'exéution
Fig. 1.1  Plate-forme .NET
Le CLR (Common Language Runtime) est à la base de la plate-forme. Il est
formé de trois omposants prinipaux :
 Un système de types, onçu pour être apable de représenter les types et les
opérations que peuvent rélamer la plupart des langages de programmation
modernes, ei an d'orir la possibilité à des langages variés d'être portés sur
la plate-forme .NET. Nous serons amenés à ritiquer ette armation au ours
de ette thèse.
 Un système de méta-données. Celles-i sont inlues ave les types dans le ode
ompilé et sont utilisées par toutes sortes de programmes amenés à manipuler
le ode .NET, y ompris l'environnement d'exéution lui-même. Nous dérivons
les méta-données dans la setion 1.1.3.
 Un système d'exéution qui repose sur une mahine virtuelle à pile et fait tour-
ner un ode-otet portable.
La BCL (Base Class Library) est un ensemble de bibliothèques de lasses mis à
la disposition des exéutables .NET.
Cet ensemble sert de base à l'exéution de programmes ompilés pour l'environ-
nement .NET. Une appliation omplète tire partie de la plate-forme à travers trois
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types prinipaux de lients :
 des lients tournant loalement sur un système d'exploitation prenant en harge
l'arhiteture .NET,
 des formulaires Web, utilisés pour des appliations Web artiulées sur un ser-
veur ASP.NET,
 des servies Web, la tehnologie promue par Mirosoft en matière d'appels
distants de proédures.
1.1.2 Implantations
1.1.2.1 Plates-formes
La oneption de la plate-forme .NET rappelle très fortement elle de Java. Ce-
pendant alors que Java est initialement prévu pour un seul langage, mais pouvant
tourner sur des systèmes diérents (omme le lame le slogan de Java :  Compile
One, Run Everywhere ), au ontraire .NET a l'intention de reueillir de nombreux
langages tout en étant prinipalement développée pour les seuls systèmes Windows.
Toutefois, il a été prévu de favoriser des implantations alternatives, an d'as-
surer une meilleure diusion de la plate-forme. Le CLR et les fondements de la
bibliothèque de support ont fait l'objet d'une standardisation auprès de l'organisme
ECMA [34℄. Ce standard a servi de point de départ au développement d'autres im-
plantations .NET.
On peut ompter à l'heure atuelle quatre implantations prinipales, dont deux de
Mirosoft :
 la version oielle de Mirosoft, qui tourne sous Windows. Pour l'instant té-
léhargeable librement, elle est sans doute amenée à devenir un omposant
à part entière du système d'exploitation Windows. Version la plus diusée
et protant des tous derniers développements, e sera notre implantation de
référene.
 Rotor [81℄,une implantation open-soure de Mirosoft qui tourne sous Windows
et Unix BSD. Rotor a été distribué pour des motifs de reherhe et d'enseigne-
ment. Le JIT et le GC de Rotor sont des versions allégées de l'implantation
ommeriale, e qui entraîne de moins bonnes performanes.
 le projet Mono [33℄ de Ximian/Novell pour Linux, est Open Soure. Ce projet
est très abouti au niveau de l'environnement d'exéution mais ne propose pas
enore une implantation omplète de la BCL. En partiulier il n'a pas été
possible de se baser sur Mono lors du développement de OCamIL en raisons
de launes initiales dans le domaine de l'API Reetion et de la gestion des
assemblages signés.
 le projet Portable.Net de DotGNU est sous liene GPL. L'éventail de ses ou-
tils de développement est assez omplet, mais son méanisme de JIT n'est pas
totalement opérationnel, e qui nuit à ses performanes.
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Il existe aussi des variantes de la plate-forme .NET pour des arhitetures spé-
iales, omme le ompat framework et les smart devies extensions qui iblent des
appareils mobiles. Ces environnements aux ressoures ontraintes néessitent un en-
vironnement d'exéution allégé et des bibliothèques adaptées, ne fournissant pas
tous les servies des versions de bureau.
1.1.2.2 Langages
Dès le lanement de la plate-forme .NET, trois langages sont oiellement sup-
portés par Mirosoft : C# (sans doute le langage le plus prohe des onstrutions
implantées au sein de la mahine virtuelle), Visual Basi.Net et C++ ave exten-
sions gérées (au ÷ur duquel se trouvent diretement implantés des méanismes
d'interopération entre ode natif et ode-otet). Ces trois langages ont rapidement
été rejoints par J#, un dialete de Java pour .NET.
Par ailleurs la rme a enouragé les initiatives d'adaptation d'autres langages à
sa plate-forme, par le biais de ses laboratoires de reherhe bien sûr, (SML [5℄ et F#
[83℄ sont développés à Mirosoft Researh à Cambridge) mais aussi par l'initation
au développement par des entreprises ou des laboratoires d'universités, qui ont été
suivis par des initiatives autonomes.
On peut trouver des ompilateurs pour des langages aussi variés que : Ada A#
[17℄, COBOL, Perl, Eiel [78℄, Python, Pasal, Prolog P# [26℄, Fortran, SmallTalk,
Oberon.
Du té des langages fontionnels, en plus de F# et SML.NET déjà ités, on
trouve
2
: Lisp, Sheme (en partiulier le projet Bigloo [73℄), Haskell, Mondrian, Mer-
ury [57℄, Ruby, Nemerle [60℄.
Ces diérents projets ont bénéié de la publiation par Mirosoft de spéia-
tions de la mahine virtuelle (un standard ECMA [34℄) et de l'implantation open
soure Rotor [81℄.
Le développement de nouveaux ompilateurs pour la mahine .NET s'est éga-
lement enrihi de l'adaptation de projets portant sur la plate-forme Java, omme
Bigloo par exemple.
On pourra onsulter une liste des diérents langages portés sur .NET à l'adresse
suivante : http://www.dotnetpowered.om/languages.aspx.
2. On pourrait inlure dans ette liste Python, Javasript et Perl qui omportent des traits de
programmation fontionnelle.
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1.1.3 Système de types CTS et Méta-données
1.1.3.1 Le système de types CTS
L'environnement d'exéution manipule des données typées. Le système de types
de .NET est judiieusement appelé CTS (Common Type System) : tout langage
ompilé devra s'y plier, e qui a pour onséquenes :
 De ontraindre les implantations à faire rentrer les valeurs spéiques de haque
langage dans le moule du CTS. On espère don que e système est susamment
rihe pour satisfaire des langages variés.
 De proposer un adre ommun, ompris par tous, e qui ouvre la porte à l'in-
teropérabilité.
Classes
définissables
Interfaces
(définissables)
Types valeur
définissables
Système CTS
Types valeur Types référence
Types valeur
prédéfinis 
(entiers, flottants...)
Classes Tableaux
Classes prédéfinies :
object, string, Delegate
Types valeur
encapsulés
Fig. 1.2  Le système CTS dans les grandes lignes
Modèle de lasses et types référenes. Le modèle retenu pour le CTS est elui
d'un système de lasses similaire à elui de Java. Les types référenes regroupent
les lasses, les interfaes et les tableaux. Les valeurs des types référenes peuvent
être null ou sont allouées dans le tas et soumises à la réupération automatique de
mémoire. Elles sont passées par référene.
Le modèle présente les aratéristiques suivantes :
 Les lasses sont organisées sur une hiérarhie d'héritage simple (pas d'héritage
multiple) ayant pour raine la lasse System.Objet (ave pour alias objet).
 Les lasses omportent des méthodes et des hamps. Ces membres peuvent
être statiques ('est-à-dire des membres de lasse) ou d'instane.
 Les lasses sont organisées en espaes de noms.
 On retrouve les attributs usuels onernant la visibilité et l'aessibilité des
lasses et de leurs membres.
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Les types référene utilisateurs sont introduits par la délaration de lasses ou
d'interfaes dans le ode CIL engendré par la ompilation du programme soure. Les
types sont organisés au moyen d'espaes de noms. En C# par exemple, la délaration
d'une lasse de la forme :
namespae Graphis {
lass Point {
publi int x;
publi int y;
publi int norm() {...}
...
}
}
introduit un type référene utilisateur Graphis.Point. Les espaes de noms peuvent
être imbriqués.
Outre les lasses, le CTS prend en harge les interfaes, les exeptions et les délégués :
 Les interfaes sont similaires à elles de Java et supportent l'héritage multiple
(ontrairement aux lasses).
 Les exeptions sont également semblables à elles de Java. Ce sont des lasses
qui héritent de System.Exeption et qui servent de base au méanisme de
rupture de ontrle pris en harge par l'environnement d'exéution.
 Les délégués, qui héritent de System.MultiastDelegate, sont une version
type-safe des pointeurs de fontions du langage C. Ils sont utilisés pour déla-
rer une lasse et don un type permettant l'enapsulation de méthodes ayant
une signature donnée. La méthode enapsulée peut être statique ou d'instane,
et la lasse qui la dénit n'a pas besoin de onnaître l'existene du type dé-
légué à l'avane (alors que pour appeler dynamiquement des méthodes d'une
signature donnée par le biais d'un polymorphisme d'interfae
3
, il faut délarer
la relation d'implantation de l'interfae dans toutes les lasses pouvant être la
ible d'un appel). Les délégués orent d'autres servies : ils peuvent mainte-
nir une liste de méthodes à appeler et permettent des invoations asynhrones.
Les gures 1.3 et 1.4 permettent de omparer les implantations du design pattern
 observateur  au moyen d'un délégué ou d'une interfae. Dans les deux as, l'im-
plantation onrète de la méthode appelée n'a pas besoin d'être onnue de l'appelant
(ii la lasse Subjet). Cependant dans le as des interfaes, l'implantation onrète
doit délarer a priori être un destinataire de l'appel ('est-à-dire implanter l'interfae
IObserver) alors qu'ave les délégués il sut d'exposer une méthode de la bonne
signature (la liaison se fait de manière externe, au moment de la onstrution de
l'objet délégué).
3. Le polymorphisme d'interfae onsiste à se servir d'une interfae omme d'un type rendant
ompatibles entre elles toutes les lasses qui implantent ette interfae.
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publi delegate void DObserver(string msg);
lass Subjet {
private DObserver notifyDelegate;
publi void registerObserver(DObserver n) {notifyDelegate = n;}
publi void notifyObserver() {
if (notifyDelegate != null) notifyDelegate("hello");
}
}
lass ConreteObserver {
publi void notify(string msg) { ... }
}
publi stati void Main() {
ConreteObserver o = new ConreteObserver();
Subjet s = new Subjet();
DObserver deleg = new DObserver(o.notify);
s.registerObserver(deleg);
...
}
Fig. 1.3  Design pattern  observateur  ave un délégué
Types valeurs et opérations de (dés)enapsulation. Une nouveauté apportée
par le CTS est la possibilité d'utiliser des types valeurs en plus des types référenes.
Les types valeurs ne peuvent être null et ne sont pas alloués dans le tas, mais sur
la pile. Il s'agit de types pour des valeurs struturées qui sont passées par opie.
Ils permettent typiquement l'implantation d'unions ou de strutures à la C, dans
un adre type-safe. Voii la liste des types valeurs prédénis (ils sont gérés de ma-
nière partiulière par l'environnement d'exéution et des instrutions CIL leur sont
spéialement assoiées) :
 les booléens bool,
 les aratères har,
 les entiers signés : int8, int16, int32, int64 et native int,
 les entiers non signés : unsigned int8, unsigned int16, unsigned int32,
unsigned int64 et native unsigned int,
 les ottants float32 et float64.
Il existe aussi un type  référene typée  typedref utilisé à notre onnaissane
exlusivement pour l'implantation des types variants de Visual Basi.Net (nous n'en
parlerons pas dans e manusrit, pour un exemple d'interopération entre Caml et
Visual Basi, on pourra onsulter [15℄).
Les types valeurs utilisateurs (ertains sont dénis dans la BCL) se dénissent
à la manière de lasses. Ils sont pourvus de hamps et de méthodes, mais il n'y a
pas d'héritage possible. Les types valeurs n'ont qu'un type possible a l'exéution.
Ils servent à implanter les strutures du langage C# (mot-lef strut) ainsi que les
22 CHAPITRE 1. PRÉLIMINAIRES
interfae IObserver {
publi void notify(string msg);
}
lass Subjet {
private IObserver observer;
publi void registerObserver(IObserver o) {observer = o;}
publi void notifyObserver() {
if (observer != null) observer.notify("hello");
}
}
lass ConreteObserver : IObserver {
publi void notify(string msg) { ... }
}
publi stati void Main() {
IObserver o = new ConreteObserver();
Subjet s = new Subjet();
s.registerObserver(o);
...
}
Fig. 1.4  Design pattern  observateur  ave une interfae
énumérations (un as spéialement géré par la plate-forme).
Tout type valeur est assoié à un type référene, qui hérite de System.ValueType
ou de System.Enum (qui lui-même hérite de System.ValueType). Par exemple le
type int est assoié à la lasse System.Int32 héritant de System.ValueType. Il
est possible de passer d'une représentation à l'autre : les valeurs sont onverties en
objets alloués dans le tas via une opération de boxing (enapsulation). L'opération
inverse s'appelle unboxing (désenapsulation). Ces deux opérations sont des instru-
tions primitives de la mahine virtuelle. Les lasses orrespondant aux types valeurs
sont sellées (sealed) : elles ne peuvent pas être étendues par héritage (le mot-lé
orrespondant en Java est nal).
Outre une diérene sémantique dans la onvention d'appel de méthodes, le hoix
entre types valeurs et types référenes se pose aussi en termes d'eaité. Si d'une
part la opie de valeurs peut être oûteuse, d'autre part les types valeurs ne sont
plus administrés par le réupérateur de mémoire dont le travail est onsommateur
de ressoures. Les données struturées de taille relativement faibles gagnent à être
représentées par des types valeurs.
Héritage et sous-typage. La relation d'héritage du CTS dénit une notion de
sous-typage ≤ (les types onernés sont les types référenes et les types valeurs) :
 si τ est un type alors τ ≤ τ ,
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 si la lasse C ′ hérite de la lasse C alors C ′ ≤ C,
 si l'interfae I ′ hérite de l'interfae I ′ alors I ′ ≤ I,
 si la lasse C implante l'interfae I alors C ≤ I,
 si τ ′ ≤ τ alors τ ′[] ≤ τ [].
Si τ ′ ≤ τ alors toute valeur de type τ ′ peut être utilisée en plae et lieu d'une valeur
de type τ . Les types valeurs ne sont en relation de sous-typage qu'ave eux-mêmes.
Lors de l'exéution toute valeur a un type exat, qui est le plus petit type aep-
table pour ette valeur au sens de ≤. Les valeurs peuvent être onsidérées omme
étant d'un sur-type du type exat, mais e dernier est toujours onnu de l'envi-
ronnement d'exéution et déterminable dynamiquement. L'instrution astlass
de CIL est utilisée pour transtyper une valeur le long de sa haîne de sous-typage.
L'éhe est détetable ar dans e as l'instrution astlass empile la valeur null
(le modèle d'exéution de la plate-forme .NET est abordé à la setion 1.1.4.1).
Le CTS présente d'autres aratéristiques que nous ne détaillerons pas ii, telles
que les propriétés, les lasses internes ou les pointeurs (pour l'interfae ave le ode
natif). On pourra se reporter aux livres [79, 90, 85℄ pour de plus amples informations.
1.1.3.2 Interopération et CLS
Le CLR doit aueillir des langages diérents et si le système de types CTS est
pourvu de nombreux traits, il est lair qu'un langage donné ne va pas tous les ap-
préhender. Dans un adre d'interopérabilité il faut don dénir un sous-ensemble
minimum sur lequel les langages peuvent raisonnablement se mettre d'aord. C'est
e que dénit le CLS (Common Language Speiation), un ensemble de règles qui
limitent le système d'exéution et le système de types.
Sans vouloir entrer dans les détails, donnons deux exemples représentatifs :
 Il faut se plier à ertaines onventions syntaxiques. Par exemple, le langage
C# distingue les aratères majusules et minusules dans les identiateurs,
mais pas Visual Basi.NET. Le CLS impose don de ne pas ompter sur ette
distintion.
 Certains types ne sont pas onnus de tous les langages. Le CTS distingue les
entiers signés et non signés, mais ertains langages ne onnaissent pas les en-
tiers non signés. Il faut don limiter leur emploi.
Un omposant sera onforme au CLS s'il suit e type de règles. S'y ontraindre
n'est pas une obligation, les règles permettent simplement de dénir un adre om-
mun pour l'inter-ompréhension entre langages. L'ensemble des spéiations du
CLS est détaillé dans le standard ECMA publié par Mirosoft [34℄. Il faut bien noter
que es restritions ne s'appliquent qu'aux types intervenant à l'interfae des om-
posants logiiels, laissant possible d'utiliser la totalité du CTS en interne. Le CLS
est supposé être assez omplet pour que toute bibliothèque raisonnable puisse être
érite dans un style respetant ses onsignes.
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1.1.3.3 Assemblages et Méta-données
Assemblages. Les assemblages (assemblies en anglais) sont l'unité de base de
déploiement .NET. Ce sont des exéutables ou des bibliothèques. Ils sont auto-
desriptifs ar en plus d'inlure le ode proprement dit, ils reèlent un grand nombre
d'informations gouvernant leur utilisation, omme les types exportés, les ressoures
utilisées, les dépendanes et. . .
 D'un point de vue lient, un assemblage est un paquetage de types et de
méthodes logiquement reliés les uns aux autres.
 Du point de vue du développeur, il s'agit d'une olletion de hiers, ertains
ontenant du ode .NET (on parle alors de modules) et d'autres (optionnels)
inorporant des ressoures diverses. L'un de es modules et un seul doit onte-
nir un manifeste, qui fonde l'assemblage en dénissant ses omposantes, ses
dépendanes et son identité (voir plus loin).
Le shéma 1.5 montre un exemple d'assemblage.
Assemblage A
Module A
Manifeste
Fihier A Module B
Fig. 1.5  Un exemple d'assemblage
La grande fore des assemblages par rapport aux bibliothèques traditionnelles
réside dans les servies qui y sont attahés :
 Ils sont munis d'une identité unique en délarant de manière entralisée un
nom, un numéro de version et des paramètres de loalisation (une langue par
exemple). L'authentiité d'un assemblage peut être garantie par un nom fort ,
'est-à-dire une enryption par une paire de lefs publique et privée.
 Ils protent des servies de la plate-forme .NET en matière de déploiement.
S'ils sont loaux à une appliation, leur présene dans un sous-répertoire du
répertoire raine de l'appliation sut à les intégrer à l'appliation. Il n'y a
pas besoin de les enregistrer dans une base de registres omme 'est le as
pour les omposants COM. S'ils sont partagés, ils doivent être plaés dans un
dossier virtuel entral appelé GAC (Global Assembly Cahe, ou ahe global
des assemblages), qui autorise ensuite une édition de liens dynamique depuis
n'importe quel lient.
 Ils dérivent les types exportés au moyen de méta-données, e qui est la base de
l'interopérabilité. Les méta-données sont dérites dans le paragraphe suivant.
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Méta-données. Les méta-données sont des données sur des données. On peut les
voir omme une forme enrihie des hiers d'en-tête de C ou des interfaes ompilées
de Objetive Caml.
Elles permettent la desription des types
4
en référençant leur dénition, en pré-
isant leur disposition en mémoire par exemple, dans le but de permettre leur utili-
sation par un tiers.
Puisque les appliations .NET peuvent reposer sur des assemblages érits dans
des langages diérents, il faut prévoir la possibilité d'interfaer diretement les lan-
gages au moyen de strutures prises en harge au niveau de l'environnement d'exéu-
tion. Les méta-données sont émises diretement dans le ode produit ave les valeurs,
an de permettre toutes sortes d'instrumentalisations.
Nous pouvons indiquer à titre d'exemple quelques onsommateurs de méta-
données :
 Le CLR. Les méta-données sont utilisées pour les tâhes de vériation et de
gestion des politiques de séurité (basées sur les types et les assemblages), la
disposition en mémoire et l'exéution.
 Le hargeur de lasses. Les référenes de types dans le ode sont résolues à
l'exéution, et les lasses orrespondantes trouvées et hargées au moyen des
méta-données.
 Le ompilateur JIT. Voir la setion 1.1.4.2.
 Diérents outils, omme les débogueurs, les dés-assembleurs, les proleurs,
les environnements de développement intégrés exploitent tous les méta-données.
Inorporer les méta-données diretement dans le ode garantit par onstrution
la ohérene de es informations ave les types utilisés dans le ode, et permet de
résoudre les problèmes posés par les bibliothèques de types de COM.
La présene de méta-données aompagnant les valeurs au moment de l'exéution
ouvre la porte aux méanismes d'introspetion et d'examen de types (reetion en
anglais, nous utiliserons e terme dans la suite par ommodité). Il est possible,
dynamiquement :
 d'inspeter des assemblages, des types, des membres de types,
 de harger des types et d'exéuter des méthodes,
 de générer dynamiquement du ode, des types et des assemblages.
Les bibliothèques standard System.Refletion et System.Refletion.Emit per-
mettent es manipulations de méta-programmation, grâe à la persistane d'infor-
mation ave les valeurs fournie par les méta-données.
Enn, terminons e tour d'horizon des méta-données en évoquant les attributs
et les attributs utilisateurs (ustom attributes). Il est possible d'inorporer des an-
4. Les méta-données sont omniprésentes : elles dérivent tout e qui peut être dérit. Les infor-
mations ontenues dans les assemblages (omme les dépendanes, le numéro de version. . . ) sont
aussi des méta-données.
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notations de son hoix diretement dans le ode produit, à n'importe quel niveau
(assemblage, lasse, méthode, et. . . ) par le biais des méta-données.
Certains attributs sont standards et sont reonnus par l'environnement d'exé-
ution, omme par exemple DllImportAttribute, qui permet de délarer un pro-
totype de méthode qui sera lié à une implantation externe (typiquement dans une
bibliothèque non gérée ompilée en ode natif). D'autres sont à la disrétion du pro-
grammeur, et pourront être exploités spéiquement par tel ou tel outil. Dans tous
les as, les attributs sont des instanes de lasses héritant de System.Attribute,
lasses qui peuvent être étendues par l'utilisateur.
1.1.4 Environnement d'exéution
Le CLR est apable de gérer l'exéution onurrente de plusieurs proessus légers :
eux-i disposent de plusieurs tas gérés et d'un espae mémoire à l'adressage partagé.
L'environnement est responsable de l'exéution des proessus, à savoir : l'exéu-
tion du ode lui-même, la gestion de la mémoire, du ontrle et des méanismes
d'appels, mais également du hargement des lasses et des assemblages impliqués
lors de l'exéution ainsi que diérentes tâhes relatives à la sûreté de l'exéution,
omme la vériation de ode ou l'appliation de politiques de séurité.
Nous présentons dans la suite le modèle d'exéution proposé par le CLR.
1.1.4.1 La mahine virtuelle et le ode-otet CIL
Le CLR est artiulé autour d'une mahine virtuelle appelée VES (Virtual Exe-
ution System). Il s'agit d'une mahine exéutant du ode-otet basé sur un modèle
de pile. Le byteode .NET est appelé CIL (Common Intermediate Language). On
parlera de ode géré par opposition au ode natif (que le CLR peut par ailleurs
également prendre en harge).
État de la mahine : états de méthodes et pile d'évaluation. Le méanisme
d'appels de méthodes est totalement pris en harge par le CLR, e qui a pour onsé-
quene de l'abstraire au niveau du ode CIL. Ainsi les méthodes forment des unités
de regroupement des instrutions qu'il n'est possible de franhir au niveau du ode
géré qu'au moyen des quelques instrutions d'appels disponibles dans le ode-otet
(il s'agit de all, allvirt, alli, jmp, ret, throw et rethrow : on trouvera la
liste des instrutions CIL en annexe).
L'état global de la mahine virtuelle repose sur les diérents états de méthodes,
omme présenté sur la gure 1.6.
On peut modéliser un état de méthode par la onjontion de :
 Un pointeur d'instrution,
 Une pile d'évaluation,
 Un tableau d'arguments,
 Un tableau de variables loales (e tableau est déterminé statiquement),
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Moteur d’exécution
Etat de
méthode
Etat de
méthode
Etat de
Tas géré
méthode
Etat de
méthode
Etat de
Tas géré
méthode
Etat de
méthode
Etat de
méthode
Etat de
méthode
Etat de
Processus léger Processus légerProcessus léger
Espace mémoire partagé
méthode
Fig. 1.6  État de la mahine .NET
 Une zone dynamique de mémoire loale,
 Un desripteur d'informations sur la méthode (ontenant entre autres la si-
gnature de la méthode),
 Un desripteur de retour d'appel (permettant de restaurer l'état de la méthode
appelante),
 Un desripteur de séurité (utilisé par le CLR dans le adre de ses politiques
de séurité).
Remarques :
 La pile, les tableaux d'arguments et de variables loales, ainsi la mémoire dy-
namique loale sont maintenus pour haque méthode tant qu'elle ne termine
pas. En partiulier lorsqu'on passe d'une méthode à une autre ave une ins-
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trution all, l'état omplet est restauré au retour de la méthode appelée
(moyennant les ajustements de pile liés aux passage d'arguments et au retour
de la méthode appelée bien sûr).
 Il est possible d'aéder aux tableaux d'arguments et de variables loales par
leur adresse (exprimée sous la forme d'un pointeur géré).
 Les méthodes peuvent gérer un nombre variable d'arguments, au moyen de
l'instrution arglist qui retourne une struture itérative permettant d'ex-
ploiter les arguments dynamiquement.
 La zone de mémoire loale est allouée dynamiquement au moyen de l'ins-
trution loallo, le seul moyen de dés-alloation étant la terminaison de
la méthode. Cette zone est adressable mais en général elle n'est pas utilisée
de manière intensive omme peut l'être le tas (ar sa taille ne peut pas être
réduite au ours de la durée de vie de la méthode).
 La pile d'évaluation n'est pas adressable. Elle peut reevoir tous types de va-
leurs, y ompris des types valeurs struturés (non boxés).
Tout emplaement qui sert au stokage ou au passage de valeurs, à savoir les
arguments d'une méthode, les variables loales, les hamps d'objets ou enore la
pile, est muni d'un type. Cependant il faut distinguer les emplaements alloués
statiquement omme les arguments, les variables loales ou les hamps qui sont
signés au moyen d'un type CTS expliite, des ellules de la pile pour lesquelles un
nombre restreint de types sont dénis. Ces types internes à la pile sont : les entiers
32 bits, 64 bits et natifs de la plate-forme hte, un type de ottant F (de préision
au moins supérieure à la préision des ottants natifs), un type O de  référenes
gérées  et un type N de  pointeurs gérés 
5
.
Les types de référenes et de pointeurs existent ar des instrutions CIL per-
mettent de aluler l'adresse d'emplaements des valeurs an d'agir sur elles par
référene.
Dans e ontexte, on dénit l'état typé de la pile à un point du programme
omme la donnée onjointe de la profondeur de pile et l'ensemble des types CTS des
valeurs sur la pile. Il est toujours possible de onnaître le type exat d'une valeur sur
la pile en suivant l'exéution pas à pas et on peut remarquer que l'un des souis du
ompilateur JIT est de s'assurer que les bonnes onversions sont faites pour que les
représentations internes à la pile n'aetent pas l'exéution d'un programme (que
les bonnes opérations de onversions, de resserrage ou d'élargissement des valeurs
soient insérées dans le ode natif produit).
Dans le adre de la vériation du ode-otet, l'état typé de la pile est soumis
à des ontraintes vis-à-vis des diérents hemins d'exéution possibles dans une
méthode.
5. Les pointeurs non gérés, puisqu'ils doivent bien être pris en harge en même temps que le
ode natif, sont typés omme des entiers natifs. Pour plus de détails sur pointeurs, pointeurs gérés
et référenes gérées on pourra se référer à [27℄
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Code-otet CIL. Les ots d'instrutions CIL se déroulent méthode par méthode.
Les instrutions permettent la manipulation de la pile et des variables loales, om-
portent des opérations arithmétiques, de ontrle et de manipulation du modèle
objet du CTS.
Chaque instrution attend un ertain nombre d'arguments sur la pile, qui sont
onsommés, et dépose un éventuel résultat sur ette même pile. L'appel de méthode
rentre dans e adre, par l'intermédiaire de l'instrution all et de ses variantes.
Le détail des instrutions CIL gure en annexe. Pour résumer on peut distinguer :
• Les opérations numériques. Le CIL omporte des opérations arithmétiques sur les
entiers et les ottants. Les entiers peuvent être signés ou non, et leur taille varie de
1 à 8 otets. Les ottants sont en simple ou double préision. Il y a des instrutions
de omparaison, de onversion de types numériques, de test de dépassement arith-
métique et des opérations booléennes bit à bit.
• Les opérations de pile. Dans ette atégorie se retrouvent tous les instrutions
permettant de déplaer une valeur vers ou depuis la pile. Cela peut se produire en
relation ave les autres emplaements possibles pour les valeurs, gurant dans un
argument ou une variable loale. Il est possible d'aéder à ertains emplaement
par leur adresse. On ompte également les instrutions de hargement des onstantes
numériques.
• Les opérations de ontrle. On trouve :
 Branhements onditionnels ou inonditionnels au sein d'une méthode.
 Appel de méthode : il peut se faire diretement ou via une indiretion. Les
appels peuvent être virtuels (ayant reours au méanisme de liaison tardive)
ou non virtuels (liaison statique).
 Retour de méthode (instrution ret).
 Appels réursifs terminaux (tail alls) et sauts de méthode : dans ertains as
il est utile d'appeler une méthode sans onserver le adre d'ativation de la
méthode appelante. Cela est intéressant pour optimiser le ode ompilé pour
une fontion réursive terminale par exemple.
 Méanismes de rupture de ontrle (exeptions).
Le passage d'arguments d'une méthode à une autre peut se faire par valeur ou
par référene (laissant aux instrutions appropriées le soin de aluler l'adresse de
l'emplaement d'une valeur ou de harger une valeur par indiretion).
Une alternative existe, spéialement implantée pour Visual Basi.NET : le pas-
sage par référene typée. Une référene typée est une valeur ontenant à la fois
l'adresse d'une valeur et son type. Cela permet un aès par référene pour lequel le
type de la valeur est onsultable dynamiquement.
• Les opérations de mémoire et opérations sur les objets. Cela regroupe la réation
d'instanes de lasse, l'aès aux hamps d'une lasse, les tests dynamiques de types,
le downast (onsistant à modier le type dynamique d'un objet vers un autre type
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possible pour et objet, plus préis dans la hiérarhie de lasses) et les opérations
de boxing/unboxing. On peut également ompter dans ette atégorie les opérations
sur les tableaux.
Remarque valant pour toutes les instrutions : du point de vue des types, on trouve,
 des instrutions polymorphes, omme dup ou add,
 des instrutions paramétrées par des types de base, omme ld.i4 (le type
fait partie de l'instrution, pour des types diérents, on aura des opodes
6
diérents),
 des instrutions paramétrées par des référenes à des méta-données dérivant
le type CTS manipulé
7
, omme isinst MyNamepae.MyClass (ii le type suit
l'instrution dans le ot des opodes).
1.1.4.2 Chargement et exéution
La gure 1.7 illustre les diérentes étapes menant de la ompilation du ode
soure à l'exéution par l'environnement .NET. Les boites grises sont des éléments
de la plate-forme.
Les assemblages générés par l'édition de lien prennent la forme de hiers au
format PE (Portable Exeutable les) : eux-i rassemblent ode-otet, ode natif,
méta-données et éventuellement des données de ressoures.
Chargement de lasses. Les assemblages pris en entrée du hargeur de lasses
ont pu être produits par des ompilateurs de langages diérents. À oté du ode o-
tet, le ode natif est également pris en harge, et les deux peuvent être produits par
un même ompilateur ('est le as pour le C++ ave extensions gérées par exemple).
Lors de l'exéution d'un assemblage, le CLR est hargé de résoudre les référenes
aux lasses internes ou externes à l'assemblage. Cette résolution passe par l'identi-
ation des lasses et de leur soure par l'intermédiaire de méta-données : référenes
de lasses et référenes aux assemblages tiers. Les méta-données intégrent des in-
formations de version et inorporent un méanisme d'authentiation des soures
grâe à la signature par les noms forts. L'emplaement physique des assemblages à
harger est déterminé à l'aide des méta-données et de réglages administratifs de la
plate-forme hte.
Selon le niveau de onane aordé au ode hargé, le méanisme de vériation
peut être appliqué. De son té le ode natif doit toujours être digne de onane
ar il ne peut être vérié. L'exéution a lieu moyennant l'appliation des politiques
de séurité, dont ertaines lauses s'expriment de manière dynamique.
6. Un opode désigne l'otet ou les otets représentant physiquement l'instrution en mémoire.
7. En pratique, les référenes aux méta-données sont implantées au moyen de lefs de quelques
otets insérées dans le ode, qui pointent vers la table des méta-données utilisées par haque
assemblage. On appelle es lefs des jetons de méta-données .
1.1. PLATE-FORME .NET 31
CIL et
Code source
Compilateur
Code natif et
métadonnées
Editeur de liens
.EXE ou .DLL
Code natif géré
BCL
Exécution
Appel à une
méthode inconnue
confiance
seulement
Code digne de
.OBJ .OBJ
.DLL
Seulement le
code natif
(digne de confiance)
Gestionnaire
de code
Vérificateur 
de sécurité
Compilateur JIT
Vérificateur
Chargeur de classes
métadonnées
métadonnées
Moteur de
Fig. 1.7  Compilation et exéution
Compilation Just In Time. Dans l'univers des mahines virtuelles, il est pos-
sible d'interpréter le ode-otet ou bien de le ompiler an d'exéuter du ode natif.
Cela se nomme la ompilation Just In Time (JIT) puisqu'elle a lieu au dernier mo-
ment (à l'exéution) sur l'arhiteture onrète hébergeant la mahine virtuelle.
En résumé :
 On préfère distribuer le ode-otet, portable, que du ode natif préompilé.
 La ompilation JIT permet ensuite d'attendre de onnaître la plate-forme hte
an de ompiler eaement en tenant ompte de ses aratéristiques.
Les JVMs utilisent diérentes heuristiques hoisissant au as par as si une mé-
thode doit être interprétée ou bien ompilée juste à temps. Car si une méthode ainsi
ompilée s'exéutera plus rapidement pour tous les appels ultérieurs, le temps passé
(lors de l'exéution du programme) à eetuer la ompilation juste-à-temps est loin
d'être négligeable.
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Du té de l'arhiteture .NET, le hoix est simple : haque méthode CIL est
ompilée en ode natif lors de son premier appel. Il s'agit don d'un JIT systéma-
tique.
1.1.4.3 Questions de sûreté
Code géré et typage. Les programmes type-safe ne référenent que la mémoire
qui a été allouée pour eux et n'aèdent aux objets qu'à travers leur interfae pu-
blique. Cela autorise les objets à partager un même espae d'adressage de manière
sûre et fait en sorte que les garanties prévues par les interfaes des objets ne sont
pas ontournées.
Il faut toutefois un moyen de vérier ette propriété sur les programmes hargés
par le CLR, alors même que es programmes proviennent de soures éventuellement
non sûres, et ont été ompilés à partir de langages diérents, proposant des méa-
nismes de vériation statique plus ou moins élaborés.
Le modèle proposé par les langages statiquement typés tel que Objetive Caml
ne se transpose pas dans le adre des mahines virtuelles multi-langages. Cependant,
la présene de méta-données (et don de types) diretement inluses dans le ode
géré permet de répondre à e problème. En revanhe les setions de ode non géré
doivent faire l'objet d'une onane totale.
Le proessus de vériation du byteode onsiste à vérier la ohérene des méta-
données (par exemple les noms de types eux-mêmes, qui doivent orrespondre, mais
aussi la manière de les instanier en mémoire, en préisant l'alignement, la onven-
tion d'endianness. . . ), appliquer un ertain nombre de ritères limitant l'utilisation
d'instrutions ritiques et faire une analyse des ots d'exéution au sein du ode
pour garantir des propriétés de ohérene de pile (ainsi l'état typé de la pile tel que
déni plus haut doit être identique en tout point du programme vis à vis des dif-
férents hemins d'exéution qui peuvent y mener). Ce proessus ne s'applique qu'à
du ode géré : le ode natif n'est jamais vériable.
Au bout du ompte, on peut lasser le ode CIL géré de la manière suivante :
Code géré syntaxiquement orret
Code valide
Code type-safe
Code vérié
Fig. 1.8  Les diérents niveaux de orretion du ode CIL géré
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 Code géré syntaxiquement orret.
 Code géré valide. C'est du ode pour lequel le ompilateur JIT est apable de
produire une représentation native. Du ode invalide orrespond à des instru-
tions illégales dans leur ontexte ('est le as par exemple si une instrution
de branhement br pointe à l'extérieur du ode de la méthode dans laquelle
elle apparaît).
 Code géré type-safe. Cette propriété peut être vraie pour du ode utilisant de
manière sûre des opérations de nature non sûre.
 Code géré vérié. C'est un sous-ensemble du ode type-safe pour lequel ette
propriété est prouvable algorithmiquement.
La lasse de ode vérié dépend de l'algorithme de vériation hoisi. L'important
est que elui-i soit onservatif, ne laissant passer que du ode type-safe. Cependant
la sûreté par le typage n'est pas une propriété déidable par un algorithme et il
faut se satisfaire d'un algorithme onservatif qui rejettera parfois du ode type-safe :
il faut arbitrer entre préision et oût de l'algorithme. L'algorithme de vériation
implanté dans le CLR réalise e ompromis entre exhaustivité et vitesse d'exéution.
Au sujet du ode non-géré. Il est également possible de produire dans les
assemblages .NET du ode non-géré, 'est-à-dire du ode natif (qu'il ne faut pas
onfondre ave le ode géré non-vériable). Le ode non-géré tourne en dehors de
tout ontrle de l'environnement d'exéution : en partiulier il n'y a pas de ramasse-
miettes et les strutures de données ne sont pas munies de type CTS.
Certaines instrutions CIL permettent de faire le lien entre le monde géré et
le monde natif : manipulation de pointeurs, appel de fontion par indiretion, ma-
nipulation de blos de mémoire. Bien entendu es instrutions ne sont pas vériables.
Le seul langage à proposer la génération de ode non-géré et même un mélange
entre ode géré et ode non-géré, est Visual C++ ave extensions gérées (des langages
omme F# proposent le hoix entre générations de ode géré vériable et géré non-
vériable, e qui est totalement diérent).
Autres méanismes de séurité. Au delà de la sûreté par le typage, le CLR
applique des politiques de séurité permettant de ne donner l'aès à ertaines mé-
thodes que sous ertaines onditions, statiques ou dynamiques, sur la méthode ap-
pelante. Ces onditions exprimées sous la forme d'objets et de méta-données de
séurité, sont éventuellement ontrlables de manière administrative sur la plate-
forme hte.
Au hapitre de la séurité on peut également iter le méanisme de ramasse-
miettes mis en ÷uvre par le CLR, qui évaue tous les problèmes liés à la gestion de
la mémoire par le programmeur.
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1.1.5 Utilisation de la plate-forme pour la ompilation d'un
langage fontionnel
Nous onluons ette présentation de la plate-forme .NET par un tour d'horizon
des moyens mis à la disposition d'un ompilateur de langages fontionnels.
1.1.5.1 Apports de la plate-forme
Au premier oup d'oeil la plate-forme .NET semble surtout adaptée aux para-
digmes impératif et objet. Toutefois, ertaines aratéristiques sont très utiles pour
l'implantation de langages fontionnels omme Caml :
Appels réursifs terminaux (tail alls). Les langages fontionnels onduisent à
un style de programmation reposant de manière intensive sur la réursion. Cela peut
provoquer des profondeurs de pile d'appel très importantes à l'exéution, qui peuvent
être évitées grâe à l'identiation d'appels réursifs terminaux, pour lesquels le
adre d'ativation d'une fontion peut être abandonné d'un appel réursif à un autre,
évitant ainsi des empilements inutiles.
Le CLR gère lui-même le méanisme d'appels de méthodes et il est heureusement
prévu de réaliser des appels réursifs terminaux (au moyen du préxe tail. ou des
instrutions jmp). Remarquons que ette possibilité est absente de la mahine Java.
Réupération automatique de mémoire. Les langages fontionnels, à l'instar
de la plupart des langages modernes (ave Java et C# en première ligne), reposent
sur un méanisme de réupération automatique de la mémoire.
L'environnement d'exéution de Objetive Caml inorpore son propre GC, et il
est pratique pour tout ompilateur iblant la plate-forme .NET de pouvoir s'appuyer
sur le GC de elle-i.
1.1.5.2 Launes de la plate-forme
Cependant un ertain nombre de détails laissent penser que les langages fontion-
nels n'ont pas été au oeur des onsidérations lors de l'élaboration de la plate-forme
.NET.
Fermetures. Il n'y a pas de support natif pour les fermetures, une struture de
donnée inontournable dans l'implantation des langages fontionnels. Une extension
développée dans les laboratoires de reherhe de Mirosoft, appelée ILX [82℄, tente
de ombler ette laune mais ne fait partie de l'environnement .NET oiel. Ce sujet
est de nouveau évoqué à la setion 1.3.1.2.
Types algébriques et polymorphisme. Les types algébriques hers au langages
fontionnels n'ont pas de représentation direte dans le système de types CTS, et le
polymorphisme d'interfae des langages objets ne orrespond pas au polymorphisme
paramétrique de es langages. Il faudra don dans les deux as trouver un moyen
raisonnablement eae d'implanter es traits essentiels.
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En e qui onerne le polymorphisme paramétrique, les Generis [50, 92℄, à l'ori-
gine une extension expérimentale et par la suite ajoutée au CLR dans sa version 2.0,
propose une solution partielle (voir la setion 1.3.1.2 pour plus de détails).
1.1.5.3 Caratéristiques utiles au développement
Indépendemment du type de langage développé sur la plate-forme, elle-i ore
un ertain nombre de servies qui permettent la mise au point rapide d'un ompila-
teur.
Génération de ode. Il n'est nullement néessaire de générer des hiers au for-
mat PE, du moins lors de la phase de mise au point. Si ertains hoisissent de générer
du ode C# qui sera ensuite ompilé en ode-otet par le ompilateur C# s, la
plupart des projets génèrent du ode-otet CIL sous forme de mnémoniques, ompi-
lée par la suite au moyen de l'assembleur de ode CIL ilasm. Ces deux ompilateurs
sont fournis ave la plate-forme.
D'autre part la BCL omporte de nombreuses méthodes d'émission de ode,
en partiulier toute l'API Refletion.Emit, ainsi que des méthodes permettant
d'aéder aux méta-données. Cette approhe est envisageable dans le adre d'un
ompilateur bootstrappé, dont le ode aura naturellement aès à es servies.
Débogage. La mise au point d'un ompilateur est failité par les systèmes de
garde-fous, de rattrapage et d'analyse d'erreurs que fournit la plate-forme. Ainsi du
fait même de la présene des types à l'exéution et de la gestion native des exep-
tions, il est faile d'avoir des indiations lors d'un rash du programme (que e soit
les programmes engendrés par le ompilateur en phase de mise au point ou bien
même le ompilateur bootstrappé un peu plus tard lors du yle de développement,
voir la setion 5.2.1.1).
Les outils suivants, fournis ave la plate-forme, sont également très utiles :
 le dés-assembleur de ode CIL ildasm,
 le vériateur de ode CIL peverify,
 le débogueur ordbg.
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1.2 Objetive Caml : langage et ompilateur
Nous donnons ii une présentation suinte du langage Objetive Caml en insis-
tant sur le système de type et l'arhiteture du ompilateur.
1.2.1 Les types et les valeurs Objetive Caml
Le langage Objetive Caml est un langage typé statiquement, ave inférene de
types. Cela signie que le programmeur érit habituellement son ode sans annota-
tion de types : lors de la ompilation, l'algorithme d'inférene de type de Caml alule
les types que doivent avoir les termes et sous-termes du programme. Si ette étape
ne déèle pas d'erreur de types, la ompilation se poursuit et produit en prinipe un
programme sûr. Il est important de noter que les types sont exploités de manière
purement statique et que le ode produit est dépourvu d'indiations de types.
Le système de types de Objetive Caml est assez rihe, nous le dérivons en nous
inspirant du manuel du langage [54℄, auquel le leteur pourra se référer pour plus de
détails. Il onvient de distinguer dénitions de types et expressions de types.
1.2.1.1 Dénitions de types
Les expressions de types Caml font référene à deux sortes de types : des types
anonymes dont la dénition est impliite et des types nommés pour lesquels le pro-
grammeur (ou le noyau Caml pour les types de base) donne une dénition préalable
à leur utilisation. Cette setion est onsarée au langage de dénition de types.
Grammaire des dénitions de types. Dans la grammaire de Objetive Caml,
une dénition de types s'exprime omme :
type-definition ::= type typedef { and typedef }
typedef ::= [type-params℄ typeonstr-name [type-information℄
Comme l'indique la première ligne, il est possible de dénir des types mutuellement
réursifs. De plus haque type peut être paramétré par une variable de types ou un
n-uplet de variables de types ('est e qui est derrière type-params, non détaillé ii).
Pour le reste, typeonstr-name est le nom du type déni par le programmeur
et type-information est onstitué de deux éléments optionnels : une équation de
type et une représentation de types. Il y a don quatre possibilités selon la présene
d'équation de type et de représentation de type :
 Dénir un type abstrait, par exemple : type t. Sans équation ni représen-
tation, on dénit un type abstrait. Il sera inompatible ave tout autre type.
Dans une interfae, ela permet de masquer l'implantation réelle du type. Par-
fois l'implantation est elle-même abstraite : ela permet de dénir un type
opaque pour l'environnement Caml mais exploité par des primitives externes
odées en C : dans la bibliothèque standard, 'est par exemple le as des types
in_hannel et out_hannel.
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Les types de bases tels que int, float, 'a array sont des types abstraits
(mais gérés de manière partiulière par le ompilateur).
 Dénir une abréviation de type, par exemple : type t = int. Cela dé-
nit un alias de type. Cela est souvent utilisé pour préiser une implantation
onrète dans un hier d'implantation alors que elle-i reste abstraite dans
le hier d'interfae.
 Dénir un nouveau type variant ou enregistrement. C'est la partie la
plus réative des dénitions de types en Caml, permettant au programmeur de
dénir des types algébriques rihes. Citons des exemples simples, pour un type
variant : type 'a t = A of 'a * 'a t | B, ou type t = {x:int; y:int}
pour un type enregistrement. L'expressivité du langage repose en grande partie
sur les types algébriques : les valeurs de es types peuvent être diretement
onstruites ou inspetées, et se soumettent au ltrage de motifs.
 Dénir un type variant ou enregistrement réexporté : par exemple en
reprenant la dénition préédente : type new_t = t = {x:int; y:int}. Cela
dénit un nouvel alias de type, tout en réarmant la représentation de e type
(elle doit orrespondre parfaitement à la représentation du type initial).
Les types dénis par le noyau Caml. La gure 1.9 liste les types prédénis
par le langage Caml.
Nom paramétré abstrait dénition
int
√
type int
har
√
type har
string
√
type string
float
√
type float
bool type bool = false | true
unit type unit = ()
exn déni omme variant sans onstruteur
array
√ √
type 'a array
list
√
type 'a list = [℄ | (::) of 'a * 'a list
option
√
type 'a option = None | Some of 'a
lazy_t
√ √
type 'a lazy_t
nativeint
√
type nativeint
int32
√
type int32
int64
√
type int64
Fig. 1.9  Types prédénis par le langage Caml
Les dénitions de types variant données dans e tableau seraient parfaitement
aeptables dans un module utilisateur, mises à part les onventions syntaxiques
imposant aux onstruteurs de variants d'être des haînes de aratères alphanumé-
riques ommençant par une majusule). Cependant les dénitions inlues dans le
noyau du langage sont entrales et sont prises en harge de manière spéique par
l'implantation pour la majorité d'entre elles.
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Au sujet des noms de types. Les modules et sous-modules dénissent des es-
paes de noms qui permettent de qualier les types. Les noms de types assoiés
aux dénitions doivent être uniques au sein d'un même hemin de type ('est-à-dire
qu'on ne peut pas avoir dans le même programme Caml deux dénitions de types
aboutissant au même nom pleinement qualié).
1.2.1.2 Expressions de types
Les expressions de types annotent les termes et les sous-termes formant un pro-
gramme Caml au ours de l'inférene de types
8
. Les expressions de types sont
onstruites à partir d'éléments natifs du langage (types de base de Objetive Caml
et onstrutions telles que types produits , types èhes, listes, tableaux. . . ) ou d'élé-
ments dénis par le programmeur (types variant, enregistrements . . . ) obtenus en
utilisant les moyens dérits à la setion préédente.
Nous présentons informellement la grammaire des expressions de types :
Variables de types : à la base du polymorphisme, les variables de types, qu'elles
soient nommées ('a, 'b, . . . ) ou anonymes (_), peuvent s'instanier en n'importe
quelle autre expression de type. Ce sont des terminaux de la grammaire.
Elles gurent également en paramètres des onstruteurs de types polymorphes
(voir plus bas).
Types onstruits : autres terminaux de la grammaire, les onstruteurs de types
forment la substane indivisible des expressions de types. Ce sont des référenes (par
leur nom) aux types dénis, qui peuvent être abstraits (omme int ou 'a array)
ou algébriques (omme 'a list). Ils peuvent être polymorphes, omme le montrent
préisément les tableaux et les listes. Dans e as, les paramètres de types peuvent
faire l'objet d'instaniations.
Types fontionnels : 'est le type èhe -> qui orrespond à l'abstration du λ-
alul. Le langage Objetive Caml propose d'étendre le paradigme fontionnel pur
au moyen d'arguments étiquetés ou optionnels, qui se ramènent de toutes façons à
des types èhes traditionnels.
Exemples de types èhes : int -> int ou (int -> int) -> int. Ce dernier
est bien sûr diérent de int -> (int -> int), qui par onvention pourra être noté
int -> int -> int.
Types n-uplets : le onstruteur * permet de former le produit de n expressions
de type (ave n ≥ 1).
Exemples : int * (int -> int) ou 'a * 'b * int. Noter que e dernier est
diérent de 'a * ('b * int) et de ('a * 'b) * int.
8. Le programmeur peut également érire des expressions de types dans les signatures des mo-
dules ou dans des oeritions expliites de types, an d'imposer des ontraintes à l'algorithme
d'inférene de types.
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Types variants polymorphes : es expressions orrespondent à des types va-
riant sans nom et extensibles. Le prinipe est d'énumérer dans l'expression de types
elle-même l'ensemble des onstruteurs possibles dans e type, de manière exate
ou allusive (indiquant alors quels onstruteurs sont au moins requis et/ou quels
onstruteurs sont au plus autorisés). Les variants polymorphes, au ontraire des
variants lassiques introduits préédemment, ne se basent pas sur une dénition de
types.
Par exemple l'expression [> `A | `B of int℄ fait référene à tout type variant
ayant au moins les onstruteurs `A et `B indiqués, l'expression [< `A | `B of int℄
à tout type variant ayant au plus es deux onstruteurs. La onjontion des deux
dénit un type exat et s'érit [`A | `B of int℄. Plus généralement, les expres-
sions telles que [< `A | `B of int | `C of int | `D > `A | `B℄ sont autori-
sées, ette dernière indiquant tout type ayant au plus les onstruteurs `A, `B, `C et
`D ités mais au moins `A et `B. . .
Types objets : les types objets sont semblables aux interfaes de Java ou de C#
en ela qu'ils expriment le ontrat rempli par un objet, par la liste des méthodes
implantées, munies de leur signature typée.
Exemple : < get: unit -> int ; dup: 'a.'a -> ('a * 'a) >. Les types ob-
jets imposent que les types polymorphes de méthodes soient expliitement liés par
un préxe. Ces variables de types sont traitées spéialement : les expressions de
méthodes polymorphes ne peuvent être uniées qu'ave une expression équivalente
ayant des variables de types aux mêmes emplaements.
Outre ette forme de polymorphisme, les types objets expriment de plus un
polymorphisme de rangée, ar la liste de méthodes peut être ouverte, omme dans :
< to_string: unit -> string ; .. > où (..) est appelée variable de rangée.
1.2.1.3 Valeurs et opérations
Diérents méanismes permettent de réer ou d'inspeter des valeurs assoiées
aux types Caml.
Construteurs de valeurs. Les types enregistrement et variant dénissent ex-
pliitement les onstruteurs de valeurs.
Ainsi le type type e = {x:int; y:int} permet de dénir des valeurs omme
par exemple {x=3;y=5} et le type variant type v = A of int * v | B dénit des
onstruteurs A (non onstant, pare qu'il a besoin d'arguments) et B onstant : l'ex-
pression A(3,B) dénit ainsi une valeur de type v.
Les valeurs des types fontionnels sont onstruites à l'aide de l'abstration fon-
tionnelle fun omme dans fun x -> x + 1 et les n-uplets à l'aide de  , , l'opé-
rateur virgule. Les variants polymorphes sont onstruits à la manière des variants
(sauf qu'il n'y a pas de liste de onstruteurs prédénie) et les objets à l'aide du
mot-lé new.
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Les valeurs de types abstraits ne peuvent être onstruites qu'à l'aide d'opérateurs
ad-ho externes au langage ou bien faisant partie du noyau Caml. C'est le as des
entiers, des ottants, des haînes de aratères et. . . , qui sont onstruits au moyen
de littéraux. . .
Filtrage de motifs. Certaines valeurs, omme les valeurs fontionnelles ou la plu-
part des valeurs des types abstraits, ne sont pas déomposables. Toutefois il existe en
Caml un moyen puissant pour analyser les valeurs des types natifs ou algébriques :
le ltrage de motifs.
Si on reprend l'exemple du type v = A of int * v | B, on peut ltrer une
expression e de type v de la manière suivante :
math e with
| B -> e1
| A(0,_) -> e2
| A(1,B) -> e3
| A(_,A(2,_) -> e4
| _ -> e5
où e1,. . . ,e5 est l'expression évaluée selon le résultat du ltrage de e.
Le ltrage de motifs s'utilise sur les valeurs de types variants, enregistrements et
variants polymorphes, les n-uplets, les entiers, les ottants, les aratères et haînes
de aratères, les booléens, les tableaux, les listes, et n'importe quelle imbriation
de es strutures.
La puissane du ltrage réside dans la possibilité de lier des fragments du motif
analysé, omme dans :
math e with
| A(x,B)
| A(0,A(x,_)) -> 2 * x
| A(x,A(y,B)) -> x + y
| _ -> 0
1.2.2 Arhiteture du ompilateur Caml
Le ompilateur Objetive Caml développé par l'équipe Cristal/Gallium de l'IN-
RIA existe sous deux versions : oaml produisant du ode-otet et oamlopt du
ode natif.
L'arbre de la gure 1.10 représente la haîne de ompilation du ompilateur
Objetive Caml. La bifuration orrespond au hoix de l'un des deux ompilateurs
oaml ou oamlopt. Sur les n÷uds gurent les modules ontenant les diérentes
représentations intermédiaires et sur les arêtes les modules prinipaux partiipant
aux transformations d'une représentation à une autre.
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Fig. 1.10  Chaîne de ompilation Caml
Un hier d'implantation est tout d'abord soumis aux phases d'analyses lexiale
et syntaxique. L'arbre de syntaxe abstraite qui en ressort passe ensuite par le ty-
page statique de Objetive Caml qui lorsque le programme est bien typé retourne
un arbre de syntaxe typé. Celui-i subit ensuite diérentes transformations entre des
représentations intermédiaires suessives jusqu'à fournir du ode-otet ou du ode
natif. La première d'entre elles onsiste à obtenir du ode Lambda, un langage basé
sur le λ-alul mais enrihi par des opérations impératives, des strutures de ontrle
et diérentes primitives manipulant des valeurs entières, ottantes, booléennes, des
haînes de aratères ainsi que les blos Caml. Le ode Lambda subit une passe de
simpliation à travers le module Simplif, optimisant entre autres l'utilisation des
variables loales.
La branhe du ompilateur produisant du ode-otet se base sur Lambda et en-
gendre les instrutions au format Caml Instrut puis sous forme physique en mé-
moire ou sur le disque.
Pour e qui est de la branhe du ompilateur produisant du ode natif, d'autres
transformations sont utilisées. Le ode Lambda est transformé en ode Clambda,
représentation intermédiaire qui gère expliitement les fermetures omme des stru-
tures de données et optimise l'appliation.
Les étapes suivantes prennent en harge la ompilation du ode Caml vers l'ar-
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hiteture native : le ode Cmm (orrespondant à un langage C-- manipulant expli-
itement les représentations internes), le ode Mah (un langage mahine fait de
pseudo-instrutions basées sur un proesseur abstrait), et enn le ode natif (ob-
tenu à partir de Mah en onrétisant les aratéristiques de l'arhiteture ible).
Les optimisations eetuées lors de es dernières passes onernent des problèmes
lassiques des bak-ends (transformations nales) de ompilateurs natifs, omme la
politique d'attribution des registres du proesseur par exemple. Enn, le ode natif
pour l'arhiteture visée est émis sur le disque.
Dans tous les as, il est très important de noter que si l'information de types est
présente dans l'arbre de syntaxe typé à l'entrée des transformations translore,
translmod, transllass et. . . , à la sortie les types sont abandonnés et absolument
auune information de typage n'est transmise à travers les représentations suivantes
Lambda, Clambda et ainsi de suite. Le typage statique de Objetive Caml garantit la
sûreté à l'exéution et l'environnement d'exéution n'a besoin de gérer auun type
dynamique.
1.3 Présentation du projet OCamIL
1.3.1 Dénition du projet
Mirosoft met en avant l'universalité de sa plate-forme vis-à-vis des langages
de programmation, onept formulé en anglais par l'expression  language agnosti-
ism . Il est vrai que les langages portés sur .NET sont désormais nombreux, e
qui semble onrmer l'életisme annoné.
Il nous faut ependant évaluer la situation en e qui onerne les langages fon-
tionnels, et Objetive Caml en partiulier.
1.3.1.1 Contexte : les langages fontionnels sur .NET
De nombreux langages fontionnels sont désormais portés sur .NET, mais il est
important pour haune de es adaptations d'estimer la délité à l'implantation de
référene, ainsi que d'évaluer la rihesse de l'approhe retenue en matière d'inter-
opérabilité.
• Mirosoft a favorisé le développement de deux langages dans son laboratoire de
reherhe à Cambridge, SML.NET et F#.
 SML.NET fait gure d'exemple. Non seulement la ompatibilité ave SML est
sans reprohe, mais en plus l'implantation est très eae (même si pour ela
une approhe de monomorphisation globale a été retenue). L'interopération
est également très aboutie : en hoisissant d'ajouter à SML des onstrutions
rappelant elles de C# (notamment un modèle objet et des primitives de ma-
nipulation de types dynamiques), l'aès aux autres langages de la plate-forme
est transparent. Si on peut regretter l'absene d'un toplevel, en revanhe l'im-
plantation propose une intégration à l'environnement Visual Studio.
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 F# est une autre très bonne réalisation, qui a grandit parallèlement ave le
travail de ette thèse. Il s'agit d'une version de Caml-Light proposant le noyau
fontionnel et impératif de Caml, mais pas le système omplet de modules ni la
ouhe objet de Objetive Caml. Le hoix retenu en matière d'interopération
est similaire à elui de SML.NET : le modèle objet de C# a été rajouté au
langage Caml. Le toplevel, indisponible dans un premier temps, a été rajouté
très réemment. De plus, le ode produit jouit d'une eaité raisonnable.
• Dans le sillage de es projets, des eorts indépendants ont onduit à expérimenter
la plate-forme à travers d'autres langages fontionnels, dont les prinipaux sont :
 Merury [32℄ est un langage logique et fontionnel possédant plusieurs bak-
ends ainsi qu'une interfae d'appels externe ompatible ave plusieurs langages.
Ce fut l'un des premiers langages fontionnels à voir le jour sur .NET, sous
l'impulsion de Mirosoft (qui enouragea ertains projets tiers visant à porter
de nouveaux langages sur sa plate-forme). Les diérents bak-ends que propose
l'implantation de Merury (ode-otet Merury, C, Java. . . ) ont été rejoints
par une version émettant du ode-otet CIL, mais qui reste en version beta (les
bibliothèques de Merury n'ont pas toutes été portées pour le bak-end .NET).
D'autre part il est possible d'inorporer aux modules Merury des setions
érites en C#, e qui permet virtuellement l'interopération ave n'importe
quel langage .NET ; ela dit l'interfae entre e ode C# et le langage Merury
lui-même n'est pas très évoluée.
 Hugs98 for .NET est un interpréteur Haskell qui permet l'aès à des ompo-
sants .NET par l'ajout d'une interfae d'appels de méthodes externes (il n'y
a pas portage du langage). Cette approhe néessite la ohabitation de deux
environnements d'exéution (l'interpréteur Haskell et la plate-forme .NET) et
utilise un générateur automatique de ode souhe pour une utilisation haut ni-
veau des omposants .NET. On peut également iter le projet Haskell.net qui
fait l'objet d'une publiation [59℄ mais ne propose pas enore d'implantation.
 Dot-Sheme [63℄ repose sur un méanisme similaire, ave deux environnements
d'exéution. L'interfae d'appels externes s'insère plus naturellement dans un
langage aux types dynamiques omme Sheme, et s'appuie sur la bibliothèque
Refletion.
 Bigloo [11℄ quant à lui franhit le pas en ompilant diretement les programmes
Sheme vers l'environnement .NET, en plus des autres bak-ends pour Java et
C. La version .NET est enore onsidérée omme expérimentale ; très omplète
du point de vue des aratéristiques du langage soure, le méanisme d'inter-
opération sera ertainement analogue à e qui est fourni pour Java (utilisation
de l'API Java au moyen de lauses spéiales qui peuvent être engendrées au-
tomatiquement à partir de hiers .lass grâe à un outil appelé Jigloo).
 MosowML for .Net [51℄, ompile SML diretement sur la plate-forme .NET.
Cependant, ses possibilités d'interopérabilité se limitent pour l'instant à l'appel
de méthodes statiques.
 Nemerle [60℄ est un langage objet et fontionnel spéialement onçu pour la
plate-forme .NET. Le modèle objets est elui du CTS et l'interopération est
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permise de façon très intégrée.
Pare qu'ils se démarquent du paradigme objet très en vogue à l'heure atuelle,
les langages fontionnels se sont avérés être de très bons andidats pour tester la
exibilité de la plate-forme .NET. À la leture des rapports d'implantations ou à
l'examen des prototypes eux-mêmes, on peut onstater que bien souvent, malgré la
publiité, la plate-forme ne supporte pas de manière très adaptée tous les paradigmes
de programmation, partiulièrement la programmation fontionnelle.
Les prinipales diultés onernent :
 L'adaptation du système de types CTS au polymorphisme paramétrique.
 Les diultés de représentation de ertaines strutures hères aux langages
fontionnels, omme les fermetures.
 L'inadéquation entre le modèle objet proposé par la plate-forme et elui déni
par les langages. C'est le as par exemple du modèle de lasses de Objetive
Caml dont les aratéristiques sont disutées à la setion 4.2.
1.3.1.2 Extensions de la plate-forme .NET
Le développement de projets omme SML.NET et F# fut l'oasion pour les
équipes de reherhe de Mirosoft d'élaborer deux extensions à la plate-forme stan-
dard :
 ILX [82℄ inorpore des onstrutions destinées aux langages fontionnels : en
partiulier il est proposé de dénir des types fermetures et d'ajouter des ins-
trutions CIL pour les manipuler diretement.
 les Generis [50℄ introduisent une forme intéressante de polymorphisme dans
la plate-forme .NET.
L'extension ILX n'a jamais été intégrée à la plate-forme .NET. Les types et
primitives introduites pour les fermetures dénissent une ible ommode pour les
ompilateurs mais ne font pas partie du ÷ur de la plate-forme. L'artile [82℄ dis-
ute des tradutions possibles vers le jeu d'instrutions standard de CIL (ainsi que
sa version Generis). Dans le domaine des valeurs fontionnelles, Mirosoft a jus-
qu'à présent préféré ajouter des onstrutions basées sur du sure syntaxique : la
version 2.0 du CLI permet l'utilisation de délégués anonymes, et la nouvelle version
3.0 introduit des lambda-expressions dans le langage C# (prises en harge dans le
ompilateur sans modiation de l'environnement d'exéution).
En revanhe, l'extension Generis a eetivement été ajoutée dans la version 2.0,
sortie en otobre 2005. Cette extension permet l'utilisation de paramètres de types
9
dans les lasses, interfaes, types valeurs et méthodes. La plate-forme .NET a été
9. Les types paramétrés sont invariants par rapport à leurs paramètres ('est-à-dire que si T ≤
U, il n'y pas de relation entre List<T> et List<U>).
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étendue an de prendre en harge es onstrutions (l'artile [50℄ dérit en détails
les prinipes et l'implantation des Generis).
 Le système de types CTS est enrihi an de manipuler des délarations, des
référenes et des instaniations de types polymorphes. Ainsi il est possible de
dénir un type de liste générique List<T> et de manipuler des expressions de
type List<T>, List<int>, List<string>, List<List<U>> et. . . C'est égale-
ment possible dans les types d'une signature de méthode.
 Les instrutions CIL ont été étendues pour prendre en harge es nouveaux
types.
 Les instaniations de types et la génération de ode spéialisé sont réalisées
par l'environnement d'exéution lors du méanisme de JIT. La plate-forme
maintient à l'exéution le type instanié exat des valeurs.
Les types paramétrés introduits par les Generis orent un adre naturel à l'im-
plantation du polymorphisme paramétrique déni dans le noyau des langages de
la famille ML (mais ils ne se généralisent pas au polymorphisme d'ordre supérieur
introduit par les systèmes de modules de SML et de Caml : plus de détails sur e
sujet à la setion 3.1.4.2).
L'implantation atuelle des Generis spéialise le ode sur les instaniations à
des types valeurs et partage un même ode entre types référenes. L'instaniation
de paramètres de types à des types valeurs permet l'élimination des représentations
enapsulées. L'idée prinipale des Generis est de réaliser la monomorphisation à
l'exéution, e qui garantit d'avoir exatement les versions du ode utiles et per-
met d'avoir une véritable ompilation séparée (il n'est pas néessaire de onnaître
globalement à l'avane toutes les utilisations possibles du ode polymorphe).
1.3.1.3 Le projet OCamIL et ses objetifs
Synthèse. L'état des lieux qui préède nous inspire es onlusions :
 Les langages fontionnels sont apparemment bien représentés sur la plate-forme
.NET, ependant nombre d'adaptations restent très inomplètes.
 Le langage Objetive Caml ne dispose pas d'implantation rigoureusement -
dèle. En eet le langage F# a hoisi de s'en éarter an de mieux s'intégrer à
la plate-forme.
 Il est intéressant de mener à son terme un projet d'adaptation omplète du lan-
gage Objetive Caml : ela permet de mesurer la pertinene de la plate-forme
pour la ompilation d'un langage fontionnel ainsi que la apaité d'ouverture
d'un langage omme Caml et de son implantation à un environnement d'exé-
ution diérent et réent.
À travers le développement d'un ompilateur omplet nous proposons une expé-
riene pratique, permettant de tirer des onlusions onrètes de manière indépen-
dante (en dehors des entres de reherhe de Mirosoft).
Dénition du projet OCamIL. Le projet OCamIL vise à adapter le ompilateur
Objetive Caml pour produire des assemblages .NET, sous la forme d'exéutables
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ou de bibliothèques partagées. Notre espoir est de permettre la diusion du langage
Objetive Caml sur une nouvelle plate-forme, et en retour de pouvoir bénéier
des atouts de ette plate-forme. En partiulier, il sera partiulièrement intéressant
d'interopérer ave des omposants .NET et ainsi utiliser les bibliothèques onçues
pour et environnement. Nous prendrons en ompte dans la oneption de OCamIL
la possibilité d'utiliser ertains outils liés à la plate-forme : on pourra se servir de
débogueurs ou de proleurs .NET, ou enore intégrer OCamIL dans des IDE (envi-
ronnements de développement intégrés) omme Visual Studio.NET. . .
Voii les trois prinipes, par ordre déroissant d'importane, qui ont orienté les
hoix de oneption de OCamIL:
1. Compatibilité. La garantie de ompatibilité ave l'implantation de référene
de Objetive Caml, développée au sein de l'équipe Cristal/Gallium à l'INRIA
est primordiale. En partiulier nous imposons de ne modier ni la syntaxe ni la
sémantique du langage et surtout de ne sarier auun trait de programmation
présent en Objetive Caml, y ompris la struturation par modules et la ouhe
objet. Nous espérons rendre aussi transparent que possible le développement
d'un projet Caml sur la nouvelle plate-forme.
2. Interopérabilité. Nous voulons tester les apaités d'interopération oertes
par la plate-forme. En partiulier, interfaer Objetive Caml ave le langage
C# semble prometteur. La onfrontation du modèle objet de Objetive Caml
et du CTS de la plate-forme d'exéution sera au ÷ur du problème de l'inter-
opérabilité.
3. Performanes. Enn, il s'agit de ne pas sarier les performanes au prot
des points préédents.
Ces objetifs sont autant de ontraintes, parfois antagonistes. Ainsi ompatibilité
et performanes peuvent être diiles à onilier. De même, onserver la sémantique
du langage n'est pas sans onséquene dans un adre d'interopération multi-langages.
Nous verrons ela en détail au hapitre 4.
Nous hoisissons de nous intéresser prioritairement à la génération de ode
géré vériable : le ode géré bénéie de tous les servies de la plate-forme .NET
(réupération automatique de mémoire, interopération, introspetion de types, sé-
rialisation sûre et débogage, entre autres) et le ode vériable introduit des garanties
de bonne onduite du ode ompilé dans un adre multi-langages.
1.3.2 Arhiteture du ompilateur OCamIL
Le ompilateur OCamIL répond à un problème bien déni : il s'agit, dans le adre
des ontraintes que nous nous sommes xées et qui ont été énonées dans la setion
préédente, de ompiler un langage fontionnel statiquement typé, dont l'environne-
ment d'exéution est traditionnellement dépourvu de types, vers une mahine à pile
reposant sur un système de types orienté objets. On pourra pour ela se baser sur
l'implantation de référene de Objetive Caml, dont les soures sont libres.
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1.3.2.1 Dispositif de ompilation vers .NET
Expressions et ode ompilé. Dans le adre d'un langage fontionnel à sé-
mantique d'appel par valeurs et d'une mahine virtuelle à pile, la relation entre
expressions et ode ompilé se shématise omme indiqué sur la gure 1.11.
Soit une expression e = C(e1,...,en), formée de sous-expressions e1 . . . en et
du onstruteur C. L'évaluation de e repose sur l'évaluation préalable des sous-
expressions, e qui d'un point de vue d'une sémantique à grands pas se note sous la
forme :
e1 ⇓ v1 . . . en ⇓ vn
e ⇓ v C
Expression Code produit Évolution de la pile
C
e1 . . . en
.
.
.
e1
. . .
e2
. . .
.
.
.
. . .
en
. . .
vn
.
.
.
v1 → . . . → v1 → v
.
.
.
.
.
.
.
.
.
Fig. 1.11  Compilation d'une expression Caml
Le ode ompilé pour e est obtenu en ompilant réursivement les expressions
e1. . . en, en onsidérant l'invariant suivant : l'exéution du ode ompilé pour e
laisse sur la pile une valeur de la plate-forme d'exéution qui représente
v.
Du point de vue de la pile, on a don une aumulation des valeurs orrespondant
aux évaluations e1 ⇓ v1 . . . en ⇓ vn, suivie par une onsommation de es valeurs par
un opérateur laissant ensuite sur la pile la valeur de e, réalisant don e ⇓ v.
Ainsi dans le as simple de l'addition
e1 ⇓ v1 e2 ⇓ v2
e1 + e2 ⇓ v1 + v2 , on obtient :
Expression Code produit Évolution de la pile
+
e1 e2
.
.
.
e1
e2
add
v2
v1 → v1 → v1+v2
.
.
.
.
.
.
.
.
.
Toutes les sous-expressions ne sont pas forément évaluées, et ela peut mener
à utiliser des expressions de branhements onditionnels, omme dans le as d'une
instrution if, dont la sémantique à grands pas est :
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eb ⇓ true e1 ⇓ v1
if eb then e1 else e2 ⇓ v1
eb ⇓ false e2 ⇓ v2
if eb then e1 else e2 ⇓ v2
Expression Code produit Évolution de la pile
ifthenelse
eb e1 e2
.
.
.
eb
brfalse F
e1
br E
F: e2
E:
.
.
.
true → v1
.
.
.
.
.
.
ou
false → v2
.
.
.
.
.
.
Correspondane de types. Le modèle de ompilation dérit i-dessus montre la
orrespondane entre valeurs d'une expression et valeur sur la pile d'exéution d'une
méthode CIL et par là-même entre type de l'expression et type de l'élément empilé.
En réalité, il n'y a pas que la pile qui soit onernée. Les diérents emplaements
mémoire qui peuvent ontenir des valeurs (pile, variables loales, arguments, hamps
d'objets) sont typés par le CTS et il nous faut élairir la relation entre le type inféré
pour une expression Caml donnée et le type CTS qui lui orrespondra dans le ode
ompilé.
Cela suppose tout d'abord qu'une orrespondane entre les deux systèmes de
types est possible, et impose ensuite au ompilateur OCamIL de pouvoir modéliser
les types des expressions ompilées an de générer du ode orret. C'est l'objet de
la setion 3.1.
1.3.2.2 Struturation du ompilateur
Le hoix du bak-end. Plutt que de développer de toutes pièes un nouveau
ompilateur, nous avons déidé d'implanter le ompilateur OCamIL omme un om-
posant greé sur le ompilateur Objetive Caml standard. Les soures de OCamIL
forment des rustines (pathes) à appliquer aux soures de Caml, provoquant la mo-
diation ou l'ajout de hiers d'implantation et d'interfae.
Il faut également déider à quel moment se branher sur le ompilateur Objetive
Caml et en partiulier savoir si on utilise plutt le ompilateur de ode-otet ou le
ompilateur natif. Le ode-otet .NET ne ressemble en rien au ode-otet de Caml
(par exemple e dernier est optimisé pour la gestion des fontions) et nous avons
préféré proter de l'expliitation des fermetures réalisée au ours du passage de la
représentation Lambda à la représentation Clambda, e qui entraîne que le ompila-
teur OCamIL dérive de la branhe de ompilation native de Objetive Caml.
Le hoix du bak-end, qui détermine en grande partie l'arhiteture du ompila-
teur OCamIL, proure un grand nombre d'avantages :
•Commodité de développement. Tout d'abord, le langage Caml est partiulière-
ment bien adapté à l'ériture de ompilateurs (la ompilation est l'un des domaines
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de prédiletion des langages fontionnels). De plus il est par tradition son propre
langage d'implantation : il reste naturel de proéder de la même manière pour déve-
lopper une variante.
La ommodité dégagée par ette approhe est partiulièrement apparente lors
de la mise au point, ar e hoix pousse à une logique de bootstrap. Cela permet de
tester rapidement la onformité de la nouvelle implantation sur un projet de taille
appréiable : le ompilateur lui-même. Atteindre un point xe dans le yle de boots-
trap est déjà une très bonne garantie (empirique, ertes) de orretion.
• Réutilisation de ode. Érire de toutes pièes un ompilateur pour un langage
omme Caml n'est pas une mine aaire. À titre d'exemple, le système de types
de Objetive Caml est assez omplexe, et il nous semble très raisonnable de ne pas
herher à réinventer l'algorithme d'inférene de types de Objetive Caml. Autre
exemple, le ompilateur de l'INRIA utilise de nombreuses optimisations dont OCa-
mIL peut diretement tirer partie, un ertain nombre ayant lieu relativement tt
dans la haîne de ompilation.
Tirer partie de es pré-traitements ne onstitue pas uniquement un gain en terme
de temps de développement, omme l'indique le point suivant.
• Compatibilité. Énoné omme prioritaire, le ritère de ompatibilité joue large-
ment en faveur de notre hoix : toutes les passes prises en harge par le ompilateur
standard avant intervention du bak-end OCamIL seront ompatibles par onstru-
tion.
De plus il faut voir la ontrainte de ompatibilité omme une ontrainte dy-
namique. Objetive Caml a toujours été onsidéré omme un laboratoire à idées
dans le domaine des langages fontionnels et sa spéiation est amenée à évoluer
à un rythme soutenu
10
. Si bien sûr notre approhe ne peut garantir un passage
automatique aux nouvelles versions, elle tend à limiter les adaptations à un niveau
d'interfae, sans besoin de retouher aux phases en amont du greon OCamIL.
•Ouverture. Nous ne voulons pas que le projet OCamIL soit fermé. Comme justié
préédemment, il se donne toutes les hanes d'évoluer de onsort ave le ompilateur
Caml de référene. De plus, les termes des lienes de Caml et de OCamIL ainsi que
le libre aès aux soures autorise haun à apporter sa pierre à l'édie.
Le hoix de la plate-forme d'exéution. Le ompilateur dérit dans e mé-
moire vise la plate-forme .NET, versions 1.1 et supérieures. Nous n'exploitons pas
les onstrutions introduites par les Generis depuis la version 2.0 de .NET, d'une
part pare qu'elles ne résolvent pas le problème des représentations polymorphes
pour l'ensemble du langage Objetive Caml (le polymorphisme d'ordre supérieur in-
troduit par le système de modules de Caml n'est pas transposable dans les Generis,
voir l'artile [50℄) et d'autre part pour rester ompatible ave les mahines virtuelles
traditionnelles (plate-forme .NET sans Generis, mahines Java).
Les méthodes utilisées dans notre prototype du ompilateur OCamIL et dérites
10. Le passage d'une version de Objetive Caml à la suivante se fait en moyenne une fois par an.
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dans e mémoire peuvent a priori être étendues an d'exploiter les Generis, e qui
peut onstituer un prolongement naturel de e travail de thèse.
Chaîne de ompilation et représentations intermédiaires. L'arhiteture
du ompilateur OCamIL se présente omme sur la gure 1.12. Nous avons ajouté
une nouvelle dérivation de la haîne de ompilation au niveau des représentations
intermédiaires Lambda et Clambda.
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Fig. 1.12  Chaîne de ompilation OCamIL
Le ompilateur OCamIL introduit trois nouvelles représentations intermédiaires :
Ctypedlambda, ILM et IL.
 Ctypedlambda est le produit d'une déoration de la représentation intermé-
diaire Clambda au moyen d'annotations de types.
 ILM est un langage de maro-instrutions qui s'expansent en une suite d'ins-
trutions CIL.
 IL dérit les instrutions CIL dans une grammaire Caml. Cette dernière re-
présentation permet l'émission direte de ode.
Le détail des transformations d'un programme soure Caml en es diérentes
représentations est donné dans les hapitres 2 et 3.
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Le problème de l'information de typage. Chaune de es trois nouvelles re-
présentations intermédiaires est indissoiable d'une grammaire de types, dont la
fontion est d'assurer un bon hoix d'implantation des valeurs Caml dans le système
de types de la mahine ible.
Le diagramme 1.12 montre deux hemins qui aboutissent à Ctypedlambda : en
eet nous avons expérimenté dans notre implantation deux méthodes pour obtenir
l'information de types liée à Ctypedlambda.
 Par reonstrution de types (R) : les informations de typage sont reonstruites à
l'examen de la représentation Clambda (en s'aidant en partiulier des primitives
de manipulation des valeurs).
 Par propagation de types (P) : les informations de typage sont propagées tout
au long de la haîne de ompilation depuis la sortie de l'algorithme d'inférene
de types de Caml.
Le détail de es deux méthodes et la onnexion ave la haîne de ompilation
standard de Objetive Caml en amont an de parvenir à la première des nouvelles
représentations intermédiaires Ctypedlambda fait l'objet des setions 2.2.2 et 2.2.3.
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Chapitre 2
Environnement d'exéution et typage
Ce hapitre se penhe sur les problématiques renontrées lors de l'élaboration du
front-end de OCamIL, prinipalement le typage des représentations intermédiaires
transmises par le ompilateur Caml d'origine et la manière d'adapter es types au
système CTS imposé par l'environnement d'exéution de .NET.
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La première setion donne des informations de bas-niveau sur le méanisme de
ompilation par le ompilateur Caml de référene (en détaillant notamment les lan-
gages intermédiaires utilisés dans la haîne de ompilation et la représentation des
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valeurs dans l'environnement d'exéution Caml) et examine les problèmes de typage
renontrés.
La deuxième setion explique les diérentes méthodes utilisées dans le ompila-
teur OCamIL pour reonstituer des informations de types néessaire à la ompilation
vers .NET.
2.1 Compilation du langage Objetive Caml
2.1.1 Environnement d'exéution et représentations Obje-
tive Caml
Nous détaillons l'environnement d'exéution utilisé par le ompilateur de ode
natif.
L'environnement d'exéution du langage Objetive Caml doit tenir ompte des
ontraintes suivantes :
 la mise en ÷uvre eae du paradigme fontionnel : implantation optimisée
des fermetures, prise en harge de la réursivité terminale,
 la manipulation intensive de données struturées (types variant, types enregis-
trement. . . ),
 le polymorphisme paramétrique,
 la réupération automatique de mémoire,
 la onservation d'une eaité raisonnable sur les types de base tels que les
entiers ou les ottants.
2.1.1.1 Entiers et blos
La représentation des valeurs Caml repose sur une dihotomie fondamentale : les
entiers (ainsi que les booléens et les aratères
1
) sont odés par des entiers mahine
et toutes les autres valeurs sont représentées en mémoire par un blo, 'est-à-dire un
pointeur vers une struture allouée dans le tas. Celle-i est omposée d'un nombre
déterminé d'éléments pouvant à leur tour ontenir un entier ou un pointeur sur un
blo.
Cette représentation uniforme est possible grâe à un bit de tag (une ruse déjà
utilisée par le ompilateur Smalltalk-80 [42℄). L'implantation de Objetive Caml
ode dans les entiers mahine à la fois les entiers et les blos Caml de la manière
suivante : partant de la onstatation que les blos sont des pointeurs en mémoire
alignés sur des mots et sont don des entiers mahine pairs (dont le bit de poids
faible est 0), il alors est possible de représenter les entiers Objetive Caml par des
entiers mahine impairs obtenus par un déalage logique vers la gauhe et la mise
à 1 du bit de poids faible. Ainsi les entiers 0,1,2,3. . . sont représentés par les entiers
mahine 1,3,5,7. . . (bien sûr on perd un bit d'information pour les entiers qui ont
1. Le typage statique évite de onfondre entiers, booléens et aratères même s'ils ont la même
représentation. Notons au passage que les aratères Caml sont sur 8 bits.
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don une taille non standard).
L'intérêt est de pouvoir représenter de manière uniforme les entiers et les blos,
qui peuvent ainsi gurer dans les mêmes emplaements mémoire, et se omporter de
manière transparente vis à vis du polymorphisme. Cela a pour onséquene d'éviter
de  boxer  (emboîter) les entiers et ainsi d'éviter des indiretions supplémentaires
qui peuvent être soures de lourdes ineaités. De plus, le réupérateur automa-
tique de mémoire pourra disriminer les blos (relogeables) des entiers en se basant
sur la valeur du bit de poids faible.
Le odage un peu partiulier des entiers a deux onséquenes prinipales :
 Comme signalé plus haut la plae prise par le bit informatif est perdu pour
la valeur entière elle-même. Ainsi les entiers Objetive Caml sont des entiers
31 bits sur une arhiteture 32 bits et 63 bits sur une arhiteture 64 bits.
Il existe par ailleurs des types spéiaux int32, int64 et native int qui ont
bien la taille indiquée, mais qui sont représentés par des blos enapsulant la
valeur orrespondante : leur utilisation est bien plus oûteuse que les  entiers
Caml .
 Il est néessaire d'adapter les opérations arithmétiques : ainsi l'addition de deux
entiers x et y est ompilée omme x+y−1, de façon à ne pas ajouter les deux
bits de poids faible mis à 1 (+ et − désignent les opérations proesseur). De
même la multipliation est (x− 1) ∗ (y >> 1)+1. Le supplément d'opérations
a toutefois un oût négligeable omparé aux indiretions que l'on évite en
ontrepartie.
2.1.1.2 Les blos en détail
Struture des blos. Un blo est formé d'un premier mot d'en-tête, suivi des
données. L'en-tête ontient la taille du blo, son type, et réserve 2 bits de  ouleur 
au ramasse-miettes à des ns de marquage, e qui, sur une arhiteture 32 bits
2
donne un mot d'en-tête de la struture suivante :
Bits 31 . . . 10 9 . . . 8 7 . . . 0
Usage Taille en mots Couleur Tag
Le tag, exprimé sur 8 bits, est disponible pour la représentation des types utili-
sateurs, à l'exeption de quelques-uns réservés par l'implantation Caml et listés sur
la gure 2.1.
Les tags  fermeture  et  fermeture inxe  sont utilisés par les valeurs fon-
tionnelles, que nous étudions en détail un peu plus bas. D'autres types de valeurs
sont identiables par un tag réservé : haînes de aratères, ottants, tableau de ot-
tants, blos abstraits, e qui permet de traiter es valeurs de manière partiulière,
en eet :
 Les ottants et les blos abstraits, bien qu'étant des blos, doivent éhapper
au ontrle du ramasse-miettes. La diérene se fait grâe au tag. Les blos
2. Sur une arhiteture 64 bits, la taille du blo en mots s'étend du bit 10 au bit 63.
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Tag réservé Usage
0xF6 blo  lazy 
0xF7 fermeture
0xF8 objet
0xF9 fermeture inxe
0xFA blo  lazy forward 
0xFB blo abstrait
0xFC haîne de aratères
0xFD ottant
0xFE tableau de ottants
0xFF blo spéial
Fig. 2.1  Les tags réservés par l'environnement Caml
spéiaux sont abstraits du point de vue du GC mais ont de partiulier de
posséder un jeu de fontions propres pour la nalisation, la omparaison, le
hash. . . Les onstrutions paresseuses sont elles aussi gérées de manière parti-
ulière, et l'environnement d'exéution réserve deux tags pour elles : 0xF6 pour
les aluls non eetués et 0xFA pour les résultats de aluls paresseux.
 Les tableaux de ottants ont une représentation spéiale (les ottants ompo-
sant le tableau devraient normalement faire l'objet d'une indiretion puisque
les ottants sont des blos, mais par soui d'eaité ils sont regroupés dans
un blo agrégeant les données ottantes te à te), si bien que des primi-
tives génériques d'aès à un tableau doivent diérenier tableaux normaux et
tableaux ottants, e qui est permis grâe au tag réservé (ar tous les autres
tableaux ont pour tag 0x00).
 Les haînes de aratères ont une représentation ompate groupant plusieurs
aratères 8 bits dans haque mot du blo (par paquets de 4 aratères pour
une arhiteture 32 bits). Le tag réservé d'un blo haîne permet de le onsi-
dérer omme un ensemble indivisible et soustraire ses éléments à l'habituelle
dihotomie entre entiers et pointeurs.
Les tags de 0x00 à 0xF5 sont des tags utilisateurs ; voyons quel usage il en est
fait suivant les types Caml :
• Les n-uplets, les tableaux (sauf tableaux de ottants) et les enregistrements ont
tous un tag 0x00. Le tag ne sert pour ainsi dire à rien pour es valeurs, et ne remplit
pas de fontion disriminatrie pour le ltrage de motifs. Les strutures représentant
les objets Objetive Caml ont aussi le tag 0x00.
• Les variants ont une implantation mixte à base d'entiers et de blos : les onstru-
teurs onstants d'un type variant sont représentés par des entiers, et les onstruteurs
non onstants sont représentés par des blos possédant un tag propre, les paramètres
du onstruteur gurant dans les éléments du blo.
Par exemple, si on dénit : type t = A | C of int | B | D of float, alors
les valeurs A et B sont représentées par les entiers 0 et 1, alors que C 15 est représenté
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par un blo de tag 0 ontenant l'entier Caml 15 et D 0.33 est représenté par un blo
de tag 1 ontenant un pointeur vers un blo ottant. Il y a ainsi 246 onstruteurs
non onstants possibles dans un variant Caml (de tag maximum 0xF5).
Le ltrage de motifs sur des variants exploite la dihotomie entiers/blos d'une
part et se base sur les tags pour disriminer les blos d'autre part. Remarquons
enn qu'il n'y a auun risque de méprendre des valeurs d'un type variant ave des
valeurs d'un autre type variant, d'autres blos ou même de véritables entiers : 'est
une garantie oerte par le typage statique.
• Les variants polymorphes ont une représentation diérente : ils ont le tag 0x00
et les onstruteurs sont distingués par un hamp dans le blo qui ontient une
valeur de hahage du nom du onstruteur. En eet il est impossible d'assoier une
énumération entière univoque aux onstruteurs ar eux-i ne sont pas xés une
fois pour toutes dans une dénition de types omme dans le as des variants simples.
Le as des fermetures. Une fermeture est implantée omme un blo, qui outre
son en-tête, est omposé de deux parties :
 Une première setion ontenant le ou les pointeur(s) de ode des valeurs fon-
tionnelles.
 Une deuxième setion, appelée  environnement , qui apture les valeurs des
variables libres du orps de la fontion. Cette partie peut également servir à
stoker les arguments déjà renseignés dans le as d'une appliation partielle.
Shématiquement, un blo fontionnel a don l'allure suivante :
En-tête de fermeture Partie fontionnelle Environnement
Comme nous allons le voir plus loin, la partie fontionnelle peut ontenir plu-
sieurs fontions dans le as d'une dénition de fontions mutuellement réursives.
Cas des fontions non-mutuellement réursives. Plaçons-nous dans le as d'une fon-
tion seule, ave environnement.
La partie fontionnelle a une taille de 2 ou 3 mots, selon la valeur de l'arité de
la fontion. Celle-i est dénie de la manière suivante :
 Les fontions sous forme urryée ont une arité positive, égale au nombre de
leurs arguments. De plus les fontions ayant plusieurs arguments, dont un au
moins est un n-uplet, sont vues omme des fontions urryées (en onsidérant
haque n-uplet omme un paramètre simple) et rentrent dans ette onvention
de signe.
 Les fontions totalement déurryées, 'est-à-dire prenant pour unique argu-
ment un n-uplet, ont une arité négative qui est égale à l'opposé de la taille du
n-uplet.
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Le ode ompilé pour le orps de la fontion aède à un nombre d'arguments
égal à la valeur absolue de l'arité, auquel s'ajoute éventuellement un argument sup-
plémentaire qui reçoit la fermeture ourante. En eet, dans la représentation des
valeurs fontionnelles par fermetures, le ode des fontions est alloué statiquement
tandis que les fermetures sont onstruites dynamiquement. Pour une même fontion,
diérentes fermetures peuvent être onstruites lors de l'exéution d'un programme,
et omme le ode de la fontion est unique, il est néessaire au ompilateur d'ajou-
ter à toute fontion faisant usage de son environnement un argument onventionnel,
destiné à reevoir un pointeur vers le blo de la fermeture. Le ode fait usage de e
pointeur pour aéder à l'environnement, mais aussi dans le as de fontions mu-
tuellement réursives pour eetuer un appel aux autres fontions (as que nous
détaillons ultérieurement).
Revenons à la desription des blos fermetures. La partie fontionnelle renferme
toujours au moins le pointeur de ode et l'arité de la fontion. Pour une arité dié-
rente de 1, la partie fontionnelle ontient également un pointeur vers une fontion
générique qui soit gère l'appliation partielle, soit s'oupe d'extraire les arguments
d'une fontion totalement déurryée. Ainsi la partie fontionnelle a l'une des trois
formes suivantes :
Pointeur Arité
de ode a = 1
fontion d'arité 1
Pointeur de ode Arité Pointeur
sur Gcurrya,0 a > 1 de ode
fontion pouvant être appliquée partiellement
Pointeur de ode Arité Pointeur
sur Gtuple−a a < 0 de ode
fontion totalement déurryée
L'environnement d'exéution Caml dénit les familles de fontions génériques
Gtuplen (n > 1) et Gcurryn,p (n > 1 et 0 ≤ p < n).
 Gtuplen a pour arité 1 mais utilise l'argument additionnel pointant sur la
fermeture. Elle extrait les n hamps de son argument et appelle ensuite la
fontion réelle via le pointeur de ode en troisième position de la fermeture.
 Les fontions Gcurryn,0 . . . Gcurryn,n−1 ont toutes pour arité 1 et utilisent l'ar-
gument additionnel pointant sur la fermeture. Le but de Gcurryn,p est de sto-
ker le p-ième argument (si on les numérote à partir de 0) dans une nouvelle
fermeture. Leurs dénitions sont liées de la manière suivante :
 Gcurryn,0 rée une fermeture du premier type i-dessus (fontion d'arité
1), pointant sur le ode de Gcurryn,1 et possédant deux hamps dans son
environnement, stokant l'argument et la fermeture de départ,
 Gcurryn,1 fait de même, les deux hamps stokés étant le nouvel argument
et la fermeture préédente,
 Gcurryn,2 . . . Gcurryn,n−2 prolongent e shéma, ontruisant une liste haî-
née de fermetures stokant à haque fois le nouvel argument,
 Gcurryn,n−1 prend le dernier argument et déroule la liste haînée pour ré-
upérer tous les arguments intermédiaires jusqu'à parvenir à la fermeture
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initiale et appliquer es arguments au ode réel de la fontion.
Il reste maintenant à dénir le méanisme d'appliation générique
3
de Caml :
 Lorsqu'une fermeture est appliquée à un seul argument, le premier pointeur
de ode est appelé ave et argument. Selon le type de fermeture, ela réalise
une appliation totale pour une fontion d'arité 1, une appliation partielle
à un argument (dans le deuxième type de fermeture ou elles engendrées par
les appels aux fontions Gcurryn,p), ou bien l'appliation totale d'une fontion
totalement déurryée via l'appel à une fontion Gtuplen.
 Lorsqu'une fermeture est appliquée à n > 1 arguments, alors si n est égal à
l'arité insrite dans la fermeture, on appelle diretement le pointeur de la fon-
tion réelle en troisième position sur tous es arguments. Dans le as ontraire
les arguments sont pris un à un et on leur applique la fontion générique située
en première position de la fermeture de départ et des fermetures résultant de
es appliations. Cela gère du même oup les appliations partielles et les sur-
appliations
4
.
À noter que l'argument supplémentaire pointant sur la fermeture elle-même est
toujours transmis lors des appels, haque fontion étant libre de s'en servir ou non.
Remarquons que les fermetures sont réées à deux oasions : lors de l'évaluation
d'une valeur fontionnelle fun et lors d'une appliation partielle de fontion. Nous
désignerons le premier as par  fermeture expliite  (on peut dire aussi  syn-
taxique ).
Exemples. La table suivante donne l'allure des fermetures orrespondant à quatre
dénitions de fontions (ayant a omme variable libre).
Expression Blo fermeture
let f x = x + a
∗f 1 a
let g x y z = x + y + z + a ∗Gcurry3,0 3 ∗g a
let h (x,y) = x + y + a ∗Gtuple2 -2 ∗h a
let k (x,y) z = x + y + z + a
∗Gcurry2,0 2 ∗k a
3. Il existe aussi une appliation direte : pour elle-i le ode appelle diretement le pointeur de
la fontion ave tous ses arguments (dont le dernier peut être une fermeture apturant les variables
libres).
4. La sur-appliation intervient lorsqu'une fontion est appliquée à un nombre d'arguments su-
périeur à son arité : 'est possible lorsque ette fontion retourne une fontion qui prendra en harge
à son tour les arguments additionnels.
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Cas 1) L'appel de f sur son unique argument mène à un appel diret de son pointeur
de ode ∗f.
Cas 2) Si g est appliquée totalement, la fontion générique n'est pas utilisée : le
pointeur de ode ∗g est appelé diretement ave tous les arguments. En revanhe si
l'appliation est partielle, 'est le pointeur Gcurry3,0 qui est suivi : le ode de ette
fontion générique rée une nouvelle fermeture qui apture dans son environnement
la fermeture préédente et l'argument de l'appliation partielle, omme indiqué sur
le shéma i-dessous.
Gcurry3,1 1 arg1
↓
Gcurry3,0 3 ∗g a
Par la suite, l'arité de la fontion générique valant 1, l'appliation des deux ar-
guments restants passe toujours par la réation des fermetures intermédiaires.
Cas 3) L'appliation de h à son argument n-uplet passe par la fontion générique
Gtuple2, qui déompose l'argument et appelle le ode de la fontion h qui attend
des arguments dissoiés.
Cas 4) Les fontions omme k sont onsidérées omme étant sous forme urryée et
sont traitées omme dans le as 2. Les arguments n-uplets sont transmis en blos
('est au ode de la fontion de les déstruturer).
Cas des fontions mutuellement réursives. Les fontions mutuellement réursives se
voient allouer une fermeture partagée. Le blo est formé de la suession des blos
fontionnels de haque fontion suivi par une partie environnement ommune. La
struture est la suivante :
En-tête Blo En-tête de Blo . . . Environnement
de fermeture Fontion 1 fermeture inxe Fontion 2 partagé
Les blos fontionnels suivent la desription donnée plus haut pour les fontions
simples, oupant 2 ou 3 mots haun. De plus ils sont préédés d'un en-tête de
blo : Caml a reours à l'en-tête de tag spéial  fermeture inxe  pour les en-têtes
internes (voir gure 2.1).
Par exemple, la dénition de deux fontions mutuellement réursives f et g d'arité
2, ayant haune une variable libre, respetivement a et b, aboutit lors de l'exéution
à la réation de la fermeture suivante (les variables f et g pointant aux endroits
indiqués par les èhes) :
↓ ↓
Gcurry2,0 2 ∗f Gcurry2,0 2 ∗g a b
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En as d'appliation partielle de g à un argument arg1, on obtient la fermeture :
↓
Gcurry2,1 1 arg1
↓
Gcurry2,0 2 ∗f Gcurry2,0 2 ∗g a b
Lorsque l'appliation sera totale et que le ode de g est eetivement exéuté,
elui-i reçoit ses deux arguments ainsi que l'argument onventionnel supplémentaire
pointant sur la fermeture partagée (au niveau du blo inxe). Le ode peut ainsi
utiliser ses arguments et aussi appeler réursivement la fontion f en passant par la
fermeture partagée.
2.1.1.3 Relations entre types et représentations
L'environnement d'exéution du langage Objetive Caml est essentiellement un
environnement non typé. L'inspetion des valeurs permet parfois de réupérer une
information sur les types Caml assoiés aux valeurs, mais d'une manière très in-
omplète. L'information se situe en premier lieu au niveau du bit de poids faible de
l'entier mahine représentant la valeur : s'il est nul il s'agit d'un blo, s'il est mis à 1
'est un entier ou une valeur d'un type variant assoiée à un onstruteur onstant.
Dans le as d'un blo, le tag peut indiquer s'il s'agit d'une fermeture, d'une haîne
de aratères, d'un ottant ou d'un tableau de ottants mais dans tous les autres
as, il peut s'agir d'un tableau, d'un n-uplet, d'un enregistrement, d'un type variant
et. . . . Dans le as d'un type variant le tag renseigne sur le numéro du onstruteur
mais pas sur le type variant lui-même.
De plus la relation entre types et valeurs peut être brisée par l'emploi de moyens
non onventionnels. Le module Obj faisant partie de la bibliothèque standard (mais
non doumenté et dont l'utilisation est déouragée) permet une manipulation de
bas niveau des valeurs Caml dans un adre non typé. En partiulier la fontion
Obj.magi: 'a -> 'b permet de asser le système de types de Objetive Caml en
hangeant artiiellement le type d'une valeur, e qui est parfois possible (l'unifor-
mité de la représentation des valeurs Objetive Caml permet eetivement d'envi-
sager une valeur sous un autre type que le sien sans eetuer de opie). L'utilisation
de e module retire la garantie de sûreté d'exéution et doit rester parimonieuse.
Ce problème ne doit pas être éludé ar le ode du ompilateur Caml lui-même a
quelquefois reours à e module.
2.1.1.4 Le langage intermédiaire Clambda
Le ode intermédiaire Clambda joue un rle lef dans l'arhiteture du ompi-
lateur OCamIL. C'est en eet le langage qui rend expliite les manipulations des
valeurs Caml telles qu'elles sont représentées dans l'environnement d'exéution na-
tif, en partiulier la gestion des opérations de nature fontionnelle (abstration,
appliation) au moyen de fermetures.
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Voii sa dénition telle qu'on la trouve dans les soures du ompilateur Caml.
Nous détaillons ensuite les diérentes expressions de Clambda.
type ulambda =
Uvar of Ident.t
| Uonst of strutured_onstant
| Udiret_apply of funtion_label * ulambda list
| Ugeneri_apply of ulambda * ulambda list
| Ulosure of (funtion_label * int * Ident.t list * ulambda) list
* ulambda list
| Uoffset of ulambda * int
| Ulet of Ident.t * ulambda * ulambda
| Uletre of (Ident.t * ulambda) list * ulambda
| Uprim of primitive * ulambda list
| Uswith of ulambda * ulambda_swith
| Ustatifail of int * ulambda list
| Uath of int * Ident.t list * ulambda * ulambda
| Utrywith of ulambda * Ident.t * ulambda
| Uifthenelse of ulambda * ulambda * ulambda
| Usequene of ulambda * ulambda
| Uwhile of ulambda * ulambda
| Ufor of Ident.t * ulambda * ulambda * diretion_flag * ulambda
| Uassign of Ident.t * ulambda
| Usend of ulambda * ulambda * ulambda list
and ulambda_swith =
{ us_index_onsts: int array;
us_ations_onsts : ulambda array;
us_index_bloks: int array;
us_ations_bloks: ulambda array}
Constantes et variables.
• Uonst est utilisé pour insérer une valeur onstante (ela peut être un type de
base ou un blo onstant).
• Ulet(x,t1,t2) lie la variable x au terme t1 dans t2.
• Uletre est utilisé pour dénir une expression réursive ou des expressions mu-
tuellement réursives. Par exemple Uletre([(x1,t1);(x2,t2)℄,t) lie x1 (resp.
x2) à t1 (resp. t2) simultanément dans t1, t2 et t.
• Uvar x désigne une ourrene de la variable x.
Remarquons que l'analyseur syntaxique de Objetive Caml assoie un identia-
teur unique (au sein d'un hier d'implantation) aux variables liées en fontion de
leur lieur, e qui permet de ne pas se souier de problème de portée de variable ou
d'α-onversion par la suite.
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Manipulation de fermetures.
• Ugeneri_apply(t,t1,...,tn) est l'appliation du terme t à n arguments (notés
ii t1,. . . ,tn).
• Udiret_apply(flbl,t1,...,tn) est une appliation direte, où la fontion est
onnue statiquement et référenée par une étiquette (qui sera ensuite remplaée par
un pointeur de ode lors de l'émission de ode).
• Ulosure dénit une fermeture (une fermeture partagée dans le as de fontions
mutuellement réursives). Ainsi Ulosure([l1,2,[x1;x2℄,t℄,[e1;...;ep℄) or-
respond à la fermeture d'une fontion d'arité 2, de paramètres formels x1,x2, de
orps t et d'environnement e1;...;ep. L'instrution dénit aussi une étiquette l1
pour ette fermeture. Lorsque la première liste ontient plusieurs dénitions de fon-
tions, on obtient une fermeture partagée. Remarquons que l'arité peut être munie
d'un signe an de oder la urryation, omme indiqué dans la setion 2.1.1.2.
• Enn, Uoffset permet d'aéder aux diérentes omposantes d'une fermeture,
qu'il s'agisse des valeurs de l'environnement ou des pointeurs de fontions. Dans
Uoffset(t,i), t désigne un terme qui s'évalue vers un pointeur de fontion au sein
d'une fermeture et i est un entier relatif qui exprime le déalage dans l'environne-
ment entre e pointeur et le hamp visé.
Boules et exeptions.
• Les deux instrutions de boule Uwhile et Ufor ne néessitent pas de ommentaire
partiulier.
• Utrywith (t1,e,t2) évalue le terme t1 et en as d'exeption ex-ltrante passe à
l'évaluation de t2 dans lequel l'identiateur e est lié à la valeur de l'exeption.
Remarquons qu'il n'y a pas d'instrution Uraise : lever une exeption se fait au
moyen d'une primitive (voir plus loin).
Contrle lié au ltrage de motifs.
• Uifthenelse(t,t1,t2) est l'instrution onditionnelle lassique. Elle permet d'im-
planter l'expression if de Caml mais entre aussi en jeu dans la ompilation du ltrage
de motifs. Remarquons que le paramètre t ontenant la ondition peut être n'im-
porte quelle valeur Caml (pas seulement des entiers Caml) : elle est utilisée pour
disriminer les listes vides des listes non vides par exemple.
• Uswith(t,sw) est une instrution de branhement rihe, au ÷ur du méanisme
de ltrage de motifs. L'argument t est le terme à ltrer, et la struture sw énumère
les diérentes branhes possibles selon que t est un entier Caml (de telle ou telle
valeur) ou bien un blo Caml (de tel ou tel tag).
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• La ompilation du ltrage de motifs est optimisée à l'aide des deux instrutions
Uath et Ustatifail, qui permettent de faire sauter le ot d'exéution d'un point
à un autre :
 Ustatifail(i,[t1;...;tn℄) délenhe un saut vers un réupérateur (une
ible) étiqueté par l'entier i. Les termes t1,. . . ,tn sont évalués et les valeurs
transmises au réupérateur.
 Uath(i,[x1;...;xn℄,t1,t2) est un réupérateur d'étiquette i. L'instru-
tion tente d'évaluer le terme t1 mais si un saut Ustatifail de même identi-
ateur est renontré, alors t2 est évalué, ave les variables x1,. . . ,xn liées aux
valeurs transmises par Ustatifail.
Les identiateurs entiers permettent une imbriation rihe de es strutures de
ontrle. On trouvera les détails de l'utilisation de es instrutions dans l'artile [35℄
présentant la ompilation du ltrage de motifs dans l'implantation de Caml.
Divers.
• Uassign(x,t) est une instrution impérative, elle remplae le ontenu de la va-
riable x par la valeur de t. C'est l'implantation direte de l'expression Caml x := t.
Remarquons que x référene un blo ontenant une indiretion vers la valeur. Le
même résultat peut être obtenu ave des primitives d'aès aux blos (voir les pri-
mitives i-après).
• Usend(tm,to,t1,...,tn) est utilisée pour l'invoation de méthodes. tm s'évalue
vers une struture représentant une méthode, to vers une struture représentant une
instane de lasse, et t1,. . . ,tn sont les arguments.
• Usequene(t1,t2) évalue séquentiellement les deux expressions, en ignorant la
valeur de la première.
Primitives. Uprim (p,t1,...,tn) applique la primitive p à ses arguments
5
. En
outre, haque primitive p peut être paramétrée par une ou plusieurs valeurs de
diérentes natures.
Il faut bien distinguer es paramètres, qui font partie intégrante de haque o-
urrene de primitive et qui sont xés statiquement, des arguments de la primitive
passés par l'intermédiaire de l'instrution Uprim : es derniers peuvent varier à l'exé-
ution (e sont des termes et peuvent être le résultat d'une évaluation).
Le typage statique de Caml garantit que les primitives reçoivent à l'exéution le
bon nombre d'arguments. Les diérentes primitives sont détaillées en annexe. Nous
évoquons ii les plus importantes d'entre elles :
 Opérations arithmétiques : les primitives Paddint, Psubint, Pmulint, Pdivint
5. Les primitives sont dénies au niveau de Lambda; les deux représentations Lambda et Clambda
ne dièrent pas au niveau des primitives.
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attendent deux arguments entiers et réalisent respetivement l'addition, la
soustration, la multipliation et la division. Les primitives analogues pour
les ottants sont Paddfloat, Psubfloat, Pmulfloat et Pdivfloat.
 Comparaisons : la primitive Pintomp prend en paramètre une omparaison
(pouvant être =, 6=, <, ≤, > ou ≥) et ompare deux arguments entiers. La
primitive Pfloatomp fait de même pour les ottants.
 Manipulation des blos : les deux primitives les plus importantes dans e do-
maine sont Pmakeblok et Pfield. Pmakeblok prend en paramètre en entier
tag et un nombre n arbitraire d'arguments : elle onstruit un blo de taille n
du tag spéié et remplit les ases du blo ave ses arguments. Pfield a un
entier i omme paramètre et admet un argument : elui-i doit s'évaluer vers
un blo et la primitive réalise un aès en leture dans e blo à la position i.
 Appel de ode C : Pall prend en paramètre la desription d'une fontion C
et en arguments les valeurs à lui passer. Ce méanisme est utilisé pour appe-
ler des primitives C de l'environnement d'exéution de Caml (la omparaison
polymorphe par exemple) mais aussi des omposants externes (délaration
external).
Primitives et types.
Les opérations menées sur les valeurs Caml sont ultimement le fait des primitives,
listées dans l'annexe. En l'absene d'indiations de types dans le ode Clambda, les
primitives peuvent parfois fournir des informations sur le type des valeurs.
 Certaines primitives sont en réalité fortement typées, omme Pstringrefs ou
Paddint qui ne manipule respetivement que des haînes de aratères et des
entiers.
 D'autres sont plus souples vis à vis des types du langage soure. Ainsi les pri-
mitives d'aès à des blos omme Pfield ne fournissent auun renseignement
sur l'origine de la valeur représentée par le blo, fut-elle un enregistrement, un
n-uplet ou un variant. . .
Lien ave Lambda.
La représentation Lambda préédant Clambda dans la haîne de ompilation de
Caml s'apparente à un λ-alul (possédant en plus des strutures de ontrle et un
large éventail de primitives).
La prinipale diérene ave Clambda se situe au niveau de la dénition et de
l'appliation des fontions :
 Il n'y a pas de distintion entre appliations générique et direte dans Lambda :
elles sont toutes génériques.
 Il n'y a pas de onstrution losure ni d'opération offset dans Lambda : au
lieu de ela on a une dénition de fontion fun x1 . . . xn→ t où le terme t
peut ontenir des variables libres.
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2.1.2 Questions de typage
L'implantation de Objetive Caml démontre la pertinene du redo  typed pro-
grams annot go wrong  her aux langages statiquement typés en évitant toute an-
notation des représentations mémoire par des types. Dans le adre du projet OCamIL
il nous faut toutefois tenir ompte des ontraintes de types imposées par la plate-
forme .NET. Notre problème est de ombler le fossé entre un langage intermédiaire
non typé et un environnement d'exéution typé, ave pour objetif :
 initialement, produire du ode orret,
 ensuite, produire du ode optimisé.
Prenons l'exemple suivant de génération de ode CIL, qui est inorrete pour ne
pas avoir tenu ompte des types mis en jeu (la variable t fait référene à un tableau) :
Code Objetive Caml CIL Notes
t.(0) + 1 ldlo t La variable loale t est plaée sur la pile
ld.i4.0 L'entier 0 est mis sur la pile
Clambda ode ldelem.ref Un élément du tableau, de type référene, est empilé
(+ (field 0 t) 1) (*)
ld.i4.1 L'entier 1 est mis sur la pile
add Addition
Au niveau de la ligne marquée par (*), le sommet de la pile ontient une référene
à un objet, alors que la primitive d'addition add demande ii une valeur entière.
Un algorithme de génération de ode CIL apable de tenir ompte des types
aurait inséré une instrution unbox au niveau de (*).
Il y a don un réel besoin de réupérer une information de types. Le typage
statique onserve un rle prépondérant pour OCamIL : s'il n'est pas le garant de la
sûreté de l'exéution de manière aussi entrale que dans une implantation native de
Caml (ar un environnement géré peut toujours réupérer l'éhe d'un programme
de manière sûre), il permet d'assurer la ohérene des types CTS utilisés et don la
bonne exéution du programme.
Le système de types de Objetive Caml dière du modèle CTS inspiré par les
langages objets à la Java. Voyons quels sont les traits les plus diiles à implanter.
2.1.2.1 Dénitions et expressions de types en Caml et dans le CTS
Expressivité des types en Caml et dans le CTS. En terme de typage, les
paradigmes objet (à la Java/C#) et fontionnel statiquement typé développent des
points de vue diérents. Alors que le premier met l'aent sur l'enapsulation et la
réutilisation par héritage, le seond mise sur la rihesse expressive des types (types
algébriques paramétrés). Dans les deux as, les types expriment à la fois des pos-
sibilités et des restritions. Le système de types dénit un langage qui exprime le
périmètre d'interation des valeurs, les opérations qu'elles peuvent (ou ne peuvent
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pas) eetuer ou subir.
Cependant le modèle de lasses proposé par le CTS dière du langage de types
de Caml par un emploi plus généralisé de types nommés, qui s'insrivent dans une
relation d'héritage onfondue ave la notion de sous-typage (lasses et interfaes
nommées sont des fateurs de restrition au sens où deux types proposant le même
ensemble d'opérations mais sans lien dans la relation d'héritage/implantation d'in-
terfae ne sont pas interhangeables). Au ontraire les langages à la ML peuvent
hoisir parmi une large gamme de types algébriques, nommés ou anonymes (eux-i
expriment leurs apaités de manière intrinsèque).
Comparons par exemple diérentes manières d'implanter le point de oordonnées
artésiennes en C# et en Objetive Caml.
Quelques implantations du point en C#
Délaration Utilisation
lass point { point p;
publi int x; p = new point(1,2);
publi int y; p.x = 2 * p.y;
publi void point(int x, int y) { . . .
this.x = x;
this.y = y;
}
}
lass point { point p;
private int x; p = new point(1,2);
private int y; p.X = 2 * p.Y;
publi void point(int x, int y) { . . .
this.x = x;
this.y = y;
}
publi int X {
get {return x;}
set {x = value;}
}
publi int Y {
get {return y;}
set {y = value;}
}
}
strut point { point p;
publi int x; p = new point(1,2);
publi int y; p.x = 2 * p.y;
publi void point(int x, int y) { . . .
this.x = x;
this.y = y;
}
}
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Le système de types de C#, très prohe du CTS, propose essentiellement d'uti-
liser des lasses. La diérene entre les deux premiers exemples est simplement le
méanisme d'aès aux oordonnées du point : par aès diret aux hamps ou via des
aesseurs (des propriétés). Il est également possible d'utiliser les strutures C#, qui
sont implantées au moyen de types valeurs. Les strutures sont don allouées sur la
pile, passées par valeur et ne supportent pas de méanisme d'héritage. Il est toutefois
possible de délarer des méthodes d'instane ou statiques au sein des strutures.
Quelques implantations du point en Objetive Caml
Délaration Utilisation
lass point (x0,y0) = objet let p = new point (1,2) in
mutable val x = x0 p#set_x (2 * p#get_y);. . .
mutable val y = y0
method get_x = x
method set_x x' = x <- x'
method get_y = y
method set_y y' = y <- y'
end
type point = { let p = {x = 1; y = 2} in
mutable x:int; p.x <- 2 * p.y;. . .
mutable y:int;
}
Variant polymorphe : pas de délaration let p = `Point(1,2) in
let p' = math p with
`Point(x,y) -> `Point(2*y, y) in. . .
n-uplet : pas de délaration let p = (1,2) in
let p' = math p with
(x,y) -> (2 * y, y) in. . .
En Objetive Caml, le système de lasses permet une implantation à la manière
du deuxième exemple C#, ave manipulation des hamps via des aesseurs. Il y a
de nombreuses alternatives : les enregistrements, prohes des strutures C# (ils ne
supportent pas l'héritage, ependant ils ont une sémantique de passage par pointeur),
mais aussi des types anonymes, qui n'ont pas besoin de délaration préalable. Les
exemples préédents suggèrent une utilisation par partage et modiation physique
des valeurs, mais la opie est également possible et naturelle pour les objets et
enregistrements Objetive Caml.
De leur té les variants polymorphes et les n-uplets permettent de manipuler
des données hétérogènes préisément typées (ontrairement à e qu'un type ano-
nyme omme objet[℄ pourrait faire en C#), sans néessiter de délaration. Les
possibilités d'interation assurées par le type sont dénies impliitement.
Le problème des expressions de types sans dénition. En dénitive, les
types implantent à la fois restritions et garanties. Les types nommés posent d'emblée
une restrition (en établissant le domaine de ompatibilité) et ensuite orent des
garanties (une valeur d'un type donné sera apable de prendre en harge telle ou
telle opération).
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Le fait que les types CTS reposent prinipalement sur des types délarés rée
une diulté d'implantation : omment représenter les types purement algébriques
de Caml? Partant du onstat que le système de types CTS est beauoup moins
souple quant à l'utilisation de types dénis impliitement, deux solutions s'orent à
nous :
1. Implanter les types algébriques sans dénition de Caml omme des instanes
d'un type CTS qu'il aura fallu dénir au préalable.
2. Se passer de dénition de type et se ramener aux quelques types dénissables
impliitement dans le CTS.
• Si l'on reprend l'exemple du point déni omme un n-uplet, la première solution
onsiste à dénir dans le CTS une lasse int_times_int dénissant deux hamps
entiers et à utiliser des instanes de ette lasse partout où le type int * int de
Caml est utilisé. Cela pose deux problèmes : la loalisation de ette dénition et
l'intégration au polymorphisme paramétrique.
Premièrement, il faut prévoir de faire référene à e type prédéni partout dans le
programme où le type int * int est apparent. Or dans le adre d'une ompilation
modulaire, il est impossible a priori d'évaluer la portée d'un type et de plus on ne
peut pas multiplier les dénitions ar elles seraient inompatibles entre elles. On
peut alors imaginer de supporter es dénitions dans une bibliothèque d'exéution
globale mais ela pose un problème d'exhaustivité : il n'est pas possible de fournir à
l'avane des dénitions CTS pour toutes les expressions de types possibles ! On a ii
un problème de ompilation séparée et d'édition de liens.
Deuxièmement, le gain obtenu par la dénition d'une lasse reproduisant dèle-
ment l'expression de type risque d'être perdue au prot d'une dénition plus géné-
rique en raison des problèmes de polymorphisme paramétrique (il faut un moyen de
mettre en relation le type int_times_int ave un type objet_times_objet par
exemple, voir à e sujet la setion 2.1.2.2).
• L'autre solution onsiste à utiliser les quelques types anonymes du CTS et y faire
rentrer les valeurs Caml. Ainsi pour le point du plan on pourra utiliser int[℄ ou
objet[℄. Remarquons que la deuxième de es deux représentations est inontour-
nable dès que le type ontient des données hétérogènes, e qui est un inonvénient
majeur : l'aès aux valeurs internes du type struturé néessitera des opérations de
(dés)enapsulation. De plus les problèmes posés par le polymorphisme paramétrique
subsistent (mettre en relation int[℄ et objet[℄).
En raison des diultés posées par la première approhe, nous penhons pour
la deuxième solution, en dépit de ses inonvénients. L'implantation sera don moins
eae pour les types n-uplets et les variants polymorphes que pour les enregistre-
ments et les variants simples. Si l'utilisation des variants polymorphes reste assez
marginale, 'est malheureusement moins le as des n-uplets. . .
70 CHAPITRE 2. ENVIRONNEMENT D'EXÉCUTION ET TYPAGE
2.1.2.2 Au sujet du polymorphisme paramétrique
Le problème. Le polymorphisme paramétrique est une aratéristique essentielle
des langages fontionnels à la ML. Il est possible de dénir des types paramétriques,
omme 'a array, le type des tableaux d'éléments de type 'a. Cela onduit à onsi-
dérer une relation d'instaniation entre types, par exemple :
'a
'b array
OO
int array
66mmmmmmmmmmmmm
string array
OO
(','d) array
iiSSSSSSSSSSSSSS
(int,'e) array
OO
Dans e adre, les termes et don les valeurs ont un type prinipal : tout type
aeptable pour e terme plaé dans un ontexte liite est une instaniation de son
type prinipal (pour les notions de type prinipal, d'uniation et d'instane de types
dans un formalisme dérivant le système de types de langages à la ML, on pourra
onsulter [64℄). Par exemple :
Valeur Type prinipal
[|1;2|℄ int array
[||℄ 'a array
let first tab = tab.(0) 'a array -> 'a
let sumints = Array.fold_left (+) 0 int array -> int
Dans un ontexte attendant une valeur de type float array, [||℄ est liite
(float array est une instaniation de 'a array) mais pas [|1;2|℄ (float array
n'est pas une instaniation de int array).
D'autre part si l'on onsidère les exemples i-dessus, on peut appliquer first et
sumints indiéremment à [|1;2|℄ et [||℄. Les deux fontions sont respetivement
onfrontées aux deux arguments par le biais du ontexte de l'appliation, qui lui-
même a pour type prinipal ('a -> 'b) -> 'a -> 'b, soit après uniation :
Appliation Contexte unié Instaniation
first [|1;2|℄ (int array -> int) -> int array -> int de first
first [||℄ ('a array -> 'a) -> 'a array -> 'a auune
sumints [|1;2|℄ (int array -> int) -> int array -> int auune
sumints [||℄ (int array -> int) -> int array -> int de [||℄
On voit que le polymorphisme implique l'instaniation des valeurs et que elle-i
dépend du ontexte. Comment représenter les types paramétrés dans le CTS et gérer
l'instaniation de valeurs Caml (tout en travaillant sans les Generis)?
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La solution. On peut d'ores et déjà faire les remarques suivantes :
 Si le CTS ne dispose que d'un polymorphisme d'interfaes, on peut tout de
même s'appuyer sur l'héritage, qui permet upast et downast de valeurs. Le
type objet est à la raine de la hiérarhie des types référenes, et les types va-
leurs (si on est prêt à payer le oût des (dés)enapsulations) peuvent s'intégrer
à ette hiérarhie.
 Les valeurs Caml peuvent très bien avoir plusieurs représentations dans le sys-
tème de types CTS. La orrespondane entre types Caml et types CTS n'est ni
injetive ni fontionnelle. Deux types Caml peuvent être implantés au moyen
d'un même type CTS et il également possible qu'une valeur Caml d'un type
donné ait plusieurs représentations dans le CTS.
Les prinipales ontraintes sont :
 Le respet de la sémantique : les valeurs struturées étant passées par référene,
toutes les opérations modiant le type CTS et qui proèdent par opie sont à
prosrire. Par exemple le passage d'une valeur de type int[℄ à une valeur de
type objet[℄ ne peut se faire sans opie.
 La diulté de spéialiser les valeurs dans le adre de la ompilation séparée :
une approhe demonomorphisation onsiste à spéialiser le ode d'une fontion
polymorphe pour qu'elle s'adapte à ses diérents ontextes d'appliation. Le
problème est de onnaître à l'avane l'ensemble des monomorphisations utiles,
e qui est impossible à réaliser statiquement dans le adre d'une véritable om-
pilation séparée. L'information utile n'est onnue intégralement qu'au moment
de l'édition de liens
6
.
 Une mise ÷uvre eae : implanter une fontion générique apable de s'adap-
ter à des types totalement diérents est possible mais oûteux. Imaginons que
l'implantation d'une fontion de type Caml 'a array -> 'a soit apable de
reevoir des valeurs de types int[℄ et objet[℄ : déjà le type de l'argument
de l'implantation sera néessairement objet, mais en plus une inspetion dy-
namique du type de l'argument sera néessaire pour exéuter le ode adéquat.
Ces problèmes ne se posent pas dans l'environnement Caml ar les valeurs ont
une représentation uniforme (les entiers natifs) : le ode des fontions polymorphes
reste générique dans un adre non typé.
Alors que SML.NET a fait le hoix d'une monomorphisation globale au mo-
ment de l'édition de liens, l'implantation de OCamIL repose sur une représentation
générique des valeurs : nous évauons les paramètres de types en utilisant le type
CTS objet partout dans le type Caml où la paramétriité s'exprime. D'autre part
les représentations utilisant des types valeurs seront sujettes à des opérations de
(dés)enapsulation. Ces hoix déoulent de la volonté de maintenir la ompilation
6. Et enore dans le as d'une bibliothèque de fontions, l'édition de liens ne permet pas de
résoudre la question. Une bibliothèque exportant une fontion polymorphe devra obligatoirement
proposer une variante générique de ette fontion !
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séparée omme dans le ompilateur Caml standard (et de prosrire lors de l'édition
de liens des opérations s'apparentant à de la ompilation).
2.2 Annotation par les types
La génération de ode CIL doit être guidée par une information de type qui a
été perdue au ours des premières phases de ompilation. Cette setion se penhe
sur les deux méthodes (reonstrution et propagation) que nous avons testées dans
le ompilateur OCamIL an de résoudre e problème.
Ces deux méthodes, diérentes par leur prinipe, varient par la quantité de modi-
ations à apporter au ompilateur Caml pour les mettre en ÷uvre. Elles s'insrivent
pourtant toutes les deux dans une arhiteture ommune.
2.2.1 Un adre ommun
Les deux méthodes ont pu être implantées de manière modulaire au sein du
prototype du ompilateur OCamIL (un argument en ligne de ommande permettant
de passer de l'une à l'autre).
2.2.1.1 Une haîne de ompilation modulaire
On peut lairement distinguer trois grandes phases suessives au ours des trans-
formations menées par le ompilateur OCamIL :
 La phase initiale (le front-end). Celle-i omprend l'analyse lexiale et syn-
taxique ainsi que le typage. Elle est prise en harge par le ode originel du
ompilateur Caml.
 L'obtention d'un ode Clambda déoré par les types. Cette phase est
soit obtenue par reonstrution soit par propagation de types.
 La prodution de ode CIL (le bak-end). La ompilation de ode CIL peut
avoir lieu indépendemment de la méthode suivie lors des étapes préédentes.
La première représentation intermédiaire lors de ette phase est le langage ILM
(voir la sous-setion 3.2.1.1).
L'objetif de la setion 2.2 est de dérire la phase intermédiaire, gurée sur le
diagramme 2.2. Rappelons que nous restons prohes de l'implantation Caml d'origine
pour suivre les évolutions du ompilateur.
La réutilisation du ode d'origine de Caml est maximale pour la méthode de
reonstrution de types alors que la propagation néessite d'intervenir dans tous les
modules Caml permettant le passage de l'arbre de syntaxe typé Typedtree jusqu'au
langage Clambda, an de faire suivre les informations de types.
Le fontionnement du ompilateur repose sur l'interfae entre la phase intermé-
diaire et le bak-end, assurée dans tous les as par un même langage intermédiaire
Ctypedlambda. Le détail de la prise en harge de e langage et de l'émission de ode
fait l'objet du hapitre 3.
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Lambda
(C) //
Clambda
(R)

. . .
(C)//
Typedtree
(C)
66mmmmmmmmmmmm
(P ) ((QQ
QQ
QQ
QQ
QQ
QQ
typeinfo Ctypedlambda
(B) //
ILM . . .
Typedlambda
(P )
44iiiiiiiiiiiiiiii
Légende :
 (C) ompilateur Caml lassique
 (R) branhement pour la reonstrution de types
 (P) branhement pour la propagation de types
 (B) bak-end ommun
Fig. 2.2  Les deux méthodes d'annotation de types
2.2.1.2 Le langage intermédiaire annoté Ctypedlambda
L'objetif de la phase intermédiaire d'annotation de types est la prodution d'une
représentation (typeinfo Ctypedlambda) :
 Ctypedlambda est une nouvelle représentation intermédiaire qui permet sim-
plement de déorer une expression Clambda par des types. C'est un type Caml
paramétré en la grammaire utilisée pour la déoration de types, e qui permet
de la réutiliser dans diérents ontextes.
 typeinfo est la grammaire de types retenue pour la déoration du ode Clambda
et que nous détaillons dans la suite.
Le langage Ctypedlambda et la grammaire de types typeinfo. Le langage
a' Ctypedlambda est une simple extension de Clambda (déjà détaillée à la setion
2.1.1.4) dont l'arbre de syntaxe est déoré à haque n÷ud par une valeur de type
'a. Ces emplaements sont utilisés pour ajouter des informations de types (on peut
retrouver une expression Lambda par projetion).
Le ompilateur OCamIL utilise essentiellement une représentation des types ap-
pelée typeinfo.
Voii une présentation formelle d'un sous-ensemble de typeinfo Ctypedlambda
que nous utiliserons à plusieurs reprises dans la suite. Les expressions typées sont
notées u: t, où u est déni de la manière suivante :
u := x (variables)
| let x = u1: t1 in u2: t2
| n (onstantes entières)
| closure


L1,a1,x
1
1: t
1
1. . .x
k1
1 : t
k1
1 ,u1: t1
.
.
.
Ln,an,x
1
n: t
1
n. . .x
kn
n : t
kn
n ,un: tn

 (u′1: t′1, . . . ,u′m: t′m)
| offsetn(x: t)
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| Dapply(L,u1: t1, . . . ,un: tn)
| Gapply(u: t,u1: t1, . . . ,un: tn)
| if u: t then u1: t1 else u2: t2
| switch u: t with


i1 → u1: t1
.
.
.
in → un: tn
_→ ud: td
| catchi u1: t1 with x1: t
x
1. . .xn: t
x
n→ u2: t2
| faili(u1: t1, . . . ,un: tn)
| prim(Π,u1: t1, . . . ,un: tn)
Abstration faite de l'ajout des informations de types, le langage est onforme
à Clambda présenté à la setion 2.1.1.4 (on pourra s'y reporter pour l'expliation
de haque expression). Le sous-ensemble retenu prend en ompte le noyau fon-
tionnel du langage (y ompris l'appliation partielle et les fontions mutuellement
réursives), le ltrage de motifs et les valeurs struturées omme les variants et les
enregistrements. Pour simplier, les seules onstantes sont les onstantes entières.
Les types t dénissent un sous-ensemble de typeinfo (dont la version omplète sera
donnée dans la setion suivante) :
t := | int | bool (types de base)
| block | recordpa,dr | variantpa,dv (types struturés)
| t1 → . . .→ tn → t | clos | sclos (types fontionnels)
| obj (type généraliste)
Dans ette notation :
 pa désigne un hemin de type (un nom de type pleinement qualié).
 La desription dr = (x1 : t1, . . . ,xn : tn) d'un enregistrement est la donnée de la
suite de ses hamps typés.
 La desription dv = (C1 : (t
1
1, . . . ,t
n1
1 )| . . . |Ck : (t1k, . . . ,tnkk )) d'un variant est la
donnée de la suite de ses onstruteurs et pour haun d'eux leur omposition
typée.
Cette grammaire limitée rend ompte des entiers, des booléens, des blos (sans plus
de détail dans le as du type block, ou plus spéiquement pour les enregistrements
et les variants) et des types fontionnels (clos et sclos permettent de typer les ferme-
tures et les fermetures partagées). Le type obj type les valeurs de manière générique.
Les primitives Π sont : +, −, ∗, / (opérations arithmétiques), ==, ! = (ompa-
raisons), Fieldn (aès au hamp d'un blo) et Blocktag (onstrution d'un blo).
Celles-i sont toutes issues du langage Clambda original. Toutefois l'implantation de
OCamIL ajoute la possibilité de déorer Fieldn,tag par un entier de tag supplémen-
taire, e qui sera utile pour typer les aès aux hamps des types variants (voir la
setion 2.2.3.2).
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On se permettra d'alléger la notation u: t en u quand le ontexte le permet.
La grammaire typeinfo dans le ompilateur réel. La grammaire typeinfo
omplète utilisée par le ompilateur OCamIL est dénie en Caml omme suit :
type namedtype = {nt_ext:bool;nt_path:string list}
type typeinfo =
(* types de base *)
| TIint | TIhar | TIbool | TIfloat | TIstring | TIunit | TIvoid
| TIint32 | TIint64 | TInint
(* types struturés *)
| TIblok | TIreord of namedtype | TIvariant of namedtype
| TIarray of typeinfo | TItuple of typeinfo list | TIexeption
| TIlazy of typeinfo | TIlist of typeinfo | TIoption of typeinfo
(* types fontionnels *)
| TIarrow of typeinfo list * typeinfo | TIgenlosure | TIsharedlosure
(* divers *)
| TIobjet
| TIpureIL of Il.typeref | TIdontknow
Types de base : tous les types de base de Caml se devaient de gurer dans la gram-
maire de types : 'est le as ave TIint, TIhar, TIbool, TIunit, TIstring, TIfloat,
TIint32, TIint64 et TInint.
La grammaire distingue les types TIunit et TIvoid : ela permet de diérenier
les deux emplois de unit omme valeur ou omme absene de valeur. Le prinipe
général est d'aeter le type TIvoid aux expressions qui ne laisseront pas de valeur
empilée (selon le dispositif dérit à la setion 1.3.2.1) lors de leur évaluation, alors
que TIunit indique une valeur, même onventionnelle omme null (voir la setion
3.1.1.1 pour plus de détails).
Remarquons que eux qui sont onsidérés ii omme des types de base peuvent
être aussi bien implantés par Caml au moyen d'entiers que de blos.
Types struturés : la grammaire herhe à représenter les types struturés au moyen
de diérents degrés de préision : si TIblok désigne tout type de blo sans dis-
tintion, les types TIexeption, TItuple, TIarray, TIreord, TIvariant rentrent
dans le détail. Les types TIreord et TIvariant, sur le modèle des expressions de
types pour les types enregistrement et variant, font référene à un type nommé. Le
booléen nt_ext est vrai lorsque le type est déni dans un module extérieur à elui
dans lequel apparaît la référene. La suite de haînes de aratères nt_path donne
l'aès exat à la dénition de types, en expliitant la suite des modules préxant la
délaration du type
7
.
La diérene ave la formalisation i-dessus est que la desription des enregistre-
ments et des variants n'est pas ontenue dans l'expression de type elle-même. Une
table maintenue par le ompilateur assoie les noms de types à leur desription.
7. À titre de omparaison, dans le as des expressions de types Caml, l'aès est impliite dans
le as général (dépendant des diérents modules  ouverts  par la primitive open au niveau de la
référene de type), nous y reviendrons à la setion 2.2.3.3.
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Notons enn qu'on se donne la possibilité d'isoler ertains types spéiquement
identiés par le noyau du langage, omme TIlazy, TIoption, TIlist (es derniers
étant des types variants à part entière).
Types fontionnels : les types fontionnels trouvent ého dans le type TIarrow, om-
plété par les types TIgenlosure et TIsharedlosure : les expressions manipulant
des blos fermetures (y ompris partagées) sont introduites entre les langages inter-
médiaires Lambda et Clambda et n'ont pas néessairement de type naturel assoié au
niveau du langage soure.
Divers : le type TIobjet sert à dénoter un type quelonque que la déoration de
types n'a pas pu dénir plus préisément. Ce type permet l'implantation du poly-
morphisme paramétrique onformément à e qui a été argumenté dans la setion
2.1.2.2. La fontion du type TIdontknow est diérente puisqu'il est relatif à un type
non enore identié. Ce type est utilisé en interne lors des proessus de déoration
de types mais n'apparaît pas à l'interfae ave la dernière phase de ompilation.
Enn, le type TIpureIL ouvre le système aux types de lasses quelonques du
CTS. Au sein du ompilateur OCamIL, es types sont vus omme des boîtes noires,
ar si des valeurs de es types peuvent être passées, elles ne peuvent être inspetées
par du ode provenant de la ompilation d'expressions Caml.
Disussion. Cette grammaire de types a été mise au point an de reéter les types
Caml mais elle est amenée à en diérer pour les raisons suivantes :
 Toutes les expressions de Clambda n'ont pas néessairement un type Caml
naturel : le ode soure est transformé au ours des étapes de la ompilation et
les types qui ont un sens au niveau du programme soure ne sont pas forément
adaptés au typage d'un langage intermédiaire.
 An de permettre l'interopération, il doit être possible de gérer des types CIL
 purs , n'ayant pas de rapport ave les types hoisis pour représenter les
valeurs Caml. Même si les programmes Caml ne sont pas amenés à interve-
nir spéiquement sur des valeurs transmises par un omposant externe, érit
dans un autre langage, elles-i doivent pouvoir être manipulées à travers des
onstrutions génériques telles que des fontions polymorphes ou des types
abstraits. En onséquene, la grammaire de types ne doit pas traiter exlusi-
vement les représentations Caml.
 Une fois au stade des représentations, il n'est pas toujours utile de onserver
une information de typage aussi omplète que elle exprimée par le système de
type de Caml. Toute sa rihesse n'est pas forément exploitable et d'autre part
une partie de l'information de type n'est parfois uniquement utile que pour les
besoins de l'inférene et de la vériation de types.
 La grammaire doit pouvoir se plier au traitement du polymorphisme paramé-
trique tel qu'il a été exposé lors de la disussion de la setion 2.1.2.2.
 La grammaire doit permettre une approximation des types Caml dans l'éven-
tualité d'une perte partielle d'informations. Nous verrons qu'il n'est pas tou-
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jours possible d'inférer la nature exate des types mis en jeu derrière les ex-
pressions Clambda.
2.2.2 Synthèse de la représentation annotée
L'idée de reonstruire les types est onforme aux prinipes énonés pour OCamIL
à la setion 1.3.2.2, ar ette approhe permet de retarder le plus possible l'insertion
de nouveau ode sur le ompilateur Caml. On s'attend bien sûr en retour à devoir
faire des onessions sur le degré de préision de l'information reonstituée, e qui
n'est pas sans onséquene sur les performanes.
Nous pouvons envisager plusieurs algorithmes de reonstrution de types dont
l'objetif est d'insérer partout où 'est possible des informations de typage typeinfo.
Ils travaillent typiquement sur une instaniation de 'a Ctypedlambda. Les algo-
rithmes peuvent être plus ou moins sophistiqués, mais tous se basent sur l'analyse
des onstantes et des primitives utilisées dans le ode Clambda.
La synthèse d'information de types est de toutes façons tributaire des hoix d'im-
plantation de Caml en matière de primitives, et en partiulier ne peut extraire da-
vantage d'information que ontenue dans elles-i. La diérene entre les algorithmes
de reonstrution de types réside dans les moyens mis en ÷uvre pour propager les
informations partout dans le ode, et en partiulier la rihesse de la grammaire de
types utilisée pour inarner es informations.
2.2.2.1 Exploitation des primitives
Nous présentons dans la suite quelques exemples d'expressions Caml et du ode
Clambda assoié qui illustrent les moyens d'extraire les types des primitives et des
onstantes. Par soui d'homogénéité, on emploiera les onventions typographiques
utilisées pour la formalisation de Ctypedlambda y ompris pour des onstrutions
qui ne font pas partie du noyau formalisé.
Exemple 1. Considérons l'expression suivante :
let reverse s10 =
for i = 0 to 4 do
let  = s10.[9-i℄ in
s10.[9-i℄ <- s10.[i℄;
s10.[i℄ <- ;
done
L'arbre Clambda engendré pour ette expression s'érit :
let reverse =
closure(Lreverse,1,s10,
for i = 0 to 4 do
let c = prim(string.get,s10,prim(−,9,i)) in
(seq
prim(string.set,s10,prim(−,9,i),prim(string.get,s10,i))
prim(string.set,s10,i,c)
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)
done
) in . . .
Les onstantes et primitives présentes dans et exemple fournissent les informa-
tions suivantes :
 0, 4 et 9 sont des onstantes de type entier.
 La primitive − a pour type : int → int → int.
 string.get est une primitive de type : string → int → char.
 string.set est une primitive de type : string → int → char → void.
L'examen de l'expression permet de rassembler progressivement les informations
suivantes :
1. reverse est un blo fermeture. La fermeture n'a pas d'environnement et ontient
une fontion d'étiquette Lreverse ayant un argument. La fontion a don pour
type t1 → t2, où t1 est le type de l'argument s10.
2. i est de type entier.
3. c est de type char et s10 est de type string. Ainsi t1 = string.
4. L'intérieur de la boule for est ohérent du point de vue des types inférés.
La boule elle-même ne retourne pas de valeur (elle a pour type void). Ainsi
t2 = void.
L'expression Ctypedlambda ainsi alulée s'érit :
let reverse: clos =
closure(Lreverse,1,s10: string,
for i: int = 0: int to 4: int do
let c: char = prim(string.get,s10: string,prim(−,9: int,i: int): int) in
(seq
prim(string.set,s10: string,
prim(−,9: int,i: int): int,
prim(string.get,s10: string,i: int): char): void
prim(string.set,s10,i,c): void
): void
done: void
) in . . .
La variable reverse a reçu le type clos. Dans e as partiulier, puisque la
fermeture est réduite à une fontion on pourrait lui attribuer le type fontionnel
string → void. Mais e n'est de toutes façons pas néessaire ar les informations de
type sur haque élément de la fermeture (fontion ou élément de l'environnement)
sont onservées dans l'arbre Ctypedlambda au niveau de la sous-expression closure.
L'utilisation de void vient du fait que les expressions onernées ne laisseront pas
de valeur sur la pile lors de leur évaluation (selon le dispositif dérit à la setion
1.3.2.1).
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Exemple 2.
let filtrage = funtion
| (0,(x,0)) | (_,(0,x)) -> x
| (x,(y,_)) when x = y -> x
| (x,(y,z)) when y != z -> x + y + z
| (_,(y,_)) -> y
La ompilation du ltrage de motifs par le front-end Caml modie profondément
l'allure des expressions :
01 let filtrage =
02 closure(Lfiltrage,1,
03 param,
04 let x = prim(Field0,param) in
05 catch2
06 if prim(! =i ,x,0) then fail2 else
07 let match = prim(Field1,param) in
08 if prim(! =i ,prim(Field1,match),0) then
09 fail2 else prim(Field0,match)
10 with
11 let match = prim(Field1,param) in
12 let y = prim(Field0,match) in
13 if prim(! =i ,y,0) then
14 if prim(==i ,x,y) then x else
15 let z = prim(Field1,match) in
16 if prim(! =i ,y,z) then
17 prim(+,prim(+,x,y),z) else y
18 else prim(Field1,match)
19 ) in . . .
Dans le ode préédent, param désigne le motif initial à ltrer et match le
sous-motif de droite. La onstrution catch . . .with herhe à isoler le as (0,(x,0)).
En as d'éhe les diérents as restants sont analysés dans des strutures if . . . else.
L'information de types est extraite à partir des onstantes entières et des primi-
tives : +: int → int → int, ainsi que ==i et ! =i de type int → int → bool (e ne sont
pas les omparaisons polymorphes, mais les omparaisons spéialisées aux entiers :
le ompilateur Caml se sert toujours des types pour optimiser les omparaisons), et
la primitive field: block → int → object. Cette dernière est utilisée indiéremment
pour de nombreux types de blos, et elle retourne un entier mahine : on n'a pas la
possibilité à première vue de savoir si elle rend un entier ou blo par exemple.
En e qui onerne la synthèse des types :
1. À la ligne 4, on ne peut diretement déterminer le type de x, bien qu'on
apprenne que param est un blo. L'information arrive à l'intérieur du catch,
à la ligne 6 grâe à la omparaison de x et d'un entier.
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2. Le type de l'expression formée des deux if imbriqués entre les lignes 6 et 9
n'apparaît pas immédiatement, ar les deux fail n'ont pas de type intrinsèque
et prim(field0,match) ne nous aide guère.
3. Tout s'élaire entre les lignes 11 et 18 : y est un entier (f. ligne 13) don z aussi
(ligne 16), e qui est onrmé par les additions de la ligne 17. L'expression qui
s'étend entre les lignes 11 et 18 est don entière, information qui remonte de
ertaines branhes des if (ligne 14 et 17, mais pas 18 diretement).
4. On peut identier le type (inonnu) de l'expression à l'intérieur du blo catch
à elui du blo with : un entier.
On peut nalement déorer par les types de la manière suivante (par soui de larté
on ne donne pas obligatoirement les types de haque sous-expression) :
let filtrage: clos =
closure(Lfiltrage,1,
param: block,
let x: int = prim(Field0,param: block) in
catch2
if prim(! =i ,x: int,0): bool then fail2: int else
let match: block = prim(Field1,param: block) in
if prim(! =i ,prim(Field1,match: block),0): bool then
fail2: int else prim(Field0,match: block): int
with
let match: block = prim(Field1,param: block) in
let y: int = prim(Field0,match: block) in
if prim(! =i ,y: int,0): bool then
if prim(==i ,x: int,y: int): bool then x: int else
let z: int = prim(Field1,match: block) in
if prim(! =i ,y: int,z: int): bool then
prim(+,prim(+,x: int,y: int),z: int) else y: int
else prim(Field1,match: block): int
) in . . .
Les variables param et match reçoivent le type block. Il n'est pas toujours
possible de deviner le type exat qui se ahe derrière les blos, et même quand 'est
possible, omme dans l'exemple préédent (où on pourrait utiliser une grammaire de
types de blos ave un polymorphisme de rangée, qui typerait match: [int,int,..] et
param: [int,[int,int,..],..]) le CTS ne fournit pas la possibilité de représenter es types
fortement algébriques de manière anonyme, ou bien à la fois nommée et ohérente
à travers la frontière des modules, omme indiqué dans la setion 2.1.2.1.
Exemple 3. Regardons maintenant le as d'un type variant paramétré et d'une
fontion polymorphe assoiée.
type 'a tree =
| Node of 'a tree * 'a tree
| Leaf of 'a
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let subst a b tree =
let re sre = funtion
| Node(t1,t2) -> Node(sre t1,sre t2)
| Leaf  as l -> if  = a then Leaf b else l
in
sre tree
let nospae = subst ' ' '_'
let nozero = subst 0.0 0.0001
La fontion subst est polymorphe de type 'a -> 'a -> 'a tree -> 'a tree
et les fontions nospae et nozero en sont des appliations partielles et mono-
morphes. L'arbre Clambda produit pour l'ensemble du ode i-dessous est :
let subst =
closure(Lsubst,3,(a,b,tree),
let clos =
closure(Lsrec,1,(l,env),
switch l with

0→
prim(Block0,
(Dapply(Lsrec,prim(Field0,l),offset0(env)))
(Dapply(Lsrec,prim(Field1,l),offset0(env)))
1→ if prim(== ,prim(Field0,l),prim(Field2,env))
then prim(Block1,prim(Field3,env)) else l
) (a,b) in
let srec = offset0(clos) in
Dapply(Lsrec,tree,srec) in
let nospace = Gapply(subst,' ','_') in
let nozero = Gapply(subst,0.0,0.0001)
in . . .
Bien que le type tree soit nommé et déni dans e même programme soure, il
n'y a auune trae de sa dénition dans le ode produit. Cet exemple a reours à des
fermetures ave environnement. L'instrution offset prend une fermeture et renvoie
une fermeture. On remarque ii que la primitive Field est également utilisée sur des
blos fermetures pour aéder à la partie environnement (voir l'ation assoiée au
as de tag 1). La primitiveBlocki a un type qui dépend du nombre de ses arguments
mais qui est toujours de la forme obj→ . . .→ obj→ block. En e qui onerne le
retypage :
1. Les types de subst, de clos et de env sont déterminés immédiatement ; e
sont des fermetures. Le type de l est donné par le switch : il s'agit d'un type
variant don de obj (les variants peuvent être des entiers ou des blos). Il est
possible de raner de la manière suivante : l'analyse des as switch montre
que seuls des onstruteurs non onstants sont traités : omme le ompilateur
Caml génère toujours du ode pour les as par défaut, ela donne la ertitude
que l est toujours un blo; e qui permet de typer par block.
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2. La onfrontation des diérents as permet de déduire le type de retour de
Lsrec : dans le as 0, on a un blo et dans le as 1, un blo ou un objet suivant
la nesse de l'analyse préédente, e qui au nal donne un blo ou un objet.
3. Il est possible de maintenir un environnement de typage qui fait le lien entre
les hamps environnement de la fermeture ourante et les instrutions Field
utilisées pour y aéder, 'est-à-dire dans notre exemple d'identier les types
de prim(Field2,env) et de prim(Field3,env) à eux de a et b. Dans le as
présent ela ne nous apprend rien de plus sur a et b qui reçoivent le type obj.
4. Ensuite srec est typé omme une fermeture et tree omme un objet (ou un
blo en as d'analyse ne). La fontion assoiée à la fermeture subst peut
alors reevoir dans le meilleur de as le type obj → obj→ block → block.
5. Enn nospace et nozero reçoivent le type obj. En eet de manière à traiter
tous les as d'appliation (totale et partielle), l'appliation générique d'arité n
n'a pas de type plus n que Gapply: clos → obj→ . . .→ obj︸ ︷︷ ︸
n
→ obj.
Il n'est pas simple dans le as général de typer plus nement les appliations
partielles et ela supposerait une analyse du ode poussée.
D'autre part il est important de noter que le typage des fermetures doit être
mené loalement au ode de ette fermeture (ou des fermetures en as de fermetures
partagées), même si l'information qu'on peut en tirer semble launaire. Ainsi l'in-
formation sur le prototype d'une fontion ne doit pas être anée par les utilisations
faites de la fontion, même si ela semble donner des ompléments sur son type. On
risquerait alors de monomorphiser une fontion polymorphe e qui la rendra inom-
patible dans d'autres ontextes. Dans notre exemple, il ne faut pas herher à aner
le type de subst en char → char → block → block. . .
2.2.2.2 Panorama des diultés renontrées
Il est d'autant plus problématique de reonstruire les types Caml que :
 Ceux-i forment un langage très expressif. L'information à reonstituer est loin
d'être triviale et le simple examen du ode Clambda ne garantit pas de pouvoir
retrouver tous les types.
 Le ompilateur Caml génère très tt du ode orienté implantation. Il est alors
diile de lire les types sur des primitives qui sont indiéremment utilisées
pour aéder à des valeurs de types radialement diérents.
Polymorphisme des primitives et fusion des types par l'implantation.
L'environnement d'exéution de Caml utilise la même struture de blo pour dié-
rents types de valeurs, si bien que les mêmes primitives sont utilisées pour des types
diérents : ela interdit bien souvent de reonstituer les types d'origine derrière es
valeurs, au simple examen du ode. L'algorithme de retypage ne pourra pas ibler
la grammaire typeinfo dans sa totalité.
L'exemple type de primitive  polymorphe  est donné par Field et SetField,
aédant en leture et en ériture aux blos Caml. Elles sont utilisées indiérem-
ment sur tous les types de blos, exeptés les ottants, les grands entiers et les
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haînes de aratères. Par exemple les trois fontions suivantes aboutissent toutes
rigoureusement au même ode Lambda (on suppose dénis un type enregistrement
type r = {x:int; y:int} et un type variant type v = Pair of int * int) :
let aess1 = funtion {x=a;y=_} -> a
let aess2 = funtion Pair(a,_) -> a
let aess3 = funtion (a,_) -> a
Dans les trois as on fait appel à prim(Field0,arg) où arg est l'argument de la
fontion. En revanhe les deux fontions suivantes ont reours à des primitives spé-
ialisées (respetivement sur les haînes de aratères et les tableaux) et permettent
un typage plus préis :
let aess4 = funtion s -> s.[0℄
let aess5 = funtion t -> t.(0)
De plus la primitive Field est également utilisée pour aéder au ontenu de
l'environnement d'une fermeture.
Les blos ne sont pas les seuls à être soure d'ambiguïté puisque les entiers Caml
(au sens de l'environnement d'exéution Caml) implantent à la fois les entiers, les
booléens et les aratères. On peut bien souvent les distinguer grâe au ontexte,
mais ela n'est pas exhaustif. Ainsi une onstante entière peut en fait aher un
booléen ou un aratère ! Il faut être partiulièrement attentif aux opérations d'en-
apsulation et de désenapsulation des valeurs de type entier (voir la setion 3.1.1.1).
Enn la distintion fondamentale entre entiers et blos Caml est parfois malme-
née, omme expliqué dans la setion suivante, onsarée aux types variants.
Le problème des types variant. Les variants posent un problème partiulier
ar ils sont implantés à la fois au moyen d'entiers et de blos Caml, e qui est
non-uniforme du point de vue du CTS.
Prenons l'exemple d'une dénition simple de type variant :
type t = Zero | One | Node of t
Le variant t délare deux onstruteurs onstants et un onstruteur non onstant.
Pour l'environnement d'exéution de Objetive Caml, eux-i sont respetivement
représentés par les entiers 0, 1 et un pointeur sur un blo ontenant une autre valeur
de type t. C'est homogène pour l'environnement Caml mais l'algorithme de retypage
peut éventuellement inférer deux types diérents, int et block, pour des valeurs de
type t.
Si on onsidère la fontion suivante et le ode assoié dans la représentation
Clambda :
ode Objetive Caml ode Clambda
let ut = funtion let cut = closure(Lcut,1,x,
| Node n -> n if prim(IsInt,x) then x
| x -> x else prim(Field0,x))
type : t -> t type inféré : obj → obj
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La primitive IsInt teste le bit de tag qui distingue les entiers des blos : son type
est obj → bool. La fontion cut i-dessus est naturellement typée par obj→ obj. Le
type obj reouvre bien les grandes lasses de valeurs Caml : entiers et blos. Pourtant
quelque-hose ne va pas, omme en témoigne l'exemple suivant :
ode Objetive Caml ode Clambda
let problem a b = let problem = closure(Lproblem,2,a,b,
math a with if prim(IsInt,a) then
| Zero -> One (if prim(! =i ,a,0) then b else 1)
| _ -> b else b)
type : t -> t -> t type inferé : obj → int → int
Le type du paramètre b est problématique. À la vue du ode soure Objetive
Caml nous savons que a et b sont tous les deux de type t, mais à l'examen du ode
Clambda, on est tenté d'armer que b est un entier ! La seule information que l'al-
gorithme de synthèse de types possède sur b est que son type est uniable ave int
(de par la sous-expression : if prim(! =i ,a,0) then b else 1). Si on veut assurer un
minimum de préision ('est-à-dire ne pas tout typer par obj), b doit reevoir le type
entier, et la fontion problem prend le type obj→ int → int. Cette reonstrution
de types inorrete est désastreuse, et à des degrés divers.
Tout d'abord ompiler une appliation de la forme problem One (Node Zero)
onduit à la détetion d'une inompatibilité par le vériateur de types, ar la valeur
Node Zero n'a pas un type ompatible ave int : ela interrompt brutalement la
ompilation. Cei ne peut pas être évité par une politique de baktrak visant à
orriger le type de b, ar la dénition de problem et son appliation peuvent être
dans des modules distints, don ompilés séparément.
Dans le as préédent, la ompilation éhoue ave une erreur non réupérable.
Cela peut être enore pire, par exemple si on introduit la fontion f suivante :
ode Objetive Caml ode Clambda
let re f i = let f = closure(Lf ,1,i,
if i==1 if prim(==i ,i,1)
then Node Zero else then prim(Block0,0)
problem Zero (f(i-1)) else Dapply(Lproblem,
0,Dapply(Lf ,prim(−,i,1))))
type : int -> t type inféré : int → obj
L'information de types qui est reonstruite pour f est apparemment orrete. En
réalité le type de retour obj provient de l'union entre les types des deux branhes
de l'instrution if , la première de type block et la seonde de type int issue du
type (erroné) de problem. Plus tard, lors de l'émission de ode, une instrution
de désenapsulation sera insérée autour de l'appel réursif à f an de onvertir son
résultat de type obj en entier.
Cette fois, la ompilation d'un terme let _ = f 2 réussit (l'instrution de onver-
sion de obj à int est liite en général) mais produit du ode inorret. L'erreur ne sera
déelée qu'à l'exéution, ave la levée d'une exeption (d'inompatibilité de types)
par l'environnement .NET à l'évaluation de l'appliation f 2 : en eet elle onduit
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à l'appliation problem Zero (Node Zero) pour laquelle la onversion de types est
inorrete.
Remède. Nous proposons une solution simple qui passe par une légère modiation
de la représentation des types variant. Partant de la remarque qu'il est possible de
représenter les onstruteurs onstants omme des blos vides (dont le tag ode le
onstruteur), nous représentons les types variants uniformément par des blos. Cela
permet d'éviter les onits entre types blos et types entiers qui ausent les erreurs
de retypage illustrées plus haut.
Quelques remarques :
 Il est faile d'implanter ette modiation qui ne néessite que quelques lignes
de ode, mais ela néessite d'intervenir en amont sur la haîne de ompilation,
e qui ontrarie la oneption sous forme de bak-end annonée dans la setion
1.3.2.2.
 Ce hangement élimine tout utilisation de la primitive IsInt et permet de
raner automatiquement le typage de l'instrution switch qui ne travaille
plus que sur des blos.
 Modier la représentation de valeurs peut être sensible sur ertains programmes
Caml qui font impliitement des suppositions sur es représentations (même
si e ne peut pas être onsidéré omme un exemple à suivre, e type de pro-
gramme existe, y ompris dans la distribution Caml).
 On peut imaginer une politique de représentation plus ompliquée, où les types
variants onstitués uniquement de onstruteurs onstants gardent une im-
plantation au moyen d'entiers et tous les autres par des blos omme proposé
i-dessus. Cela ne onvient aux variants polymorphes qui peuvent être loa-
lement uniquement onstitués de onstruteurs onstants mais rassembler des
onstruteurs non onstants dans un autre ontexte.
Si nous revenons à l'exemple de la fontion problem, le ode Clambda produit
pour elle-i est maintenant :
let problem = closure(Lproblem,1,a,b,switch a with


0 → prim(Block1)
1 → b
2 → b
)
Ainsi le type de la fontion, block → block → block, n'est plus un problème ! Nous
avons déidé d'implanter ette solution dans le ompilateur OCamIL.
Manipulations du système de type. La synthèse de types peut être entravée
par ertaines manipulations du système de types permises par le langage Caml.
Ainsi :
• Les annotations de types expliites, qui permettent de guider le typeur, ne peuvent
être exploitées par le moteur de retypage de OCamIL ar es annotations ne laissent
auune trae au niveau des représentations intermédiaires.
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• Plus problématiques sont les ontournements du système de types eetués à l'aide
du module (non doumenté) Obj de la bibliothèque standard, et en partiulier par
la fontion Obj.magi:'a -> 'b déjà évoquée à la setion 2.1.1.3. Celle-i est im-
plantée par la primitive  identité  et a pour but de asser le système de types.
Alors que l'identité onduit naturellement le retypeur à identier les types de son
argument et de son résultat, il ne faut surtout pas le faire dans le as où elle implante
magi. Nous avons ontourné e problème en modiant l'implantation de magi par
une primitive BoxedIdentity, pour laquelle le typeur utilise le type obj à l'entrée
et la sortie. Cela ne onduit pas dans le as général au retypage le plus adéquat,
mais donne des résultats orrets puisque le type obj a pour fontion de reouvrir
tous les types.
2.2.3 Alternative : propagation des types
Le retypage du ode intermédiaire Clambda est susant pour générer du ode
orret mais n'est pas assez préis. Nous verrons aux ours des hapitres suivants
qu'il n'est pas possible dans es onditions d'utiliser des représentations eaes
pour les valeurs Caml et l'eaité des programmes produits s'en ressent.
Nous avons expérimenté une autre voie au ours du projet OCamIL : propager les
informations de typage le long des représentations intermédiaires depuis la sortie de
l'algorithme de typage du ompilateur Objetive Caml jusqu'au ode Clambda. Cela
suppose un plus grand nombre d'interventions en amont de e ode, et maintenir
OCamIL pour être à la pointe des derniers développements de Objetive Caml sera
plus diile : les types et leur implantation sont suseptibles d'évoluer ave la sortie
de nouvelles versions du ompilateur mais omme expliqué dans la setion préé-
dente, une implantation stritement sous la forme d'un bak-end atteint rapidement
ses limites de toutes façons.
La propagation des types permet de hoisir des représentations plus nes, e qui
promet de meilleures performanes mais a également d'autres appliations, omme
le débogage de programmes Objetive Caml : en eet le ode CIL engendré sera plus
prohe du ode soure.
2.2.3.1 Arhiteture de la propagation
Étapes de la propagation. Au sein du ompilateur Objetive Caml lassique les
phases suivantes font passer de l'arbre de syntaxe typé à la représentation Clambda :
Typedtree
Transl*
Mathing
Simplif−−−−−−−−→ Lambda Closure−−−−→ Clambda
Nous avons indiqué les prinipaux modules du ompilateur Caml qui sont res-
ponsables de haune des transformations.
 La première phase onstruit la représentation Lambda
8
. La génération du ode
8. Rappelons que elle-i est similaire à Clambda mis à part que les fermetures ne sont pas expli-
itées. Le noyau fontionnel est représenté à l'aide d'un opérateur d'abstration et d'un opérateur
d'appliation à la manière du λ-alul.
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Lambda est prise en harge par les modules Translore (transformation des
expressions du langage), Translmod (ompilation des expressions du langage
des modules), ainsi que Translobj et Transllass qui s'oupent spéique-
ment de la ompilation des objets et des lasses Objetive Caml. Le module
Translore délègue la ompilation du ltrage de motifs au module Mathing,
qui eetue en réalité le plus gros travail.
 La deuxième phase passe par le module Simplif visant à alléger la représenta-
tion Lambda (prinipalement par des simpliations sur les onstrutions let),
suivi par le module Closure qui alule la représentation Clambda par l'expli-
itation de la gestion des fermetures.
Il nous faut intervenir dans l'ensemble de es modules an de propager une
version typée de haque représentation intermédiaire :
Typedtree
Transl*
Mathing
Simplif−−−−−−−−→ Typedlambda Closure−−−−→ CTypedlambda
Outre les trois représentations manipulées au ours de es transformations, deux
langages de types diérents sont utilisés :
1. Le langage de types d'origine de Objetive Caml (en tout as sa représentation
interne au ompilateur) est disponible dans Typedtree et sera propagée dans
Typedlambda.
2. Le langage typeinfo (ave la représentation Ctypedlambda, déjà présentée
plus haut) assure l'interfae ave les étapes ultérieures de la ompilation dans
OCamIL. Il est la ible d'une transformation prenant en entrée le langage de
types préédent.
La grammaire de types de Caml est la plus omplète mais présente ertaines
aratéristiques qui ne sont utiles que lors de l'inférene de types. La grammaire
typeinfo est moins préise mais tournée vers la représentation des valeurs Caml
dans la mahine ible. En plus de son rle d'interfae elle a l'avantage de la onision.
Nous détaillons maintenant les représentations intermédiaires.
Arbre de syntaxe typé Typedtree. Ce langage s'artiule autour d'expressions
formant le noyau du langage Caml et la desription des motifs de ltrage.
Nous utiliserons une formalisation d'un sous-ensemble de Typedtree introduite
i-après. Les expressions typées sont notées
9 e : τ , où e est déni de la manière
suivante :
9. On se permettra d'alléger la notation e : τ en e quand le ontexte le permet.
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e := x (variable)
| let


p1= e1 : τ1
.
.
.
pn = en : τn

 in e : τ (liaison, f. le langage de motifs)
| n (onstante entière)
| {x1 = e1 : τ1, . . . ,xn = en : τn} (enregistrement)
| C(e1 : τ1, . . . ,en : τn) (variant)
| fun


p1 → e1
.
.
.
pn → en

 : τ → τ ′ (abstration, f. le langage de motifs)
| let∗


x1= fun {. . .}
.
.
.
xn = fun {. . .}

 in e : τ (fontions mutuellement réursives)
| apply (e : τ ,e1 : τ1, . . . ,en : τn) (appliation)
| if e : τ then e1 : τ1 else e2 : τ2 (onditionnelle)
| math e : τ with


p1 → e1
.
.
.
pn → en

 : τ ′ (ltrage, f. le langage de motifs)
| primΠ (primitive)
Les valeurs mutuellement réursives sont restreintes dans ette présentation aux
valeurs fontionnelles.
Le langage de motifs (lui-même muni de ertaines informations de types) suit la
dénition suivante :
p := _ (motif universel)
| x (variable)
| n (entier)
| C(p1 : τ
p
1 , . . . ,pn : τ
p
n) (variant)
| {x1 = p1 : τp1 , . . . ,xn = pn : τpn} (enregistrement)
Nous exluons de ette présentation les motifs  ou  (ave la syntaxe  ( | ) 
en Caml), ainsi que eux assoiés aux tableaux ou aux tuples. Les seules onstantes
ii sont les entiers n. Notons que les expressions let, fun et math du langage
Typedtree sont des expressions liant les variables des motifs p1 . . . pn dans les sous-
expressions e (pour let) ou e1 . . . en (pour fun et math).
Les primitives Π sont : prim+, prim−, prim∗, prim/ (opérations arithmétiques),
prim== et prim!= (omparaisons).
On peut formaliser les types τ de la manière suivante :
τ := α (variable de type)
| τ1 → τ2 (type èhe)
| (τ1, . . . ,τn) def (type nommé)
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et pour les dénitions de types :
def := (α1, . . . ,αn) pa
| (α1, . . . ,αn) pa = C1(τ
1
1 , . . . ,τ
n1
1 )| . . . |Ck(τ 1k , . . . ,τnkk )
| (α1, . . . ,αn) pa = {x1 : τ1, . . . ,xn : τn}
qui orrespondent respetivement aux types abstraits, variants et enregistre-
ments. Le type int et bool sont des exemples standard de type nommés (sans para-
mètre de type). La dénition de types pour int est abstraite alors qu'on a un type
variant pour bool : False()|True().
Note : dans l'implantation réelle de Caml les types τ orrespondent à une paire
(env,texpr) formée d'un environnement de typage (déni dans le module Env)
et d'une expression de type (dénie dans le module Types). L'utilisation onjointe
d'un type et d'un environnement de typage permet de retrouver des informations
détaillées sur e type, en partiulier la délaration d'un type nommé : en eet les
expressions de types relatives à un type variant ou enregistrement ne onservent
que le nom du type (pleinement qualié par un hemin de types, ertes) sans le
détail des aratéristiques de e type, que l'on peut heureusement retrouver dans
l'environnement.
La représentation Typedlambda. Le langage Typedlambda est formé au dessus de
Lambda de manière totalement similaire à Ctypedlambda. Ii nous déorons haque
n÷ud d'un arbre de syntaxe Lambda au moyen d'une expression de types direte-
ment issue de la représentation Typedtree. Voii i-après une formalisation d'un
sous-ensemble de Typedlambda.
Les expressions typées sont notées l : τ , où l est déni de la manière suivante :
l := x
| let x = l1 : τ1 in l2 : τ2
| n
| fun x1 : τ1 . . . xn : τn → l : τ
| letrec


x1 = fun(. . .) : τ1
.
.
.
xn = fun(. . .) : τn

 in l′ : τ ′
| apply(l : τ,l1 : τ1, . . . ,ln : τn)
| if l : τ then l1 : τ1 else l2 : τ2
| switch l : τ with


i1 → l1 : τ1
.
.
.
in → ln : τn
_→ ld : τd
| catchi l1 : τ1 with x1 : τ
x
1 . . . xn : τ
x
n → l2 : τ2
| faili(l1 : τ1, . . . ln : τn)
| prim(Π,l1 : τ1, . . . ,ln : τn)
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Les valeurs mutuellement réursives sont restreintes aux valeurs fontionnelles.
Les types τ sont identiques à eux de Typedtree.
Les primitives Π sont +, −, ∗, /, ==, ! =, Fieldn et Blocktag : e sont les mêmes
que pour le langage Ctypedlambda déjà présenté à la setion 2.2.1.2. Remarquons
aussi que par rapport à elles de Typedtree on a ajouté deux nouvelles primitives
pour la manipulation des blos.
On se permettra d'alléger la notation l : τ en l quand le ontexte le permet.
Diultés inhérentes à la propagation de types. Propager les types à travers
les diérentes phases de ompilation se onrétise prinipalement à travers trois types
d'intervention sur le ode existant (les voii par ordre de diulté roissante) :
 Le remplaement des langages intermédiaires par leur version enrihie par les
types. Du ode doit être inséré à de nombreux endroits an de faire aepter
le hangement de représentation. Ce n'est pas en général du ode ompliqué.
 La propagation pure et simple : les nouvelles représentations fournissent un
espae permettant de renseigner les types. Il faut maintenant relayer es in-
formations de types d'une étape à l'autre ou même plus prosaïquement d'une
fontion à l'autre au sein du ompilateur.
 L'insertion de nouvelles annotations de types : la ompilation d'une représen-
tation à la suivante peut introduire beauoup de ode additionnel (l'exemple
le plus frappant étant la ompilation du ltrage de motifs), le travail pour
annoter de ode par des types pertinents est alors plus diile.
En général, les modiations simples sont nombreuses et éparpillées dans le ode
alors que les transformations omplexes sont plus loalisées.
2.2.3.2 Propagation sur le noyau du langage et à travers le ltrage de
motifs
La propagation des informations de types depuis l'arbre de syntaxe déoré par les
types Typedtree jusqu'à la représentation Lambda est assez simple dans la plupart
des as. Seule la ompilation du ltrage de motifs, qui engendre une grande quantité
de ode à partir de onstrutions onises au niveau du langage soure, a néessité
une intervention plus lourde.
Nous présentons la propagation des types sur les sous-ensembles des langages
Typedtree et Lambda formalisés préédemment. Nous utilisons pour ela deux trans-
formations P et F :
 P transforme un terme de Typedtree en un terme de Typedlambda et utilise
F.
 F réalise la ompilation du ltrage de motifs et travaille pour ela sur des
matries formées de motifs et de termes de Typedlambda.
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Compilation du ltrage de motifs. Comme on l'a déjà vu dans l'exemple 2 de
la setion 2.2.2.1, la ompilation du ltrage de motifs est omplexe et engendre un
ode très diérent de l'arbre de syntaxe du programme soure. Les idées introduites
pour optimiser ette partie de la ompilation sont exposées dans [35℄. L'algorithme
utilisé dans le ompilateur Caml, qui repose sur l'approhe des automates faisant
mahine arrière (baktraking automata), introduit plusieurs améliorations impor-
tantes détaillées dans e même artile : la gestion optimisée des motifs  ou  ave
liaison de variables et la ompilation des baktraks par sauts étiquetés reposant sur
une analyse des ontextes de ltrage et des strutures de as atteignables.
L'algorithme d'origine travaille sur un argument à ltrer ~x = (x,x2, . . . ,xm) (un
veteur de variables) et une matrie de ltrage P → L dont haque ligne désigne un
as de ltrage sur ~x et l'ation à eetuer pour e as :
P → L =


p11 p
2
1 · · · pm1 → l1
p12 p
2
2 · · · pm2 → l2
.
.
.
p1n p
2
n · · · pmn → ln


Le veteur argument est formé d'expressions Lambda et haque élément pji est une
expression du langage de motifs. Le shéma de ompilation prend en argument le
ouple
10 (~x,P → L) et retourne l'automate de ltrage optimisé sous forme de ode
Lambda. Des règles détaillées dans l'artile permettent de diviser la matrie de l-
trage an d'appliquer réursivement le shéma à des matries plus simples. Le liant
entre les portions de ode engendrées pour les sous-as est onstitué de strutures de
ontrles avanées omme les ommandes ath, les sauts étiquetés et les strutures
de swith, parmi lesquelles sont insérées les diérentes ations de L à appliquer.
Le ompilateur OCamIL adapte ette transformation. F prend en arguments un
veteur de variables typées ~x = (x1 : τ
x
1 ,x2 : τ
x
2 , . . . ,xm : τ
x
m) et une matrie de
ltrage dont les ations sont des termes de Typedlambda :
P → L =


p11 p
2
1 · · · pm1 → l1 : τ1
p12 p
2
2 · · · pm2 → l2 : τ2
.
.
.
p1n p
2
n · · · pmn → ln : τn


La ompilation du ltrage de motifs proède par as sur la matrie de ltrage
et utilise des règles de déomposition des valeurs à ltrer, suivant la lasse de mo-
tifs struturés à laquelle elles appartiennent : enregistrements, variants, variants po-
lymorphes, tuples. . . Celles-i provoquent la génération de primitives d'aès aux
valeurs struturées, reposant exlusivement sur la primitive Field de leture d'un
élément de blo Caml. Voii les diérents as de ltrage :
10. Nous simplions pour ette présentation. En réalité dans sa forme optimisée la ompilation
du ltrage de motifs manipule des arguments supplémentaires : des informations d'exhaustivité,
des ontextes de ltrage, et des informations de réupérateurs de sauts atteignables, qui visent à
éliminer les redondanes et les ineaités dans le ode produit.
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Cas de base (veteur vide) :
F((),


→ l1 : τ1
.
.
.
→ ln : τn

) = l1 : τ1
Cas variable (la première olonne de la matrie de ltrage est formée uniquement
de variables) :
F((x1 : τ
x
1 , . . . ,xm : τ
x
m),


y1 p
2
1 . . . p
m
1 → l1
.
.
.
yn p
2
n . . . p
m
n → ln

) =
F((x2 : τ
x
2 , . . . ,xm : τ
x
m),


p21 . . . p
m
1 → let y1 = x1 : τx1 in l1
.
.
.
p2n . . . p
m
n → let yn = xn : τx1 in ln

)
Le motif universel  _  rentre aussi dans e as de gure, mais n'a pas besoin
d'eetuer de liaison au moyen du let.
Cas entier (la première olonne de la matrie de ltrage est formée uniquement
d'entiers) :
F((x1 . . . xm),


i1 p
2
1 . . . p
m
1 → l1 : τ1
.
.
.
in p
2
n . . . p
m
n → ln : τn

) =

 if x1 = j1 then F(x2 . . . xm,S(j1,P → L)) else. . .
if x1 = jk then F(x2 . . . xm,S(jk,P → L)) else fail
où j1 . . . jk est l'ensemble des entiers distints présents dans la suite i1 . . . in.
La transformation S(j,P → L) onsiste à eaer les lignes dont l'entier de la
première olonne est diérent de j, et pour les autres à éliminer la première olonne
de motifs (par ailleurs les types sont préservés) :
p1i S(j,P → L)
j p2i . . . p
m
i
j′( 6= j) pas de ligne
Cas enregistrement (la première olonne de la matrie de ltrage est formée unique-
ment d'enregistrements) :
F((x1 : τ
x
1 , . . . ,xm : τ
x
m),


{x1 = q11 : τ 1, . . . ,xr = qr1 : τ r} p21 . . . pm1 → l1
.
.
.
{x1 = q1n : τ 1, . . . ,xr = qrn : τ r} p2n . . . pmn → ln

) =
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

let y1 = prim(Field0,x1 : τ
x
1 ) : τ
y
1 in
. . .
let yr = prim(Fieldr−1,x1 : τ
x
1 ) : τ
y
r in
F(y1 : τ
y
1 , . . . ,yr : τ
y
r ,x2 : τ
x
2 , . . . ,xm : τ
x
m,


q11 . . . q
r
1 p
2
1 . . . p
m
1 → l1
.
.
.
q1n . . . q
r
n p
2
n . . . p
m
n → ln

)
ave pour tout 1 ≤ i ≤ r, τ yi = τ i
Cas variant (la première olonne de la matrie de ltrage est formée uniquement de
variants) :
F((x1 : τ
x
1 , . . . ,xm : τ
x
m),


C1(q
1
1 : τ
1
1 , . . . ,q
r1
1 : τ
r1
1 ) p
2
1 . . . p
m
1 → l1
.
.
.
Cn(q
1
n : τ
1
n , . . . ,q
rn
n : τ
rn
n ) p
2
n . . . p
m
n → ln

) =


switch x1 : τ
x
1 with

c1 →
let y1 = prim(Field0,c1 ,x1 : τ
x
1 ) : τ
y
c1,1 in
. . .
let ya1 = prim(Fielda1−1,c1,x1 : τ
x
1 ) : τ
y
c1,a1
in
F((y1 : τ
y
c1,1, . . . ,ya1 : τ
y
c1,a1 ,x2 : τ
x
2 , . . . ,xm : τ
x
m),S(c1,P → L))
.
.
.
ck →
let y1 = prim(Field0,ck ,x1 : τ
x
1 ) : τ
y
ck,1
in
. . .
let yak = prim(Fieldak−1,ck,x1 : τ
x
1 ) : τ
y
ck,ak
in
F((y1 : τ
y
ck ,1
, . . . ,yak : τ
y
ck,ak
,x2 : τ
x
2 , . . . ,xm : τ
x
m),S(ck,P → L))
_→ fail
où c1 . . . ck sont les tags distints assoiés aux onstruteurs présents sur la première
olonne, et a1 . . . ak sont les arités de es onstruteurs. De plus ∀i,j τ yi,j = τ jl ave l
tel que tag(Cl) = ci.
On peut remarquer que les primitives Field sont utilisées sous leur forme éten-
due, gardant la trae du tag du onstruteur.
La transformation S(c,P → L) onsiste à eaer les lignes dont le onstruteur
de la première olonne est diérent de c, et pour les autres à réérire le motif du
onstruteur en expansant au moyen de ses arguments (par ailleurs les types sont
préservés) :
p1i S(c,P → L)
c(q1i , . . . ,q
a
i ) q
1
i . . . q
a
i p
2
i . . . p
m
i
c′(q1i , . . . ,q
a′
i ) (c
′ 6= c) pas de ligne
Notons que nous utilisons une onstrution switch qui opère sur les tags des
onstruteurs. On suppose ii pour simplier que l'on a une représentation homo-
gène des onstruteurs onstants et non onstants omme suggérée dans la setion
2.2.2.2 pour remédier au problème de retypage des types variant.
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Cas division :
Ce as onsiste à diviser vertialement la matrie de ltrage an de tomber sur
l'un des as préédents.
F((x1 . . . xm),


p11 . . . p
m
1 → l1
.
.
.
p1n . . . p
m
n → ln

) =


catch F((x1 . . . xm),


p11 . . . p
m
1 → l1
.
.
.
p1k . . . p
m
k → lk

)
with F((x1 . . . xm),


p1k+1 . . . p
m
k+1 → lk+1
.
.
.
p1n . . . p
m
n → ln

)
où k est le plus grand tel que l'un des as préédents s'applique sur la matrie
supérieure. Nous avons présenté ii e as sous sa forme la plus simple. Le ompi-
lateur Caml optimise e as en proédant à des permutations de lignes respetant
la sémantique du ltrage, et dont le but est de former des sous-matries plus grosses.
Il est faile de retrouver par reoupement les types devant déorer les strutures
de ontrle introduites par la transformation (les catch, les fail, les if et les switch).
Le point ruial est de bien typer les primitives Field et il faut pour ela analyser les
types ltrés an d'en extraire les types internes. Heureusement, les motifs eux-mêmes
ontiennent des informations de types (y ompris dans le ompilateur Caml d'ori-
gine) ar elles-i sont exploitées par l'algorithme de ltrage : par exemple lorsqu'on
ltre sur des onstruteurs d'un type variant, la onnaissane préise de la dénition
de e type permet de déterminer si le ltrage est exhaustif. De même la génération
des primitives d'aès adéquates suppose de onnaître la représentation des valeurs
ltrées dans l'environnement d'exéution Caml, e qui n'est pas donné par la syn-
taxe du ltrage mais par la dénition du type ltré. Des détails supplémentaires sur
l'implantation réelle sont donnés un peu plus loin.
Transformation du noyau du langage. La transformation P est assez élémen-
taire et repose sur F. Elle est dénie omme suit :
• P(x : τ) = x : τ
• P(let


p1= e1 : τ1
.
.
.
pn = en : τn

 in e : τ) =
P(match e1 : τ1 with p1 → . . .→ match en : τn with pn → e : τ)
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• P(n : τ) = n : τ
• P({x
1
= e1 : τ1, . . . ,xn = en : τn} : τ) = prim(Block0,P(e1 : τ1), . . . ,P(en : τn)) : τ
• P(C(e
1
: τ1, . . . ,en : τn) : τ) = prim(Blocktag(C),P(e1 : τ1), . . . ,P(en : τn)) : τ
• P(fun


p1 → e1
.
.
.
pn → en

 : τ → τ ′) =
(fun x1 : τ → P(match x1 : τ with


p1 → e1
.
.
.
pn → en

 : τ ′)) : τ → τ ′
• P(let∗


x1 = fun {. . .}
.
.
.
xn = fun {. . .}

 in e : τ) = letrec


x1 = P(fun {. . .})
.
.
.
xn = P(fun {. . .})

 in P(e :
τ)
• P(apply(e : τ,e1 : τ1, . . . ,en : τn) : τ ′) = apply(P(e : τ),P(e1 : τ1), . . . ,P(en :
τn)) : τ
′
• P(if e : τ then e1 : τ1 else e2 : τ2) = if P(e : τ) then P(e1 : τ1) else P(e2 : τ2)
• P(match e : τ with


p1 → e1
.
.
.
pn → en

 : τ ′) = let x = P(e : τ) in F((x : τ),P → L) :
τ ′
ave P → L =


p1 → P(e1 : τ ′)
.
.
.
pn → P(en : τ ′)

 (matrie de ltrage à une seule olonne).
• P(primΠ : τ1 → . . .→ τn → τr) = fun x1 : τ1 . . . xn : τn → prim(Π,x1, . . . ,xn) : τr
Commentaires sur l'implantation réelle. La présentation formelle i-dessus
rend ompte de l'essentiel de la transformation, mais il est utile de la ompléter par
quelques observations sur la transformation réelle.
Utilisation des strutures catch et fail enrihies : outre l'optimisation de la règle de
division mentionnée plus haut, l'algorithme dérit dans [35℄ utilise des strutures
catch et fail étiquetées par des entiers et permettant la transmission de valeurs :
L'algorithme dérit plus haut introduit des emboîtements de strutures catch, et
il arrive souvent en pratique qu'un éhe dans une struture catch intérieure onduit
automatiquement à un éhe dans la struture catch extérieure. L'algorithme opti-
misé réussit à déteter es as statiquement et génère un saut ourt-iruitant les
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strutures catch intermédiaires : 'est la raison des étiquettes entières.
La ompilation des motifs  ou  omportant des variables n'est pas dérite ii.
Il s'agit de traiter des motifs de la forme (l'exemple qui suit est adapté de [35℄) :
let ar2 list = math list with
| Nil -> -1
| (One x | Cons (x,_)) -> x * 2
La deuxième ation sera traitée par le as d'éhe d'une seule struture catch :
elle-i doit être apable de réupérer la valeur de x qui est transmise par les instru-
tions fail enrihies (voir par exemple la dénition de Clambda à la setion 2.1.1.4).
Cas du ltrage non-exhaustif : la ompilation de la onstrution match présentée i-
dessus ne tient pas ompte du ltrage non-exhaustif. La règle de ompilation s'érit
en réalité :
P(match e : τ with


p1 → e1
.
.
.
pn → en

 : τ ′) =
let x = P(e : τ) in catch F((x : τ),P → L) with raise(”MatchFailure”) : τ ′
Cependant nous avons exlu les exeptions de notre sous-langage formalisé.
Propagation des informations de types manquantes : l'information réupérée dans les
motifs de ltrage des variants et des enregistrements, néessaire pour typer les pri-
mitives Field engendrées n'est en réalité pas susamment préise.
En eet les types ontenus dans les motifs ne sont pas instaniés (ar e n'est
pas utile pour leur emploi dans le ompilateur Caml d'origine). Par exemple si on
onsidère l'expression suivante :
math l with [℄ -> 0 | x::_ -> x * 2
L'argument l est porteur du type exat int list mais le motif x::_ donnera les
types non instaniés α et α list à ses omposants. L'algorithme de propagation des
types de OCamIL proède à des reoupements entre les types donnés pour le veteur
argument du ltrage et les types des motifs an de reonstituer les types exats.
Nous donnons dans la suite une idée de la nature des transformations à apporter
au ode Caml d'origine an de propager l'information de types, en partiulier pour
tenir ompte de l'observation préédente.
Le module Mathing du ode soure de Caml ontient plusieurs jeux de fontions
sur haque sorte de motif, ave entre autres :
 get_args_* et mather_* qui sont responsables de l'extration du sous-motif :
par exemple un motif p = Cons(p1,p2) élément d'une matrie de ltrage P → L
peut engendrer une nouvelle matrie ltrant les sous-motifs de p et onstruite
autour de p1 et p2.
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 make_*_mathing qui eetue le passage à la ompilation aux sous-matries,
en ombinant les fontions préédentes, générant le ode Clambda qui destru-
ture l'argument ~x = (x1,x2, . . . ,xn) du ltrage à l'aide d'aesseurs et en al-
ulant la struture de gestion d'éhe loal du ltrage. Si par exemple le motif
p = Cons(p1,p2) i-dessus est amené à ltrer x2 alors le nouvel argument sera
de la forme (x1,prim(Field0,x2),prim(Field1,x2), . . . ,xn).
La version modiée du module Mathing ontenue dans OCamIL doit insérer les
bons types autour des aesseurs ompilés. Nous illustrons es modiations dans le
as des enregistrements. L'exemple suivant est diretement tiré du ode soure de
Objetive Caml :
let make_reord_mathing all_labels def = funtion
[℄ -> fatal_error "Mathing.make_reord_mathing"
| ((arg, mut) :: argl) ->
let re make_args pos =
if pos >= Array.length all_labels then argl else begin
let lbl = all_labels.(pos) in
let aess =
math lbl.lbl_repres with
Reord_regular -> Pfield lbl.lbl_pos
| Reord_float -> Pfloatfield lbl.lbl_pos in
let str =
math lbl.lbl_mut with
Immutable -> Alias
| Mutable -> StritOpt in
(Lprim(aess, [arg℄), str) :: make_args(pos + 1)
end in
let nfields = Array.length all_labels in
let def= make_default (mather_reord nfields) def in
{ases = [℄; args = make_args 0 ; default = def}
Les arguments all_labels et def sont respetivement : 1) la desription des
hamps de l'enregistrement ltré (un tableau de valeurs dérivant la struture typée
des hamps de l'enregistrement, sous forme non instaniée) et 2) une représentation
des opérations à faire en as de défaut (e que l'artile [35℄ appelle les reahable
trap handlers). Le dernier argument représente le veteur argument du mathing
~x = (x1 . . .) dont 'est la première omposante qui est ii ltrée sur un motif d'en-
registrement. On peut voir le travail de la fontion loale make_args qui remplae
x1 par la série des aès aux hamps de x1. Nous ne détaillons pas la mise à jour de
def par la fontion mather_reord.
Voii la même fontion dans les soures de OCamIL (les diérenes apparaissent en
gris) :
let make_reord_mathing all_labels (pat_type,pat_env) def = funtion
[℄ -> fatal_error "Mathing.make_reord_mathing"
| ((arg, mut) :: argl) ->
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let re make_args pos =
if pos >= Array.length all_labels then argl else begin
let lbl = all_labels.(pos) in
let (lblargs,reres) = Ctype.instane_parameterized_type
[lbl.lbl_arg℄ lbl.lbl_res in
Ctype.unify pat_env reres pat_type;
let lblarg = List.hd lblargs in (* there is exatly one *)
let aess =
math lbl.lbl_repres with
Reord_regular -> Pfield lbl.lbl_pos
| Reord_float -> Pfloatfield lbl.lbl_pos in
let str =
math lbl.lbl_mut with
Immutable -> Alias
| Mutable -> StritOpt in
let item_type = build_type_annotation lblarg pat_env in
(build_term (TypLprim(aess, [arg℄)) item_type,
str) :: make_args(pos + 1)
end in
let nfields = Array.length all_labels in
let def= make_default (mather_reord nfields) def in
{ases = [℄; args = make_args 0 ; default = def}
Dans le as de types enregistrement paramétrés, l'information ontenue dans
l'argument all_labels est générique, quand bien-même les motifs travaillent sur
une instaniation de type enregistrement. An de donner le type le plus préis
possible au résultat de la primitive d'aès sur haque hamp, nous prenons une
instane du shéma de types donné pour le type enregistrement et nous l'unions
au type lu diretement sur le motif (propagé grâe aux arguments supplémentaires
(pat_type,pat_env)). Nous réupérons une version instaniée du type de haque
étiquette que nous aolons à la primitive d'aès.
Les opérations sur les types Caml sont diretement menées à bien en exploitant à
la façon d'une API les modules du ompilateur qui servent normalement d'adjoints
au typeur, ii le module Ctype. C'est pare que dans les premières phases de la pro-
pagation de types nous sommes onduits à eetuer e genre d'opérations que nous
gardons la représentation originelle des types Caml. Une fois tous les types omplétés
et onfrontés au sein des représentations intermédiaires, nous pouvons ger es types
dans une représentation plus simple : 'est e qui se produit ave Ctypedlambda et
typeinfo.
Les types variant sont traités de manière similaire : nous proédons aussi à une
uniation entre un desripteur de types donné par l'algorithme de ltrage et le type
eetivement propagé ; il sut juste de se servir de l'information de tag de blo pour
déterminer les types arguments de haque onstruteur.
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Modules et fonteurs. Objetive Caml représente les modules omme des ta-
bleaux de valeurs (y ompris des valeurs fontionnelles) et sont ainsi ompilés vers
des blos. Les fonteurs de premier ordre sont des fontions des modules dans les
modules, les fonteurs de deuxième ordre sont des fontions des modules et des fon-
teurs de premier ordre dans les modules et ainsi de suite. Un fonteur quelonque
est don une fontion dont le type èhe a une struture arboresente quelonque
mais dont les feuilles pourront être typées par block.
Au niveau de la propagation des types, l'implantation de OCamIL hoisit de
rester générique sur les modules et les fonteurs et les type de la manière suivante :
 Les expressions de Lambda engendrées à partir du langage de modules reçoivent
le type α array.
 Les expressions fontorielles onstruites sur deux sous-expressions de types τ1
et τ2 reçoivent le type τ1 → τ2.
Nous verrons à la setion 3.1.4.2 du hapitre suivant que les limitations imposées
par le système de types CTS sur les implantations possibles des modules et des
fonteurs expliquent que nous n'ayons pas herhé davantage de préision sur les
types propagés.
2.2.3.3 Propagation des types entre Lambda et Clambda.
Le module Closure est hargé de transformer la représentation Lambda en re-
présentation CLambda par l'expliitation des blos fermetures. Dans l'optique de
la propagation de types, il est simple d'étendre ette transformation au ouple
Typedlambda/Ctypedlambda.
Durant ette transformation les types Caml sont onvertis vers la grammaire
typeinfo, plus simple, et servant d'interfae ommune aux shémas de propagation
et de reonstrution de types.
On peut dénir ette transformation sur les types Θ de la façon suivante :
 Θ(α) = obj
 Θ(τ1 → τ2) = Θ(τ1)→ Θ(τ2)
 Θ((τ1, . . . ,τn) def) dépend de la délaration de types def :
 types abstraits (def : (α1, . . . ,αn) pa) : on isole d'abord le as partiulier
Θ(int) = int et sinon Θ((τ1, . . . ,τn) def) = obj.
 types variant (def : (α1, . . . ,αn) pa = C1(τ
1
1 , . . . ,τ
n1
1 )| . . . |Ck(τ 1k , . . . ,τnkk )) :
on a le as Θ(bool) = bool et sinon Θ((τ1, . . . ,τn) def) = variantpa,dv ave
dv = (C1 : (Θ(τ
1
1 ), . . . ,Θ(τ
n1
1 )| . . . |Ck : (Θ(τ 1k ), . . . ,Θ(τnkk ))).
 types enregistrement (def : (α1, . . . ,αn) pa = {x1 : τ1, . . . ,xn : τn}) :
Θ((τ1, . . . ,τn) def) = variantpa,dr ave dr = (x1 : Θ(τ1), . . . ,xn : Θ(τn)).
La transformation Θ présentée i-dessus sur un noyau minimal s'étend naturel-
lement à l'ensemble des types Caml.
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La transformation des termes Typedlambda à Ctypedlambda est notée CE . Elle
utilise un environnement formé d'une paire (f,d) :
 f sert à remplaer les variables libres par des primitives d'aès à l'environ-
nement de la fermeture ourante. On notera f(x) = u: t où u est le terme de
Ctypedlambda réalisant l'aès.
 d est utilisé pour générer des appliations de fontions diretes en mémo-
risant des assoiations entre variables et étiquettes de fontions. On notera
d(x) = (L,e) où L est l'étiquette d'une fontion liée à la variable x et e est un
booléen qui est vrai lorsque la fontion attend un argument supplémentaire
pour gérer son environnement.
De nombreux as de la transformation sont élémentaires :
• Cf,d(n : τ) = n: Θ(τ)
• Cf,d(if l : τ then l1 : τ1 else l2 : τ2) = if Cf,d(l : τ) then Cf,d(l : τ1) else Cf,d(l : τ2)
• Cf,d(switch l : τ with


i1 → l1 : τ1
.
.
.
in → ln : τn
_→ ld : τd
) = switch Cf,d(l : τ) with


i1 →Cf,d(l1 : τ1)
.
.
.
in →Cf,d(ln : τn)
_→Cf,d(ld : τd)
• Cf,d(catchi l1 : τ1 with x1 : τx1 . . . xn : τxn → l2 : τ2) =
catchi Cf,d(l1 : τ1) with x1: Θ(τ
x
1 ), . . . ,xn: Θ(τ
x
n )→Cf,d(l2 : τ2)
• Cf,d(faili(l1 : τ1, . . . ,ln : τn)) = faili(Cf,d(l1 : τ1), . . . ,Cf,d(ln : τn))
• Cf,d(prim(Π,l1 : τ1, . . . ,ln : τn) : τ) = prim(Π,Cf,d(l1 : τ1), . . . ,Cf,d(ln : τn)): Θ(τ)
Les autres as font intervenir l'environnement :
• Cf,d(x : τ) = u: t si f(x) = u: t
• Cf,d(x : τ) = x :Θ(τ) lorsque f(x) n'est pas déni.
• Cf,d((let x = l1 : τ1 in l2 : τ2) : τ) = let x =Cf,d(l1 : τ1) in Cf,d′(l2 : τ2): Θ(τ)
ave :
 d′ étend d en posant d′(x) = L dans le as où Cf,d(l1 : τ1) = closure(L, . . .)
 d′ = d sinon
• Cf,d(fun x1 : τ1 . . . xn : τn → l : τ) =
closure
(
L,a,x1: Θ(τ1). . .xn: Θ(τn),env
∗: clos,
Cf ′,d(l : τ)
)
(Cf,d(y1 : τ
y
1 ), . . . ,Cf,d(ym : τ
y
m))

 : Θ(τ1 → . . .→ τn → τ)
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où
 L est une étiquette unique attribuée à la fontion (on suppose l'existene d'un
tel générateur d'étiquettes).
 y1, . . . ,ym sont les variables libres dans le orps l de la fontion.
 f ′ étend f en ajoutant les assoiations : yi → prim(Fieldpi ,env: clos) pour
1 ≤ i ≤ m (haque pi désigne la position du i-ème hamp de l'environnement
de la fermeture, ette position est alulée de par la onnaissane exate de la
représentation des fermetures dans l'environnement d'exéution Caml).
 L'argument supplémentaire env n'est présent que si les variables libres existent 11.
• Cf,d(letrec


xf1 = fun x
1
1 : τ
1
1 . . . x
n1
1 : τ
n1
1 → l1 : τ1
.
.
.
xfp = fun x
1
p : τ
1
p . . . x
np
p : τ
np
p → lp : τp

 in l : τ) =
let s =
closure


L1,a1,x
1
1: Θ(τ
1
1 ). . .x
n1
1 : Θ(τ
n1
1 ),e
∗: sclos,Cf ′
1
,d(l1 : τ1)
.
.
.
Lp,ap,x
1
p: Θ(τ
1
p ). . .x
np
p : Θ(τ
np
p ),e∗: sclos,Cf ′p,d(lp : τp)


(Cf,d(y1 : τ
y
1 ), . . . ,Cf,d(ym : τ
y
m))
: sclos in
let xf1 = offseto1(s): Θ(τ
1
1 → . . .→ τn11 → τ1) in
. . .
let xfp = offsetop(s): Θ(τ
1
p → . . .→ τnpp → τp) in Cf,d(l : τ)
où
 L1, . . . ,Lp sont des étiquettes uniques attribuées aux fontions.
 y1, . . . ,ym est l'ensemble des variables qui sont libres dans le orps d'au moins
une fontion (mais sans inlure xf1 , . . . ,x
f
p).
 pour tout 1 ≤ i ≤ m, pi désigne la position du i-ème hamp de l'environnement
de la fermeture partagée.
 pour tout 1 ≤ i ≤ p, oi désigne la position du i-ème pointeur de fontion dans
la fermeture partagée.
 pour tout 1 ≤ j ≤ p, f ′j est formé à partir de f en ajoutant les assoiations :
 yi → prim(Fieldpi−oj,e: sclos) pour 1 ≤ i ≤ m
 xfi → offsetoi−oj(e): Θ(τ 1i → . . .→ τnii → τi) pour 1 ≤ i ≤ p
 L'argument supplémentaire e n'est présent que si les variables libres existent 11.
• Cf,d(apply(l : τ,l1 : τ1, . . . ,ln : τn)) = (as général)
Gapply(Cf,d(l : τ),Cf,d(l1 : τ1), . . . ,Cf,d(ln : τn))
11. En réalité il est un as où les variables libres existent mais l'argument supplémentaire n'est pas
engendré par le ompilateur Caml : 'est lorsque es variables sont toutes des fontions qui ne sont
utilisées que dans le adre d'appliations diretes qui à leur tour ne néessitent pas d'environnement
(ar alors seules les étiquettes de es fontions sont utilisées et les variables disparaissent).
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sauf si a ≤ n et que l'on a soit :
 Cf,d(l : τ) = closure(L,a, . . .) ou bien :
 l est une variable x et d(x) est déni et vaut d(x) = (L,e).
Dans es as on a :
• (a = n) Cf,d(apply(l : τ,l1 : τ1, . . . ,ln : τn)) ={
Dapply(L,Cf,d(l1 : τ1), . . . ,Cf,d(ln : τn)) si e est faux
Dapply(L,Cf,d(l1 : τ1), . . . ,Cf,d(ln : τn),Cf,d(l : τ)) si e est vrai
• (a < n)
Cf,d(apply(l : τ,l1 : τ1, . . . ,ln : τn)) = Gapply(u,Cf,d(la+1 : τa+1), . . . ,Cf,d(ln : τn))
où
u =
{
Dapply(L,Cf,d(l1 : τ1), . . . ,Cf,d(la : τa)) si e est faux
Dapply(L,Cf,d(l1 : τ1), . . . ,Cf,d(la : τa),Cf,d(l : τ)) si e est vrai
2.2.4 Gestion des dénitions et des référenes de types nom-
més
Réupération des dénitions de types et hemins de types. Les types nom-
més dénis dans une unité de ompilation ne trouvent pas ého dans les représen-
tations intermédiaires : d'une part il n'y a pas de ode engendré pour les dénitions
de types et d'autre part les types nommés qui déorent les langages intermédiaires
introduits par OCamIL ne sont pas en parfaire orrespondane ave les types dénis
(on peut avoir des référenes vers des types dénis dans une unité de ompilation
externe et inversement les types dénis dans une unité de ompilation peuvent ne
pas être utilisés dans elle-i).
Le ompilateur OCamIL doit ependant onnaître les types variants et enregis-
trements dénis dans une unité de ompilation an de pouvoir engendrer les lasses
CTS qui vont leur servir d'implantation.
Il nous a fallu pour ela intervenir sur le module Typemod du typeur Caml qui
s'oupe des modules et signatures de modules. Celui-i traite tous les as de la gram-
maire de signatures de modules, dont la délaration de types fait partie. Lorsqu'une
dénition de variants et d'enregistrements est renontrée, nous stokons la délara-
tion dans une table amil_typedels. L'information omplète qu'il faut réupérer
pour haque type omporte :
 la dénition elle-même,
 l'espae de nom absolu dans lequel le type est délaré.
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Cette dernière information est néessaire pour ne pas onfondre des types ho-
monymes dénis dans des modules diérents. Nous la onstituons en gardant la
trae des modules ouverts ou refermés dans une variable globale du même module
Typemod : pour haque onstrution module M = strut S end analysée, la stru-
ture S est traitée dans un ontexte où le hemin ourant est rallongé par le nom de
module M.
La table amil_typedels implante l'assoiation entre les hemins de types
absolus et leur dénition préise.
Chemins de types dans les référenes. La transformation Θ qui fait passer
des expressions de types Caml à la grammaire typeinfo est dans la pratique plus
omplexe sur les types nommés que e qui a été présenté plus haut.
Le problème vient du fait que les référenes aux types nommés qui se trouvent
dans l'arbre de syntaxe typé Typedtree ne ontiennent pas diretement le hemin
de types absolu (et il a don ambiguïté pour des types homonymes délarés dans
des modules distints).
Les référenes de types ontenues dans Typedtree sont de deux types :
 Externe : la référene est faite à un type déni dans un autre module physique
(un hier d'implantation ou d'interfae diérent de l'unité de ompilation
ourante). Dans e as le hemin de types est absolu et identie sans ambiguïté
le type référené.
 Interne : la référene onerne un type déni dans la même unité de ompi-
lation. Il n'y a alors pas moyen de savoir si le hemin de types est exprimé
de manière absolue par rapport à la raine de l'unité de ompilation ou bien
relative au site porteur de la référene.
Le problème est don de pouvoir identier de manière univoque les types ré-
férenés dans le as interne an de les transformer en référenes de lasse CTS
appropriées.
Nous n'avons pas trouvé le moyen d'exploiter le ontexte de typage pour réu-
pérer l'information manquante. Pour y remédier nous avons enrihi les annotations
de types Caml dans le langage Typedlambda en spéiant le ontexte d'imbriation
de modules ('est-à-dire l'espae de noms absolu) qui est atif pour haque n÷ud
de l'arbre Typedlambda. Ces informations sont reoupées ave les hemins stokés
dans la table amil_typedels (voir plus haut) des types délarés dans l'unité de
ompilation ourante.
L'espae de noms ourant est maintenu dans une variable globale du module
Translmod, qui au sein de la transformation de TypedTree vers Lambda, se harge
spéiquement du langage de modules. Lors de la traversée de sous-modules, le he-
min ontenu dans ette variable globale est allongé ou raouri. Toute génération
d'expression Typedlambda utilise ette variable globale pour insérer l'espae de noms
atuel dans l'annotation de type enrihie.
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La phase de reoupement des informations onsiste à identier la référene de
type loale dans l'arbre des types délarés, stoké dans la table amil_typedels, en
ommençant la reherhe à partir du n÷ud identié par l'espae de nom ontextuel.
Plus onrètement, lorsqu'on a une référene de type de la formeM1.M2. · · · .Mn.t
qui annote un terme de Typedlambda dont l'espae de nom ontextuel (toujours
absolu) est N1. · · · .Np, on va ommener par herher le type t dans l'arboresene
des types délarés par l'unité de ompilation (table amil_typedels) au niveau
du sous-module N1. · · · .Np.M1.M2. · · · .Mn. En as d'éhe, on herhe au niveau de
N1. · · · .Np−1.M1.M2. · · · .Mn, et ainsi de suite jusqu'à trouver la référene absolue
du type t, qui sera renvoyée par la transformation Θ.
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Chapitre 3
Représentations des données et
émission de ode
Ce hapitre s'intéresse au bak-end du ompilateur OCamIL : le hoix des repré-
sentations et la prodution de ode.
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3.1 Choix de représentations
Nous présentons les hoix de représentations des valeurs qui ont été retenus dans
l'implantation de OCamIL, dans les adres respetifs de la reonstrution et de la
propagation de types.
3.1.1 Représentation élémentaire des valeurs Caml (reons-
trution de types)
Lorsque OCamIL fontionne en mode reonstrution de types, les représentations
possibles sont relativement élémentaires mais servent de base aux représentation plus
sophistiquées autorisées par une propagation omplète des informations de typage.
3.1.1.1 Types de base
Généralité : utilisation des types valeurs du CTS. Pour quels types Caml
peut-on utiliser un type valeur? Les types valeur sont munis d'une sémantique de
opie (passage par valeur), il faut don que les types Caml qu'ils inarnent pré-
sentent la même sémantique. Cela s'applique aux types Caml non mutables et dont
la omparaison physique repose sur la valeur. C'est typiquement le as des types de
base (non struturés) qui, à l'exeption de string
1
, sont non mutables : int, float,
har, bool, int32, int64, native int et unit. Ce qui ompte ii n'est pas tant
leur représentation dans l'environnement d'exéution Caml omme entiers ou blos,
mais leur sémantique.
L'intérêt est que bon nombre de types valeur sont diretement exploitables par le
jeu d'instrutions de la mahine virtuelle : par exemple les instrutions arithmétiques
portent sur les types numériques du CTS qui sont tous des types valeur. Il faut
toutefois garder à l'esprit que les types valeur ne peuvent pas être utilisés dans
n'importe quel ontexte et qu'il faudra avoir régulièrement reours à des opérations
de (dés)enapsulation.
Représentation des types de base. Le CTS dispose d'une palette de types
susamment omplète pour prendre en harge tous les types de base de Caml. Le
problème vient uniquement du manque d'information sur les types dans l'approhe
par reonstrution, qui ne permet pas toujours d'utiliser les représentations les plus
adaptées.
Le tableau suivant donne les orrespondanes possibles entre types de base Caml
et types CTS :
1. En hoisissant de onserver le aratère mutable de string, e type ne pourra être implanté
qu'au moyen d'un type référene.
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Caml int native int int32 int64 bool
CTS IntPtr IntPtr int32 int64 bool
int32/int64 int8
identique à int
Caml oat unit har string
CTS oat64 objet (null) har string
oat32 void int8 System.Text.StringBuilder
type entier (0) int16 har[℄
. . . identique à int int8[℄, int16[℄,IntPtr[℄
Ce tableau général est à mettre en orrespondane ave la reonstrution ee-
tive des types Caml dans le langage typeinfo :
Caml int native int int32 int64 bool
typeinfo TIint TInint TIint32 TIint64 TIint
Caml oat unit har string
typeinfo TIfloat TIunit/TIvoid TIint TIstring
Toutes les possibilités d'implantations ne seront pas autorisées en pratique puisque
l'information ontenue dans typeinfo est approximative.
Entiers. En e qui onerne le type int, il n'y a pas à nos yeux de réel intérêt à
onserver sa taille inhabituelle, qui est la onséquene d'un hoix de représentation
dans l'environnement de Caml. Deux hoix possibles s'orent alors à nous : utiliser
le type IntPtr ou bien diretement le type int32 (sur une arhiteture 32 bits, et
int64 sur une arhiteture 64 bits). La première option a le mérite d'une portabilité
totale, alors que la deuxième onduit à un ode-otet diérent suivant l'arhiteture
ible. Les tests de performanes que nous avons réalisé sur l'ensemble des primitives
entières donnent les mêmes résultats sur les deux représentations (e qui est normal
en raison de la ompilation JIT systématique qui va produire le même ode in ne
sur une arhiteture donnée).
Cependant le type IntPtr est dans les faits assez peu utilisé, et en partiulier le
langage C# ne propose pas de type intégral orrespondant à IntPtr : elui-i n'est
utilisable que par le biais de son type référene, qui n'est pas lié aux diérentes pri-
mitives (arithmétiques ou autres) opérant sur ses valeurs dans le jeu d'instrutions
de CIL. Un argument d'interopérabilité (onsidérant que C# est le plus gros fournis-
seur de omposants .NET) nous a alors onduit à privilégier la deuxième possibilité
dans l'implantation atuelle du ompilateur OCamIL. De plus le programmeur dé-
sirant avoir la garantie de la taille de ses types entiers sur toutes les plates-formes
peut toujours utiliser les entiers  spéiaux  que sont native int, int32 et int64.
Les entiers  spéiaux  de Caml quant à eux sont diretement implantés par les
types orrespondants IntPtr, int32 et int64.
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Booléens. Les booléens peuvent être représentés au moyen de bool, de int8 (qui
est en interne au CTS le type supportant l'énumération dénie par bool) ou enore
de la même représentation que elle hoisie pour les entiers Caml. Dans le adre de
la reonstrution des types, nous devons hoisir ette dernière possibilité, ar il n'est
pas toujours possible de distinguer les booléens des entiers.
Flottants. Les ottants Caml sont 64 bits, e qui dans de nombreux langages (C,
Java. . . ) orrespond au type double (soit float64 dans le CTS) et non pas float
(float32 dans le CTS).
Unit. Le type unit a ela de partiulier que son unique valeur () n'est presque
jamais exploitée omme une valeur. Si dans l'environnement d'exéution de Caml la
valeur () est représentée par l'entier 0 (e qui est onforme ave l'implantation des
types variants), on a le hoix ave le CTS d'utiliser une valeur prédénie d'un type
référene (naturellement la valeur null, qui sied à n'importe quel type référene) ou
enore pas de valeur du tout (void). Nous avons hoisi de représenter unit au moyen
de null et void en fontion du ontexte, la représentation hoisie étant déterminée
par la valeur TIunit ou TIvoid qui parvient au bak-end du ompilateur.
En e qui onerne la distintion TIunit/TIvoid, notre politique est la suivante :
TIvoid est un type indiquant qu'il n'y aura pas de valeur empilée (selon le dispositif
dérit à la setion 1.3.2.1) lors de l'évaluation de l'expression orrespondante, alors
que TIunit indique la présene d'une valeur (représentée par null à l'exéution).
Par exemple :
 Les arguments de type unit d'une fontion sont toujours déorés par TIunit
an de gérer simplement l'appliation partielle.
 Une expression for ou while est déorée par TIvoid.
Si une onfrontation TIunit/TIvoid se produit, elle est résolue statiquement : de
TIunit vers TIvoid on émet une instrution pop et de TIvoid vers TIunit une
instrution ldnull (qui plae la valeur null sur la pile).
Caratères et haînes de aratères. Les aratères Caml sont 8 bits et uti-
lisent un enodage iso-8859-1 (latin1) alors que les aratères du CTS utilisent 16
bits haun à l'enodage UTF-16 d'uniode. D'autre part, tout en ayant seulement 8
bits signiatifs, les aratères Caml sont représentés par des entiers mahine (don
au minimum 32 bits) lorsqu'ils sont isolés, mais oupent exatement 8 bits au sein
d'une haîne de aratères (formées d'un blo spéial regroupant les aratères de
manière ompate).
Pour l'implantation OCamIL, doit-on déider de oller à la représentation Caml,
qui suggère d'utiliser int8 ou int32/int64, ou bien de se rapproher de la représen-
tation naturelle dans le CTS (har, ou int16)? Dans le adre de la reonstrution
de types, les aratères sont parfois indistinguables des entiers Caml, e qui nous
fore à hoisir la représentation int32/int64.
Le même problème se pose pour les haînes de aratères, faut-il utiliser le type
string natif de la plate-forme .NET ou alors des tableaux omme int8[℄, int16[℄
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ou IntPtr[℄? Cette fois, il n'y a pas de problème lié à la reonstrution du type
string, qui a une représentation bien séparée des autres types Caml grâe à l'emploi
d'un blo muni d'un tag spéial. Les premières options de représentation nous pa-
raissent maladroites et nous préférons un type naturel dans le CTS, omme string,
har[℄ ou StringBuilder.
Il faut maintenant avoir à l'esprit que les haînes de aratères sont mutables
en Caml alors que le type string ne l'est pas. Si F# a hoisi d'utiliser e type
par soui d'eaité, OCamIL quant à lui préfère en standard préserver les ara-
téristiques des haînes Caml. Cela ne laisse que deux options : la lasse standard
StringBuilder qui propose des haînes mutables, ou bien diretement les tableaux
de aratères har[℄. S'il est plus simple d'utiliser la lasse StringBuilder, qui pro-
pose de nombreuses méthodes de manipulation de haînes, les tests de performane
de la setion 6.1.2.2 sont à l'avantage de har[℄, que nous hoisissons nalement.
Les options retenues sont résumées sur le tableau suivant :
Caml int native int int32 int64 bool oat unit har string
CTS int32/64 IntPtr int32 int64 int32/64 oat64 null int32/64 har[℄
void
Remarque : des options en ligne de ommande du ompilateur OCamIL permettent
de hoisir d'autres représentations des haînes de aratères, à savoir StringBuilder
et string. Des tests omparatifs de performanes sont donnés aux setions 6.1.2.2
et 6.2.2.2.
3.1.1.2 Types algébriques
Les valeurs struturées que sont les n-uplets, les tableaux, les variants et les en-
registrements, posent le problème de la représentation de données agrégées, qui sont
hétérogènes dans la plupart des as. Objetive Caml fait une utilisation intensive des
blos ar ils peuvent ontenir des données hétérogènes en évitant souvent la pénalité
des enapsulations. La représentation équivalente dans le CTS est le tableau d'ob-
jets objet[℄. Moyennant l'enapsulation de ertains types, elle jouit de la même
universalité mais entraîne des oûts assez lourds.
Dans le adre de la reonstrution de types, seule la valeur TIblok de typeinfo
est utilisée. Nous représentons elle-i au moyen de tableau d'objets objet[℄. Plus
préisément, un blo de tag t et ontenant n valeurs est implanté au moyen d'un
tableau de taille n+1, où le tag est stoké à la n du tableau. Ce hoix rend oûteux
l'exploitation du tag (puisqu'il faut aluler la longueur du tableau avant de pouvoir
y aéder) mais en ontrepartie simplie la ompilation des diérentes expressions
qui manipulent les blos puisqu'on n'a pas besoin d'introduire de déalage sur les
primitives d'aès aux hamps.
La représentation par tableaux d'objets est universelle et très rapide à mettre
en ÷uvre. Elle est bien sûr très peu optimale puisqu'elle provoque de nombreuses
opérations d'enapsulation et de désenapsulation des types valeur. En l'absene
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d'informations de types détaillées 'est ependant la seule représentation possible qui
garantisse une génération de ode exempte d'erreur, pare qu'elle est extrêmement
prohe de la représentation des blos dans l'environnement d'exéution standard de
Caml.
3.1.1.3 Classes et objets Objetive Caml.
Il est tentant de reproduire une hiérarhie de lasses Objetive Caml au moyen
de lasses du CTS. Cependant, ette voie est très ompliquée à mettre en ÷uvre
pour les raisons suivantes :
 les deux modèles objet mis en jeu sont radialement diérents (voir à e sujet
la setion 4.2.1.1),
 la représentation interne des objets dans le ode intermédiaire Objetive Caml
repose sur des strutures plus bas niveau ; les objets et les lasses sont dire-
tement implantés au moyen de blos de hamps et de fontions si bien qu'il
est diile pour un bak-end de retrouver la logique de la programmation ob-
jet au simple examen des langages intermédiaires. Par exemple le méanisme
de liaison tardive n'est pas pris en harge par la mahine virtuelle de Caml et
se retrouve être implanté diretement dans le ode engendré par le ompilateur.
Dans e ontexte il est diile de proter des lasses CTS autrement que omme
de simples strutures et il est impossible d'exploiter la liaison tardive de la plate-
forme ible. Nous nous sommes ontentés dans l'implantation de OCamIL de om-
piler diretement le ode produit de manière habituelle par le ompilateur Caml, si
bien qu'auun arrangement partiulier n'est néessaire pour la prise en harge des
objets dans la ompilation par reonstrution de types : dans e adre le ompilateur
OCamIL n'a même auun moyen de savoir qu'il ompile des objets Caml.
3.1.2 Représentation ne des valeurs Caml (propagation de
types)
3.1.2.1 Types de base
Reprenons le tableau des orrespondanes possibles entre types de base Caml et
types CTS :
Caml int native int int32 int64 bool
CTS IntPtr IntPtr int32 int64 bool
int32/int64 int8
identique à int
Caml oat unit har string
CTS oat64 objet (null) har string
oat32 void int8 System.Text.StringBuilder
type entier (0) int16 har[℄
. . . identique à int int8[℄, int16[℄,IntPtr[℄
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Dans le adre de la propagation de types, le langage typeinfo n'introduit pas
d'approximation sur les types de base, laissant leur hane à toutes les possibilités :
Caml int native int int32 int64 bool
typeinfo TIint TInint TIint32 TIint64 TIbool
Caml oat unit har string
typeinfo TIfloat TIunit/TIvoid TIhar TIstring
Types inhangés. Comme on peut le voir sur le tableau préédent, le gain d'in-
formation obtenu par rapport à la version par reonstrution de types se situe au
niveau des types bool et har. Pour tous les autres types de base, l'information est
la même : ainsi nous onservons les hoix préédents pour tous les types d'entiers
Caml (int, native int, int32 et int64), ainsi que les ottants, et unit.
Booléens. Il est possible de hoisir une représentation plus adéquate des booléens,
qui sont dans le adre de la propagation de types, distinguables des entiers Caml.
Nous optons pour le type bool, qui sans induire de dégradation de performanes, a
le mérite d'une lisibilité optimale.
Caratères et haînes de aratères. Les limitations imposées par la reons-
trution de types n'ont désormais plus ours : il nous faut reprendre la disussion sur
la représentation des aratères. Rappelons que l'on peut soit utiliser une représenta-
tion semblable à elle de l'environnement d'exéution Caml (int8 ou int32/int64)
ou bien une représentation plus naturelle dans le CTS (har, ou int16).
Pour des questions d'eaité d'implantation des primitives de manipulation de
haînes ainsi que d'interopérabilité (toutes les implantations .NET renontrées re-
posent sur les aratères 16 bits du CTS), nous préférons la deuxième option, à base
de har. Les aratères Caml sur 8 bits peuvent de toute manière tenir sur 16 bits,
en aeptant de gaspiller un peu de mémoire.
En e qui onerne les haînes de aratères nous onservons le hoix fait pré-
édemment, à savoir har[℄, qui est enore plus naturel lorsqu'on représente les
aratères par le type har. Il est toujours possible de tester les représentations à
base de string (plus eaes mais non mutables) ou de StringBuilder à l'aide
d'une option en ligne de ommande du ompilateur OCamIL. On pourra se référer
à la setion 6.1.2.2 pour omparer les performanes respetives de es alternatives.
Se pose le problème de savoir si on doit simuler le omportement des haînes 8
bits de Caml (utilisant l'enodage iso-8859-1). La seule onséquene
2
de e hoix se
situe au niveau de la sérialisation des haînes de aratères : si on simule les haînes
iso-8859-1 dans OCamIL ela failite la sérialisation de données entre programmes
2. Il y a aussi ertaines optimisations dans le ode de Caml qui reposent impliitement sur
une implantation partiulière des haînes de aratères : 'est le as des analyseurs lexiaux et
syntaxiques de Caml qui utilisent des tampons 8 bits en interne et qu'il faut don retouher pour
OCamIL.
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ompilés par les deux versions du ompilateur. Il est possible de fournir un environ-
nement d'exéution OCamIL alternatif qui tient ompte de ette ontrainte mais e
n'est pas l'environnement standard retenu pour OCamIL. L'interopérabilité ave les
autres langages .NET et la plus grande ambition du standard uniode ont motivé e
hoix : 'est désormais la norme dans l'industrie des langages et nous espérons qu'à
terme l'implantation standard de Caml adoptera ette représentation.
Les options retenues sont résumées sur le tableau suivant :
Caml int native int int32 int64 bool oat unit har string
CTS int32/64 IntPtr int32 int64 bool oat64 null har har[℄
void
3.1.2.2 Types algébriques
Grâe à la propagation de types, nous avons à notre disposition toute l'étendue de
la grammaire typeinfo, et il n'est plus obligatoire de représenter tous les blos sous
la forme de tableaux d'objets. Toutefois, malgré ses inonvénients, le type objet[℄
nous servira de représentation refuge, quand il n'existera pas d'autre solution.
De nombreuses possibilités s'orent à nous, mais nous devons tenir ompte des
quelques prinipes suivants : les représentations hoisies devront être eaes (tout
en restant dans l'optique de produire du ode géré) mais aussi susamment standard
pour être exploitables dans le adre de l'interopération; de plus une bonne lisibilité
des strutures retenues est utile pour utilisation en débogage (inspetion direte des
valeurs par exemple). D'autre part il faut garder à l'esprit que des types Caml sans
dénition ne pourront être représentés par des types CTS utilisateurs (nous avons
disuté des ontraintes de la ompilation séparée dans la setion 2.1.2.1).
Types enregistrement. Les enregistrements sont entièrement déterminés par
leur dénition. Nous hoisissons de les implanter au moyen de lasses dont les hamps
reproduisent les hamps des enregistrements (à la fois par leur nom et leur type).
Dans le as d'un enregistrement paramétrique, haque instane de variable de type
est remplaée par le type multi-usage objet. Le module omportant la dénition
de type provoque la génération d'une dénition de type CTS (voir la setion 3.2.1),
qui hérite de la lasse CamIL.Reord (dénie dans le runtime OCamIL) servant de
lasse mère à tous les enregistrements. Cette lasse dénit, outre un onstruteur
par défaut, quatre méthodes virtuelles d'instane :
 int32 ompare(CamIL.Reord) et bool equals(CamIL.Reord) sont utili-
sées par les fontions de omparaison polymorphes,
 CamIL.Reord dupliate() est utilisée à l'exéution pour la opie d'enregis-
trements (an d'implanter le mot-lé with par exemple),
 int32 hashode() est appelée par les routines du module Hashtbl.
L'implantation de es méthodes dans haque type enregistrement reproduit au
mieux le omportement de Caml (en s'inspirant du ode C qui supporte les fon-
tions orrespondantes sur les blos dans l'environnement d'exéution standard). Par
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exemple :
Type Caml Type CTS
type people = {name:string; age:int} lass people extends CamIL.Reord {
har[℄ name;
int32 age;
implantations méthodes virtuelles
}
type 'a label = {lbl:string; v:'a} lass label extends CamIL.Reord {
har[℄ lbl;
objet v;
implantations méthodes virtuelles
}
Le hoix d'un type référene est en ligne ave la sémantique de Caml, dont le
runtime représente les enregistrements par des blos soumis au réupérateur automa-
tique de mémoire. Cela permet également l'implantation aisée des enregistrements
mutables et une représentation homogène des strutures réursives.
Types variant. Il faut ii distinguer les types variant, omplètement déterminés
lors de leur dénition, des types variant polymorphes. Ces derniers ne peuvent faire
l'objet d'une implantation au moyen d'un type utilisateur et 'est pourquoi nous
utilisons pour eux la représentation refuge objet[℄ des tableaux d'objets.
Intéressons-nous aux variants simples : nous les implantons au moyens de lasses
héritant de CamIL.Variant dénie dans le runtime OCamIL. Nous voyons les va-
riants omme une famille prédéterminée d'enregistrements (disriminés entre eux
par un hamp de tag) et dont les noms de hamps ne sont pas dénissables par
l'utilisateur (et qui seront nommés onventionnellement x0, x1 et ainsi de suite). La
lasse CamIL.Variant introduit :
 Un hamp tag de type int32.
 Des méthodes virtuelles d'instane ompare, equals et hashode analogues à
elles des enregistrements. En partiulier les deux méthodes de omparaison
supposent de travailler sur deux instanes de même tag du type variant.
 Des méthodes d'instane vompare et vequals qui eetuent d'abord une om-
paraison générique basée sur le tag des deux instanes à omparer, puis en as
d'égalité, délèguent aux méthodes de omparaison préédentes.
 Un onstruteur prenant en argument le tag de l'instane à onstruire (passée
omme un entier int32).
Si on prend l'exemple du type :
type 'a partialtree =
| DeadEnd
| Leaf of 'a
| Node of 'a partialtree * 'a partialtree
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alors le ompilateur génère les lasses omme sur la gure 3.1, possédant les hamps
suivants :
Classe Tag Champs
partialtree abstraite : auun hamp; pas de tag ni de onstruteur
DeadEnd_OF_partialtree 0 auun
Leaf_OF_partialtree 1 x0:objet
Node_OF_partialtree 2 x0:partialtree et x1:partialtree
DeadEnd_OF_partialtree Leaf_OF_partialtree Node_OF_partialtree
CamIL.Variant
partialtree
Fig. 3.1  Un exemple du type variant 'a partialtree
L'utilisation d'un nom de la forme onstruteur_OF_type-variant permet de re-
porter les problèmes de onits de noms potentiels au niveau des types délarés par
Caml eux-mêmes, qui sont uniques dans un module (voir la setion 3.1.4).
Remarques:
 Il n'est pas obligatoire de dénir un type orrespondant au type variant au
dessus des types mis en plae pour les diérentes alternatives du variant
(omme la lasse partialtree i-dessus), ar il n'a rien à introduire de plus
que CamIL.Variant. Cependant l'intérêt réside dans la lisibilité du ode pour
le débogage, puisqu'un emplaement mémoire tel qu'un argument de fontion
pourrait reevoir e type plus préis que CamIL.Variant. L'apparente indire-
tion supplémentaire lors de la résolution de la liaison tardive vers les méthodes
de CamIL.Variant peut être levée en ayant reours à des appels non virtuels.
 Nous utilisons toujours la même optimisation que dans le adre de la reons-
trution de types, à savoir de représenter les variants formés uniquement de
onstruteurs onstants au moyen d'entiers. Une nouveauté ii est de pouvoir
dénir un type énumération basé sur les entiers, et dont les alternatives re-
çoivent les noms donnés au niveau de la dénition Caml. L'intérêt ne réside
ii enore que dans la lisibilité des représentations, et il faut évaluer l'impat
sur les performanes de e hoix.
Les variants introduits par le noyau du langage Caml (tels que les types option et
list) sont ompilés suivant le même proessus que les variants délarés par du ode
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utilisateur. Le langage de types typeinfo les distingue an d'autoriser des représen-
tations alternatives et plus optimisées pour es types très utilisés. Il est par exemple
possible d'utiliser pour les listes des implantations natives de l'environnement .NET
même si e n'est pas le as atuellement dans le prototype du ompilateur OCamIL.
Tableaux. Remarquons que les représentations intermédiaires de OCamIL pro-
pagent une information omplète sur le type des tableaux puisque la desription
TIarray de typeinfo prend en argument le type des éléments des tableaux. Peut-
on alors faire mieux que la représentation passe-partout objet[℄ et utiliser des re-
présentations plus typées (omme int[℄, float[℄ et. . . ) pour des tableaux moins
génériques? On serait alors plus prohe de l'implantation standard de Caml qui a
des représentations adaptées pour les tableaux de ottants, mais aussi naturellement
pour les tableaux d'entiers par le biais de la représentation ave tag. On pourrait
obtenir un gain d'eaité important en éliminant des opérations d'enapsulation
et de désenapsulation autour des aès aux éléments des tableaux, mais puisque
OCamIL ne monomorphise pas les fontions polymorphes, il faut utiliser une in-
terfae générique masquant les implantations spéialisées des tableaux. L'emploi de
System.Array (sur-type de tous les tableaux possibles) n'est pas idéal ar l'aès
aux éléments d'une valeur de e type ne se fait plus diretement au moyen d'instru-
tions CIL mais via l'appel de méthodes GetValue et SetValue, qui s'avèrent plus
oûteuses. D'autre part l'utilisation d'une interfae partiulière à OCamIL assoiée
à des implantations spéialisées onduirait à une représentation non-standard des
tableaux, e qui limite l'interopérabilité.
Compte tenu des inonvénients préédents, la version atuelle du ompilateur
OCamIL utilise la représentation générique sous forme de tableaux d'objets objet[℄
(mais la ase additionnelle réservée pour le tag des blos génériques est supprimée, e
qui permet d'avoir une struture standard de la bonne longueur, diretement adaptée
à l'interopérabilité). L'amélioration envisagée dans le futur pour la représentation
des tableaux (et qui est aussi valable pour les n-uplets) passe par l'exploitation des
Generis.
Implantation du module Obj. Le module Obj, introduit dans la bibliothèque
standard mais non doumenté, pose un nouveau dé à la représentation des valeurs.
Ce module permet de jouer sur les représentations mémoire des valeurs Caml en
ontournant le système de types. Cela permet des optimisations dangereuses mais
parfois très utiles : la bibliothèque standard de Caml y a elle-même reours à de
nombreuses reprises.
Il est possible d'émuler parfaitement le module Obj uniquement lorsque la re-
présentation des blos est uniforme, e qui esse d'être le as quand on herhe à
optimiser les représentations dans le CTS. Certaines opérations restent possibles
(omme elles qui inspetent les blos) mais toute opération visant à muter une
valeur en mémoire et ayant pour eet de modier le type de sa représentation est
hors de portée.
Le module est maintenu dans la bibliothèque de OCamIL ar ertaines opérations
ontinuent à fontionner : inspetion de blo (supposant d'ailleurs que le ode réalise
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dynamiquement un test de type sur la valeur inspetée an de branher sur l'opé-
ration adéquate dans le monde .NET) et transtypage  sauvage  via Obj.magi
dans ertains as simples (où on a reours à objet omme type transitoire). Ce-
pendant l'utilisation de e module reste fortement déonseillée et peut onduire le
ompilateur à générer du ode inorret.
3.1.2.3 Classes et objets Objetive Caml.
Dans le adre de la propagation de types, la ompilation des lasses et objets
n'est guère diérente de la ompilation ave reonstrution de types. Les diultés
à faire rentrer le modèle objet original de Objetive Caml dans elui plus lassique
du CTS sont toujours présentes. Au niveau de l'implantation, nous devons veiller
à propager orretement les types lasses et objets sous forme de types struturés
(enregistrements ou tableaux d'objet).
3.1.3 Appliation et strutures de ontrle
Déider de l'implantation des strutures de ontrle est indissoiable de la repré-
sentation des valeurs puisque ertains types de Caml, tels que les types èhes et le
type exeption, sont au ÷ur même des méanismes de ontrle. De plus les hoix
de représentation des diérentes strutures de ontrle a un impat déisif sur les
performanes du ode engendré.
3.1.3.1 Fermetures et appliation
Nous détaillons ii la représentation des fermetures, des fermetures partagées,
ainsi que la réalisation de l'appliation et de l'appliation partielle.
Fermetures : représentation, réation et appliation. L'environnement d'exé-
ution de Caml utilise des blos pour représenter les fermetures, alors que pour OCa-
mIL nous utilisons des lasses du CTS.
Partons de l'exemple suivant :
let fun d =
let re fre x y =
if x <= 0 then y else x * (fre (x - d) (y + 1))
in fre
Les lasses utilisées par OCamIL suivent le diagramme d'héritage de la gure 3.2.
Pour haque fermeture syntaxique dans le ode soure d'un programme Caml
(e qui exlut don les fermetures onstruites dynamiquement du fait de l'appli-
ation partielle, voir la setion 2.1.1.2), omme i-dessus fun et fre, une lasse
est générée; elle-i héritant diretement de la lasse CamIL.Closure, ou bien de
la lasse CamIL.PappClosure quand l'appliation partielle doit être prise en harge
('est-à-dire quand la fontion n'est pas totalement déurryée et a au moins deux
arguments).
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func frec
CamIL.Closure
CamIL.PappClosure
Fig. 3.2  Hiérarhie des fermetures
La lasse de base CamIL.Closure délare essentiellement une méthode d'ins-
tane virtuelle objet apply(objet) qui est en harge de l'appliation générique,
'est-à-dire de l'appliation de la fontion sous forme déurryée à exatement un
argument. On peut voir CamIL.Closure omme une interfae ommune à toutes les
fermetures : elle-i est néessaire pour typer les appliations génériques qui n'ont
pas onnaissane statiquement de la fontion mise en jeu (par exemple dans le ode
d'une fontionnelle omme List.map qui ignore l'identité de son premier argument,
une fontion, mais qui doit savoir l'appliquer à son deuxième argument, une liste).
La lasse CamIL.PappClosure délare un hamp nargs:int32 qui tient le ompte
du nombre des arguments déjà partiellement appliqués, et un hamp args:objet[℄
qui stoke es arguments sous une forme générique. La lasse fournit également des
fontions élémentaires de manipulation de et environnement, telle la méthode sta-
tique gen_apply dont nous illustrons le fontionnement plus loin. Il faut bien noter
que l'environnement d'une fermeture (qui n'est pas formé de es arguments pré-
appliqués mais des variables libres dans la délaration de la fontion), est stoké
séparément, omme détaillé i-après.
Chaque fermeture partiulière étend sa lasse de base en :
 Dénissant une méthode statique exe ontenant le ode de la fontion déur-
ryée : le prototype de ette fontion est typé de la manière la plus prohe pos-
sible de la fontion Caml à ompiler; par exemple pour la fontion String.get
de la bibliothèque standard e sera har exe(har[℄, int32) (en suppo-
sant que l'on représente les entiers par int32 et les aratères par har). C'est
l'analogue du pointeur de ode vers la fontion pour l'environnement Caml
traditionnel, voir la setion 2.1.1.2.
 Implantant la méthode apply par du ode apable d'appeler la méthode exe
en réalisant les onversions de types qui s'imposent sur les arguments et le
résultat.
 Délarant éventuellement des hamps de lasse destinés à ontenir l'environ-
nement de la fermeture (les variables libres dans la délaration de la fontion) :
es hamps sont typés le plus nement possible. On introduit aussi un onstru-
teur prenant en arguments les valeurs à plaer dans et environnement.
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Revenons à l'exemple de fun et fre. Les méthodes exe ont respetivement
pour prototypes :
 CamIL.Closure fun::exe(int32)
 int32 fre::exe(int32, int32, lass fre)
On peut remarquer que :
 Comme fre a besoin de son environnement, un argument additionnel permet
le passage de elui-i lors de l'exéution. Ii e n'est pas lié au aratère réursif
de la fontion ar elle s'auto-appelle au moyen d'une appliation direte.
 Le type Caml de fun, int->int->int, est en réalité déomposé omme
int->(int->int) et par la suite traduit sous la forme int32->CamIL.Closure.
En eet appliquer deux arguments à fun est un as de sur-appliation : il faut
d'abord appliquer le premier argument, réupérer une fermeture (ii une ins-
tane de fre) et ensuite lui appliquer le deuxième argument.
La méthode fun::apply est très simple : elle désenapsule son argument pour
obtenir un entier et ensuite appelle la méthode fun::exe.
La méthode fre::apply teste d'abord la valeur du hamp nargs. Si elui-i
est nul, alors elle rée une opie de la fermeture et de son environnement, et appelle
PappClosure PappClosure::gen_apply(PappClosure,PappClosure,objet), une
méthode statique qui ongure la opie en reopiant le tableau des arguments pré-
appliqués args (trivial dans et exemple), en y ajoutant le nouvel argument passé
à apply et en inrémentant le hamp nargs. Dans l'autre as de gure, le hamp
nargs vaut 1, et dans e as tous les arguments eetifs sont extraits de args, désen-
apsulés, et passés à fre::exe (sans oublier l'argument additionnel ontenant la
fermeture elle-même).
En e qui onerne les appliations de fermetures, elles-i peuvent être de deux
types : direte ou générique.
Dans le as d'une appliation direte, le ontexte est susant à la ompilation
pour générer un appel diret au ode de la fontion (ela orrespond à l'instrution
Udiret_apply de Clambda) : nous nous ontentons dans e as d'appeler la méthode
exe de la fermeture en lui fournissant tous ses arguments, y ompris l'argument
additionnel référençant la fermeture lorsque 'est néessaire.
Dans le as d'une appliation générique (instrution Ugeneri_apply), les argu-
ments disponibles, qui peuvent être en nombre exat, en sous-nombre (as de l'ap-
pliation partielle) ou en surnombre (as de la sur-appliation), seront tous onvertis
en types objet et plaés sur la pile au dessus d'une instane de fermeture au ours
d'une boule appelant plusieurs fois une méthode d'instane apply. Dans le as de
l'appliation partielle et de la sur-appliation, ela néessite de transtyper haque
résultat intermédiaire de type objet vers le type CamIL.Closure, instane sur la-
quelle est appelée la méthode apply suivante. La valeur de retour est ultimement
transtypée depuis objet vers le type attendu.
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Remarques :
 La méthode exe est statique, e qui est tout à fait ohérent ave la repré-
sentation traditionnelle des fermetures Caml : lorsque l'environnement de la
fermeture est néessaire dans le ode de la fontion, le ompilateur Caml intro-
duit un argument supplémentaire qui est une référene vers le blo fermeture.
Nous avons onservé ette approhe au lieu de nous baser sur une méthode
d'instane pouvant diretement fouiller dans l'environnement, ar ela permet
un branhement plus faile sur le ode Clambda fourni par les premières passes
de la ompilation, et aussi pare que l'utilisation d'une méthode statique évite
le méanisme de liaison tardive sur l'appel de exe, e qui nous fait gagner en
eaité sur le domaine ruial de l'appliation des fontions.
 La sémantique opérationnelle de OCamIL onernant l'appliation dière lé-
gèrement de elle de Objetive Caml. Alors que l'implantation de e dernier
évalue les arguments de la droite vers la gauhe, elle de OCamIL évalue les
arguments de gauhe à droite, e qui est plus ommode au regard de la pile de
la mahine .NET. À e sujet, le langage Objetive Caml laisse expliitement
l'ordre d'évaluation non spéié, laissant le hoix aux implantations. Cette dif-
férene a de l'importane dans le as d'arguments qui omportent des eets
de bord. Pour remédier à tout problème éventuel, le ompilateur OCamIL est
muni d'une option en ligne de ommande permettant de forer l'évaluation des
arguments de fontions à suivre l'ordre de droite à gauhe. On pourra trouver
à la setion 6.2.2.2 le détail de l'impat de ette option sur les performanes.
Le as des fermetures partagées. Prenons l'exemple de deux fontions mu-
tuellement réursives fre1 et fre2 ayant des variables libres dans leurs délara-
tions. Caml utilise une fermeture partagée possédant des référenes vers le ode des
deux fontions et un environnement ommun. An de réutiliser les interfaes préé-
dentes (CamIL.Closure et CamIL.PappClosure), e qui est néessaire pour prendre
en harge l'appliation générique, nous proposons une représentation omme sur la
gure 3.3 (les èhes pleines représentent des référenes et les èhes vides la relation
d'héritage).
frec1
mclos
frec2
CamIL.(Papp)Closure
Fig. 3.3  Un exemple de fermeture partagée
Nous introduisons une lasse supplémentaire mlos destinée à reevoir l'environ-
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nement partagé, implanté omme des hamps de lasses typés le plus préisément
possible. Des hamps sont utilisés pour référener les instanes de fre1 et fre2, et
réiproquement l'environnement de elles-i est réduit à une référene sur la ferme-
ture partagée. La tradution des instrutions Pfield et Ulosure sur la fermeture
partagée néessite des indiretions via es référenes.
Dans le as où les fontions mutuellement réursives n'ont pas besoin d'environ-
nement, les hamps servant à référener la fermeture partagée mlos ne sont pas
engendrés dans les lasses de fontions.
Implantations alternatives des fermetures et optimisations. Les fermetures
étant essentiellement des strutures de données regroupant des pointeurs de fontions
et des hamps d'un environnement, on peut envisager des implantations diérentes
selon la tehnique utilisée pour la liaison et l'appel de la fontion d'une part (prini-
palement au moyen d'une interfae ou d'un délégué) et la représentation des hamps
d'autre part (soit fortement typée soit générique). Si on se plae dans un adre où
une instane de fermeture est représentée par un objet, on peut distinguer les deux
approhes suivantes :
 Si la lasse de l'objet est spéique à ette fermeture, la fontion est naturelle-
ment implantée par une méthode de la lasse ayant le prototype le plus dèle
possible et l'environnement peut être fortement typé.
 Si on utilise une même lasse pour implanter des fermetures diverses, elle-i
doit avoir aès à une liste de méthodes aux prototypes diérents et s'ouper
elle-même de la liaison d'un appel à la bonne méthode. L'environnement est
quant à lui générique (tableau d'objets).
C'est la première solution qui est utilisée par OCamIL : on assoie à haque
fermeture syntaxique une lasse dédiée permettant le typage le plus préis possible.
Même en faisant e hoix, l'appel dynamique de fontions dans le as où seul le
type de la fontion (et pas l'identité exate de la fermeture) est onnu au niveau de
l'appelant peut être abordé de diérentes manières :
 Passer par une interfae générique (à la manière de la méthode apply de la
lasse CamIL.Closure). On peut aussi dénir une famille d'interfaes qui se
hargent des diérentes arités.
 Passer par un type délégué générique (on peut également dénir une famille
de délégués génériques qui se hargent des diérentes arités). Cependant les
mesures de performanes sont à l'avantage des interfaes.
 Utiliser une interfae qui délare une méthode du bon type : les lasses fer-
metures doivent délarer expliitement qu'elles implantent ette interfae. Il
se pose le problème de la détermination statique des interfaes utiles, surtout
dans un ontexte de ompilation séparée : ombien d'interfaes doit-on délarer
et où doit-on les délarer?
 Utiliser un type délégué orrespondant au type de la fontion. Les délégués
sont plus souples que les interfaes ar on peut les instanier sur des mé-
thodes arbitraires (pourvu qu'elles aient le bon type) sans pour autant que la
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lasse délarant la méthode à appeler ait besoin de onnaître le type délégué
à l'avane (voir la setion 1.1.3). La question est de savoir si on est foré de
dénir exatement un type délégué par signature de fontion possible. C'est
malheureusement le as : l'appelant ne peut utiliser un type délégué loal ar
pour l'instanier il faut pouvoir référener préisément la méthode qui implante
le ode de la fermeture, et don onnaître la lasse exate de la fermeture (e
qui n'est pas possible lors d'une appliation de fontion générique). Il ne reste
qu'à instanier le délégué au niveau de la onstrution de la fermeture mais
alors tous les appelants doivent utiliser e même type délégué et on retombe
sur le problème de détermination statique mentionné i-dessus pour les inter-
faes, et fait perdre l'avantage des délégués.
La deuxième approhe (utilisation d'une seule lasse pour représenter les fer-
metures) est suivie par l'adaptation .NET du ompilateur Bigloo pour le langage
Sheme. L'artile [11℄ ontient une analyse omparée de diérentes tehniques d'im-
plantation des fermetures dans Bigloo. Au départ porté vers le C et Java, Bigloo a
dû imaginer des alternatives à la représentation des fermetures par autant de lasses
délarées : en eet dans Java haque lasse orrespond à un hier séparé, e qui
pose alors d'importants problèmes de performanes.
Bigloo représente autant que possible les fontions par des méthodes statiques :
'est possible pour les fontions sans environnement et qui ne sont pas utilisées
omme des itoyens de première lasse ('est-à-dire qui ne se trouvent pas omme
argument ou retour d'une fontion et ne sont pas stokées dans des strutures de
données). Pour traiter le as général, haque module dénit une lasse unique pour
toutes les fermetures qu'il ontient. Les fontions sont implantées par des méthodes
de ette lasse et font référene à un environnement non typé, implanté omme
un tableau d'objets membre de la lasse (remarquons que le fait que Sheme est
un langage typé dynamiquement rend plus naturelle ette représentation des en-
vironnements, et simplie la ompilation sur .NET). Les instanes de ette lasse
renseignent un hamp entier qui identie la fontion sous-jaente à la fermeture.
Les opérations d'appliation générique sont typées au moyen du type multi-usage
objet sur l'ensemble des arités possibles pour les fontions du module. Ces opé-
rations ontiennent un ode de dispath qui se sert de l'identiant entier ontenu
dans haque instane de fermeture pour appeler la méthode ontenant le ode de
la fermeture (le ode de dispath est déterminé statiquement à la ompilation de
haque module pour lequel on onnaît l'ensemble des fontions).
Une alternative onsiste à remplaer l'identiant entier par une référene à un
délégué : à la onstrution de la fermeture on rée une instane de la lasse fermeture
générique dans laquelle le hamp de type délégué enapsule l'appel à la méthode qui
implante la fontion. Ainsi le ode de dispath basé sur les entiers est remplaé par
un appel diret au délégué. Il faut prévoir autant de délégués que d'arités possibles
au sein du module.
Les tests reproduits dans [11℄ indiquent que la solution la plus eae sur les
diérentes mahines .NET est le ode de dispath basé sur des appels indexés sur
les entiers, suivie de l'implantation par délégués, et en dernière position l'implanta-
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tion à base de lasses dédiées à haque fermeture (elle-i étant oûteuse à ause du
temps pris par le hargeur de lasses et ses opérations de vériation). Cependant la
situation est diérente entre Sheme et un langage typé statiquement omme Caml,
où l'on a intérêt à typer fortement les valeurs de l'environnement (pour des questions
d'eaité et de lisibilité), et don à dénir un type adapté à haque situation.
Dans un tout autre ordre d'idées, l'environnement .NET permet l'utilisation de
pointeurs sur des méthodes, mais eux-i ne sont pas utilisables dans du ode véri-
able, aussi l'avons-nous éartée (Bigloo a fait de même).
Certaines optimisations proposées dans [11℄ peuvent être mises en ÷uvre dans
OCamIL. Par exemple implanter diretement par des méthodes statiques les fon-
tions loales qui ne sont pas utilisées omme des itoyens de première lasse. Bigloo
va même jusqu'à les insérer en-ligne lorsque leur ode est assez petit. En e qui
onerne les fontions uniquement utilisées lors d'appels réursifs terminaux, Bigloo
hoisit de les oder diretement omme des boules. OCamIL optimise quant à lui
les appels réursifs terminaux d'une méthode sur elle-même en rebranhant sur la
première instrution de la méthode après avoir érasé les arguments par leurs nou-
velles valeurs (instrution starg). Dans le as général, Bigloo omme OCamIL ont
reours au préxe .tail lors des appels réursifs terminaux an de ne pas saturer la
pile ave des adres d'ativation superus. Il semblerait ependant d'après les tests
de [11℄ que ela tendrait à diminuer la vitesse d'exéution des programmes. Une
autre voie serait l'utilisation de l'instrution jmp.
Une voie intéressante est l'utilisation du toolkit ILX [82℄, une rustine développée
pour le CLR an de le munir d'une représentation native des fermetures. Nous avons
été retenus par le manque de tests de performanes et le aratère non-standard de
ette extension (elle n'est plus maintenue). ILX n'est nalement qu'une sorte de sure
syntaxique puisque son implantation traduit ses nouvelles représentations vers des
onstrutions standard de la plate-forme. Malgré tout, il serait très intéressant pour
les langages fontionnels que le travail sur ILX soit poursuivi de manière à munir
l'environnement d'exéution .NET de onstrutions dédiées aux langages fontion-
nels. En terme d'interopération, ela fournirait un adre ommun (et on l'espère,
eae) pour l'implantation des fermetures.
De son té, le langage C# introduit des lambda-expressions dans sa dernière
version 3.0. Il est possible de dénir des fontions dans des expressions qui apturent
leurs variables libres dans une fermeture. Un méanisme embryonnaire d'inférene
de types a même été implanté. Notons qu'il n'y a pas d'appliation partielle (il
faut réer à la main les fermetures résultant de l'appliation partielle) et qu'il faut
délarer au préalable les types fontionnels utilisés au moyen de délégués.
L'implantation de C# 3.0 se base uniquement sur les possibilités de la plate-forme
2.0. Des lasses sont engendrées pour haque fermeture : une méthode implante la
fontion et des hamps apturent l'environnement. L'instaniation de fermetures
onsiste à réer un objet délégué en lui passant une référene sur la méthode de la
fontion. Malgré l'utilisation des délégués 'est une approhe assez semblable à elle
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de OCamIL. En revanhe nos tests n'ont pas mis en évidene d'optimisation des
appels réursifs terminaux.
3.1.3.2 Proessus légers (threads)
Les proessus légers (threads) de Objetive Caml sont implantés diretement au
moyen des threads .NET : ainsi le type abstrait Thread.t de la bibliothèque threads
de Caml enapsule la lasse System.Threading.Thread dans l'implantation OCa-
mIL.
Le modèle de threads de la plate-forme est totalement similaire à elui de Caml,
si bien qu'il a été possible d'implanter la majorité des fontions des modules Thread,
Condition, Event et Mutex de la bibliothèque threads de Caml diretement à par-
tir de méthodes de la BCL. Cette adéquation simple sera d'une grande utilité dans
le adre de l'interopérabilité.
An de prendre en harge les threads, la lasse CamIL.Closure délare une mé-
thode d'instane supplémentaire void threading_delegate() qui exéute la mé-
thode apply de la fermeture sur un argument null (ette méthode n'a de sens
véritable que pour les fontions Caml de type unit->unit : il est néessaire de nor-
maliser les fontions d'appel des threads).
En pratique, la fontion Thread.reate: ('a -> 'b) -> 'a -> Thread.t qui
démarre un nouveau thread (exéutant l'appliation de fontion spéiée en argu-
ments) est mise en ÷uvre de la manière suivante dans la bibliothèque OCamIL
(appel de Thread.reate f x) :
1. on rée une nouvelle fermeture f' = fun () -> ignore (f x) dont le type
est standardisé en unit -> unit,
2. on réupère un délégué sur CamIL.Closure::threading_delegate de la fer-
meture f' sur lequel on onstruit un objet System.Threading.ThreadStart
3
,
3. on appelle le onstruteur de thread System.Threading.Thread::.tor sur
et objet et on donne un nom au thread provenant d'un générateur d'identi-
ateurs entiers uniques (les id de threads en Caml sont des entiers),
4. enn on démarre le thread en appelant sa méthode Start et on retourne une
référene sur e thread.
Pour le reste la lasse Threading.Thread fournit des méthodes qui orrespondent
presque parfaitement aux fontions délarées dans le module Caml Thread :
3. Depuis la version 2.0 de .NET il est possible d'utiliser un objet ParameterizedThreadStart
qui aepte un délégué de type void delegate(objet) qui évite la manipulation de fermetures
dérite ii.
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Fontion Caml Méthode BCL
self: unit -> Thread.t Thread get_CurrentThread() (statique)
id: Thread.t -> int string get_Name()
join: Thread.t -> unit void Join(Thread) (statique)
kill: Thread.t -> unit void Abort()
exit: unit -> unit void Abort() (appelée sur self)
delay: float -> unit void Sleep(System.TimeSpan) (appelée sur self)
sleep: unit -> unit void Interrupt() (appelée sur self)
wakeup: Thread.t -> unit void Resume()
Sans détailler davantage, signalons que les mutex Caml s'implantent ave la
même failité grâe aux servies proposés par la lasse System.Threading.Mutex
de la BCL. Les modules Condition et Event sont bâtis au dessus de Thread et Mutex
au moyen de ode Caml uniquement et sont don pris en harge sans diulté dans
l'implantation OCamIL.
3.1.3.3 Exeptions
On pourra onsulter l'artile [40℄ pour une analyse des exeptions .NET.
Implantation des valeurs d'exeption. Les exeptions (ou ruptures de ontrle)
de Objetive Caml sont diretement implantées au moyen du méanisme d'exep-
tions de la plate-forme ible. Pour ela on utilise une lasse CamIL.Exeption qui
hérite de System.Exeption, la lasse raine de toutes les exeptions du CTS.
Ce hoix présente l'avantage de la simpliité et autorise une bonne intégration
des omposants Caml dans un ontexte d'interopérabilité. Chaque lasse héritant de
CamIL.Exeption ontient une représentation du blo ontenant l'identité de l'ex-
eption et ses paramètres. La ontrainte est de pouvoir disriminer les diérentes
instanes d'exeptions diérentes (pour implanter le réupérateur with...) et en-
suite d'aéder aux hamps des arguments.
Si une implantation analogue à elle des variants semble la plus prometteuse
en termes de performanes, nous avons hoisi de nous tenir à la représentation
élémentaire sous forme de tableau d'objets. La raison est pragmatique et tient à
la grande médiorité des performanes des exeptions dans l'environnement .NET,
omme nous le verrons en détail dans la setion 6.1.3.2. Toute optimisation sur les
valeurs d'exeptions aura de toutes façons un impat dérisoire omparé aux pertes
dues au méanisme d'exeption lui-même. Ii nous avons simplement un hamp
v1: objet[℄ dans la lasse CamIL.Exeption qui reproduit exatement le blo
Caml de l'exeption (le premier hamp référene le nom du onstruteur d'exep-
tion sous la forme d'une haîne de aratères).
Strutures de ontrle des exeptions. An d'implanter la onstrution try
...with nous utilisons les blo try{...} et ath{...} de CIL. Ceux-i imposent
un ertain nombre de restritions :
 la pile doit être vide à l'entrée d'un blo try,
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 la pile doit être vide à la sortie d'un blo try ou d'un blo ath,
 on ne peut sortir d'un blo try ou ath qu'au moyen d'une instrution leave
ou du lanement d'une exeption (instrutions throw et rethrow).
Compte tenu de es ontraintes, le ode engendré pour une expression Clambda
Utrywith(t1,e,t2) a l'allure suivante :
CODE SAUVANT L'ÉTAT DE LA PILE DANS DES VARIABLES LOCALES
try {
CODE COMPILÉ POUR t1
stlo VAL //sauver le résultat de t1 dans une variable loale VAL
leave EXIT
}
ath CamIL.Exeption {
//la valeur d'exeption est sur la pile
ldfld objet[℄ CamIL.Exeption::v1
stlo VAR_E //utilisé par t2 (où la variable e est libre)
CODE COMPILÉ POUR t2
stlo VAL //sauver le résultat de t2 dans une variable loale VAL
leave EXIT
}
EXIT:
CODE RÉCUPÉRANT L'ÉTAT DES VARIABLES LOCALES
ldlo VAL //réupérer le résultat de l'évaluation du try..with
Le ode de t2 a la responsabilité de relaner les exeptions non traitées; il le
fait au moyen de l'instrution rethrow. Nous verrons à la setion 4.2.2.1 omment
une légère modiation de e shéma permet de apturer des exeptions externes à
Caml.
Implantations alternatives. L'artile préisant le fontionnement interne du
ompilateur MosowML [51℄ ontient une disussion sur la représentation des ex-
eptions. Les développeurs ont tenté de laisser tomber les exeptions .NET au prot
d'une gestion ad-ho. Celle-i onsiste à pouvoir retourner une valeur d'exeption
omme une alternative aux valeurs de résultats de fontions. Le ode appelant une
fontion serait alors responsable d'analyser la valeur de retour et de mettre en ÷uvre
un méanisme de réupération ou de transmission de l'exeption. Cette solution a
semble-t-il permis de gagner en eaité pour des programmes faisant une utili-
sation intensive des exeptions, ependant elle n'a pas été retenue pour OCamIL.
En eet d'une part e shéma dégrade les performanes de ode n'utilisant pas les
exeptions omme moyen de ontrle, et de plus ela entraîne de trop grosses mo-
diations du ode engendré : elui-i devient fortement non-standard (à la fois par
l'inompatibilité ave les exeptions usuelles et par l'alourdissement des prototypes
de fontions) e qui est nuisible pour interopérer.
On peut noter que Bigloo ompile all/ au moyen des exeptions de la plate-
forme. Il ne propose pas un support omplet des ontinuations sur le bak-end .NET
(ni Java pour la même raison) en l'absene d'instrutions autorisant l'aès omplet
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de la pile en ériture. Les ontinuations autorisées ont un pouvoir expressif identique
aux exeptions (elles ne peuvent pas être utilisées pour suspendre et reprendre des
aluls).
3.1.4 Modules et fonteurs
D'un point de vue physique, un programme Objetive Caml est struturé en
modules d'implantations et hiers d'interfaes. D'un point de vue logique, il est
struturé en modules et sous-modules, les modules pouvant être des abstrations
sur d'autres modules (fonteurs).
Le langage de modules de Caml a pu être pris en harge dans OCamIL au
ontraire de F#.
3.1.4.1 Prise en harge dans un adre faiblement typé
Objetive Caml représente les modules omme des blos omprenant les valeurs
globales des modules (notamment les fermetures). Les fonteurs de premier ordre
sont implantés omme des fontions sur es blos, et ainsi de suite : la fontorisa-
tion est tout simplement traduite par l'abstration fontionnelle et l'appliation de
fonteur par l'appliation fontionnelle.
Nous avons hoisi de réutiliser diretement ette implantation, sans retouher au
ode produit par Caml pour traiter les modules, fonteurs et appliations de fon-
teurs. Cela nous permet d'éviter la voie déliate de la défontorialisation, un sujet
de thèse à part entière (voir à e sujet l'artile [76℄).
Dans un adre faiblement typé, 'est-à-dire sans génération de types utilisateur
ave le ode ompilé (e qui est le as lorsque OCamIL reonstruit les types), la
prise en harge du système de modules ne pose auun problème. Les modules sont
représentés omme des blos génériques et il n'y a pas d'interférene ave le système
de types CTS.
3.1.4.2 Prise en harge dans un adre fortement typé
Les hoses se ompliquent lorsque des types utilisateur sont produits dans le ode
ompilé, typiquement les lasses qui implantent les types algébriques quand OCamIL
propage les types. Détaillons la prise en harge des modules et des fonteurs dans
e adre.
Types et espaes de noms introduits par les modules. Les types dénis par
l'utilisateur dans son ode soure peuvent gurer dans des sous-modules. Il onvient
de trouver un déoupage dans le CTS qui reproduit ette struturation. Remarquons
tout d'abord que le ode intermédiaire généré par Caml ne reète pas tout à fait
l'agenement des modules. Il n'y a pas de notion d'espaes de noms ; tout est à plat
dans le ode d'un module ar :
 Au niveau des valeurs, il n'y a auune ontrainte de nommage. Au sein d'une
même unité de ompilation, il est possible d'avoir plusieurs valeurs de même
nom. Le fait qu'elles soient dénies ou non dans un même sous-module n'a
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pas d'importane : un générateur d'identiateurs uniques se harge de les
diérenier au niveau du ode intermédiaire.
 Quant aux types, ils doivent avoir des noms uniques au sein d'un même sous-
module. Si ela est pris en ompte par le typeur, il n'y en a plus auune trae
dans le ode engendré puisque elui-i n'est pas typé.
An de distinguer des types homonymes dénis dans des sous-modules diérents,
OCamIL utilise les espaes de noms du CTS, e qui est valable à la fois pour les
délarations et les référenes de types Caml nommés. Ainsi un type Caml t (par
exemple un enregistrement) déni dans le sous-module A.B d'un hier d'implanta-
tion M provoque la délaration d'une lasse M.A.B.t en CIL. La même onvention
est utilisée lorsque les sous-modules Caml onernés sont des fonteurs.
Il n'y a pas de lasse délarée pour les types présents dans les signatures en
arguments des fonteurs (dans leur délaration ou leur appliation) ar nous nous
restreignons au as où es types sont abstraits, omme disuté i-dessous.
Limitation des types CTS engendrés. L'objetif premier des types utilisa-
teurs générés par OCamIL est l'amélioration des performanes par l'optimisation
des strutures de données. Les dénitions de types algébriques peuvent intervenir
dans des modules (y ompris fontoriels) et des signatures de modules. Ce dernier
as pose problème lorsqu'il est exploité dans un argument de fonteur ou d'applia-
tion de fonteur : nous allons voir qu'il n'est plus possible dans es as d'utiliser les
représentations nes des types et qu'il est néessaire de revenir à des implantations
génériques moins performantes et moins lisibles.
Considérons les deux exemples suivants :
module F (P:sig module F' (P:sig
type t type t = {x:int}
val test: t -> bool val test: t -> bool
val t0: t val t0: t
end) = strut end) = strut
let f x = not (test x) let f x = not (test x)
end end
Pour le module F nous n'avons pas le hoix : le type t est abstrait et il lui
orrespondra le type objet. La fontion f sera implantée par une méthode de
signature bool f(objet). Si on dénit les modules :
module Param = strut
type t = {x:int}
let test v = v.x = 0
let t0 = {x=0}
end
module M = F(Param)
module M' = F'(Param)
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L'appliation M.f (Param.t0) ne pose pas de problème de typage : bien que
de type Param.t, la valeur t0 est stokée dans les variables globales sous le type
objet. Son passage à la fontion Param.test se fait via l'appliation générique
apply opérant sur les objets (du fait que Param.test est extrait de es mêmes
variables globales sous un type générique il n'y a pas d'appliation direte). Le
retour est transtypé en booléen, et nalement subit une négation dans le ode de
F.f.
Qu'en est-il de l'appliation M'.f (Param.t0) si le type t y est implanté par
une lasse utilisateur notée Ct? La fontion f est implantée par une méthode de
signature bool f(lass Ct) alors que de son té Param.test a pour signature
bool test(lass Param.t). Lors de l'appliation on a un onit entre les deux
types diérents Param.t et Ct.
Dans un shéma de ompilation séparée on ne peut pas résoudre ette diulté
par l'introdution d'une relation d'héritage ou d'implantation d'interfae (et don de
sous-typage dans le CTS) entre es deux types, ar ils peuvent ne pas avoir onnais-
sane l'un de l'autre au moment de naliser leur émission dans le ode.
En onlusion il faut renoner à la génération de types ad-ho dans les signatures
appliquées aux paramètres de fonteurs, faisant omme si tous les types dénis ou
redénis dans elles-i sont abstraits. Les dénitions de types abstraits ou par alias
ne posent pas de diulté. Pour e qui est de la génération de types utilisateur dans
des espaes de noms :
 À un sous-module non fontoriel orrespond un sous-espae de noms ; les types
dénis dans le sous-module gurent dans e sous-espae.
 Les modules fontoriels funtor (M1:S1)...(Mn:Sn) -> (M:S) sont ramenés
au as où les signatures S1. . . Sn n'induisent pas de dénition de type CTS :
seules les dénitions de types dans M vont provoquer des délarations de lasses
CTS. Pour ela nous faisons orrespondre au module résultat M un sous-espae
de nom pour ontenir es dénitions de types.
 Une appliation de fonteur n'introduit auune dénition de types autre que
des alias : nul besoin de dénir de sous-espae de noms ni d'engendrer des
types.
Le as des Generis. Bien qu'étant une extension très intéressante de la plate-
forme pour la ompilation de strutures de données et des fontions polymorphes,
nous montrons ii que les Generis n'apportent pas de solution idéale au problème
de l'implantation des fonteurs. Considérons le fonteur suivant :
module MakeSortable (P:sig
type t
val ompare: t -> t -> bool
end) = strut
let sort l =
(* implantation d'un tri basé sur P.ompare *)
end
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alors l'implantation naturelle sous forme de lasse paramétrée dans les Generis,
visant à implanter l'instaniation du fonteur au moyen de l'instaniation de type,
aura la forme (on utilise une notation C#) :
lass MakeSortable<T> {
publi stati List<T> sort<P> (List<T> l) where P:IComparable<T> {
/* fait des appels à P.ompare(T x, T y) */
}
}
ave la néessité de délarer une interfae générique supplémentaire :
interfae IComparable<T> {
bool ompare(T x, T y);
}
En eet il n'est pas possible d'avoir des paramètres de types ontraints de ma-
nière purement struturelle, e qui impose de dénir l'interfae IComparable<T>.
On voit sur et exemple simple une limitation direte à la modularité puisque les
andidats potentiels à l'instaniation de MakeSortable<T>.Sort<P> doivent tous
délarer qu'ils implantent l'interfae IComparable<T> a priori !
3.2 Prodution et exéution du ode
Nous dérivons ii les dernières étapes de la haîne de ompilation : tout d'abord
la transformation de la représentation Ctypedlambda vers une représentation Caml
du ode CIL, et ensuite la génération et l'édition de liens d'assemblages .NET onte-
nant e ode.
3.2.1 De Ctypedlambda à IL
Le bak-end de OCamIL, prenant la suite des étapes illustrées sur la gure 2.2
et indépendante du mode d'annotation de types utilisé, se présente de la manière
suivante :
typeinfo Ctypedlambda
ILMompile−−−−−−→ ILM CompIL−−−−→ IL EmitIL−−−−→ ode-otet
Nous détaillons pour ommener les représentations intermédiaires ILM et IL gurées
i-dessus et montrons ensuite le passage de typeinfo Ctypedlambda à elles-i.
3.2.1.1 Les représentations intermédiaires ILM et IL
Code ILM. Le langage ILM nous sert d'intermédiaire entre les deux représentations
Ctypedlambda et IL. On peut voir ILM omme un langage de maros sur IL, le lan-
gage suivant dans la haîne de ompilation (dérit plus bas).
Les expressions M sont dénies de la manière suivante :
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M := Arg(x: t) (variable à trouver parmi les arguments de la méthode)
| Lo(x: t) (variable à trouver parmi les variables loales)
| Let(x: t,M1,M2)
| n (onstante entière)
| Gapply(M,M1,. . . ,Mn)
| Dapply(L,M1,. . . ,Mn)
| If(M,M1,M2)
| Swith(M: t,i1 →M1, . . . ,in →Mn,_→Md)
| Cathi(x1: t1,. . . ,xn: tn,M1,M2)
| Faili(M1,. . . ,Mn)
| Prim(P,M1,. . . ,Mn)
| {M}
t1→t2
(transtypage)
Les types t orrespondent aux types CTS :
t := tref cid | int | bool | t[] (cid désigne un nom de lasse CTS pleinement
qualié par les espaes de noms).
Certains types tref cid prédénis par le runtime OCamIL seront érits dans la
suite de manière plus onise : object, clos et sclos (fermetures OCamIL simple
et partagée).
Les primitives P sont prohes de elles dénies pour Clambda mais la gestion des
blos et des fermetures est plus expliite :
P := + | - | * | / (opérations arithmétiques)
| == | != (omparaisons)
| MkTopcid (réation d'une fermeture sans environnement)
| MkEnvcid (réation d'une fermeture ave environnement)
| MkSloscid (réation d'une fermeture partagée)
| MkMrecid (réation d'un membre d'une fermeture partagée)
| MkObjetcid (réation d'un objet quelonque)
| GetFldfref:tr (aès au hamp d'une lasse)
Dans es notations, cid désigne un nom de lasse CTS et fref est une réfé-
rene de hamp ('est la donnée d'un nom de lasse CTS qualié et d'une haine de
aratères nommant le hamp). Les primitives réelles de ILM sont données en annexe.
En plus d'un langage de termes, ILM dénit l'organisation du ode ompilé pour
un module Caml en diérentes lasses et méthodes, et dresse la liste des types CTS
dénis pour les besoins de ette ompilation.
Ainsi une unité de ompilation ILM est donnée par (FS,FP,V,R) où FS est une
liste de fermetures simples, FP est une liste de fermetures partagées, V une liste de
variants et R une liste d'enregistrements.
De plus, haque fermeture simple est donnée par (L,cid,sig,a,f lds,M) où :
 L est l'étiquette de la fermeture,
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 cid est le nom de la lasse CTS qui va implanter la fermeture,
 sig est la signature de la fontion exprimée au moyen de types du CTS (on
érira sig = t1 → . . .→ tn → tr) et a son arité,
 flds est une liste de hamps typés (haque hamp typé est la donnée d'un
ouple fref : t, 'est-à-dire une référene de hamp et un type CTS),
 M est un terme de la grammaire détaillée i-dessus qui implante la fontion
de la fermeture simple.
L'expression toplevel d'un module prend la forme d'une fermeture simple onven-
tionnelle (d'étiquette ⊤).
Chaque fermeture partagée est donnée par (cid,f lds) : son nom de lasse CTS et
la desription de ses hamps.
V est formée d'une liste de ouples (cid,dv) onservant la desription de haque
variant déni dans l'unité de ompilation ave le nom de type CTS hoisi pour le
représenter. R est formée d'une liste de ouples (cid,dr) qui suit le même prinipe.
La ompilation d'un module Caml, qui à l'entrée de la phase terminale de la
haîne se résume à une expression omplexe uM du langage Ctypedlambda onduit
à la génération d'une unité de ompilation ILM (FS,FP,V,R) dans laquelle se répar-
tissent les sous-expressions de uM (voir la setion 3.2.1.2).
Code IL. C'est le dernier langage intermédiaire avant émission du ode-otet sur
le disque et 'est don l'objetif nal de la haîne de ompilation de OCamIL. Le
langage IL est tout simplement une représentation Caml du ode-otet CIL om-
portant en partiulier les dénitions et référenes de types, les types valeurs et les
types référenes, et les méta-données.
De plus le langage IL reèle la struture omplète générée pour un module Caml,
ave :
 l'organisation du module ompilé en espaes de noms, lasses, hamps et mé-
thodes,
 pour haque méthode : prototype, variables loales et suite d'instrutions CIL.
Notations. Nous ne formalisons pas ii le langage IL. Il sut de signaler que dans la
suite une séquene d'instrutions sera notée I1 ; . . . ; In (où haque instrution est
une instrution CIL parmi elles données en annexe). Il est possible de donner des
étiquettes à des instrutions, que l'on présentera en indies dans la séquene. Par
exemple dans I1 ;L I2 ; . . . l'étiquette L désigne la deuxième instrution I2 alors que
dans I1 ; I2 ;L . . . elle désigne l'instrution suivante.
L'émission de ode réel à partir de la représentation IL est une sérialisation
direte au format physique des hiers PE (la setion 3.2.2 donne plus de détails sur
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l'émission de ode objet et l'édition de liens). Le véritable enjeu est don de parvenir
à la représentation IL.
3.2.1.2 Compilation de Ctypedlambda en ode ILM
Le passage de Ctypedlambda à ILM est l'étape la plus importante de la phase
nale de OCamIL, puisqu'il met en ÷uvre :
 le hoix eetif des représentations, en termes de types CTS et des primitives
les manipulant,
 le déoupage du ode dans la logique de la plate-forme visée.
Gestion des types. Trois opérations prinipales sur les types ont lieu au niveau
de ILM : la tradution de types typeinfo en référenes de types CTS, l'insertion des
transtypages {M}
t1→t2
et la dénition des types CTS générés par la ompilation du
module soure :
 Il n'y a pas de diulté partiulière à traduire les types typeinfo en réfé-
renes de types CTS. Toutefois ette transformation peut être paramétrée par
des arguments en ligne de ommande du ompilateur OCamIL : il est ainsi
possible par exemple de hoisir de représenter les haînes de aratères (type
string) de diérentes manières, si bien que le type visé pourra être string,
tref System.StringBuilder ou char[]. De même les types enregistrements et
variants peuvent être envoyés sur leur représentations naturelles sous forme de
lasses dédiées mais aussi vers des blos génériques object[].
 Les primitives de transtypage {M}
t1→t2
sont insérées lors de la ompilation
des expressions Ctypedlambda (voir une présentation formelle de ette trans-
formation i-après).
 Dans le adre de la propagation de types, les types algébriques suseptibles
d'être implantés par des lasses sont listés dans la variable amil_typedels
dérite à la setion 2.2.4. Son ontenu est parouru an de générer les entrées
orrespondantes dans les listes V et R d'une unité de ompilation ILM.
Remarque : les types algébriques Caml peuvent très bien n'être dénis qu'au niveau
de hiers d'interfaes .mli sans hier d'implantation orrespondant. Dans e as,
la ompilation du hier d'interfae provoque la génération d'un hier objet non
trivial ontenant des délarations de lasses CTS. En onséquene, les hiers objets
provenant d'interfaes sans implantation assoiée et ontenant des types algébriques
doivent être passés à l'éditeur de liens OCamIL alors que e n'est pas le as pour
le ompilateur Caml standard. Voilà une diérene qui peut notamment amener à
retouher des hiers Makefile pour la reompilation d'un programme Caml ave
OCamIL.
An de poursuivre notre formalisation sur un sous-ensemble du langage traité,
nous utilisons la fontion θ qui plonge les types de la grammaire typeinfo dans les
types CTS, dénie omme suit :
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θ(int) = int
θ(bool) = bool
θ(block) = object[]
θ(recordpa,dr) = tref Cid(pa)
θ(variantpa,dv) = tref Cid(pa)
θ(t1 → . . .→ tn → t) = clos
θ(clos) = clos
θ(sclos) = sclos
θ(obj) = object
La fontion Cid utilisée i-dessus assoie un nom de lasse CTS à un hemin de
type absolu pa.
La transformation préédente orrespond au ompilateur OCamIL utilisé ave
des options de ompilation standard, assoiant aux types algébriques propagés des
représentations dédiées et aux autres blos une représentation générique.
Compilation des termes Ctypedlambda. Une unité de ompilation Caml est
omprise dans une seule expression Ctypedlambda (appelée  expression toplevel ).
La transformation de elle-i vers la représentation ILM onduit à un déoupage et
une répartition de ses sous-expressions entre diérentes méthodes, le produit de la
transformation étant une unité de ompilation ILM (FS,FP,V,R).
Nous ne nous intéressons ii formellement qu'à la prodution de termes ILM dans
les fermetures simples FS que l'on peut présenter omme un ensemble de ouples
(étiquette de fontion, terme ILM).
An de simplier l'ériture de ette transformation, nous avons reours à une
notation spéiale : le résultat est exprimé omme un seul arbre de termes ILM, mais
dont haque n÷ud est déoré par une étiquette de méthode L (e que nous notons
M
L
). Si on projette l'arbre déoré sur une étiquette L0 donnée, on obtient un sous-
arbre qui est exatement le terme ompilé pour le ode de la fermeture étiquetée par
L0.
La transformation ULbE,t(u) d'un terme Ulambda vers ILM est paramétrée par :
 l'étiquette Lb d'une fermeture simple de l'unité de ompilation ILM dont le
ode est en ours de transformation,
 le type t orrespondant au type CTS antiipé pour la valeur laissée sur la
pile suite à l'exéution des instrutions engendrées (e type est fourni par le
ontexte),
 un environnement de ompilation E = (Sig,A,L,Oc,Ot,op) détaillé i-dessous.
L'environnement E = (Sig,A,L,Oc,Ot,op) est formé de :
 Sig mémorise les signatures CTS des fontions déjà dénies, assoiées à leur
étiquette. On notera Sig(L) = t1 → . . .→ tn → tr.
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 A (resp. L) mémorise les types des arguments (resp. variables loales) de la
méthode en ours de ompilation, assoiés à leur identiant. On notera A(x) =
t (resp. L(x) = t).
 Oc et Ot dérivent tous les deux des osets de fermeture. Ce sont des triplets
(x,cid,o) où x est un identiant assoié à la fermeture, cid le nom de la
lasse CTS engendrée pour l'implantation de la fermeture, et o est une fontion
partielle dénie sur les entiers qui, à haque indie du blo représentant la
fermeture, assoie la desription du hamp stokant la valeur orrespondante.
On notera o(n) = (fref,tf), où fref est la référene au hamp et tf est le
type CTS du hamp. Oc désigne la fermeture ourante (dont une des fontions
ontient l'expression en ours de ompilation) et Ot dérit une fermeture dénie
dans une expression let, en passe d'être aetée à des identiants (voir les
détails de la transformation dans la suite).
 op est un entier donnant la position de la fontion en ours de ompilation
au sein de la fermeture qui la dénie (elle-même dérite par l'oset Oc). Cet
entier vaut 0 pour une fermeture simple et n'est réellement utilisé que dans le
as de fontions mutuellement réursives, où il indique la position du pointeur
sur la fontion ourante au sein de la fermeture partagée.
Notons que la fontion o faisant partie de la desription des osets de fermetures
prend ses valeurs exatement sur les indies auxquels l'implantation de Caml assoie
des pointeurs de fontions et des hamps d'environnement.
La transformation utilise une fontion P de hoix des primitives : à une primitive
Π de CtypedLambda, une signature de typeinfo t1 → . . .→ tn → tr et un type CTS
de retour, elle assoie une primitive ILM et sa signature CTS.
La transformation onsiste à aluler U⊤E,object(uM) sur l'expression toplevel uM
ave E = (Sig,A,L,Oc,Ot,0) l'environnement trivial (dont tous les éléments sont
vides). Voii les diérents as de la transformation :
• ULbE,t(x) = {Arg
Lb
(x: tx)}tx→t si A(x) = tx
• ULbE,t(x) = {Lo
Lb
(x: tx)}tx→t si L(x) = tx
• ULbE,t(n) = {nLb}int→t
• ULbE,t(Dapply(L,u1, . . . ,un)) = {Dapply
Lb
(L,ULbE,t1(u1), . . . ,U
Lb
E,tn(un))}tr→t
ave Sig(L) = t1 → . . .→ tn → tr
• ULbE,t(Gapply(u,u1, . . . ,un)) =
{GapplyLb(ULbE,clos(u),ULbE,object(u1), . . . ,ULbE,object(un))}object→t
• ULbE,t(if u then u1 else u2) = If
Lb
(ULbE,bool(u),U
Lb
E,t(u1),U
Lb
E,t(u2))
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• ULbE,t(faili(u1: t1, . . . ,un: tn)) = Fail
Lb
i (U
Lb
E,θ(t1)
(u1), . . . ,U
Lb
E,θ(tn)
(un))
• ULbE,t(catchi u1 with x1: tx1. . .xn: txn→ u2) =
Cath
Lb
i (x1:θ(t
x
1),. . . ,xn:θ(t
x
n),U
Lb
E,t(u1),U
Lb
E′,t(u2))
où E ′ = (Sig,A,L′,Oc,Ot,op) est un environnement qui prolonge E par la déni-
tion de nouvelles variables loales : L′(xi) = θ(ti) et est identique à L sinon.
• ULbE,t(switch u: t with


i1 → u1
.
.
.
in → un
_→ ud
) =
Swith
Lb
(ULbE,θ(t)(u):θ(t),i1 → ULbE,t(u1), . . . ,in → ULbE,t(un),_→ ULbE,t(ud))
• ULbE,t(offsetn(x)) = {Prim
Lb
(GetFldfref:tf ,U
Lb
E,tref cid(x))}tf→t
lorsque x est onsigné dans Oc, et que Oc = (x,cid,o) ave o(n+op) = (fref,tf).
• ULbE,t(offsetn(x)) = {Prim
Lb
(GetFldfref:tf ,U
Lb
E,tref cid(x))}tf→t
lorsque x est onsigné dans Ot, et que Ot = (x,cid,o) ave o(n) = (fref,tf).
• ULbE,t(prim(Fieldn,x)) = {Prim
Lb
(GetFldfref:tf ,U
Lb
E,tref cid(x))}tf→t
lorsque x est onsigné dans Oc, et que Oc = (x,cid,o) ave o(n+op) = (fref,tf).
• ULbE,t(let x = closure(. . .): t1 in u2: t2) =
Let
Lb
(x: tref cid,ULbE,t(closure(. . .)),U
Lb
E′,t(u2))
où la ompilation de la fermeture produit une desription d'oset de la forme
(env,cid,o′) pour n fermetures mutuellement réursives (ela prend aussi en ompte
le as n = 1), d'étiquettes Li et de signature t
1
i → . . .→ tmii → ti (pour 1 ≤ i ≤ n) ;
et E ′ = (Sig′,A,L′,Oc,O
′
t,op) est un environnement qui prolonge E par la dé-
nition d'une nouvelle variable loale, un nouvel oset temporaire et un ajout aux
signatures :
 L′(x) = tref cid et est identique à L sinon.
 O′t = (x,cid,o
′).
 Sig′(Li) = t
1
i → . . .→ tmii → ti (pour 1 ≤ i ≤ n), et est identique à Sig sinon.
• ULbE,t(let x = u1: t1 in u2: t2) = Let
Lb
(x:θ(t1),U
Lb
E,θ(t1)
(u1),U
Lb
E′,t(u2))
où E ′ = (Sig,A,L′,Oc,Ot,op) est un environnement qui prolonge E par la déni-
tion d'une nouvelle variable loale : L′(x) = θ(t1) et est identique à L sinon.
• ULbE,t(closure


L1,a1,x
1
1: t
1
1. . .x
k1
1 : t
k1
1 ,u1: t1
.
.
.
Ln,an,x
1
n: t
1
n. . .x
kn
n : t
kn
n ,un: tn

 (u′1: t′1, . . . ,u′m: t′m))
(as n > 1)
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= {PrimLb(MkSlosLbcid,M1, . . . ,Mn,ULbE,θ(t′1)(u
′
1), . . . ,U
Lb
E,θ(t′m)
(u′m))}(tref cid)→t
où pour tout 1 ≤ i ≤ n :
 Mi = Prim
Lb
(MkMre
Lb
cidi
,ULiEi,θ(ti)(ui)) lorsque ai = ki − 1
 Mi = Prim
Lb
(MkTop
Lb
cidi
,ULiEi,θ(ti)(ui)) lorsque ai = ki
où l'on utilise des nouveaux environnements Ei = (Sig,A
′
i,L,O
′
c,Ot,op
′
i) tels que :
 A′i remplae totalement A en dénissant A
′
i(x
j
i) = t
j
i pour tout 1 ≤ j ≤ ki.
 op′i est la position de la ième fontion dans la fermeture partagée.
 O′c est une desription de la fermeture : O
′
c(o1) = (tref cid1),. . . ,O
′
c(on) =
(tref cidn) et O
′
c(on+1) = θ(t
′
1),. . . ,O
′
c(on+m) = θ(t
′
m).
Dans e qui préède cid est le nom de la lasse implantant la fermeture partagée et
cidi elui de la lasse implantant la ième fermeture.
• ULbE,t(closure(L,a,x1: t1. . .xk: tk,u: t)(u′1: t′1, . . . ,u′m: t′m)) =
 Prim
Lb
(MkEnv
Lb
cid,U
Lb
E,θ(t′1)
(u′1), . . . ,U
Lb
E,θ(t′m)
(u′m),U
L
E′,θ(t)(u)) lorsque a = k− 1
 Prim
Lb
(MkTop
Lb
cid,U
L
E′,θ(t)(u)) lorsque a = k
où E ′ = (Sig,A′,L,O′c,Ot,0) tel que :
 A′ remplae totalement A en dénissant A′(xj) = tj pour tout 1 ≤ j ≤ k.
 O′c est une desription de la fermeture : O
′
c(o1) = (tref cid) et O
′
c(o2) =
θ(t′1),. . . ,O
′
c(o1+m) = θ(t
′
m).
Dans e qui préède cid est le nom de la lasse implantant la fermeture.
• ULbE,t(prim(Π,u1: t1, . . . ,un: tn): tr) = {Prim
Lb
(Π′,ULbE,t′1
(u1), . . . ,U
Lb
E,t′m
(un))}t′r→t
où on a P(Π,t1, . . . ,tn,tr,t) = (Π
′,t′1, . . . ,t
′
n,t
′
r).
Remarque. La transformation u → ULbE,t(u) maintient un invariant impliite : la sé-
quene d'instrutions CIL engendrée lors de l'étape suivante de ompilation (expan-
sion de ILM en ode IL) agit sur la pile en ajoutant exatement une valeur de type
t.
Détail d'implantation : le hoix des primitives. Étant donné que les pri-
mitives Caml ne sont pas typées (voir la disussion de la setion 2.2.2.2), il peut
orrespondre plusieurs primitives ILM à une seule primitive Caml. La séletion de
la bonne primitive se fait préisément à l'aide des annotations de types typeinfo.
C'est le rle de la fontion P introduite de manière abstraite dans e qui préède.
La fontion réelle utilisée dans le ompilateur OCamIL est :
selet_prim: typeinfo -> Lambda.primitive * utypedlambda list
-> ilmprim * tstype list * tstype
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Celle-i prend en entrée le sous-terme Ctypedlambda formé de la primitive (dont
l'annotation de types typeinfo est dans un argument séparé) et de ses arguments
typés. Elle retourne la primitive hoisie ave sa signature omplète exprimée en
types CTS. Voyons l'ation de selet_prim à travers quelques exemples (on utilise
les noms des primitives réelles détaillées en annexe) :
• Un as simple : primitives Pbintofint, Pintofbint et Pvtbint (on suppose dans
et exemple que les entiers 32 bits du CTS sont retenus pour l'implantation des en-
tiers Caml).
Primitive d'origine Primitive hoisie Signature
Pbintofint bi TPonvint τbi int32→ τbi
Pintofbint bi TPonvint int32 τbi → int32
Pvtbint (bi1,bi2) TPonvint τbi2 τbi1 → τbi2
Ave τbi valant int32, int64 ou nint selon la atégorie d'entier donnée par bi. Dans
e as, ni l'annotation de type, ni les arguments de la primitive ne sont utilisés : elle
ontient elle-même susamment d'information.
• Création d'un blo : primitive Pmakeblok i (u1,...,un). Dans et exemple, les
types list et option sont représentés omme des variants lassiques. Les types en-
registrement et variant sont implantés à base de lasses, et les autres blos à base
de tableaux d'objets (y ompris les exeptions).
Type annoté Primitive hoisie Signature
TIblok
TItuple _
TIlazy _
TIexeption
Pmakeblok i object→ . . .→ object→ object[]
TIreord id TPbuildobjet id t1→ . . .→ tn→ tref cid
TIvariant id TPbuildobjet id t1→ . . .→ tn→ tref cid
TIlist _ Renvoyé sur TIvariant list_id
TIoption _ Renvoyé sur TIvariant option_id
Dans e qui préède, les identiateurs id de variants et d'enregistrements per-
mettent de retrouver la desription omplète des types en question et de onstituer
la dénition de la lasse id donnée en paramètre de la primitive de onstrution
d'objet TPbuildobjet. D'autre part les types t1,. . . ,tn désignent les types CTS
orrespondant diretement aux annotations typeinfo inluses dans les arguments
u1,. . . ,un.
Il existe une autre primitive de réation de blos Pmakearray at (u1...un) uti-
lisée prinipalement pour les tableaux (at indique le type de tableau, en partiulier
s'il s'agit d'un tableau de ottants) :
Type annoté Primitive hoisie Signature
TIarray _ Pmakearray at object→ . . .→ object→ CTobject[]
TIreord id TPbuildobjet d t1→ . . .→ tn→ tref cid
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Les enregistrements onstitués uniquement de ottants sont optimisés de la même
manière que les tableaux de ottants par le ompilateur Caml, si bien qu'ils sont
traités par les mêmes primitives.
• Ériture d'un hamp de blo : primitives Psetfield et Psetfloatfield (on peut
noter que les types variant ne sont pas onernés par l'ériture ar ils ne sont pas
mutables).
Pour Psetfield i u1 u2 (resp. Psetfloatfield i u1 u2) :
Type de u1 Primitive hoisie Signature
TIblok TPset_blok i object[] → object→ void
TIreord id TPset_field fd tref cid→ tf→ void
La desription du hamp fd et son type tf sont obtenus à partir de id et de l'indie i.
• Leture d'un hamp de blo : primitives Pfield, Pfloatfield . . . et nouvelle pri-
mitive Pfldtag.
Cas de Pfield i u et Pfloatfield i u (hors variants).
Type de u Primitive hoisie Signature
TIblok
TItuple _
TIlazy _
TIexeption
TPget_blok i object[] → object
TIreord id TPget_field fd tref cid→ tf
La desription du hamp fd et son type tf sont obtenus à partir de id et de l'indie
i .
Cas de Pfldtag tg i u pour les variants. Les diérents onstruteurs d'un type va-
riant sont assoiés à des lasses diérentes, si bien qu'il est néessaire de onnaître
le tag du blo qui est aédé en leture an de déterminer la primitive TPget_field
adaptée. Or il n'est pas possible d'extraire ette information des annotations de types
(qui ne distinguent pas les diérents onstruteurs d'un variant), ni des arguments.
Heureusement, l'information manquante est onnue statiquement au moment où la
primitive Pfield est générée, 'est-à-dire au niveau du ltrage de motifs. Plutt que
de ompliquer les systèmes de types typing_annotation et typeinfo pour qu'ils
transmettent ette information, nous avons hoisi plus simplement d'introduire une
nouvelle primitive Caml Pfldtag : elle-i est analogue à Pfield mis à part qu'elle
transporte le tag en paramètre.
Type de u Primitive hoisie Signature
TIvariant id TPget_field fd tref cid→ tf
TIlist _ Renvoyé sur TIvariant list_id
TIoption _ Renvoyé sur TIvariant option_id
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La desription du hamp fd et son type tf sont obtenus à partir de id, du tag tg
et de l'indie i.
3.2.1.3 Génération de ode-otet IL
Les expressions ILM sont simples et ne font plus gurer que des types CTS. Le
passage à IL onsiste simplement à expanser es expressions en des suites d'instru-
tions CIL.
L'émission d'instrutions est fait ave un ontrle strit de la pile, modélisée
par une liste de types, et des variables loales de haque méthode. Le ontrle de
pile nous a permis de déeler et de orriger rapidement des erreurs dans le ode du
ompilateur. Les variables loales sont gérées de manière à éonomiser leur nombre :
par exemple elles utilisées pour des variables Caml devenant hors de portée sont
marquées omme libres. Bien sûr leur réutilisation est limitée par des ontraintes de
types.
Expansion des termes et primitives ILM. La tradution d'une unité de om-
pilation (FS,FP,V,R) de ILM vers du ode IL onsiste à générer des lasses (et dans
elles-i des hamps et des méthodes) pour haque fermeture simple de FS, haque
fermeture partagée de FP et haque type algébrique de V et R.
Génération de lasses. Nous ne la détaillons pas dans e mémoire.
 Les lasses d'implantations des enregistrements et des variants s'appuient sur
un shéma bien déni. Les quelques partiularités (hamps ontenant les don-
nées typées, onstruteurs. . . ) déoulent failement de la desription des types
enregistrements et variants.
 De même la génération des fermetures partagées onsiste à dénir une lasse
possédant de simples hamps typés orrespondant aux éléments de la fermeture
(référenes sur les fermetures simples des diérentes fontions mutuellement
réursives et environnement).
 Enn les lasses générées pour haque fermeture simple (L,cid,sig,a,f lds,M)
s'appuient sur un squelette standard (onstruteur, méthodes exe et apply).
Le ode de la méthode apply ne dépend que de la signature de la fontion
(et de l'éventuelle présene de l'argument supplémentaire transmettant l'en-
vironnement). En revanhe la méthode exe reçoit le ode proprement dit,
'est-à-dire la transformation de M en suite d'instrutions CIL. C'est ette
transformation que nous détaillons dans la suite.
Génération du ode des fontions. Nous nous plaçons au niveau d'un terme ILM pour
une fermeture simple donnée et nous formalisons la transformation qui aboutit à une
suite d'instrutions IL. La transformation utilise 1) des informations globales et 2)
un environnement de ompilation.
Les informations globales sont données par des fontions arg, loc, fp, sig, ct :
 Pour haque identiant x , loc(x) (resp. arg(x)) retourne l'indie de x dans
les variables loales (resp. arguments) de la méthode en ours de génération.
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 fp est une fontion qui à haque référene de types orrespondant à une fer-
meture partagée, assoie une desription de ette fermeture en donnant 1) un
indie dans les variables loales d'une variable supposée stoker une référene
vers elle-i et 2) la suite ordonnée de ses desripteurs de hamps.
 ct et sig assoient respetivement à haque étiquette de fermeture le nom de
lasse CTS qui l'implante et la signature CTS de la fontion ; es informations
sont obtenues simplement à partir de la liste des fermetures simples FS de
l'unité de ompilation ILM.
Ces informations globales sont réupérées pour la fontion en ours de om-
pilation au moyen d'une première passe sur le terme ILM
4
(spéiquement pour
rassembler les variables utilisées loc).
L'environnement de ompilation est formé d'un triplet (w,f,sid) où :
 w est une sorte de ontinuation, pouvant prendre l'une des trois 5 valeurs sui-
vantes : wRet (n de la méthode), wCont (passage à l'instrution suivante) et
wBr L (saut vers l'étiquette L).
 f sert à la ompilation des fail/ath : il donne pour haque entier i la liste
des indies des variables loales utilisées pour la propagation de valeurs d'un
fail vers un ath, ainsi que d'une étiquette permettant de sauter vers le réu-
pérateur de haque ath. On notera f(i) = (k1, . . . ,kn,L) si l'étiquette L est
dénie et f(i) = (k1, . . . ,kn,?) sinon.
 sid est la référene de types CTS orrespondant à la fermeture partagée ou-
rante (elle peut ne pas être dénie).
On assoie à w une séquene d'instrutions réalisant la ontinuation de la façon
suivante : W (wRet) = ret, W (wCont) = rien et W (wBr L) = br L.
La transformation Mw,f,sid de ILM à IL est dénie par as omme suit (pour laner
la transformation on applique MwRet,f0,sid0 au terme ILM omplet d'une fermeture
simple, où f0 est triviale et sid0 est indénie). Nous utilisons la syntaxe des instru-
tions données en annexe.
• Mw,f,sid(n) = ldc.i4 n ; W (w)
• Mw,f,sid(Arg(x: t)) = ldarg arg(x) ; W (w)
• Mw,f,sid(Lo(x: t)) = ldarg loc(x) ; W (w)
• Mw,f,sid(Let(x: t,M1,M2)) = MwCont,f,sid(M1) ; stloc loc(x) ; Mw,f,sid(M2)
4. En réalité il n'y a qu'une seule passe dans le ompilateur OCamIL, mais nous utilisons pour
ela un environnement qui est modié par eet de bord. Le présenter de ette façon dans le mémoire
ompliquerait inutilement.
5. Le ompilateur OCamIL utilise une quatrième valeur wLeave : ette ontinuation indique
qu'il faut sortir d'un blo de traitement d'exeptions.
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• Mw,f,sid(If(M,M1,M2)) =
MwCont,f,sid(M) ; brfalse LF ; Mw′,f,sid(M1) ;LF Mw,f,sid(M2) ;LC
ave w′ = w si w 6= wCont et w′ = wBr LC sinon.
• Mw,f,sid(Swith(M: t,i1 →M1, . . . ,in →Mn,_→Md)) =
MwCont,f,sid(M) ; ldfld int Variant :: tag ; switch(Lj0 , . . . ,Ljm) ;Ld
Mw′,f,sid(Md) ;L1 Mw′,f,sid(M1) ; . . . ;Ln Mw′,f,sid(Mn) ;LC
ave :
 w′ = w si w 6= wCont et w′ = wBr LC sinon.
 m est le maximum des ik, et pour haque 0 ≤ l ≤ m, ∃k/l = ik ⇒ Ljl = Lk et
sinon Ljl = Ld.
• Mw,f,sid(Faili(M1,. . . ,Mn)) =
MwCont,f,sid(M1) ; stloc k1 ; . . . ; MwCont,f,sid(Mn) ; stloc kn ; br L
ave f(i) = (k1, . . . ,kn,L).
• Mw,f,sid(Cathi(x1: t1,. . . ,xn: tn,M1,M2)) =
Mw′,f ′,sid(M1) ;L MwCont,f,sid(M2) ;LC
ave :
 w′ = w si w 6= wCont et w′ = wBr LC sinon.
 f ′ est déni de manière à indiquer l'étiquette L, 'est-à-dire que si f(i) =
(k1, . . . ,kn,?) on pose f
′(i) = (k1, . . . ,kn,L), f
′
étant identique à f pour tout
entier 6= i.
• Mw,f,sid(Gapply(M,M1,. . . ,Mn)) =
Mw,f,sid(Gapply({Gapply(M,M1)}object→clos,M2,. . . ,Mn)) pour n ≥ 2.
Mw,f,sid(Gapply(M,M1)) =
MwCont,f,sid(M) ; MwCont,f,sid(M1) ;
callinst object Closure :: apply(object) ; W (w)
• Mw,f,sid(Dapply(L,M1,. . . ,Mn)) =
MwCont,f,sid(M1) ; . . . ; MwCont,f,sid(Mn) ;
call tr ct(L):: apply(t1, . . . ,tn) ; W (w)
où sig(L) = t1 → . . .→ tn → tr.
• Mw,f,sid({M}t1→t2) = MwCont,f,sid(M) ; C(t1,t2) ; W (w)
ave :
 C(t1,t2) = rien si t1 = t2
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 C(tref C1,tref C2) = castclass C2
 C(int,tref C2) = box Int32 ; castclass C2
 C(tref C1,int) = castclass Int32 ; unbox Int32 ; ldind.i4
On trouvera des détails sur le transtypage dans la suite.
Transformation des primitives :
Mw,f,sid(Prim(+,M1M2)) = MwCont,f,sid(M1) ; MwCont,f,sid(M2) ; add ; W (w)
Mw,f,sid(Prim(-,M1M2)) = MwCont,f,sid(M1) ; MwCont,f,sid(M2) ; sub ; W (w)
Mw,f,sid(Prim(*,M1M2)) = MwCont,f,sid(M1) ; MwCont,f,sid(M2) ; mul ; W (w)
Mw,f,sid(Prim(/,M1M2)) = MwCont,f,sid(M1) ; MwCont,f,sid(M2) ; div ; W (w)
Mw,f,sid(Prim(==,M1M2)) = MwCont,f,sid(M1) ; MwCont,f,sid(M2) ; ceq ; W (w)
Mw,f,sid(Prim(!=,M1M2)) = MwCont,f,sid(M1) ; MwCont,f,sid(M2) ; ceq ;
ldc.i4.0 ; ceq ; W (w)
Mw,f,sid(Prim(GetFldfref:tr,M)) = MwCont,f,sid(M) ; ldfld tf fref ; W (w)
Mw,f,sid(Prim(MkBloktag,M1,. . . ,Mn) =
ldc.i4 n+ 1 ; newarr object ;
dup ; ldc.i4 0 ; MwCont,f,sid(M1) ; stelem.ref ;
. . .
dup ; ldc.i4 n− 1 ; MwCont,f,sid(Mn) ; stelem.ref ;
dup ; ldc.i4 n ; ldc.i4 tag ; box Int32 ; stelem.ref ; W (w)
Mw,f,sid(Prim(MkObjetcid,M1,. . . ,Mn) =
MwCont,f,sid(M1) ; . . . ; MwCont,f,sid(Mn) ; newobj cid :: .ctor(t1, . . . ,tn) ; W (w)
où t1, . . . tn sont les types des hamps flds de la lasse de R ou V dont la référene
est cid.
Mw,f,sid(Prim(MkTopcid) = newobj cid :: .ctor() ; W (w)
Mw,f,sid(Prim(MkEnvcid,M1,. . . ,Mn) =
MwCont,f,sid(M1) ; . . . ; MwCont,f,sid(Mn) ; newobj cid :: .ctor(t1, . . . ,tn) ; W (w)
où t1, . . . tn sont les types des hamps flds de la fermeture simple dont la référene
est cid.
Mw,f,sid(Prim(MkSloscid,M1,. . . ,Mn) =
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newobj cid :: .ctor() ; stloc i ;
ldloc i ; MwCont,f,cid(M1) ; stfld t1 fref1 ;
. . .
ldloc i ; MwCont,f,cid(Mn) ; stfld tn frefn ;
ldloc i ; W (w)
où fp(cid) = (i,(t1 fref1, . . . ,tn frefn))
Mw,f,sid(Prim(MkMrecid) = ldloc i ; newobj cid :: .ctor(sid) ;W (w)
où fp(sid) = (i, . . .)
Note : les types t ne sont pas utilisés pour ette transformation mais sont nées-
saires à la bonne délaration de la méthode (signature et types des variables loales),
qui est prise en harge par une première passe sur le ode.
Implantation des transtypages. Les transtypages sont mis en ÷uvre par les
primitives TPast. En voii quelques exemples :
Transtypage Code CIL
int32→ object box Int32
object→ int32 astlass Int32
unbox Int32
ldind.i4
tref cid→ object rien (voir la remarque i-dessous)
object→ tref cid astlass id
string→ tref StringBuilder newobj StringBuilder::.tor(string)
object→ void pop
Remarques :
 Les transtypages d'un type référene vers un sur-type (omme i-dessus le type
variant vers le type objet) ne néessitent auune instrution CIL. L'algorithme
de génération de ode IL prend toutefois ate du hangement de type pour sa
gestion de pile.
 OCamIL optimise les transtypages enhaînés an de n'engendrer que le mini-
mum d'instrutions.
3.2.2 Émission de ode et édition de liens
3.2.2.1 Émission de ode objet
La génération physique de ode est une simple sérialisation de l'ultime repré-
sentation intermédiaire IL vers un hier objet .mx sur le disque dans lequel les
référenes CTS seront résolues au moment de l'édition de liens. Au moment de ette
sérialisation quelques optimisations sont introduites dans le ode CIL : par exemple
les instrutions de branhement sont remplaées par leur version ourte quand les
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dimensions du ode le permettent.
Le format des hiers objets dépend du type d'assembleur CIL utilisé ; nous en
présentons quelques-uns dans la suite.
Ave assembleur externe. C'est la solution initiale mise en ÷uvre par OCamIL.
L'idée est d'utiliser l'assembleur en ligne de ommande du kit de développement de
la plate-forme .NET, par exemple ilasm.exe pour la plate-forme Windows. Le ode
CIL est émis sous forme de ode assembleur dans un hier texte, qui est ensuite
soumis à la ompilation par la ommande externe.
L'avantage est la rapidité d'implantation, qui repose sur la abilité de l'outil
externe. En phase de développement initial, mieux vaut ne pas perdre de temps sur
de problèmes bas-niveau de génération de ode.
Cette approhe a tout de même plusieurs inonvénients :
 Les performanes ne sont pas bonnes, ar il faut imprimer le ode CIL à par-
tir de sa représentation interne, pour ensuite repasser par la phase d'analyse
syntaxique de ilasm.exe.
 Reposer sur une ommande externe pose plusieurs problèmes : un problème
d'installation et de onguration (il faut que le kit de développement .NET soit
installé pour utiliser OCamIL, que la ommande soit dans le hemin $PATH) et
un problème de séurité (à un niveau de séurité standard, il n'est pas toujours
autorisé d'appeler une ommande externe, en partiulier dans les appliquettes,
voir setion 5.2.2 pour plus de détails).
 Enn, et e n'est pas le moindre des défauts, l'utilisation de ilasm.exe trahit
le prinipe de ompilation séparée. En eet elui-i ne produit que des assem-
blages fermés, e qui n'est désiré qu'à l'étape d'édition de liens. Cela signie
en pratique que le ode objet est stoké sous une forme non-ompilée (dire-
tement du texte, ou enore la représentation interne de OCamIL persistée)
et que la ompilation a lieu une fois sur le produit de l'édition de liens. Cela
implique une reompilation omplète en as de modiation du moindre hier
d'implantation.
Ave assembleur interne. Une solution aux problèmes préédents serait d'utili-
ser un assembleur diretement inorporé au ompilateur OCamIL. Cela suppose de
maîtriser le format physique des hiers PE.
Ave la bibliothèque Refletion. Il est également possible d'utiliser la biblio-
thèque Refletion de l'API .NET. Celle-i permet de générer dynamiquement des
assemblages .NET, sur le disque ou en mémoire.
Les diérents omposants d'un assemblage (lasses, méthodes, ode CIL, et. . . )
sont reétés dans des strutures de données qu'il est possible de onstruire au moyen
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de ette API, pour ensuite les persister. Il est tout à fait possible d'utiliser ette ap-
prohe dans un ompilateur omme OCamIL.
Parmi les inonvénients :
 Cette approhe ne peut fontionner qu'ave le ompilateur bootstrappé, seul
à être en mesure d'utiliser l'API .NET (voir la setion 5.2.1.1).
 L'interfaçage est déliat ar il y a de nombreuses méthodes à utiliser, ma-
nipulant de nombreuses lasses diérentes. Cela peut être mis en ÷uvre au
moyen d'outils dédiés à l'interopérabilité (la réalisation de ei est détaillée à
la setion 5.2.2.1).
 Il y a un défaut ommun ave le ompilateur externe : il est ompliqué de
mettre en ÷uvre un réel méanisme de ompilation séparée, ar on ne peut
pas diretement onstruire des méta-données pour des référenes externes non
résolues.
Parmi les avantages :
 Il n'y a plus de problème possible lié au format physique (texte ou brut) du
ode puisqu'on travaille à travers une API.
 Cela élimine ertains problèmes de séurité : l'émission en mémoire ne met plus
en jeu ni ommande externe, ni même le disque dur, e qui est partiulièrement
intéressant pour les appliquettes.
3.2.2.2 Édition de liens
L'édition de liens regroupe des hiers objets et résout les référenes de types
CTS an de produire un assemblage .NET, sous forme d'un exéutable ou d'une
bibliothèque. Il est possible de fournir un hier .snk (strong name key) en ligne de
ommande à l'éditeur de liens OCamIL an de donner un nom fort à l'assemblage
produit.
La bibliothèque d'exéution ore_amil. Tous les exéutables ou bibliothèques
produits par OCamIL référenent la bibliothèque d'exéution ore_amil.dll. Celle-
i ontient dans l'espae de noms CamIL tous les types et méthodes néessaires à
l'exéution d'un programme Objetive Caml sous .NET : la plupart de es types ont
été dérit préédemment. La bibliothèque standard de Caml est inluse dans ette
bibliothèque, qui est don susante pour faire tourner la plupart des programmes
Caml.
L'assemblage ore_amil est obtenu en ompilant un mélange de ode Caml
(pour la bibliothèque standard, ompilée ave OCamIL lui-même) et de ode CIL
érit à la main. Les primitives externes utilisées par la bibliothèque standard (implan-
tées en C dans le as de Caml) référenent des méthodes inluses dans ore_amil
et implantées en CIL.
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Résolution des référenes et assemblage du hier produit. Un appel à
l'éditeur de liens OCamIL en ligne de ommande est de la forme :
oamil [-a℄ -o fileout f1.mx[a℄ f2.mx[a℄ ... fn.mx[a℄
L'option -a indique de ompiler une bibliothèque plutt qu'un exéutable. Dans e
as, en plus du hier fileout.dll sera émis un hier objet fileout.mxa. Les
hiers objets peuvent être des .mx ontenant le ode CIL d'un hier d'implanta-
tion Caml ou des mxa produits par la ompilation de bibliothèques.
La résolution des dépendanes dans un module donné se fait au sein des hiers
objets qui le préèdent dans la ligne de ommande. Il s'agit pour haque référene de
type, de hamp, de méthode, de trouver l'assemblage dans lequel il/elle est déni(e).
Il y a trois possibilités :
 La dénition se trouve dans la bibliothèque standard : l'assemblage reherhé
est ore_amil.dll.
 La dénition se trouve dans un hier objet mx : l'assemblage qualiant la
référene est l'assemblage ourant, en ours de prodution.
 La dénition est rapportée dans un hier objet mxa : l'assemblage est alors
la bibliothèque assoiée au hier objet
6
.
Le traitement est diérent pour les primitives externes (délarations external)
ar elles ontiennent expliitement la référene de l'assemblage omportant leur im-
plantation. Cela permet d'appeler du ode CIL qui n'est pas issu d'un module Caml
et pour lequel il n'y a don pas de hier objet.
Le hier produit inorpore le ode des hiers objets mx. À haun de es
modules physiques orrespond un espae de nom dans lequel on trouve les lasses
générées (fermetures et types algébriques), éventuellement réparties entre diérents
sous-espaes de noms orrespondant aux sous-modules. Les unités de ompilation
possèdent toutes une lasse Top ontenant le hamp de leurs variables globales et
une méthode startup qui proède à leur initialisation, 'est-à-dire à l'évaluation du
ode toplevel du module.
Au niveau de l'assemblage est ajoutée une lasse de démarrage MLTop possédant
une méthode startup proédant à l'initialisation de tous les objets formant l'unité
empaquetée, dans l'ordre spéié sur la ligne de ommande. Celle-i appelle la mé-
thode startup de haque module pour les mx et son homologue sur haque dll
assoiée aux mxa. La lasse possède un hamp booléen qui témoigne d'une initiali-
sation eetuée : ela permet d'éviter l'initialisation multiple d'un assemblage dans
un même ompartiment d'exéution.
Les hiers exéutables n'ont en plus des bibliothèques qu'une méthode main per-
mettant de réupérer des arguments en ligne de ommande et dont le ode onsiste à
enadrer la méthode startup introduite i-dessus par un gestionnaire d'exeptions
6. Moyennant l'utilisation de méta-données ustomisées, on pourrait résoudre es référenes
diretement à l'examen de la dll et ainsi se passer du mxa.
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(visant à apturer toutes les exeptions non rattrapées dans le programme et à les
aher, omme le font les exéutables Caml lassiques).
Liaison dynamique. L'implantation OCamIL adapte le module Dynlink à l'aide
de la bibliothèque Refletion. Les omposants pouvant être hargés dynamique-
ment sont des assemblages de bibliothèques (hiers dll ompilés par OCamIL).
L'appel à Dynlink.loadfile harge l'assemblage en mémoire et exéute sa méthode
startup.
Par ailleurs, une autre forme de liaison dynamique est utilisée pour l'implantation
du toplevel OCamIL, que nous détaillons à la setion 5.2.1.2.
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Chapitre 4
Interopérabilité et OJaaré.NET
Nous examinons ii les tehniques utilisées en matière d'interopérabilité.
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4.1 Objetive Caml et l'interopérabilité
Une ritique réurrente des langages fontionnels porte sur la diulté de les
interfaer ave d'autres langages de programmation. Autant le modèle des langages
fontionnels est bien aepté pour son élégane et son expressivité, autant le monde
des langages fontionnels est souvent onsidéré omme autiste ou du moins isola-
tionniste. L'introdution de [38℄ met en garde :
Programming languages that do not support a foreign-language interfae
die a slow, lingering death - good languages die more slowly than bad ones,
but they all die in the end. 
Cette ritique a en fait été entendue et argumentée dans les artiles généraux de
Gabriel [41℄ et Wadler [89℄. Plusieurs solutions ont été apportées pour des langages
fontionnels de aratéristiques diérentes omme Lisp [69℄, SML [89℄ et Haskell [37℄.
Bien que de nombreux progrès aient été eetués dans l'interfaçage entre lan-
gages, ertaines diultés subsistent dans l'enhevêtrement de plusieurs mondes :
systèmes de types inompatibles, valeurs hétérogènes, entrelaement des réupéra-
teurs d'exeptions, gestionnaires mémoire et multi-threading. Ces traits sont liés aux
langages abordés mais aussi aux plates-formes d'exéution de eux-i. De plus es-
sayer d'adapter des traits de programmation existant dans un seul des deux langages
interfaés peut faire perdre à l'ensemble un fateur important d'eaité.
4.1.1 Les langages d'interfae
L'interfae d'un langage ave le monde extérieur est très souvent basée sur une
interfae de bas niveau ave la plate-forme d'exéution. Dans les langages fontion-
nels elle orrespond à l'appel d'une fontion externe (Foreign Funtion Interfae
ou FFI) et au passage d'arguments par opie pour les valeurs immédiates et par
référene pour les valeurs struturées. Cette ouhe basse est ensuite utilisée pour
onstruire une ommuniation de plus haut niveau entre deux langages tant du point
de vue du ontrle d'exéution que de la gestion mémoire, tout en garantissant la
orretion du typage. La rihesse de e modèle de ommuniation permet d'utiliser
de nouvelles bibliothèques et d'étendre un langage en intégrant de nouveaux traits
de programmation.
On peut onsidérer deux familles de plates-formes : les bibliothèques d'exéution
qui sont liées au ode engendré par un ompilateur pour produire un programme
exéutable et les mahines virtuelles gérant ontrle et mémoire. Ces bibliothèques
d'exéution sont érites en C, vu omme un assembleur de haut niveau, et orent
un méanisme d'appel de fontions externes C.
Pour un langage fontionnel, la bibliothèque d'exéution intègre prinipalement
une représentation des données dont les fermetures, un méanisme général d'appli-
ation, une gestion automatique de la mémoire et une réupération d'exeption. Les
diultés d'interfaçage entre langages, reposant sur des bibliothèques d'exéution
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diérentes, proviennent de l'entrelaement de ontrles issus de es deux biblio-
thèques et de la onstrution de valeurs hétérogènes issues des deux représentations.
La manipulation de valeurs fontionnelles omme données des langages fontionnels
ajoute une diulté supplémentaire.
4.1.1.1 Choix d'un langage d'interfae
La onstrution d'une interfae entre langages néessite un hoix de oneption :
omment et où dérit-on elle-i?
 utiliser une bibliothèque d'appel extérieur réduite : l'enapsulation et le déo-
dage des valeurs sont eetués par du ode supplémentaire érit à la main qui
onstitue une nouvelle bibliothèque C pouvant être appelée depuis Caml.
 utiliser les desriptions d'interfaes des modules/paquetages du langage ex-
terne pour engendrer automatiquement le ode d'enapsulation : soit en in-
tégrant les délarations des interfaes du langage externe dans son langage,
soit en utilisant un outil externe pour engendrer le ode enapsulant. Dans es
deux as, il est néessaire de s'adapter aux délarations du langage externe.
 dénir un langage extérieur de desription d'interfae (IDL). Ce langage or-
respond à une intersetion des modèles de programmation que l'on désire faire
ommuniquer. De ette desription le ode peut être engendré automatique-
ment.
Ce hoix de la tehnique à utiliser est eetué par rapport aux aratéristiques
d'expressivité, de sûreté et de failité d'emploi de l'interfae tout en mesurant les
oûts en eaité que es hoix peuvent induire.
4.1.1.2 Problématiques de l'interfae ave C
Nous évoquons dans ette setion les problèmes posés pour la réalisation d'une
bibliothèque d'interfae en C. La représentation des données introduit une diulté
liée à la nature du polymorphisme que permet le langage ; elle doit être ompatible
ave l'utilisation de valeurs externes au langage et s'intégrer dans les systèmes de
types respetifs (question traitée diéremment pour un langage typé statiquement
omme ML ou typé dynamiquement omme Sheme). Se posent également des pro-
blèmes de strutures de ontrle et de gestion mémoire (partiulièrement pour les
langages munis de réupérateur automatique de mémoire).
Enapsulation et opie de valeurs. La manipulation d'une valeur struturée,
et de ses sous-strutures, d'un langage par un autre est la première étape de ommu-
niation. Ces valeurs peuvent être partagées ou opiées d'un monde à l'autre. Dans le
premier as on passe par un entête qui enapsule la zone mémoire de la valeur; dans
le deuxième as on alloue une nouvelle zone mémoire pour ontenir la onversion de
la valeur d'un monde à l'autre. En règle générale les valeurs immédiates sont opiées
et les valeurs struturées sont partagées.
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Pour plus d'information, la problématique d'enapsulation de valeurs et de véri-
ation de types est lairement exposée dans la thèse de Thierry Saura [72℄.
Gestion mémoire. Plus que l'enapsulation/partage de données, le point déliat
provient de la gestion (alloation/libération) de mémoire. Les langages fontionnels
utilisent tous un méanisme de GC qui garantit l'absene de pointeurs fantmes ou
de zones mémoire inaessibles. Un programme onstruit en C et dans un langage
fontionnel possède deux zones d'alloation dynamique. La première en C est gé-
rée à la main alors que la deuxième est gérée automatiquement par la bibliothèque
d'exéution du langage fontionnel. Le risque est alors de perdre les propriétés de
sûreté du GC. Les diultés proviennent de la bonne onstitution de l'ensemble des
raines à onserver dans le tas des strutures de données hétérogènes (ontenant des
valeurs des deux milieux), en partiulier pour les strutures irulaires.
Même si le langage fontionnel est ompilé vers du C, à la manière de Bigloo [74℄
ou CeML [18℄, il faut enore que le GC utilisé srute la pile d'exéution C et traite
bien les valeurs C à onserver, à la manière du GC généraliste de Boehm [7℄. Ce GC
a été onçu pour des programmes C ou des ompilateurs utilisant C omme langage
ible. Il a été éprouvé par de nombreuses implantations mais il est moins performant
que des GC spéialisés omme elui d'Objetive Caml. Cela est prinipalement dû à
son algorithme Mark&Sweep, qui en plus de ne pas ompater le tas, a une omplexité
linéaire sur la taille totale du tas et non pas sur la taille des objets vivants du tas.
Fontions. Le protoole d'appel des fontions utilise des primitives de opie ou
de partage de valeurs entre les deux mondes. Cela autorise les appels par valeur et
par référene. Le passage par nom (maros) peut être simulé par une fermeture qui
gèle l'expression à aluler. Les fermetures peuvent être appelées en C en utilisant
le méanisme général d'appliation de la bibliothèque d'exéution du langage fon-
tionnel.
L'appel à du ode C à partir de ML varie selon le langage ible du ompilateur.
Par exemple CeML ompile un dialete ML vers du C de haut niveau e qui failite
le méanisme d'appel (voir 4.1.1.3). Pour Objetive Caml le ode engendré par le
ompilateur natif suit le protoole d'appel de C et autorise la ommuniation dans
les deux sens (à partir et vers C). Pour le ompilateur de ode-otet d'Objetive
Caml l'interprète de ode-otet doit être embarqué dans l'appliation pour pouvoir
exéuter des fontions ML à partir de C.
Exeptions. De même que les diérents appels de fontion passent d'un monde
à l'autre, les réupérateurs d'exeption s'imbriquent aussi. Bien souvent, les plates-
formes d'exéution divergent dans l'implantation des réupérateurs d'exeption. Le
setjmp/longjmp de C n'est pas reonnu par le byteode d'un try/with Objetive
Caml. Il est néessaire de transformer la valeur de l'exeption lors de la traversée
d'un monde à l'autre, quitte à revenir à son état initial au retour dans son monde
d'origine.
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Multi-threading. Un dernier point déliat dans l'interfaçage ave C est la oha-
bitation de threads dont les ontextes ne sont pas ohérents entre les plates-formes
d'exéution. Le GC tient ompte en général des piles d'exéution des diérents
threads omme ensemble de raines à onserver. La réation de nouveaux threads en
C non liés au GC peut provoquer une réupération intempestive de valeurs enore
utilisées. Pour éviter ela Objetive Caml utilise un mutex global dans les appels à
du ode C en mode multithreadé.
4.1.1.3 Utilisation des interfaes de C
L'utilisation des entêtes C permet d'automatiser la onstrution de valeurs et
l'appel de fontions C. Un hoix est alors d'intégrer et outil au langage fontionnel
ou bien d'utiliser un outil externe.
Langage d'interfae intégré au langage. Le projet CeML [18℄ est un exemple
d'extension du langage Caml permettant d'automatiser la onstrution de valeurs et
l'appel de fontions C. Le langage d'interfae hoisi est onstitué d'un sous-ensemble
des délarations des hiers interfae C (.h). Pour ela une nouvelle diretive extern
a été introduite. Elle permet d'analyser une délaration C (inluant les types, les
variables globales et les maros) dans le but de onstruire de nouveaux types et
fontions Caml pour les manipuler. Ces nouveaux types sont onsidérés abstraits
par le typeur Caml.
Une délaration de struture C dans une primitive extern de CeML a pour eet
du té Caml de délarer un type abstrait orrespondant à la struture ainsi que des
fontions d'aès et de modiation pour haun de ses hamps. Les fontions en-
gendrées sont monomorphes. Des fontions analogues sont produites pour permettre
l'aès à des tableaux ou des pointeurs. Les fontions C sont prises en harge et il
est possible de les appliquer partiellement en utilisant CeML.
L'intérêt de e type d'intégration est au moins double :
 ne pas être dépendant des évolutions des spéiations des interfaes C,
 avoir l'information de typage de la partie Caml et de la partie C en même
temps.
Outil d'enapsulation pour la ommuniation. Une autre solution plutt que
d'intégrer la syntaxe des hiers d'en-têtes C à Caml est d'utiliser un outil externe
sahant lire de tels hiers dans le but d'engendrer le ode Caml d'enapsulation.
L'intérêt est de ne pas modier son langage préféré. La diulté est de ne pas pou-
voir limiter les entêtes à traiter omme lors de l'intégration préédente. Ces outils
sont partiulièrement utiles quand il faut traduire un ensemble de hiers d'en-têtes
interdépendants. SWIG (Simple Wrapper and Interfae Generator) [3℄ en est un
exemple dont il existe une version pour Objetive Caml.
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Ces outils sont aussi utilisés pour les extensions objet de C omme C++ et Ob-
jetive C. C'est le as pour C++ ave SWIG. La réation d'un objet devient l'appel
d'une fontion de réation; la surharge est remplaée par un méanisme de nom-
mage. L'appel d'une méthode est aussi traduit par un appel de fontion dont un
argument est l'objet reeveur. Néanmoins es outils s'avèrent limités pour le traite-
ment de ommuniation dans les deux sens (allbaks).
Les systèmes de types peuvent poser des ontraditions pour une génération
automatique de ode enapsulant. Une tehnique utilisée est de n'engendrer au-
tomatiquement que les parties ompatibles et d'ignorer les autres, e qui s'avère
partiulièrement intéressant pour les bibliothèques importantes. C'est e qui a été
réalisé ave les bibliothèques Foundation et appKit d'Objetive C pour NextStep
par Jérme Vouillon et repris par Guy Cousineau pour Ma OS X.
Ces outils restent pratiques pour une ommuniation simple entre C et un autre
langage. Pour une ollaboration plus rihe il devient néessaire de dérire plus pré-
isément l'interation souhaitée.
4.1.1.4 Les langages de dénition d'interfaes (IDL)
L'utilisation de langages de dénitions d'interfae (IDL) permet de dérire les
signatures des fontions, proédures et méthodes qui seront appelées entre deux
ou plusieurs langages. Le fait qu'un tel langage soit indépendant d'un langage de
programmation permet un ertain niveau de standardisation tout en évitant de om-
pliquer haque langage de programmation par l'intégration du langage d'interfae.
Souvent ils sont onstruits pour des besoins d'interopérabilité, y ompris pour des
appliations réparties, omme pour DCE [91℄ de l'Open Group. Une grande famille
d'IDL est orientée pour l'interfaçage des omposants COM de Mirosoft, omme par
exemple H/Diret [38℄ et CamlIDL [55℄.
Néanmoins la réation d'IDL dépend le plus souvent d'un besoin spéique d'in-
terfaçage d'un langage ou d'un méanisme de omposants liés à ertaines araté-
ristiques de programmation. Par exemple l'IDL de CORBA [75℄ déni par l'OMG
(Open Management Group) est partie intégrante de la spéiation de CORBA. Cet
IDL était orienté pour C++. Son évolution prend la marque de Java (passage par
opie d'objets).
4.1.2 Quelques implantations pour Objetive Caml
De nombreux eorts on été faits pour ouvrir Objetive Caml à d'autres lan-
gages de programmation, par le biais de diérentes interfaes s'insrivant dans les
tendanes dénies à la setion 4.1.1.1.
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4.1.2.1 Interfaes de bas niveau
Elles existent pour de nombreux langages autres que C. Citons notamment :
• Interfae ave Java : Camljava [53℄ propose une interfae similaire à JNI pour
Objetive Caml. Le prinipe est de ommuniquer à travers C, par l'interfae native
de Caml d'une part et JNI d'autre part. L'interfae est faiblement typée (les réfé-
renes à des objets Java sont ahées derrière un type abstrait) et propose un jeu
de primitives très semblable à JNI pour manipuler des objets Java (instaniation,
appel de méthodes, aès aux hamps). Un méanisme de allbak élémentaire (per-
mettant l'appel de ode Caml depuis Java) est disponible mais néessite d'érire du
ode souhe Java à la main.
• Suivant les mêmes prinipes, il existe une interfae ave Python pyaml [67℄,
qui réplique l'interfae Python/C dans un module Caml, ainsi qu'ave TCL/TK
CamlTK [70℄.
• L'interfae ave Perl perl4aml [49℄ propose une interfae de bas-niveau permet-
tant d'appeler du ode Perl depuis Caml et ertaines enveloppes de haut niveau
autour de bibliothèques CPAN (Comprehensive Perl Arhive Network). L'interfae
de bas niveau propose des fontions de onversion de types Caml et trois types abs-
traits utilisés respetivement pour les valeurs salaires, les tableaux et les valeurs
de hahage de Perl, un méanisme d'appel de méthodes Perl ainsi que l'évaluation
d'une expression Perl ontenue dans une haîne de aratères (à la manière de la
fontion eval de Perl, e qui est bien peu typé).
4.1.2.2 Compilateurs d'interfaes
• FFI [39℄ prend en entrée des hiers d'en-tête C et engendre un mélange de ode
C et de délarations externes Caml. Les types de données C qui ne peuvent être
diretement sérialisés vers Caml en utilisant son interfae C standard (omme les
strutures) sont stokés sous forme de haînes de aratères an d'être pris en harge
par le GC. Cigen [80℄ est un projet similaire.
• oDLL [14℄ fabrique une DLL Windows à partir d'une bibliothèque Caml. L'utili-
taire prend en entrée des hiers Caml ompilés (interfaes ompilées .mi et hiers
objets de bibliothèques .ma/.mxa) et génère le ode souhe C néessaire ainsi que
les hiers d'en-tête permettant d'utiliser la DLL dans du ode C.
• Du même auteur, CamlOLE [13℄ permet l'utilisation de omposants COM depuis
Caml. Cela onsiste en une bibliothèque de bas niveau permettant l'interfaçage et
un utilitaire OLEGen qui engendre automatiquement les hiers d'implantation et
d'interfae Caml enapsulant un omposant COM à partir de sa bibliothèque de
types OLE. On obtient de la sorte une interfae sûre et bien typée masquant les
détails bas-niveau des appels à COM.
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• Forklift [46℄ est à mi-hemin entre la ompilation d'interfae et la ompilation
d'IDL. En eet il génère du ode souhe C et une interfae Caml permettant l'uti-
lisation de ode C, en se basant sur les hiers d'en-tête d'une part, et d'autre part
sur des annotations exprimées dans une algèbre de souhes et onservées dans un
hier séparé.
4.1.2.3 Compilateurs d'IDL
• La boîte à outils SWIG [3℄ permettant de onneter des programmes C et C++ à
une grande variété de langages de programmation de haut niveau (le redo de SWIG
est d'interfaer un langage de sript ave des routines C/C++) dispose d'un généra-
teur Objetive Caml [2℄. SWIG travaille sur des hiers IDL qui orrespondent à des
en-têtes C munis d'indiations supplémentaires guidant les sérialisations. SWIG dé-
nit un langage de typemaps permettant les orrespondanes de valeurs struturées
les plus omplexes. Il est également possible de gérer la transmission d'exeptions
entre C++ et le langage de haut-niveau : il faut pour ela rédiger le détail des ges-
tionnaires d'exeptions dans le hier IDL.
• amlORBit [1℄ est une interfae ave ORBit2 [66℄, l'ORB CORBA du projet
GNOME. Un ompilateur d'IDL traduit les types CORBA en types Caml : en plus
des types de bases, les strutures CORBA sont mises en orrespondane ave les
enregistrements Caml, les unions disriminées ave des variants et les énumérations
ave des variants formés de onstruteurs onstants. Les interfaes CORBA sont
représentées au moyen de types d'objets Caml. L'héritage d'interfaes et les exep-
tions CORBA sont pris en harge. Les hiers générés sont liés à une bibliothèque
de support mixte C/Caml.
• SimpleSOAP [48℄ est un lient SOAP expérimental pour Caml. Il utilise des IDL
dérivant les servies Web au moyen d'une syntaxe basée sur les hiers d'interfae
Caml et ajoutant des indiations d'URI. Leur ompilation fournit le ode souhe
néessaire à la sérialisation des arguments d'un appel de fontion distante, la re-
quête HTTP au servie et l'analyse syntaxique du résultat. Pour l'instant e lient
ne traite qu'un sous-ensemble des valeurs Caml d'une part (essentiellement des enre-
gistrements ou des listes d'enregistrements de types de base) et qu'un sous-ensemble
des spéiations SOAP d'autre part.
• OCamlIDL [55℄ est à la fois un générateur de ode souhe C et une interfae ave
COM :
 Le ode souhe C est engendré à partir d'une IDL Mirosoft (MIDL,Mirosoft's
Interfae Desription Language [58℄). Cela ressemble à des hiers d'en-têtes C
ave annotations, plus une notion d'interfae d'objets, sans héritage. OCam-
lIDL permet l'utilisation haut-niveau de ode C depuis Caml et réalise une
interfae entre lasses C++ et lasses Objetive Caml, dans les deux dire-
tions. Le modèle objet sous-jaent à ette ommuniation est toutefois assez
réduit : il se limite à un polymorphisme d'interfaes, sans notion d'héritage.
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 Une bibliothèque de fontions permet l'utilisation de omposants COM en
Caml et réiproquement l'enapsulation de ode Caml derrière une interfae
COM.
• OJaaré [20℄ est un générateur de ode qui failite l'interopérabilité entre les
langages Objetive Caml et Java à travers leur modèle objet respetif et qui se base
sur un IDL simple orrespondant à un modèle objet à l'intersetion de eux des deux
langages.
Pour les ommuniations de Java vers Objetive Caml est ajouté un méanisme
de rappel (allbak). L'implantation repose sur les interfaes de bas niveau ave C
de haque langage (JNI, Java Native Interfae [43℄ pour Java et external pour
Objetive Caml) et utilise une version étendue de la bibliothèque amljava [53℄.
OJaaré engendre toutes les lasses enapsulantes néessaires de manière onforme
aux deux systèmes de types. Des vériations de typage s'eetuent d'une part à la
ompilation en engendrant du ode ontenant des ontraintes de type et d'autre part
durant la phase d'élaboration, au hargement de l'appliation, par une inspetion
dynamique des lasses Java hargées. Bien que l'IDL soit à l'intersetion des deux
modèles objet, OJaaré permet de ombiner ertaines aratéristiques des deux.
4.2 La plate-forme OCamIL / OJaaré.NET
4.2.1 Présentation de OJaaré.NET
OJaaré.NET est une adaptation de l'outil OJaaré [20℄ au monde .NET. Lors
du développement de OJaaré de nombreuses diultés sont venues de la gestion
de deux environnements d'exéution diérents (elui de Java et elui de Objetive
Caml), partiulièrement en e qui onerne la prise en harge des threads et de la
réupération automatique de mémoire. L'utilisation de l'implantation OCamIL dans
le as de OJaaré.NET rend les hoses beauoup plus simples en raison de l'uniité
de l'environnement d'exéution. De plus ela permet d'interfaer à Objetive Caml
la plupart des langages portés sur .NET puisque la ommuniation se fera au travers
du byteode CIL.
4.2.1.1 Intersetion des modèles objet et dénition de l'IDL
Comparaison des modèles objet. Objetive Caml intègre à son système de
types une extension orientée objets basée sur des lasses, pour laquelle les deux re-
lations d'héritage et de sous-typage sont lairement distintes [71, 21℄.
Une délaration de lasse dénit :
 un nouveau type abréviation d'un type objet,
 une fontion de onstrution permettant d'instanier des objets de la lasse.
Un type objet est aratérisé par le nom et le type de ses méthodes. Par exemple le
type suivant peut être inféré pour les instanes de lasses possédant des méthodes
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moveto et toString :
< moveto : (int * int) -> unit; toString : unit -> string >
Les seules méthodes que l'on peut appeler sur un objet sont elles visibles dans
son type. Le typage statique garantit alors que l'objet reeveur possède bien une
méthode du bon nom et du bon type. L'exemple 1 qui suit est orret si la lasse
point dénit (ou hérite) une méthode moveto prenant une paire d'entiers omme
argument. Les objets s'intègrent dans le modèle fontionnel typé par les types objets
ouverts (<..>). De même dans l'exemple 2, la fontion f aeptera omme argument
n'importe quel objet dont le type ontient une méthode moveto dont l'argument est
une paire d'entiers.
Ex1 : appel de méthode Ex2 : style fontionnel et objet
let p = new point(1,1);;
p#moveto(10,2);;
# let f o = o # moveto (10,20);;
val f : < moveto : int * int −> 'a; . . > −> 'a
Les délarations de lasses aeptent l'héritage multiple et les lasses paramé-
trées. Par ontre la surharge de méthode n'est pas aeptée. Du point de vue de
l'exéution la liaison est toujours tardive (late binding).
La table suivante ompare les aratéristiques prinipales du modèle objet du
CTS ave elles de Objetive Caml :
Caratéristiques CTS Objetive Caml
Classes
√ √
Liaison tardive
√ √
Liaison préoe
√
1
Typage statique
√ √
Typage dynamique
√
2
Sous-typage
√ √
Héritage ≡ sous-typage oui non
Surharge
√
3
Héritage multiple 4
√
Classes paramétrées
√
5
√
Paquetages/modules 6 6
Remarques :
1) Les méthodes statiques sont des fontions globales d'un module Objetive
Caml ; on peut avoir des variables de lasse.
2) Pas de downast en Objetive Caml, seulement dans l'extension oa-ml [19℄.
3) Pas de surharge en Objetive Caml mais le type de self peut apparaître dans
le type d'une méthode qui pourra être redénie (overriding) dans une sous-lasse.
4) Pas d'héritage multiple pour les lasses CTS, seulement pour les interfaes.
5) Les Generis [50℄ introduits à partir de C# 2.0 permettent une forme de pa-
ramétriité.
6) Les modules simples d'Objetive Caml orrespondent aux parties publiques
des espaes de noms CTS; la notion de modules paramétrés est inexistante dans le
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CTS.
L'intersetion des deux modèles objet orrespond à un langage struturé en las-
ses, dont l'appel de méthode est toujours en liaison tardive. Les relations d'héritage et
de sous-typage sont onfondues. Du point de vue des types, il n'y a pas de surharge,
de plus le type de l'instane ne peut pas apparaître dans le type d'une méthode.
L'héritage est simple et il n'y a pas de lasses paramétrées. Ce modèle inspire un
langage IDL simple pour interfaer les lasses CTS et Objetive Caml.
Dénition de l'IDL. La grammaire de l'IDL utilisée par OJaaré.NET est donnée
sur la gure 4.1 en syntaxe EBNF (Extended Bakus-Naur Form).
idl := ("pakage" annotations? qid ';' enum* def+)+
def := modifier* annotations? "lass" id ("extends" qid)? ("implements" intfs)? '{' dels? '}'
| annotations? "interfae" id "implements" intfs '{' dels? '}'
dels := del | del ';' dels
del := modifier* annotations? type id (* hamp *)
| modifier* annotations? type id '(' args? ')' (* méthode *)
| annotations? "<init>" '(' args? ')' (* onstruteur *)
args := annotations? type | annotations? type ',' args
type := "boolean" | "byte" | "short" | "int" | "long" | "har" | "string"
| "float" | "double" | "objet" | type "[℄" | "void" | qid
intfs := qid | qid ',' intfs
modifier := "stati" | "abstrat"
annotations := '[' ann_list '℄'
ann_list := ann | ann ',' ann_list
ann := "assembly" qid | "name" id | "allbak"
enum := modifier* annotations? "enum" id '[' enumitems '℄'
| modifier* annotations? "flags" id '[' enumitems '℄'
enumitems := annotations? id ('=' n)? | annotations? id ('=' n)? ',' enumitems
id := ... (* identifiateurs *)
qid := ... (* identifiateurs ave espae de nom *)
n := ... (* entiers signés *)
Fig. 4.1  La grammaire de l'IDL en syntaxe EBNF
La motivation prinipale de e travail est la failité d'emploi pour les program-
meurs .NET et Caml. Un hier IDL délare une liste de paquetages : haun d'entre
eux orrespond à un espae de noms lié à un assemblage donné et délare un er-
tain nombre d'énumérations (nous les aborderons à la setion 4.2.1.3), de lasses, de
lasses abstraites et d'interfaes. Ces dernières orrespondent respetivement à une
lasse, une lasse abstraite et une interfae CTS d'une part, et à une lasse et des
lasses abstraites Objetive Caml d'autre part.
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L'héritage suit elui du CTS : simple pour les lasses mais multiple pour les
interfaes. Il est possible de délarer des hamps, des méthodes et des onstruteurs.
Les annotations name permettent de dénir des alias utilisables par Objetive Caml
(nous verrons que 'est partiulièrement utile pour les onstruteurs). L'annotation
allbak est expliquée à la setion 4.2.1.2.
Les types pris en harge dans les signatures ouvrent la plupart des types de base,
les tableaux et les types référene du CTS (via une référene de type qualiée).
Utilisation de OJaaré.NET. OJaaré.NET se présente omme un outil en ligne
de ommande prenant en entrée un hier IDL p.idl et générant du ode d'enapsu-
lation Objetive Caml (hiers p.mli et p.ml : le ode lient Objetive Caml pourra
se servir des dénitions engendrées dans le module P) et optionnellement du ode
C# additionnel (voir la setion suivante au sujet des deux niveaux d'enapsulation
proposés).
Dans la suite nous illustrerons l'utilisation de OJaaré.NET et de son IDL à
travers des exemples de ommuniation entre programmes Objetive Caml et C#.
Le langage C# est très prohe de la mahine virtuelle et peut rendre ompte de
toutes les problématiques que nous avons renontrées dans l'interopération ave
OJaaré.NET.
4.2.1.2 Sémantique de l'interfaçage
Considérons le as où un her IDL est érit an d'utiliser dans un programme
Objetive Caml du ode CIL existant. Un ertain nombre de lasses Objetive Caml
sont engendrées dans un module soure après utilisation de OJaaré.NET. Du point
de vue du programmeur un appel de Objetive Caml vers du ode CIL externe se
fait alors par un appel de méthode, et le sens inverse par un appel à une méthode
redénie en Objetive Caml.
Les variables d'instane ou de lasse CTS sont aessibles depuis Objetive Caml
par des méthodes engendrées automatiquement. Du point de vue de la sémantique
des éhanges de valeurs, seules les valeurs des types de base sont don passées (ou
retournées) par opie, dans tous les autres as (objets, tableaux. . . ) les valeurs sont
transmises par référene, assurant ainsi le partage. Les exeptions sont propagées
d'un monde à l'autre.
Enn le ode engendré à partir d'un hier interfae est sûr du point de vue du
typage par une vériation des lasses CTS au hargement du programme.
Le modèle de ommuniation proposé entre Objetive Caml et C# est stratié en
deux niveaux :
 le premier niveau permet un méanisme d'enapsulation simple des objets C#
dans les objets Objetive Caml,
 le deuxième ajoute un méanisme de allbak autorisant la réimplantation
(overriding) de méthodes C# en Objetive Caml au moyen de la liaison tar-
dive.
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Nous dérivons ii le méanisme d'interfaçage et l'utilisation de OJaaré.NET.
Les détails d'implantation sont donnés à la setion 4.2.2.
Enapsulation de premier niveau. En prenant pour point de départ la des-
ription de lasses et d'interfaes dans un hier IDL, OJaaré.NET génère du ode
d'enveloppe dans le langage ible (ii, Objetive Caml) qui permet d'allouer des ob-
jets et d'appeler des méthodes sur les lasses dénies dans le langage externe (ii,
C#) omme s'il s'agissait de lasses natives.
Illustrons e méanisme sur un exemple simple : nous voulons utiliser en Caml
deux lasses C#, Point et ColoredPoint dénies dans un assemblage point. La
lasse de  point  est à oordonnées entières dans le plan et sa lasse lle  point o-
loré  ajoute une ouleur représentée par une haîne de aratères. Dans et exemple
la méthode toString de la lasse ColoredPoint retourne la onaténation d'un ap-
pel à la méthode toString de super et d'un appel à la méthode getColor sur
this.
Fihier p.idl
pakage [assembly point℄ mypak;
lass Point {
int x; int y;
[name default point℄ <init> ();
[name point℄ <init> (int,int);
void moveTo(int,int);
string toString();
void display();
boolean equals(Point);
}
interfae Colored {
string getColor();
void setColor(string);
}
lass ColoredPoint extends Point
implements Colored {
[name default olored point℄ <init> ();
[name olored point℄ <init> (int,int,string);
[name equals p℄ boolean equals(ColoredPoint)
}
OJaaré.NET fore l'utilisateur à gérer lui-même le problème de la surharge
(impossible en Caml) par l'attribution de noms diérents, omme on peut le voir
sur les onstruteurs des lasses i-dessus (annotations [name℄).
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Un exemple d'utilisation du module P engendré en Caml est illustré dans une session
de toplevel i-dessous.
Session toplevel Objetive Caml
# open P;;
# let p = new point 1 2;;
val p : point = <obj>
# let p2 = new default point ();;
val p2 : default point = <obj>
# let p = new olored point 3 4 "blue";;
val p : olored point = <obj>
# let p2 = new default olored point ();;
val p2 : default olored point = <obj>
# p#toString ();;
- : string = "(1,2)"
# p#toString ();;
- : string = "(3,4):blue"
# p#equals (p :> Point);;
- : bool = false
# p#moveTo 1 2;;
- : unit = ()
# p#equals p;;
- : bool = true
# p#equals p p2;;
- : bool = false
L'opérateur de oerition de type :> permet de ne voir le type d'un objet que
omme un sur-type.
Enapsulation omplète : le méanisme de allbak. Poursuivons ave l'exemple
préédent. Nous voulons redénir la méthode getColor en Objetive Caml, et ainsi
spéialiser la méthode toString grâe à la liaison tardive. Ave une enapsulation
élémentaire, une instane C# de ColoredPoint n'a auune onnaissane de l'ins-
tane Objetive Caml, omme on peut le voir dans l'exemple suivant, où on hérite
d'une enveloppe de base.
# lass olored point ml x y  =
objet
inherit
olored point x y  as super
method getColor () =
"ML"  super#getColor ()
end;;
lass olored point ml :
int -> int -> string -> ColoredPoint
# let wml p =
new olored point ml 6 7 "green";;
val wml p : olored point ml = <obj>
# wml p#toString ();;
- : string = "(6,7):green"
Nous avons besoin d'un deuxième niveau de ommuniation, délenhé par l'at-
tribut allbak
1
:
[allbak℄ lass ColoredPoint extends Point implements Colored { . . . }
1. Nous verrons que l'attribut allbak provoque la génération de lasses additionnelles. Le
prototype de OJaaré.NET fait en sorte que e ne soit pas le omportement par défaut pour des
raisons de performane et de omplexité de l'édition de liens.
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Ave et attribut, la ompilation du hier p.idl génère un nouveau hier en C#
appelé ColoredPointStub.s et ajoute des lasses souhes au hier Objetive Caml
engendré. Comme illustré dans l'exemple suivant, hériter de la souhe en Objetive
Caml donne ette fois-i le omportement attendu.
# lass mixed olored point x y  =
objet
inherit
allbak olored point x y  as super
method getColor () =
"ML"  super#getColor ()
end;;
lass mixed olored point :
int -> int -> string -> ColoredPoint
# let mixed p =
new mixed olored point 8 9 "red";;
val mixed p : mixed olored point = <obj>
# mixed p#toString ();;
- : string = "(8,9):MLred"
La gure 4.2 montre la diérene d'organisation des lasses engendrées ave ou
sans l'attribut allbak. Nous le détaillons dans la setion 4.2.2.2.
4.2.1.3 Construtions omplémentaires.
Types valeurs struturés. Il est possible d'utiliser des types valeurs dénis par
l'utilisateur : les lasses délarées dans l'IDL peuvent aussi bien désigner un type
référene ou un type valeur (e qui bien sûr impose automatiquement des restritions
sur les délarations valides ; par exemple on ne peut pas hériter d'un type valeur).
En pratique e sont les formes enapsulées (don des types référenes) qui sont
manipulées du té Caml : elles sont don inarnées par des lasses Objetive Caml
de manière homogène ave les types référenes.
Énumérations. Les énumérations à la C# sont partiellement prises en ompte
par l'IDL, au moyen du mot-lé enum. Seules les énumérations dont le type sous-
jaent est un entier sont interfaçables (e qui onstitue la grande majorité des as).
Les énumérations sont restituées en Objetive Caml au moyen d'un type variant
dont tous les onstruteurs sont onstants. Cela permet une très bonne intégra-
tion syntaxique, puisque les diérentes alternatives délarées dans une énumération
peuvent être envoyées sur des onstruteurs de même nom (e qui peut toujours être
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ajusté au moyen d'attributs name de l'IDL). Par exemple :
Fihier IDL Session toplevel
enum Color {
Red,
Green,
Blue
}
lass EnumColoredPoint {
int x; int y;
Color ;
[name epoint℄ <init> (int,int,Color);
string toString()
}
# let ol = Blue;;
- : enum Color = Blue
# let p = new epoint 1 2 ol;;
val p : epoint = <obj>
# p#toString ();;
- : string = "(1,2):blue"
# p#get  ();;
- : enum Color = Blue
Il est possible de spéier une ou plusieurs des valeurs sous-jaentes de l'énumé-
ration (par des entiers positifs ou négatifs), les valeurs étant prises roissantes en
dehors de es indiations, la première valant 0 par défaut.
OJaaré.NET traite également les énumérations de type flag (marquées en C#
par l'attribut [FlagsAttribute℄), qui permettent de ombiner les onstantes de
l'énumération par un  ou  logique an de gérer des hamps de bits. On utilise
dans l'IDL le mot-lé flags. Dans e as les valeurs Caml assoiées sont des listes
de onstruteurs du type énuméré ('est-à-dire que pour l'exemple i-dessous, l'équi-
valent de l'expression C#  One | Five  en Caml sera  [One;Five℄ .
Énumération ave valeurs assignées Énumération de type flag
enum NoZero {
MinusTwo = -2,
MinusOne,
One = 1,
Two
}
ags Power2 {
None,
One,
Two,
Three = 0x08,
Four = 0x10,
Five = 0x20
}
Propriétés. Il n'y a pas de onstrution dédiée aux propriétés CTS dans l'IDL.
Cependant haque propriété CTS est implantée sur la plate-forme .NET au moyen
de méthodes de leture et d'ériture, qui à leur tour sont aessibles à l'outil OJa-
aré.NET.
Par exemple pour utiliser une propriété P de type entier en leture et éri-
ture, il sut de délarer dans l'IDL les méthodes sous-jaentes int get_P(); et
void set_P(int);.
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4.2.2 Implantation
4.2.2.1 Interfae de bas niveau
L'arhiteture d'interopérabilité de OCamIL est onstruite sur une base extrê-
mement simple d'appels externes à du ode CIL depuis les programmes Objetive
Caml.
Enapsulation des valeurs et interfae d'appels. Nous avons remplaé la
prise en harge par le ompilateur Objetive Caml d'appels externes à des fontions
de bibliothèques érites en C (mot-lé external) par la possibilité d'appeler des
méthodes statiques CIL. Bien sûr e méanisme est indépendant du langage qui
était à la soure de e ode CIL, ela peut être C# ou autre hose.
Nous avons largement employé e proédé dans l'adaptation à OCamIL de la
bibliothèque standard de Objetive Caml : le ode C a été remplaé par des appels à
des méthodes de ore_amil.dll et même parfois par des appels direts à la BCL.
Voii par exemple un extrait du module Sys de la bibliothèque standard :
external il_getenv: string -> string =
"string" "System.Environment" "GetEnvironmentVariable" "string"
;;
let getenv var = math il_getenv var with
| "" -> raise Not_found
| s -> s
;;
La version OCamIL est faite d'un zeste de ode Objetive Caml enveloppant un
appel diret à la méthode statique GetEnvironmentVariable de l'espae de noms
System.Environment de la BCL.
Une délaration external omporte deux versants, qui permettent de omprendre
ses apaités et ses limitations :
 La spéiation de la méthode à appeler par sa signature (sous forme de haînes
de aratères dont la syntaxe est analysée par le ompilateur OCamIL).
 La signature Caml néessaire au typeur an de gérer la fontion omme une
fontion Caml.
Toute inohérene entre les deux formes de signature peut résulter en des erreurs
dynamiques de types lors de l'exéution des appels par la mahine .NET, si bien
qu'il faut onsidérer ette interfae de bas-niveau omme non-sûre.
Le langage utilisé pour la spéiation de la signature CTS est limité. Les seuls
types valeurs pris en harge sont les types de base, mais auun type utilisateur. Les
types référenes (y ompris utilisateur) sont tous reonnus (mot-lé lass suivi
de la référene de type). Les tableaux sont traités mais pas les types délégués.
Les référenes de types aeptent espaes de noms et assemblages (par exemple
"lass [msorlib℄System.Text.StringBuilder"). Les launes de e langage sont
laires : il n'y a auun moyen d'instanier une lasse CTS quelonque et les appels
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de méthodes CIL sont restreints aux seules méthodes statiques.
Gestion des exeptions. Le passage d'exeptions entre les mondes Caml et pur
CIL se fait de manière transparente. Tout d'abord les exeptions Caml sont repré-
sentées au moyen des exeptions de la plate-forme .NET, e qui les rend exploitables
dans tout ode CIL externe. Réiproquement, nous voulons aussi pouvoir gérer des
exeptions quelonques de la plate-forme dans le ode Caml. Pour ela il sut de
modier légèrement la ompilation des gestionnaires d'exeptions (voir la setion
3.1.3.3) de façon à e qu'ils s'ativent sur le type partagé par toutes exeptions
System.Exeption. Un test de type permet de disriminer les exeptions Caml des
autres : es dernières sont alors enapsulées dans une exeption Caml partiulière
(CLIExeption) an de pouvoir poursuivre le traitement de manière homogène.
CODE SAUVANT L'ÉTAT DE LA PILE DANS DES VARIABLES LOCALES
try {
CODE COMPILÉ POUR t1
stlo VAL //sauver le résultat de t1 dans une variable loale VAL
leave EXIT
}
ath System.Exeption {
//la valeur d'exeption est sur la pile
dup
isinst CamIL.Exeption
brfalse EMBED
astlass CamIL.Exeption
br CAMILEXC
EMBED
all lass CamIL.Exeption
CamIL.Exeption::embedCLI(lass System.Exeption)
CAMILEXC
ldfld objet[℄ CamIL.Exeption::v1
stlo.2
CODE COMPILÉ POUR t2 //remarque : e est sur la pile à l'entrée du blo
stlo VAL //sauver le résultat de t2 dans une variable loale VAL
leave EXIT
}
EXIT:
CODE RÉCUPÉRANT L'ÉTAT DES VARIABLES LOCALES
ldlo VAL //réupérer le résultat de l'évaluation du try..with
Le ompilateur OCamIL étend la bibliothèque standard de Caml en dénissant
l'exeption CLIExeption :
exeption CLIExeption of string * li_exeption
Lors de l'enapsulation de l'exeption CLI dans ette exeption Caml (par l'appel
de la méthode embedCLI i-dessus), l'objet ontenant l'exeption omplète est stoké
dans le deuxième paramètre sous forme d'un type abstrait li_exeption qui peut-
être analysé à l'aide d'une boîte à outil (basée sur System.Refletion) fournie dans
4.2. LA PLATE-FORME OCAMIL / OJACARÉ.NET 167
la bibliothèque standard de OCamIL, alors que le nom du type exeption est stoké
sous forme d'une haîne de aratères dans le premier argument. Cela donne un
moyen ommode pour ltrer les exeptions à rattraper, par exemple :
try ...
with
| Invalid_argument x -> ...
| CLIExeption ("System.StakOverflowExeption",e) -> ...
En as d'éhe du ltrage, le ompilateur OCamIL utilise l'instrution rethrow
qui permet de relaner l'exeption : ela fontionne de manière homogène ave les
exeptions CLI générales ou spéiques à OCamIL ar 'est l'exeption initialement
apturée (et pas une version éventuellement enapsulée) qui est relanée.
Divers. La réupération automatique de mémoire et le multi-threading ne pré-
sentent pas de problème partiulier puisqu'ils reposent sur les méanismes fournis
par la mahine .NET et sont uniformes entre un omposant OCamIL et les autres.
4.2.2.2 La génération de ode souhe
Bibliothèque de support. OJaaré.NET utilise une bibliothèque de bas niveau
servant de support au ode souhe engendré. Cette bibliothèque expose au ode Caml
un ertain nombre de servies de base proposé par l'API Refletion : hargement
de types, appels de méthodes et de onstruteurs, aès aux hamps, vériation de
signatures et. . .
Elle est onstituée de deux parties :
 La première partie, initialement odée en C#, a été désassemblée en CIL et in-
tégrée au runtime OCamIL : elle-i expose les méthodes utiles de Refletion
sous une forme utilisable par la FFI de OCamIL (voir la sous-setion 4.2.2.1),
n'utilisant que des méthodes statiques par exemple.
 La deuxième partie est formée d'un module Caml Jaare ajouté à la bi-
bliothèque standard qui fait le lien à la première au moyen de délaration
external.
En prinipe le module Jaare n'est pas appelé par le ode utilisateur, mais
seulement de manière interne au ode Caml engendré par OJaaré.NET. Si on onsi-
dère une ommuniation de haut niveau telle qu'un appel de méthode, l'exéution
passe suessivement par le ode souhe engendré, le module Jaare, puis la biblio-
thèque orrespondante dans l'environnement d'exéution ore_amil.dll, l'API
Refletion, et enn le ode ible de l'appel dans un omposant quelonque.
On peut noter que la bibliothèque de bas niveau étant intégrée à l'environnement
OCamIL, l'utilisation de OJaaré.NET dans les programmes OCamIL ne omplique
pas l'édition de liens.
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Génération du ode souhe. La ompilation d'un hier .idl onstruit les
lasses néessaires pour une ommuniation sûre, du point de vue typage, gestion
mémoire et gestion d'exeptions au dessus de la bibliothèque de support de OJa-
aré.NET.
Nous présentons ii la situation où OJaaré.NET est utilisé pour exploiter des
lasses CTS depuis Objetive Caml. La prinipale diulté est que les lasses CTS
dérites dans l'IDL et les lasses Caml engendrées pour leur orrespondre ne sont
pas représentées de manière identique sur la plate-forme .NET. La génération de
ode par OJaaré.NET repose sur l'arhiteture suivante :
 les objets CTS sont eetivement transmis au langage Caml, mais sous la
forme de valeurs masquées par un type abstrait Jaare.obj,
 les lasses Objetive Caml engendrées enveloppent es objets, répliquent en
Caml les interations possibles pour haque lasse de l'IDL et s'oupent de
sérialiser les messages entre les deux mondes,
 la distintion de Objetive Caml entre types objets et lasses permet de pallier
à l'absene de surharge dans un adre typé.
Notons que pour failiter la représentation de la hiérarhie de lasses CTS, nous
introduisons une lasse Objetive Caml raine CtsHierarhy.top dont héritent les
lasses engendrées.
Le tableau suivant dérit les types et les lasses engendrés en Objetive Caml et
C# par la ompilation d'une délaration dans l'IDL selon la présene ou non de
l'attribut allbak.
pour une lasse pour une interfae
- 1 type objet t
- 1 lasse enapsulante W de type t
- 1 à n lasses (Ci), sous-lasses de W
(1 par onstruteur)
- 1 fontion instaneof pour e type
- 1 fontion de ast pour e type
- 1 type objet t
- 1 lasse enapsulante W de type t
- 1 fontion instaneof pour e type
- 1 fontion de ast pour e type
en ajoutant l'attribut allbak
- 1 lasse souhe (stub)
- 1 à n lasses abstraites (1 par
onstruteur) dont toutes les méthodes
sont onrètes
- 1 lasse abstraite dont toutes les mé-
thodes sont abstraites
- 1 sous-lasse C# - 1 lasse C# implantant l'interfae
Les types référenes du CTS sont vus en Objetive Caml omme des types objets
t : eux-i expriment le ontrat d'interfae implanté par une lasse et permettent de
réaliser une relation de sous-typage onforme à elle du CTS.
La lasse enveloppe W se onstruit sur une instane Jaare.obj de la lasse
CTS. Elle garde une référene sur ette instane et implante toutes les méthodes
délarées dans le type objet t au moyen de sérialisations vers et depuis l'instane
enveloppée. Cependant la lasse W ne peut être instaniée en Caml qu'à l'aide de
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ses lasses lles Ci, une par onstruteur délaré dans l'IDL. Le onstruteur de
Ci sérialise ses arguments en diretion du onstruteur orrespondant du module
externe, et réupère l'instane nouvellement réée sous forme d'une valeur abstraite
de type Jaare.obj, qui permet alors l'instaniation de W . Toutes les lasses Ci et
W partagent le même type objet t. Les diérentes lasses Ci ontournent l'absene
de surharge en Objetive Caml.
Pour haque type t équivalent à une type référene, une fontion instane_of_t
permet de tester si un objet est bien de type t et une fontion de cast permet de
réaliser eetivement le transtypage (qui onsiste simplement à onstruire une en-
veloppe de type objet Caml diérent sur une même instane d'objet CTS de type
Jaare.obj).
Dans l'exemple du ColoredPoint de la setion 4.2.1.2 on engendrera don un
type objet ColoredPoint ontenant toutes les méthodes dérites dans l'IDL et
deux lasses  utilisateur  olored_point et default_olored_point héritant
d'une même lasse enapsulante wrapper_ColoredPoint (les trois lasses ont le
type ColoredPoint).
Voii le ode des types objets Caml engendrés :
type _ts_Point = Jaare.obj
type _ts_Colored = Jaare.obj
type _ts_ColoredPoint = Jaare.obj
lass type Point =
objet
inherit CtsHierarhy.top
method _get_ts_Point : _ts_Point
method set_x : int -> unit
method get_x : unit -> int
method set_y : int -> unit
method get_y : unit -> int
method moveTo : int -> int -> unit
method toString : unit -> string
method equals : Point -> bool
end
and Colored =
objet
inherit CtsHierarhy.top
method _get_ts_Colored : _ts_Colored
method getColor : unit -> string
method setColor : string -> unit
end
and ColoredPoint =
objet
inherit Point
inherit Colored
method _get_ts_ColoredPoint : _ts_ColoredPoint
method equals_p : ColoredPoint -> bool
end
Les types abstraits abritant les instanes d'objets CTS sont des alias à Jaare.obj.
Chaque type objet délare une méthode permettant de réupérer et objet CTS en-
apsulé. L'héritage multiple de Objetive Caml est utilisé pour reéter simultané-
ment les relations d'héritage de lasse et d'implantation d'interfae du CTS.
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Passons au ode des lasses enapsulantes :
lass _wrapper_Point =
let lazz = Jaare.find_lass "point" "mypak.Point" in
let __fid_x = Jaare.get_fieldID lazz "x" Jaare.Tint in
let __fid_y = Jaare.get_fieldID lazz "y" Jaare.Tint in
let __mid_moveTo =
Jaare.get_methodID lazz "moveTo" ([| Jaare.Tint; Jaare.Tint |℄, Jaare.Tvoid) in
let __mid_toString =
Jaare.get_methodID lazz "toString" ([| |℄, Jaare.Tstring) in
let __mid_equals = Jaare.get_methodID lazz "equals" ([| Jaare.Tlazz lazz |℄, Jaare.Tbool) in
fun (ts_ref : _ts_Point) ->
let _ = if Jaare.is_null ts_ref then raise (CtsHierarhy.Null_objet "mypak.Point") in
objet (self)
method set_x _p = Jaare.set_int_field ts_ref __fid_x _p
method get_x () = Jaare.get_int_field ts_ref __fid_x
method set_y _p = Jaare.set_int_field ts_ref __fid_y _p
method get_y () = Jaare.get_int_field ts_ref __fid_y
method moveTo _p0 _p1 =
Jaare.all_void_method ts_ref __mid_moveTo [| Jaare.Int _p0; Jaare.Int _p1 |℄
method toString () = Jaare.all_string_method ts_ref __mid_toString [| |℄
method equals (_p0 : Point) =
let _p0 = _p0#_get_ts_Point in
Jaare.all_boolean_method ts_ref __mid_equals [| Jaare.Obj _p0 |℄
method _get_ts_Point = ts_ref
inherit CtsHierarhy.top ts_ref
end
and _wrapper_Colored =
let lazz = Jaare.find_lass "point" "mypak.Colored" in
let __mid_getColor = Jaare.get_methodID lazz "getColor" ([| |℄, Jaare.Tstring) in
let __mid_setColor = Jaare.get_methodID lazz "setColor" ([| Jaare.Tstring |℄, Jaare.Tvoid) in
fun (ts_ref : _ts_Colored) ->
let _ = if Jaare.is_null ts_ref then raise (CtsHierarhy.Null_objet "mypak.Colored") in
objet (self)
method getColor () = Jaare.all_string_method ts_ref __mid_getColor [| |℄
method setColor _p0 = Jaare.all_void_method ts_ref __mid_setColor [| Jaare.Tstring _p0 |℄
method _get_ts_Colored = ts_ref
inherit CtsHierarhy.top ts_ref
end
and _wrapper_ColoredPoint =
let lazz = Jaare.find_lass "point" "mypak.ColoredPoint" in
if not (Jaare.is_assignable_from lazz (Jaare.find_lass "point" "mypak.Point"))
then failwith "Wrong super lass in IDL: mypak.ColoredPoint does not extend mypak.Point.";
if not (Jaare.is_assignable_from lazz (Jaare.find_lass "point" "mypak.Colored"))
then failwith "Wrong implemented interfae in IDL:
mypak.ColoredPoint does not implement mypak.Colored.";
let __mid_equals_p =
Jaare.get_methodID lazz "equals" ([| Jaare.Tlazz lazz |℄, Jaare.Tbool) in
fun (ts_ref : _ts_ColoredPoint) ->
let _ = if Jaare.is_null ts_ref then raise (CtsHierarhy.Null_objet "mypak.ColoredPoint") in
objet (self)
method equals_p (_p0 : ColoredPoint) =
let _p0 = _p0#_get_ts_ColoredPoint in
Jaare.all_boolean_method ts_ref __mid_equals_p [| Jaare.Obj _p0 |℄
method _get_ts_ColoredPoint = ts_ref
inherit _wrapper_Colored ts_ref
inherit _wrapper_Point ts_ref
end
Chaque apsule ontient un prélude dénissant des variables de lasses : elles-i
exploitent la bibliothèque de support de OJaaré.NET pour identier haque lasse,
méthode ou hamp délaré dans l'IDL (grâe à l'API Refletion). Ces opérations
permettent de déeler à l'initialisation du programme Caml toute inadéquation entre
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les délarations de l'IDL et les lasses eetivement aessible à l'exéution : haune
d'entre elles lève une exeption en as d'éhe.
Les appels à Refletion via la bibliothèque de support de OJaaré.NET nées-
sitent de dérire les types CTS reonnus par l'IDL : le module Jaare délare un
type variant :
type type_ts = Tbool | Tint | ...
| Tobjet | Tlazz of lazz | Tarray of type_ts
Nous verrons également dans la suite (lors des dénitions de méthodes) l'utilisa-
tion d'un type variant enapsulant des valeurs Caml orrespondantes :
type value_ts = Boolean of bool | Int of int | ... | Objet of obj
Le reste du ode des apsules met en évidene la onstrution (prenant en argu-
ment une référene d'objet CTS derrière un type Jaare.obj), et la dénition des
méthodes onsistant à sérialiser tous les appels vers et depuis ette instane enap-
sulée. Les hamps sont transformés en aesseurs (méthodes get et set).
L'instaniation d'une lasse à l'aide de la apsule est faite de la manière suivante
dans le ode engendré :
let _init_point =
let lazz = Jaare.find_lass "point" "mypak.Point" in
let id = Jaare.get_onstrutorID lazz [| Jaare.Tint; Jaare.Tint |℄ in
fun _p0 _p1 -> Jaare.all_onstrutor id [| Jaare.Int _p0; Jaare.Int _p1 |℄
let _init_default_point =
let lazz = Jaare.find_lass "point" "mypak.Point" in
let id = Jaare.get_onstrutorID lazz [| |℄ in
fun () -> Jaare.all_onstrutor id [| |℄
let _init_olored_point =
let lazz = Jaare.find_lass "point" "mypak.ColoredPoint" in
let id = Jaare.get_onstrutorID lazz [| Jaare.Tint; Jaare.Tint; Jaare.Tstring |℄ in
fun _p0 _p1 _p2 ->
Jaare.all_onstrutor id [| Jaare.Int _p0; Jaare.Int _p1; Jaare.String _p2 |℄
let _init_default_olored_point =
let lazz = Jaare.find_lass "point" "mypak.ColoredPoint" in
let id = Jaare.get_onstrutorID lazz [| |℄ in
fun () -> Jaare.all_onstrutor id [| |℄
lass point _p0 _p1 =
let ts_obj = _init_point _p0 _p1 in
objet (self) inherit _wrapper_Point ts_obj end
lass default_point () =
let ts_obj = _init_default_point () in
objet (self) inherit _wrapper_Point ts_obj end
lass olored_point _p0 _p1 _p2 =
let ts_obj = _init_olored_point _p0 _p1 _p2 in
objet (self) inherit _wrapper_ColoredPoint ts_obj end
lass default_olored_point () =
let ts_obj = _init_default_olored_point () in
objet (self) inherit _wrapper_ColoredPoint ts_obj end
Il y a autant de lasses que de onstruteurs surhargés. Chaune hérite de la
apsule orrespondant à la lasse CTS de l'IDL. La onstrution d'une instane CTS
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est réalisée au moyen de Refletion et la valeur de type Jaare.obj qui en résulte
est passé au onstruteur de la apsule.
En présene de l'attribut allbak deux nouvelles lasses  souhe  sont en-
gendrées, l'une en Objetive Caml et l'autre en C#, omme illustré sur la gure
4.2.
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Fig. 4.2  Relations entre lasses
Les deux souhes en C# et Objetive Caml possèdent des référenes roisées
l'une sur l'autre. Dans l'exemple de la gure 4.2, la souhe C# ColoredPointStub
hérite de la lasse CTS ColoredPoint marquée par l'attribut allbak dans l'IDL
et redénit les méthodes de son anêtre omme des appels vers la souhe Obje-
tive Caml allbak_olored_point. Inversement, la souhe Objetive Caml dé-
nit haque méthode omme un appel non-virtuel aux méthodes de ColoredPoint,
passant outre la souhe ColoredPointStub an d'éviter les yles.
L'utilisateur peut alors dénir ses propres omportements en héritant d'une lasse
 utilisateur  (héritière direte de la lasse souhe Objetive Caml) en sahant que
le omportement par défaut de es lasses  utilisateur  est de propager l'appel
vers la lasse anêtre CTS.
Voii le début du ode additionnel engendré par OJaaré.NET en présene de l'at-
tribut allbak devant la lasse ColoredPoint :
lass type virtual _stub_ColoredPoint =
objet
inherit CtsHierarhy.top
method _get_ts_Point : _ts_Point
method _get_ts_Colored : _ts_Colored
method _get_ts_ColoredPoint : _ts_ColoredPoint
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method _stub_equals_p : Jaare.obj -> bool
method _stub_setColor : Jaare.obj -> unit
method _stub_getColor : Jaare.obj
method _stub_equals : Jaare.obj -> bool
method _stub_toString : Jaare.obj
method _stub_moveTo : int -> int -> unit
method equals_p : ColoredPoint -> bool
method virtual setColor : string -> unit
method virtual getColor : unit -> string
method equals : Point -> bool
method toString : unit -> string
method moveTo : int -> int -> unit
method set_y : int -> unit
method get_y : unit -> int
method set_x : int -> unit
method get_x : unit -> int
end
Le type objet préédent délare les membres de la lasse allbak_olored_point
en umulant les membres dénis par les interfaes et le long des relations d'héritage
qui sont prises en ompte par sa ontrepartie ColoredPoint.
De plus es membres sont doublés : les méthodes dont le nom ommene par
_stub_ sont appelées par la lasse C# ColoredPointStub et leur fontion est d'ef-
fetuer des sérialisations mineures sur les objets Caml avant d'appeler les véritables
méthodes de la lasse.
Le ode d'implantation de allbak_olored_point suit. On peut voir par
exemple que dans le as de la méthode equals_p, la méthode _stub_equals_p
est non triviale : elle s'oupe de transformer un objet de type ColoredPoint passé
par le ode C#, ahé derrière un type Caml abstrait, en une instane de lasse
Caml (ette opération est plus simple à eetuer dans le ode Caml que depuis C#,
d'où l'utilité des méthodes _stub_).
...
and virtual allbak_olored_point =
let blazz = Jaare.find_lass "allbak_point" "mypak.ColoredPointStub" in
let lazz = Jaare.find_lass "point" "mypak.ColoredPoint" in
let _lazz_Point = Jaare.find_lass "point" "mypak.Point" in
let __midInit =
Jaare.get_methodID blazz "__setCamlObj" ([| Jaare.Tarray Jaare.Tobjet |℄, Jaare.Tvoid) in
let __mid_equals_p =
Jaare.get_methodID lazz "equals" ([| Jaare.Tlazz lazz |℄, Jaare.Tbool) in
let __mid_equals =
Jaare.get_methodID lazz "equals" ([| Jaare.Tlazz _lazz_Point |℄, Jaare.Tbool) in
let __mid_toString = Jaare.get_methodID lazz "toString" ([| |℄, Jaare.Tstring) in
let __mid_moveTo =
Jaare.get_methodID lazz "moveTo" ([| Jaare.Tint; Jaare.Tint |℄, Jaare.Tvoid) in
let __fid_y = Jaare.get_fieldID lazz "y" Jaare.Tint in
let __fid_x = Jaare.get_fieldID lazz "x" Jaare.Tint in
fun (ts_ref : _ts_ColoredPoint) ->
let _ = if Jaare.is_null ts_ref then raise (CtsHierarhy.Null_objet "mypak.ColoredPoint") in
objet (self)
method _stub_equals_p (_p0 : _ts_ColoredPoint) =
let _p0 : ColoredPoint = new _wrapper_ColoredPoint _p0 in self#equals_p _p0
method _stub_setColor _p0 = self#setColor _p0
method _stub_getColor = self#getColor ()
method _stub_equals (_p0 : _ts_Point) =
let _p0 : Point = new _wrapper_Point _p0 in self#equals _p0
method _stub_toString = self#toString ()
method _stub_moveTo _p0 _p1 = self#moveTo _p0 _p1
method equals_p (_p0 : ColoredPoint) =
let _p0 = _p0#_get_ts_ColoredPoint in
Jaare.all_nonvirtual_boolean_method ts_ref __mid_equals_p [| Jaare.Obj _p0 |℄
174 CHAPITRE 4. INTEROPÉRABILITÉ ET OJACARÉ.NET
method virtual setColor : string -> unit
method virtual getColor : unit -> string
method equals (_p0 : Point) =
let _p0 = _p0#_get_ts_Point in
Jaare.all_nonvirtual_boolean_method ts_ref __mid_equals [| Jaare.Obj _p0 |℄
method toString () = Jaare.all_nonvirtual_string_method ts_ref __mid_toString [| |℄
method moveTo _p0 _p1 =
Jaare.all_nonvirtual_void_method ts_ref __mid_moveTo [| Jaare.Int _p0; Jaare.Int _p1 |℄
method set_y _p = Jaare.set_int_field ts_ref __fid_y _p
method get_y () = Jaare.get_int_field ts_ref __fid_y
method set_x _p = Jaare.set_int_field ts_ref __fid_x _p
method get_x () = Jaare.get_int_field ts_ref __fid_x
method _get_ts_ColoredPoint = ts_ref
initializer Jaare.all_void_method ts_ref __midInit [|Jaare.Obj (Obj.magi self)|℄
method _get_ts_Point = ts_ref
method _get_ts_Colored = ts_ref
inherit CtsHierarhy.top ts_ref
end
Dans le ode préédent, "allbak_point" (ligne 2) fait référene à l'assemblage
dans lequel est ompilé le ode C# supplémentaire engendré par OJaaré.NET.
On peut noter l'existene d'une méthode __setCamlObj (ligne 6) délarée par la
lasse C# et qui sert à passer une référene de l'objet Caml dérivant de la lasse
allbak_olored_point à l'objet C#. Cette opération est eetuée au niveau de
l'initializer de l'objet Caml : nous donnons les détails de la onstrution d'un
objet un peu plus loin.
Comme expliqué plus haut, on peut vérier que les méthodes de la lasse souhe
sont implantées par des appels non virtuels aux méthodes de ColoredPoint.
Le ode suivant sert à onstruire une instane de allbak_olored_point.
let _init__stub_olored_point =
let lazz = Jaare.find_lass "allbak_point" "mypak.ColoredPointStub" in
let id = Jaare.get_onstrutorID lazz [| Jaare.Tint; Jaare.Tint; Jaare.Tstring |℄ in
fun _p0 _p1 _p2 ->
Jaare.all_onstrutor id [| Jaare.Int _p0; Jaare.Int _p1; Jaare.String _p2 |℄
let _init__stub_default_olored_point =
let lazz = Jaare.find_lass "allbak_point" "mypak.ColoredPointStub" in
let id = Jaare.get_onstrutorID lazz [| |℄ in fun () -> Jaare.all_onstrutor id [| |℄
lass virtual _stub_olored_point _p0 _p1 _p2 =
let ts_obj = _init__stub_olored_point _p0 _p1 _p2 in
objet (self) inherit allbak_olored_point ts_obj end
lass virtual _stub_default_olored_point () =
let ts_obj = _init__stub_default_olored_point () in
objet (self) inherit allbak_olored_point ts_obj end
Pour nir, voii le ode C# engendré : elui-i doit être ompilé dans une DLL
indépendante dénissant un assemblage allbak_point.
namespae mypak {
lass ColoredPointStub : mypak.ColoredPoint {
private objet[℄ b;
publi void __setCamlObj(objet[℄ obj) {this.b = obj;}
publi ColoredPointStub(int _p0, int _p1, string _p2) : base(_p0, _p1, _p2) {}
publi ColoredPointStub() : base() {}
private stati int __mid_moveTo =
(int)(CamlinternalOO.losures._new_method.exe("_stub_moveTo"));
publi override void moveTo(int _p0, int _p1) {
objet[℄ args = {(objet)(_p0), (objet)(_p1)};
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CamIL.Closure losure = (CamIL.Closure) CamlinternalOO.losures._send.exe(this.b,__mid_moveTo);
for(int i = 0 ; i < args.Length - 1 ; i++) losure = (CamIL.Closure) losure.apply(args[i℄);
objet res = losure.apply(args[args.Length-1℄);
return ;
}
private stati int __mid_toString =
(int)(CamlinternalOO.losures._new_method.exe("_stub_toString"));
publi override string toString() {
objet res = CamlinternalOO.losures._send.exe(this.b,__mid_toString);
return (string)res;
}
private stati int __mid_equals =
(int)(CamlinternalOO.losures._new_method.exe("_stub_equals"));
publi override bool equals(mypak.Point _p0) {
objet[℄ args = {_p0};
CamIL.Closure losure = (CamIL.Closure) CamlinternalOO.losures._send.exe(this.b,__mid_equals);
for(int i = 0 ; i < args.Length - 1 ; i++) losure = (CamIL.Closure) losure.apply(args[i℄);
objet res = losure.apply(args[args.Length-1℄);
return (((int)(res))!=0);
}
/* odes de getColor et setColor omis dans ette présentation */
private stati int __mid_equals_p =
(int)(CamlinternalOO.losures._new_method.exe("_stub_equals_p"));
publi override bool equals(mypak.ColoredPoint _p0) {
objet[℄ args = {_p0};
CamIL.Closure losure = (CamIL.Closure) CamlinternalOO.losures._send.exe(this.b,__mid_equals_p);
for(int i = 0 ; i < args.Length - 1 ; i++) losure = (CamIL.Closure) losure.apply(args[i℄);
objet res = losure.apply(args[args.Length-1℄);
return (((int)(res))!=0);
}
}
}
La réation d'un objet de lasse mixed_olored_point (suivant la notation de la
gure 4.2) s'eetue en 3 étapes :
 alloation d'un objet CTS ps de lasse ColoredPointStub : ei est réa-
lisé dans les fontions _init__stub_default_olored_point (respetivement
_init__stub_olored_point) utilisées à la onstrution des deux lasses res-
petives _stub_default_olored_point et _stub_olored_point,
 initialisation de l'objet Objetive Caml pm ave la référene sur ps : 'est pris
en ompte par le onstruteur de allbak_olored_point qui prend ette
référene en paramètre,
 initialisation de l'objet CTS ps : appel au onstruteur de ColoredPoint (ef-
fetué à la onstrution de l'objet ps dont la lasse ColoredPointStub dérive
de ColoredPoint) et initialisation de l'objet b ave une référene sur pm :
ei est réalisé par l'initializer de la lasse allbak_olored_point qui
eetue un appel de la méthode __setCamlObj de ps (au moment de l'appel
d'un initialiseur en Objetive Caml, l'objet est déjà onstruit et on peut utili-
ser self).
Les appels de allbak du ode externe vers les lasses Objetive Caml se font
moyennant l'exploitation des fontions du module CamlInternalOO de la biblio-
thèque standard de Objetive Caml à la manière d'une API. Ces fontions sont
aessibles dans l'assemblage ore_amil auquel le ode C# souhe peut naturelle-
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ment se lier, omme tout omposant .NET.
La gure 4.3 donne le détail de la ommuniation entre ode Caml et ode externe
lors d'un appel de méthode (la pile d'appels se lit de bas en haut). Entre rohets
sont gurés les appels non-virtuels de Caml à C#.
Pile .NET
C# p.getColor() p
Caml pm#getColor() [p℄
Caml pm#getColor() pm
C# p.getColor() ps
C# p.toString() p
Caml pm#toString() [p℄
C# ps.toString() ps
C# p.display() p
Caml pm#display() [p℄
Langage Classe de déf.↑
Fig. 4.3  Détail d'un appel à display sur un mixed_olored_point
Notons une limitation du méanisme de allbak : elui-i ne peut pas être mis
en jeu lors de l'appel d'un onstruteur. Supposons par exemple que le ode du
onstruteur de ColoredPoint, prenant en arguments les oordonnées du point et
sa ouleur, utilise la méthode setColor pour assigner la ouleur. Il n'est pas possible
ave notre méanisme de allbak de spéialiser le ode de setColor dans une lasse
Objetive Caml an de produire un eet dans le onstruteur de ColoredPoint.
Lorsqu'on instanie la souhe ColoredPointStub, elle-i appelle le onstruteur
de ColoredPoint, e qui amène en vertu de la liaison tardive à aller herher une
spéialisation de setColor, y ompris du té Caml. Or la souhe ColoredPointStub
n'en est qu'à la première phase de sa onstrution et ne possède pas enore de
référene sur un objet Caml, e qui empêhe de résoudre la liaison dans la lasse
spéialisée en Caml.
Autres onstrutions. Les types valeurs sont gérés exatement de la même ma-
nière que les types référene (sauf bien-sûr qu'ils sont plus simples : n'ayant pas de
méthode d'instane, le prinipe du allbak ne s'applique pas à eux).
Les méthodes de l'API Refletion travaillent toujours sur des versions boxées
des valeurs, 'est pourquoi d'une part il n'a pas été néessaire d'implanter une séria-
lisation spéique pour les types valeurs, et d'autre part eux-i sont traités omme
des types référenes du té Caml ('est-à-dire obligatoirement sous forme boxée).
En e qui onerne les énumérations, il s'est surtout agi de mettre en plae
les sérialisations. Comme as partiulier de type valeur, une lasse Objetive Caml
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interfae haque type énumération et donne aès en leture au hamp value__
(elui-i est présent dans tous les types énumérations du CTS et donne l'entier sous-
jaent à haque valeur d'une énumération). Cette lasse n'est pas exposée au ode
Caml lient mais est utilisée en interne pour sérialiser du CTS vers le type variant
représentant l'énumération en Caml : pour ela il sut de réupérer la valeur entière
sous-jaente et de la transtyper au moyen de Obj.magi (puisqu'un type variant dont
tous les onstruteurs sont onstants est représenté par un entier dans le runtime
OCamIL). Si l'IDL assigne des valeurs non régulières aux membres de l'énumération,
on utilise une table globale pour assoier à haque valeur son index.
Dans l'autre sens, se pose le problème de l'absene de onstruteur de types
énumérations. Les valeurs représentant les alternatives possible d'une énumération
sont données par le CTS omme des hamps statiques de la lasse assoiée. Le ode
engendré par OJaaré.NET instanie une variable globale qui ontient un tableau
de es valeurs (sous forme boxée) obtenues par des appels à Refletion. Pour
sérialiser un onstruteur du variant il sut de le transtyper en entier (enore une
fois par Obj.magi) et de l'utiliser omme index d'aès à l'élément orrespondant
du tableau.
4.2.2.3 Sûreté
Le typage statique de Objetive Caml garantie la sûreté de l'exéution, mais que
se passe-t-il lorsqu'il est interfaé à du ode externe? On peut distinguer deux types
d'erreurs :
 Les erreurs à l'exéution survenant dans du ode CIL (des erreurs de transty-
pages dynamiques par exemple) qui ne résultent pas de l'interopération elle-
même mais de problèmes dans le ode externe.
 Des inohérenes entre l'IDL et l'implantation. Par exemple, des omposants
CIL dérits dans l'IDL peuvent ne pas être disponibles lors de l'exéution, ou
bien inorretement dérits.
La première atégorie d'erreurs lève des exeptions : elles peuvent être onsidé-
rées omme des erreurs d'exéution  normales . Elles peuvent être rattrapées par
le omposant externe ou sinon par le ode Objetive Caml lui-même (voir 4.2.2.1).
La deuxième atégorie d'erreurs met diretement en ause l'interopération. Nous
hoisissons de déteter es erreurs le plus tt possible. Les programmes Objetive
Caml qui font un usage inorret de omposants externes sont détetés à la ompi-
lation au moyen du typage statique mais elui-i part de l'hypothèse que les types
dérits dans l'IDL sont orrets, e qui peut n'être attesté qu'au moment de l'exéu-
tion au moyen de la bibliothèque Refletion. Le ode engendré par OJaaré.NET
réalise des tests au lanement du programme par une alloation statique d'une ins-
tane de haque objet représentant dans l'API Refletion une référene aux types,
hamps, onstruteurs et méthodes délarés dans l'IDL. En as d'inohérene entre
les omposants résolus par le hargeur de lasses de .NET et les hiers IDL, une
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exeption est lanée : elle-i peut être rattrapée par le programme Caml ou au-
trement provoque l'interruption immédiate de l'exéution du programme et avertit
l'utilisateur.
4.2.3 Expressivité et portée
L'exemple introdutif de la setion 4.2.1 ne mettait en jeu qu'une forme simple
de ommuniation. Dans ette setion nous essayons d'aller un peu plus loin. Nous
donnons d'abord un résultat positif sur l'expressivité du mélange entre les deux
modèles objets. Puis nous appliquons la tehnologie OJaaré.NET sur un exemple
onret qui néessite une ommuniation plus évoluée. Il sert de point de départ à
une disussion sur les véritables limites de OJaaré.NET. Nos exemples utiliserons
C#, sans restrition de généralité.
4.2.3.1 Combinaison des deux modèles objet
OJaaré.NET permet de proter simultanément de ertains aspets des deux
modèles objets. Illustrons es nouvelles possibilités en montrant un as d'héritage
multiple de lasses C# en Objetive Caml, et un exemple de vériation dynamique
de type (downast) en Objetive Caml.
Héritage multiple de lasses C#. L'exemple suivant est tiré de [21℄. Nous
dénissons deux hiérarhies de lasses en C# : les objets graphiques et les objets
géométriques. Chaque hiérarhie possède une lasse Retangle.
Fihier ret.idl
pakage mypak;
lass Point {
[name point℄ <init> (int, int);
}
lass GraphRetangle {
[name graph ret℄ <init>(Point, Point);
string toString();
}
lass GeomRetangle {
[name geom ret℄ <init>(Point, Point);
double ompute area();
}
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Le programme Objetive Caml suivant dénit une lasse qui hérite des deux
lasses C#.
Programme Objetive Caml
open Ret;;
lass geom graph ret p1 p2 =
objet
inherit geom ret p1 p2 as super geo
inherit graph ret p1 p2 as super graph
end;;
let p1 = new point 10 10;;
let p2 = new point 20 20;;
let ggr = new geom graph ret p1 p2;;
Printf.printf "area=%g\n" (ggr#ompute area ());;
Printf.printf "toString=%s\n" (ggr#toString ());;
Downast d'objets C# en Objetive Caml. En dehors de l'extension oa-
ml [19℄, Objetive Caml ne permet auune opération de typage dynamique sur les
objets, e qui s'avère pourtant néessaire pour l'interopération ave C#, au moins
pour les objets provenant d'un alul du té de C#. L'exemple i-dessous montre le
mélange de style fontionnel et objet d'Objetive Caml y ompris pour des objets C#
enapsulés. On y onstruit une liste l d'objets Point, alors même que eux-i sont
des points olorés. Pour haque hiérarhie de lasses C# dérite dans un hier IDL,
OJaaré.NET génère une hiérarhie de lasses Objetive Caml, dont la lasse raine
est CtsHierarhy.top. OJaaré.NET génère également des fontions de oeritions
de types depuis CtsHierarhy.top vers haque type Objetive Caml orrespondant
à une lasse C#. Ces fontions lèvent une exeption en as d'inompatibilité de
types.
let l = [(mixed p :> Point); (wml p :> Point)℄;;
val l : Point list = <obj>
let l = List.map (fun x −> ColoredPoint of top (x :> top)) l;;
val l : ColoredPoint list = <obj>
4.2.3.2 Pertinene du modèle de ommuniation
Complément : Objetive Caml depuis les autres langages. Il faut insister
sur la dissymétrie entre les omposants Objetive Caml et les autres, en raison
de leurs modèles de lasses. Les objets Objetive Caml ne sont pas diretement
ompilés vers des objets CTS et ils disposent de leur propre méanisme d'héritage
et de liaison retardée. Les appels depuis Objetive Caml à un omposant .NET
quelonque utilisent les méanismes d'introspetion proposés par .NET mais dans
l'autre sens les appels doivent prendre en ompte les spéiités de l'implantation
Objetive Caml.
Dans e qui préède nous avons présenté les prinipes d'un interfaçage Objetive
Caml-CTS axé sur Objetive Caml, lient de bibliothèques .NET et où les allbaks
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implantent les appels dans l'autre diretion.
Nous avons étudié (mais pas implanté) la même approhe pour la réiproque,
'est-à-dire de prendre en harge l'appel diret de méthodes Objetive Caml depuis
C# ou tout autre langage .NET : dans e as les appels direts reposent sur le module
CamlInternalOO et les allbak sur la bibliothèque Jaare et l'API de Refletion
(il est toujours néessaire d'implanter les deux niveaux de ommuniation).
Il est possible de modier l'outil OJaaré.NET pour qu'il prenne en harge ette
deuxième onguration, prenant en argument un hier IDL semblable à e qui
préède (la syntaxe est la même sauf que ertaines onstrutions, omme les énumé-
rations, ne sont pas disponibles).
Étant donné que Objetive Caml n'a pas de méanisme d'introspetion des types,
il faut adapter les méanismes de sûreté. Même dans le adre de l'enapsulation
simple, nous générons du ode Objetive Caml qui va onfronter statiquement l'IDL
à l'implantation Objetive Caml et aussi la vérier dynamiquement ontre le ode
externe au démarrage du programme.
Un exemple réel. Nous illustrons l'interopérabilité dans l'exemple suivant : étendre
un programme Objetive Caml ave une interfae graphique érite en C#. Nous
partons de l'entrée ayant gagné la onours de programmation ICFP'2000 [84℄, un
laneur de rayons (raytraer) implanté en Objetive Caml. Situons le problème :
 La lasse Objetive Caml Render dénit une méthode ompute. Cette méthode
prend une haîne de aratères en argument (le nom d'un hier qui représente
la sène 3D à dessiner) et une lasse Display sur laquelle faire le rendu de pixels
(au moyen d'appels à une méthode appelée drawPixel).
 L'interfae graphique est une lasse Display qui hérite de (ou bien onserve
une référene sur une instane de) System.Windows.Forms.Form, le ompo-
sant graphique raine de l'API de fenêtrage .NET. La lasse Display est munie
d'une méthode drawPixel, e qui la rend ompatible ave l'entrée de la mé-
thode ompute implantée en Caml. Une sène 3D est hoisie ave une fenêtre
de séletion de hiers.
L'exéution eetue un va-et-vient entre les deux omposants. Cela peut être
implanté ave OJaaré.NET en utilisant la liaison tardive inter-langage. Deux solu-
tions sont possibles (voir la gure 4.4).
Classe abstraite Render. La lasse C# Display est paramétrée par une lasse abs-
traite Render qui dénit une méthode ompute (son onstruteur attend en ar-
gument une instane de ette lasse). Le programme Objetive Caml fournit une
implantation de la lasse Render. La méthode Main est du té Objetive Caml : elle
passe une instane de Render au onstruteur de Display (démarrant l'interfae
graphique). Quand l'utilisateur hoisit un hier de sène 3D, ompute est appelée
en lui passant la référene ourante de l'interfae graphique Display sur laquelle la
méthode drawPixel peut être appelée depuis le ode Caml pour haque pixel alulé.
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+ drawPixel(int x, int y, int r, int g ,int b)
Render
+ compute(Display view, string file)
Display
+ drawPixel(int x, int y, int r, int g, int b)
+ Display(Render r)
Display Render
+ compute(Display view,string file)
Display
+ drawPixel(int x, int y, int r, int g, int b)
+ Display(Render r)
Render
+ compute(Display view, string file)
with main in ML
ML
with main in C#
ML
C#
C#
Fig. 4.4  Deux arhitetures pour l'interfae graphique du laneur de rayons
Dans e as de gure un hier IDL est utilisé pour faire onnaître les lasses
Display et Render au ode Caml : la première sert à typer l'argument de ompute
et à permettre les appels de drawPixel alors que la seonde est utilisée omme base
de la lasse Caml Render dérivée.
Classe abstraite Display. Dans ette autre arhiteture, Objetive Caml dénit une
lasse abstraite Display utilisée en entrée de la méthode ompute et le ode C# se
harge de fournir une implantation à ette lasse. Cette lasse spéialisée garde une
référene sur un objet hargé d'implanter l'interfae graphique et qui dérive de la
lasse System.Windows.Forms.Form (elle ne peut pas en dériver ar l'héritage mul-
tiple n'est pas possible en C#). La méthode Main est du té C# : elle onstruit une
instane de Display et lorsqu'un hier de desription de sène est séletionné, le
programme C# onstruit un objet Render en Objetive Caml puis appelle ompute
sur le nom de hier et self (le omposant reevant le dessin).
Ii le hier IDL délare les deux lasses Objetive Caml utiles au ode C# :
la lasse abstraite Display et la lasse Render dont le programme doit appeler la
méthode ompute. L'outil OJaaré.NET est don utilisé de manière opposée dans
ette deuxième solution.
La gure 4.5 montre l'ahage du laneur de rayons.
Perfetionnement du mélange. OJaaré.NET permet l'utilisation de ompo-
sants d'un langage dans l'autre, dans les deux sens. Cependant ela n'est pas susant
pour une synthèse parfaite des deux mondes.
Prenons l'exemple du laneur de rayons. Si nous n'avions qu'un seul monde, il
serait possible d'utiliser les hiers IDL pour délarer la méthode drawPixel de la
lasse C# Display et la méthode ompute de la lasse Objetive Caml Render, les
rendant aessible simultanément aux deux omposants sans utiliser  l'astue  de
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Fig. 4.5  Laner de rayons Objetive Caml sous .NET
la redénition de lasses abstraites. Malheureusement, les hiers IDL ne peuvent
être utilisés que pour exposer des lasses d'un langage vers l'autre, à la fois.
On ne peut pas simuler un seul monde ave deux hiers IDL, un pour dérire
la lasse C# Display, et un autre pour la lasse Objetive Caml Render ar es
deux lasses sont mutuellement réursives. Le problème est que la méthode ompute
attend une instane de Display, si bien que la deuxième IDL néessite de dérire
l'enveloppe Objetive Caml de Display engendré à partir de la première IDL. Cela
mène à des erreurs de typage lors de la ompilation C# pare qu'il n'y a auune
relation d'héritage (de sous-typage en réalité) entre la lasse Display de départ et
la lasse Display doublement enapsulée.
Une solution onsisterait à ne pas orienter la génération de ode par OJaaré.NET
pour une ible ou une autre et voir un IDL omme la desription de lasses CTS
devant interopérer, sans dissymétrie. C'est diile à réaliser dans la mesure où les
lasses Objetive Caml sont omplètement diérentes des lasses du CTS, les objets
Caml n'étant pas des objets de l'environnement d'exéution.
4.2.3.3 Génération automatique de hiers IDL
Quand le nombre de lasses CTS et de modules Objetive Caml est important
il peut sembler fastidieux de devoir érire manuellement les diérents hiers IDL
orrespondants. Il est possible d'érire un outil qui engendre automatiquement es
hiers à la leture des hiers d'interfaes de Objetive Caml et de l'inspetion des
types ontenus dans un assemblage .NET au moyen de l'API Refletion.
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Il y a plusieurs limites à ette approhe :
 Dans leur état atuel, les hiers IDL de OJaaré.NET manquent de ompo-
sitionalité : il n'y a pas de diretive import. Celle-i ne pose pas de diulté
dans les as simples, mais nous n'avons pas apporté de solution au problème
des lasses mutuellement réursives délarées dans des IDL séparés.
 L'absene de surharge néessite des renommages, et il est diile d'implan-
ter des onventions de renommage automatique qui soient satisfaisantes sans
intervention manuelle.
 L'IDL permet de ne délarer que les lasses utiles à une appliation donnée. Dé-
larer toutes les lasses possibles entraîne des dégradations de performanes,
notamment en raison des méanismes de sûreté qui inspetent les types de
l'IDL au démarrage. Par exemple, la BCL ompte environ 3000 lasses pu-
bliques que l'on ne veut pas (peut pas. . . ) soumettre au ompilateur OCamIL
sans disernement.
Pour es raisons, nous avons onservé une approhe manuelle dans notre proto-
type.
4.2.4 Travaux onnexes
Les interfaes externes des langages fontionnels sont passées de liens de bas
niveau ave C et C++ pour Lisp [30℄, ML ou [37℄ à des IDL pour interfaer les
omposants COM pour Haskell [38, 56℄ et Objetive Caml [55℄. Toutes es interfaes
doivent gérer l'interation des diérents gestionnaires de mémoire, d'exeptions et
de threads, le plus souvent en passant par C.
Les hoix tehniques d'intégration des environnements d'exéution peuvent dif-
férer. Plus généralement, l'approhe au problème de l'interopérabilité varie d'une
approhe à l'autre.
4.2.4.1 Intégration des environnements d'exéution
L'approhe de OJaaré (la version originale pour Java), onsistant à faire oha-
biter deux environnements d'exéution en parallèle, a également été utilisée dans
d'autres projets. Ainsi l'interpréteur Haskell Husg98 for .NET [36℄ permet la mani-
pulation de lasses .NET. L'implantation est basée sur une méanique semblable à
Objetive Caml / OJaaré. Au niveau du langage soure, ela permet une ommuni-
ation sommaire ave la plate-forme .NET sur laquelle on onstruit une ommunia-
tion omplète passant par des onstrutions haut-niveau du langage, e qui néessite
la génération automatique de ode par un outil dédié. Au niveau de l'exéution, on
obtient deux mahines (l'interprète et le CLR) tournant simultanément. Le projet
Dot-Sheme [63℄ implante une interfae d'appels externes vers la plate-forme .NET
pour PLT Sheme. L'exéution est prise en harge là aussi par deux environnements.
La manipulation de lasses .NET se fait de manière assez transparente dans le lan-
gage, à partir d'une implantation qui repose sur les possibilités d'introspetion du
CLR.
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La tendane atuelle est de hanger d'assembleur portable pour produire direte-
ment du ode-otet soit pour la mahine Java omme MLj [4℄, soit pour .NET ave
dans e as un nombre important de travaux, dont SML.NET [6℄ et MosowML for
.NET [51℄ pour SML, et F# [83℄ et OCamIL pour Objetive Caml. Citons aussi
Bigloo [11℄ qui propose entre autres des ompilateur pour Java et .NET. L'intérêt
est de n'avoir qu'une plate-forme d'exéution.
4.2.4.2 L'interopérabilité dans le adre des langages fontionnels sur
.NET
F# et OCamIL illustrent bien deux points de vue diérents sur l'interopérabi-
lité. La oneption de F# met l'aent sur l'interopérabilité elle-même : le but est
de pouvoir manipuler dans un langage fontionnel/impératif similaire à CamlLight
le modèle objet proposé par la plate-forme .NET. Le résultat est un nouveau dia-
lete de Caml, dont le modèle objet est elui de .NET, e qui est très diérent du
modèle objet introduit par Objetive Caml. L'avantage est la manipulation direte
des types CTS dans le langage même, sans auun outil ou artie supplémentaire.
Cela proure un réel onfort de programmation (on peut avoir l'impression d'avoir
C# dans Caml) et rend l'implantation la plus direte possible, e qui garantit de
meilleures performanes. En revanhe, le modèle objet utilisé ne s'intègre pas aussi
bien dans le paradigme fontionnel que le modèle de Objetive Caml. Il est réguliè-
rement néessaire d'aider l'inférene de types à l'aide d'annotations de types CTS, et
le polymorphisme paramétrique et de rangée doit éder la plae à un polymorphisme
d'interfaes lorsque des appels de méthodes .NET sont mis en jeu.
Au ontraire, OCamIL met l'aent sur le langage et prend le parti de ompiler
Objetive Caml sur la plate-forme .NET sans l'altérer : en partiulier le modèle objet
de Objetive Caml est onservé. Il n'a été rajouté auune onstrution provenant
de l'arhiteture ible et l'interopérabilité est gérée à travers les onstrutions du
langage original. Cela a deux onséquenes prinipales :
 la diérene des deux modèles objets interdit une ompilation direte des objets
Caml vers le CTS : e qui est gagné en expressivité se perd en eaité,
 l'inadéquation préédente rend néessaire la génération de lasses souhes, qui
est automatisée par l'outil OJaaré.NET à partir de hiers IDL.
Pour résumer, F# se positionne davantage du té du programmeur .NET en
lui proposant d'entrer dans le monde des langages fontionnels alors que OCamIL
se plae du point de vue du programmeur Objetive Caml qui veut bénéier de
l'environnement .NET sans rien sarier de son langage.
MLj et SML.NET réunissent les deux approhes en proposant l'essentiel de SML
sur les plates-formes Java et .NET, tout en enrihissant le langage à l'aide du modèle
objet de es plates-formes, à la manière de F# (mais il est vrai qu'en l'absene de
traits objets dans le langage de départ, il n'y a pas de même arbitrage à faire que
pour Objetive Caml). MosowML for .NET, quant à lui ne permet pour l'instant
que l'appel de méthodes statiques.
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Du té de Sheme, le ompilateur Bigloo permet de ompiler vers la JVM ou le
CLR. Comme pour Dot-Sheme, les traits .NET sont joliment inorporés au langage
Sheme, par le biais de fontions et de maros spéiales. Le langage Sheme se prête
assez bien au jeu de l'interopérabilité : en eet sa syntaxe se prête naturellement
aux extensions et l'absene de typage statique permet d'aommoder plus faile-
ment les traits d'autres langages. Le typage dynamique est davantage dans l'esprit
des plates-formes Java et .NET, qui proposent de nombreux servies d'introspetion.
Bien qu'Eiel ne soit pas un langage fontionnel, sa version .NET [77℄ renontre
des diultés de ompilation et d'interopérabilité qui semblent prohes de elles
d'Objetive Caml. En eet les deux modèles objets possèdent un héritage multiple,
des lasses paramétrées sans avoir de surharge. Cependant leurs tehniques de om-
pilation dièrent fortement. Comme indiqué préédemment, les lasses Objetive
Caml ne sont pas représentées par des lasses équivalentes .NET, e qui néessite
pour les besoins de l'interopérabilité de passer par un IDL pour enapsuler la re-
présentation des objets de haque langage. De son té, Eiel exploite les lasses
du CTS : haque lasse Eiel est représentée d'une part par une interfae (l'héri-
tage multiple de Eiel trouve ého dans l'héritage multiple des interfaes CTS) et
d'autre part par une lasse d'implantation privée. Cela permet d'utiliser simple-
ment les lasses Eiel dans un autre langage .NET. Cependant pour être apable
d'instanier des lasses non diérées (selon la terminologie Eiel), le ompilateur en-
gendre des lasses omportant des méthodes de réation des lasses d'implantation
orrespondantes.
Il est bien plus diile d'exploiter diretement les lasses CTS dans la ompi-
lation de Objetive Caml (même ave des aménagements omme eux hoisis par
Eiel) en raison du polymorphisme de rangées, des méthodes binaires et de la dis-
tintion entre les relations de sous-typage et d'héritage.
4.2.4.3 Enrihissement des langages
Plusieurs travaux ont permis par le passé d'enrihir le modèle objet de Java.
Odersky et Wadler introduisent du polymorphisme paramétrique à Java dans leur
système [61℄. Ils ajoutaient ainsi à Java un style de programmation prohe d'Obje-
tive Caml. L'évolution de Pizza vers Generi Java [10℄ reprend e nouveau style en
introduisant un polymorphisme borné. Cette volonté de génériité se retrouve bien
entendu du té de C# : la version 2.0 de .NET introduit des Generis [50, 92℄,
et le langage intermédiaire ILX [82℄ se veut plus général que CIL pour failiter la
ompilation de langages à la ML.
Du té des langages fontionnels la dénition d'extensions objets omme Obje-
tive Caml autorise grâe à la liaison tardive de nouvelles struturations logiielles [9℄.
Néanmoins le besoin d'une véritable hiérarhie de lasses est réel et une ouverture
du dogme du typage statique [19℄ devient néessaire pour la réalisation de ertains
modèles de oneption (Design Patterns).
À la diérene de MLj et SML.NET qui introduisent respetivement le modèle
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objet de Java et de C# dans des dialetes ML, les outils OJaaré et OJaaré.NET
onservent les partiularités de l'extension objet d'Objetive Caml. Le résultat nous
semble plus enrihissant en fusionnant aux polymorphismes paramétrique et de ran-
gées d'Objetive Caml et le typage dynamique de Java/C#.
Nous verrons dans le hapitre 5 des appliations du mélange entre Objetive
Caml et .NET et eetuerons une analyses des performanes au hapitre 6.
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Chapitre 5
Appliations et outils
Ce hapitre illustre des appliations possibles de OCamIL grâe à ses apai-
tés d'interopération ave d'autres omposants .NET. Certaines ont reours à OJa-
aré.NET, et nous montrons un exemple d'utilisation de e dernier dans le ompi-
lateur bootstrappé. Une appliation intéressante de OCamIL dans le domaine de la
sérialisation sûre est donnée en n de hapitre.
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5.1 Érire des omposants OCamIL
Une grande motivation de notre travail vient des possibilités d'interopération
entre omposants .NET dont ertains sont érits en Objetive Caml. Dans la suite
nous dérivons diérents moyens de faire interagir des omposants OCamIL ave le
monde .NET en nous appuyant sur des exemples onrets.
5.1.1 Interfaçage de omposants OCamIL
5.1.1.1 Changer le ontexte d'exéution des programmes OCamIL
Le ompilateur d'IDL OJaaré.NET fournit un moyen rihe de développer une
appliation multi-langages faisant intervenir Objetive Caml. Il existe des moyens
plus direts pour faire ommuniquer des programmes Caml ave un environnement
.NET sans pour autant revoir leur oneption initiale.
Un programme Caml standard n'ayant pas été onçu initialement pour l'inter-
opération dispose de plusieurs entrées-sorties de base :
 le système de hiers,
 l'entrée standard, la sortie standard et la sortie d'erreurs,
 une fenêtre graphique (pour les appliations se servant de la bibliothèque
Graphis de la distribution Caml).
Nous proposons diérents moyens de détourner ou de surharger es entrées-
sorties an d'établir des liens entre un programme Caml et des omposants .NET
externes.
Détourner stdin, stdout et stderr. Les types in_hannel et out_hannel
dénis par Caml pour l'entrée et les sorties standard (mais aussi pour les desripteurs
de hiers en leture et ériture, voir la setion suivante) masquent les types CLI
BinaryReader et BinaryWriter de l'espae de noms System.IO de la BCL.
Ces lasses peuvent être instaniées à partir d'un objet System.IO.Stream quel-
onque e qui ouvre la porte à la personnalisation des ux d'entrées-sorties. Pour
ela la bibliothèque d'exéution de OCamIL expose des méthodes permettant de
substituer aux ux standards des objets Stream utilisateur :
 void set_stdin(Stream s)
 void set_stdout(Stream s)
 void set_stderr(Stream s)
Le programme OCamIL manipule es ux de manière transparente alors même
qu'ils sont surhargés.
En guise d'illustration nous utilisons un petit programme d'Alain Frish qui
reherhe la solution à des Sudoku. La grille est soumise sous un format texte à
l'entrée standard et la solution s'il elle existe est érite sur la sortie standard (voir
gure 5.1).
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Fig. 5.1  Solveurs de Sudoku : grille dans un hier texte à gauhe, et saisie dans
l'interfae graphique à droite
Nous munissons e programme d'une interfae graphique érite en C# : les ux
d'entrées-sorties sont redirigés en employant la tehnique dérite plus haut. Voii le
ode C# appelé lorsque l'utilisateur appuie sur le bouton Solve :
private void SolveHandler(objet sender, EventArgs e) {
//leture de la grille d'entrée
byte[℄ bytes = System.Text.ASCIIEnoding.Default.GetBytes(GetGrid());
System.IO.Stream mlin = new MemoryStream(bytes);//surharge entrée
CamIL.IO.set_stdin(mlin);
System.IO.Stream mlout = new MemoryStream(100); //surharge sortie
CamIL.IO.set_stdout(mlout);
MLTop.startup(); //appel du programme Caml
mlout.Seek(0,SeekOrigin.Begin);
StreamReader sr = new StreamReader(mlout);
SetGrid(sr.ReadToEnd()); //affihage du résultat
}
La lasse MemoryStream, faisant partie de la BCL, hérite de la lasse Stream :
elle permet d'implanter un ot (en leture ou en ériture) à partir d'une zone de
mémoire. Tous les appels de la librairie standard de OCamIL manipulant l'entrée et
la sortie standard seront dirigés vers une instane de ette lasse. La zone de mémoire
est onstruite à partir d'une haîne de aratères (et vie-versa) qui représente un
état de la grille de Sudoku. Les méthodes C# GetGrid et SetGrid font le lien entre
l'ahage graphique et ette haîne de aratères.
La lasse MLTop est située dans la bibliothèque ompilée à partir des soures du
programme original et ontient les méthodes de démarrage du ode Caml (voir la
setion 3.2.2.2) : il est tout-à-fait possible d'appeler es méthodes depuis le ode C#
de l'interfae graphique pour exéuter le ode Caml du solveur.
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Détourner le système de hiers. L'idée préédente se généralise aux desrip-
teurs de hiers. La bibliothèque d'exéution de OCamIL dénit deux types délégués
qui permettent préisément de surharger les fontions Caml open_desriptor_in
et open_desriptor_out du module Pervasives. Il s'agit pour la leture de :
BinaryReader CustomOpenFileDesriptorIn(string filename, int32 filemode,
int32 fileaess, int32 fileshare)
et pour l'ériture de :
BinaryWriter CustomOpenFileDesriptorOut(string filename, int32 filemode,
int32 fileaess, int32 fileshare)
Pour la rediretion des ux la bibliothèque d'exéution de OCamIL expose les
méthodes suivantes :
 void set_ustom_openfile_in(CustomOpenFileDesriptorIn i)
 void set_ustom_openfile_out(CustomOpenFileDesriptorOut o)
On peut trouver des exemples de telles surharges dans la suite de e hapitre.
Embarquer le ontrle Graphis. La bibliothèque Graphis de Caml onstitue
une forme d'entrée-sortie. Elle gure dans la distribution OCamIL sous forme d'une
ouhe au dessus des ontrles Windows (espae de noms System.Windows.Forms)
de la BCL
1
.
Toutes les opérations graphiques sont réalisées sur une instane de la lasse
CamILGraphis qui hérite de System.Windows.Forms.Control (servant de base aux
widgets .NET).
Par défaut, et objet est intanié et reouvre une fenêtre (un objet de type
System.Windows.Forms.Form) au moment de l'appel à la fontion open_graph de
la bibliothèque Graphis, de manière dèle à l'implantation de référene.
Ii aussi nous avons prévu un moyen de surharger e omportement, en permet-
tant à un ode externe d'enregistrer auprès de la bibliothèque Graphis une instane
de CamILGraphis de son hoix : ette instane est réée par le ode externe et don
embarquée au sein d'autres ontrles de manière totalement libre. Dans e as l'appel
à la fontion open_graph n'induit pas l'instaniation d'une nouvelle fenêtre.
Un exemple omplet : l'auto-assemblage. Nous avons hoisi pour et exemple
un programme Caml érit par Fabien Tarissan dans le adre de sa thèse de bio-
informatique au laboratoire PPS, et servant d'illustration à ses travaux sur l'auto-
assemblage de graphes [29℄.
Le programme permet :
 D'éditer la desription de graphe(s) ible(s) ainsi que les sous-graphes autorisés
dans une onstrution. Les strutures ainsi dérites sont sauvées sur le disque
à un format propriétaire (la sérialisation direte des types Caml utilisés en
interne).
1. Meri à Clément Capel pour sa ontribution à l'implantation de la bibliothèque Graphis.
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 De générer les règles d'interations en utilisant l'algorithme dérit dans les
travaux de Fabien Tarissan et de suivre sur un ahage graphique l'évolution
d'un groupe d'agents dont le omportement est dité par es règles. Le pro-
gramme Caml utilise la bibliothèque Graphis.
Le programme original est disponible à l'adresse suivante : http://www.pps.
jussieu.fr/~tarissan/self/implem_sag.tar.gz. À té des soures se trouvent
des hiers GIF animés montrant le déroulement du programme sur des exemples.
Plusieurs hoix sont possibles pour munir le programme d'une interfae graphique
à base de menus et de boutons, basée sur les ontrles .NET de l'espae de noms
System.Windows.Forms.
 Nous pouvons diretement implanter ette interfae en Caml, en exposant les
éléments utiles de la bibliothèque Forms au moyen de lasses Objetive Caml
en passant par notre outil OJaaré.NET : la logique de l'interfae est alors
odée en Caml.
 Nous pouvons oder l'interfae en C# et nous reposer sur des voies de om-
muniation élémentaires entre les omposants C# et Caml, utilisant les méa-
nismes de surharge d'entrées-sorties exposés dans ette setion.
Pour ela, nous avons adapté la boule prinipale du programme pour qu'elle
interprète des ommandes reçues sur l'entrée standard. Ensuite, nous avons pro-
grammé une interfae graphique en C# qui envoie es ommandes sur une surharge
de l'entrée standard lorsque les boutons ou menus sont ationnés. Il est possible de
harger un hier de desription de graphe à partir du disque dur (auquel as une
fenêtre de séletion apparaît) ou parmi une liste de graphes prédénie. Dans les deux
as nous avons utilisé une surharge des entrées de hiers.
Enn, l'interfae graphique prévoit une zone d'ahage qui s'enregistre auprès
de la bibliothèque graphique de OCamIL (voir la gure 5.2).
5.1.1.2 OJaaré.NET : exploitation des ressoures .NET
La BCL fournit déjà un grand nombre de servies qu'il est intéressant de pouvoir
exploiter depuis des programmes Caml. Ces servies sont interfaçables failement au
moyen de OJaaré.NET.
Un exemple : outils XML. Nous détaillons un exemple d'utilisation de ertaines
des lasses fournies par l'espae de noms System.Xml. Pour ela nous revenons à
l'appliation d'auto-assemblage de graphes présentée à la setion 5.1.1.1.
Les hiers dérivant les graphes d'assemblage étaient à un format propriétaire
dans l'appliation d'origine. Nous voulons utiliser un format ouvert, e qui permet
de générer et éditer es hiers en dehors du programme Caml et nous hoisissons
pour ela un format XML.
Nous avons tout d'abord déni un shéma XSD [88℄ dénissant la grammaire des
hiers de graphes (gure 5.3 : les feuilles de l'arbre sont des entiers ou des booléens).
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Fig. 5.2  Auto-assemblage ave interfae graphique
Bien que la bibliothèque standard de Caml ne propose pas de servie de manipu-
lation de hiers XML, il est simple de ombler e vide en faisant notre hoix entre les
multiples lasses onsarées à e format au sein de la BCL et d'utiliser OJaaré.NET
pour les utiliser dans le programme. Voii le hier IDL utilisé :
pakage [assembly msorlib℄ System.IO;
lass TextWriter {}
lass StringWriter extends TextWriter {
[name string_writer℄ <init>();
[name to_string℄ string ToString();
}
pakage [assembly System.Xml℄ System.Xml;
lass XmlTextWriter {
[name xml_text_writer℄ <init>(System.IO.TextWriter);
[name lose℄ void Close();
[name flush℄ void Flush();
[name write_start_doument℄ void WriteStartDoument();
[name write_end_doument℄ void WriteEndDoument();
[name write_start_element℄ void WriteStartElement(string);
[name write_end_element℄ void WriteEndElement();
[name write_element_string℄ void WriteElementString(string,string);
[name write_attribute_string℄ void WriteAttributeString(string,string);
}
lass XmlNode {
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Fig. 5.3  Shéma XSD pour les desriptions de graphes
[name selet_single_node℄ XmlNode SeletSingleNode(string);
[name selet_nodes℄ XmlNodeList SeletNodes(string);
[name inner_text℄string get_InnerText();
}
lass XmlNodeList {
[name ount℄ int get_Count();
[name item℄ XmlNode get_ItemOf(int);
}
lass XmlDoument extends XmlNode {
[name xml_doument℄ <init>();
[name load℄ void Load(string);
[name load_xml℄ void LoadXml(string);
}
Nous omettons ii le ode néessaire à la validation des hiers XML fae à leur
shéma. Les lasses StringWriter et XmlTextWriter sont utilisées pour sauvegarder
les strutures externes sous forme XML, alors que les lasses XmlNode, XmlNodeList
et XmlDoument permettent de parourir un doument XML et de remplir les stru-
tures internes. Voii un extrait du programme OCamIL d'auto-assemblage ontenant
le ode de leture reposant sur les lasses engendrées par OJaaré.NET.
let read_des node =
let nodes = node#selet_nodes "di" in
let intl = ref [℄ in
for i = 0 to (nodes#ount()) -1 do
intl := (int_of_string ((nodes#item i)#inner_text()))::!intl
done;
let d1 = int_of_string ((node#selet_single_node "d1")#inner_text()) in
let d2 = int_of_string ((node#selet_single_node "d2")#inner_text()) in
(List.rev !intl, (d1,d2));;
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let read_desr node =
let nodes = node#selet_nodes "des" in
let nb = nodes#ount() in
let tab = Array.reate nb ([℄,(0,0)) in
for i = 0 to nb - 1 do
tab.(i) <- read_des (nodes#item i)
done;
tab;;
let read_arat node =
let 1 = int_of_string ((node#selet_single_node "ar1")#inner_text()) in
let 2 = int_of_string ((node#selet_single_node "ar2")#inner_text()) in
(1,2)
let read_ef node =
bool_of_string (node#inner_text ());;
let read_graph node =
let d = read_desr (node#selet_single_node "desr") in
let  = read_arat (node#selet_single_node "arat") in
let ef = read_ef (node#selet_single_node "est_final") in
{desr = d; arat = ; est_final = ef};;
let read name =
try
let do = new xml_doument () in
do#load name;
let graphs = do#selet_nodes "//graph" in
let gal = ref [℄ in
for i = 0 to (graphs#ount()) -1 do
gal := (read_graph (graphs#item i))::!gal
done;
List.rev !gal
with _ -> [℄
Ce ode fait une utilisation des requêtes XPath pour le moins élémentaire. . .
Remarque : En dehors de l'exemple présenté i-dessus, l'espae de noms System.Xml
permet enore beauoup de hoses : par exemple les douments XML peuvent être
manipulés au moyen du modèle DOM de niveau 2 [87℄ et les transformations XSL
[86℄ sont prises en harge.
Autres ressoures de la BCL. Sans vouloir être exhaustif, voii quelques autres
servies dignes d'intérêt :
 Liaison aux bases de données. L'espae de noms System.Data permet de pro-
grammer des lients SQL, ODBC, Orale et OLE DB et introduit des strutures
de données adaptées aux bases de données.
 Servies réseaux. L'espae de noms System.Net permet de manipuler simple-
ment la plupart des protooles réseaux.
 Appliations distribuées. L'espae de noms System.Runtime.Remoting fournit
des servies de sérialisation et d'invoation d'objets distants.
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 Cryptographie. La plate-forme implante des standards tels que CMS (Crypto-
graphi Message Syntax) et PKCS #7 (Publi-Key Cryptography Standards #7).
 Génération de ode. Il est possible d'engendrer du ode CIL diretement ou
bien de manipuler un objet CodeDom de plus haut niveau, pouvant être im-
primé en diérents langages (C#, Visual Basi.Net, J# et. . . ).
5.1.1.3 Liens ave l'univers natif (non géré)
Utilisation de omposants COM. Une ontrainte primordiale dans le ahier
des harges de la plate-forme .NET était la ompatibilité ave la tehnologie COM
de Mirosoft, fournisseur historique de omposants logiiels sur la plate-forme Win-
dows. Il est de fait possible de onstruire des omposants COM à partir de om-
posants .NET ainsi que d'utiliser des omposants COM depuis .NET, les servies
d'interopérabilité se hargeant des opérations de sérialisation.
 Un omposant COM peut être utilisé depuis un lient .NET en passant par la
génération automatique d'une enveloppe gérée se hargeant d'exposer les in-
terfaes, types et événements et de sérialiser appels de méthodes et exeptions.
Cette enveloppe est générée par l'outil tlbimp.exe (Type Library Importer,
fourni ave le kit de développement .NET), qui inspete la bibliothèque de
types du omposant COM et génère un assemblage .NET d'enveloppe.
 Il est également possible d'implanter des omposants COM dans un langage
de la plate-forme .NET. Quelques opérations permettent d'exposer des assem-
blages .NET au monde COM : l'outil tlbexp.exe (Type Library Exporter)
génère une bibliothèque de types COM à partir des méta-données ontenus
dans l'assemblage .NET et l'outil regasm.exe (Register Assembly) réalise l'en-
registrement du omposant dans la base de registres. Tous deux sont fournis
ave le kit de développement de .NET. La génération de la bibliothèque de
types par tlbexp.exe peut-être dirigée par le ode soure, non pas au moyen
d'un hier IDL omme 'est traditionnellement le as dans le monde COM,
mais par des attributs disséminés dans le ode soure, e qui permet de spéi-
er quelles lasses/méthodes doivent être exportées, de spéier expliitement
les diérents GUID, de donner des préisions sur la sérialisation, et. . .
De nombreux détails sur l'interopération entre .NET et omposants COM sont don-
nés dans l'artile en ligne [12℄.
Certaines grosses appliations Windows munies d'une API COM, telles que les
appliations de la suite Oe, Visual Studio ou enore DiretX, sont fournies ave
des PIA (Primary Interop Assemblies) : il s'agit d'assemblages enveloppant les om-
posants COM qui sont spéialement optimisés, et plus eaes que les enveloppes
générées automatiquement par l'outil tlbimp.exe.
Voii par exemple l'appel de méthodes de DiretSound permettant la leture
d'un hier Wave depuis un omposant .NET. An de rendre aessible au ode
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Caml quelques-uns des éléments du PIA, nous utilisons OJaaré.NET ave le hier
diretsound.idl suivant :
pakage [assembly System.Windows.Forms℄ System.Windows.Forms;
lass Control {}
lass Form extends Control {
[name form℄<init>();
}
lass Appliation {
[name appliation__run℄stati void Run(Form);
}
pakage [assembly Mirosoft.DiretX.DiretSound℄ Mirosoft.DiretX.DiretSound;
enum CooperativeLevel {
[name CLNormal℄Normal = 1
}
enum BufferPlayFlags {
[name BPFDefault℄Default = 0,
[name BPFLooping℄Looping = 1
}
lass Devie {
[name devie℄<init>();
[name set_ooperative_level℄
void SetCooperativeLevel(System.Windows.Forms.Control,CooperativeLevel);
}
lass Buffer {
[name buffer℄<init>(string,Devie);
[name play℄void Play(int,BufferPlayFlags);
}
Le ode Caml minimaliste qui suit permet de jouer un son (notons que l'objet de
base, un devie, doit être attahé à une fenêtre Windows, d'où la néessité d'ouvrir
un formulaire).
open Diretsound
let _ =
let window = new form () in
let th = Thread.reate appliation__run window in
let dev = new devie () in
dev#set_ooperative_level (window :> sControl) CLNormal;
let buffer = new buffer "Audio.wav" dev in
buffer#play 0 BPFDefault;;
Appel de ode natif C. Le lien diret ave C que permettent les délarations
external de Caml sont perdues ave OCamIL puisque elles-i permettent désor-
mais l'appel de ode CIL. Il est toutefois enore possible d'utiliser du ode  non
géré  depuis les programmes OCamIL en passant indiretement par des wrappers
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érits dans un autre langage .NET, que e soit un langage purement géré omme
C# (auquel as on utilise expliitement le méanisme P/Invoke) ou bien Visual
C++ ave extensions gérées, qui permet le mélange de ode géré et non géré dans un
même hier soure.
5.1.2 Constrution d'appliquettes
5.1.2.1 Prinipe
La plate-forme .NET propose l'équivalent des appliquettes Java : embarquer des
omposants .NET munis de fontionnalités graphiques dans Internet Explorer, et
s'exéutant du té du lient.
Composants Winform dans Internet Explorer. Toute lasse héritant de la
lasse Windows.Forms.Control et dénie dans un assemblage de bibliothèque peut
potentiellement être embarquée dans Internet Explorer. L'assemblage, qui peut
ne pas être signé, est situé sur le serveur. Il est téléhargé sur le poste lient quand
le navigateur ahe une page ontenant les informations de ontrle de la forme
suivante :
<html>
<head>
<link rel='Configuration'
href='http://some.url.om/myAssembly.dll.onfig'>
</link>
</head>
<body>
...
<objet id='myControl'
lassid='http:myAssembly.dll#MyNamespae.MyClass'
height=200 width=200>
</objet>
...
</body>
</html>
La balise <objet> est déjà utilisée dans le monde Windows pour embarquer des
omposants AtiveX. Ii le GUID (Globally Unique Identier) de l'attribut lassid
est remplaé par une haîne de aratères qui indique à la fois la loalisation de
l'assemblage sur le serveur et le nom de la lasse CTS du ontrle à instanier (elle-
i doit être publique et avoir un onstruteur publi).
La balise <link> est optionnelle. Elle permet de loaliser un hier de ongu-
ration utilisé par le hargeur de lasses du CLR pour trouver les dépendanes de
l'assemblage ontenant le ontrle. Ces dépendanes peuvent tout-à-fait se trouver
elles aussi sur le serveur.
En dehors de la page http://msdn.mirosoft.om/msdnmag/issues/02/06/
Rih, il existe peu de doumentation pratique sur les appliquettes .NET, aussi il
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faut veiller à prendre garde aux points suivants :
 Dans le as où les assemblages utilisés sont signés, ils doivent être ompilés ave
un attribut spéial : AllowPartiallyTrustedCallersAttribute pour pouvoir
les exéuter depuis une zone de séurité restreinte (e que l'on doit toujours
supposer dans le déploiement d'une appliquette, puisque la zone internet n'est
pas onsidérée omme sûre dans les réglages par défaut de Windows).
 Les diérents hiers mis en jeu doivent avoir les droits de leture et d'exé-
ution susants, et les hiers d'assemblages doivent être servis ave un type
MIME reonnu, tel que x-msdownload. Si es diérents pré-requis ne sont pas
respetés, le omposant ne fontionnera pas sans pour autant qu'un quelonque
avertissement donne une indiation sur le problème.
 Les assemblages téléhargés sont stokés loalement dans un ahe spéial ap-
pelé  Assembly Download Cahe . En phase de développement il peut être
néessaire de vider e tampon (ommande gautil /dl).
Pour l'instant, seul Internet Explorer est apable d'embarquer des omposants
.NET, sous Windows. Le projet Mono travaille d'arrahe-pied à l'adaptation des
lasses de l'espae de noms Windows.Forms : lorsque elle-i sera omplète, on pourra
espérer exéuter des ontrles .NET dans d'autres navigateurs et sous d'autres sys-
tèmes d'exploitation.
Questions de séurité. Un omposant OCamIL distribué sous forme d'appli-
quette s'exéute dans un environnement aux droits limités. En partiulier les aès
disques traditionnels ne sont pas permis sans modier les paramètres de séurité de
Windows.
Plusieurs possibilités existent selon la nature des aès disques souhaités ; elles se
réalisent toutes en ourt-iruitant le système de hiers usuel au moyen des fontions
set_ustom_openfile_in et set_ustom_openfile_out :
 L'aès en leture à des hiers situés sur le serveur est toujours possible : on
utilise pour ela les lasses HttpWebRequest et HttpWebResponse de l'espae
de noms System.Net. En as de suès de la requête HTTP, ette dernière donne
aès à un objet Stream. La solution équivalente en as d'aès en ériture passe
par l'envoi de hiers au serveur par HTTP (e qui suppose la programmation
d'un servie de hiers du té du serveur, utilisant une base de données par
exemple).
 La lasse OpenFileDialog de l'espae de noms System.Windows.Forms peut
être utilisée dans un environnement de séurité ontraignant. Celle-i permet
d'aher une boîte de dialogue demandant à l'utilisateur de séletionner un
hier sur le disque loal. La lasse donne ensuite aès à un Stream permettant
leture et/ou ériture, sans donner auune autre information sur le hier lui-
même. C'est pare que ette façon de proéder met en jeu l'utilisateur et fait en
sorte que la loalisation du hier reste opaque pour le programme qu'elle est
autorisée pour les appliquettes. Elle est raisonnable dans le as où l'appliquette
a le rle d'un servie éditant des hiers de l'utilisateur.
 Lorsque l'appliquette doit sauvegarder des informations d'une ouverture sur
5.1. ÉCRIRE DES COMPOSANTS OCAMIL 199
l'autre, les solutions préédentes peuvent s'avérer trop lourdes. La BCL dé-
veloppe une notion de stokages isolés (Isolated Storage), qui permet à des
appliations d'avoir un aès omplet à des données sur le poste lient d'une
façon qui abstrait la représentation et la loalisation réelle de es données
(manipulation de Stores au lieu de hiers) et isole es données entre applia-
tions distintes. Les implantations des stokages isolés prennent la forme de
lasses dérivant de System.IO.IsolatedStorage. Tout en s'appuyant sur le
système de hiers loal, via des répertoires temporaires administrés par la
plate-forme .NET, les stokages isolés dénissent un adre opaque et sûr pour
la manipulation des hiers. Les données peuvent être loisonnées entre utili-
sateurs et assemblages diérents, mais aussi par domaines d'appliations. Un
administrateur d'un poste peut limiter la taille des stokages isolés, les vider
et. . .
 Une manière ommode de harger des données aessibles en leture seule est
de les inlure diretement sous formes de ressoures dans l'assemblage (elui-là
même qui dénit le ontrle graphique ou bien l'une de ses dépendanes). Cette
inlusion est réalisée à l'édition de liens des omposants : haque hier est
alors identié au moyen d'une lef, et rendu aessible au omposant .NET au
moyen d'un Stream. Cette solution failite grandement le déploiement puisque
les hargements des assemblages et des ressoures sont alors indissoiables.
5.1.2.2 Exemples
Voii des appliquettes onstruites à partir de ertains des exemples préédents.
L'auto-assemblage. L'appliation d'auto-assemblage de graphes présentée à la
setion 5.1.1.1 existe également sous forme d'appliquette. Pour ela nous utilisons
une version légèrement diérente de l'interfae graphique en C# : la séletion de
hiers sur le disque a disparu et la séletion des graphes standard ne se fait plus
par un menu mais par un omposant liste (voir la gure 5.4).
La rediretion des entrées de hiers est diérentes puisqu'elle utilise des requêtes
HTTP pour aller herher les hiers XML de desription de graphes diretement
sur le serveur Web.
Le traeur de rayons. Suivant les mêmes prinipes, on peut adapter le traeur
de rayons de la setion 4.2.3.2 (gure 5.5).
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Fig. 5.4  Auto-assemblage : appliquette
5.2 Appliations liées au ompilateur OCamIL
Nous présentons dans ette deuxième setion les diérentes réalisations faisant
partie de la distribution OCamIL.
5.2.1 Bootstrap et toplevel
5.2.1.1 Bootstrap
Nous dérivons ii les diérentes étapes qui mènent des soures de OCamIL
jusqu'à un ompilateur bootstrappé qui tourne dans l'environnement .NET ; elles-
i sont dérites sur la gure 5.6.
La ompilation de OCamIL néessite le ompilateur de byteode Objetive Caml
d'origine (oaml) ainsi que la mahine virtuelle assoiée (notée µ). Sur la gure,
mlB dénote le byteode Objetive Caml d'origine.
Étapes de onstrution (en suivant la gure 5.6):
1. Nous ommençons par ompiler un ompilateur hybride pre-oamil apable
de produire des exéutables et des bibliothèques CIL à partir de hiers soures
Objetive Caml. Remarquons ependant que e ompilateur s'exéute dans
l'environnement Objetive Caml standard.
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Fig. 5.5  Appliquette de laner de rayons Objetive Caml
2. Nous reompilons ensuite les soures de OCamIL au moyen de e ompilateur
fraîhement obtenu. Cela produit oamil, lui-même un exéutable en byteode
.NET.
À e moment-là nous n'avons plus besoin du système Objetive Caml ni du ompi-
lateur pre-oamil.
Bootstrap (en suivant la gure la gure 5.6): nous nous servons du dernier om-
pilateur obtenu pour se ompiler lui-même. Il nous faut deux yles an d'atteindre
un point xe (oamil-2 est identique à oamil-3) à ause des diérenes minimes
de sémantique opérationnelle exposées dans la setion 3.1.3.1 : elles ont pour onsé-
quene de modier l'ordre de génération de ode lors de la ompilation de OCamIL.
Ii ela n'aete pas la sémantique du programme résultant mais seulement la dis-
position physique de son ode. Le yle supplémentaire élimine ette diérene.
Remarque : même si le ompilateur pre-oamil est substituable au ompilateur
amil dans la grande majorité des as, le fait qu'il tourne dans un environnement
diérent des programmes qu'il onstruit peut engendrer des problèmes, le plus si-
gniatif étant que les formats de sérialisation de données ne sont pas ompatibles
entre Objetive Caml et OCamIL (les fontions de sérialisation de e dernier étant
diretement implantées au dessus de l'API de sérialisation de la BCL). Cela signie
que pre-oamil n'est pas apable de lire des données sérialisées par les programmes
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Fig. 5.6  Étapes de onstrution et de bootstrap
qu'il a ompilés, situation qui peut se produire quand on ompile diretement depuis
un arbre de syntaxe abstrait sérialisé à la plae d'un hier soure (omme engendrés
par les pré-proesseurs) ou dans le as d'édition de liens dynamique : dans es as
on ne pourra pas utiliser pre-oamil.
De plus omme les hiers mi/mx ontiennent des données sérialisées, la dié-
rene de formats implique que les hiers de bibliothèques ompilés ave pre-oamil
ne peuvent être utilisés ave oamil. Ils doivent être reompilés par oamil lui-
même.
5.2.1.2 Appliation : le toplevel
Après bootstrap le ompilateur OCamIL tourne dans le même environnement que
les exéutables qu'il produit. En utilisant les possibilités oertes par la plate-forme
.NET en matière de génération et d'exéution dynamique de ode, il est possible de
onstruire un toplevel oamiltop. Un toplevel ompile des délarations Objetive
Caml et les exéute à la volée, tout en gérant une table des symboles.
La gure 5.7 montre les omposants du toplevel et la manière dont ils opèrent
pour ompiler une expression Objetive Caml.
Organisation du toplevel. Le toplevel maintient une table d'assoiation entre les
variables liées à toplevel et leurs valeurs. Deux fontions se hargent respetivement
des aès en leture (Toploop.getvalue) et en l'ériture (Toploop.setvalue) dans
ette table. La boule d'interation répète la séquene suivante :
1. Le moteur du toplevel onsomme une expression Objetive Caml phrasen.
2. Compilation vers CIL. Le toplevel utilise le moteur du ompilateur oamil
pour ompiler l'expression vers du ode CIL ; l'expression passe par les phases
habituelles d'analyses lexiale et syntaxique et d'inférene de types : grâe à
la réutilisation du ode du ompilateur Caml es phases sont rigoureusement
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Fig. 5.7  Le moteur du toplevel
identiques à elles du toplevel original. L'expression Caml ne peut être ompilée
telle quelle pour interagir ave le ode du toplevel, elle est au préalable déorée
par des termes Caml auxiliaires :
 on rajoute au ode engendré deux fontions permettant de raroher
le ode de la phrase proprement dite à la table d'assoiation du tople-
vel ; pour ela une fontion $define_getvalue enregistre la fontion du
toplevel Toploop.getvalue et une fontion $define_setvalue fait de
même pour la fontion Toploop.setvalue : es deux fontions attendent
une valeur de type CamIL.Closure qu'elles stokent dans des variables
aessibles au ode de la phrase,
 les variables libres sont remplaées le as éhéant par des appels à la
fontion enregistrée par $define_getvalue,
 si la phrase lie une ou plusieurs variables à des valeurs, les appels adé-
quats à la fontion enregistrée par $define_setvalue sont réalisés : si
une expression est évaluée sans lier de variable, son résultat est tout de
même enregistré dans la table d'assoiation via un symbole spéial $prev
(valeur préédente),
 l'expression de la phrase à évaluer est enapsulée dans une fontion $runme.
3. Génération physique du ode. Le ode CIL est transformé vers une forme exé-
utable. Nous verrons que le détail de ette phase peut varier.
4. Exéution du ode dynamique. Cette phase se déroule en trois étapes, qui font
intervenir des servies de l'API Refletion :
 le ode sous sa forme exéutable est initialisé,
 les deux fontions d'enregistrement sont appelées en leur passant en ar-
gument des référenes sur Toploop.getvalue et Toploop.setvalue : on
établit ainsi le pont entre le ode du toplevel et le ode fraîhement en-
gendré,
 la fontion $runme est exéutée.
5. Traitement du résultat. Une fois le ot d'exéution revenu à la boule du to-
plevel, elle-i se harge de la sortie (typiquement en ahant les valeurs al-
ulées).
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Implantation élémentaire. Il a été rapide d'érire un prototype de toplevel uti-
lisant le disque loal omme intermédiaire (ette version est dérite dans l'artile
[22℄). Ce prototype fontionne de la manière suivante (suivant la gure 5.8) :
 La génération physique du ode onsiste à générer un assemblage temporaire
sur le disque loal pour haque expression saisie dans le toplevel. Outre la
lasse MLTop ontenant les méthodes d'initialisation de l'assemblage, elui-i
ne ontient qu'un module (un espae de noms pour OCamIL omportant les
lasses engendrées par la ompilation de l'expression du toplevel, y ompris
elles rajoutées par la déoration ($define_getvalue, $define_setvalue et
$runme). Comme et espae de noms peut aussi ontenir une lasse utilisateur
dénissant un type algébrique Caml, l'éditeur de liens doit prendre garde à
résoudre orretement vers et assemblage temporaire toutes les référenes
ultérieur au type déni.
 Lors de la phase d'exéution, le moteur du toplevel ommene par appeler
System.Refletion.Assembly::LoadFrom pour harger l'assemblage fraîhe-
ment engendré au sein de son domaine d'appliation (en mémoire). Après ela,
les appels suessifs dans l'assemblage se font au moyen des fontions de l'API
Refletion, Assembly::GetType et Type::InvokeMember.
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Fig. 5.8  Prototype du toplevel
La multipliation des assemblages générés ne omplique pas l'édition de liens (à
part pour les types algébriques utilisateur) ar les référenes ultérieures sont résolues
via la table d'assoiation du toplevel.
Il est vrai que passer systématiquement par le disque pour l'évaluation de haque
phrase est loin d'être optimal. Nous dérivons à la setion 5.2.2.2 une deuxième
implantation plus eae et mieux intégrée.
Toplevel graphique. Il est possible de munir le toplevel d'une interfae graphique
en utilisant les tehniques dérites à la setion 5.1.1.1 : les entrées et sorties standard
sont interfaées ave des ux personnalisés, reliés à des omposants graphiques de
saisie et d'ahage érits en quelques lignes de C# (voir les gures 5.9 et 5.10).
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Fig. 5.9  Toplevel dans une fenêtre DOS
Chargement dynamique de bibliothèques. Les bibliothèques de ode Caml
ompilées par OCamIL peuvent être hargées dynamiquement dans deux as de
gure : le hargement dans une session du toplevel (diretive #load) ou via le module
Dynlink.
La gure 5.11 montre l'utilisation de la bibliothèque Graphis dans le toplevel :
la bibliothèque est hargée dynamiquement.
OJaaré.NET dans le toplevel. Il est tout-à-fait possible d'utiliser des lasses
interfaées ave OJaaré.NET dans une session de toplevel, soit par l'évaluation di-
rete du ode produit par OJaaré.NET, soit par le hargement dynamique d'une
bibliothèque pré-ompilée à partir du ode produit.
Nous illustrons e méanisme ave un exemple d'appel d'un servie Web (proto-
ole REST : XML via HTTP) depuis le toplevel. L'API de Yahoo Maps permet de
réupérer des informations géographiques à un format XML sur une ville passée en
argument.
Nous délarons dans un même hier xmlhttp.idl les servies Web et XML de
la BCL dont nous avons besoin (ii le format de Yahoo fait usage d'un espae de
noms XML, si bien que nous utilisons des fontions de leture diérentes de elles
de la setion 5.1.1.2).
pakage [assembly msorlib℄ System.IO;
lass Stream {}
lass StreamReader {
[name stream_reader℄<init>(Stream);
[name read_to_end℄string ReadToEnd();
[name lose℄void Close();
}
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Fig. 5.10  Toplevel ave interfae graphique
pakage [assembly System℄ System.Net;
lass WebRequest {
[name webrequest__reate℄stati WebRequest Create(string);
}
lass WebResponse {}
lass HttpWebRequest extends WebRequest {
[name get_response℄WebResponse GetResponse();
}
lass HttpWebResponse extends WebResponse {
[name get_response_stream℄System.IO.Stream GetResponseStream();
}
pakage [assembly System.Xml℄ System.Xml;
lass XmlDoument {
[name xml_doument℄ <init>();
[name load_xml℄ void LoadXml(string);
[name selet_single_node_ns℄
XmlNode SeletSingleNode(string,XmlNamespaeManager);
[name name_table℄ XmlNameTable get_NameTable();
}
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Fig. 5.11  Chargement d'assemblage dans le toplevel : exemple de graphis
lass XmlNamespaeManager {
[name xml_namespae_manager℄<init>(XmlNameTable);
[name add_namespae℄void AddNamespae(string,string);
}
lass XmlNode {
[name inner_text℄string get_InnerText();
}
lass XmlNameTable {}
Le hier IDL est ompilé par OJaaré.NET, et le résultat est ompilé par OCa-
mIL sous forme d'une bibliothèque. Cette bibliothèque est hargée et utilisée dire-
tement dans une session du toplevel, omme illustré sur la gure 5.12.
La diretive #load "xmlhttp.mxa" harge la bibliothèque ompilée à partir du
ode engendré par OJaaré.NET sur le hier xmlhttp.idl, e qui autorise l'uti-
lisation des lasses orrespondantes dans la session toplevel. On dénit la fontion
get_yahoo_geoxml qui eetue une requête au servie Web de géoloalisation de
Yahoo (on fabrique l'URL de la requête ontenant un nom de ville) et retourne un
XML de résultat. La fontion get_lat_lon extrait du hier XML les oordonnées
de la ville (latitude et longitude). Les requêtes se font ensuite simplement direte-
ment dans la session du toplevel.
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Fig. 5.12  Chargement dans le toplevel d'un assemblage généré par OJaaré
5.2.2 Utilisation de OJaaré.NET au sein du ompilateur
Cette setion illustre l'appliation de OJaaré.NET à un problème onret et de
grande éhelle : interfaer l'API de Refletion ave le ompilateur OCamIL et ainsi
pouvoir bénéier d'un nouveau générateur de ode CIL, qui ne se base plus sur une
ommande externe ilasm.exe.
5.2.2.1 Bak-end onstruit sur Refletion.Emit
Chaque assemblage .NET est formé des subdivisions suivantes :
 Un assemblage est onstitué de modules,
 Un module dénit des types (valeurs ou référenes),
 Chaque type dénit des hamps, des méthodes et des onstruteurs,
 Le orps des méthodes et des onstruteurs ontient une suite d'instrutions
CIL.
L'API Refletion.Emit introduit des objets onstruisant les éléments de ha-
un de es niveaux : les lasses AssemblyBuilder, ModuleBuilder, TypeBuilder,
FieldBuilder, MethodBuilder, ConstrutorBuilder et ILGenerator.
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La onstrution d'un assemblage omplet proède par ouhes suessives, tout
objet d'un niveau pouvant référener un objet d'un niveau supérieur (par exemple
les hamps peuvent reevoir un type en onstrution, le ode des méthodes peut
référener des types ou des méthodes en ours de fabriation, et). . .
Dans la suite nous donnons des extraits du hier IDL érit pour OJaaré.NET et
du ode Caml ainsi interfaé ave les lasses de Refletion.Emit, pour diérentes
étapes de la onstrution de l'assemblage.
Constrution de l'assemblage et de son module. OCamIL se plae dans un
adre où les assemblages produits ne sont formés que d'un seul module, ei an de
n'avoir qu'un seul hier à la sortie de l'édition de liens, omme 'est le as pour le
ompilateur Caml standard.
// fihier refletion.idl (setion : gestion des assemblages)
pakage [assembly msorlib℄System;
lass AppDomain {
[name define_dynami_assembly℄ Refletion.Emit.AssemblyBuilder
DefineDynamiAssembly(Refletion.AssemblyName,
Refletion.Emit.AssemblyBuilderAess);
}
pakage [assembly msorlib℄System.Threading;
lass Thread {
[name thread_get_domain℄stati System.AppDomain GetDomain();
}
pakage [assembly msorlib℄System.Refletion.Emit;
enum AssemblyBuilderAess {
[name ABARun℄Run = 1,
[name ABASave℄Save = 2,
[name ABARunAndSave℄RunAndSave = 3
}
lass AssemblyBuilder extends System.Refletion.Assembly {
[name define_dynami_module℄ ModuleBuilder DefineDynamiModule(string, string);
[name define_transient_dynami_module℄
ModuleBuilder DefineDynamiModule(string, boolean);
[name save℄ void Save(string);
[name set_entrypoint℄ void SetEntryPoint(System.Refletion.MethodInfo);
[name set_ustom_attribute℄ void SetCustomAttribute(CustomAttributeBuilder);
}
lass ModuleBuilder {
[name define_type℄
TypeBuilder DefineType(string, System.Refletion.TypeAttributes);
[name define_type_extends℄
TypeBuilder DefineType(string, System.Refletion.TypeAttributes,
System.Type);
}
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Remarques :
 Il faut réer au départ un objet AssemblyBuilder à partir d'une instane
d'un objet AppDomain représentant le domaine d'appliation ourant, lui-même
obtenu à partir d'une méthode statique de la lasse Thread.
 Lors de son instaniation, il est déidé que l'objet AssemblyBuilder onstruira
un assemblage voué à être exéuté, sauvé ou bien les deux (voir l'énumération
AssemblyBuilderAess).
 La lasse AssemblyName, non détaillée ii, enapsule à la fois le nom de l'assem-
blage, une version et de manière optionnelle un nom fort (es deux dernières
informations sont onstruites à partir de lasses dénies dans l'espae de noms
Refletion).
 Les modules onstruits peuvent être persistables ou temporaires : dans le pre-
mier as il faut donner un nom logique et un nom de hier alors que dans le
deuxième as un nom logique sut (la méthode DefineDynamiModule attend
alors un booléen qui indique s'il est néessaire d'émettre les symboles ave le
ode).
Le ode Objetive Caml utilisant es onstruteurs est le suivant (le paramètre
iu ontient la desription de l'unité de ompilation dans la représentation intermé-
diaire IL de OCamIL) :
(* iu = unité de ompilation IL,
fname = nom de fihier de l'assemblage émis ("" si pas de sauvegarde),
keypairfile = lé pour signer l'assemblage ("" si pas de lé) *)
let ilompunit iu fname keypairfile =
let iuass = iu.iuass in (* struture dérivant l'assemblage)
let assembly_aess = if fname = "" then ABARun else ABASave in
let domain = thread_get_domain () in
let assbyname = new assembly_name () in
assbyname#set_name iuass.anme;
let version = new assembly_version (onvert_version_format iuass.aver) in
assbyname#set_version version;
if keypairfile <> "" then begin (* définir le nom fort si néessaire *)
let fs = file__open_read keypairfile in
let sn = new strongname_keypair fs in
fs#lose();
assbyname#set_keypair sn
end;
(* définition des onstruteurs d'assemblage et de module *)
let abuilder = domain#define_dynami_assembly assbyname assembly_aess in
let mbuilder =
if fname = "" then abuilder#define_transient_dynami_module iuass.amod false
else abuilder#define_dynami_module iuass.amod fname
in
let entrypoint = ref None in
(* géneration paresseuse des lasses *)
let lasses_to_bake = List.map (illass entrypoint mbuilder) iu.iutypes in
let type_builders, methods_to_bake =
List.split (List.map (fun f -> f()) lasses_to_bake)
in
(* génération des méthodes une fois toutes les lasses définies *)
List.iter (List.iter (fun m -> m())) methods_to_bake;
(* finalisation des lasses une fois leur ontenu omplet *)
List.iter (fun tp -> let _ = tp#reate_type() in ()) type_builders;
(* définition du point d'entrée, réupéré par effet de bord en générant les méthodes *)
math !entrypoint with
Some minfo -> abuilder#set_entrypoint minfo
| None -> ());
if fname <> "" then abuilder#save fname (* sauvegarde si néessaire *)
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On voit dans e ode la réation des onstruteurs d'assemblage et de module
abuilder et mbuilder. L'étape suivante est la réation des types (appels à la fon-
tion illass détaillée dans la suite). Chaque appel à illass induit la onstru-
tion d'un type CTS (mais sans enore onstruire les objets de l'étage inférieur) et
retourne une fermeture permettant de diérer les opérations de nalisations des
objets onstruits :
 Une première passe permet la onstrution des hamps et des méthodes, au
moment où toutes les lasses engendrées sont onnues. On réupère alors une
liste de types onstruits type_builders et une liste de méthodes à naliser
methods_to_bake.
 Lors d'une deuxième passe on applique les fermetures ontenues dans la va-
riable methods_to_bake, e qui permet d'engendrer le ode de haque méthode
au moment où toutes les lasses, hamps et délarations de méthodes sont a-
essibles.
 On appelle la méthode reate_type sur haque type engendré, une étape ré-
lamée par l'API Refletion.Emit.
Il ne reste plus alors qu'à dénir le point d'entrée s'il existe (la valeur référenée
par !entrypoint étant renseignée par eet de bord lors des opérations préédentes)
et éventuellement à sauvegarder l'assemblage.
Création des types, hamps et méthodes. Comme évoqué dans le paragraphe
préédent, haque réation de type, hamp ou méthode, est  paresseuse , au sens
où l'objet est déni, mais pas omplété tant que tous les autres objets qu'il peut
référener n'ont pas été eux-mêmes dénis. Nous ajoutons les dénitions suivantes
au hier IDL :
// fihier refletion.idl (setion : onstrution des lasses)
lass TypeBuilder extends System.Type {
[name reate_type℄ System.Type CreateType();
[name define_method℄
MethodBuilder DefineMethod(string, System.Refletion.MethodAttributes,
System.Refletion.CallingConventions,
System.Type, System.Type[℄);
[name define_onstrutor℄
ConstrutorBuilder DefineConstrutor(System.Refletion.MethodAttributes,
System.Refletion.CallingConventions,
System.Type[℄);
[name define_field℄ FieldBuilder DefineField(string, System.Type,
System.Refletion.FieldAttributes);
}
lass MethodBuilder extends System.Refletion.MethodInfo {
[name get_il_generator℄ ILGenerator GetILGenerator();
}
lass ConstrutorBuilder extends System.Refletion.ConstrutorInfo {
[name get_il_generator℄ ILGenerator GetILGenerator();
}
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lass FieldBuilder extends System.Refletion.FieldInfo {}
Le onstruteur de haque atégorie d'objet attend un nom, des attributs spé-
iques au type réé, et quand ela est néessaire des référenes à d'autres objets
réé, omme par exemple un type pour la onstrution d'un hamp (mais à haque
fois l'objet orrespondant est déjà onnu ar il fait partie d'un étage supérieur).
Les attributs spéiques (tels que MethodAttributes, CallingConventions,
et. . . ) sont dénis par des énumérations ombinables par un  ou  binaire. Voii
un extrait de l'IDL les onernant :
// fihier refletion.idl (setion : définition d'attributs)
flags MethodAttributes {
[name RMAPrivate℄Private = 1,
[name RMAAssembly℄Assembly = 3,
[name RMAPubli℄Publi = 6,
[name RMAStati℄Stati = 0x10,
[name RMAFinal℄Final = 0x20,
[name RMAVirtual℄Virtual = 0x40,
[name RMAAbstrat℄Abstrat = 0x400,
[name RMASpeialname℄SpeialName = 0x800,
[name RMARTSpeialname℄RTSpeialName = 0x1000
}
flags FieldAttributes {
[name RFAPrivate℄Private = 1,
[name RFAAssembly℄Assembly = 3,
[name RFAPubli℄Publi = 6,
[name RFAStati℄Stati = 0x10,
[name RFAInitonly℄InitOnly = 0x20
}
flags BindingFlags {
[name BFInvokeMethod℄InvokeMethod = 0x100
}
enum CallingConventions {
[name RCCStandard℄Standard = 1,
[name RCCHasThis℄HasThis = 0x20
}
...
Nous pouvons voir l'ensemble des lasses i-dessus interfaées dans le ode Ob-
jetive Caml qui suit :
(* mb = module builder, l = définition de lasses dans le langage IL,
entrypoint permet de retourner le point d'entrée par effet de bord *)
let re illass entrypoint mb l =
let qname = qualified_name l.tdnsp l.tdnme in
(* définition du onstruteur de type *)
let typebuilder = math l.tdext with
None -> mb#define_type qname [RTAClass;RTAPubli℄
| Some tre -> mb#define_type_extends qname [RTAClass;RTAPubli℄ (resolve_lasstype tre)
in
(* ajout à la table des types définis *)
Hashtbl.add transient_types qname (typebuilder :> Type);
(* fontion effetuant la suite des opérations (sera appelée plus tard) *)
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(fun () ->
List.iter (ilfield typebuilder qname) l.tdfld;
let methods_to_bake = List.map (ilmethod entrypoint typebuilder qname) l.tdmet in
(typebuilder, methods_to_bake))
(* tb = type builder, lassqname = nom qualifié de la lasse,
fd = desription d'un hamp dans le langage IL *)
and ilfield tp lassqname fd =
let fname = fd.fnme in
let fattr = List.map fieldattribute fd.fatt in
(* définition du onstruteur de hamp *)
let fieldbuilder = tp#define_field fname (iltype fd.fsig) fattr in
Hashtbl.add transient_fields (lassqname^"::"^fname) (fieldbuilder :> FieldInfo)
(* tb = type builder, lassqname = nom qualifié de la lasse,
m = desription d'une méthode dans le langage IL,
entrypoint permet de retourner le point d'entrée par effet de bord *)
and ilmethod entrypoint tb lassqname m =
let allonv = if List.mem MAstati m.matt then RCCStandard else RCCHasThis in
math m.mnme with
| ".tor" | ".tor" ->
let torbuilder = (* définition du onstruteur de onstruteur *)
tb#define_onstrutor (List.map methodattribute m.matt) allonv (signature m.mprm) in
(* ajout à la table des types définis *)
Hashtbl.add transient_onstrutors (lassqname^"::"^m.mnme) (torbuilder :> ConstrutorInfo);
(* définition du générateur de ode CIL *)
let ilgenerator = torbuilder#get_il_generator() in
(* fontion effetuant la suite des opérations (sera appelée plus tard) *)
(fun () -> List.iter (fun (t,_) -> ignore (ilgenerator#delare_loal (iltype t))) m.loals;
ilode ilgenerator (List.rev m.minst))
| _ ->
(* définition du onstruteur de méthode *)
let methodbuilder = tb#define_method m.mnme (List.map methodattribute m.matt)
allonv (iltype m.mtyp) (signature m.mprm) in
(* ajout à la table des types définis *)
Hashtbl.add transient_methods (lassqname ^ "::" ^ m.mnme) (methodbuilder :> MethodInfo);
(* si point d'entrée, le signifier par effet de bord *)
if m.entrypoint then entrypoint := Some (methodbuilder :> MethodInfo);
(* définition du générateur de ode CIL *)
let ilgenerator = methodbuilder#get_il_generator() in
(* fontion effetuant la suite des opérations (sera appelée plus tard) *)
(fun () -> List.iter (fun (t,_) -> ignore (ilgenerator#delare_loal (iltype t))) m.loals;
ilode ilgenerator (List.rev m.minst))
Une fois instanié, et avant qu'il ne soit omplet, haque objet à émettre est
plaé dans une table de hahage orrespondant à sa atégorie : transient_types,
transient_fields ainsi que transient_methods et transient_onstrutors. La
fontion iltype, utilisée dans le ode i-dessus mais non reproduite ii, permet de
retrouver dans la table transient_types les lasses en ours d'émission (ou alors
de réupérer un desripteur au moyen de méthodes de l'API Refletion dans le as
de lasses externes dénis dans des assemblages dépendants), e qui est néessaire
pour engendrer les référenes de types relatives à es lasses.
Le ode i-dessus fait également appel à des onvertisseurs d'attributs, passant
de la représentation interne du langage IL de OCamIL à eux interfaés par OJa-
aré.NET. En voii un exemple simple :
let fieldattribute = funtion
FAassembly -> RFAAssembly
| FAinitonly -> RFAInitonly
| FAprivate -> RFAPrivate
| FApubli -> RFAPubli
| FAstati -> RFAStati
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Pour le reste, on voit dans les odes Caml des fontions illass, ilfield et
ilmethod la façon dont est implanté le méanisme de onstrution paresseuse des
éléments onstitutifs de l'assemblage.
Génération du ode des méthodes. Reste la génération du orps des méthodes
et des onstruteurs, obtenue en utilisant la lasse ILGenerator :
// fihier refletion.idl
// émission de ode CIL
lass ILGenerator {
[name emit℄void Emit(OpCode);
[name emit_byte℄void Emit(OpCode, byte);
[name emit_short℄void Emit(OpCode, short);
[name emit_int℄void Emit(OpCode, int);
[name emit_long℄void Emit(OpCode, long);
[name emit_double℄void Emit(OpCode, double);
[name emit_typed℄void Emit(OpCode, System.Type);
[name emit_str℄void Emit(OpCode, System.Refletion.ConstrutorInfo);
[name emit_meth℄void Emit(OpCode, System.Refletion.MethodInfo);
[name emit_fld℄void Emit(OpCode, System.Refletion.FieldInfo);
[name emit_str℄void Emit(OpCode, string);
[name emit_label℄void Emit(OpCode, Label);
[name emit_label_array℄void Emit(OpCode, Label[℄);
[name define_label℄ Label DefineLabel();
[name mark_label℄ void MarkLabel(Label);
[name begin_exeption_blok℄ Label BeginExeptionBlok();
[name begin_ath_blok℄ void BeginCathBlok(System.Type);
[name end_exeption_blok℄ void EndExeptionBlok();
[name delare_loal℄ LoalBuilder DelareLoal(System.Type);
}
Les méthodes Emit regroupent la génération de toutes les instrutions CIL pos-
sibles, les diérentes variantes ne diérant que par le type des arguments néessaires
pour ompléter une instrution : par exemple une instrution ld.i4 attend un en-
tier, alors que l'instrution all a besoin d'un desripteur de méthode. On trouve
aussi les méthodes permettant de gérer des blos d'instrutions et des étiquettes de
ode (pour les sauts).
Les instrutions sont données par des instanes de la lasse Opode, dénis par
des hamps statiques de la lasse OpCodes :
// fihier refletion.idl
// définition des instrutions CIL
lass OpCode {}
lass OpCodes {
[name opodes__add℄ stati OpCode Add;
[name opodes__and℄ stati OpCode And;
[name opodes__box℄ stati OpCode Box;
[name opodes__beq℄ stati OpCode Beq;
[name opodes__bge℄ stati OpCode Bge;
[name opodes__bgt℄ stati OpCode Bgt;
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[name opodes__ble℄ stati OpCode Ble;
[name opodes__blt℄ stati OpCode Blt;
[name opodes__br℄ stati OpCode Br;
[name opodes__brtrue℄ stati OpCode Brtrue;
[name opodes__brfalse℄ stati OpCode Brfalse;
[name opodes__all℄ stati OpCode Call;
[name opodes__allvirt℄ stati OpCode Callvirt;
[name opodes__newobj℄ stati OpCode Newobj;
[name opodes__onvi℄ stati OpCode Conv_I;
[name opodes__onvi4℄ stati OpCode Conv_I4;
[name opodes__onvi8℄ stati OpCode Conv_I8;
[name opodes__astlass℄ stati OpCode Castlass;
...
// et ainsi de suite
}
Le rle de la fontion Caml ilode référenée dans ilmethod reproduite plus
haut n'est plus alors que de onvertir la suite d'instrutions de la représentation
interne IL en une suite d'appels aux fontions opodes_* orrespondantes. . .
5.2.2.2 Appliation au toplevel
Une appliation direte du travail préédent est la ompilation et l'exéution des
phrases du toplevel OCamIL diretement en mémoire, sans passer par le disque.
Cela présente plusieurs intérêts immédiats :
 Une meilleure intégration du toplevel, qui n'utilise pas de ommande externe.
 Un fontionnement moins exigeant en termes de droits de séurité : une ap-
pliation qui n'utilise pas le disque loal peut être plus failement déployée, y
ompris à partir du Web (voir la setion 5.1.2 sur les appliquettes).
 Une génération de ode plus légère : l'API Refletion permet la génération in-
rémentale d'un assemblage en mémoire (e qui n'est pas possible sur le disque)
et autorise l'exéution de méthodes dans des lasses engendrées faisant partie
d'un assemblage non ahevé. Cela permet don de générer les instrutions su-
essives du toplevel dans un même assemblage au lieu de faire orrespondre
à haque phrase Caml un assemblage diérent. L'édition de liens s'en trouve
d'autant failitée.
 De meilleurs performanes : on évite les latenes dues aux aès disque, on fait
l'éonomie des vériations du hargeur de lasses et de plus la struturation
utilisant un seul assemblage est plus légère et plus performante.
Modiations de la génération de ode. Il n'y a pas beauoup de hange-
ments à eetuer pour permettre la génération inrémentale de ode en mémoire, les
onstruteurs de l'API Refletion.Emit étant prévus pour ela. La fontion Caml
ilompunit doit simplement s'abstenir de réer un nouvel assemblage à haque
appel, e que l'on fait en gardant dans des variables globales une instane des
objets AssemblyBuilder et ModuleBuilder réés lors du premier appel. L'objet
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AssemblyBuilder est également réutilisé pour eetuer les appels dynamiques de
fontions dans les types générés pour haque phrase du toplevel.
BCL / Reetion + Reetion.Emit
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Fig. 5.13  Toplevel utilisant Refletion.Emit
L'édition de liens pour haque phrase du toplevel est plus simple puisqu'il n'y
a plus qu'un seul assemblage généré. En partiulier, les lasses utilisateur générées
pour les types algébriques se trouvent toutes dans le même assemblage et il est don
très faile de les référener.
Le toplevel en ligne. Le toplevel est ompilé omme un omposant .NET in-
dépendant (qui en partiulier ne repose sur auune ommande externe). Il ne reste
plus qu'à l'aranhir omplètement du système de hiers en supprimant les aès en
leture eetués pour l'ouverture des hiers .mi et .mx ontenant la desription
des fontions de la bibliothèque standard.
Nous avons mis en plae une version du toplevel sous forme d'appliquette en
partant de l'interfae graphique dérite à la setion 5.2.1.2. Cette version surharge
à la fois les entrées-sorties standard et les aès en leture au système de hiers, en
utilisant les tehniques dérites à la setion 5.1.1.1 :
 Les entrées et sorties standard sont interfaées ave des ux personnalisés, re-
liés à des omposants graphiques de saisie et d'ahage (identiques au toplevel
graphique.)
 Les ux de hiers en leture sont initialisés à partir de hiers situés sur le
serveur (on repose sur les lasses HttpWebRequest et HttpWebResponse). Cela
permet de diriger les requêtes de hiers mi/mx de la librairie standard vers
le serveur Web.
Au total la ouhe additionnelle érite pour le déploiement sous forme d'appli-
quette onsiste en à peine 200 lignes de ode C#. La gure 5.14 donne un aperçu
du résultat.
Alternativement, il est aussi possible de ompiler le ode du toplevel en inluant
les hiers .mi et .mx dépendants sous forme de ressoures, et de surharger les
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Fig. 5.14  Le toplevel omme appliquette
ux de hiers en leture de manière à e qu'ils se branhent sur es ressoures em-
barquées. Le omposant toplevel forme dans e as une unité totalement autonome !
Embarquer le toplevel Caml sous forme de omposant .NET a des appliations
dépassant le adre de Caml. Le langage SCOL [8℄, inspiré de Caml et érit en Caml,
pourrait bénéier de ette tehnologie. De plus, l'adaptation
2
de CamlP4 [31℄ per-
mettrait de faire rentrer d'autres langages dans l'univers .NET.
2. Malheureusement, l'implantation de CamlP4 a reours à la fontion Obj.magi pour ontour-
ner le système de types de Caml, d'une manière inompatible ave OCamIL.
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5.3 Sérialisation sûre
La sérialisation d'une valeur onsiste à la représenter sous la forme d'une suite
d'otets qui pourra être sauvegardée dans un hier dans le but de la relire ulté-
rieurement ou de la ommuniquer à d'autres programmes. Il est ohérent que les
langages statiquement typés herhent à orir lors de la manipulation des valeurs
dé-sérialisées les même garanties de sûreté que pour les autres valeurs. Cela néessite
toutefois de joindre à la représentation des valeurs sérialisées une information per-
mettant de leur attribuer un type orret lors de la dé-sérialisation. L'implantation
standard de Objetive Caml ne le fait pas et présente don un défaut de sûreté dans
e domaine.
D'un autre té la plate-forme .NET maintient les types exats (lasses de
onstrution) des valeurs à l'exéution et propose un méanisme de sérialisation
qui sauvegarde es types ave les valeurs. Il en résulte que les programmes Obje-
tive Caml ompilés ave OCamIL bénéient diretement de la sérialisation sûre de
.NET. Nous en détaillons les propriétés et les limites dans la suite.
5.3.1 Caratéristiques de la sérialisation sous .NET
Les types standard (types de base, tableaux. . . ) du CTS sont automatiquement
sérialisables. Les lasses du CTS qui sont déorées par l'attribut serializable béné-
ient de l'API de sérialisation de la plate-forme ('est aussi le as des types valeurs
struturés). La sérialisation sous .NET gère les partages, si bien qu'il est possible de
sérialiser des valeurs irulaires en temps ni.
5.3.1.1 Sûreté
La sûreté vient du fait que la sérialisation .NET enregistre les méta-données (en
partiulier les types) ave les valeurs. Dé-sérialiser une valeur ne provoque normale-
ment jamais d'erreur (sauf en as de défaut de la soure, omme un hier orrompu
ou une onnexion réseau oupée ; mais il est de toutes façons possible de réupérer
es erreurs) et retourne une valeur de type objet. C'est lors d'un transtypage de
e résultat vers le type attendu que peut se produire une erreur de types et don la
levée d'une exeption System.InvalidCastExeption. Il n'y a jamais d'interrup-
tion brutale du programme et l'exeption est toujours rattrapable. Nous pouvons
exploiter ette aratéristique sous OCamIL.
5.3.1.2 Restritions
Pour qu'une valeur soit reonnue être du bon type et passer le test du transtypage,
il est néessaire que le type utilisé à la dé-sérialisation soit un sur-type du type exat
de la valeur sérialisée, 'est-à-dire de sa lasse de réation.
Rappelons que la relation de sous-typage dans le CTS ne s'appuie pas sur la
struture des types mais sur une hiérarhie de lasses et d'interfaes nommées, elles-
mêmes subordonnées à une délaration dans un espae de noms et un assemblage
donnés. Ainsi deux lasses struturellement équivalentes mais de noms diérents, ou
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même struturellement équivalentes et de noms identiques mais délarées dans des
assemblages diérents, seront inompatibles.
Cela impose la restrition suivante : les types impliqués dans une sérialisation /
dé-sérialisation doivent être délarés dans un assemblage partagé par les programmes
respetivement responsables de la sérialisation et de la désérialisation (e qui est
automatiquement le as quand es deux programmes sont identiques).
Dans le as de OCamIL, étant donné le déoupage entre modules et assemblages,
ela signie qu'il ne sut pas que le ou les modules dénissant des types utilisateurs
voués à être sérialisés soient partagés par les diérents programmes ; il faut aussi
qu'ils soient tous ompilés dans une bibliothèque unique qui sera liée à es pro-
grammes.
5.3.2 Appliation à Objetive Caml
L'appliation direte de la sérialisation .NET à OCamIL apporte un méanisme
toujours sûr, mais il reste des imperfetions au niveau de l'intégration ave le système
de types Caml.
5.3.2.1 Valeurs sérialisables
Tous les types CTS manipulés par OCamIL (types de bases, strutures génériques
omme les tableaux d'objets, mais aussi les lasses engendrées) sont automatique-
ment ompilés ave l'attribut serializable. Les fontions Marshal.from_hannel
et Marshal.to_hannel de la librairie standard sont branhées sur l'API de sériali-
sation de la plate-forme .NET.
Les types de valeurs Caml suivants sont sérialisables sous .NET ave OCamIL :
 les types de base,
 les strutures génériques (tableaux, n-uplets, variants polymorphes),
 les types algébriques dénis (variants et enregistrements),
 les valeurs fontionnelles (y ompris les fermetures à environnement, réursives
et mutuellement réursives),
 les objets.
La sérialisation des exeptions n'est pas exploitable ave leur représentation a-
tuelle mais peut l'être en modiant légèrement OCamIL
3
.
5.3.2.2 Types CTS et types Caml dans la sérialisation
La sûreté de la sérialisation sous .NET s'exprime au niveau des représentations
des valeurs dans le CTS. Sous OCamIL, toute tentative de dé-sérialiser une valeur
3. Les exeptions sont sérialisables mais ne sont atuellement pas utilisables après dé-
sérialisation. La raison est que haque exeption est identiée par une haîne de aratères, et
le test d'égalité de haînes est ii une égalité de référenes et non de valeurs, e qui permet à la fois
de gérer simplement des exeptions homonymes délarées dans des modules diérents et d'avoir un
test plus rapide. En onséquene le test d'égalité est toujours faux sur une exeption dé-sérialisée.
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ayant un type diérent du type attendu (plus préisément, un type CTS diérent) a
pour onséquene la levée d'une exeption System.InvalidCastExeption, qui est
réupérable dans le ode OCamIL (voir la setion 4.2.2.1), omme dans l'exemple
suivant :
type t = A | B of int
let export fname v =
let o = open_out_bin fname in
Marshal.to_hannel o v [℄;
lose_out o
let import fname =
let i = open_in_bin fname in
let v = (Marshal.from_hannel i : t) in
lose_in i;
v
let _ = export ".save" (B 33)
(* Plus tard, lors d'une autre exéution *)
let _ =
try
let v = import ".save" in ...
with CLIExeption("System.InvalidCastExeption",_) -> ...
La fontion Marshal.from_hannel : in_hannel -> 'a retourne toujours un
objet sous OCamIL mais il se peut que et objet n'ait pas le type exat attendu.
Dans l'exemple préédent, le ast Caml expliite (Marshal.from_hannel i : t)
permet d'engendrer dans le ode ompilé une instrution de ast CIL qui lève une
exeption System.InvalidCastExeption en as de problème.
Le omportement d'une valeur Caml dé-sérialisée et le moment où l'exeption
System.InvalidCastExeption va être délenhée dépend don de l'adéquation
entre types Caml et types CTS. Les deux modes de ompilation de OCamIL (re-
onstrution et propagation des types) sont sûrs du point de vue de la sérialisation
mais 'est la ompilation OCamIL par propagation de types qui donne la meilleure
disrimination (le reours à des types CTS spéialisés permet une détetion plus
rapide des erreurs de types en omparaison ave des représentations génériques).
D'autre part les représentations génériques partagées entre types Caml d'implanta-
tions ompatibles rend possible l'utilisation de valeurs sous un type diérent de leur
type de réation, e qui est sûr mais inorret (on aimerait pouvoir le déteter).
La disussion qui suit est fondée sur les représentations hoisies par OCamIL en
mode propagation de types.
Les types de base. Ils sont bien ompartimentés et ils délenhent immédiate-
ment une exeption en as de problème.
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Les variants et les enregistrements. Ils sont représentés par des lasses spé-
ialisées et délenhent immédiatement une exeption au niveau du transtypage vers
le type attendu en as d'inompatibilité. Cependant il y a deux as où la détetion
d'une inompatibilité est plus tardive :
 Pour les onstruteurs onstants d'un type variant : le ompilateur OCamIL
optimise la représentation des onstruteurs onstants par des valeurs prédé-
nies de la lasse CamIL.Variant qui sont partagées par des types variants
diérents. Il est alors possible de sérialiser un onstruteur onstant d'un type
variant t1 et de le dé-sérialiser omme une valeur de type t2 si elui-i dé-
lare un onstruteur onstant de même tag. Il n'y a pas de risque de rash du
programme mais on passe à té d'une détetion d'inompatibilité de types et
don d'une erreur potentielle. Pour éviter e problème on peut les représen-
ter par des valeurs prédénies de la lasse abstraite orrespondant à un type
variant donné (voir la setion 3.1.2.2).
 Les types variants et enregistrements paramétrés sont représentés par une
même lasse CTS générique. Par exemple sérialiser une liste de ottants et la
dé-sérialiser omme une liste d'entiers ne provoque immédiatement une erreur.
Il faudra attendre d'opérer sur les éléments de la liste pour qu'une exeption
soit lanée, signalant l'inompatibilité entre entiers et ottants, omme dans
le programme suivant :
let export fname v =
let o = open_out_bin fname in
Marshal.to_hannel o v [℄;
lose_out o
let import fname =
let i = open_in_bin fname in
let v = (Marshal.from_hannel i : float list) in
lose_in i;
v
let _ = export ".save" [1 ; 2 ; 3℄
(* Plus tard, lors d'une autre exéution *)
let _ =
let v = import ".save" in (* pas d'exeption *)
(* l'exeption est levée lors de la division *)
List.map (fun x -> x /. 2.) v
Dans l'exemple préédent, bien que la fontion import omporte un ast expliite,
une liste d'entiers ne provoque pas la levée d'une exeption ar la lasse OCamIL
utilisée pour les listes est générique. L'exeption est levée lors de la première division
ottante ar la valeur en tête, qui est ii un entier boxé ahé derrière le type
objet, est dés-enaspulée et transtypée vers un ottant pour satisfaire l'opérateur
de division ottante, transtypage qui est impossible.
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Les n-uplets, tableaux et variants polymorphes. Ils sont tous représentés par
des tableaux d'objets et il y a don la possibilité de onfusion de type non-détetable
à la dé-sérialisation (on peut sérialiser un n-uplet et le dé-sérialiser omme un tableau
par exemple).
Les fermetures. Elles héritent de la lasse CamIL.Closure et sont don isolées des
autres types de valeurs, mais ependant rien dans e type générique n'indique le type
de la fontion lui-même ; on peut don avoir des problèmes lors de l'appliation d'une
fermeture dé-sérialisée. La apture de l'exeption System.InvalidCastExeption
devra alors être faite au moment de l'appliation, omme dans l'exemple suivant :
let export fname v =
let o = open_out_bin fname in
Marshal.to_hannel o v [℄;
lose_out o
let import fname =
let i = open_in_bin fname in
let v = (Marshal.from_hannel i : int -> int) in
lose_in i;
v
let _ = export ".save" string_of_int
(* Plus tard, lors d'une autre exéution *)
let _ =
let f = import ".save" in (* pas d'exeption *)
(* l'exeption est levée dans la suite *)
let v = f 3 in (* v vaut la haîne "3")
v + 1
Dans l'exemple préédent la fontion string_of_int a pour type int -> string.
La dé-sérialisation ne lève pas d'exeption, même en présene du ast expliite vers
int -> int dans la fontion import ar à e stade on peut seulement vérier que
la valeur dé-sérialisée a le type des fermetures CamIL.Closure, e qui est bien le
as. L'appliation de la fontion renvoit la haîne "3" et il y a levée d'une exeption
à deux endroits possibles : soit immédiatement lorsqu'une variable loale de type
int32 est allouée dans la méthode ourante pour stoker la valeur de v, soit lors
de l'addition du résultat à un entier (tout dépend des optimisations du ompilateur).
Insistons sur le fait que le ode d'une fermeture n'est pas sérialisé. Pour que la
valeur dé-sérialisée fontionne, il faut que la lasse dénissant la fermeture soit liable
dynamiquement ('est en partiulier le as quand la fermeture est onstruite dans
un même programme eetuant sérialisation et dé-sérialisation).
Les objets. Ils ont une représentation générique à base de tableaux et don leur
sérialisation peut provoquer des onfusions de types (ils peuvent être sérialisés les uns
à la plae des autres sans onsidération pour leur type struturel, ou être onfondus
5.3. SÉRIALISATION SÛRE 223
ave des tableaux par exemple) et de plus le même problème que pour les fermetures
se pose à l'appliation des méthodes. D'autre part le tableau des méthodes virtuelles
est stoké dans un tableau d'objets omplètement générique, e qui rend possible
l'appel d'une méthode qui n'existe pas : une exeption est alors lanée.
La sérialisation ouvre la plupart des valeurs Caml et elle est sûre, quitte à
diérer la détetion d'une inompatibilité de types lors de l'utilisation eetive de
la valeur dé-sérialisée. Cependant il est tout de même souhaitable d'être xé sur la
validité d'une valeur dès sa dé-sérialisation. Pour e faire il est possible d'eetuer
des vériations omplémentaires sur la valeur dé-sérialisée en la visitant au moyen
des méthodes d'introspetion .NET (l'API Refletion interfaée ave OJaaré.NET
si on doit le faire à la main).
Nous pouvons aussi nous s'inspirer des travaux présentés dans [47℄, qui intro-
duisent une opération de dé-sérialisation sûre et un type 'a tyrepr dérivant la
grammaire de types Caml, servant à paramétrer la dé-sérialisation :
SafeUnmarshal.from_hannel : 'a tyrepr -> in_hannel -> 'a
let _ =
try
let i = open_in_bin ".save" in
let _ = SafeUnmarshal.from_hannel [^ float list ^℄ i in
...
with Fail -> ...
Il serait envisageable de l'implanter en générant automatiquement une séquene
d'appels à l'API Refletion, déterminée à partir de l'expression de types donnée en
argument. Par exemple pour le type float list, on peut engendrer un parours de
la liste qui vérie bien que les éléments sont des ottants. On peut parfois simplier
en exploitant le typage statique de Caml : dans le as préédent il sut de tester le
premier élément de la liste.
Bien que les fermetures ne soient pas traitées dans [47℄, il doit être possible dans le
adre de OCamIL d'analyser les objets fermeture : leur analyse permet de onnaître
le nombre d'arguments déjà appliqués, et il reste ensuite à analyser la signature de
la méthode exe (voir la setion 3.1.3.1) à l'aide de l'API Refletion.
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Chapitre 6
Tests de performane
Ce hapitre est onsaré à des tests de performane. Il ompare diérentes ap-
prohes possibles au sein du ompilateur OCamIL et le situe par rapport aux ompi-
lateurs standard de l'INRIA ainsi que d'autres ompilateurs de langages de la famille
ML sur .NET.
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6.1 Choix guidés par les performanes de la plate-
forme
6.1.1 Méthodologie
Nous avons réalisé des tests de bas-niveau en C# et utilisé les servies de la
plate-forme .NET en matière de mesure d'intervalles de temps (lasses DateTime
et TimeSpan), qui fournissent le temps réel total d'exéution (ela ne détaille pas
les temps d'exéution des diérents proessus et du système). Les tests sont itérés
un nombre de fois susant pour que l'exéution dure au moins 10 seondes. Les
mesures sont préises à la milliseonde près, mais nous avons hoisi de présenter des
tests de performanes relatives en normalisant à haque fois l'un des andidats à 1
et en exprimant les éarts sans garder plus de trois hires signiatifs. Les valeurs
données dans les tableaux reètent les temps d'exéution si bien que plus une valeur
est faible, meilleure est la performane.
Il faut noter qu'en raison de l'ation du ramasse-miettes, que l'on ne peut pas
ontrler, les tests de ette setion ne rendent pas ompte du oût exat d'une
opération isolée mais plutt de ette opération dans un ontexte réel.
6.1.2 Strutures de données
6.1.2.1 Représentations des types algébriques
Nous évaluons dans ette setion des représentations onurrentes pour les types
algébriques de Caml, à savoir les enregistrements et les variants.
Enregistrements. Les enregistrements posent la question de l'eaité des stru-
tures typées (lasses dont les hamps reçoivent le type le plus approprié) fae aux
strutures génériques (les tableaux d'objets).
Les tests présentés sur le tableau suivant omparent la performane des opéra-
tions de réation, d'aès en leture, d'aès en ériture et de opie sur les représenta-
tions envisagées, pour un  panier  d'enregistrements possédant 2, 8 et 16 hamps,
en distinguant trois oupations possibles de es hamps : sur la ligne (R) uniquement
des types référenes (objets, haînes de aratères. . . ), sur la ligne (V) uniquement
des types valeurs (entiers, ottants. . . ) et sur la ligne (M) un mélange équitable des
deux. Pour haque olonne les valeurs ont été rapportées à la plus petite d'entre elles.
Création Leture Ériture Copie
lasses objet[℄ lasses objet[℄ lasses objet[℄ lasses objet[℄
(R) 1,3 2,8 1,0 20 1,0 64 1,5 6,4
(M) 1,2 3,7 1,3 19 13 120 1,2 6,7
(V) 1,0 4,9 1,3 26 3,7 130 1,0 6,6
Ces résultats onrment l'avantage des strutures typées sur les strutures géné-
riques, e qui justie les eorts de développement en diretion de la propagation des
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types dans le ompilateur OCamIL.
Les strutures génériques sous forme de tableaux d'objets oûtent en raison des
opérations de (dés)enapsulation mais aussi à ause des tests de bornes. Certains
hires sont toutefois assez surprenants : par exemple nous nous attendions à e que
les valeurs de la ligne (M) soient toujours entre les valeurs des autres lignes, de
même que le gain d'utilisation des strutures typées soit d'autant plus grand que la
proportion de types valeurs augmente. Or e n'est pas toujours le as, ertainement
en raison de l'ation du ramasse-miettes sur les valeurs des types référenes qui
deviennent aduques au ours des tests et qui sont don olletées. Cei dit, les
strutures typées et les strutures génériques sont testées dans les mêmes onditions
et il est surprenant de voir le gain obtenu par es dernières, en partiulier dans la
ligne (M). Les eets du ramasse-miettes doivent moins se faire sentir lors de tests
sur des programmes réels (voir setion 6.2.2.2).
Variants. Les représentations des types variants sont simulées sur la base de elles
des enregistrements. Il faut ajouter la disrimination par un tag. Les deux strutures
testées sont les suivantes :
 des tableaux d'objets gardant le tag dans une ase additionnelle,
 des lasses aux hamps typés de manière exate, héritant d'une lasse mère
Variant qui dénit un hamp tag.
Les opérations de réation, leture et opie sont identiques à elles des enregis-
trements vus préédemment. Nous reproduisons ii les résultats obtenus pour des
opérations de ltrage sur les variants (test du tag suivi d'un downast si néessaire)
en reportant également les valeurs obtenues i-dessus pour les opérations de réation
et de leture.
Création Leture Filtrage
lasses objet[℄ lasses objet[℄ lasses objet[℄
(R) 1,3 2,8 1,0 20 1,3 1,0
(M) 1,2 3,7 1,3 19 1,3 1,0
(V) 1,0 4,9 1,3 26 1,3 1,0
Les valeurs pour le ltrage montrent deux hoses :
 les résultats ne dépendent pas de la nature des hamps, qui ne sont pas solliités
lors de l'opération de ltrage elle-même,
 le ltrage des strutures génériques est un petit peu plus eae, e qui montre
que l'extration d'un tag sous forme boxée est moins oûteuse que la leture
direte du hamp entier dans la lasse mère Variant suivie d'un downast.
Le test de ltrage i-dessus n'est pas réaliste ar il simule un ltrage sans leture
des données ontenues dans les variants. Les véritables performanes sont situées
entre elles du ltrage et de la leture (les deux tests faisant tourner un nombre
omparable d'opérations) et nous estimons don que les strutures génériques sont
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moins performantes en situation réelle, faisant intervenir quelques opérations de
leture en moyenne. Les tests de la setion 6.2.2.2 sont eetués sur de véritables
programmes Caml, et le programme Moremath éprouve spéiquement le ltrage
de motifs.
6.1.2.2 Représentation des haînes de aratères
Comme indiqué à la setion 3.1.1.1, les trois hoix les plus raisonnables pour la
représentation des haînes de aratères sont les types string, StringBuilder et
har[℄ (à noter ependant que le type string ne permet pas de représenter des
haînes mutables).
Nous avons testé les performanes de es trois représentations pour diérents
types d'opérations élémentaires, à savoir : l'instaniation dynamique ('est-à-dire
l'alloation d'une haîne de aratères d'une taille donnée), l'instaniation par lit-
téral (la réation d'une instane de la haîne à partir d'une onstante érite en dur
dans le ode), la opie, le alul de la longueur, la leture et l'ériture d'un aratère
dans la haîne, la onaténation et le remplaement des ourrenes d'un aratère.
Notons que es deux dernières opérations ont été envisagées sous un angle fon-
tionnel, 'est-à-dire n'ayant pas lieu en plae, mais donnant leur résultat sous forme
d'une nouvelle haîne. Chaque opération a été réalisée entre un million et un milliard
de fois, pour 4 tailles de haînes diérentes : les tailles 1, 10, 100 et 1000. Le tableau
suivant présente le temps mesuré, relativement à la représentation har[℄ qui a été
normalisée à un (elle-i donnant des résultats intermédiaires pour la majorité des
tests). Pour haque opération, quand plusieurs implantations s'oraient à nous pour
une représentation donnée, nous avons retenu la plus rapide.
StringBuilder har[℄ string
Instaniation (dynamique) 4,1 1,0 3,1
Instaniation (par littéral) 1,1 1,0 0,00023
Copie 1,1 1,0 0,73
Longueur 0,76 1,0 0,66
Aès en leture 1,0 1,0 1,0
Aès en ériture 11 1,0
Conaténation 1,6 1,0 0,76
Remplaement 1,3 1,0 0,97
Ces tests montrent que pour les haînes non mutables, la représentation string
est en eet la meilleure. L'instaniation d'un littéral a d'ailleurs un oût négligeable
(ar ils sont stokés diretement dans les méta-données des hiers PE sous leur
forme dénitive). L'instaniation dynamique est assez oûteuse en l'absene d'opé-
ration dédiée, mais e n'est de toutes façons pas une opération ourante (alloation
de tampons par exemple).
En e qui onerne les haînes mutables, 'est la représentation har[℄ qui sort
vainqueur : elle est presque toujours mieux lassée que StringBuilder (sauf pour la
détermination de la longueur) et ses performanes ne sont pas si éloignées de elles du
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type string. Alors que les temps de leture sont semblables pour les trois représen-
tations, l'ériture est bien plus rapide ave har[℄. Les opérations de onaténation
et de remplaement, qui ombinent les opérations préédentes, donnent logiquement
le même tieré.
Du fait que la lasse StringBuilder enapsule une instane de la lasse string,
les résultats préédents ne sont pas surprenants. Le ompilateur OCamIL hoisit la
représentation har[℄ pour les haînes de aratères, qu'il veut garder mutables.
Une optimisation possible (mais non implantée) onsisterait à utiliser loalement le
type string en utilisant un algorithme d'analyse de ode : des valeurs ne pouvant
pas sortir d'un module dans lequel elles ne sont jamais utilisées en ériture peuvent
être représentées par le type string.
En raison de la normalisation des résultats, le tableau i-dessus ne permet pas
de omparer les oûts respetifs des diérentes opérations. Cela dit nous n'avons
pas trouvé de manière onvainante d'estimer dans quelles proportions peuvent
être utilisées es diérentes opérations dans un programme  typique . La se-
tion 6.2.2.2 ompare les performanes des diérentes représentations dans le adre
de programmes ompilés par OCamIL (moyennant une basule en ligne de om-
mande permettant de hanger de représentation) et permet de se faire une idée sur
quelques as onrets.
6.1.3 Strutures de ontrle
6.1.3.1 Représentation des fermetures
La setion 3.1.3.1 a dérit la représentation des fermetures dans le ompilateur
OCamIL (qui utilise une lasse pour haque fermeture an d'implanter l'environ-
nement au moyen de hamps les plus préis possibles). L'artile [11℄ ompare les
performanes de ette solution ave elles d'une lasse unique dont l'environnement
est générique, pour lequel le dispath vers le ode de haque fontion est odé mo-
dule par module et repose sur un identiateur entier ontenu dans haque instane
de fermeture. Dans le as d'un langage typé dynamiquement omme Sheme ette
deuxième solution s'avère plus eae. Nous eetuons des tests analogues dans le
adre d'un langage typé statiquement omme Objetive Caml.
Nous testons la réation et l'appliation générique ('est-à-dire sans onnaître
loalement l'identité de la fermeture) de plusieurs fermetures à environnement. Deux
types d'implantation sont évalués : à base de lasses spéialisées ou ave une lasse
générique implantant le méanisme de dispath (ave dans e as deux variantes
pour ette lasse, l'une représentant l'environnement omme un tableau d'objets et
l'autre omme des hamps de type objet) :
 Les lasses spéialisées sont dérites à la setion 3.1.3.1. Les fermetures sont
représentées par des lasses héritant d'une lasse mère qui délare une méthode
d'appliation générique. Les diérentes lasses implantent leur environnement
de manière spéialisée au moyen de hamps du bon nombre et des bons types.
C'est la liaison tardive qui dirige l'appliation générique vers le ode de la
fontion.
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 L'implantation à base de dispath  ah-ho  n'utilise qu'une seule lasse.
Celle-i dénit un identiateur de fermeture représenté par un hamp en-
tier, et un environnement générique (selon les deux variantes onsidérées : soit
omme un tableau d'objets, soit omme un nombre borné de hamps de type
objet, la borne étant déterminée statiquement pour un module donné). La
lasse ontient une méthode d'implantation pour haque fontion dénie dans
le module et la méthode d'appliation générique se base sur l'identiateur
entier pour dispather l'appel vers le ode orrespondant.
Nous testons à la fois pour des environnements omposés majoritairement de
types référenes ou de types valeurs. Les résultats sont normalisés sur la olonne des
lasses spéialisées.
Création Classe générique Classe générique Classes spéialisées
(tableau) (hamps)
Types référenes 3,7 1,2 1,0
Types valeurs 4,9 2,2 1,0
Appliation Classe générique Classe générique Classes spéialisées
(tableau) (hamps)
Types référenes 1,0 0,99 1,0
Types valeurs 1,1 1,04 1,0
Pour les tailles typiques des environnements de fermetures (moins de 20 hamps),
l'alloation de tableau pénalise systématiquement les lasses génériques par ta-
bleau. Les performanes des lasses génériques par hamps sont très bonnes, quasi-
identiques à elles des lasses spéialisées pour des environnements omposés de
types référenes, mais perdent du terrain pour les environnements omposés de types
valeurs.
Bien que les éarts soient plus nets que pour la réation des fermetures que pour
leur appliation, es mesures onfortent notre hoix d'utiliser des lasses spéialisées
dans OCamIL.
6.1.3.2 Performane des exeptions
Nous omparons deux implantations des exeptions : la première utilise les ex-
eptions de la mahine .NET et la deuxième onsiste à gérer les exeptions à la main
omme suggéré à la setion 3.1.3.3, par l'enapsulation des valeurs de retour des
fontions dans un objet pouvant ontenir soit une valeur soit une exeption.
Détaillons la gestion manuelle des exeptions : elle-i distingue les manières de
les propager à l'intérieur et à l'extérieur des méthodes. Dans une méthode, les blos
de traitement des exeptions sont étiquettés et sont rejoints par des instrutions de
branhement. Une variable loale de la méthode est hargée de relayer l'exeption à
transmettre. Pour les réupérateurs d'exeptions imbriqués, du ode généré se harge
de transmettre les exeptions non rattrapées au niveau supérieur.
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Du fait que Objetive Caml suit une onvention d'appel par valeurs, les exep-
tions délenhées dynamiquement par l'évaluation de sous-expressions sont obliga-
toirement issues d'une appliation de fontion. Le retour des fontions est de deux
sortes : valeur ou exeptions. Chaque appel de fontion est suivi d'une analyse de
son retour, ave propagation d'une exeption ou aetation de la valeur de retour,
suivant les as.
Un exemple simple permet de donner une idée du ode de manipulation des ex-
eptions dans les deux as. On suppose donnée une fontion g des entiers dans les
ottants, pouvant lever une exeption Failure (entre autres). Le ode d'implanta-
tion d'une fontion f liente de g est omme suit :
Code Caml
let f x = try int_of_float (g x) with Failure -> 0
Ave exeptions .NET Ave gestion manuelle
int f (int x) { IntEx f (int x) {
.loals(int) .loals (Exeption,DoubleEx)
.try { ldarg.0
ldarg.0 all DoubleEx g(int)
all double g(int) dup
all int int_of_float(double) stlo.1
stlo.0 ldfld Exeption DoubleEx::exn
leave A: dup
} stlo.0
ath (Exeption) { brtrue H:
isinst Failure ldlo.1
brfalse P: ldfld double DoubleEx::value
ld.i4.0 all int int_of_float(double)
stlo.0 newobj void IntEx::.tor(int)
leave A: ret
P: rethrow H: ldlo.0
} isinst Failure
A: ldlo.0 brfalse P:
ret ld.i4.0
} newobj void IntEx::.tor(int)
ret
P: ldlo.0
newobj void IntEx::.tor(Exeption)
ret
}
Dans le deuxième as on utilise des enveloppes valeurs/exeptions pour haque
type de base et au delà (le hamp value ontient la valeur si elle existe et le hamp
exn l'exeption ; on teste si e dernier hamp est null pour distinguer les deux as).
On voit qu'il est néessaire d'adapter les prototypes des fontions. Par ailleurs dans
les deux as il est possible d'embarquer des paramètres dans l'objet exeption, mais
e n'est pas illustré dans l'exemple i-dessus.
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Les tests de ette setion onsistent à lever une exeption dans des appels de
fontion et à rattraper ette exeption à des niveaux de profondeur de pile variables
(ii 5, 15, 30 et 100).
Les deux premières olonnes orrespondent à des représentations utilisant les ex-
eptions de la plate-forme .NET ; la diérene se situant au niveau des paramètres
des exeptions, représentés soit omme des strutures génériques à base de tableaux
d'objets, soit à base de lasses aux hamps spéialisés (une distintion semblable à
elle analysée pour les types algébriques à la setion 6.1.2.1). La troisième olonne
est destinée aux exeptions gérées manuellement. Les résultats sont relatifs au test
le plus performant, obtenu par la troisième implantation sur une profondeur de 5.
Exeptions struturées Exeptions génériques Gestion manuelle
Profondeur 5 120 120 1,0
Profondeur 15 180 180 1,7
Profondeur 30 260 270 2,7
Profondeur 100 640 640 6,9
Ces tests révèlent la lourdeur des exeptions natives de la plate-forme. La dié-
rene entre les représentations par strutures génériques et spéialisées est en faveur
des strutures spéialisées, mais d'un fateur inférieur à 1% si bien qu'il n'appa-
raît pas dans les résultats. Cette diérene de vitesses est masquée par l'inertie du
système d'exeptions lui-même. Le faible éart entre les deux hoix a onduit le
ompilateur OCamIL à se ontenter d'une représentation générique.
Les performanes mesurées ii pour la gestion manuelle onrme l'analyse de l'ar-
tile [51℄. Cependant nous n'adoptons pas ette alternative pour plusieurs raisons :
elle ne permet pas une bonne intégration du ode produit par OCamIL ave des
omposants provenant d'autres soures dans l'optique de transmettre des exeptions
d'un langage à un autre, et alourdit onsidérablement les appels de fontions, les
rendant moins eaes et moins lisibles (e qui pose problème pour le débogage).
De plus dans un adre de ompilation modulaire, il peut être diile d'analyser
statiquement les sites suseptibles de transmettre des exeptions an de minimiser
l'insertion du ode enveloppant les appels de fontions : en eet une exeption peut
être levée dans un omposant éhappant à l'analyse statique, omme un omposant
issu d'un autre langage. On peut se référer à [62℄ pour une étude statique des ex-
eptions non rattrappées en Caml.
Il faut retenir que les exeptions .NET sont onçues pour être utilisées de ma-
nière exeptionnelle, e qui n'est pas malheureusement pas toujours le as dans un
bon nombre de programmes fontionnels qui s'en servent omme un méanisme de
ontrle à part entière. Une optimisation peut onsister à analyser les exeptions ne
pouvant ex-ltrer d'un ensemble de fontions dans un module an de réaliser une
implantation à base de branhements (ou d'enveloppes omme elles de la troisième
méthode utilisée dans les tests i-dessus). Les tests de la setion 6.2.3 montrent
l'impat des exeptions sur les performanes de programmes Caml.
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6.2 Performanes du ompilateur OCamIL
Nous testons dans la suite l'eaité des exéutables produits par OCamIL et les
onfrontons à des versions issues d'autres ompilateurs. Nous omparons également
diérentes options de ompilation de OCamIL au regard des performanes qu'elles
induisent.
6.2.1 Méthodologie
An de pouvoir omparer les programmes ompilés par OCamIL aux versions
ne tournant pas sous .NET, il nous faut un moyen universel de mesurer le temps.
Le système Windows ne propose pas l'équivalent de la ommande Unix time, qui
distingue les temps utilisateur et système d'un proessus.
Nous nous rabattons sur la ommande time tournant sous ygwin (www.ygwin.
org, une ouhe Unix pour Windows). Même si on ne peut pas diretement omparer
les temps ave eux obtenus par une autre méthode à la setion 6.1, nous mesurons
également les temps réels dans les tests suivants (ela intègre don le temps sys-
tème). Nous reproduisons plusieurs fois les tests an de onsigner des moyennes.
Tout au long de la setion nous nous appuierons sur un jeu de tests, réapitulé
sur la gure 6.1.
style variants enregis- poly- exeptions alul
fontionnel trements morphisme ottant
Arbl oui oui (listes)
Avl oui oui oui oui oui
Bdd oui oui (listes, tableaux)
Boyer oui oui oui oui
Derive oui oui oui
DivEulid oui oui oui
Fft oui
Integrale oui
KB oui oui oui oui
Moremath oui (1) oui oui oui
Moremath2 oui
Nulei oui oui
Pgd
Quiksort (tableaux)
Sieve oui (listes)
SoliLet (tableaux) oui
Syra
Tailall oui (2)
TakE oui (3)
TakC oui
TakU oui
(1) Moremath teste spéiquement le ltrage de motifs
(2) Tailall teste les appels réursifs terminaux
(3) TakE adopte un style de ontrle basé exlusivement sur les exeptions
Fig. 6.1  Les jeux de test et leurs spéiités
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Les tests Pgd, Sieve (alul de nombres premiers par la méthode du rible
d'Eratosthène) et Syra (vériation de la onjeture de Syrause) font du alul
intensif sur les entiers et reposent sur la réursion terminale. Tailall teste exlu-
sivement ette dernière
De nombreux programmes testent des strutures de données réursives (dénies
par des types variants) et le ltrage : Derive et DivEulid font du alul symbolique
sur des termes, Avl travaille sur des arbres AVL, Bdd sur des arbres de déision
binaires, Arbl sur des arbres lexiaux (e test utilise de plus modules et fonteurs),
et enn Boyer et KB (algorithme de omplétion de Knuth-Bendix) font du alul
intensif de termes ; le seond utilisant de plus des exeptions à des ns de ontrle.
Le ltrage de motifs est poussé dans ses derniers retranhements par la quarantaine
de tests que rassemble Moremath. Le programme Moremath2 eetue des tests
similaires sur les variants polymorphes.
TakE, TakC et TakU sont trois versions d'un test utilisant la fontion de Takeu-
hi pour mettre à l'épreuve la rapidité d'appels de fontions. TakC est une version
urryée de TakU (e dernier manipulant des triplets d'arguments) alors que TakE
utilise des exeptions pour faire remonter des résultats de sous-appels.
Deux programmes testent les boules : Quiksort (algorithme de tri) et SoliLet
(résolution de puzzles).
Enn, trois programmes testent le alul de ottants : Fft, Integrale et Nulei.
Ce dernier est utilisé dans [45℄ pour omparer une douzaine de ompilateurs de lan-
gages fontionnels et utilise des strutures de données basées sur des enregistrements.
La olonne  polymorphisme  indique les tests qui utilisent des types de don-
nées polymorphes, onnus pour être oûteux dans l'implantation de OCamIL en
absene de monomorphisation globale (voir la setion 6.2.3). Les types de données
polymorphes ne sont parfois simplement que des listes ou des tableaux.
La première olonne indique si les programmes réalisent de nombreux appels de
fontions.
6.2.2 Les diérents réglages et leurs réperussions
6.2.2.1 Reonstrution et propagation de types
Nous omparons ii les performanes des mêmes programmes, tantt ompilés
ave l'option de reonstrution de types, tantt ave l'option de propagation de
types.
Comme nous l'attendions, les performanes sont en majorité meilleures ave la
propagation des types, aussi le tableau suivant donne-t-il les temps d'exéution des
versions ave reonstrution relativement aux temps des versions ave propagation
(un nombre supérieur à 1 signie don que la propagation de types est meilleure).
Arbl Avl Bdd Boyer Derive DivEulid KB Nulei Quiksort
0,95 1,26 2,11 1,06 1,46 2,04 0,92 1,56 1,44
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Fft Integrale Pgd Sieve SoliLet TakE TakU
0,96 1,04 0,99 1,00 0,97 0,97 1,01
Les programmes de tests sont regroupés en deux familles : sur la première ligne,
eux qui utilisent des types variants ou enregistrements et sur la seonde, eux qui
ne s'en servent pas.
La tendane qui se dégage est onforme à nos attentes : les programmes utilisant
les types algébriques sont en général plus rapides, ave un fateur pouvant dépasser
2, alors que eux qui ne les utilisent pas ont des performanes quasi-identiques. La
propagation de types permet l'utilisation de lasses adaptées au mieux aux types
algébriques.
Le as de KB, qui utilise des types variants mais est moins eae ave la pro-
pagation, illustre un problème lié à l'absene de monomorphisation. En eet e
programme a reours à des fontions polymorphes pour manipuler toutes sortes de
listes, et en partiulier des listes d'assoiation entre des entiers et des termes (dénis
par un type variant). Dans la version ave reonstrution de types, les représenta-
tions des valeurs sont, ertes ineaes, mais ohérentes entre elles (les ellules des
listes sont des objets, les entiers sont enapsulés, y ompris eux déorant ertains
des termes) alors que dans la version ave propagation de types, ertaines strutures
pas trop polymorphes sont typées nemenent (omme les termes) mais les listes sont
toujours formées d'objets. Le test KB est justement un as où de nombreux parours
et onstrutions de es listes entraînent des opérations de onversions supplémen-
taires dans la version ave propagation, provoquant des performanes inférieures.
Lorsqu'on adapte KB en monomorphisant manuellement les strutures de don-
nées, on obtient des résultats meilleurs pour les deux versions, et dans ette nouvelle
situation la  logique  est respetée : les performanes sont meilleures quand on
propage les types. La monophormisation des valeurs est ertainement l'une des ma-
nières les plus eaes pour améliorer les performanes. L'utilisation des Generis
de la plate-forme 2.0 et supérieures devraient être d'un grand seours en la matière.
Tout en orant une meilleure visibilité des valeurs en phase de débogage, la pro-
pagation de types est protable aux performanes dans la majorité des as. D'autre
part elle apporte des propriétés de sûreté à la sérialisation des valeurs Caml (voir la
setion 5.3). Pour es raisons, elle est retenue omme mode de fontionnement par
défaut du ompilateur OCamIL.
6.2.2.2 Comparaisons de réglages ns
Représentation des types algébriques. En mode de propagation de types, le
ompilateur OCamIL permet de hoisir de ne pas utiliser les lasses dédiées pour les
types algébriques, au moyen de basules en ligne de ommande. On peut ainsi forer
l'utilisation de strutures génériques (tableaux d'objets) pour les enregistrements,
les variants ou les deux ensemble.
Cela permet de omparer la qualité respetive des types reonstruits et propagés
pour tout le langage sauf les types algébriques. Le tableau suivant donne les temps
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d'exéution des mêmes tests utilisés à la setion 6.2.2.1. Les valeurs obtenues pour
la reonstrution de types et la propagation lassique n'utilisant auune struture
générique sont reportées sur e tableau et les résultats exprimés relativement à la
propagation lassique.
Reonstr. Propag. Propag. Propag. Propag.
E&V génériques E génériques V génériques
Arbl 0,95 1,00 1,05 1,00 1,00
Avl 1,26 1,00 1,26 1,11 1,14
Bdd 2,11 1,00 1,86 1,12 1,75
Boyer 1,06 1,00 1,07 1,00 1,07
Derive 1,46 1,00 1,52 1,00 1,50
DivEulid 2,04 1,00 1,82 1,05 1,81
KB 0,92 1,00 1,01 1,00 1,01
Nulei 1,56 1,00 1,59 1,45 1,12
Quiksort 1,44 1,00 1,08 1,06 1,00
Fft 0,96 1,00 1,02 1,06 1,00
Integrale 1,04 1,00 1,01 1,00 1,01
Pgd 0,99 1,00 1,01 1,01 1,01
Sieve 1,00 1,00 1,08 1,00 1,08
SoliLet 0,97 1,00 1,03 1,03 1,03
TakE 0,97 1,00 1,00 1,00 1,00
TakU 1,01 1,00 1,00 1,00 1,00
Légende:
 E génériques = enregistrements génériques
 V génériques = variants génériques
Il est naturel de onstater que les trois versions utilisant la propagation mais
retombant sur au moins une sorte de struture générique sont systématiquement
moins bonnes que la propagation utilisant des lasses adaptées. De même l'utilisa-
tion d'enregistrements génériques seuls (respetivement de variants génériques seuls)
est toujours plus eae que l'utilisation simultanée d'enregistrements et de variants
génériques. Les éarts sont d'autant plus sensibles que les programmes de test uti-
lisent intensivement les types algébriques (tests de la moitié supérieure du tableau).
Nos tests utilisent plus souvent des variants que des enregistrements e qui explique
leur plus gros impat sur les diérenes de performanes.
Il est intéressant de omparer la première et la troisième olonne du tableau et
de onstater que les hires sont assez souvent à l'avantage de la reonstrution dans
e as de gure. Nos expliquons ela de la manière suivante : propager les types et
typer nement les valeurs dans les variables et les arguments de fontion mais pas
pour les strutures de données que l'on fore artiiellement à être génériques rée
un environnement hétérogène néessitant davantage de transtypages (enapsulations
et désenapsulations). La version ave propagation peut être plus eae dans er-
taines ironstanes où les types des variables et arguments de fontions sont typés
grossièrement par objet et les valeurs passées par référene en retardant leur trans-
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typage au moment de leur utilisation eetive par une primitive.
Bien sûr es mesures ne remettent pas en question la supériorité de la propagation
de types et l'utilisation de strutures de données adaptées aux enregistrements et
aux variants.
Pré-alloation des onstantes. Lorsqu'un type variant n'est onstitué que de
onstruteurs onstants, ses valeurs sont représentées par des entiers. Dans le as
ontraire, e sont des types référene qui sont utilisés dans tous les as, y ompris
pour les onstruteurs onstants : des tableaux ne ontenant que le tag (as des
strutures génériques) ou des lasses n'ayant pas d'autre hamps que le tag (as des
strutures nes autorisées par la propagation de types).
Toutefois les onstruteurs onstants ne ontiennent pas d'autre information que
leur tag et sont munis d'une sémantique par valeur. An de respeter ette séman-
tique et d'éviter l'alloation dynamique de onstruteurs onstants, eux-i sont
alloués une seule fois à l'initialisation de l'environnement d'exéution OCamIL et
e sont es représentants qui sont référenés dans tout ontexte manipulant des
onstruteurs onstants.
Le tableau suivant ompare le omportement par défaut dérit i-dessus à e-
lui qui onsiste à allouer dynamiquement des instanes de onstruteurs onstants.
Les valeurs sont les éarts relatifs de l'alloation dynamique par rapport à la pré-
alloation.
Arbl Avl Bdd Boyer Derive DivEulid KB Nulei Quiksort
1,00 1,01 1,04 1,02 1,02 1,11 1,00 1,01 1,00
Fft Integrale Pgd Sieve SoliLet TakE TakU
1,00 1,00 1,01 1,04 1,03 1,00 1,00
Les hires sont supérieurs à 1, e qui signie la pré-alloation, plus orrete au
niveau de la sémantique (même si ela ne onerne que l'opération d'égalité physique
==, rarement utilisée sur les variants, et n'a pas pas d'impat sur le ltrage de motifs),
est également plus eae.
Représentation des haînes de aratères. Pour es tests, nous exploitons
une option du ompilateur OCamIL permettant de hanger de représentation de
haînes de aratères dans les exéutables produits. Il faut bien noter que tous es
tests ont été réalisés ave la même bibliothèque d'exéution OCamIL (à savoir l'as-
semblage ore_amil.dll), e qui signie que toutes les primitives de manipulation
de haînes de aratères présentes dans ette bibliothèque sont les mêmes et ont la
même signature. De toutes façons, es primitives ont été hoisies pour être les plus
eaes possibles indépendemment de la représentation hoisie, et 'est le ompila-
teur OCamIL qui se harge d'insérer les transtypages néessaires.
Par exemple, la primitive la plus eae pour instanier dynamiquement une
haîne de aratères est elle qui rée un tableau de aratères, et ei même en
inluant le oût d'un transtypage dans le as où on veut instanier un type string
par exemple. C'est d'ailleurs l'implantation utilisée pour le type string dans le test
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de performane de l'instaniation dynamique utilisé à la setion 6.1.2.2.
En dehors de KB, auun programme de notre jeu de tests ne fait d'utilisation
intensive des haînes de aratères ; ils représentent une utilisation standard des
haînes, et ont reours aux fontions de formattage du module Printf. Nous avons
exlu des tests suivants les programmes ne faisant qu'un usage omplètement trivial
des haînes.
StringBuilder har[℄ string
Arbl 1,00 0,97 1,00
Boyer 1,00 1,02 1,00
Derive 1,25 1,28 1,00
KB 1,05 1,05 1,00
Sieve 0,99 1,01 1,00
Les résultats sont normalisés sur la représentation string. On peut noter que
l'éart est faible entre har[℄ et StringBuilder et il est diile de tranher en
faveur de l'une ou l'autre des représentations. Remarquons ependant qu'auun
des tests n'eetue de modiation en plae des haînes de aratères, domaine
où har[℄ a un net avantage d'après la setion 6.1.2.2.
En onlusion nous retenons la représentation har[℄ omme étant le hoix par
défaut pour OCamIL (en raison de ses meilleurs performanes pour la mutation de
haînes), même si e hoix n'est pas onvainant sur tous les exemples. Les options
du ompilateur permettent de hanger la représentation des haînes sans problème,
et il sera utile d'utiliser string (dans le as non-mutable) ou StringBuilder (dans
le as mutable) pour une meilleure lisibilité des valeurs en phase de débogage.
Évaluation des arguments de fontions de la droite vers la gauhe. Comme
indiqué à la setion 3.1.3.1, l'ordre d'évaluation des arguments d'une fontion dière
entre les programmes Caml et OCamIL ; il est naturellement de la gauhe vers la
droite pour e dernier.
Une option en ligne de ommande permet de modier le omportement par défaut
du ompilateur OCamIL an de reproduire le omportement de Caml. Cet aspet de
la sémantique de Caml n'étant pas spéié, nous n'avons pas mis en ÷uvre une solu-
tion très optimisée : elle-i onsiste à insérer dans le langage intermédiaire Lambda
une série de onstrutions let ...in an d'extraire et d'évaluer dans l'ordre inverse
les arguments des fontions. Cette implantation introduit un sur-oût qui est mesuré
sur le tableau suivant.
Arbl Avl Bdd Boyer Derive DivEulid KB Nulei Quiksort
1,00 1,75 1,00 1,31 1,00 1,00 1,07 1,06 1,00
Fft Integrale Pgd Sieve SoliLet TakE TakU
1,00 1,00 1,13 1,00 1,00 1,00 12,90
Sans surprise, les performanes sont moins bonnes. L'éart le plus grand est
enregistré par TakU, qui proède exlusivement à des appels de fontions et des
permutations d'arguments.
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6.2.3 OCamIL fae aux autres ompilateurs
6.2.3.1 Performane des objets
Cette setion ompare la performane des objets CTS et Caml en examinant
la rapidité des appels de méthodes d'instane virtuelles
1
et statiques (dans le as
de Objetive Caml les méthodes statiques sont de simples fontions globales). Une
même méthode est appelée un milliard de fois, dans des programmes C# et Caml
équivalents.
Pour es diérents tests l'environnement d'exéution et la méthode de ompi-
lation varient : la olonne C# orrespond à une exéution sur la plate-forme .NET
(les lasses C# sont diretement traduites en types CTS), les olonnes oamlopt et
oaml donnent l'exéution sur des objets ayant la représentation propriétaire Caml
(respetivement sur la mahine à ode-otet Caml et en ode natif), la olonne
oamil orrespond à es mêmes objets mais ompilés par OCamIL et tournant sur
la plate-forme .NET (n'exploitant pas diretement les types CTS, omme expliqué
aux setions 3.1.1.3 et 3.1.2.3), et enn la olonne OJaaré.NET orrespond à un
interfaçage Caml/C# utilisant l'outil OJaaré.NET (les objets sont en C# mais la
boule d'appel est en Caml). Enn, il est utile de omparer les performanes de
OJaaré.NET aux appels équivalents à l'API Refletion diretement eetués en
C# (résultats sur la dernière olonne).
Les appels sont réalisés dans trois as de gure : au sein d'une même unité de
ompilation, entre modules Caml distints ou entre des assemblages diérents. Les
résultats présentés sur la gure 6.2 sont normalisés sur l'appel de fontion ompilé
par oamlopt.
Les performanes sont disparates. L'appel de méthodes virtuelles sur l'implanta-
tion partiulière des lasses Caml est plus lente à l'origine que le même méanisme
sur la plate-forme .NET (y ompris en ode natif) et ne passe pas très bien à la
ompilation OCamIL en termes de performane
2
. De plus dans le adre d'appels
inter-langages, les oûts de sérialisation et le passage par l'API Refletion sont
d'une magnitude plus élevée que le simple appel de méthode, e qui explique les
résultats de OJaaré.NET (qui n'est toutefois pas loin des oûts umulés des appels
de méthodes Objetive Caml et de l'invoation de méthodes par l'API Refletion).
Les performanes des appels de méthodes statiques sont bien meilleures (aran-
hies en Caml de la gestion des objets) et omparables entre C#, OCamIL et le ode
natif engendré par oamlopt.
On remarque aussi qu'il n'y a pas de forte pénalité à eetuer des appels entre
1. C'est-à-dire pouvant être spéialisées dans des lasses lles et dont la liaison est tardive.
2. Les performanes de OCamIL sont tributaires de elles de Objetive Caml puisqu'ils utilisent
la même représentation des objets. Cependant en e qui onerne OCamIL, nous nous trouvons
dans un as d'utilisation de strutures génériques dont les performanes sont plutt médiores. Le
prototype OCamIL se base sur la version 3.06 de Objetive Caml ; or depuis la représentation des
objets a été retravaillée. Nous avons utilisé les tests de ette setion pour omparer la performane
des appels de méthodes entre les versions 3.06 et 3.09.3 (la dernière en date) du ompilateur
Objetive Caml : on a onstaté un gain allant de 0% à 3% maximum.
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C# oamlopt oaml oamil OJaaré.NET Refletion
I-mod (I) 2,56 5,25 96,1 339 non(3) non(4)
X-mod (I) non(1) 5,25 97,4 339 non(3) non(1)
X-dll (I) 2,6 non(2) non(2) 342 1220 574
I-mod (S) 1,04 1,00 79,3 1,17 non(3) non(4)
X-mod (S) non(1) 1,00 80 1,46 non(3) non(1)
X-dll (S) 1,04 non(2) non(2) 1,49 723 486
Lignes (I) = méthodes d'instane
Lignes (S) = méthodes statiques (fontions globales dans le as de Objetive Caml)
I-mod = appels internes (intra-module pour Caml et intra-assemblage pour C#)
X-mod = appels inter-modules Caml
X-dll = appels inter-assemblages
Notes :
 (1) N'a de sens qu'en Caml.
 (2) N'a de sens que sur .NET.
 (3) En pur Objetive Caml, les performanes de OJaaré.NET sont elles de oamil.
 (4) Omis ar l'intérêt est ii de omparer Refletion à OJaaré.NET.
Fig. 6.2  Tests d'appel de méthodes
modules Caml et entre assemblages .NET.
Bien que les résultats déevants de OCamIL sur les méthodes virtuelles ont un
impat en général bien plus faible sur des programmes Caml réels (la majorité du
temps est passé dans le ode véritable des méthodes et pas dans l'appel lui-même,
le style usuel de programmation Caml n'exploite pas les objets intensivement), ils
initent tout de même à onevoir une solution plus adaptée à la plate-forme .NET
et au CTS pour la représentation des lasses Objetive Caml.
Les résultats de OJaaré.NET montrent que e proédé d'interopération n'est
pas très eae lorsque les omposants interfaés ommuniquent intensivement.
6.2.3.2 Tests omparatifs
Nous omparons dans la suite les performanes de OCamIL d'une part ave les
ompilateurs standard de Caml, à savoir le ompilateur de ode-otet oaml et
le ompilateur de ode natif oamlopt, et d'autre part ave d'autres ompilateurs
visant la plate-forme .NET : F# et SML.NET (bien que e dernier soit destiné à
SML, il nous paraît judiieux de l'inlure dans les tests pour les élargir à un autre
membre de la famille ML).
Nous utilisons pour es tests les dernières versions en date des ompilateurs (la
version 1.11.7 pour F#, sortie en mai 2006 et la version 1.2 pour SML.NET, sor-
tie en juin 2006). Le ompilateur F# est testé ave trois jeux d'options : fs est
la version standard, fs -Ooff désative les optimisations et fs unverifiable
produit une sortie gérée non vériable. Les résultats sont normalisés sur oaml.
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oamlopt oaml oamil fs fs fs smlnet
-Ooff unverif
Arbl 0,59 1,00 3,79
Avl 0,16 1,00 0,81
Bdd 0,06 1,00 0,53 0,41 1,27 0,32
Boyer 0,21 1,00 11,10 10,41 10,45 9,50 7,67
Derive 0,22 1,00 2,18 1,26 1,30 0,91
DivEulid 0,07 1,00 0,68 0,60 0,75 0,24
Fft 0,12 1,00 0,47 0,52 0,86 0,52
Integrale 0,48 1,00 2,04 2,41 3,75 2,41
KB 0,15 1,00 17,85 13,85 14,56 10,95 9,52
Moremath 0,048 1,00 0,746 0,523 0,634 0,35
Moremath2 0,044 1,00 1,006
Nulei 0,19 1,00 0,79 0,49 0,79 0,47
Pgd 0,33 1,00 0,65 0,24 1,46 0,24
Quiksort 0,03 1,00 0,21 0,43 2,44 0,42
Sieve 2,40 1,00 5,21
SoliLet 0,12 1,00 0,90 0,43 0,48 0,24
Syra 0,08 1,00 0,61 0,10 2,37 0,10
Tailall 0,08 1,00 0,54 0,03 1,00 0,03
TakE 0,23 1,00 37,20 30,36 31,60 30,48 31,37
TakC 0,05 1,00 0,27 0,09 1,61 0,09 0,10
TakU 0,03 1,00 0,17 0,06 1,01 0,06 0,06
Il a fallu traduire les programmes de test vers Standard ML, e qui n'a été fait
que pour quelques-uns. D'autre part, le ompilateur F# n'aepte pas tous les pro-
grammes Caml, e qui explique l'absene de test pour Arbl (qui utilise des modules
et fonteurs) et pour Moremath2 (les variants polymorphes n'existent pas en F#).
Sieve manque ar sa version F# produit un dépassement de pile, et Avl ne ompile
pas orretement (bogue dans le typeur de F#).
Les tests montrent que les trois ompilateurs .NET n'ont pas de bons résultats sur
les programmes très fontionnels (KB et Boyer : e sont les éarts les plus importants
ave oamlopt, les fateurs étant prohes de 100 et 50 respetivement) ou utilisant
les exeptions omme struture de ontrle (TakE). On peut remarquer que pour es
exemples de performanes très médiores, tous les ompilateurs .NET enregistrent
des résultats similaires.
En revanhe, les aluls entiers et ottants monomorphes donnent des résultats
bien meilleurs. Les performanes de OCamIL sur le ltrage de motifs sont bonnes
(test Moremath), y ompris sur les variants polymorphes (test Moremath2). Plu-
sieurs exemples donnent des résultats meilleurs sur la plate-forme .NET qu'ave
la mahine à ode-otet Caml : Avl, Bdd, DivEulid, Fft, Moremath, Nulei,
Quiksort, et. . . , parmi lesquels se trouvent presque toutes les  vraies  appli-
ations, e qui est enourageant. En raison de ses optimisations et de sa monomor-
phisation globale, le ompilateur SML.NET arrive en tête des performanes sur les
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tests auxquels il partiipe.
On peut déduire de la omparaison ave F# et SML.NET que les performanes
de OCamIL peuvent enore être améliorées. La bonne qualité du front-end (omme
par exemple la ompilation élaborée du ltrage de motifs) est pénalisée par les stru-
tures de données utilisées par le bak-end. Certaines analyses statiques permettraient
de faire gagner davantage en performane, par l'optimisation des représentations des
haînes de aratères et des exeptions dans des zones loalisées du ode produit.
La prodution de ode géré non-vériable n'a pas été expérimentée ave OCamIL
mais devrait produire de bons résultats. La suite du hapitre présente les améliora-
tions qui ont été introduites pour le ode géré vériable.
6.2.3.3 Amélioration des performanes
Il nous faut omprendre de manière approfondie les éarts de performanes entre
OCamIL et F# quand ils sont nettement en faveur de e dernier. Le désassembleur
de ode CIL ildasm permet de omprendre les optimisations utilisées.
Les trois versions du programme Tak sont très simples et donnent pourtant des
résultats diérents. L'examen de TakU/C montre que le gain provient de l'implan-
tation de la réursion terminale : alors que OCamIL utilise toujours l'instrution
.tail et un appel de fontion, les autres ompilateurs optimisent lorsque 'est la
même fontion qui s'appelle elle-même lors de la réursion terminale : dans es as
ils utilisent des instrutions starg pour éraser les arguments et branhent sur le
début du ode de la méthode au lieu d'eetuer un appel. Cette optimisation peut
failement être implantée dans OCamIL.
En e qui onerne TakE, le gain provient à la fois de la réursivité terminale
évoquée plus haut et de la représentation des exeptions : OCamIL utilise des blos
à la manière de Caml, où une haîne de aratères identie l'exeption, alors que
ses onurrents dénissent des lasses dédiées. La onstrution d'une exeption est
alors plus simple ainsi que le ltrage (reposant sur l'instrution isinst), rendant les
blos de traitement des exeptions plus légers.
Nous avons implanté l'optimisation des appels réursifs terminaux dans OCamIL
et refait les tests. Les améliorations sont sensibles sur Bdd, Pgd (gain ×2), Syra
(gain ×3,6), Tailall (gain ×11), TakC et TakU (gain ×2). Bien sûr es tests ne res-
semblent en rien à des programmes réels pour lesquels les bénées de l'optimisation
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sont dilués.
oamlopt oaml oamil fs fs fs smlnet
-Ooff unverif
Arbl 0,59 1,00 3,79
Avl 0,16 1,00 0,70
Bdd 0,06 1,00 0,48 0,41 1,27 0,32
Boyer 0,21 1,00 11,10 10,41 10,45 9,50 7,67
Derive 0,22 1,00 2,18 1,26 1,30 0,91
DivEulid 0,07 1,00 0,68 0,60 0,75 0,24
Fft 0,12 1,00 0,46 0,52 0,86 0,52
Integrale 0,48 1,00 2,04 2,41 3,75 2,41
KB 0,15 1,00 17,83 13,85 14,56 10,95 9,52
Moremath 0,048 1,00 0,746 0,523 0,634 0,35
Moremath2 0,044 1,00 1,006
Nulei 0,19 1,00 0,76 0,49 0,79 0,47
Pgd 0,33 1,00 0,34 0,24 1,46 0,24
Quiksort 0,03 1,00 0,20 0,43 2,44 0,42
Sieve 2,40 1,00 5,2
SoliLet 0,12 1,00 0,88 0,43 0,48 0,24
Syra 0,08 1,00 0,17 0,10 2,37 0,10
Tailall 0,08 1,00 0,05 0,03 1,00 0,03
TakE 0,23 1,00 37,14 30,36 31,60 30,48 31,37
TakC 0,05 1,00 0,12 0,09 1,61 0,09 0,10
TakU 0,03 1,00 0,08 0,06 1,01 0,06 0,06
Les performanes sont prohes de elles de F#, tantt supérieures, tantt in-
férieures. Des progrès sont enore possibles pour KB (pour e dernier on a vu à la
setion 6.2.2.2 que l'utilisation de haînes de aratères non mutables permet de ga-
gner 5%, e qui le ramène aux performanes de la version F#), TakE (en optimisant
la représentation des exeptions), Derive, Moremath, Nulei et SoliLet.
Pour es derniers une analyse plus poussée à l'aide d'un proleur révèle que
l'oupation mémoire et l'ation du ramasse-miettes entravent les performanes.
La version F# utilise des lasses plus légères pour l'implantation des variants (les
instanes ne omportent d'entier de tag, au lieu de ela une fontion getTag le al-
ule à partir d'instrutions isinst destinées à retrouver le type exat de l'instane
onsidérée). Dans le as d'un test de performanes qui pousse à la réation de nom-
breuses instanes de lasses, le gain de plae devient sensible et limite les ativations
du ramasse-miettes. D'autre part F# utilise des lasses dédiées pour les listes (très
nombreuses dans es tests) ainsi que pour les n-uplets (il existe des lasses spéiques
dans la bibliothèque de support de F# pour les n-uplets ayant un faible nombre de
omposants). Il est tout à fait envisageable d'implanter des optimisations similaires
dans OCamIL. Même dans le as de n-uplets polymorphes implantés par des lasses
dont les hamps sont typés par objet, on obtient des strutures plus eaes que
des tableaux d'objets néessitant des tests de bornes.
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6.2.3.4 Temps de ompilation
Le test suivant donne le temps de ompilation d'un programme Caml d'environ
3000 lignes. Cela permet de omparer OCamIL aux ompilateurs INRIA (tous s'exé-
utant sous la forme de ode-otet Caml) ainsi qu'ave le ompilateur OCamIL sous
forme bootstrappée.
oaml oamlopt pre-oamil oamil
0,448 1,00 1,07 7,33
On voit que la harge des passes de ompilation de OCamIL est omparable à
elle du ompilateur INRIA de ode natif. En revanhe la performane du ode OCa-
mIL fae au ode-otet Caml lorsque l'exéutable est le ompilateur Caml lui-même
(olonnes pre-oamil et oamil, voir aussi le dispositif de bootstrap à la setion
5.2.1.1) est moyenne. Les soures d'ineaité isolées dans les setions préédentes
(style très fontionnel, strutures de données polymorphes et utilisation des exep-
tions) s'appliquent au ode du ompilateur lui-même.
En onlusion de e hapitre, on peut dire que si ertaines optimisations permet-
traient d'améliorer les performanes du ompilateur OCamIL, elui-i oupe déjà
une plae raisonnable dans la gamme des ompilateurs de langages fontionnels sur
la plate-forme .NET. Il apparaît lairement que sur les programmes très fontionnels,
utilisant des strutures de données polymorphes et les exeptions omme méanisme
de ontrle, les performanes ne sont jamais bonnes, et proviennent de launes de
la plate-forme subsistant dans es domaines. An de mieux traiter les problèmes de
performane, il faudrait mener des tests permettant de séparer le temps d'exéution
du temps de réupération de la mémoire (un point où Objetive Caml est reonnu
omme exellent) : ela permettra de déomposer les eorts d'optimisation en deux
atégories distintes (optimisation du ontrle et de la taille des données).
Certaines des tehniques utilisées par d'autres ompilateurs .NET devraient per-
mettre d'améliorer les performanes de OCamIL. Des analyses statiques omme
dérites dans [62℄ peuvent être intéressantes pour ontrler la représentation des
exeptions. D'autre part si on peut s'inspirer de SML.NET pour mettre en ÷uvre
une politique de monomorphisation des valeurs, on favorisera plutt dans le as de
.NET l'utilisation des Generis, qui permettent une monomorphisation dynamique
(au moment de la ompilation Just In Tine) diretement prise en harge par l'envi-
ronnement d'exéution. La prodution de ode géré non-vériable (omme le propose
F#) laisse espérer quant à elle une amélioration des performanes d'environ 15%.
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Conlusion
Nous voyons le travail de ette thèse omme une ontribution au rapprohement
de deux ommunautés qui ont tout intérêt à ne pas s'ignorer.
La ommunauté des langages fontionnels est diilement dissoiable des milieux
aadémiques. Ces langages bénéient d'une assise théorique solide qui ontinue tou-
jours à s'enrihir, et ont réé un terrain propie à l'innovation et à l'expérimentation.
Bien présents dans l'enseignement universitaire, ils forment pourtant une proportion
minoritaire des langages utilisés dans l'industrie. De nombreux apports des langages
fontionnels (en matière de typage, mais aussi de modularité) ne sont reonnus que
tardivement et inorporés, timidement, dans les langages formant l'avant-sène de
l'industrie logiielle.
D'un autre té, la voie ouverte par Java et suivie par C# susite beauoup d'in-
térêt de la part des programmeurs. Ces langages et leurs plates-formes d'exéution
respetives donnent l'aès à des servies de haut niveau d'une manière simple et
tirent prot de méanismes de gestion de ode, de mémoire et de séurité failitant
le travail du programmeur. Ils ont de plus rapidement onquis le seteur inontour-
nable des langages de sript du Web (Java EE et ASP.NET). Ces langages ont une
arhiteture reposant sur des mahines virtuelles désormais largement diusées, sui-
vant ainsi la même approhe que plusieurs implantations de langages fontionnels.
Compiler es derniers sur es mahines virtuelles répandues permet d'aélérer leur
diusion et ouvre la porte à une interopérabilité aisée.
Cette thèse s'intéresse à es questions sous un angle pratique, aussi avons-nous
fait le hoix d'un langage fontionnel (Objetive Caml) et d'une plate-forme (.NET)
pour mener à bien nos expérimentations. Les apports de e travail sont les suivants :
 La réalisation d'un ompilateur omplet (supportant la totalité des traits du
langage soure, y ompris la ouhe objet et le système de modules et fonteurs)
et performant (orant une qualité semblable aux projets industriels tels que
F#). Le ompilateur a été boostrappé et tourne don omme un omposant
.NET indépendant. Le toplevel Caml a été adapté ave suès : il tourne sous
.NET et utilise la bibliothèque Refletion pour générer dynamiquement le
ode ompilé en mémoire.
 L'investigation de deux solutions antagonistes au problème des informations de
types devant ombler le vide laissé entre d'une part un typeur ne propageant
pas es informations (sur la base d'optimisations permises par un langage
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statiquement typé omme Caml) et d'autre part un environnement d'exéution
typé. La première solution a reherhé la modularité à tout prix et a montré
qu'il est possible de reonstruire une information susante pour générer des
programmes orrets sur la plate-forme .NET, dans le adre d'un projet à
ourt terme (de l'ordre d'un an de développement). La deuxième solution s'est
employée à propager les informations de types manquantes an d'obtenir des
programmes plus eaes.
 La oneption et réalisation de l'outil OJaaré.NET rend possible l'interopé-
ration entre des omposants érits en Objetive Caml et d'autres ompilés
à partir de langages tiers disponibles pour la plate-forme .NET. Ce travail
montre une manière de onilier deux modèles de lasses diérents, les utiliser
pour ommuniquer, et tirer avantage des deux. Les apaités de OJaaré.NET
sont démontrées par son emploi au sein même du ompilateur OCamIL (bin-
ding ave l'API Refletion). De plus le ouple OCamIL/OJaaré.NET résout
des problèmes renontrés par le prédéesseur de e dernier, OJaaré, qui était
ontraint de faire ohabiter les environnements d'exéution Java et Caml.
 Une sérialisation sûre s'appuyant les informations de typage CTS. La dé-
sérialisation n'éhoue jamais et l'utilisation d'une valeur dé-sérialisée sous un
type autre que le sien va provoquer le lanement d'une exeption, qu'il est
possible de rattraper dans le programme Caml.
 Ce travail permet enn d'évaluer la pertinene d'une plate-forme omme .NET
omme environnement d'exéution pour d'autres langages, en terme de rihesse
et de performanes.
Revenons sur les deux approhes de reonstrution et propagation des types.
La reonstrution est moins intrusive et reproduit plus dèlement l'environnement
d'exéution standard de Caml, qui est non-typé (pour le ode-otet Caml omme
pour le ode natif). L'absene de ontraintes de typage permet en outre d'implan-
ter failement les onstrutions Caml les plus omplexes (par exemple il n'y a pas
de limitation aux redénitions de types dans des délarations fontorielles omme
expliqué dans la setion 3.1.4).
D'un autre té la propagation des types néessite de modier le ompilateur
Objetive Caml de l'INRIA plus haut dans la haîne de ompilation, elui-i élimi-
nant le plus tt possible les informations de types. À nos yeux 'est là un défaut du
ompilateur Caml en matière d'ouverture sur le monde extérieur et le projet OCa-
mIL introduit un début de solution. La propagation des types permet les hoix de
représentations des valeurs les plus ns, e qui est garant de bonnes performanes,
mais aussi de lisibilité et de pertinene du ode engendré, failitant ainsi l'implan-
tation d'un débogueur (avoir des types préis à l'exéution permet une exploration
des valeurs pertinente en session de débogage) et améliorant les perspetives d'in-
teropération.
La plate-forme .NET n'est pas aujourd'hui totalement adaptée aux langages fon-
tionnels. Un premier pas a été franhi en permettant la réursion terminale, mais les
fermetures ne trouvent pas enore de représentation satisfaisante, omme le prouvent
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nos tests de performanes. Cela dit les extensions Generis (faisant dorénavant partie
de la plate-forme standard) et ILX vont dans la bonne diretion. D'autre part, on ne
peut pas dire non plus que les langages fontionnels, en tout as à travers l'exemple
de Objetive Caml, puissent failement s'ouvrir sur l'extérieur. En partiulier aller
au bout du redo du typage statique jusqu'à perdre les informations de types dans
un soui d'optimalité ontribue à isoler es langages.
Le bilan de l'expériene reste tout de même très positif, en partiulier par les pos-
sibilités oertes par l'interopération mais aussi par un ertain nombre d'avantages
immédiats déoulant de l'adaptation de Objetive Caml à la plate-forme .NET :
l'utilisation de threads et d'un GC onurrent mis à disposition par plate-forme
d'exéution (ave la possibilité de tirer partie d'arhitetures multi-proesseurs), des
avantages liés à l'introspetion de types sous .NET et une sérialisation sûre. Ces
diérents résultats s'appuient sur la génération de ode géré ; générer du ode natif
ne l'aurait pas permis et aurait demandé de manipuler deux environnement d'exé-
ution diérents, ompliquant d'autant l'interopérabilité. Une voie médiane onsiste
à générer du ode géré non-vériable en protant des garanties du typage statique
de Caml. À partir des résultats de F#, on peut alors ompter sur une amélioration
des performanes de 10%-15% (sur la base de notre jeu de tests).
Les diretions suivantes permettent de prolonger le travail de ette thèse :
 Implanter les optimisations suggérées par les tests de performanes, prinipa-
lement des analyses statiques portant sur les exeptions (les exeptions natives
de la plate-forme .NET sont très ommodes, et doivent être onservées, dans le
adre de l'interopération, mais sont beauoup trop oûteuses lorsqu'elles sont
utilisées omme struture de ontrle dans des algorithmes très fontionnels).
 Exploiter le polymorphisme oert par les Generis. Cette notion de polymor-
phisme permet d'implanter plus eaement des algorithmes génériques sans
mettre en ÷uvre une politique de monomorphisation dans le ompilateur. La
monormorphisation est assurée dynamiquement par la plate-forme ible et per-
met de s'aranhir du reours permanent au type objet dans la délaration
de strutures de données polymorphes. Cela va éliminer un grand nombre
d'opérations d'enapsulation et améliorer les performanes.
 Enrihir l'IDL de OJaaré.NET ave de nouvelles onstrutions : les types délé-
gués et les expressions de types des Generis. En plus des avantages mentionnés
i-dessus, les Generis fournissent un moyen naturel d'implanter des données
et des algorithmes polymorphes sur .NET, dans un adre onvenable pour
diérents langages. Permettre l'interopérabilité entre langages fontionnels et
des langages omme C# s'appuyant sur les Generis est un sujet de reherhe
prometteur.
 Proposer un mode permettant de générer du ode natif, et en général renforer
la ommuniation ave le monde non géré (omposants externes en ode natif
ou interfaés par COM). Le but prinipal est d'augmenter enore davantage
l'ouverture de Caml, en lui donnant aès au monde natif par le biais de la
plate-forme .NET. Il est également intéressant d'investiguer des représentations
mixtes gérées/non-gérées pour la ompilation de Objetive Caml (à la manière
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de Visual C++ ave extensions gérées) pour gagner en rapidité d'exéution.
Cependant il est assez omplexe de gérer ette mixité dans un adre sûr, en
présene d'un réupérateur automatique de mémoire, et en même temps de
onserver de bonnes propriétés d'interopérabilité. Enn il serait intéressant de
voir omment l'infrastruture .NET peut apporter à OCamIL le hargement
dynamique de ode natif.
 Développer un bak-end pour Java. Le travail réalisé sur .NET peut être fa-
ilement adapté à la JVM. Il est envisagé de paramétrer les transformations
eetuées par le ompilateur OCamIL de manière à pouvoir ibler l'une ou
l'autre des mahines virtuelles.
 Intégrer OCamIL dans les outils de débogage de la plate-forme .NET. Le ode
ible peut être enrihi d'attributs ontenant des informations de débogage. Le
travail supplémentaire est alors de propager des informations de ode soure
jusqu'au ode ompilé, e qui permet de oupler l'arbre de syntaxe typé ave le
ode exéuté, orant ainsi l'exploration des variables loales typées, la gestion
de points d'arrêts liés au ode soure et. . . Les attributs de débogage étant
standard, on peut alors utiliser diretement les débogueurs .NET sur des pro-
grammes OCamIL. La propagation des types et leur présene à l'exéution
.NET permet automatiquement une exploration intuitive des valeurs typées
(une nouveauté pour les environnements de développement Caml).
 Intégrer OCamIL dans des IDE omme Elipse et Visual Studio. L'idée est
d'interfaer les analyseurs lexiaux et syntaxiques ainsi que le typeur de Caml
dans es environnement de développements, pour obtenir une aide ontextuelle
rihe et une inférene de types en temps réel, et un adre onfortable pour le
débogage. Cela a été réalisé ave suès par SML.NET, et est en ours de
développement pour F#.
 Pour améliorer la sérialisation sûre, il est possible de onfronter les valeurs
dé-sérialisées à une expression de types à la manière de [47℄, an d'obtenir une
détetion antiipée des éhes de transtypage. L'implantation peut s'appuyer
sur l'API Refletion.
Nous espérons que e travail pourra fournir d'utiles résultats et de futures pistes
dans le domaine de la ompilation de langages fontionnels statiquement typés vers
une mahine virtuelle typée : notamment la préservation des informations de typage,
qui pour la atégorie de plates-formes visées est garante de performanes, mais aussi
d'ouverture sur le monde extérieur en engageant le langage soure sur la voie de
l'interopérabilité. On peut dire de la plate-forme .NET qu'elle n'est pas enore tout
à fait adaptée aux onstrutions trouvées dans es langages : une notion de fermeture
native est toujours manquante, toutefois les progrès enregistrés dans le domaine du
polymorphisme (tels que les Generis de .NET 2.0) initent à l'optimisme. La ma-
hine virtuelle idéale devra être multi-langages et portable, ombinant les avantages
de .NET et de la JVM, ave une meilleure prise en harge des langages fontionnels.
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Le ode-otet CIL
Les notations utilisées ont reours aux onventions suivantes :
 les rohets [℄ désignent un suxe optionnel (ainsi div[.un℄ fait référene à
deux instrutions : div et div.un),
 les aolades {} désignent une énumération (ainsi onv{i,u} fait référene aux
deux instrutions onvi et onvu).
Il est possible de les ombiner : par exemple add[{.ovf,.ovf.un}℄ désigne les trois
instrutions add, add.ovf et add.ovf.un.
Nous donnons ii le jeu d'instrutions de la mahine .NET dans sa version 1.1.
La version 2.0 introduit des opérations supplémentaires pour gérer les Generis (la
plate-forme 3.0, quant à elle, se base sur la mahine préédente 2.0).
Opérations numériques
Caluls Conversions
add[{.ovf,.ovf.un}℄
sub[{.ovf,.ovf.un}℄
mul[{.ovf,.ovf.un}℄
div[.un℄
rem[.un℄
neg
kfinite
and, or, xor, not, shl, shr[.un℄
eq, gt[.un℄, lt[.un℄
onv{i,u}{1,2,4,8}
onv{i,u}
onv.ovf.{i,u}{1,2,4,8}[un℄
onv.ovf.{i,u}[un℄
onv.r{4,8}
onv.r.un
Les opérations arithmétiques existent sous plusieurs versions, selon que l'on veut
déteter les dépassements de apaité (suxe ovf) et ne pas tenir ompte du signe
(suxe un). Les opérations ne sont pas typées et on utilise les mêmes instrutions
pour agir sur les diérents types d'entiers et de ottants. Les mêmes remarques
s'appliquent aux omparaisons et aux onversions.
Les onversions visent les diérents types entiers : oupant 1, 2, 4, 8 otets, sous
forme signée ou non, ainsi que les entiers natifs de la plate-forme hte sous forme
signée ou non (onv.i et onv.u).
La mahine dispose également d'opérations booléennes. Pour terminer l'instru-
tion kfinite teste si une valeur ottante est dénie et nie ('est-à-dire diérente
de NaN et ±Infty).
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Opérations de pile
Vers la pile Depuis la pile
Constantes :
ld.i{4,8,4.s}
ld.i4.{0,1,2,3,4,5,6,7,8,m1}
ld.r{4,8}
Arguments :
ldarg[.s℄
ldarg.{0,1,3,4}
ldarga[.s℄
starg[.s℄
Variables loales :
ldlo[.s℄
ldlo.{0,1,2,3}
ldloa[.s℄
stlo[.s℄
stlo.{0,1,2,3}
Par indiretions :
ldind.{i,u}{1,2,4,8},
ldind.i
ldind.r{4,8}
ldind.ref
stind.i{1,2,4,8}, stind.i
stind.r{4,8}
stind.ref
Pointeurs de méthodes :
ldftn, ldvirtftn
Objets :
ldobj
ldnull, ldstr
stobj
Champs d'un objet :
ldfld, ldsfld
ldflda, ldsflda
stfld, stsfld
Éléments d'un tableau :
ldelem.{i,u}{1,2,4,8},
ldelem.i
ldelem.r{4,8}
ldelem.ref
ldelema
stelem.i{1,2,4,8}, stelem.i
stelem.r{4,8}
stelem.ref
Autres :
arglist
ldlen
ldtoken
dup
pop
La plupart des instrutions d'empilement ou de dépilement des valeurs sont an-
notées par des types et admettent des as partiuliers optimisés :
 On distingue les types entiers de 4 et 8 otets signés ou non, les entiers natifs
ave ou sans signe, ainsi que les ottants en simple et double préision.
 Les optimisations rendent les instrutions plus ompates : par exemple alors
que ld.i4 doivent être omplétées par l'entier 32 bits à empiler, ld.i4.0 est
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spéique à l'entier 0. L'instrution ld.i4.s prend un entier en argument,
mais limité à l'intervalle −128 . . . 127, et n'oupant don qu'un seul otet au
lieu de 4 dans le ot d'instrutions.
Les instrutions ld empilent des onstantes. Les instrutions ldlo/stlo em-
pilent/dépilent des valeurs depuis les variables loales. Les instrutions ldarg/starg
font de même ave les arguments de la méthode. Dans les deux as l'index de la va-
riable est soit intégrée à l'instrution sous forme d'une onstante, soit fait partie
d'une instrution optimisée (omme ldlo.0 qui empile la première variable loale,
ou ldlo.s dont l'index n'oupe qu'un otet).
Les instrutions ldfld et ldsfld empilent des hamps d'instane et de lasse. Les
instrutions ldelem empilent des hamps de tableau : es dernières intègrent le type
de la donnée à empiler (dont .ref, utilisé pour les types référene). Les instrutions
ldind dé-référenent des pointeurs. L'instrution ldobj empile un type valeur en
suivant un pointeur. Chaune des familles d'instrutions préédentes possède aussi
des instrutions de dépilement.
L'instrution ldnull empile la valeur null et ldstr empile une haîne de ara-
tères onstante. L'instrution ldlen alule la longueur d'une haîne de aratères,
dup duplique la valeur en sommet de pile alors que pop l'élimine.
Les instrutions de la forme ld*a empilent l'adresse d'une valeur au lieu de la
valeur elle-même.
Restent deux instrutions spéiales : arglist empile un pointeur vers les argu-
ments d'une méthode ayant un nombre variable d'arguments et ldtoken T empile
un jeton de méta-données T (ette instrution est utile pour interagir ave l'API
Refletion).
Contrle
Branhement Appels Exeptions
br[.s℄
brfalse[.s℄,
brtrue[.s℄
beq[.s℄
bne.un[.s℄
bge[.un℄[.s℄,
bgt[.un℄ [.s℄,
ble[.un℄ [.s℄,
blt[.un℄ [.s℄
swith
jmp
all
alli
allvirt
ret
throw
rethrow
leave[.s℄
endfilter
endfinally
Parmi les instrutions de ontrle se omptent les branhements onditionnels
et inonditionnels, y ompris l'instrution swith. Les étiquettes de saut sont eno-
dées diretement dans les instrutions sous forme d'entiers signés (des sauts relatifs)
oupant 4 otets, ou 1 seul otet dans les formes optimisées .s.
Les instrutions d'appels all et allvirt dièrent : la première eetue un
appel de méthode non virtuel qui ourt-iruite la liaison tardive. L'instrution alli
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eetue un appel indiret à travers un pointeur de méthode. L'instrution jmp fait
passer l'exéution à une autre méthode, en prenant pour arguments eux de la
méthode ourante.
Les autres instrutions sont onsarées aux exeptions. Les blos d'exeptions
ne sont pas dénis par des instrution mais par des méta-données partiulières qui
marquent des segments dans le ot d'instrutions de la méthode.
Mémoire
Alloation Initialisation Copie Taille
loallo
newarr
newobj
initblk
initobj
pblk
pobj
sizeof
Nous regroupons ii des fontions d'alloation : newobj et newarr onstruisent
des objets et des tableaux, initobj et pobj initialisent et opient des types valeurs.
Les instrutions initblk et pblk allouent et opient des plages de données ;
loallo alloue une plage de mémoire dans la zone dynamique de mémoire loale
de la méthode. Ces trois instrutions ne sont pas autorisées dans du ode vériable.
Enn sizeof donne la taille en otets d'un type valeur.
Autres opérations (objet)
Objets / Value types Référenes typées
astlass
isinst
box
unbox
mkrefany
refanyval
refanytype
L'instrution astlass tente de modier le type dynamique d'un objet et
isinst teste si un objet est d'un type donné.
L'instrution box et unbox servent à l'enapsulation et la désenapsulation des
types valeurs.
L'instrution mkrefany fabrique une référene typée alors que refanyval et
refanytype permettent d'extraire d'une référene typée sa valeur et son type. Les
référenes typées ne sont utilisées que par Visual Basi.Net à notre onnaissane.
Divers
Instrutions Préxes
nop
break
unaligned.
volatile.
tail.
L'instrution nop n'eetue rien et break sert à marquer le ode à destination
des débogueurs.
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Pour terminer, des instrutions spéiales servent à préxer d'autres instrutions :
 unaligned. indique qu'une adresse n'est pas forément alignée en mémoire,
 volatile. indique qu'une variable est volatile,
 tail. indique qu'un appel est eetué de manière réursive terminale.
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Les primitives de Objetive Caml
Primitives des langages Lambda et Clambda
Nous détaillons ii les primitives utilisées dans le ompilateur Caml au niveau
des langages intermédiaires Lambda et Clambda. Rappelons que les paramètres font
partie de la primitive (ils sont statiques) et que les arguments peuvent être dyna-
miques, résultant de l'évaluation d'expressions Caml.
Opérations sur les entiers, les booléens et les ottants
Primitive Paramètres Arguments Desription
Paddint t1 et t2 entiers addition entière t1 + t2
Psubint t1 et t2 entiers soustration entière t1 −t2
Pnegint t entier opposé entier − t
Pmulint t1 et t2 entiers multipliation entière t1 × t2
Pdivint t1 et t2 entiers division entière t1 / t2
Pmodint t1 et t2 entiers modulo entier t1 % t2
Pandint t1 et t2 entiers ET binaire t1 & t2
Porint t1 et t2 entiers OU binaire t1 | t2
Pxorint t1 et t2 entiers OU exlusif binaire t1  t2
Plslint t1 et t2 entiers déalage logique à gauhe
t1 << t2
Plsrint t1 et t2 entiers déalage logique à droite
t1 >>> t2
Pasrint t1 et t2 entiers déalage arithmétique à droite
t1 >> t2
Pintomp omparaison C t1 et t2 entiers omparaison entière t1 C t2
Poffsetint un entier i t un terme entier alul de t+i
Poffsetref un entier i t orrespondant à une opération t:=!t+i
référene sur un entier
Psequand t1 et t2 booléens ET logique (séquentiel) t1 && t2
Psequor t1 et t2 booléens OU logique (séquentiel) t1 || t2
Pnot t booléen NON logique ∼t
Paddfloat t1 et t2 ottants addition ottante t1 + t2
Psubfloat t1 et t2 ottants soustration ottante t1 − t2
Pnegfloat t ottant opposé ottant − t
Pabsfloat t ottant valeur absolue ottante |t|
Pmulfloat t1 et t2 ottants multipliation ottante t1 × t2
Pdivfloat t1 et t2 ottants division ottante t1 / t2
Pfloatomp omparaison C t1 et t2 ottants omparaison ottante t1 C t2
Pintoffloat t ottant onversion ottant vers entier
Pfloatofint t entier onversion entier vers ottant
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Notes :
 La omparaison C peut être : =, 6=, <, ≤, > ou ≥.
 Les booléens ne forment pas un type séparé des entiers, mais les opérations
logiques entières et booléennes sont néessairement diéreniées.
Manipulation de blos
Primitive Paramètres Arguments Desription
Pmakeblok entier i et t_1 . . . t_n réation d'un blo de tag i
ag de mutabilité n termes quelonques onstitué des n valeurs
Pfield entier i t un blo leture t[i℄
Psetfield entier i et t1 un blo et ériture t1[i℄←t2
booléen (f notes) t2 un terme
Pfloatfield entier i t un blo leture t[i℄
Psetfloatfield entier i t1 un blo et ériture t1[i℄←t2
t2 un terme ottant
Notes :
 Le booléen indiquant la mutabilité dans Pmakeblok n'entre pas en jeu dans
la ompilation de ette primitive.
 La leture et l'ériture dans un blo sont néessairement sûres (ar l'index en
paramètre est déterminé statiquement : voir la diérene ave les haînes de
aratères ou les tableaux plus bas).
 Le booléen paramètre de Psetfield est vrai lorsque le terme t2 est susep-
tible d'être un pointeur sur un blo, auquel as la primitive doit se souier
d'éventuellement signaler au ramasse-miettes la nouvelle apture du pointeur.
 Les enregistrements ne ontenant que des ottants sont représentés à la ma-
nière des tableaux de ottants et es blos possèdent des primitives d'aès
dédiées. Ces dernières sont utilisées quant le typage a déterminé statiquement
que l'argument aura ette représentation spéique. Les fontions polymorphes
font appel aux primitives génériques, qui doivent savoir traiter toutes les re-
présentations (ela suppose un examen des blos à l'exéution).
Manipulation de haînes de aratères
Primitive Arguments Desription
Pstringrefu t1 haîne et t2 entier leture unsafe t1[t2℄
Pstringrefs t1 haîne et t2 entier leture safe t1[t2℄
Pstringsetu t1 haîne, t2 entier et t3 aratère ériture unsafe t1[t2℄←t3
Pstringsets t1 haîne, t2 entier et t3 aratère ériture safe t1[t2℄←t3
Pstringlength t haîne longueur de la haîne t
Notes :
 Les primitives d'aès aux haînes de aratères existent sous deux versions :
une version sûre qui lève une exeption en as d'indie inorret et une version
non sûre plus rapide, mais pour laquelle il n'y a pas de méanisme de rattrapage
d'erreur (le programme s'arrête sur une erreur irréupérable).
 Les aratères Caml sont des aratères 8 bits.
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 Les haînes de aratères de Caml ne se terminent pas obligatoirement par un
aratère nul, puisque la taille est ontenue dans l'en-tête du blo de haîne.
Manipulation de tableaux
Primitive Paramètres Arguments Desription
Pmakearray type de tableau des termes t_1. . . t_n
Parraylength type de tableau t un tableau longueur du tableau
Parrayrefu type de tableau t1 tableau et t2 entier leture unsafe t1[t2℄
Parrayrefs type de tableau t1 tableau et t2 entier leture safe t1[t2℄
Parraysetu type de tableau t1 tableau, t2 entier t1[t2℄←t3
et t3 terme quelonque
Parraysets type de tableau t1 tableau, t2 entier ériture safe t1[t2℄←t3
et t3 terme quelonque
Notes :
 Tout omme pour les haînes de aratères, les primitives d'aès aux tableaux
existent sous versions : sûre et non sûre.
 Le type de tableau permet de savoir si les éléments sont suseptibles d'être
surveillés par le ramasse-miettes : les tableaux onstitués seulement d'entiers
ou de ottants ne le néessitent pas par exemple.
Primitives liées au ontrle
Primitive Paramètres Arguments Desription
Praise t un terme délenhe l'exeption
représentant une exeption
Pall desription de la des termes t_1. . . t_n appel de la primitive
primitive externe ave les arguments t_1. . . t_n
Pisint t un terme quelonque indique si le terme est
un entier ou un blo
Pisout t1 et t2 deux termes entiers détermine si t1<t2
Notes :
 La desription de la primitive externe permet d'eetuer un appel vers une
primitive C au sein de l'environnement d'exéution ou bien fournie par l'utili-
sateur au moment de l'édition de lien.
 Pisint est utilisée pour le ltrage de motif, dans l'analyse d'une valeur de
type variant.
 Pisout est une version optimisée de l'inégalité entière utilisée pour la ompi-
lation du ltrage de motif.
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Entiers spéiaux et  bigarrays 
Primitive Paramètres Arguments Desription
Paddbint type d'entier t1 et t2 entiers boxés addition t1 + t2
Psubbint type d'entier t1 et t2 entiers boxés soustration t1 − t2
Pnegbint type d'entier t entier boxé opposé − t
Pmulbint type d'entier t1 et t2 entiers boxés multipliation t1 × t2
Pdivbint type d'entier t1 et t2 entiers boxés division entière t1 / t2
Pmodbint type d'entier t1 et t2 entiers boxés modulo t1 % t2
Pandbint type d'entier t1 et t2 entiers boxés ET binaire t1 && t2
Porbint type d'entier t1 et t2 entiers boxés OU binaire t1 || t2
Pxorbint type d'entier t1 et t2 entiers boxés OU exlusif binaire t1  t2
Plslbint type d'entier t1 entier boxé, t2 entier déalage logique à gauhe
t1 << t2
Plsrbint type d'entier t1 entier boxé, t2 entier déalage logique à droite
t1 >>> t2
Pasrbint type d'entier t1 entier boxé, t2 entier déalage arithmétique à droite
t1 >> t2
Pbintomp type d'entier t1 et t2 entiers boxés omparaison t1 C t2
C omparaison
Pbintofint type d'entier t entier onversion de t
vers un entier boxé
Pintofbint type d'entier t entier boxé onversion de t vers entier
Pvtbint 2 types d'entier t entier boxé onversion de t
entre 2 entiers boxés
Pbigarrayref nb de dimensions t tableau et leture du tableau
type de tableau t_1. . . t_n entiers suivant plusieurs dimensions
et agenement
Pbigarrayset nb de dimensions t tableau et ériture du tableau
type de tableau t_1 . . . t_n ouples suivant plusieurs dimensions
et agenement d'entiers et de termes
Notes :
 Les primitives d'entiers spéiaux gèrent les types entiers boxés Int32, Int64
et Nativeint (omme spéié par leurs paramètres).
 Les gros tableaux sont multidimensionnels et se délinent suivant les types
suivants : quelonque, de ottants simple ou double préision, d'entiers 8 bits
ou 16 bits signés ou non signés, d'entiers Caml, d'entiers 32 bits, 64 bits ou
natifs, ou enore de nombres omplexes sur 32 ou 64 bits. Ils peuvent avoir
plusieurs agenements en mémoire, selon les onventions de C ou de Fortran.
Divers
Primitive Paramètres Arguments Desription
Pidentity un terme quelonque retourne la valeur du terme
Pignore un terme quelonque jette la valeur du terme
Pgetglobal identiateur id lit la valeur de id dans les
variables globales des modules
Psetglobal identiateur id un terme t entier érit la valeur de id dans les
variables globales des modules
Pbittest t1 un blo et t2 un entier voir la note i-après
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Notes :
 Les primitives Pidentity et Pignore ne sont pas stériles ar le terme argument
est évalué.
 Pbittest eetue un test de bit sur le blo t1 : les 3 bits de poids faible de
l'entier t2 déterminent un numéro de bit b de 0 à 7 et les bits de poids fort un
oset k et on teste le bit b de l'otet lu au pointeur t1+k.
Ajout pour les besoins de CtypedLambda
Les primitives de CtypedLambda sont identiques à elles de Lambda et Clambda,
à une exeption près : la primitive Pfield se voit ajouter une version enrihie par
un paramètre supplémentaire.
Primitive Paramètres Arguments Desription
Pfldtag entiers i et tag t un blo (un variant de tag tag) leture t[i℄
Primitives ajoutées dans le langage ILM
Lors du passage de Ctypedlambda à ILM, de nouvelles primitives sont introduites.
Les prinipales sont illustrées sur le tableau suivant :
Primitive Paramètres Desription
Aesseurs
TPget_global nom d'un module retourne le blo global d'un module d'implantation
TPget_field hamp fild_tid lit un hamp de l'objet sur la pile
TPset_field hamp fild_tid érit un hamp de l'objet sur la pile
TPget_blok entier lit un hamp d'un blo générique sur la pile
TPset_blok entier érit un hamp d'un blo générique sur la pile
Création d'objets
TPmktop référene iltyperef rée une instane de fermeture sans environnement
TPmkenv référene iltyperef rée une instane de fermeture ave environnement
TPmkslos référene iltyperef rée une instane de fermeture partagée
TPmkmre référene iltyperef rée une instane d'un membre de fermeture réursive
TPbuildobjet desription de l'objet rée une instane d'un objet quelonque
Transtypage
TPast types type t1 et t2 transtype la valeur sur la pile de t1 à t2
TPonvint sorte d'entier boxé onvertit un entier quelonque en l'entier spéié
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