Abstract. The Hochschild and cyclic homology groups are computed for the algebra of`cusp' pseudodi erential operators on any compact manifold with boundary. The index functional for this algebra is interpreted as a Hochschild 1-cocycle and evaluated in terms of extensions of the trace functionals on the two natural ideals, corresponding to the two ltrations by interior order and vanishing degree at the boundary, together with the exterior derivations of the algebra. This leads to an index formula which is a pseudodi erential extension of that of Atiyah, Patodi and Singer for Dirac operators; together with a symbolic term it involves the`eta' invariant on the suspended algebra over the boundary previously introduced by the rst author.
Introduction
The Hochschild homology of the algebra of pseudodi erential operators on a compact manifold (without boundary) was computed by Brylinski and Getzler 4]; Wodzicki had earlier obtained related results. Guillemin and Wodzicki 6, 7, 25, 26] de ned a`residue trace functional' by analytic continuation; this generates the Hochschild cohomology in dimension 0 for the algebra of complete symbols, which is the quotient by the ideal of smoothing operators. These computations are closely related to the Atiyah-Singer index formula since the index can be expressed in terms of a Hochschild pairing for the symbol algebra.
For any compact manifold with boundary the algebra of`cusp' pseudodi erential operators is a natural generalization of the usual algebra of pseudodi erential operators in the boundaryless case. We describe the Hochschild homology of this algebra and various of its ideals and so deduce a pseudodi erential generalization of the Atiyah-Patodi-Singer index theorem. Such a generalization was previously discussed by Piazza ( 23] ) but without explicit evaluation of the component functionals, here interpreted as Hochschild cycles.
In case X is a compact manifold without boundary, let Z (X) be the algebra of 1-step polyhomogeneous (i.e. classical) pseudodi erential operators of any integral order. The smoothing operators form an ideal, I = ?1 (X); and the quotient A = Z (X)=I is identi ed, by choice of a quantization map, with the algebra of formal sums of homogeneous functions of integral order on T X n 0 with order bounded above and with a ?-product. A spectral sequence argument, see 4], allows
The research of the rst author was supported in part by the National Science Foundation under grant DMS-9306389; the second author was partially supported by NSF Young Investigator Award DMS-9457859 and a Sloan research fellowship. This manuscript is available by ftp from ftp-math-papers.mit.edu and from http://www-math.mit.edu/ rbm/rbm-home.html or http://www.math.psu.edu/nistor/. (1) where S X = (T X n 0)=R + is the cosphere bundle; the additional circle factor can be viewed as a quotient (or compacti cation) of the R + action. The pairing uses the symplectic form. In particular HH 0 (A) is one-dimensional; the dual space HH 0 (A) is spanned by the residue trace, Tr R ; of Wodzicki. This can be de ned as follows. If Q 2 1 (X) is self-adjoint, elliptic and positive its complex powers, de ned by Seeley 24] , allow elements of Z (X) to be regularized. In particular the only be interested in operators of order 1; or even of order 0; it is very convenient to discuss the formula (5) in terms of the Hochschild homology for the algebra of operators of all integral orders, since this is nite dimensional whereas the homology of the operators of order 0 is not.
It is this general discussion which we extend to the case of a compact manifold with boundary, so that (5) becomes a pseudodi erential index formula in that context, extending the Atiyah-Patodi-Singer index theorem for Dirac operators.
The basic algebra considered here consists of the`cusp' pseudodi erential operators on a compact manifold with boundary. It appears, at least implicitly, in the work of Livingston 13] . The properties of the algebra are discussed more systematically in 17], which is largely based on joint work of Rafe Mazzeo and the rst author. This algebra, denoted Z c (X); is determined by a choice of de ning function, or more precisely by a trivialization of the normal bundle to the boundary of the compact manifold with boundary X: A change of de ning function gives an isomorphic algebra. A general process of microlocalization allows Z c (X) to be considered as the quantization of an algebra of vector elds on X which, with the convention for coordinate systems that at a boundary point the rst function x de nes the boundary and its trivialization locally, is spanned by x 2 @ x ; and the tangential vector elds @ y : Thus, at least informally, elements of Z c (X) can be regarded as`symbolic functions' of these vector elds, with smooth coe cients. If x 2 C 1 (X) is a global boundary de ning function xing the trivialization of the normal bundle then this Lie algebra of`cusp' vector elds is V c (X) = V 2 C 1 (X; TX); V x 2 x 2 C 1 (X) : (6) We look at the cusp calculus instead of the more familiar b-calculus to avoid certain problems with completeness. The relationship between the two algebras (which means in particular that the index formula we obtain is valid for elliptic b-pseudodi erential operators) is brie y described in Appendix C. The b-calculus 0 b (X) and the`corresponding' cusp calculus 0 c (X) have isomorphic norm closures in the bounded operators on L 2 : In 18], the K-theory of the b-calculus is described. Since the K-theory is given in terms of the norm completion the conclusions are equally valid for the cusp calculus. At a C 1 level the`cusp commutation' x 2 @ x ; x] = x 2 (or rather x ?1 ; x 2 @ x ] = 1) in place of the`b-commutation' x@ x ; x] = x makes quite a lot of di erence as regards the computation of both Hochschild and cyclic homology. Nevertheless methods similar to those used here can be applied directly to the b-calculus.
The algebra Z c (X) reduces to Z (X) in the boundaryless case and consists in the general case of continuous linear operators on C 1 (X): The subspace _ C 1 (X) C 1 (X) of functions vanishing to all orders at the boundary is preserved by this action. Furthermore conjugation by any complex power x z of a boundary de ning function preserves the algebra. Just as we consider the algebra of all integral order pseudodi erential operators it is very helpful to expand the algebra to Here, and below, the arbitrary integral powers of x are denoted x ?Z to emphasize that this ltration is in the opposite direction to the other, order, ltration. There is an ideal of smoothing operators quite analogous to the boundaryless case, namely This is again an H-unital algebra, homologous to a matrix algebra, and writing the quotient as A therefore leads to a long exact sequence in Hochschild cohomology, as in (4) . It is again the case that a matrix of elements of x ?Z Z c (X) which is fully elliptic', in the sense that its image in the matrix algebra on A is invertible, is Fredholm as an operator on _ C 1 (X) N : Its index is given by the same`Fedosov formula' as the rst part of (3) and (5) Ind ( 
where q = 1 (Q) is the symbol of Q and c S X = ( c T Xn0)=R + is the sphere bundle associated to c T X; here q]] stands for Laurent series in q ?1 ; i.e. for each element there is an upper bound on the powers of q but no lower bound. The product is a ?-product induced by the quantization. Similarly the choice of the boundary de ning function x and a normal bration of X at @X induces isomorphisms
Here, the commutation between the Laurent series variable x and the suspended algebra of pseudodi erential (or smoothing) operators is through x; @ t ] = x 2 : Thus the variable on the linear factor in R t @X can be identi ed as t = 1=x: The double quotient is then doubly a Laurent series algebra
These identi cations and ltrations allow us to compute the Hochschild homology groups of all these algebras. The Hochschild cohomology groups can be expressed in terms of appropriate cohomology groups and duality: 
In particular we show that in each case HH 0 is one-dimensional, with a generat- (20) This represents an obstruction to the lifting of an invertible element A 2 A @; to an invertible element of A:
The index functional itself, de ned as the image in HH 1 (A) of the trace functional on Tr in (4) in the boundary case, can be expressed in terms of these same operations This leads to a pseudodi erential generalization of the Atiyah-Patodi-Singer index theorem in which the index is expressed as the sum of four terms. If A = A ij ] is a matrix in m c (X) which is elliptic and also translation-invariant near the boundary, just as is usually assumed in the case of Dirac operators, then one of these terms can be arranged to vanish. If it is further assumed that the indicial family A 0 = In(A) is normal (for Dirac operators it is selfadjoint) then a second term can be arranged to vanish and the resulting pseudodi erential index formula takes the form of the Atiyah-Patodi-Singer formula boundary maps is discussed in Section 7. This leads to a description of the Hochschild homology of A @ and A in Section 8. Morita invariance is then discussed and formula (20) for the boundary index is obtained in Section 10. The representation (21) of the index functional is derived in Section 11 and the index formula, (24) , is discussed in Section 12. The cyclic homology of the main algebras is deduced in Section 13, the extension to the Z 2 -graded case is described in Section 14 and the homology of some other related algebras is examined in Section 15. The appendices are devoted to a description of the relevant properties of the algebra of cusp pseudodi erential operators.
1. Functions and de Rham cohomology In this section we obtain some preliminary results including the homology of various weighted de Rham complexes.
Consider a compact manifold with boundary M and let x 2 C 1 (M) be a boundary de ning function. We shall consider the algebra of smooth functions on the interior of M with Laurent series expansions at the boundary
Let _ C 1 (M) C 1 (M) be the ideal of smooth functions vanishing to in nite order at the boundary. Then, with C 1 (@M) x] = f P 1 k=?n f k x k g denoting the Laurent series decomposed in any local product decomposition, Taylor's theorem gives a short exact sequence
Recall, 26] , that an algebra I is H-unital if its b 0 complex is acyclic; the di erential b 0 is de ned in (36) below. The following result is a re nement of the same result for C 1 (M); which is well known. Lemma 1. The algebra _ C 1 (M) is H-unital.
Proof. For any two manifolds M 1 and M 2 the topological tensor product is
Since _ C 1 (M) C 1 (M) is a closed subspace it follows that the space of k-chains for Hochschild homology is _
the space of smooth functions, on the manifold with corners M k+1 ; vanishing to in nite order at all boundary faces. Let z (j) denote the variable in the jth factor, for j = 0; 1; : : :; k:
Choose 2 C 1 c (R) with (0) = 1: With x (j) denoting a xed de ning function for the boundary of M but in the jth factor consider Ef(z (0) ; z (1) ; : : :; z (k+1) ) = ? x (0) ? x (1) x (0) + x (1) f(z (1) ; : : :; z (k+1) ); f 2 _ C 1 (M k+1 ):
The rapid vanishing of f at all boundaries, together with the fact that the singular coe cient is supported near the diagonal as x (0) or x (1) Consequently the Hochschild-Kostant-Rosenberg maps in (27) give isomorphisms of the Hochschild homologies of the three algebras in (25) . Notice that we could just as well use the basis element dx=x (or indeed dx) in the third space in (28). We use dx=x 2 because we think in terms of c-(cusp) geometry rather than b-geometry. Again by the de Rham theorem the cohomology of the rst summand is the absolute cohomology of M: Thus, the cohomology groups are as indicated in (29) and the long exact sequence arises from the short exact sequence of complexes
where the second map is the sum of pull-back to the boundary and the identity map In case X is a manifold with boundary consider the Laurent forms on this vector bundle, that is the formal sums of smooth forms on the interior of V n0 V which are homogeneous, with degree bounded above, and have at most rational singularities at the boundary:
Again the cohomology is seen to be concentrated in homogeneity zero so, by a simple computation, the cohomology of the de Rham complex for these spaces is naturally identi ed with b H k (S V S ) (35) where S V is the sphere bundle of V; and S is the circle arising from a homogeneous function on the bres.
Spectral sequence
In this we compute the Hochschild homology groups for some of the algebras described in the Introduction, namely those which can be readily deduced by spectral sequence arguments similar to those of Brylinski and Getzler in 4] .
Recall that if A is a topological algebra the (?1) i a 0 : : : a i a i+1 : : : a n b(a 0 a 1 : : : a n ) = b 0 (a 0 a 1 : : : a n ) + (?1) n a n a 0 : : : a n?1 :
The rst algebra we consider for a compact manifold with boundary is an analogue of the symbol algebra in the boundaryless case. Here we have used the notation of (35) for the`homogeneous' cohomology of a vector bundle over a manifold with boundary. Thus, if c S X is the (projective) sphere bundle of the cusp cotangent bundle, which is di eomorphic to the usual one and has boundary c S @X X; then 
the subspace consisting of the functions which are nite sums of terms homogeneous in each factor with total degree j: The ltration of these spaces, given by`the total order' is independent of the quantization used, so the corresponding graded spaces are naturally de ned and can be identi ed with the terms in (38).
The product on A is ltered with respect to the ltration by the order, k; in (37).
It therefore gives rise to a spectral sequence as in 4]. The E 1 term of this spectral sequence computes the Hochschild homology of the graded-commutative algebra 
where the image is the same formal sum of homogeneous i-forms (with homogeneity bounded above) on V n 0 V ; for V = c TX:
The di erential d 1 ; can be computed as in 4], Theorem 1 and Proposition 1. It is therefore the extension by continuity of the Poisson di erential on the interior; we denote this extension still by : The naturality of the cusp exterior algebra, bearing as it does the same relationship to cusp vector elds as the usual exterior algebra does to all vector elds, shows that is the Poisson di erential with respect to the (degenerate) Poisson structure de ned by the singular symplectic form on c T X: In canonical local coordinates near the boundary this form is just
Since it is homogeneous and the singularity at the boundary is of nite order, symplectic duality as discussed by Brylinski ( Thus the E 2 term of the spectral sequence vanishes, except for q = n; the dimension of the manifold X: From Lemma 3, as modi ed in the case of a manifold with boundary to (35) E 2 p?n;n = b H 2n?p ( c S X S ) = b H 2n?p ( c S X) b H 2n?p?1 ( c S X)d log r = H 2n?p ( c S X S ) H 2n?p?1 ( c S @X X S )x ?1 dx As in the boundaryless case it follows that all further di erentials are zero, so the spectral sequence degenerates at E 2 :
The convergence of the spectral sequence to the Hochschild homology also follows directly, as in the boundaryless case.
Next we consider the corresponding relative object which is an ideal in A : Proposition 3. The algebra of`complete symbols vanishing rapidly at the bound- The explicit formula for shows that it preserves the ltrations of both complexes (shifting orders by ?1). Since both spectral sequences degenerate at E 2 ; it is then enough to compute the morphism E 2 p;q ( ) : E 2 p;q (A @; This is the algebra of`indicial operators of order ?1 with Laurent series coe cients in x' as described in (14) . That is, I @ is ltered by the powers of x; x being given a negative degree, x ?p ?Z c (X)=x ?p+1 ?Z c (X) x ?p ?1 sus (@X): This isomorphism to the suspended algebra (which we also call the indicial algebra) on the boundary is discussed in the appendix. This ltration has completion properties similar to the the order ltration of the algebra of pseudodi erential operators. The spectral sequence associated to the same ltration and Lemma 1 shows that the b 0 -homology vanishes. This proves H-unitality which can also be seen directly as in Lemma 1. Proof. The general fact underlying this result is described in Lemma 26 in Appendix B. The present result follows by applying this to the kernel of A(z; ) as a conormal density on X 2 c with respect to the lifted diagonal c : The function x lifted from the left factor is not quite a de ning function for the boundary hypersurface (de ned by blow up) which the lifted diagonal meets, but is a product 0 where is such a function and 0 is a product of boundary de ning functions for boundary hypersurfaces at which the kernel vanishes to in nite order. Thus the additional factor of ( 0 ) z can be absorbed into the kernel to give a conormal distribution which is entire in z: Then Lemma 26 applies, with the poles in z shifted as a consequence of the fact that the resulting density has an additional factor of x ?2 :
We are interested in the following generalized (and`double') zeta function for 
Since Tr R is itself a trace functional, the continuity of Tr in the topology of I completes the proof. Alternatively the trace property can be seen directly by a simple computation similar to that in (46). The independence of choice of Q follows as before. This identi cation of Tr (A) and Tr R (A) allows us to derive an explicit formula for the former from the formula for the latter in 6] or 25], see also 4]. Namely, any element A 2 Z (2X) can be identi ed with its Schwartz kernel, a conormal right density with respect to the diagonal in (2X) 2 : The collar neighborhood theorem allows a neighborhood of the diagonal to be identi ed with a neighborhood of the zero section of TX: By dropping a smooth term the kernel can be assumed to have support in this neighborhood. Fourier transformation on the bres converts it to a smooth density on T X: The polyhomogeneity of the original operator is just the statement that this density has a complete asymptotic expansion ? m X j=?1 a j ! n ; a j homogeneous of degree j;
(with the nth power of the symplectic form used to remove the density factor). Even though the terms in this expansion depend on the choice of normal bration of (2X) 2 around the diagonal, the residue trace is always given by The arguments in Section 2 can also be used to compute the Hochschild cohomology groups of the various algebras, as the homology groups of the corresponding spaces. Using the canonical orientations coming from the symplectic structure and the counterclockwise orientation of the circles, we shall replace homology by cohomology using Lefschetz and Poincar e duality. Recalling that we always use complex coe cients, we therefore obtain isomorphisms Since the structure of this algebra is somewhat more involved we do not attempt This completes the proof.
9. Morita invariance In the following sections we will be concerned with index formul involving the cocycles studied in the previous sections. In order to obtain operators with nontrivial index we need to consider pseudodi erential operators acting between sections of two bundles E + and E ? ; with isomorphic pull-backs to the cusp-cosphere bundle c S X:
In this section we shall explain how the previous results extend to the simple case where E + = E ? = E over X: We shall replace all the algebras considered above by the corresponding algebras of operators between sections of E; for instance x ?Z Z c (X) is to be replaced by x ?Z Z c (X; E): In general by choosing an embedding of E into a trivial bundle, E X R N ; we obtain an idempotent e in M n (C 1 (X)); the projection onto the bundle E; and all our algebras A will be replaced by the bi-ideals (`corners') eM N (A)e: This will entail changing the algebras x ?Z G( c T X) to x ?Z G( c T X; hom(E)) and so on. These new algebras are Morita equivalent to the original ones and hence have the same Hochschild homology. 
In this case it follows from Proposition 15 that e Z( A; B]; z) is regular near z = 0: The fact that Ind(A) is the value at z = 0 is Fedosov's formula. We prove this lemma and discuss the index formula which follows from it in the next section. This lemma can also be viewed as expressing the compatibility between the boundary map in Hochschild homology and the boundary (or index) map in K-theory for a particular cocycle, namely the Fredholm trace. This compatibility is proved in general in 20] and will be used in further extensions of the index theorem, to families for example. The symmetrized form of (79) A further simplifying assumption, which can always be arranged by deformation, is that the operator A is translation invariant near the boundary. 16] . As already noted above the assumptions here do not limit the applicability of the index formula since they can be arranged by deformation.
To simplify the remaining two terms in the index formula appreciably we need to make a generally non-trivial assumption on the indicial family. 13. Cyclic homology For the algebras that we have considered the cyclic homology can be computed directly from the Hochschild homology; we proceed to explain how to do this. Recall 5, 14] that the cyclic homology of a unital algebra A; denoted HC n (A); is the homology of the cyclic complex (C(A); b + B) where
Completed (i.e. projective) tensor products are to be used if topological algebras are considered, as it is the case here. The di erential B is de ned by B(a 0 a 1 : : : a n ) = s n X k=0 t k (a 0 a 1 : : : a n ): (102) Here we have used the notation of 5], that s(a 0 a 1 : : : a n ) = 1 a 0 a 1 : : : a n and t(a 0 a 1 : : : a n ) = (?1) n a n a 0 : : : a n?1 :
Cyclic and Hochschild homology are related by a long exact sequence due to The statement is trivially true for m = 0: We begin with the following remark. The proofs of Propositions 2, 3, 4 and 5 show that the groups HH q (A 0 ) are generated by elements of order ?n + q with respect to the order ltration, and that all cycles of order less that ?n + q are boundaries. Here n denotes the dimension of the manifold M: This is a direct consequence of the computation of the E 1 terms of the spectral sequences associated to the order ltration.
Assuming the statement to be true for all values less than a given m we nd, from the Connes' exact sequence, that the groups HC m?1 (A 0 ) are isomorphic to The periodicity operator S is identi ed with the canonical projection, so the periodic cyclic homology groups are obtained by removing the restriction that k be positive. Proof. The computations for the rst three algebras follow from the computation of Hochschild homology and the previous lemma. The cyclic homology groups of A @ are obtained from the cyclic homology groups of A @; and I using the exact sequence in cyclic homology.
Bundles and grading
The discussion so far has been concerned with elliptic matrices of pseudodi erential operators. These results were extended directly to operators on sections of a particular vector bundle by selecting a complementary bundle, such that the sum is trivial. However, this still does not include the case of Dirac operators, since these in general give operators between non-isomorphic bundles. To overcome this we now brie y show how the results can be extended to the Z 2 -graded case.
For a Z 2 -graded algebra, let be the parity operator, so (a) = (?1) deg a a if a is of pure type. Let E = E + E ? be a Z 2 -graded vector bundle over a compact manifold with boundary X: Choose a parity-preserving embedding of E X (C N C N ) into a trivial Z 2 -graded bundle such that E = e ? X (C N C N ) for an even degree matrix-valued projecton e: Denote by str(a) = tr( a) the supertrace functional on hom(E) = eM 2N (C 1 (X))e: The embedding into a trivial bundle gives to rise a canonical connection r( ) = ed ; the Grassman connection on E:
De ne the Hochschild-Kostant-Rosenberg map in this case by (a 0 a 1 : : : a n ) = str (a 0 da 1^ ^da n ) = str (a 0 ra 1^ ^ra n ) + : : :
where the dots represent terms involving the curvature ede^de of the Grassman connection.
Reviewing the discussion in Section 1 we nd Proof. These isomorphisms are proved as in the proposition above. The periodic cyclic homology is independent on the choice of the embedding since any two embedding are homotopic by a smooth homotopy (eventually by increasing N) and periodic cyclic homology is homotopy invariant 5]. Since for the algebras listed above Hochschild homology embeds into periodic cyclic homology (Theorem 18) the result follows. Suppose that the bundles E + and E ? are canonically isomorphic in a neighborhood of the boundary. The embeddings E = e (X C N ) (e = e + e ? ) can then be chosen such that their images coincide in a neighborhood of the boundary, that is e + = e ? there.
We now proceed as in section 12. We shall use the extensions of the traces We will also need a correction term which potentially depends on the embeddings, which we now proceed to de ne. Denote by Q N = Q I the operator Q extended to act diagonally on the trivial graded-bundle X (C N C N Although this theorem involves an assumption on the`boundary triviality' of the operator A this is satis ed by admissible Dirac operators and in this sense it is a direct pseudodi erential extension of the Atiyah-Patodi-Singer index theorem. This is re ected in our assumption that E + = E ? in a neighborhood of the boundary.
All our previous results on the cohomology classes of the various cocycles appearing in the index formula extend to the above case (E + 6 = E ? ) with identical proof.
The correction term is an interior term, in the sense that it can be computed as the integral of a local term supported in the interior of the manifold X: This shows that the identi cation of the eta-invariant with one of the terms appearing in our index cocycle extends to this case as well. ?G q 0 ( c S X S ; 2n?q ) ? 0 where q 0 = n?q and G k ( c S X S ; j ) denotes the space of k-homogeneous forms.
The result then follows.
Appendix A. Cusp calculus We give a de nition of the`cusp' calculus on a manifold with boundary, by use of blow up techniques. This is also done in somewhat greater generality in 15]. Here we describe the construction and refer to 15] for more details. A more traditional characterization of cusp pseudodi erential operators in terms of standard pseudodi erential operators on Euclidean space is also given and the basic properties of the calculus are described.
An algebra of cusp pseudodi erential operators on a compact manifold with boundary, X; is determined by a choice of trivialization of the normal bundle to the boundary, which need not be connected. This is equivalent to the choice of a de ning function up to a positive constant multiple near each boundary hypersurface and the addition of a term vanishing quadratically at the boundary. We call such a choice a cusp structure on X: Lemma 19. Given any two cusp structures on a manifold with boundary X there is a di eomorphism of X; connected to the identity through di eomorphisms, reducing one to the other.
Proof. Let be a de ning function inducing one of two given cusp structures on X: Then, by scaling by a constant as necessary near each boundary hypersurface it can be assumed that there is a product decomposition of a neighborhood of the boundary of X of the form 0; 1] Y; Y = @X: Let V be the normal vector eld for this product decomposition, so satisfying V = 1 in f 1g: A de ning function for the other cusp structure is necessarily of the form a ; with C 1 (X) 3 a > 0: Only the restriction of a to the boundary a ects the cusp structure, so it can be assumed that the second de ning function is of the form 0 = a with a = 1 near = 1 and V 0 > 0 in f 1g = f 0 1g: It follows that t = (1 ? t) + t 0 is a 1-parameter family of de ning functions with V ( t ) = a t > 0 in f 1g: A suitable di eomorphism can be de ned by integration of the vector eld V t = a 0 t ?1 V from the xed surface f t = 1g towards the boundary.
The choice of a cusp structure on X de nes a Lie algebra of smooth vector elds by V c (X) = V 2 C 1 (X; TX); V 2 2 C 1 (X) (114) The space of pseudodi erential operators on X described here corresponds to the microlocalization of this Lie algebra of vector elds. The local structure of these vector elds follows by elementary computation. The local form of the vector elds allows (114) to be reversed in the sense that a de ning function 0 de nes the same cusp structure as if V c (X) 0 2 2 C 1 (X) where V c (X) is de ned from the : Said a di erent way this is Corollary 4. The Lie algebra V c (X) determines the cusp structure from which it is de ned.
The rst de nition we give is of the`ignorable' operators in the cusp calculus, these are actually the same for all cusp structures on the given manifold. where the same letter is used for operator and kernel. By Fubini's theorem these operators form an algebra. The rst, and intrinsically global, de nition we give of the cusp calculus uses the properties of real blow-up of p-submanifolds of a manifold with corners. First consider the space on which kernels of b-pseudodi erential operators become simple, X 2 b = X 2 ; fH Hg H2M1(X) ]
Here M 1 (X) is the set of boundary hypersurfaces of X: The sets of their products H H forms a disjoint collection of p-submanifolds of X 2 ; so the blow up is well de ned independent of order. As a manifold with corners X 2 b has an additional boundary hypersurface (compared to X 2 ) for each H: These faces are each naturally isomorphic (by de nition) to the inward-pointing spherical normal bundle to the corresponding H H 2 M 2 (X 2 ): The choice of cusp structure on X induces an analogous choice of cusp structure on X 2 ; since M 1 (X 2 ) = M 1 (X) t M 1 (X); and this provides a trivialization of the normal bundle to H H: Thus, using the given cusp structure, the extra faces of Lemma 23. Let G C 1 ((X ) 2 ) be such that _ C 1 c (X 2 c ) is a G-module with respect to point wise multiplication, then the space of kernels in (118) is a G-module over C 1 (X 2 ); it is also invariant under exchange of the two factors.
Since the lift of C 1 (X 2 ) to X 2 c has the module structure required of G in this lemma, m c (X) is a C 1 (X 2 )-module. This allows the space of kernels acting`from sections of one vector bundle over X to sections of an other vector bundle over X' to be de ned as a tensor product.
De nition 3. The space of cusp pseudodi erential operators, acting from sections of any given vector bundle E over X to sections of any vector bundle F over X and corresponding to a given cusp structure on the manifold with corners X is the space of kernels m c (X; E; F) = m c (X) C 1 (X 2 ) C 1 (X 2 ; Hom(E; F)) where Hom(E; F) is the bundle over X 2 with bre hom(E z 0 ; F z ) F z E 0 z 0 at (z; z 0 ) 2 X 2 :
We shall abbreviate the name to c-pseudodi erential operator and m c (X; E; E) 
If H is a de ning function for the boundary hypersurface H 2 M 1 (X) then g = L ( ?1 H ) R H is smooth on X 2 except at the boundary face H X: Moreover it is equal to 1 on the diagonal and lifts to X 2 b to be smooth up to the front face, i.e. there is again only one hypersurface up to which it is not smooth. The same 
