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COMPUTING PROTECTED CIRCUMSCRIPTION 
JACK MINKER AND DONALD PERLIS* 
This paper deals with computing circumscription in the case of Horn data 
with additional protection (indefinite data), an intermediate investigation 
between Reiter's result on predicate completion and Lifschitz's efforts to 
make general (formula) circumscription more efficient as a computational 
tool. Reiter has shown a close tie between McCarthy's circumscription and 
Clark's predicate completion. Here we investigate a similar tie between an 
extended version of circumscription involving protected data, and an ex-
tended version of predicate completion. When we have a fully ground 
atomic protected theory, we show that an extension to the relational algebra 
Can be used to obtain all (and only) correct answers. When general Horn 
axioms are added to the protected theory, we show that Horn axioms also 
can be used to compute sound answers; however, some correct answers will 
not be found. <q 
1. INTRODUCTION 
During the past several years, a number of notions have been developed surrounding 
the topic of nonmonotonic reasoning. A basic aspect of nonmonotonic reasoning is 
that of computing answers to queries with negated atoms. Using first-order logic 
requires that the theory contain negated data; otherwise queries that contain negated 
atoms will return with the answer unknown. First-order logic is monotonic in that 
when a consistent set of axioms is given from which one can prove a statement S, 
and a new statement B is added to the set of axioms and B is consistent with 5 , 
then one can still prove B. Adding negated statements to a database may overwhelm 
any practical system. It would therefore be of interest to consider systems which do 
not contain negated data and contain some rule that permits one to compute 
answers when negated information is requested. 
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A number of concepts have been investigated with respect to handUng negation in 
nonmonotonic systems. In logic-programming applications, negation is handled by 
failure to prove the positive atom. Clark [2] has shown that negation by failure 
corresponds to providing the "only if" statements to the "if" statements represented 
by the theory. It is interesting to note that the first-order theory with "only i f 
statements becomes cumbersome for computing answers. The nonmonotonic theory 
represented by "negation as failure" deals only with Horn clauses, from which it is 
relatively easy to compute answers. McCarthy [8] has introduced circumscription for 
1st order theories. When the theory is Horn, and there are a finite number of 
constants in the domain, then circumscription and "negation by failure" are closely 
related [17]. Under other conditions it may not be easy to compute answers to 
arbitrary queries in circumscribed theories. If, for example, the theory is non-Horn, 
then the usual concept of "negation as failure" does not apply and must be replaced 
by the "generalized closed-world assumption" (or "generalized failure by negation") 
as developed by Minker [10]. In such a theory it is difficult to compute answers, as 
may be seen by the work of Grant and Minker [5], Henschen and Yahya [6], and 
Bossu and Siegel [1]. 
The theory of circumscription as described by McCarthy [8] does not cover the 
topic of protected circumscription [13]. In circumscription, the object is to cir-
cumscribe a predijpate so that only that which is known to be true will be true and 
that which is not known to be true will be circumscribed from being true and in fact 
will be considered false. In some situations we are interested in circumscribing a 
predicate except that it is desired not to conclude that the predicate is false for 
certain exceptional values of the argument to the predicate. McCarthy's [9] later 
version of circumscription, called formula circumscription, does subsume protected 
circumscription, but it is not clear that Reiter's work extends to allow one to 
compute efficiently in this case. We note that Lifschitz [7] has nonetheless taken 
major strides toward reducing formula circumscription to a more tractable form. 
In this paper we investigate computational issues with respect to protected 
drcxmiscription where the theory is Horn with some exceptions where the user 
specifies that he does not want to conclude that some values are either true or false. 
In Section 2 we discuss the concept of protected data and propose an algorithm that 
can be implemented readily to answer queries when the theory consists entirely of 
ground atomic formulas and formulas that denote protection under the closed-world 
assumption [15,13]. We then formulate a logic representation of the same problem 
and prove that the results obtained in the two theories are equivalent. In Section 3 
we review the notion of protected circumscription and show that ^ e results for the 
above groimd case when using the logic representation or the concept of protected 
circumscription are equivalent. In Section 4 we consider the case of deductive Horn 
data bases with protection. That is, we are no longer concerned only with the ground 
case. Here we propose an extension to the algorithm presented in Section 2. We 
show that the results obtained in computing answers to queries in the case of the 
algorithm and the results from protected circumscription are not equivalent. We 
then show that a suitable "preparation" of a database will prevent the algorithm 
from producing any answers that contradict circumscription, and also will produce 
all correct answers to queries in certain forms. 
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2. PROTECTED DATA 
2.1. The Concept of Protected Data 
Consider a database that consists of the following data: 
{R{a),R{b),S{a),S{c)] 
There are two one-place predicates in the database: R and 5. In such a database 
augmented by the closed-world assumption, it is possible to prove not only the four 
(positive) atoms, but also the negative Uterals -iA(c) and -,S(b). We wish to 
investigate databases that contain a form of null value in which it is not known 
whether a particular atom is true or false. We refer to such unknown data as 
exceptional, and to the process of representing this situation as protection. 
Consider the above database where R(c) is to be exceptional, that is, its truth or 
falsity is unknown. We represent this as follows: {Ria), R{b), ER(c), S(a), S(c)}. 
By ER(c), we mean that it is unknown whether R(c) is true or false; that is, 'c ' is 
protected in the relation R. 
In this first-order theory augmented by a closed-world assumption, it is possible 
to compute Ria), Rib), ERic), Sia), and Sic). We desire that it be possible to 
compute neither i?(c) nor -,Ric), since 'c ' is protected for R. However, with the 
closed-world assumption, both -IJR(C) and -,Sib) are provable as well. 
We refer the reader to Zaniolo [18] for an excellent discussion of the problem of 
indefinite data. We note that our concern here differs from that of Zaniolo, in that 
he is not concerned with the problem of negating conclusions when possible (the 
closed-world assumption CWA). He focuses instead on what he calls the problem of 
defining "a lower bound: the set of objects which, on the basis of available 
information, can be concluded to satisfy Q for sure...". The dual " upper bound" 
problem, in his words, "of preserving the closed-world assumption when deahng 
with incomplete databases", is one we address here. 
2.2. Algorithm for Computing with Protection 
Again, consider the database [Ria), Rib), ERic), Sia), Sic)}. If we calculate as 
follows using this database: when one wants to compute the negation of an atom, 
one takes the entire domain, subtracts out those constants that satisfy the positive 
atom, and also subtracts out the protected constants, then the constants remaining 
may be assumed to satisfy the negation of the atom. Let \\W]\ denote the computa-
tion of a well-formed formula by this method; then for the above example we have 
| h 5 ( x ) 11= {a, b,c] - \\Six) \\-\\ESix) \\. 
Since the atom S is not protected, ||£'5(x)|| = 0 , and ||5(x)||= {a,c], we obtain 
\\^Six)\\={b}. 
In addition, if we calculate ||-,/?(A;)|| in the same way, since 'c ' is protected for R, 
we obtain ||-,i?(x)||= 0 . That is, we cannot prove -ii?(c), and hence, 'c ' is 
protected for R, since we cannot prove i?(c). Thus, the two methods of computation 
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just described yield the same results for this example. We shall show later that the 
algorithm computes correct answers for the case of relational databases. 
Our algorithm, which effectively extends relational algebra to handle protected 
data, is as follows: 
Protected-Relational-Algebra Algorithm (PRA) for Answering Queries With Protected 
Data. Let A hs a finite set of ground atomic formulas, allowing exceptions 
(protected data), but without function letters. Let PRA be the algorithm defined 
below, which begins with a quantifier-free query Q (in conjunctive normal form) 
and returns a set ||Q|| of (tuples of) constants from the universal set PT of all 
constant symbols in A (the Herbrand universe of ^ ) . A protected (or exceptional) 
atom P(a) is indicated by the atom EP{a) in A. 
Protected-relational-algebra algorithm (PRA): input Q{x), output \\Q\\, where jc is a 
vector Xi,..., x„, W is W", and 
if Q is atomic then \\Q\\ = {x^^i•.Q{x)&A]\ 
if Q is - ,5 the ||ei| = W - \\B\\ - \\EB\\ (B is atomic); 
if e i s B & C t h e n | | e | | = p | | n | |C | | ; 
if <2 is 5 V C then 
if 5 V C is a tautology then \\Q\\ = W, 
else||e|| = ||5||U||C||. 
The manner in which negation is handled in the protected relational algebra is 
referred to as the protected closed-world assumption. Note that PRA can be applied 
to any wff Q, but if Q is not in conjunctive normal form then tautologies may not 
be correctly identified. For instance, the wff 
[P{x)&Q{x)]v[-P{x)w -Q{x)], 
which is in disjunctive normal form, will not produce via PRA all tuples of W even 
though it is a tautology. 
In the following sections, we show that the algorithm produces the same 
answers as two other approaches, which we call the logic representation and 
protected circumscription, in the ground function-free case. 
2.3. Logic Representation 
In the case of (Horn) databases we have a generalization of the idea of Clark [2], 
who, when discussing negation as failure, showed that an "if and only i f condition 
was its analogue. For example, if P(a) and P{b) are known and we do not care 
about c or d, then we write 
{x = a)v{x = b)*^P{x). 
"If and only i f conditions of this form are referred to as completion axioms. Now, if 
one wants to protect c while leaving d unprotected, our solution is simply to place 
(x = c) on both the right- and left-hand sides of the above formula, to obtain 
{x = a)v{x = b)v{x'=c)<^P{x)v{x = c). 
"If and only i f conditions of this form we shall call protected completion axioms. 
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For later reference, note that we can rewrite this as a conjunction of two formulas 
and then remove tautologies: 
{x = a)v{x = b)v{x = c)^P{x)\/{x = c), (1) 
(x = a ) v ( x = fc)v(x = c ) « - P ( x ) v ( x = c), (2) 
and then 
(x = a)v{x = b)^P{x), (3) 
P{x)-*ix = a)v{x = b)\/{x = c) (4) 
(here we assume distinct constants stand for distinct entities). If the original theory, 
which here we can take to be (x = a)\/(x = b)^ P(x), is denoted A, then A 
augmented by the protected completion axioms together with the unique-names 
hypothesis [16] alluded to above—that distinct constants stand for distinct entities 
—we refer to as the logic representation, L R ( ^ ) , of A. 
2.4. Equivalence of Algorithm and Logic Representation 
We shall prove that the algorithm PRA and the logic representation L R ( ^ ) are 
equivalent, for queries of the form {x\B{x)}, where fi is a quantifier-free formula in 
conjunctive normal form. The following theorem can now be shown. 
Theorem 1. a^ \\B\\ iff LR(A) \- B{a) for all quantifier-free formulas B in conjunctive 
normal form, where A is an atomic function-free theory. 
PROOF. We proceed by induction on the length of B. 
(1) If B is atomic, then by definition of PRA, a G ||fi|| imphes L R ( ^ ) I- 5 (a ) , since 
in fact then A \- B(a). On the other hand, if L R ( ^ ) I- B{a), then A \- B(a), 
since ^ is a ground theory and the completion-plus-protection yields no new 
positive atoms. Then a G \\B\\. 
(2) B is - ,P , where P is atomic. If a e | |5 | | = | |-,P|| then a is neither in ||P|| nor 
in II^PII. But then Ay-P(a), and as above, then LR(A)y- P(a). Moreover, 
Pia) is not protected, so LK(A)\- -nP(a). On the other hand, if LR(A)\-
-,P(a) then a is neither in \\EP\\ nor \\P\\ (the latter since for atomic wfifs 
provabihty is the same as algorithmic vaUdity). So we get a G | | - , / ' | | . 
(3) B is P&Q. But then a G p | | ifi" a e | |P| |int| |e| | iff LK(A) \- P(a)&Q(a) (by 
the inductive hypothesis). 
(4) B is PV Q.li a &\\B\\md B is not a tautology, then either a G ||P|| [in which 
case LR{A)\- P(a)] or a e | | 6 | | [in which case LK(A)h Q(a)]. So in either 
case, tR{A)\- P(a)\/ Q{a). If B however is a tautology, then we have 
LR(^) I- P(a) V Q{a) also. On the other hand, if LR{A) I- Pia) V Q(a), and if 
PV Q is a tautology, then again by PRA aG | | 5 | | . But if Pv Q is not a 
tautology, we proceed as follows. First consider the case in which P and Q 
consist of positive atoms. We want to show that at least one of P(a) and 
Q(a) is a theorem of LR(A). But a proof of P{a) V Q(a) by refutation-resolu-
tion can proceed only by producing negated atoms of the form a=^ c^, since 
-iP{a) and -,Q{a) will resolve only with clauses of the forms (x = c j V (jc = 
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C2)V ••• -^Piix) and (;c = q ) V(x = Cj)V ••• -^ Q^ix). In order to fail, 
one of these negated atoms must fail, i.e., some a¥= c^ must resolve with 
a = c^; but this occurs on a single branch from either -tP{a) or -,Q{a), and 
hence either P{a) is proven or Q{a) is proven. Then by the inductive 
hypothesis a is either in \\P\\ or in \\Q\\. 
Next, if Q, say, is a single negated atom (for instance if Q is -,R), then we 
have LR(A)h P(a)V -iR(a), where k is an atom and P is a disjunction of 
Uterals. Now a refutation-resolution proof derives a failure from ->P(a) and 
R(a). But the latter can resolve only with protected completion clauses of the 
form Rx-^(x = c{)V(x = C2)V ••• V{x = c„), yielding (a = q )V(a = Cj) 
V • • • \/(a = c„). Now either these disjuncts are all false, or exactly one of 
them is true, since we take Ci,C2,...,c„ to be distinct elements. In the former 
case, then all such clauses disappear and failure comes directly from R{a), so 
that LK(A)h -,R(a). In the latter case, suppose a = c^ is true, and resolves 
with a unit clause a # c , in a branch derived from -iP(a). Then a # c , is 
already false and so -,P(a) faUs by itself: 
/ \ 
-.P{a) Ria) 
I I 
a¥=Ci a = c, 
\ / 
nil 
This then completes our proof by induction. D 
Thus, the protected-completion axioms and the protected relational algebra yield 
the same answers to queries on a ground-atomic-theory database with protected 
data. The protected closed-world assumption in the Horn theory avoids the poten-
tially complicated answering process in the first-order theory augmented by the 
completion axioms. 
Note that when the formula B is not in conjunctive normal form, the situation is 
rather different. For instance, let the database be EPa and Qa, and let the query be 
[Pa&Qa]W[-,Pa&Qa]. Intuitively this should be answered "yes" (i.e., true), for it 
is logically equivalent to Q(a). But since Pa and -,P(a) are separated into two 
clauses, PRA will not recognize this, and will not return this answer. Also note that 
the test for tautologies in PRA in fact is quite trivial in the intended case, namely for 
wffs B that are in conjunctive normal form; for this amounts to nothing more than 
determining whether any clause contains two opposite Uterals, which can be per-
formed in time linear in the length of the clause. 
3. PROTECTED dRCUMSCRIPTION AND PROTECTED DATA 
3.1. Background on Circumscription 
We review briefly the idea of circumscription. Given a predicate symbol P (other 
than the equality predicate symbol) and a formula A[P] containing P, the cir-
cumscription of i* by y4[P] can be thought of as saying that the P-things consist of 
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certain ones as needed to satisfy ^ [P] and no more, in the sense that any P-things Z 
satisfying A[Z] already include a//P-things: 
CnZ]:[A[Z]&{x){Zix)^Pix))]^{y){Piy)-^Z{y)). 
A key example, emphasized by McCarthy, is the following: let A[P] be P(a)v 
Pib). Let Zi(x) he x = a and Zjix) be x = b. Then from P{a) V P{b) we get that 
either Z^ or Zj can serve for circumscription, i.e., either P(x)^ Z^(x) or P{x)^ 
ZjCx). Thus either a is the only P-thing, or b is: - iP(a) V ^P{b). 
The concept of predicate circumscription initially developed by McCarthy [8] was 
extended by him [9] to include general formulas. Although McCarthy [8] had a 
soundness result for predicate circumscription in terms of minimal models, he had 
no such result or model theory for formula circumscription. Minker and PerUs [13] 
provided a model theory and showed soundness for the intermediate case of 
protected circumscription. Etherington [3] has provided a model theory and sound-
ness for formula circumscription, generalizing the previous work. Perils and Minker 
[14] estabUsh a partial converse to all these soundness results, for certain classes of 
theories—in particular, for theories all models of whose circumscriptions are minimal. 
One such type of theory is that in which the universe is provably finite. 
3.2. Protected Circumscription 
As a motivation, suppose a database DB is given, and that as is usual the queries Q 
that are answerable affirmatively are the ones that are true with respect to an 
intended real world model, with the exception of certain queries regarding items that 
we know have not been specified completely yet in DB. For example, we may know 
data are still being gathered on these items, such as, say, incomes of middle-level 
management in a large company, while all the other entries in DB may be complete. 
We may wish to reason about DB assuming that all data are known (closed-world 
assumption [15]) except for these incomes. That is, we may wish to protect these data 
from circumscription. 
Here we review a simple syntactic device which will yield the desired result in 
such cases. We suggest that once A has been selected as appropriate for circumscrib-
ing P, and if (perhaps later) it is desired to protect certain things (say, those 
satisfying the predicate EP) from this process, so that circumscription will not be 
used to show £P-things are not P-things, we can keep the same criteria A, but alter 
the form of the schema itself. Writing EPj(x) for protected from circumscription of 
the atom P,, and writing T/U(x) for T(x)&.-,U(x), we alter the circumscription 
schema to read as follows: 
Definition. The protected circumscription schema for predicate letters P^,...,Pi^ in 
the axioms A is 
C [ ^ ; P i , . . . , P , ; £ P i , . . . , £ P j : ^ [ Z i , . . . , Z j & A ( ^ ) ( Z , / £ P , ^ P , ) 
-*My){P,/EP,^Z,) 
i 
An example of the algorithm and circumscription is as follows: Let A consist of the 
atoms 
{R{a)Rib)S{a)S{c)ER{c)], 
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SO that /?(c) is protected. Then circumscription would allow us to prove -^S(b), 
and no other literals than this and those already in A. The algorithm PRA will 
yield the same result: if we query ||i?||, we get {a,b]; \\ER\\ = (c), and ||-,/?|| 
yields {a , fc ,c}-p | | - | |£ /? | | = nil. Also, ||5|| = {a,c); ||£S|| = nil, and |hS | | = 
{fl,Z>,c}-||S||-|||£5|| = {Z>}. 
If we circumscribe on all predicates at once, which is the form corresponding to 
predicate completion and to the algorithm PRA, then we use as many protection 
predicates £/*, as there are original predicates P,. 
3.3. Equivalence of Logic Representation and Protected Circumscription 
In this section we show that the logic representation LR(yl) of an atomic function-free 
theory .4 and its protected circumscription ciRC(yl) are equivalent in a precise sense. 
We employ the notation A\-^B to mean B is provable from A by protected 
circumscription. 
Theorem 2. LR(.4) \-BiffA\-^B, where A is an atomic function-free theory. 
PROOF. We simply circumscribe all P in 4^ to derive LR(V4), for the left-to-right 
direction. Let Pcj,...,Pc„ be the P-atoms in A, and let Zp(x) be (x = Ci) 
V • • • V(x = c„). Then circumscribing A with protected atoms PS^,..., PS^ yields 
the completion axioms 
Px V (x = 5i) V • • • V (x = S„) «^  
(x = ci)v ••• v (x = c„)v(x = Si)v ••• V(x = 8^). 
Now for the converse. Note that for atomic theories A, a completeness theorem [14] 
holds foT A: a wfif B is true in all minimal models of A iff it is a circumscriptive 
theorem of A. Now if M is a model of LR(^) then Af is a minimal model of A, since 
if (the extension of) any wff P is reduced, M no longer is a model of LR(^) , and 
hence no longer a model of the circumscriptive schema (by the first part of the 
proof). Then all models of LR(A) are minimal, and it follows that if A \-^B then 
A 1= ^B, whence LR(^) N B, and finally iJR(A)i- B. n 
As a consequence, protected circumscription, the algorithm PRA, and the logic 
representation LR.(^) are equivalent in terms of what conclusions they produce, for 
theories A that are atomic and function-free. In the following sections, we attempt to 
extend these results to more complex theories. 
4. DEDUCTIVE DATABASES AND PROTECTED DATA 
4.1. Protected Relational Algebra for Deductive Horn Databases 
Let y4 be a finite set of definite Horn formulas, allowing exceptions (protected data), 
but without fimction letters. We wish to compute answers to queries in this case 
using an obvious extension to algorithm PRA presented earlier. Let PRAH be the 
algorithm defined below, which begins with a query Q (in conjunctive normal form) 
and returns a set ||Q|| of constants from the universal set W of all constant symbols 
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in A (the Herbrand universe of A). A protected (or exceptional) atom P{a) is 
indicated by the atom EP(a) in A. 
Protected-relational-algebra algorithm for Horn theories (PRAH): input Q; output 
lieil. where 
if Q is atomic then \\Q\\ = {x e W: ^ h- Q{x)]\ 
if Q is - ,5 then ||eil = W- \\B\\ -1|£:5|| (fi will be atomic); 
if e i s 5 & C t h e n | | e | | = p | |n | |C | | ; 
if e is 5 V C then 
if fi V C is a tautology then \\Q\\ = W 
else||e|| = ||5||U||C||. 
Note that the only difference between the algorithm PRAH and the algorithm PRA, 
aside from the fact that A now is a more general kind of theory, is that PRAH 
employs provability from A rather than simple axiomhood in the atomic case. 
4.2. Nonequivalence 
The case in which there are general Horn clauses in the theory that contain 
impUcation symbols and both the left and right sides are not empty, compUcates 
matters. Consider a simple theory, A = {P{a), EP{c)] Q{x)*- P(x). The corre-
sponding first-order theory corresponding to A obtained using protected cir-
cumscription is 
ciRc(y4)={i '(x)v(x = c ) « ( x = a ) v ( x = c), P{x)<^Q{x)}. 
If we modify our algorithm as above to state provabiUty, as the obvious generaUza-
tion, we do not obtain the same results from the circumscribed theory and the 
algorithm. Applying the algorithm to ^ , we obtain -iQ(c), whereas in ciRC(v4), we 
caimot prove -iQic). 
Furthermore, although it is possible to circumvent this difficulty by addition of 
further protection atoms, the algorithm can fail for some disjunctive queries. For 
example, the theory A' = {P(a), EP(c), Qix) <- P{x), EQ{x) <- EP{x)) now pro-
tects 'c ' for the atom Q, and the corresponding protected theory finds negations 
correctly. The protected circumscription theory for A' is given by 
CIRC(y4') = 
{/>(x)v(;c = c)«-»(x = a)v(;c = c), Q{x)y {x = c) <^ P{x)y {x = c)]. 
But now, while CIRC(^') "computes" the answer to the query -^P{x) V Q{x) to be 
{a}, the same answer is not obtained by the use of the algorithm appUed to theory 
A'. That is, PRAH will produce the answer \\-,P{x) V Q(x)\\ = 0 . 
4.3. Soundness of a Suitably Prepared Database 
We estabUsh that the appropriate "preparation" of the database will force the 
extended algorithm to agree with protected circumscription, in the weak sense that 
all answers to queries given by the algorithm will be consistent with the results of 
circumscription. The preparation we have in mind is that of adding extra protection 
to the database, typified in the following situation: ii P -* Q and EP(a) are in the 
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database, then EQ(a) is added, or alternatively, EP{x) -^ EQ(x). We shall proceed 
by estabUshing several lemmas before giving our principal result on this. 
Definition. Call a theory A suitable if it consists of a finite nonrecursive Horn 
database H augmented with a set E of ground protection clauses of the form 
EP(a) where P is a predicate symbol, function free, complete in the sense of 
Perils and Minker [14] (i.e., all models of the circumscription of A are minimal). 
Throughout we refer the reader to the following example for illustration: Let H 
consist of the clauses 
( Fx «- Hx, Ga <- la, la «- Ba, Ix *- Cx&Fx, 
Ba<- Ca&Da&Fa, Fb^Db, Ha], 
and let A consist further of H together with the protection atom ECa. 
As we saw in the examples of nonequivalence of ciRC(y4) and PRAH, the algorithm 
may overdo the CWA in the sense that circumscription treats certain atoms as if 
protected while PRAH does not. In particular, the illustrated theory just mentioned 
has Ca explicitly protected, but circumscription will impUcitly treat Fa, la, and Ga 
as if protected as well, even though PRAH will not. Thus ciRC(^) will not have -,Ga 
as a theorem, while PRAH will yield a e ||-,G||. To prevent PRAH from "missing" (and 
consequently negating) the imphcitly protected atoms, we seek to identify which 
these atoms are, and subsequently to make expUcit their protection with a suitable 
"preparation" of A. The following lemma and "marking algorithm" identify those 
atoms which are protected, implicitly or expUcitly, in circumscriptive deductions. 
Lemma I. Let M be a {protected) minimal model of A, say, M = {Ga,..., Db,...]. 
Suppose M\=y, where y is an atom {for instance, it is useful to think of y as the 
atom Ga). Then if Ey ^ E, there is a formula 8 such that Af N S, y ^ 8 is an axiom 
of A, 8 = 8^ • • • 8„, and for / = ! , . . . ,« either A t- 5, or 5, G E. 
PROOF. Note that by [14], -ly is not a theorem of cmc{A). We wish to show, in 
effect, that y 's presence (truth) in M is allowed only because it is forced by some 
protected and/or provable atoms fi, also true in M. 
We now describe the formation of a tree that allows us to determine just how y 
can be true in M. First, since M is (protected) minimal, then simply removing the 
atom y from M will necessarily leave a structure M' that violates an axiom of A 
unless Y is explicitly protected (i.e., unless y e E). Now if y is so protected, then we 
are done. So suppose otherwise. 
We let y be the root of the tree to be described; its immediate children will be all 
conjunctions 8 where y«- fi is an axiom of H. (Note that no other axioms of A can 
be violated in M'.) Now, any such axiom, to be violated, requires 8 to be true in M. 
We therefore repeat the above procedure, continuing the tree construction for each 
of these children nodes. Whenever we reach a node 8^- • • 8„ for which some 
E8i e E, then in the next level of the tree replace 5, with £5,; and whenever a 
conjunct 5, is an axiom of H, replace it with D. 
Now since A is suitable and hence has a finite number of nonrecursive axioms 
and terms, this procedure must halt in a finite number of steps, yielding a tree T 
with a branch from y to a leaf D. By tracing back from D to y, we then find the 
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conjuncts that either are theorems of A or are protected in A, and whose conjunc-
tion suffices to guarantee y true in M. O 
Now if y is an atom such that neither it nor -,7 is a theorem of ciRC(^), then 
there is a minimal model of A, say M, such that y holds in M, and so the lemma 
just proven apphes, and indeed the proof of the lemma already contains an 
algorithm to produce a "justification" for y appearing in M, namely, other atoms 
S j , . . . , 8„ of which some (at least one) are exphcitly protected, and the rest are 
provable. We wish to know which these atoms y are, so that we can make 
appropriate modifications in the use of PRAH. For this, we work backwards from all 
possible S j , . . . , S„, using the following marking algorithm to determine the atoms y 
that are effectively protected by circumscription. 
Marking Algorithm. First, augment A by the new axiom P <- EP for all EP G E. 
Then for each predicate y, form a refutation tree with root <- y, using the 
augmented theory A'. Whenever EP is produced, mark the corresponding axiom 
in that resolution step by placing a D around any P on the right side of the axiom; 
and whenever P is produced, mark the corresponding axiom in that resolution 
step by placing a O around any Q on the right side of the axiom; and whenever 
this results in an axiom all of whose right conjuncts are marked, including at least 
one D, then mark also its left side with a D. Call the theory resulting from the 
original A by adjoining all atoms EP where P is a marked left side PKEP(A), the 
"preparation" of A. In what follows, the answer set \\P\\ to a query P is 
understood to be with respect to our extended algorithm PRAH appUed to the 
preparation of A. 
Definition. A theory is suitably prepared if it is suitable and is the preparation of 
some theory. 
Lemma 2. Let A be suitably prepared. If ciRC(v4) y- -<P(a) then a ^ \\-^P\\. 
PROOF. Assume otherwise: cmc{A) If -,P{a) and yet a e ||-,P||. Then a&W- \\P\\ 
— \\EP\\. Now ^P(a) cannot hold in all minimal models, since ciRC{A)y- —,P(a). 
So P{a) must hold in at least one minimal model. We employ Lemma 1 where y is 
P(a), and M is a minimal model in which P(a) holds. Then there exists a formula 
5 = 5i • • • 5„ such that M N 5, y <- 5 G ^ , and for j = 1 , . . . , «, .4 I- 8, for ES^ G E . 
The marking algorithm will place a D around y; hence Ey will be a theorem of 
PREP(yl), i.e., PREP(^) I- EP(a), so a G | | £ P | | . This contradicts a G W - \\P\\ - \\EP\\. 
D 
Now we can prove that if cmc{A)y- B(a), where B(x) is any quntifier-free 
formula in conjunctive normal form, then a ^ | |5 | | . 
Theorem 3. If A is suitably prepared, then the PRAH algorithm produces only answers 
B that also are provable by circumscription. 
PROOF. We use induction on the number of (instances of) predicate symbols in 
B(a). When B{a) has only one predicate symbol, then it is either an atom or the 
negation of an atom. If 5 ( a ) is an atom, then circumscription and PRAH both reduce 
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to mere provability in A, so we are done; and if B(a) is a negated atom, Lemma 2 is 
the result we seek. 
So we pass to the case of more than one predicate symbol; then B(a) is either a 
conjunction or a disjunction of subfonnulas F and G. If B(a) is F&G, then we have 
PII = ll^l|n||G|| 
c {x:ciRc{A)\-F{x)} n{x:cmc{A)\- G(x)} 
= {x:cmc{A)\- F{x)&G{x)], 
since by the inductive hypothesis PRAH produces as answers a subset of those 
derivable by circumscription, for queries of less predicate symbols than B(a). 
Finally, for the case of F V G, a parallel argument suffices using union instead of 
intersection. D 
We know of course that the full converse to Theorem 3 is false; however, we can 
show that a partial converse does hold, giving rise to the following result. Let PRAH' 
be simply PRAH except in that a negative disjunction -,PV -,Q is replaced by -,R 
and the database is augmented by the axioms R *- P&Q, P*- R, and Q<- R. (This 
has the effect of introducing a new predicate letter R that is equivalent to the 
conjunction P&Q, and will be used in the sequel.) A query is pure if it is in 
conjunctive normal form and each conjunct consists of disjuncts of the same sign, 
i.e., all positive or all negative; in effect, no impUcations are present. 
Theorem 4. Protected circumscription and PRAH' agree for suitably prepared theories A 
and all pure queries B. 
PROOF. We need only show that for pure queries B, proof by circumscription 
impUes a positive answer by PRAH, since the converse is contained in Theorem 3. 
Our result essentially follows from Lemma 1 and its proof. We consider five cases: 
pure positive disjunctions PVQ, negated atoms -,P, pure negative disjunctions 
-iP V - ,g, pure negative conjunctions -,P&-nQ, and mixed conjunctions P&-,Q. 
From these the cases of all pure queries follow. 
(i) Pa V Qa: We assume CIRC(^) \-PaV Qa. If also CIRC(A) \- Pa or ciRC(^) 
I- Qa, then we are done, since for atoms PRAH and CIRC reduce to simple 
provabihty. So suppose neither CIRC(A) \- Pa nor ciRC(^) I- Qa. We shall 
derive a contradiction. Let Af be a minimal model of A such that M ^ Qa. 
Then Mi= Pa. As in the proof of Lemma 1, determine the atoms S,, and 
remove from M both Pa and any 6, where A\fSi and £8, e E, thereby 
producing a new structure Af'; M' will be a model of A by the construction 
of the tree in the proof of Lemma 1. But M' violates the theorem PaW Qa, 
and M' either is minimal or has a minimal submodel [4], so we have a 
contradiction. This shows that when Pa V Qa is a circumscriptive theorem 
over a suitably prepared theory A, so is one of Pa or Qa, and from this it 
follows that a G IIP V e||. 
(ii) -iPa: If ciRC(^)h-iPa then a€ | |P | | (assuming A consistent). Assume 
a e \\EP\\. Then let M be a minimal model of A such that M Nt Pa. Add Pa 
to M, and also all atoms S such that /I I- P -> 8, to get a structure M'. Then 
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M' is also a minimal model of A, and M' t= Pa, contradicting ciRC(^) t- -,Pa. 
Soa€ \\EP\\. Then we have a e ||-,P|| = W - ||P|| - ||£i>||. 
(iii) -,Pa V -,Qa: This case we handle simply by adjoining to A the additional 
axioms R*-P&Q, P *-R, and Q*-R, and working with the query -,/? 
(which PRAH' does), placing us in case (ii) above. 
(iv) -iP&-,Q: This we do directly with intersections as in the algorithm. 
(v) PaSc-xQa: This is also done directly with intersections. D 
We note that there is an obvious extension to PRAH that remains sound and comes 
closer to producing all correct answers (with respect to protected circumscription) 
for suitably prepared databases. This extension, which we might call PRAHX (ex-
tended PRAH), simply amounts to one additional source of answers in the case of a 
disjunctive query 5 V C; namely, if 5 V C is neither a tautology nor pure (all 
positive or all negative literals), then it is equivalent to the Horn clause 4^ -»5 (if C 
is -,y4) and the answer is 
||B|| U Ih^ l l U {jc e W: .4x-^ 5A; G ^ } . 
The additional answers are then those that are already present in the database 
axioms, if the database is complied in advance to include all possible impUcations 
derivable from A. In general then many additional answers can be obtained this 
way. Unfortunately, even then not all correct answers can be guaranteed. The 
following example illustrates this phenomenon. 
Let the database A consist of EPa, EQa, Qb, Pa -* Qa. 'Then the query 
Px\/ -iQx wiU have no answers as far as PRAHX is concerned, even though protected 
circumscription yields x = a as an answer. We leave it then as an open question 
whether a natural and computationally feasible modification of PRAHX can be sound 
and complete for protected circumscription and suitably prepared theories. 
4.4. PROLOG Implementation 
PROLOG provides an implementation of the concept of the closed-world assump-
tion, or negation by failure, and thereby provides a valuable tool to implement logic 
databases. In a logic database one has relational data augmented by general Horn 
axioms as part of the database. 
It is easy to see that a modification to PROLOG will permit an implementation of 
the protected closed-world assumption. It basically follows the way in which 
negation is handled in PROLOG. If we desire to define -.^ ^ to be a new negation 
relative to the protected closed-world assumption, we may use the following rep-
resentation: 
(1) _,^P«-i>&/&fail. 
(2) -,£P'^£P&/&fail. 
248 JACK MINKER AND DONALD PERLIS 
5. CONCLUSIONS 
We have shown that it is possible to compute answers effectively in the case of 
protected circumscription when using Horn axioms. This leads to the open question, 
to what extent Horn theories will be useful replacements of circumscribed theories. 
There are now at least two cases where one can effectively compute such 
theories—these are the Horn axioms augmented by Clark's completion axioms [2] as 
shown by Reiter [17], and the work presented in this paper. In the case of protected 
theories, we do not obtain all answers for some queries. 
It would be of considerable interest to investigate formula circumscription for 
Horn theories to determine the class of formulas circumscribed that lead to varying 
degrees of effective computation. 
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