Relative risks have become a popular measure of treatment effect for binary outcomes in randomized controlled trials (RCTs). Relative risks can be estimated directly using log binomial regression but the model may fail to converge. Alternative methods are available for estimating relative risks but these have generally only been evaluated for independent data. As some of these methods are now being applied in cluster RCTs, investigation of their performance in this context is needed. We compare log binomial regression and three alternative methods (expanded logistic regression, log Poisson regression and log normal regression) for estimating relative risks in cluster RCTs. Clustering is taken into account using generalized estimating equations (GEEs) with an independence or exchangeable working correlation structure. The results of our large simulation study show that the log binomial GEE generally performs well for clustered data but suffers from convergence problems, as expected. Both the log Poisson GEE and log normal GEE have advantages in certain settings in terms of type I error, bias and coverage. The expanded logistic GEE can perform poorly and is sensitive to the chosen working correlation structure. Conclusions about the effectiveness of treatment often differ depending on the method used, highlighting the need to pre-specify an analysis approach. We recommend pre-specifying that either the log Poisson GEE or log normal GEE will be used in the event that the log binomial GEE fails to converge.
Introduction
The odds ratio has traditionally been used to describe the effect of treatment on binary outcomes in randomized controlled trials (RCTs). The usefulness of the odds ratio is now a matter of debate (Lee, 1994; Sinclair and Bracken, 1994; Walter, 2000; Schechtman, 2002; Cummings, 2009) , with some authors expressing a clear preference for the relative risk (Lee, 1994; Sinclair and Bracken, 1994; Cummings, 2009) . As a result, relative risks have been reported in many recent RCTs (e.g. Boardman et al., 2004; Green et al., 2008; Ahmad et al., 2009) .
Relative risks can be difficult to estimate, particularly when covariate adjustment is required. Log binomial regression has been recommended for estimating relative risks (Skov et al., 1998) but this method may fail to converge (Zou, 2004) . Many alternative methods have been suggested (Wacholder, 1986; Flanders and Rhodes, 1987; Schouten et al., 1993; Lee, 1994; Zhang and Yu, 1998; Barros and Hirakata, 2003; Deddens et al., 2003; McNutt et al., 2003; Zou, 2004; Carter et al., 2005; Lumley et al., 2006; Localio et al., 2007; Yu and Wang, 2008; Penman and Johnson, 2009 ) and numerous comparisons have been made between these methods for independent data (Skov et al., 1998; Barros and Hirakata, 2003; Deddens et al., 2003; McNutt et al., 2003; Zou, 2004; Carter et al., 2005; Blizzard and Hosmer, 2006; Petersen and Deddens, 2008; Yu and Wang, 2008; Kleinman and Norton, 2009; Penman and Johnson, 2009; . In contrast, comparisons in the context of clustered data are limited (Santos et al., 2008) . Given that many of these methods for estimating relative risks are now being applied in cluster RCTs (e.g. Mason et al., 2007; Zeng et al., 2008) , investigation of their performance in this context is needed.
A key feature of cluster RCTs is that observations taken on subjects from the same cluster are likely to be dependent. Failure to account for this dependence in the analysis can lead to biased standard errors of parameter estimates and possibly false conclusions about the effectiveness of treatment (Cannon et al., 2001) . A popular way to account for dependence in the analysis is to use generalized estimating equations (GEEs) (Liang and Zeger, 1986 ). This population-averaged approach estimates the marginal or average covariate effect on the outcome. The alternative is to use a cluster-specific approach, which estimates the covariate effect conditional on the value of a random cluster effect (Neuhaus et al., 1991) . Use of cluster-specific models to estimate the effect of covariates which remain constant within clusters has been questioned (Pendergast et al., 1991; Neuhaus, 1992) . The population-averaged GEE approach may be better suited to estimating the effect of such covariates (Neuhaus, 1992; Austin, 2007) , including treatment in cluster RCTs.
In this article, we compare the performance of log binomial regression and several alternative methods for estimating relative risks in the context of cluster RCTs, using GEEs to account for dependence. In Section 2, the methods for estimating relative risks are described and details of the simulation study performed to compare them are provided. Simulation results are presented in Section 3 and an example dataset is described and analyzed in Section 4. We conclude with a discussion and recommendations in Section 5.
Methods

Setting and notation
Consider a two-group parallel cluster RCT comparing a new treatment to a standard or control treatment. Let there be M independent clusters recruited and randomly allocated to the 'treatment' or 'control' group. Let ij Y be a binary outcome for subject j ( 1, The aim of the analysis is to estimate the relative risk of success comparing treatment to control, while potentially adjusting for pre-specified categorical and/or continuous baseline covariates.
To achieve this aim, four methods are considered as described in Section 2.2: the log binomial GEE, expanded logistic GEE, log Poisson GEE and log normal GEE, each with an independence or an exchangeable working correlation structure. All methods are implemented using SAS v9.2 (Cary, NC, USA).
Statistical methods
The log binomial regression model, which has been recommended for estimating relative risks for independent data (Skov et al., 1998) , is a generalized linear model combining a log link with a binomial distribution. The log binomial GEE is an extension of this model to the case of clustered data. The GEE model may be written as
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The expanded logistic GEE is an extension of the method described by Schouten et al. (1993) for estimating relative risks based on independent data. The authors recognized that by manipulating the data, logistic regression can be used to estimate relative risks directly. An expanded dataset is created, where subjects achieving a successful outcome are duplicated and the outcome is changed to a failure for these duplicates. If there are X successes out of N subjects in the original dataset, the probability of success in this dataset is X N  
, and the probability of success in the expanded dataset is
This implies that
e. the probability of success in the original dataset equals the odds of success in the expanded dataset. As some subjects are included twice in the expanded dataset, once where the outcome is a success and once where the outcome is a failure, use of this method results in a negative dependence in the data at the subject level. This can be accounted for using GEEs in SAS PROC GENMOD by specifying a unique subject identifier as the subject in the repeated statement. To extend this method to the case where subjects are nested within clusters, we use GEEs to account for dependence at the cluster level, as for the log binomial GEE. Dependence at the subject level does not need to be specified separately, as subjects are perfectly nested within clusters (Miglioretti and Heagerty, 2007) . Since the probability of success in the original dataset equals the odds of success in the expanded dataset, fitting the logistic GEE model
to the expanded dataset results in consistent estimates of the parameters in the log binomial GEE model (1), apart from possibly the intercept (Schouten et al., 1993) . Thus, the relative risk comparing treatment to control is estimated by
where 1
 is now the estimated coefficient of the treatment indicator 1i
X from the logistic GEE model (2) applied to the expanded dataset.
The log Poisson GEE is an extension of the modified Poisson regression approach suggested by Zou (2004) to overcome the convergence problems of the log binomial regression model. For independent data, Zou (2004) suggested fitting a generalized linear model with a log link and replacing the binomial distribution with a Poisson distribution. To avoid overestimation of standard errors, robust variance estimation was suggested. This can be achieved in SAS PROC GENMOD by specifying a unique subject identifier as the subject in the repeated statement (Spiegelman and Hertzmark, 2005) , even though there is only one observation per subject. We consider a straightforward extension of this method for clustered data, using GEEs to account for dependence by instead specifying a unique cluster identifier as the subject in the repeated statement, and refer to this method as the log Poisson GEE. Since this model has the same form as model (1), the relative risk comparing treatment to control is again estimated by
The log normal GEE also has the same form as model (1). It is identical to the log Poisson GEE, except that the Poisson distribution is replaced with a normal distribution. This approach was proposed by Lumley et al. (2006) in the context of independent data, with robust variance estimation suggested to avoid standard errors being over-or underestimated.
Each of the above methods uses GEEs to account for clustering. GEEs require specification of a working correlation structure to model the dependence in the data. Although the choice of structure will not impact on the consistency of the parameter estimates when the mean model is correctly specified (Liang and Zeger, 1986) , choosing a structure closer to the truth can lead to gains in efficiency (Fitzmaurice, 1995; Mancl and Leroux, 1996) . Here we consider both independence and exchangeable (equal correlation) working correlation structures. This allows investigation of the potential efficiency gains resulting from applying an exchangeable structure in a cluster RCT setting where exchangeability may be a reasonable assumption.
GEEs are known to underestimate the variance of the parameter estimates when the number of clusters is small (e.g. less than 40 (Lu et al., 2007) ), resulting in increased type I error rates (Mancl and DeRouen, 2001 ) and reduced confidence interval coverage (Lu et al., 2007) . Methods have been proposed to correct for the bias in small samples, including that of Mancl and DeRouen (2001) . This method provides a bias-corrected covariance estimate, used to perform Wald tests, and has been recommended for cluster RCTs (Lu et al., 2007) . Here we consider both moderate and small numbers of clusters (50 and 20 respectively), with bias corrections made in the latter case using the method of Mancl and DeRouen (2001) , as implemented in the SAS macro diag103.sas (Hammill and Preisser, 2006) .
Simulation study
The relative performance of the different methods for estimating relative risks was studied by simulation. For each simulation scenario, 1000 datasets were generated with 50 clusters of (average) size 10, or 20 clusters of (average) size 25, to maintain an (average) total sample size of 500. Cluster sizes were either fixed or generated according to a Poisson distribution. Subjects were randomly assigned an outcome with probability
where 1i X was a binary cluster level indicator for treatment, 2ij X was a binary or continuous cluster or individual level covariate, and i u was a random cluster effect, used to induce dependence between outcomes of subjects from the same cluster. Clusters were randomized to the treatment or control group using blocked randomization. If ij  exceeded 1 for given values of the treatment indicator, covariate and random cluster effect, new values of the covariate and/or random cluster effect were generated until 1 ij   (note that new values rarely had to be generated in practice). Although (3) is a cluster-specific model, populationaveraged GEEs can be used to estimate the treatment relative risk   1 exp  , since the cluster-specific and population-averaged treatment parameters coincide in this case (Ritz and Spiegelman, 2004) . The expected baseline risk was 0.1 for each simulation scenario, while the treatment and covariate relative risks were 1, 1.25 or 2. Random cluster effects were generated from a normal distribution with mean 0 and variance 0.01, 0.1 or 0.2. This corresponds to an intracluster correlation coefficient (ICC) between 0.001 and 0.055, depending on the treatment and covariate effects . ICCs in this range are typical for outcomes from cluster RCTs in practice (Smeeth and Ng, 2002; Elley et al., 2005; Parker et al., 2005) . Cluster level covariates were generated from either a Bernoulli distribution with probability 0.5, or a normal distribution with mean 0.5 and variance 0.25. This choice allows direct comparison between results for the binary and continuous covariate, since the mean and variance are equal in this case. Binary individual level covariates were generated from a beta-binomial distribution with an average cluster-specific prevalence of 0.5 and an ICC of 0.05 or 0.2 (Austin, 2007 Each simulated dataset was analyzed using the log binomial GEE, expanded logistic GEE, log Poisson GEE and log normal GEE. Analyses were performed with an independence and an exchangeable working correlation structure, and with and without adjustment for the baseline covariate. When the number of clusters was 20, analyses were also performed both with and without the small sample bias correction of Mancl and DeRouen (2001) .
The methods were compared based on the following properties, determined for each simulation scenario: convergence rate, calculated as the percentage of simulations where the iterative model fitting algorithm converged to a solution; type I error rate, calculated as the percentage of Wald tests which resulted in a rejection of the null hypothesis of no treatment effect at the 5% level when the null hypothesis was true; power, calculated as the percentage of Wald tests which resulted in a rejection of the null hypothesis of no treatment effect at the 5% level when the null hypothesis was false; median percent relative bias in the estimated relative risk, where relative bias was calculated as the estimated relative risk minus the true relative risk, divided by the true relative risk; coverage rate, calculated as the percentage of 95% confidence intervals containing the true relative risk; maximum prevalence of invalid predicted probabilities (i.e. ˆ1 ij   );
and median relative efficiency of the independence compared to the exchangeable working correlation structure, where relative efficiency was calculated as the variance of the estimated treatment coefficient obtained assuming exchangeable correlation, divided by the variance obtained assuming independence. Where a method failed to converge for a particular simulated dataset, results from that dataset were excluded for that method when making comparisons.
Given the large number of simulation scenarios considered (1296 in total), it is not possible to present the full results of the simulation study in this article (full results are available from the first author on request). Instead, we summarize the simulation results across scenarios by calculating the percentage of scenarios where convergence problems occurred, and where the type I error and coverage rate differed significantly from the nominal level, as well as the median and interquartile range (IQR) for the median percent relative bias. For 1000 simulated datasets, type I error rates less than 3.6% or greater than 6.4% differ significantly (p<0.05) from the nominal level of 5% based on a normal approximation test for a proportion. Similarly, coverage rates less than 93.6% or greater than 96.4% differ significantly from the nominal level of 95%. Results are reported by the number of clusters (50 or 20) and the cluster size (fixed or varying). For 20 clusters, only the results of the bias corrected analyses are presented. To assess whether differences between methods were important, the median (IQR) difference between the best and worst methods was determined for both power and the median percent relative bias.
Results are reported overall and for the subset of simulated datasets where the log binomial GEE failed to converge. This subset is of particular interest, as alternative methods are often only considered when the log binomial GEE does not converge. Since convergence sometimes differed depending on whether an independence or exchangeable working correlation structure was used, results for methods with an independence structure in this subset are based on simulated datasets where the log binomial GEE failed to converge when independence was assumed. Similarly, results for methods with an exchangeable structure in this subset are based on simulated datasets where the log binomial GEE failed to converge when exchangeability was assumed. To avoid conclusions being drawn based on small samples, results are only presented for simulation scenarios where the log binomial GEE failed to converge for a minimum of 50 simulated datasets.
Simulation Results
Convergence
No convergence problems occurred for the expanded logistic GEE, log Poisson GEE or log normal GEE when an independence working correlation structure was used (Table 1) . Other methods all suffered from convergence problems in some scenarios. For a fixed cluster size, the log binomial GEE with independence or exchangeable working correlation failed to converge most often, while the expanded logistic GEE was the most commonly affected method for varying cluster size. Convergence problems occurred more often when the variance of the random effects was 0.01, the covariate relative risk was 2, the cluster size varied or adjusted analyses were performed, particularly when the covariate was continuous. Convergence sometimes failed for unadjusted analyses but only when the cluster size varied. For the log binomial GEE, convergence rates fell as low as 89% when the number of clusters was 50, and as low as 8% when the number of clusters was 20. In contrast, convergence rates remained above 95% for the expanded logistic GEE, and above 99% for the log Poisson GEE and log normal GEE, independent of the number of clusters. 
Type I error
All methods produced some type I error rates which differed significantly from the nominal level, with the log normal GEE generally having the most problems (Table 2) . Type I error problems were especially common for the expanded logistic GEE with exchangeable correlation when there were 50 clusters of varying size. Type I error rates were often too large when the covariate relative risk was 2, the variance of the random effects was 0.1 or 0.2, the number of clusters was 50, or an individual level covariate was present and the cluster size varied. Type I error rates ranged from 4.5% to 9.1% when the number of clusters was 50, and 2.1% to 8.4% when the number of clusters was 20. When small sample bias corrections were not made, type I errors were significantly above the nominal level for nearly every method in every scenario involving 20 clusters, ranging from 6.1% to 14.7%. Out of the 108 simulation scenarios considered where treatment had no effect for each of the four settings presented (50 or 20 clusters and fixed or varying cluster size).
Coverage
Coverage rates were significantly below the nominal level for between 5.6% and 72.8% of simulation scenarios, depending on the method and the sample size (Table 3) . Problems with coverage were more common for the log normal GEE in general, and for the expanded logistic GEE with exchangeable correlation when there were 50 clusters of varying size. Coverage was often a problem when the covariate relative risk was 2, the variance of the random effects was 0.2, the number of clusters was 50, or an individual level covariate was present and the cluster size varied. The minimum coverage rate was 89.4% and 85.8%, and the maximum was 96.0% and 97.9%, for scenarios with 50 and 20 clusters respectively. In the absence of small sample bias corrections in scenarios with 20 clusters, coverage rates were almost always significantly lower than the nominal level and ranged between 85.3% and 93.9%. 
Power
When unadjusted analyses were performed, power was the same for the log binomial GEE, log Poisson GEE and log normal GEE with an independence working correlation structure. These methods also had the same power when an exchangeable structure was used, provided the cluster size was fixed. For these settings, the expanded logistic GEE tended to have slightly higher power compared to other methods when the number of clusters was 50, but slightly lower power when only 20 clusters were considered. Power differed between methods otherwise and no method consistently produced the highest or lowest power (data not shown). Differences in power between methods were generally small; the median (IQR) difference in power between the best and worst method was 0.78% (0.40-1.15) and 0.75% (0.40-1.38) when the number of clusters was 50 and 20 respectively.
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Bias
For unadjusted analyses and fixed cluster size, the median percent relative bias was the same for all methods except the expanded logistic GEE with exchangeable correlation, which tended to produce biases that were slightly larger in magnitude compared to other methods. For unadjusted analyses and varying cluster size, the median percent relative bias was the same for all methods assuming independence and similar for methods assuming exchangeable correlation. Where the median percent relative bias was the same across methods, the treatment effect estimates were also the same for each of the individual simulated datasets. Bias otherwise differed, with no method consistently having the smallest or largest median percent relative bias. The median (IQR) difference in the median percent relative bias between the best and worst method was 0.52% (0.28-0.81) for 50 clusters and 0.57% (0.30-1.04) for 20 clusters, indicating that differences in bias between methods were generally small. All methods tended to slightly overestimate the relative risk, except when there were 20 clusters of fixed size (Table 4 ). The different methods produced similar results overall in terms of the median and IQR for the median percent relative bias.
Invalid predicted probabilities
No invalid predicted probabilities occurred when unadjusted analyses were performed, when adjustment was made for a binary covariate, or for the log binomial GEE with either working correlation structure. For other methods, adjusting for a continuous covariate often led to some predicted probabilities exceeding 1, particularly for scenarios where the covariate relative risk was 2. Invalid predicted probabilities occurred for between 26.5% and 30.2% of scenarios where adjustment was made for a continuous covariate, depending on the method and the chosen correlation structure. The expanded logistic GEE with an exchangeable working correlation structure often had the largest maximum prevalence of invalid predicted probabilities for a given scenario (data not shown). The prevalence of invalid predicted probabilities was generally quite small, however, with a maximum of only 6.5% across all methods and scenarios. 
Relative efficiency
The relative efficiency of the independence compared to the exchangeable working correlation structure was always 1 for the log binomial GEE, log Poisson GEE and log normal GEE when the cluster size was fixed and either an unadjusted analysis was performed or adjustment was made for a cluster level covariate. Relative efficiencies varied across simulated datasets otherwise but the median remained very close to 1 for all methods in all scenarios (data not shown).
Differing conclusions
The conclusion about the effectiveness of treatment differed depending on the method used for up to 16.8% of simulated datasets for a given scenario. Inconsistencies were more common when the number of clusters was 20, the cluster size varied or adjusted analyses were performed. In some cases, the different conclusions resulted from p-values that were marginally smaller or marginally greater than 0.05; however, large differences in p-values were also often observed. The log binomial GEE, expanded logistic GEE and log Poisson GEE with an independence working correlation structure generally led to the same conclusions about the effectiveness of treatment (data not shown).
Unadjusted versus adjusted analyses
The impact of adjusting for a covariate varied between methods. More convergence problems occurred for adjusted analyses, especially for the log binomial GEE. Convergence problems occurred for this method in 331 (51.1%) and 356 (54.9%) of the 648 scenarios in total where adjustment was made for a covariate, compared to none and 51 (7.9%) of the 648 scenarios where no adjustment was made, using an independence and an exchangeable working correlation structure respectively. The log normal GEE was most affected by the type of analysis otherwise, with adjusted analyses producing substantially more problems with both type I error and coverage rates compared to unadjusted analyses. When an independence working correlation structure was specified, type I error rates differed significantly from the nominal level for this method in 87 (40.3%) of the 216 adjusted scenarios where treatment had no effect, compared to 44 (20.4%) of the 216 unadjusted scenarios. For an exchangeable correlation structure, type I error problems were seen in 96 (44.4%) adjusted scenarios compared to 42 (19.4%) unadjusted scenarios. Significant differences in coverage rates from the nominal level increased from 153 (23.6%) and 158 (24.4%) scenarios when an unadjusted analysis was performed, to 254 (39.2%) and 279 (43.1%) scenarios when an adjusted analysis was performed, for independence and exchangeable correlation respectively. Changes in type I error and coverage due to adjustment for other methods were generally small. Covariate adjustment had little impact on bias for all methods. Adjusted analyses tended to be more powerful than unadjusted analyses for scenarios with 50 clusters, but less powerful for 20 clusters. The median (IQR) change in power due to adjustment across all methods was 0.3% (-0.1% to 1.0%) and -0.3% (-1.1% to 0.3%) for scenarios with 50 and 20 clusters respectively.
Subset where log binomial GEE failed to converge
The log binomial GEE failed to converge for a minimum of 50 simulated datasets in 116 (9.0%) scenarios assuming independence and 121 (9.3%) scenarios assuming exchangeability, all of which involved adjustment for a continuous covariate. For these scenarios, the median (IQR) number of simulated datasets where the log binomial GEE failed to converge was 105 (78-627). The performance of the expanded logistic GEE, log Poisson GEE and log normal GEE in this subset is shown in Table 5 . All methods performed similarly in terms of convergence, with no problems observed when independence was assumed but problems for the majority of scenarios (between 62.0% and 65.3%) when exchangeability was assumed. The log normal GEE had the fewest problems with type I error and coverage, and tended to have smaller median percent relative bias compared to the expanded logistic GEE and log Poisson GEE. The log normal GEE also typically had the lowest power (data not shown). The median (IQR) difference between the best and worst method was 2.6% (1.6-4.3) for the median percent relative bias and 4.5% (2.6-6.8) for power, indicating that differences between methods could be important in this subset. Median Percent Expanded Logistic 4.1 (0.7-9.9) 3.7 (0.7, 9.5) Relative Bias:
Log Poisson 3.9 (0.6-9.4) 3.5 (0.6, 8.9) Median (IQR) Log Normal 2.8 (0.2-7.9) 2.1 (-0.1, 6.8)
Example
As an example, we consider data from the Point of Care Testing (PoCT) in General Practice Trial (Laurence et al., 2008) , a cluster RCT of PoCT versus pathology laboratory testing in an Australian general practice setting. Practices were randomized to the intervention or control group using blocked randomization within strata defined by geographic location. Intervention practices were provided with PoCT devices for measuring pathology results, while practices in the control group continued to provide standard care which involved patient blood samples being analyzed at a pathology laboratory. Patients were recruited through the practices and were eligible to participate if they were aged 18 years and over and had diabetes and/or hyperlipidaemia and/or were taking
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The International Journal of Biostatistics, Vol. 7 [2011 ], Iss. 1, Art. 27 DOI: 10.2202 /1557 -4679.1323 anticoagulant medication. The primary outcome for the trial was whether the final test result was within or outside a pre-specified target range (Bubner et al., 2009) , based on clinical guidelines, for each of seven tests included in the trial. We consider one of these tests, glycated haemoglobin (HbA1c), for illustration. Outcome data were available for 1592 diabetic patients (912 intervention, 680 control) from 53 practices (30 intervention, 23 control) with an average cluster size of approximately 30 patients. The ICC for this outcome was 0.04, indicating a weak positive dependence between outcomes of patients from the same practice. The data were analyzed using each of the methods described in Section 2. Both unadjusted and adjusted analyses were performed, with adjustment made for each of the following variables separately: geographic location (urban or nonurban), a binary cluster level covariate with 33% urban; gender, a binary patient level covariate with 54% male; and age, a continuous patient level covariate which was approximately normally distributed with mean 65 years and standard deviation 11 years. There was some evidence to indicate that the risk of having a final HbA1c result within the target range was greater for females compared to males, and very strong evidence that the risk increased with age. Geographic location did not appear to have an effect on the outcome.
In the intervention group, 64.5% of patients had their final HbA1c result within the target range compared to 50.4% of control patients. The estimated relative risk for whether the final HbA1c result was within target range varied depending on the method of analysis and choice of covariate for adjustment, ranging from 1.21 to 1.34 (Table 6 ). When an independence working correlation structure was assumed, all methods produced an identical estimate of the treatment effect for the unadjusted analysis, as expected from the simulation study. Results were also similar between these methods for adjusted analyses, no matter which variable was adjusted for. When an exchangeable structure was used, the log binomial GEE, log Poisson GEE and log normal GEE produced similar treatment effect estimates which were smaller than the corresponding estimates under independence, while the expanded logistic GEE produced the largest estimates. This pattern occurred quite often in the simulation study. The conclusion was the same independent of the method used to estimate the relative risk and the covariate (if any) that was controlled for in the analysis: intervention patients were significantly more likely to be in target range compared to control patients.
To provide an example with fewer clusters, 20 practices from the PoCT trial were randomly selected and the outcome was re-analyzed for this subset. The results, corrected for the small sample bias, are shown in Table 7 . The pattern seen in the relative risk estimates is similar to that seen when all 53 practices were included in the analysis, with estimates ranging from 1.26 to 1.36. However, the log binomial GEE with either an independence or exchangeable correlation structure now fails to converge when adjustment is made for age. This method often suffered from convergence problems in the simulation study, especially when adjustment was made for a continuous covariate. As expected, the 95% confidence intervals are wider compared to analysis of the full dataset. The lower limit of the 95% confidence intervals ranges from 0.89 to 1.01 and the effect of treatment is no longer significant at the 5% level, unless adjustment is made for age and analysis is performed using either the expanded logistic GEE with an exchangeable correlation structure, or the log normal GEE with an independence structure. Use of different methods often led to different conclusions being drawn about the effect of treatment in the simulation study. 
Discussion
In this article, we compared methods for estimating relative risks in the context of cluster RCTs, using GEEs with an independence or exchangeable working correlation structure to account for dependence. The results of our simulation study confirm that convergence problems can occur for the log binomial model, as shown previously in the context of independent data (Deddens et al., 2003;  16
The International Journal of Biostatistics, Vol. 7 [2011] Blizzard and Hosmer, 2006; Yu and Wang, 2008; . This highlights the need to consider alternative methods for estimating relative risks in cluster RCTs, such as the expanded logistic GEE, log Poisson GEE and log normal GEE. These methods were also shown to suffer from convergence problems when applied to clustered data but only when an exchangeable working correlation structure was assumed. In general, our simulation study shows that there is variability between methods for estimating relative risks in terms of type I error, coverage, power and bias. Observed differences between methods were often small, however, and no single method performed best overall. This suggests that a number of methods may be reasonable for estimating relative risks from clustered data in practice. Only one previous study compared methods for estimating relative risks in the context of clustered data (Santos et al., 2008) . The authors conducted a simulation study to compare log Poisson regression and several other methods based on fitting a logistic regression model and using different methods of standardization (Flanders and Rhodes, 1987) to calculate the relative risk. Clustering was accounted for in the analysis using random effects models, rather than GEEs. The log Poisson approach was inferior to the logistic regression approach in terms of coverage but this may be due to the chosen simulation model. The data were simulated under a logistic model which assumes a constant odds ratio, rather than a constant relative risk. The authors did not specify how the 'true' relative risk was calculated from this model in order to determine coverage. A range of options are available, such as calculating a conditional relative risk that applies to subjects with a specified covariate pattern (Flanders and Rhodes, 1987) . Choosing a different method for calculating the true relative risk may have produced different results, as demonstrated previously for independent observations . We simulated data under a log binomial model which assumes a constant relative risk and found that the log Poisson approach performed well in this setting.
The expanded logistic GEE performed somewhat differently compared to other methods when an exchangeable working correlation structure was specified. This method regularly failed to converge and had problems with both type I error and coverage for the majority of the simulation scenarios considered with 50 clusters of varying size. Further, while other methods produced identical treatment effect estimates in scenarios where the cluster size was fixed and unadjusted analyses were performed, the expanded logistic GEE with exchangeable correlation produced estimates that differed. In the example dataset, the estimated relative risk was also somewhat larger for this method compared to estimates based on other methods. The expanded logistic GEE requires the data to be modified prior to analysis such that some subjects have multiple outcomes that are perfectly negatively correlated. Although outcomes were positively correlated within clusters for the simulation study, the negative correlation within subjects often resulted in negative estimates of the working correlation parameter for this method. This may explain the observed differences between the expanded logistic GEE with exchangeable correlation and other methods; using GEEs to analyze negatively correlated data can lead to convergence problems or produce unreliable results and an independence working correlation structure may be preferable in this case (Hanley et al., 2000) .
When the number of clusters is small, GEEs underestimate the variance of parameter estimates and bias corrections are required to maintain appropriate type I error and coverage rates (Mancl and DeRouen, 2001; Lu et al., 2007) . This was confirmed by the current study, where failure to apply a small sample bias correction in scenarios involving 20 clusters almost always resulted in type I error rates that were too high and coverage rates that were too low compared to the nominal level. Small sample corrections are currently recommended when the number of clusters is less than 40 (Lu et al., 2007) . Interestingly, our simulation study showed that problems with type I error and coverage were common when the number of clusters was 50 and the cluster size varied. Further investigation of these scenarios revealed that many of these problems could be avoided by
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The International Journal of Biostatistics, Vol. 7 [2011 ], Iss. 1, Art. 27 DOI: 10.2202 /1557 -4679.1323 applying bias correction techniques intended for small samples. This suggests that bias correction methods may also have a role to play when the number of clusters is moderate and the cluster size varies. A previous simulation study showed that when no bias correction was applied, type I error rates were more inflated for varying cluster sizes compared to fixed cluster sizes, although the number of clusters did not exceed 40 (Mancl and DeRouen, 2001 ). Further research is needed to determine the range of circumstances under which bias correction techniques are beneficial for GEEs.
Adjustment for baseline covariates is often of interest in analyses of cluster RCTs. We found that covariate adjustment resulted in more convergence problems for the log binomial GEE, suggesting that alternative methods for estimating relative risks are more likely to be required if adjusted analyses are planned. Of the different alternative methods considered, the log normal GEE was most sensitive to the choice between unadjusted and adjusted analyses, with poorer performance in terms of type I error and coverage observed in the latter setting.
Recommendation of a single method for estimating relative risks in cluster RCTs is difficult, since no single method showed superior performance in the simulation study across all scenarios or based on all statistical properties. In general, we do not recommend using the expanded logistic GEE. This method was proposed for independent data at a time when software for estimating parameters from models with non-canonical links, such as the log link for binary data, was not readily available. The method is more difficult to explain and implement compared to other methods and we found no advantages in terms of performance in the simulation study. In fact, the expanded logistic GEE often performed relatively poorly compared to other methods when an exchangeable correlation structure was specified.
Excluding the expanded logistic GEE, we found that the performance of other methods did not differ greatly from each other in the simulation study overall, suggesting that all may be acceptable for use in practice. The log binomial GEE generally performed well but this method may not be an option in practice due to convergence problems, leaving the log Poisson GEE and log normal GEE for consideration. Overall, the log Poisson GEE performed slightly better than the log normal GEE in terms of type I error, coverage and bias. However, the opposite was true in the subset where the log binomial GEE failed to converge. While the latter results may be of greater interest, since alternative methods are often only used when the log binomial GEE does not converge, these findings should be interpreted with some caution as they are based on a relatively small subset (approximately 9% of all simulation scenarios considered with a median of only 105 simulated datasets per scenario). We therefore suggest that both the log Poisson GEE and log normal GEE are worthy of consideration for analyzing cluster RCTs in practice, either as the chosen method for estimating relative risks or as an alternative method to be used in the event that the log binomial GEE fails to converge. If both unadjusted and adjusted analyses are planned, the log Poisson GEE may be preferable, since the performance of the log normal GEE is more sensitive to the choice between unadjusted and adjusted analyses.
Whichever method is chosen to estimate relative risks in practice, it is important that the method is pre-specified. Given that different methods often resulted in different conclusions being drawn about the effectiveness of treatment in the simulation study, pre-specification avoids the possibility of a method being selected based on the favorability of the results.
When using GEEs to account for clustering, a choice must be made about which working correlation structure to use. An independence working correlation structure has been recommended for RCTs with clustered data (Dahmen and Ziegler, 2004) . Our results suggest that this approach is reasonable for cluster RCTs, since the estimated treatment effect obtained using an independence working correlation structure was highly efficient compared to the more realistic exchangeable structure, consistent with theoretical results (Mancl and Leroux, 1996) . Further, assuming independence had the advantage of producing fewer problems with convergence, type I error and coverage compared to assuming exchangeability.
Type I error and power were calculated for the simulation study based on a Wald test of the null hypothesis of no treatment effect. The Wald test was chosen as this could be performed when small sample bias corrections were applied and led to conclusions that were consistent with the 95% confidence intervals for the treatment effect. Use of the score test may be preferable in practice, however. We investigated results based on the score test for scenarios where the number of clusters was 50 and hence small sample bias corrections were not applied. The score test produced fewer type I error problems overall compared to the Wald test but did not alter our recommendations.
We simulated data under a cluster-specific model, using normally distributed random effects to induce correlation, but analyzed the data using population-averaged GEEs. This approach is valid for the log link since the parameters of the cluster-specific and population-averaged models coincide, apart from the intercept, but may not be suitable for other links (Ritz and Spiegelman, 2004) . For instance, the parameters of the two models differ for the logit link (Neuhaus et al., 1991) and failure to recognize this may produce misleading results (e.g. Colak and Ozdamar, 2007) . We also simulated data such that the effect of the covariate on the outcome was the same both between and within clusters. In practice, this may not be the case and possible differences in between
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A limitation of this study is that we only considered extensions of some of the available methods for estimating relative risks for independent data to the case of clustered data. These methods were chosen as they were easily extended to account for clustering and were simple to implement using available software, making them more likely to be used in practice. The chosen methods have also been shown to perform well in the context of independent data . Methods that perform poorly with independent data would also be expected to perform poorly with clustered data when the dependence is small, as is typically the case in cluster RCTs (Smeeth and Ng, 2002; Elley et al., 2005; Parker et al., 2005) , and were therefore not considered here. A further limitation is that we simulated data under a log binomial model only, which assumes a constant relative risk. Simulating data under an alternative model (e.g. a logistic model) is complicated by the fact that the relative risk is no longer constant. In order to determine the 'true' relative risk for comparison with simulation results, standardization (Flanders and Rhodes, 1987 ) is required and results may depend on the method of standardization. Log Poisson and log normal regression have been shown to perform relatively well under different simulation models in an independent data setting when the true relative risk is determined using marginal standardization .
In conclusion, the relative risk is now a popular measure of effect for binary outcomes in RCTs, including cluster RCTs. Relative risks can be estimated using log binomial regression with GEEs to account for clustering but this model may fail to converge. When this occurs, the log Poisson GEE and log normal GEE are both reasonable alternatives for estimating relative risks. If the log binomial GEE is pre-specified as the method of analysis for a binary outcome in a cluster RCT, we recommend pre-specifying that either the log Poisson GEE or log normal GEE will be used in the event that the log binomial GEE fails to converge.
