Let G be a graph with minimum degree δ. The spectral radius of G, denoted by ρ(G), is the largest eigenvalue of the adjacency matrix of G. In this note we mainly prove the following two results.
Introduction
Throughout this note, we use G = (V (G), E(G)) to denote a finite simple undirected graph with vertex set V (G) and edge set E(G). Given a graph G, we use A to denote its adjacency matrix. Let v i ∈ V (G). We denote by d i the degree of v i . Let (d 1 , d 2 , ..., d n ) be the degree sequence of G, where d i 's are in non-decreasing order. The spectral radius of G, denoted by ρ(G), is the largest eigenvalues of A. We denote by δ(G) or simply δ the minimum degree of G.
Let G 1 = (V (G 1 ), E(G 1 )) and G 2 = (V (G 2 ), E(G 2 )) be two graphs. The union of G 1 and G 2 , denoted by G 1 ∪ G 2 , is the graph with vertex set V (G 1 ) ∪ V (G 2 ) and edge set E(G 1 ) ∪ E(G 2 ). If G 1 and G 2 are disjoint, then we call their union a disjoint union, and denote it by G 1 + G 2 . We denote the union of k disjoint copies of a graph G by kG. The join of two disjoint graphs G 1 and G 2 , denoted by G 1 ∨ G 2 , is obtained from G 1 + G 2 by joining each vertex of G 1 to each vertex of G 2 .
In [3] , Brualdi and Solheid raised the following spectral problem.
Problem 1.
What is the maximum spectral radius of a graph G on n vertices belonging to a specified class of graphs?
Recently, the following important type of problem (Brualdi-Solheid-Turán type problem) has been extensively studied by many graph theorists.
Problem 2. For a given graph F , what is the maximum spectral radius of a graph G on n vertices without subgraph isomorphic to F ?
Up to now, Problem 2 has been considered for the cases that F is a clique, an even or odd path (cycle) of given length, and a Hamilton path (cycle) [9, 15, 18, 19, 23, 24] .
In particular, sufficient spectral conditions for the existence of Hamilton paths and cycles receive extensive attention from many graph theorists. Fiedler and Nikiforov [9] gave tight sufficient conditions for the existence of Hamilton paths and cycles in terms of the spectral radius of graphs or the complement of graphs. Lu [15] et al. studied sufficient conditions for Hamilton paths in connected graphs and Hamilton cycles in bipartite graphs in terms of the spectral radius of a graph. Some other spectral conditions for Hamilton paths and cycles in graphs have been given in [4, 11, 14, 16, 25] . Since δ ≥ 1 (δ ≥ 2) is a trivial necessary condition when finding a Hamilton path (Hamilton cycle) in a given graph G, we make this assumption when finding spectral conditions for Hamilton paths (Hamilton cycles) of graphs throughout this note.
In this note, we mainly get two theorems.
The following two previous results will be proved as corollaries of Theorem 1 in Section 3.
Corollary 1 (Fiedler and Nikiforov [9] ). Let G be a graph on n vertices. If ρ(G) ≥ n − 2, then G contains a Hamilton path unless G = K n−1 + K 1 .
Corollary 2 (Lu, Liu and Tian [15] ). Let G be a connected graph on n ≥ 7 vertices. If ρ(G) ≥ (n − 3) 2 + 2, then G contains a Hamilton path.
Remark 3. The original version of Corollary 2 (Theorem 3.4 in [15] ) uses the restriction
Hamilton path. We point out that the restriction should be n ≥ 7.
Corollary 4. Let G be a graph on n ≥ 7 vertices with δ ≥ 1. Let G
(1)
Theorem 2. Let G be a graph on n vertices with δ ≥ 2. Let G
) and K 4 ∨ 5K 1 contains no Hamilton cycle.
Our Theorem 2 refines the following theorem.
Theorem 3 (Fiedler and Nikiforov [9] ). Let G be a graph on n vertices. If ρ(G) > n − 2,
Preliminaries

Some Lemmas
Before proving the main results, we list some useful lemmas. The first one is due to Chvátal.
Lemma 1 (Chvátal [5] ). Let G be a graph with the degree sequence (d 1 , d 2 , . . . , d n ), where
The following result is due to Ore [20] and Bondy [1] , independently. Note that it supports the proof of Theorem 3 (see Fact 1 in [9] ).
Theorem 4 (Ore [20] , Bondy [1] ). Let G be a graph on n ≥ 3 vertices and m edges. If m ≥ n−1
The part of the strict inequality of the following lemma is a corollary of a result due to Erdös [6] . By refining the technique of Bondy [1] , here we mainly characterize all the exceptional graphs when the equality holds. 
Proof. In the proof, we assume a sequence d is called a permissible graphic sequence if there is a simple graph with degree sequence d satisfying the condition of Lemma 2.
Suppose that G has no Hamilton cycle and its degree sequence is (d 1 , d 2 , . . . , d n ), where
Assume that (k −2)(2n−3k −7) = 0, i.e., k = 2 or 2n−3k −7 = 0. Then m = n−2 2 +4 and all inequalities in the above argument should be equalities. If k = 2, then G is a graph with
. If 2n = 3k + 7, then n < 14 since k < n/2, and hence n = 11, k = 5 or n = 8, k = 3. The corresponding permissible graphic sequences are (5, 5, 5, 5, 5, 5, 10, 10, 10, 10, 10) and (3, 3, 3, 4, 4, 7, 7, 7) , which implies
Now assume k ≥ 3 and 2n − 3k − 7 < 0. In this case, n ≥ 2k + 1 ≥ 7. 
and it contains a Hamilton cycle. If d 6 = d 7 = 7, then the permissible graphic sequence is (4, 4, 4, 4, 4, 7, 7, 8, 8) . If v 6 is adjacent to v 7 , then G is constructed as follows. Let X = K 4
and Y = 4K 1 , x ∈ X, y 1 , y 2 ∈ Y . G is obtained from X ∨ Y by deleting xy 1 , xy 2 and adding a new edge y 1 y 2 . Note that G contains a Hamilton cycle. If v 6 is not adjacent to 
Proof. Now assume G with m ≥ n−2 2 + 2 contains a Hamilton path. Let
Since n ≥ 4, the order of G ′ is at least 5. By Lemma 2, G ′ contains a Hamilton cycle unless 
The proof is complete. Hong et al. [13] proved the following spectral inequality for connected graphs. Nikiforov [17] proved it for general graphs independently, and the case of equality was characterized in [26] .
Lemma 5 (Nikiforov [17] ). Let G be a graph on n vertices and m edges and let δ be the minimum degree of G. Then ρ(G) ≤ δ−1
The following result is also useful for us.
Lemma 6 (Hong, Shu and Kang [13] , Nikiforov [17] ). For nonnegative integers p and q with 2q ≤ p(p−1) and 0 ≤ x ≤ p−1, the function f (x) = (x−1)/2+ 2q
is decreasing with respect to x.
The last lemma we need is a famous result on extremal graph theory due to Erdös and Gallai. It has many generalizations and extensions. We refer the reader to, for example, [8, 10, 21, 22] .
Lemma 7 (Erdös and Gallai [7] ). Let G be a graph on n vertices and m edges. For a given integer k, if m >
, then G contains a cycle of length at least k + 1.
Computation of spectral radii
By a result of Lu et al. [15] , the spectral radius ρ
n is the largest zero of the equation x 3 − (n − 4)x 2 − (n − 1)x + 2(n − 4) = 0. By some routine calculation, we obtain that the spectral radius ρ (2) n of G (2) n is the largest zero of the equation 
Proofs
Before the proofs, we give some additional terminology and notation. Let G be a graph, H a subgraph of G and S ⊂ V (G). 
Since δ ≥ 1, by a theorem due to Hong [12] , we have
Combining inequalities (1) with (2), we obtain 2m > n 2 − 5n + 8. Furthermore, by parity,
by Lemma 4. However, by the numerical results in Table 2 and the 
. By the Perron-Frobenius theorem,
Proof of Corollary 1. Suppose that G contains no Hamilton path. If δ(G) ≥ 1, then by the fact ρ(G) ≥ n − 2, we have ρ(G) > n − 3. By Theorem 1, G ∈ {G
n , then we obtain ρ(G) < n − 2 by considering the fact that the spectral radius of G (1) n is the largest zero of the equation x 3 − (n − 4)x 2 − (n − 1)x + 2(n − 4) = 0 (see [15] ). Hence we get a contradiction. Now we obtain δ(G) = 0. If G = K n−1 + K 1 , then by the Perron-Frobenius
Proof of Corollary 2. Suppose G contains no Hamilton path. Since G is connected,
n . Since the spectral radius of G (1) n is the largest zero of the equation x 3 − (n − 4)x 2 − (n − 1)x + 2(n − 4) = 0, it is easy to check ρ(G 
n and G contains no Hamilton cycle. Let C be a longest cycle of G with the length c. Let R = G − V (C) and V (R) = {x 1 , x 2 , . . . , x s }. Without loss of generality, we assume that d C (x 1 ) = max{d C (x i )}. Suppose N C (x 1 ) = {y 1 , y 2 , . . . , y r }.
Let S = {w i : w i = y 
Proof. (i) If there is at least one edge in S ∪ {x 1 }, there will be a cycle longer than C, a contradiction. (ii) Let C be a longest cycle of length c with a given orientation.
Assume that w l , w l ′ are in order along the orientation. Now we choose a path P =
We claim that N − P (w l )∩N P (w l ′ ) = ∅, since otherwise there is a cycle of length c+ 1, contradicting the choice of C. By Claim 1(i), w l , w l ′ are not adjacent to x 1 . This implies
, and we have the required inequality.
By the Perron-Frobenius theorem,
By Lemmas 5, 6 and and the fact δ ≥ 2, we have
Furthermore, with inequalities (3) and (4), we obtain 2m ≥ n 2 − 5n + 10.
By Lemma 7, G contains a cycle of length at least
In this case, R = {x 1 }.
Suppose that r > 2. Since G contains no Hamilton cycle and δ ≥ 2, there holds
Furthermore, we obtain
. . , r, where the subscripts are taken modulo r.
By summing up all r inequalities, we have
By (5) and (7), we obtain (r − 2)n ≤ r 2 + 4r − 8. Then
If r = 3, then n ≤ t(3) = 13. If r = 4, then n ≤ t(4) = 12. If r = 5, then n ≤ t(5) = 12 + 1/3, and hence n ≤ 12. If r = 6, then n ≤ t(6) = 13. If r ≥ 7, then by (6) and (8), n ≤ r + 6 ≤ n−1 2 + 6, and this implies n ≤ 11. In each case, we can get a contradiction to the assumption n ≥ 14. Now suppose r = 2. There holds
by Lemma 2 and n ≥ 14, G = K 2 ∨ (K n−4 + 2K 1 ), a contradiction. Next we denote by H = {H i n,2 : i = 1, 2, . . . , t} the class of graphs obtained when the equality in (7) holds. Obviously, each H i n,2 has the following structure feature: (a) x 1 has only two neighbors y 1 , y 2 in H i n,2 ; (b) {w 1 , w 2 , x 1 } is an independent set and w 1 y 1 , w 2 y 2 ∈ E(G); (c) V (H) induces a clique of (n − 3) vertices.
− 2, then G is obtained from one graph in H by deleting one edge or two edges other than E(C) {x 1 y 1 , x 1 y 2 }.
Without loss of generality, assume d(
Assume that w 1 has one neighbor, say for y, in G other than {y 1 , y 2 }. Noting that
, and this implies that there exist two vertices z, z ′ / ∈ {y 1 , y 2 , y} such that w 2 z, w 2 z ′ ∈ E(G). Note that there are at most two edges missing in H. Hence there are at least two edges in {y 2 z, yz ′ , y 2 z ′ , yz}. Assume that In this case R = {x 1 , x 2 }, and
Furthermore, by a similar argument used in Case 1, we obtain
(H) + e(G[R])
≤ 2r + r(n − 2) 2 + n − r − 2 2 + 1 = n 2 − (r + 5)n + r 2 + 7r + 8 2 .
Recall that m ≥ (n 2 − 5n + 10)/2, hence n 2 − 5n + 10 ≤ n 2 − (r + 5)n + (r 2 + 7r + 8). It follows that rn ≤ r 2 + 7r − 2. Thus n ≤ r + 6 ≤ (n − 2)/2 + 6 by (9) , and this implies n ≤ 10, a contradiction.
Case 3. c = n − 3.
In this case R = {x 1 , x 2 , x 3 }, and ≤ 3r + r(n − 3) 2 + n − r − 3 2 + 3 = n 2 − (r + 7)n + (r 2 + 10r + 18) 2 .
Recall that m ≥ (n 2 − 5n + 10)/2, hence n 2 − 5n + 10 ≤ n 2 − (r + 7)n + (r 2 + 10r + 18).
It follows that (r + 2)n ≤ r 2 + 10r + 8, and hence n ≤ r + 8 − 8/(r + 2). Since n is an integer, n ≤ r + 7 ≤ (n − 3)/2 + 7 by (10), and this implies n ≤ 11, a contradiction.
n , then ρ(G) ≥ ρ(G
n ) and G contains no Hamilton cycle. The proof of the part (1) of Theorem 2 is complete.
(2) Note that K 5 ∨ 6K 1 and K 3 ∨ 4K 1 contain no Hamilton cycles. As shown by Table   1 , ρ(K 5 ∨ 6K 1 ) > ρ(G 
