Abstract. In many pattern forming systems, narrow two-dimensional domains can arise whose cross sections are roughly one-dimensional localized solutions. This paper investigates this phenomenon in the variational Swift-Hohenberg equation. Stability of straight line solutions is analyzed, leading to criteria for either curve buckling or curve disintegration. Matched asymptotic expansions are used to derive a two-term expression for the geometric motion of curved domains, which includes both elastic and surface diffusion-type regularizations of curve motion. This leads to novel equilibrium curves and space-filling pattern proliferation. Numerical tests are used to confirm and illustrate these phenomena.
Introduction.
Pattern forming systems such as the Swift-Hohenberg equation,
often possess a super-or subcritical bifurcation which leads to a finite wavelength instability (for (1.1) this occurs where r > 0). This instability and the ensuing nonlinear evolution has been well studied (see, for example, the review [8] ) and leads to a wide variety of behaviors, such as the formation of stripes and hexagonal patterns throughout the domain.
In the case where the bifurcation is subcritical, there may be pattern formation even when r < 0 and the base state u ≡ 0 is stable. This can take the form of localized steady states [3, 6, 9, 16] or self-replication [14, 19, 26, 28] , where a patterned state may invade the base state.
In problems such as (1.1), where the dynamics satisfy a variational principle, it is natural to compare energies of the flat base state to some candidate steady pattered state. Parameter values which lead to equal energy are called the Maxwell points (which is typically a curve if the parameter space is two-dimensional) [27] . Remarkably, stationary fronts exist not just at the Maxwell point, but in an interval around the Maxwell point called the pinning region. These two types of instability can be quantified analytically. Suppose that there is a one-dimensional localized state u 0 (x) satisfying (2.1)
Such states may in general be stable or unstable (in a one-dimensional sense), since eigenvalues change sign as the snaking bifurcation diagram is traversed. The focus here will be on the former case. The one-dimensional linearized operator (2.2)
can be used to determine dynamical behavior in one and two dimensions. Since u = 0 is stable in the regime we are interested in, the essential spectrum of L 1 cannot contribute to instability. By virtue of translation invariance, there is a simple eigenvalue at zero with eigenfunction η 0 = ∂ x u 0 . The other eigenvalues of L 1 are real and are presumed stable; the greatest of these will be labeled λ 1 < 0.
As an example consider the cubic nonlinearity N (u) = νu 2 − u 3 . We have computed the lowest order stable branch of one-dimensional equilibria (for ν = 4.7), together with the principal eigenvalue (Figure 2(a) ).
One can regard u(x, y) = u 0 (x) as a "partially" localized state in two dimensions, representing a stripe pattern which is infinite in extent in y but localized in the perpendicular direction. Stability can be analyzed using the linearized operator 
) is represented as the L2 norm squared as a function of the parameter r (thin curves). The dashed part represents the continuation of the solution branch past the saddle nodes at r ≈ −4.6, −3.8. The principle eigenvalue of the stable branch is also shown (thick/blue curve). (b) The expansion coefficients λ2 (solid) and λ4 (dashed).
one can identify a branch λ = λ(k), χ = χ(x; k) of the continuous spectrum, which satisfies
A perturbation expansion can be used to determine the small k asymptotics, having the form
It is easy to see that the leading term is just the one-dimensional translation eigenfunction χ 0 = η 0 . At the next order in the expansion,
whose solvability condition determines the eigenvalue to leading order,
To uniquely determine the corrections χ n , we must stipulate their projection onto the leading order eigenfunction; the simplest way of doing this is just by requiring orthogonality,
At the k 4 order in the expansion, (2.10)
whose solvability condition (using (2.9)) is (2.11)
An assessment of the signs of λ 2 and λ 4 is useful. The expression for λ 2 in (2.8) will be shown to arise naturally from a variational argument as a "line" energy, and it can be either negative or positive (cf. Figure 2(b) ). The expression for λ 4 can be simplified by taking the inner product of (2.7) with χ 2 , to give (2.12)
Note that by assuming the one-dimensional stability of u 0 and orthogonality of χ 2 and η 0 , it follows that
One obtains from (2.12) and (2.13) the lower bound λ 4 > −1. On the other hand, numerical solution seems to indicate that λ 4 is generally negative (cf. Figure 2(b) ).
There are two scenarios that may be extracted from this analysis. If λ 2 < 0, then longwavelength sinuous perturbations do not grow. On the other hand, if λ 2 > 0 and λ 4 < 0, then a finite wavelength "buckling" instability occurs.
The more general eigenvalue problem withη =η(x, k) can be written in Fourier variables as
Suppose now thatη is orthogonal to the modes considered above, in the one-dimensional sense
An estimate on the remaining eigenvalues can be made by considering the Rayleigh quotient. In particular, if the normalization condition 16) where the second inequality results from the one-dimensional variational estimate
The stripe therefore can evolve in two ways: either by preserving its cross section and undergoing a sinuous motion, or more generally by breaking into a patterned state that varies along the stripe, destroying the uniformity of cross sections. A sufficient criteria to prevent the latter from occurring can be derived from (2.16) by insisting that the largest nontrivial eigenvalue be negative enough so that
In other words, if the cross section is stable enough in the one-dimensional sense, then one would expect the domain to evolve as a curved domain of roughly constant cross section. In the next section, the evolution of these curved domains is analyzed.
Evolution of curved domains.
In this section, the dynamics of curved filaments in the rescaled equation
are analyzed in the limit → 0. The analysis follows through for general nonlinearity N (u), which is left unspecified for now. In this particular limit, the evolution of spatially localized one-dimensional filaments under (3.1) is considered. More precisely, we investigate the dynamics of the curve Γ(x, t; ) = 0, which is concurrent with the global maximum of a one-dimensional equilibrium profile of (3.1) extending normally to Γ = 0 and exhibiting exponential decay to 0 in the far field. The analysis is facilitated by employing a fitted orthogonal system (ρ(x, t; ), s(x, t; )) [12] , where the coordinate ρ designates the signed perpendicular distance from the centerline Γ = 0 of the filament, while s denotes, for x ∈ Γ, the arc-length along it. In this coordinate system, we have that
where κ ≡ κ(s) is the curvature of Γ. This implies a sign convention for curvature, namely that κ > 0 if the set {ρ > 0} is locally convex. In the vicinity of the centerline, a local rescaling of solutions
is implemented so that (3.1) becomes (3.2)
Further expanding with
and collecting terms at various orders results in a sequence of problems to be analyzed. Before proceeding with the detailed calculation of this perturbed solution, we also remark that an additional condition is required to uniquely specify the centerline of the perturbed solution.
A natural choice dictates that the projection of the null vector η 0 (cf. (2.7)) onto the solution should be zero, i.e., that
This condition is crucial in ensuring that the perturbed solution v of (3.3) and the centerline Γ is uniquely defined. We now proceed by substituting (3.3) into (3.2) and collecting terms at each order. Order 0 . At leading order, v 0 (z) satisfies the base equation
Order . At the following order, the equation
is obtained, where the self-adjoint linear differential operator L is defined to be
A differentiation of (3.5) with respect to z reveals that Lv 0z = 0, and so L has a nontrivial null space, corresponding to the translation invariance of (3.5). Note that the quantity v 0z is exactly η 0 , obtained from (2.7). Accordingly, (3.6) has a solution only when its right-hand side is orthogonal to v 0z , i.e., when
Rearranging this solvability condition gives the leading order normal velocity,
Consequently, (3.8) for v 1 is reduced to (3.10)
Order 2 . At the next order, v 2 is found to satisfy
and again we enforce that the right-hand side of (3.11) be orthogonal to v 0z . As v 0 (z) and v 1 (z) are even and odd functions about z = 0, respectively, several components of the solvability condition integrate to zero, leaving the reduced condition ρ 1t v 0z , v 0z = 0. Consequently there is no contribution to the normal motion of the centerline at this order, and (3.11) reduces to (3.12)
Order 3 . At the subsequent order, the equation for v 3 is determined to be
Before applying the solvability condition to (3.13), let us first consider the following simplification afforded by a consideration of the differential operator:
By introducing the temporary function s = S(X(s, t), t)
, where s and t are independent variables, we have that
ConsequentlyDv 1 (z, s) =Dv 1 (z, S(X, t)) = 0, and so (3.13) reduces to
Unique solutions v 1 and v 2 for (3.10) and (3.13) are obtained by applying the constraints v 1 , v 0z = v 2 , v 0z = 0, and consequently we obtain that (3.15)
In the above expressions,v 1p (z) andv 2p (z) solve the associated problems
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for constants α 1 , α 2 whose values are certain inner products in terms of known quantities:
Finally, the normal velocity of the centerline is found to obey the following asymptotic differential equation:
This expression is valid for κ = O(1), i.e., provided the curved domain does not become too contorted. Note that the coefficient of the κ term is identical to λ 2 , derived in (2.8).
Relationship of curve motion to stripe stability and a variational interpretation.
To reinforce the validity of the foregoing calculation, we compare it to the calculation of stripe stability. A nearly straight curve can be parameterized by its centerline displacement h(s). With the sign conventions for curvature and normal velocity above, the linearized motion (with larger h(s) in the direction of positive ρ so that h ss is linearized curvature) reads
The real growth rate of a Fourier mode exp(ikx) is −γk 2 − 2 α 1 k 4 . Note that the scaled correction termv 1 solves (3.6), which is the same equation satisfied by χ 2 in the eigenvalue perturbation expansion (equation (2.7)). It is then easy to check that λ 2 = −γ and λ 4 = −α 1 . In other words, the stability calculation is recovered from the asymptotic curve motion. We can further note that the leading order dynamics are variational, namely, the gradient flow of a curve whose energy per unit length is γ. We can see how γ arises from the energy of the Swift-Hohenberg equation,
In scaled variables, the cross-sectional energy of a curve is
Equation (3.5) for v 0 admits a first integral by multiplying by v 0z and integrating,
This expression allows g(v 0 ) to be written in terms of derivatives; inserting into (3.23) and integrating by parts gives
Curve lengthening and regularization of the dynamics.
When γ > 0, the leading order dynamics are standard motion by mean curvature, whose properties are well documented (e.g., [11] ). In contrast, γ < 0 gives an ill-posed curve evolution at leading order. This justifies the necessity of correction terms which might regularize the curve motion equations.
The two-order composite evolution (3.20) may be decomposed into three well-studied intrinsic curve motions: motion by curvature, elastic curve motion, and motion by the Laplacian of curvature, also called surface diffusion. In particular, one can write the correction to the curve velocity as
The elastic motion law V e = κ ss + 1 2 κ 3 arises as a gradient flow of the curve energy,
and has been studied as a regularization of ill-posed curvature flows [5] . The O( 2 ) evolution equation (3.20) reduces to this case if α 1 = 2α 2 . The surface diffusion velocity contribution V sd ∼ κ ss is also used as a regularization of curvature dependent motions (see [20] and references therein). The fact that the line energy coefficient γ can have either sign means that curves may either lengthen or shorten at leading order. If Γ is a closed curve evolving under (3.20), a standard calculation for the length of the curve L(t) reveals that
The qualitative effect of the coefficients is clear. If γ > 0, usual curvature flow makes the curve shrink. On the other hand, if γ < 0, the curve will generally buckle and proliferate, until the curvature gradients become large enough to arrest curve lengthening. If γ = O(1), then the potential growth-arresting effects of the surface diffusion term will only be felt when gradients of curvature are appreciable on a length scale of O( ). While this poses no difficulty for the sharp interface dynamics, it is unlikely that the asymptotic analysis would be valid if the curved domain was undulating on a scale comparable to its width. 3.3. Circular, meandering, and self-intersecting steady state curves. In this section, we investigate the equilibrium structure of (3.20) by considering all solutions of the system
along with the planar curves which they generate. To obtain values for the parameters γ, α 1 , and α 2 , we focus on the quadratic-cubic nonlinearity N (u) = νu 2 − u 3 case. The aforementioned quantities are then calculated by first obtaining the solution of the one-dimensional equilibrium problem,
A numerical solution of (3.30) is obtained from a spatial discretization based on a finite difference approximation on a large but finite region. An appropriate initial profile is provided, followed by Newton iterations until a specified tolerance is obtained. The quantities required for (3.29) are then readily obtained from quadrature of this numerical approximation.
Continuing on with our analysis of (3.29), we observe the Hamiltonian
A similar steady state equation of curve motion was considered by Gavish et al. [13] in a completely different model that forms narrow domains. Let us consider the cases γ > 0 and γ < 0 separately. Case γ > 0. A phase plane analysis of (3.31) (if α 1 > 0, α 2 > 0, γ > 0) reveals a homoclinic, large-amplitude (i.e., large H), and small-amplitude orbits (cf. Figure 3 κ(s) of (3.29) can be reconstructed by solving the system (3.32)
where θ(s) indicates the angle made by the tangent of Γ at s with the horizontal. From this, the large-amplitude periodic orbits of (3.29) are found (cf. Figure 4 ) to describe meandering curves, which can be either self-or non-self-intersecting.
These meandering curves, arising from large-amplitude orbits of (3.29), are not closed, however. The question of which functions κ(s) give rise to closed curves in R 2 is a classic problem in planar geometry. In particular (cf. From the phase plane of (3.29), shown in Figure 3 , the symmetry of large-amplitude orbits implies that ρκ 0 κ(s) ds = 0, and consequently these orbits will never generate closed planar curves. The small-amplitude orbits seen inside the homoclinic of Figure 3 (a) do have nonzero values of ρκ 0 κ(s) ds. Indeed, for given m and n it is possible to locate appropriate initial conditions and consequently trajectories which satisfy condition (3.33). However, the closed curves found (cf. Figure 5) appear to be exclusively self-intersecting.
It is also possible to have steady state circular solutions, whose radii satisfy R 0 = κ −1 0 = α 2 /γ, provided that α 2 and γ have the same sign. The linearized stability of these equilibria is straightforward to compute. (Note that the dynamics in [13] are different from ours; in particular, the arc-length here is not conserved.) Suppose first that γ, α 2 > 0, and nondimensionalize by rescaling lengths by R 0 and time by R 0 /γ, so that the normal velocity is
Consider the evolution of a normal perturbation v(s, t) so that the curve is parameterized
, so that the linearized dynamics correspond to
The growth rate σ of modes exp(ins), n = 0, 1, 2, . . . , is therefore
The uniform translation mode n = 1 naturally gives σ 1 = 0. It is not difficult to see that if instability occurs, then the second mode's growth rate σ 2 = −12μ + 6 must be positive. This occurs when μ < 1 2 . This means that if surface diffusion effects (given by the coefficient α 1 ) are large enough, circular equilibria will be stable.
Case γ < 0. In this case, the origin is a center, and all trajectories are periodic orbits, as seen in Figure 3(b) . As each of these orbits satisfies ρκ 0 κ(s) ds = 0, they do not generate closed planar curves but instead sinusoidal nonintersecting curves.
The previous phase plane analysis indicates that a closed curve, evolving under the dynamics predicted by (3.20) , can equilibrate to circles in the case γ > 0. All other closed curves generated by solutions of (3.29) are self-intersecting. We do find meandering, non-selfintersecting equilibrium curves (cf. Figure 4(a) ), which correspond to large-amplitude periodic orbits of (3.29).
Full two-dimensional numerical tests.
In this section, we investigate the qualitative predictions of (3.20) , in particular the centerline dynamics of (4.1)
by means of comparison with full numerical simulations of (3.1). The full two-dimensional simulations of (3.1) are performed on the square region Ω = [−10, 10] 2 with Fourier decomposition in space and adaptive time stepping. Along the boundary of the region, the solution and its normal derivative are required to be zero. Numerical simulation of the interfacial equation (4.1) is achieved with the level set methods described in [7, 29] , which we now briefly summarize. This approach represents the interface Γ as the zero level set of a function φ(x, y, t), i.e., Γ = {(x, y) | φ(x, y, t) = 0}. Differentiating the expression φ(x, y, t) = 0 implicitly with respect to t gives φ t + ρ t |∇φ| = 0, where ρ t is the normal velocity given in (4.1). Consequently, we consider the equation
which is simulated by discretization on a uniform Cartesian grid via second order centered differences. The appropriate formulas for κ and κ ss in this coordinate system are given (cf. [29] ) by
(4.3b)
After discretization, the system obtained for the unknowns is of form φ t = S(φ), where S(φ) is nonlinear, fourth order, and prone to instability when evolved. An explicit integration scheme suffers from a very severe CFL condition, while implicit schemes are of limited feasibility for such a nonlinear equation. The semi-implicit scheme employed in [29] is one way to bypass some of these difficulties. We first write φ t = −βΔ 2 φ + (βΔ 2 φ + S(φ)) and treat the first term implicitly and the second explicitly. This results in the first order accurate iteration scheme
for a fixed time step Δt. The effect of the nonlocal operator [1 + ΔtβΔ 2 ] −1 is to stabilize the otherwise explicit scheme. In our simulations, we use the value β = 1/2 and invert the fourth order operator with an FFT. To reduce unnecessary computational work, the system is evolved only in a thin band of mesh points surrounding the interface, and the values of the quantities (4.3) on the interface are extended normally to those points. In the following examples, we illustrate the dynamics of two-dimensional structures under (3.1) where those structures are constructed from two particular one-dimensional crosssectional profiles, each having a γ value of differing sign. The two cross-sectional profiles considered are shown in Figure 6 and appear to be qualitatively identical. However, when two-dimensional filaments are constructed by taking these profiles as cross sections, very different qualitative dynamics emerge, as predicted by the previous steady state analysis of (4.1). Numerical simulations of the interface equation (4.1) are also compared with those of (3.1), and qualitative agreement is observed. The self-interaction of the curve with its distal segments is observed to be very important in the evolution of the domain. The geometric evolution (4.1) does not account for these interactions and indeed allows for self-intersection which is not observed in full numerical solutions of (3.1). Consequently, quantitative predictions from the full two-dimensional asymptotic theory are found to be less good, particularly in the curve lengthening case. However, in the radially symmetric case, good quantitative agreement is obtained.
Example 1: Curve lengthening and space filling.
Here the values r = −3.9, ν = 4.7, and = 0.2 are used to initialize two-dimensional simulations of (3.1) in the square region [−10, 10] 2 . The corresponding values in the reduced asymptotic theory, calculated from (3.19) , are γ ≈ −0.2335, α 1 ≈ 0.7892, and α 2 = 1.0615. The initial data is nonzero except in a region of width centered on the ellipse 1.5 x 2 + y 2 = 9. In the direction transverse to the ellipse, the numerical solution of (3.1) quickly stabilizes to the one-dimensional solution profile of (3.30) shown in Figure 6 (a). The resulting two-dimensional structure is stable, as predicted by the results of section 2. To leading order, (4.1) predicts centerline dynamics ρ t ≈ −γκ, where γ ≈ −0.2335, and the order O( 2 ) terms provide a regularization to this ill-posed motion. Accordingly, inhomogeneities in the initial data are accentuated by the dynamics, and the curve lengthens and buckles as predicted in section 3.2.
In full two-dimensional simulations of (3.1), self-intersection eventually becomes a possibility but is prevented by repulsive forces generated by the interaction of the exponential tails emanating from distal parts of the curve (cf. section 4.3). As demonstrated in the phase plane analysis of section 3.3 for the case γ < 0, the dynamics of (4.1) alone will not equilibrate curve motion. Consequently, the curved domain will continue to buckle and lengthen according to (3.28) until the numerical box is full. The motion of the curved domain is eventually arrested by a combination of repulsive forces from the boundary and distal segments of the filament. The reduced asymptotic description of the motion (4.1) does not take into account these nonlocal interactions and therefore only partially describes the full evolution of the one-dimensional filaments studied here.
In Figure 7 , nine snapshots of the dynamics of (3.1) are displayed, ranging from the initial profile (top left) to an equilibrium configuration which fills the space (bottom right). For comparison with the reduced asymptotic interface equation (3.20) , the parameter values γ = −0.2335, α 1 = 0.7892, α 2 = 1.0615 are calculated by quadrature from (3.19). In Figure  8 , six snapshots for the corresponding evolution of (3.20) are shown, ranging from an initial ellipse up until self-intersection. The dynamics of the reduced theory capture the lengthening and buckling dynamics of the initial state; however, they do not fully capture the exact quantitative shape of the filament, which appears to be dependent on the nonlocal interactions. There are two main limitations of the asymptotic theory highlighted by the full numerical simulations of Figure 7 . First, it is developed under the assumption that κ(s) = O(1) along the length of the filament. As seen in Figure 7 , the domain does not maintain this property as the evolution progresses and its labyrinthian pattern becomes more contorted. Second, the asymptotic theory does not account for nonlocal filament interactions which prevent self-intersections. With these two facts in mind, it is only reasonable to expect qualitative agreement of the full system with the reduced asymptotic curve dynamics (4.1) for short time intervals after initialization.
Example 2:
Curve shortening and convergence to steady radially symmetric solutions. In this example, the parameter values = 0.2, ν = 4.7, and r = −4.2 are used, which give rise to the one-dimensional profile displayed in Figure 6 (b). This profile corresponds to the value γ = 0.1320 and is of sign opposite that of Example 1. With the parameter γ now positive, the analysis of section 3.2 predicts that the curve will evolve to shorten its length. In section 3.3, it was observed that the only equilibrium states of (4.1) corresponding to closed curves were circles. Other closed equilibrium curves were found to be self-intersecting.
In Figure 9 , two-dimensional simulations are initialized with nonzero data on a region of width centered on the ellipse 1.5 x 2 + y 2 = 9, as in Example 1. The curved region contracts and shortens its length until finally converging to a radially symmetric profile centered at the origin. The curves displayed in Figure 10 are simulations of (4.1) for parameter values = 0.2, γ = 0.1320, α 1 = 0.7380, and α 2 = 0.5652, which are calculated from (3.19). The To demonstrate the quantitative efficacy of the dynamics predicted by (3.20) , radially symmetric solutions of
are used for comparison. For radially symmetric solutions, (3.20) predicts that the spike radius x(t) obeys motion. Consequently, there are two possible scenarios. First, if x e is large enough, then the spike is pinned by the dynamics of (4.6) and not by self-interaction forces at the origin. Second, x e is smaller than the length scale on which self-interaction forces act, and the spike is pinned at a radius before that predicted by (4.6) .
To control the size of x e for a fixed , recall that for fixed ν = 4.7, r = −3.9 corresponds to γ < 0, while r = −4.2 yields a γ > 0. Assuming a continuous dependence of γ on r, it follows that there exists a critical value r c such that γ(r c ) = 0 (cf. Figure 2(b) ). For a fixed , the size of x e can therefore be made arbitrarily large by tuning the parameter r such that γ(r) is arbitrarily small but positive. This motivates the following two experiments, both with common parameters, R = 2, = 0.05, and ν = 4.7. Experiment 1. Using r = −4.088 results in γ ≈ 0.0054, a 2 ≈ 0.4367, and x e ≈ 0.4483. As shown in Figure 11 , the spike is equilibrated by the dynamics of (4.6) before getting close enough to the origin to experience self-repulsion. The final profile at equilibrium is shown in Figure 11 (b). Note that since γ is very small, equilibration occurs on a long time scale. Experiment 2. Using r = −4.2 results in γ ≈ 0.1320, a 2 ≈ 0.5652, and x e ≈ 0.1035. From the simulation of Figure 12 (a), we see that spike motion is arrested before the equilibria predicted by (4.6). Indeed, the equilibrium profile displayed in Figure 12 (b) has fully interacted with the origin.
Repulsion of nearby curves.
The analysis of section 3 assumes no interaction between the tail of a particular localized structure and that of separate structures centered on distant sections of the curve centerline. Given appropriate initial conditions, and the fact that the base profile (3.5) decays exponentially quickly in its far field, this assumption seems reasonable. As the coherent structure evolves according to (3.20) , self-intersection of the curve becomes a possibility. In numerical simulations it is observed that at some characteristic length scale, forces emerge to stabilize the separation distance, regardless of the wide range of possible incidence angles. The procedure outlined by Elphick, Meron, and Spiegel [10] predicts the dynamics of superpositions of multiple exponentially decaying stable localized structures and provides some explanation for the observed stabilization of the self-intersecting curve. We reproduce this argument for our problem to illustrate the qualitative effects that nearby structures have on the motion of a localized solution.
An approximate superposition of n well-separated one-dimensional profiles v 0 (x) of (3.5) on R can be written
where τ = δt is the slow time scale for motion and x i (τ ) is the peak of each isolated profile. The perturbation parameter here is δ = exp[−aL], where L is an assumed large characteristic length scale between isolated peaks. The dynamic equation can be decomposed into linear and nonlinear parts,
Inserting this ansatz into the dynamic equation, the correction term R to leading order satisfies
The linear operator on the left-hand side of (4.9) is, to the same level of approximation, just the sum of linearizations about each steady state solution v i . One can therefore use approximate eigenfunctions ∂v i /∂x in a Fredholm-type argument (see, e.g., [14] ) to arrive at an expression for the leading order dynamics:
The qualitative nature of interaction is captured by the integral in the numerator of (4.10), which involves the oscillating tail of v i . As the relative distance between peaks |x i − x j | varies, the character of interaction alternates between attractive and repulsive in a relatively periodic fashion. In a multidimensional setting, once two curves are reasonably close, the magnitude of interaction can become as significant as the other geometric effects, as we will numerically illustrate. Figure 13 displays simulations of (3.1) initialized with regions of width centered on the ellipses 1.5 x 2 + y 2 = 9, 1.5 x 2 + y 2 = 16, and 1.5 x 2 + y 2 = 25. The inhomogeneities of the initial data are smoothed out by the dynamics, which are length shortening as described by the theory of section 3.2. Once short term interactions come into play and arrest curve motion, the limiting behavior is to a radially symmetric profile consisting of three rings.
In Figure 14 , numerically obtained radially symmetric solutions of (4.5) with parameters R = 5, r = −4.2, ν = 4.7, and = 0.05 are displayed. Simulations are initialized with three spikes centered at (x 1 (0), x 2 (0), x 3 (0)) = (1.2, 2.64, 3.55). The parameter values chosen (the same as in Example 2) give rise to γ ≈ 0.1320, α 1 ≈ 0.7380, α 2 ≈ 0.5646.
Conclusion.
There has been significant recent interest regarding the existence, multiplicity, and stability of one-dimensional localized states u 0 (x) of the Swift-Hohenberg equation, Surprisingly, a large family of one-dimensional solutions to (5.1) exist in a parameter interval surrounding the Maxwell point. This phenomenon is known as snakes and ladders due to the intertwining nature of the stable and unstable branches (snakes) coupled with the interconnecting asymmetric solution branches (ladders). The main aim of this paper has been to study the stability and dynamics of stable one-dimensional states in a two-dimensional setting and to consequently shed light on possible equilibrium configurations of the problem In section 2, a sufficiency condition for a stable solution u 0 (x) of (5.1) to be a stable stripe solution of (5.2) was established. In terms of λ 1 , the largest nonzero eigenvalue of the linearization of (5.1) about u 0 (x), we show that whenever λ 1 < −1, u 0 (x) is a stable stripe solution of (5.2). In other words, if u 0 (x) is a stable enough solution of (5.1), then u(x, y) = u 0 (x) is a stable solution of (5.2).
When this situation arises, filaments whose cross sections are formed by u 0 (x) can be constructed and their resulting dynamics analyzed. In section 3, it was established by means of a fitted orthogonal system that the normal velocity for the centerline of a filament of width 1 satisfies (1) is the curvature of the filament, while the constants α 1 , α 2 are known quantities determined in (3.19) . The coefficient of the curvature term in (5.3) has appeared previously as λ 2 in (2.8) and γ in (3.21), and its sign is found to predict the qualitative dynamics of the filament. The higher order terms provide elastic regularization of the geometric motion. An analysis of (5.3) reveals the existence of meandering and circular steady states. However, noncircular closed equilibrium curves are found to be self-intersecting.
When the dynamics of (5.3) do not arrest curve-motion, self-interaction of the evolving structure is prevented by repulsive forces generated by the interaction of exponentially decaying tails from distal filament segments. When γ < 0, the filaments evolve to length shorten and equilibrate on radially symmetric solutions. Interestingly, when simulations are initialized with multiple filaments, the structure evolves to radially symmetric multipeak equilibria. For γ > 0, curve-lengthening occurs before motion is arrested by interaction with the boundary and results in a space-filling equilibrium.
While the asymptotic description of (5.3) incorporates many of the mechanisms of filament evolution observed in the full system, the absence of nonlocal interactions is a conspicuous limiting feature. It would therefore be very interesting to incorporate such effects in a systematic way, to arrive at a hybrid geometric and nonlocal description of domain evolution.
