Abstract. An n × n array A with entries from {1, . . . , n} is avoidable if there is an n × n Latin square L such that no cell in L contains a symbol that occurs in the corresponding cell in A. We show that the problem of determining whether an array that contains at most two entries per cell is avoidable is N P-complete, even in the case when the array has entries from only two distinct symbols. Assuming that P = N P, this disproves a conjecture byÖhman. Furthermore, we present several new families of avoidable arrays. In particular, every single entry array (arrays where each cell contains at most one symbol) of order n ≥ 2k with entries from at most k distinct symbols and where each symbol occurs in at most n − 2 cells is avoidable, and every single entry array of order n, where each of the symbols 1, . . . , n occurs in at at most n 6 cells, is avoidable. Additionally, if k ≥ 2, then every single entry array of order at least n ≥ 4, where at most k rows contain non-empty cells and where each symbol occurs in at most n − k + 1 cells, is avoidable.
Introduction
Consider an n × n array A where every cell contains a subset of the symbols in {1, . . . , n}. The integer n is called the order of A. If each symbol occurs at most once in every column of A, then A is column-Latin. The concept of a row-Latin array is defined analogously.
The cell in position (i, j) of the array A is denoted by (i, j) A , and the set of symbols in cell (i, j) A is denoted by A(i, j). As a shorthand, if the cell (i, j) A contains only one symbol r, we usually write A(i, j) = r. Moreover, if k ∈ A(i, j), then we say that k is an entry of the cell (i, j) A . If each cell in A contains at most one entry, then A is a single entry array. Otherwise, A is a multiple entry array. Recall that if A is a single entry array that is both column-Latin and row-Latin, then A is a partial Latin square, and if no cell is empty, then A is a Latin square.
An n × n Latin square L avoids an n × n array A if for each pair of integers (i, j) such that 1 ≤ i, j ≤ n, we have that L (i, j) / ∈ A (i, j). The array A is avoidable if there is a Latin square L that avoids A. Otherwise, A is unavoidable. The problem of avoiding arrays was first posed by Häggkvist [12] . He also found the first family of avoidable arrays: every column-Latin single entry array of order n = 2 k with empty last column is avoidable. In 1995 the second non-trivial family of avoidable arrays was given. Chetwynd and Rhodes [6] proved that all chessboard squares (arrays with cells colored in the form of a chessboard with at most one symbol per black cell and no entries in the white cells) of even order at least 4 are avoidable, and that all chessboard squares of odd order at least 5 where all corner cells are white are avoidable. Furthermore, by results of Chetwynd and Rhodes [7] , Cavenagh [5] andÖhman [16] , every partial Latin square of order at least 4 is avoidable. In [15] , the problem of avoiding single entry arrays with entries from at most two symbols was completely solved. Therein a complete characterization of unavoidable single entry arrays with at most two symbols is given. Furthermore, Markström (personal communication) has made the following conjecture.
Conjecture 1.1. If
A is an n × n single entry array where each of the symbols 1, . . . , n occurs at most n − 2 times, then A is avoidable.
If true, Conjecture 1.1 would be best possible, because the array A defined by letting each cell in row 1 except (1, 1) A have entry 1, every cell in column 1 except (1, 1) A have entry 2 and every other cell be empty, is clearly unavoidable.
For multiple entry arrays, Chetwynd and Rhodes [8] established that every 4k×4k array where each cell contains at most two entries and each symbol occurs at most twice in every row and column is avoidable, if k > 3240. Cutler andÖhman [10] proved that for every positive integer m, there is a k 0 = k 0 (m) such that if k > k 0 and A is a (m, m, m)-array of order 2mk, then A is avoidable, where k 0 is of the order m 8 . By results of Andrén [1] , and Andrén, Casselgren andÖhman [2] , there is a constant c > 0, such that if A is an n × n array in which every cell contains at most cn symbols and every symbol occurs at most cn times in each row and column, then A is avoidable. That there is such a constant c was conjectured by Häggkvist [12] .
The problem of determining whether a general multiple entry array is avoidable is N P-complete, because it contains the problem of completing Latin squares as a special case; and this is an N P-complete decision problem [9] . In this paper we prove that the problem to determine whether a multiple entry array A is avoidable remains N P-complete in the case when A has entries from only two distinct symbols. Unless P = N P, this disproves a conjecture in [17] .
We also present some families of avoidable arrays related to Conjecture 1.1. Let k ∈ {1, . . . , n}.
• Every array of order n with entries from at most k symbols and where each symbol occurs in at most n − k cells is avoidable;
• every array of order n where all non-empty cells occur in k rows and where each row has at most n − k entries is avoidable;
• every single entry array of order n ≥ 2k with entries from at most k symbols and where each symbol occurs in at most n − 2 cells is avoidable;
• every single entry array of order n where each of the symbols 1, . . . , n occurs at most n 6
times is avoidable;
• if k ≥ 2, then every single entry array of order n ≥ 4, where at most k rows contain non-empty cells and where each symbol occurs in at most n − k + 1 cells, is avoidable;
• Conjecture 1.1 is true for arrays with entries from at most 3 symbols.
Preliminaries
A partial Latin square L is said to be completeable if there is a Latin square L such that for any non-empty
Hilton and Andersen [3] characterized which n × n partial Latin squares with at most n entries are completeable. In particular, the following theorem follows from their result.
Theorem 2.1. Every n × n partial Latin square with at most n − 1 entries is completeable.
This theorem was also proved independently by Smetaniuk [18] . It can be useful to look at a Latin square of order n as a set of n 2 triples of the form (row, column, symbol). For each Latin square there are six conjugate Latin squares obtained by uniformly permuting the coordinates in each of its triples. Similarly, we can think of an array A as a collection of triples, where we include one triple for each symbol in a cell if A is a multiple entry array. Conjugacy can then be defined for arrays exactly in the same way as it was defined for Latin squares. Note then that if A is an avoidable array, then any conjugate A of A is also avoidable. For example, suppose that L avoids A and let A be obtained from A by exchanging the roles of the columns and the symbols in A. If L is the Latin square obtained from L by exchanging the roles of the columns and the symbols of L, then L avoids A .
The observation that an array A is avoidable if some conjugate of A is avoidable will be used in Section 4 where we will present several families of avoidable arrays. We will also use the simple fact that A is avoidable if and only if an array obtained from A by relabeling the rows and/or columns and/or symbols of A is avoidable.
A generalized diagonal D, or just a diagonal, in an array A of order n is a set of n cells in A, no two of which are in the same row or column. If D is a diagonal in A then σ(D) denotes the set of symbols that occur in cells in D. The following observation is crucial for most of our results. 
Observation 2.2. Let
Proof. Define an n × n Latin square L by setting
Given an n × n array A and a partition of the set of cells of A into diagonals D 1 , . . . , D n , we say that a map 
Complexity results
Let G be a graph. A precoloring f of E ⊆ E(G) is a proper coloring of the edges in E . If f is a precoloring of E , then a proper edge coloring f of G is an extension of f if f (e) = f (e) for all edges e ∈ E . Fiala [11] proved that the following problem is N P-complete.
Problem 1. Edge precoloring extension.
Instance: A 3-regular bipartite graph G, a precoloring f of E ⊆ E(G).
Question: Can f be extended to a proper edge coloring of G using at most 3 colors?
In [11] a polynomial reduction from Not-All-Equal 3-SAT [14] to Problem 1 is described. However, the precoloring of the constructed bipartite graph in fact only uses two distinct colors. Therefore the following problem is also N P-complete. Proof. We give a polynomial reduction from Problem 2 to Problem 3.
Let G be a 3-regular bipartite graph with parts
where some edges are colored 1 and some edges are colored 2. (Note that G is balanced since it is bipartite and 3-regular.) Denote this precoloring by f . Define an n×n array A by setting
, 2}), then we include the entry r in all cells in A that are in row i, except the cell (i, j) A . Let
It is easy to see that if the precoloring f can be extended to a proper edge coloring f of G with 3 colors, then A is avoidable. Simply define a Latin square L by setting L(i, j) = f (x i y j ) for all cells (i, j) L such that (i, j) A ∈ B and then fill in the remaining symbols 4, . . . , n in such a way that L is a Latin square. By Corollary 2.5, this is possible. Now suppose that A is avoidable and let L be at Latin square that avoids A.
and then coloring all uncolored edges of G with the color 3. It is not hard to see that f is a proper coloring of E(G). We show that it is an extension of the precoloring f .
Let
for r = 1, 2. Since L avoids A, the diagonal A 1 does not contain any cell with entry 1 and, similarly, A 2 does not contain any cell with entry 2. Now suppose that e = x i y j is an edge of G with f (e) = 1 (the case f (e) = 2 is analogous). By the construction of A, the symbol 1 is an entry of every cell in row i of A except (i, j) A . Hence we must have (i, j) L ∈ L 1 , which implies that f (x i y j ) = 1, as required.
Remark 1.
We note that the problem of avoiding a multiple entry array A on 2 symbols where each cell contains either both symbols or is empty can be solved in polynomial time, since it is equivalent to the problem of finding a 2-factor in a bipartite graph with edges corresponding to empty cells in A.
Some families of avoidable arrays
In this section we present some families of avoidable arrays. Our first result concerns arrays where any cell, row and column can contain any number of entries. 
Take an arbitrary such partition Proof. Similar to the proof of the preceding theorem.
By conjugacy, we also have the following corollary to Theorem 4.1.
Corollary 4.3. If A is an n × n array where all non-empty cells are in k rows and where each row contains at most n − k entries, then A is avoidable.
Of course, we could exchange rows for columns in Corollary 4.3, and the same conclusion would still hold. Also, Proposition 4.2 yields corresponding corollaries. The details are omitted.
Next, we consider arrays where we put restrictions on both the number of rows with non-empty cells and on the number of occurences of a specific symbol. Proof. Let f be a proper edge coloring of G with (at most) m colors. We will describe an algorithm for constructing an edge coloring in which each of the colors 1, . . . , m appears on at least k edges. For an edge coloring f of G, let E r (f ) = {e ∈ E(G) : f (e) = r}.
Suppose that there is some color i that appears on strictly less than k edges. Then there must be some color j that appears on at least k + 1 edges. Consider the graph
Clearly, H has maximum degree 2. Moreover, since 
Let us verify that in the bipartite graph G with parts The fact that |S | = n − k + 1 and (4.1) imply that
and (4.2) implies that 2k ≤ n, which clearly is a contradiction. Thus we conclude that the part D in G satisfies Hall's condition.
Note that if we remove the condition that n ≥ 4, then the above theorem is not true, as seen by the following unavoidable arrays. Remark 2. If A is an single entry array where at most k rows contain non-empty cells and where each symbol occurs at most n − k + 1 times, then the conjugate A of A obtained from A by exchanging the roles of rows and symbols is an array with entries from at most k symbols, where each row contains at most n−k +1 entries and where each symbol occurs at most once in every column. Similarly, by exchanging the roles of symbols and columns in A we obtain an array A , where at most k rows contain non-empty cells, each column contain at most n − k + 1 entries and each symbol occurs at most once in every row. Note that A and A are in general not single entry arrays. Instead, the property of being single entry translates to the property that each symbol occurs at most once in every row or column, depending on which type of conjugacy is used. We conclude that by exchanging the roles of rows and symbols, or symbols and columns, in Theorems 4.4 and 4.6, we obtain some more families of avoidable arrays. These arrays are row-or column-Latin and since avoiding such arrays is not our main concern in this paper, the details are omitted.
In the following, we will give three theorems that are closely related to Conjecture 1.1. Each theorem proves a special case of this conjecture by showing that a specific family of single entry arrays is avoidable. Similarly as in Remark 2, we note that for each of these results we get corollaries for row-or column-Latin (multiple entry) arrays by using conjugacy. As such arrays are not our main concern in this paper, the details are omitted here as well. . . , n such that each color appears on at least n/6 edges. We define an n × n partial Latin square L by setting
, and letting all other cells of L be empty. By Corollary 2.4, L can be completed to a Latin square L . We define n diagonals Suppose now that n is odd. We first consider the case when n ≤ 9. We may clearly assume that n ≥ 6, which means that each symbol occurs in at most 1 cell in A. Note that this implies that A is a partial Latin square. Since all partial Latin squares of order at least 4 are avoidable [5, 16, 7] , A is avoidable.
Suppose now that n ≥ 9. We proceed similarly as in the even case. There is a permutation α, so that the array A , obtained from A by applying α to the rows of A, contains at most (n − 1)/2 n/6 non-empty cells in the first (n − 1)/2 rows. We can simply choose α by letting α −1 (1) be the row in A that contains the least number of non-empty cells, and α −1 (2) be the row in A that contains the second least number of non-empty cells etc. Similarly, we may thereafter permute the columns of A to obtain an array C, where the upper left (n − 1)/2 × (n − 1)/2 subarray F contains at most (n − 3)/4 n/6 non-empty cells. This implies that there are at least
empty cells in F . Note that this expression is greater than n n/6 if n ≥ 9. We may now finish the proof by repeating the same arguments as in the even case. The details are omitted.
By results of Markström andÖhman [15] , Conjecture 1.1 is true in the case when the array has entries from only 2 distinct symbols. We now show that it is true in the case when the array contains entries from 3 symbols. The following was proved in [15] . The converse is of course also true: if an n × n array A contains a k × (n − k + 1) subarray each cell of which contains the same symbol, then A is unavoidable. So suppose that A is a minimal unvoidable array with entries from {1, 2, 3} and no entries from {4, . . . , n}, and such that each symbol occurs in at most n − 2 cells, and where minimal here means that removing any entry from A results in an avoidable array. (If B is an unavoidable array with entries from 3 symbols then we can successively remove entries from B until we obtain a minimal unavoidable array. Hence, it suffices to consider minimal unavoidable arrays.)
Since all single entry arrays with entries from at most 2 symbols and where each symbol occurs in at most n − 2 cells is avoidable [15] , we may assume that A has entries from all the symbols 1, 2, 3. Moreover, since A is minimal, we may without loss of generality assume that there are pairwise disjoint diagonals
and D 3 contains precisely one cell with entry 3. Let Suppose now that a subset of the cells in
Without loss of generality we assume that B is a n × 1 subarray in A that lies in the first column of A and that
Note also that all cells of A 3 lie in the first column of A; more precisely
Therefore it suffices to show that we can find pairwise disjoint diagonals
We first show that if A is unavoidable, then every cell in
has entry 1. Suppose to the contrary that there is some integer j ≥ 3 such that A(1, j) = 1 and let (i 1 , j) A be the cell in column j that is in D 1 . We define a new diagonal D 1 by including (1, j) A , (i 1 , 1) A and all cells in (1, 4) A , . . . , (1, n) A } has entry 1 and all cells in { (2, 4) 
As before, (1, 1) A / ∈ D 1 ∪ D 2 , which contradicts that A is unavoidable.
We now show that Conjecture 1.1 holds in the special case when at most k symbols appear in an array of order at least 2k. We first prove that r = 1 or r = n. By symmetry, it suffices to consider the case when r > n/2. The number of cells in B that are in A 1 is at least r(n − r + 1) − (n − r + 1)(k − 1), which is at most n − 2 if f (r) = r 2 − r(n + k) + k(n + 1) − 3 ≥ 0.
Since the maximum of f (r) is attained at r = n/2 + 1 or r = n, it is easily verified that we must have r = n if f (r) ≥ 0 and r > n/2. , j) A is the only cell with entry 1 in D 1 .) Moreover, it follows similarly as before, that we must have s = 1 or s = n, and that at least n/2 + 1 cells in row i or column j has entry 1, a contradiction because j > 1, column 1 contains at least n/2 + 1 cells with entry 1 and there are at most n − 2 cells in A with entry 1. Hence, we may conclude that all cells with entry 1 lie in column 1. Now, by proceeding exactly as above for every symbol s ∈ {2, . . . , k} we may conclude that all cells of A with entry s lie in a specific column or row and that this column or row contains at least n/2 + 1 cells with entry s. Clearly, if all cells with entry s lie in a particular row or column l, then there is no other symbol t such that all cells with entry t lie in row/column l. Let l r be the row or column that contain all cells with entry r for each r ∈ {1, . . . , k}.
We will now define a partial Latin square L with k non-empty cells; for each r ∈ {1, . . . , k}, exactly one cell in L will have entry r, the cell (i, j) L with entry r will lie in row/column l r , and A(i, j) = r.
Consider a bipartite graph G with parts 
