Abstract. We present novel techniques for e cient controller synthesis for untimed and timed systems with respect to invariance and reachability properties. In the untimed case, we give algorithms for controller synthesis in the context of nite graphs with controllable and uncontrollable edges, distinguishing between the actions of the system and its environment, respectively. The algorithms are on-the-y, since they return a controller as soon as one is found, which avoids the generation of the whole state space. In the timed case, we use the model of timed automata extended with controllable and uncontrollable discrete transitions. Our controller-synthesis method here is only half on-the-y, since it relies on the a-priori generation of a nite model (graph) of the timed automaton, as quotient of the time-abstracting bisimulation. The quotient graph is essentially an untimed graph, upon which we can apply the untimed on-the-y algorithms to compute a timed controller.
Introduction
An embedded system can be usually considered as a reactive machine that cooperates with an environment to provide a service. The environment generates input events triggering actions that change the state of the machine, which may in turn produce output events that a ect the environment. The formal analysis of such systems requires models and techniques that take into account not only the properties of the embedded machine, but also the characteristics of the environment, and in particular, the unpredictable (sometimes even hostile) nature of the latter.
In formal veri cation (or model-checking) there is no distinction between actions of the system and those of the environment. Usually the model of the system is \closed" by descriptions of the environment and the model-checking procedure checks that all execution sequences of the closed model satisfy a set of properties. In such an approach, the description of the system must be complete (often deterministic) at the time of veri cation, and there is little or no possibility at all of exploiting non-determinism of the system's description to perform \ netuning" of the application.
An alternative approach is to start from an \open" model where actions of the system and actions of the environment are distinguished. Such a model can be considered as \incomplete" in the sense that it describes a more liberal behavior and usually the question arises of \closing" the system so that the requirements are met. This is the problem of controller synthesis RW87]. It consists in computing a controller which observes the state/actions of the environment and restricts the choices of the system, ensuring that the given property is satis ed no matter how the environment behaves.
Although more interesting (and more general) than veri cation, controller synthesis is also a more di cult problem. On the other hand, a number of heuristics which have improved the e ciency of model-checking, such as onthe-y techniques, have not been developed, to our knowledge, in the context of controller synthesis. This is perhaps the reason why the latter has not found so much application in practice as model-checking has.
In this paper we propose on-the-y methods for controller synthesis for discrete (i.e., nite-state) and dense-time systems, with respect to invariance and reachability properties. A controller for invariance tries to keep the system inside a set of \safe" states. A controller for reachability tries to lead the system to a set of \target" states.
For the description of discrete systems we use game graphs (GG), that is, nite graphs with edges marked as controllable or uncontrollable, modeling the actions of the system (and possible choices of the controller) and those of the environment, respectively. For game graphs we de ne the notion of strategies, which are sub-graphs representing the choices of the controller for each possible choice of the environment. Controller synthesis consists in computing a strategy with respect to invariance (all nodes are safe) or reachability (all paths lead to the target nodes).
Our method in the untimed case is fully on-the-y, that is, game graphs can be implicitly represented using a higher-level formalism and generated at the same time as the calculation of the strategy. A strategy is returned as soon as it is found, which means that the whole state space does not necessarily have to be generated. The method is based on a forward reachability analysis using a depth-rst search and its worst case complexity is O(n + m), where n and m is, respectively, the number of nodes and edges in the graph.
In the timed case, we describe systems using the model of game timed automata (GTA) MPS95], AMP95], which are simply timed automata (TA) ACD93], HNSY94] with discrete transitions marked as controllable or uncontrollable. We de ne timed strategies, a notion similar to the untimed case but adapted to take into account the density of the time domain, as well as the fact that \time can be in favor of both the controller and the environment" MPS95].
Our controller-synthesis method in the timed case is only half on-the-y, since it involves two steps: rst, we generate a nite-state model of the GTA (a graph); then we apply the on-the-y untimed synthesis algorithms on this graph. The latter is the quotient of the GTA with respect to the time-abstracting bisimulation de ned in TY96]. This equivalence abstracts away exact time delays while preserving all properties of interest. We show how the time-abstracting quotient graph of a GTA can be viewed as a game graph so that GTA controller synthesis is reduced to GG controller synthesis.
We illustrate our approach on a toy-example, the Train-Gate-Controller system of Alu91] (viewed as a GTA). We show how a strategy can be obtained for this system in an on-the-y manner, that is, without having to explore the whole quotient graph.
Relation to the literature.
Controller synthesis is close to the theory of games. In the domain of formal methods, pioneering have been the works of RW87, PR89] , who studied the problem in the untimed case. Algorithms for this theory have been given based on a backward x-point calculation of a predecessor operator which returns the set of states which can be led to a set of target states independently of uncontrollable actions. Symbolic versions of this algorithm (i.e., reasoning in terms of sets of states instead of single states) have been presented in HW92,Le 93,MPS95,AMP95] and prototype implementations in WM99]. The x-point algorithms are not on-the-y, since the x-point calculation has to terminate in order for the (maximal) strategy to be computed. Moreover, the method is based on a predecessor operator, therefore, may needlessly consider states which are not reachable. To our knowledge, on-the-y algorithms for controller synthesis have not been presented before in the literature.
In the timed case, HW91] use the framework of RW87] to solve controller synthesis for deterministic TA. MPS95] present a x-point controller-synthesis algorithm for general TA and with respect to a large class of properties, including invariance and reachability. The main drawback in the above works is the implementation of the symbolic predecessor operator, which is expensive in the dense-time case (it involves the exponential-cost operation of complementation of polyhedra).
Organization of the paper.
In section 2, we treat the problem in the untimed case. We introduce game graphs and strategies, we de ne the problem of controller synthesis in terms of a search for strategies and we present the two on-the-y algorithms for strategies with respect to invariance and reachability. In section 3, we review timed automata and the time-abstracting bisimulation and de ne the quotient graph with respect to this relation. In section 4, we extended timed automata to game timed automata and de ne timed strategies and controller synthesis in the timed case. We also show how the on-the-y algorithms of section 2 can be applied on the quotient graph in order to solve the problem for the timed case. Section 5 presents our conclusions. Strategies. We are interested in controlling game graphs with respect to two types of properties, namely, invariance (where the controller tries to keep the system inside a set of safe states) and reachability (where the controller tries to lead the system to a set of target states). In other words, a strategy with respect to invariance is a subgraph of G restricted to the \safe nodes"V (condition 1), and such that for each node, all its uncontrollable successors (condition 2) and at least one of its controllable successors (condition 3) are kept. Condition 1 also ensures that the system remains in the set of safe states. All nodes in V 1 are said to be winning with respect to invariance ofV . In other words, a strategy with respect to reachability is a subgraph of G (condition 1) such that each node can reach the \target nodes"V by a path of controllable edges (condition 4), and for each non-target node, all its uncontrollable successors (condition 2) and at least one of its controllable successors (condition 3) are kept. Condition 4 ensures that the controller can lead the system to the set of target states. All nodes in V 1 are said to be winning with respect to reachability ofV . eliminated, since from node 2 the system can be led to the unwanted node 3 by an uncontrollable edge. Controller synthesis for game graphs. Given a GG G = (V; v 0 ; !) and a set of nodesV V , the controller-synthesis problem for G with respect to invariance (resp. reachability) ofV is to nd a strategy (if one exists) with respect to invariance (resp. reachability) ofV .
Remark 2. Notice that the controller-synthesis problems for reachability and invariance are almost dual. As we see below the algorithms for the two problems are similar, however, we cannot encode one problem as the negation of the other by simply changing controllable edges to uncontrollable and vice-versa. This is because of the assumption that the environment is \faster" than the controller: in a node where both controllable and uncontrollable actions are possible, our de nition of strategy assumes that the environment can force an uncontrollable action before the controller can make a choice.
The on-the-y algorithms for invariance and reachability
Based on the de nition of strategies we derive two algorithms, shown in gures 3 and 4, for computing a strategy with respect to invariance and reachability, respectively. The algorithms are on-the-y in the sense that they return a strategy as soon as one is found. Therefore, the input graph need not be fully generated/explored, which can result in signi cant savings in performance.
Both algorithms use a depth-rst search (DFS) on the input GG. In the gures, the DFS is represented by procedures calling each other in a recursive manner. In practice, a stack is used to eliminate recursion and implement the DFS directly. This stack holds the currently visited path. The set of nodes which are in the stack is denoted Stack.
The DFS is adapted to the de nition of a strategy, so that whenever a node is explored, all its uncontrollable successors and at least one controllable successor are also explored. Nodes are marked with a controllability status during the search. In the algorithm for invariance, a node is initially marked maybe, until it is found that it cannot be winning, whereupon its mark is updated to no. Dually, in the algorithm for reachability, a node is initially marked maybe, until it is found that it is winning, whereupon its mark is updated to yes. The sets Maybe, No and Yes are used to store visited nodes and represent their marks.
The algorithms also use a set of edges Strat representing the strategy. The set of edges NegStrat in the algorithm for invariance represents the \counter-strategy" showing how the environment can lead the system out of the set of safe nodes. This can be used as diagnostics in case a strategy for the controller does not exist. In the case of reachability, such a special structure is not needed, since the explored graph is also the counter-example.
The algorithm for invariance. Intuitively, the invariance algorithm works as follows. Procedure Reach explores the graph in depth-rst order. For each newly visited node v, the uncontrollable successors of v are explored rst. If not all of them are winning then v cannot be winning either, and control moves to procedure UndoMaybe (line 1). Otherwise, its controllable successors are explored by procedure CheckControllable (line 2). If none of them is winning then again v cannot be winning. Procedure UndoMaybe updates a node v which was falsely assumed to be winning, as well as all predecessors of v, since their computed strategies are no longer valid. In particular, all uncontrollable predecessors of v are not winning. Also, if w is a controllable predecessor of v, then a new controllable successor should be found for w (line 10). This is done by procedure CheckControllable, which explores the remaining controllable successors of v.
At the end of the algorithm, and if the answer is not no, then the sub-graph represented by the set of edges Strat contains the strategy. If the answer is no, then NegStrat contains a counter-example, that is, a \counter-strategy" showing that the controller has no way to avoid the environment leading the system to a bad state.
The algorithm for reachability. The Fig. 3 . On-the-y controller synthesis for invariance.
successors of w are explored (line 7). Another di erence from the algorithm for invariance is that here the counter-example strategy is not explicitly shown: this is because the explored graph itself is a counter-example.
Example. Consider again the game graphs of gure 1. Suppose that the nodes are numbered in the order they are visited by a DFS (for instance, the edge 0 c ! 1 in the graph (a) is visited before the edge 0 c ! 2). Then, the on-they algorithms presented above compute the strategies shown in gure 2 without exploring the whole graphs. In particular, the algorithm for invariance only visits nodes 0 and 1 of graph (a) and algorithm for reachability avoids visiting node 4 and the corresponding edges.
A more realistic example demonstrating the on-the-y aspect of the algorithms is given in sections 3 and 4 where we apply the technique to controller synthesis for timed automata.
Complexity. The worst-case complexity of the algorithms is O(n + m), where n and m are, respectively, the number of nodes and edges in the graph. Let us see why this is so, for the case of invariance. Each node and edge is considered at most twice: one time when they are inserted in Maybe or Strat and possibly a second time to be removed. This costs O(n+m). In the worst case, when a node is removed by procedure UndoMaybe, all its previously explored predecessors which are not in the stack need to be examined (line 9 of gure 3). This also means that at most m predecessors are going to be considered during the backtracking procedure. In practice, the complexity of the algorithms can be reduced by using clever book-keeping to mark predecessors of a node that are likely to be updated.
Timed Automata and Time-Abstracting Bisimulations
In this section we brie y review the model of timed automata and de ne the time-abstracting bisimulation which reduces the in nite state space of timed automata into a nite graph which preserves most properties of interest. In the next section, we show how this graph can be used for controller synthesis in the timed context.
Timed Automata
Clocks, bounds and polyhedra. Let R be the set of non-negative reals and X = fx 1 ; :::; x n g be a set of variables in R, called clocks. An X-valuation is a function v : X 7 ! R. For some X X, v X := 0] is the valuation v 0 , such that 8x 2 X : v 0 (x) = 0 and 8x 6 2 X : v 0 (x) = v(x). For every 2 R, v + is a valuation such that for all x 2 X, (v + )(x) = v(x) + .
A bound Dil89] over X is a constraint of the form x i c or x i ?x j c, where 1 i 6 = j n, 2 f<; ; ; >g and c 2 N f1g. An X-valuation v satis es the bound x i c (resp. x i ? x j c) if v(x i ) c (resp. v(x i ) ? v(x j ) c). Fig. 4 . On-the-y controller synthesis for reachability.
An X-polyhedron is a set of X-valuations satisfying a conjunction of bounds over X. We use the conjunction of bounds to refer to the X-polyhedron itself, for instance, if is the set of valuations satisfying x 5^x y then we write x 5^x y instead of fv j v(x) 5^v(x) v(y)g. If { X is a nite set of clocks. { Q is a nite set of discrete states. { q 0 is the initial discrete state. { E is a nite set of edges of the form e = (q; ; X; q 0 ), where q; q 0 2 Q are the source and target discrete states, is an X-polyhedron, called the guard of e, and X X is a set of clocks to be reset. { I is a function associating at each discrete state q 2 Q an X-polyhedron I(q) called the invariant of q. Given an edge e = (q; ; X; q 0 ),we write guard(e) and reset(e) for and X, respectively. Given a discrete state q, we write in(q) for the set of edges of the form ( ; ; ; q).
Semantics of timed automata. A state of A is a pair (q; v), where q 2 Q is a location, and v is an X-valuation such that v 2 I(q). s 0 = (q 0 ; 0) is the initial state of A, where 0 is the valuation assigning zero to all clocks in X. For simplicity, we consider in the sequel only deadlock-free TA, that is, where for each state s there exists some 2 R and an edge e 2 E such that s ! s+ e ! s 0 .
Example. Timed automata can be composed in parallel, so that systems with more than one components can be described more easily. We do not de ne formally the parallel composition here, due to lack of space (see, for instance, Tri98] for more details). Instead, we present a well-known example of a system composed by three TA ( gure 5). The example is about a simple railway-crossing system where a controller commands a gate to lower and raise according to the arrivals and departures of a train. Assuming the usual parallel composition operation with synchronization of edges with same labels, the composite timed automaton modeling the global system is shown in gure 6. 
Time-Abstracting Bisimulation and Quotient Graph
In order to apply algorithmic procedures to timed automata, we need a semantic model which is nite. For this purpose, we de ne the time-abstracting bisimulation, an equivalence which abstracts away from the quantitative aspect of time: we know that some time passes, but not how much. Given a TA, the timeabstracting bisimulation induces a nite graph, the quotient, which preserves all properties of interest, and can be therefore used for controller synthesis in the timed setting, as we show in the following section. is a special case of time-abstracting bisimulation (in general, much stronger than necessary). Since the region equivalence induces a nite number of classes, so does the greatest time-abstracting bisimulation (for more details, see Tri98]). We need this observation to conclude that the quotient graph of a TA (de ned below) is nite.
Given a TA A and the greatest TaB on A, the -quotient of A is the graph G A = (C; C 0 ; ! ), such that: { C, the set of nodes of G A is the set of classes induced by . { C 0 , the initial node of G A is the class containing s 0 . { ! contains two types of edges corresponding to the discrete and time edges of the semantic graph of A. More precisely, for C 1 ; C 2 2 C, 1. if there exist s 1 2 C 1 ; s 2 2 C 2 ; e 2 E such that s 1 e ! s 2 , then G A has an edge C 1 e ! C 2 , 2. if there exist s 2 C 1 ; 2 R such that s ! s + , s + 2 C 2 and 8 0 < : s + 0 2 C 1 C 2 , then G A has an edge C 1 ! C 2 . 3. if for all s 2 C 1 ; 2 R such that s ! s + , s + 2 C 1 , then G A has an edge C 1 ! C 1 . Notice that an edge C 1 ! C 2 of the quotient graph (item 2) represents the continuous time passage from states in C 1 to states in C 2 . That is, from each state in C 1 time can pass until the system moves to C 2 , without passing from any other class meanwhile. Also, for classes containing all their time successors we add a self-looping edge (item 3). It is worth noting that other de nitions of the quotient graph are possible, especially concerning the choices of the set of edges (for instance, we could consider taking the transitive closure of the -edge relation, which corresponds to the additivity of time successors in the semantic level). De ning the quotient graph as we did above is essential for the correctness of the method to reduce TA controller synthesis to controller synthesis for game graphs, presented in section 4.
A technique to generate the time-abstracting quotient of a TA has been presented in TY96]. The technique consists in starting from an initial partition of the set of states (possibly respecting a set of initial constraints) and then re ning the partition until it becomes stable with respect to discrete and time edges. The nal stable partition induces an equivalence which is a TaB. The technique has been implemented in the module minim, part of the real-time veri cation tool Kronos DOTY96,BDM + 98].
Example. Applying minim to the Train{Gate{Controller system of gure 6, we obtain the quotient graph shown in gure 8 (self-looping -edges are not shown, for clarity).
Some of the nodes of the quotient graph are detailed in table 1. Being equivalence classes with an in nite number of states each, the nodes are shown in symbolic form (q; ), where q is a vector of discrete states (one for each TA) and is a polyhedron representing the set of valuations associated in this discrete state. In other words, (q; ) represents the set of states f(q; v) j v 2 g.
Timed Controller Synthesis
In this section we de ne the controller synthesis problem in the setting of timed automata and give a partially on-the-y solution. The model is a natural ex- Table 1 . Some of the nodes of the time-abstracting quotient of gure 8.
tension of the untimed model of game graphs, namely, timed automata with controllable and uncontrollable edges. Our solution consists in generating the time-abstracting quotient graph of a TA, then applying to this graph (viewed as a game graph) the algorithms of section 2 to compute a timed strategy. The method is only half on-the-y since it relies on the generation of the quotient rst, before the on-the-y search for a strategy is applied.
The model: Game Timed Automata
A game timed automaton MPS95] (GTA) is a TA whose set of edges E is partitioned into two disjoint sets E c (the controllable edges) and E u (the uncontrollable edges).
Example. Consider again the Train-Gate-Controller system of gure 5. Regarding the Train and Gate automata as being the environment, we can view the composite TA of gure 6 as a GTA where edges labeled \lower" or \raise" are controllable, while the rest are uncontrollable.
Timed strategies. The semantics of a GTA A are given in terms of timed strategies, which are extensions of strategies to account for the density of the time domain. Consider a GTA A, its semantic graph G A , and a subset of its statesŜ.
A timed strategy with respect to invariance ofŜ is a sub-graph G 1 of G A , which satis es the time continuity and additivity conditions 1 and 2, as well as the following conditions: (Notice that when we say that s ! 1 s 0 is a node of G 1 , this implies that s 0 must be an edge of G 1 .) Intuitively, condition 2 makes sure that the controller does not \cheat" : if the environment can make a move in the original graph then it can also make this move in the strategy graph. Condition 3 deals with the passage of time : if time units can elapse in the original graph then time units should be able to elapse in the strategy graph, unless if the controller can make a move earlier, at 0 < . Finally, condition 4 ensures that the system remains in the set of safe states.
A timed strategy with respect to reachability ofŜ is a sub-graph G 1 of G A , which satis es the time continuity and additivity conditions 1 and 2, as well as the following conditions: Conditions 2 and 3 di er from the case of invariance strategies in that for the target statesŜ there is no requirement to continue the game. Condition 4 ensures that the controller can lead the system to the set of target states.
Controller synthesis for game timed automata. Given a GTA A and a set of statesŜ, the controller-synthesis problem for A with respect to invariance (resp. reachability) to nd a timed strategy (if one exists) with respect to invariance (resp. reachability) ofŜ. 1. For each edge C e ! C 0 , for some e 2 E c , the edge C c ! C 0 is added to G.
2. For each edge C e ! C 0 , for some e 2 E u , the edge C u ! C 0 is added to G. 3. For each edge C ! C 0 , the edge C c ! C 0 is added to G.
In other words, discrete transitions do not change controllability status, while time transitions are considered controllable. The intuition behind this choice is the following. Consider a -edge C ! C 0 . There are two possibilities: { Either C also has a controllable discrete edge C ec ! C 00 , e c 2 E c . Then the controller has a choice, either to let time pass, waiting for the environment to make a move (this comes down to picking C ! C 0 as the controllable edge), or moving to C 00 (this comes down to picking C ec ! C 00 ). Thus, C ! C 0 can be considered controllable.
{ Or C has no controllable discrete edge in the quotient graph. Then the controller has no choice but to wait for the environment to make a move (recall that the TA is assumed deadlock-free). Therefore, also in this case, C ! C 0 can be considered controllable as it is the controller's only choice.
We claim that the above construction is enough to reduce timed controller synthesis to the untimed case. LetĈ = fC j C Ŝ g (i.e.,Ĉ is the set of all classes whose states satisfyŜ).
Proposition 1. A has a strategy with respect to invariance (resp. reachability) ofŜ i G has a strategy with respect to invariance (resp. reachability) ofĈ. The strategy of G corresponds to a timed strategy of A given in symbolic form. At each symbolic state (class) the controller chooses either to let time pass ( -edge) or make a move (e-edge). In the latter case, the move can also be delayed (that is, the strategy is not time-deterministic) as long as the system remains in the same symbolic state.
Example. We illustrate the on-the-y algorithm for invariance on the Train{ Gate{Controller example of gure 6. The game graph corresponding to this system is obtained from the quotient graph of gure 8 by simply marking all edges labeled \tau", \lower" or \raise" as controllable and the rest as uncontrollable. We are interested in computing a controller keeping the system in a set of safe states where whenever the train is in the crossing the gate is down. That is, we want to solve the controller synthesis problem with respect to the above invariance property. The property holds at all nodes of the graph of gure 8 except nodes 5 and 9.
Based on proposition 1, we solve the problem by applying the algorithm of gure 3 on the game graph of gure 8, with set of safe nodesV = f5; 9g.
Assuming that in the DFS order (procedure CheckControllable) the \tau"-edges are explored last 1 , the algorithm yields the strategy shown in gure 9. In node 4, the controller chooses the action \lower" instead of the \tau"-edge and a similar choice is made in node 16. For each node, all its uncontrollable successors are included in the strategy, according to the semantics (for instance, see node 18). It is worth noticing that this strategy corresponds exactly to the part of the graph explored during the DFS, which demonstrates that the algorithm is on-the-y: no other nodes except those belonging to the computed strategy were needed to be explored, thus no other nodes were visited.
Examining the symbolic states corresponding to the nodes of the strategy (see table 1) we get some intuition about the timing constraints induced by the controller. For instance, node 4 corresponds to the symbolic state (near, up, 1, x 1^z < x + 1). The discrete part (near, up, 1) corresponds to the Controller having just received the signal \approach" from the Train. The bound z < x + 1 means that the Controller waits less than 1 time unit before sending the command \lower" to the gate (whereas in the initial automaton of gure 5, it could wait up to 3 time units).
In a more methodological way, we can use the symbolic representation of the timed strategy in order to restrict the input GTA and obtain a closed system (but still, possibly non-deterministic) which satis es the given invariance/reachability property. Restricting the initial GTA means replacing, for each controllable edge (q; ; X; q 0 ) 2 E c , its guard by \ 0 , where (q; 0 ) is the node in the strategy corresponding to the discrete state q. (If there is no winning node corresponding to q, then can be replaced by the empty polyhedron.) The approach is explained in more detail in Alt98].
Conclusions
We have presented on-the-y techniques for controller synthesis of untimed and timed systems with respect to invariance and reachability. The technique in the untimed case uses DFS-based algorithms which return a strategy as soon as one is computed. In the timed case the technique relies on the generation of the time-abstracting quotient of a timed automaton. The quotient can be viewed as an untimed graph, and the previous algorithms can be applied on it to solve the timed controller-synthesis problem. Although the worst-case complexity of the algorithms is quadratic in the size of the graph (i.e., same as in RW87]), their on-the-y nature (illustrated in some toy examples) proves their practical interest.
