Our knowledge of the function of the auditory nervous system is based upon a wealth of data obtained, for the most part, in anaesthetised animals. More recently, it has been generally acknowledged that factors such as attention profoundly modulate the activity of sensory systems and this can take place at many levels of processing. Imaging studies, in particular, have revealed the greater activation of auditory areas and areas outside of sensory processing areas when attending to a stimulus. We present here a brief review of the consequences of such non-passive listening and go on to describe some of the experiments we are conducting to investigate them. In imaging studies, using fMRI, we can demonstrate the activation of attention networks that are non-specific to the sensory modality as well as greater and different activation of the areas of the supra-temporal plane that includes primary and secondary auditory areas. The profuse descending connections of the auditory system seem likely to be part of the mechanisms subserving attention to sound. These are generally thought to be largely inactivated by anaesthesia. However, we have been able to demonstrate that even in an anaesthetised preparation, removing the descending control from the cortex leads to quite profound changes in the temporal patterns of activation by sounds in thalamus and inferior colliculus. Some of these effects seem to be specific to the ear of stimulation and affect interaural processing. To bridge these observations we are developing an awake behaving preparation involving freely moving animals in which it will be possible to investigate the effects of consciousness (by contrasting awake and anaesthetized), passive and active listening.
that activity in the auditory cortex is much enhanced, occurs over a wider extent and engages additional brain centres when attending rather than passively listening. In the second, we describe current acute physiological experiments in which we are investigating the nature of the modulation of auditory processing in thalamus and midbrain by corticofugal activity. Finally, we provide a glimpse of where we are currently putting our efforts into developing an awake behaving preparation that should allow us to directly examine the relationships between neural coding, auditory perception and behaviour.
Some effects of selective attention shown by fMRI of the auditory cortex
Very early on in our program of fMRI imaging it became abundantly clear from both our own data (e.g. Hall et al., 2000; Hart et al., 2004) and from elsewhere, that the attentive state of the listener had a radical effect on the activation that we could detect. In its simplest form, this involved using oddball (target detection) paradigms to ensure that the listener remained attentive (e.g. Hall et al., 2000) . More sophisticated paradigms use well-controlled signals that allow discrimination of two different dimensions depending on the instructions to the listener: e.g. signals where the listener is instructed to attend to frequency changes or its spatial position changes (Degerman et al., 2006; Hart et al., 2004) . Hart et al. (2004) reported that detection of motion produced stronger activation in the medial part of planum temporale while detection of frequency modulation produced stronger activation in the lateral part of planum temporale as well as an additional non-primary area lateral to Heschl's gyrus. Activation of the parietal cortex (already implicated in several studies to be involved in the perception of auditory motion: see Griffiths and Green, 1999; Griffiths et al., 2000; Griffiths et al., 1998 ) was dependent on the task of motion detection, not simply on the presence of the acoustic cue for motion. These data suggest that the parietal cortex is part of a spatial attention network rather than an area specialised for processing the cues for auditory motion. bottom-up (stimulus) and top-down (attentional) Figure 1 presents a direct comparison of the effects of auditory and visual spatial attention; a study that was recently conducted in a Philips 3 T scanner. In this experiment six participants underwent matched auditory and visual tasks, each comprising four stimulus conditions. (i) empty track/silence, (ii) watch/listen to a static stimulus, (iii) watch/listen to a rotating stimulus and (iv) the same rotating stimulus with specific instructions to attend to the changes in the rate of the rotation. In fact, there were never any changes in rotation speed, but prior training had induced this expectation. The auditory stimulus was a diotic noise continuously presented at a constant level at a fixed location in the azimuthal plane (static) or convolved with head-related transfer functions (rotating). The visual stimulus was a coloured arc continuously presented at a fixed location on a circular track (static) or moving around this track (rotating). Each condition lasted 32 seconds and images were acquired every 4 seconds. The data from all six listeners were subjected to a fixedeffects analysis. The response to the presence of the static stimulus was computed from (ii) -(i) and the response to the stimulus motion was computed from (iii) -(ii), while the effect of attention to the motion from (iv) -(iii). Figure 1 demonstrates that motion-sensitivity was revealed in visual area V5 and auditory planum temporale; both areas that are traditionally linked with spatial analysis. In contrast, spatial attention engaged many regions of the frontal and parietal lobes that were not activated when passively watching or listening to the same moving stimulus. These could be the 'sources' of attention discussed previously. Critically we also found attention-related increases to be overlapping with areas of motion-sensitivity. These regions are candidates for 'sites' of attention. For example in the planum temporale, the regions showing significant motion sensitivity (cyan, see horizontal slices 5-24 mm) also increased their response when attention was directed to the speed of motion. To quantify the magnitude of this attentional modulation, the average contrastweighted beta values were calculated across those voxels that both responded to the moving sound and were modulated by attention. The resulting values support the assertion that the response to the moving sound in planum temporale is enhanced when attention is directed towards that auditory feature (Figure 2) . We observed the same pattern of response in the right inferior parietal region (horizontal slices 41-59 mm) indicating that both stimulus-driven and attentional responses additionally engage higher cortical sites, not just within those regions traditionally viewed as 'the auditory cortex'. 
Corticofugal modulation of auditory processing
It has long been assumed that the profuse descending system (e.g Winer, 2005; Winer et al., 2001; Winer and Larue, 1987) from the cortex that reaches all the way down to the level of the cochlear nucleus is likely to play a role in selective attention, among other things. We are currently investigating the mechanisms of such corticofugal modulation. Following earlier work at lower levels of the system, in acute experiments we are characterising the different regions of the guinea pig auditory cortex (Rutkowski et al., 2002; Rutkowski et al., 2000; Wallace et al., 1999 Wallace et al., , 2000a Wallace et al., , 2002a Wallace et al., , 2005a Wallace et al., 2000b; Wallace et al., 2005b; Wallace et al., 2002b) . However, we have recently begun to bridge the gap between our earlier work in lower levels of the auditory pathway (up to and including the inferior colliculus) and the cortical work with a series of studies of the auditory thalamus. Having characterised further the guinea pig auditory thalamus (e.g. Anderson et al., 2006) we are now assessing the role of the descending system from the cortex on the processing in the thalamus and inferior colliculus.
Apart from a role in selective attention, several possible functions for the descending systems have been proposed and each has received some experimental support. There are several ways in which the descending system to the thalamus has been manipulated. In the visual system Sillito and colleagues (e.g. Murphy et al., 1999; see Sillito and Jones, 2002 for review) chemically switched off the descending influences while recording from cortical and thalamus cells. Two major effects were observed in the thalamus: the spatial tuning of the cells became broader and their output was less synchronised. Sillito and Jones (2002) interpreted the change in synchronisation as affecting the binding (or grouping) together of elements of the visual scene optimising the thalamic contribution to segmentation and global integration. In the bat auditory thalamus the descending influences from the cortex were deemed responsible for systematic shifts in the echo-delay tuning (Yan and Suga, 1996) .
He and his colleagues (He, 2003; He et al., 2002) used focal electrical stimulation of the auditory cortex and showed that it was possible to both facilitate (mainly in the ventral division of the medial geniculate body) and suppress (in nonlemniscal parts of the medial geniculate body) different thalamic neurons. They suggested that such modulation of the ascending information could play a role in attentional processes by selectively gating the information passing through the lemniscal pathways, while switching off other unwanted sensory signals.
Suga and his colleagues (Yan and Suga, 1996; Zhang et al., 1997) focally stimulated or applied lidocaine to focally suppress auditory cortical output in the bat and showed that the frequency and duration tuning of thalamic and collicular neurones changed in reciprocal ways. When the cortex was electrically stimulated at a frequency region distant from the characteristic frequency (CF) of the simultaneously recorded thalamic neurones, the thalamic CF shifted away from that of the stimulated region. When the cortex was chemically switched off in a similarly distant focal region the CF of the thalamic neurones moved towards that of the suppressed region.
In both cases the tuning recovered to the pre stimulation/suppression condition. Similar effects were also found for duration tuning in inferior colliculus (Ma and Suga, 2001 ). These results were interpreted as demonstrating plasticity and memory effects. It had previously been suggested by Suga that the basis of various changes he saw in the thalamus was cortico fugal feedback.
Our preparation is an acute fully anaesthetised guinea pig and a priori our expectation was that the descending systems from cortex would not be very active under these conditions. Further, based on the earlier findings, we had anticipated that it would be necessary to focally stimulate the cortex while recording in an appropriate frequency region in order to see any effects of the descending system. We even considered the possibility that we might well have to search for linked pairs of thalamus and cortex neurons. However, our initial experiments showed that the corticofugal system was indeed active under our anaesthetic conditions and that by globally switching off the cortex we could expose quite complicated effects on the activity of virtually all thalamic neurones. That is not to say that focal suppression or stimulation will necessarily have exactly the same effect, but that is for later investigation. We used two ways to deactivate the cortex while recording with a multielectrode array in the thalamus: bathing the cortical surface with lignocaine, which was almost irreversible, and cooling with a cryoloop which was rapidly reversible. The advantage of the latter technique is that the rapidity of the reversibility allowed us to use each neuron as its own control. During these cooling experiments we also recorded cortical activity (either isolated cells or evoked potentials) with a single extracellular electrode in the deeper layers (about 1 mm below the cortical surface) to ensure that the cooling process did in fact suppress cortical activity.
Switching off the whole cortex with lignocaine produced a surprising result. We were measuring full frequency response areas in response to signals presented to ipsilateral, contralateral or both ears. We found profound effects of suppressing the cortex, but only on the responses measured with presentations to the ipsilateral ear. In one instance a neuron in which there was virtually no response at all to the ipsilateral stimulus developed a strong well frequency-tuned response that was almost as strong as that to the contralateral stimulus. Binaural responses were generally dominated by the contralateral response and since this changed little neither did the binaural responses.
Moving to the cooling experiments has allowed us to collect vastly more data as we can conduct many cycles of cooling in different electrode positions within the thalamus. Initially, we continued to measure the full frequency response area, but later to increase the yield we found that we could see profound effects simply by measuring the response to a short click. We again found ear specific changes in the thalamic neural activity. However, with a much larger sample we were now able to demonstrate that removal of descending influences from the cortex could suppress or facilitate the activity from either ear. In some notable examples, the effects were reciprocal: the contralateral ear was facilitated while the ipsilateral response was suppressed and vice versa in other neurons. Figure 3 shows two examples of such reciprocal responses. The neuron shown on the left responded poorly to the clicks presented to the contralateral ear: indeed contralateral stimulation appeared to suppress what little spontaneous activity was present. When the cortex was cooled a prominent response appeared to the contralateral clicks as shown by the upward arrow. At the same time the weak ipsilateral response was completely suppressed as shown by the downward arrow. When the cortex returned to normal temperature, the responses reverted to that before cooling and if anything were slightly stronger. The neuron shown on the right of the figure had a strong response to contralateral clicks which was almost completely suppressed by cooling the cortex (downward arrow). The ipsilateral response was slightly stronger when the cortex was cooled. Again the precooling levels of response returned when the cortex returned to normal temperature. Activity monitored by the single microelectrode situated in the cortex completely stopped during the cooling. In our current sample we have found almost all combinations of facilitation and suppression of the response from each ear and have found that the effect of the cortex could modulate activity within discrete time windows located at short (arrows in columns 3 and 4 of Figure 3 ~50 ms) medium (arrow in first column in Figure 3 near ~100 ms) or long (arrow in second column of Figure 3 ~200ms ) times after the click stimulus. Both neurones in Figure 3 were recorded simultaneously on different electrodes. We are currently relating the different types of corticofugal modulation to the topographical position within the thalamus to enable us to link this back to the exact sources within the cortex. 
Figure 3. Post stimulus time histograms of the responses of two neurons recorded simultaneously at different places in the auditory thalamus to short clicks presented to either ipsilateral or contralateral ears. The top row shows the responses before cooling the cortex, the middle row when the cortex was cooled and the bottom row when the cortex has returned to normal temperature.
The ear specificity of the modulation was somewhat of a surprise given that most of the commissural connections in the ascending auditory pathway are below the thalamus. So although the descending system from cortex to thalamus is extremely extensive, to assess whether the input to the thalamus was already modulated by the cortex in an ear specific manner we repeated the experiment while recording at the level of the inferior colliculus. In response to the same click stimuli we were again able to identify cortical effects on the responses in the inferior colliculus that were occurring in discrete time windows as shown by the arrows in Figure 4 . However, our initial analyses have not revealed any corticofugal effects at the very long latencies that we found in some thalamic neurons. Deactivation of the cortex suppressed or facilitated peaks in the response to the click that occurred at different times. In Figure 4 , for example, the very large peak at about 30 ms latency in response to either ear or both was suppressed when the cortex was deactivated. The longer latency small peak (near 70 ms) was facilitated. In this instance if cooling generated an inhibitory effect at the 30 ms latency the peak that appears at around 70 ms could be an inhibitory rebound. 
Figure 4. Effect of deactivating the cortex by cooling on the responses of an inferior colliculus neuron to short clicks
We have now extended these studies to simultaneous recording with multielectodes in inferior colliculus and thalamus while monitoring and cooling the cortex. These studies are at an early stage but should provide the means of separating the effects of corticofugal modulation at the input to the thalamus from that due to the profuse projection to the thalamus directly from the cortex. While we have not yet fully examined the current data, it seems quite likely that using eight electrodes simultaneously in each of the thalamus and inferior colliculus and sampling many sites in each nucleus that we should be able to isolate cells that are directly connected. This would be a very powerful tool to unravel the site of corticofugal effects. What we cannot do in this preparation is activate the descending system in ways that are likely to mimic its normal activity.
An animal model of listening
There are a number of drawbacks to anesthetised preparations. It is generally assumed that much of the descending control is not active or not as active under anaesthesia. Notwithstanding the data described above this is likely to be the case. Certainly, even if active, the descending systems will not be fulfilling their usual role when the animal is asleep. Anaesthesia also shifts the overall balance of excitatory and inhibitory processes (Populin, 2005) . The dominant effect is a reduction in activity under anaesthesia (Pfingst et al., 1977) , although details of the effects are undoubteldly more complex (Gaese and Ostwald, 2001; Syka et al., 2005) . High sustained firing rates not traditionally associated with cortical neurons under anaesthesia are now being recorded from awake animals (Wang et al., 2005) .
There may also be key differences in neural processing that occurs when passively hearing compared to actively listening. Most studies show that performance in a behavioural task increases the reliability of auditory responses (Benson et al., 1981; Pfingst et al., 1977; Ryan and Miller, 1977) . Training can also have a profound effect on auditory neural responses (Miller et al., 1972) . It seems logical that such performance would properly activate descending systems whenever necessary.
Examining the effects of selective attention requires a conscious, active animal and a behavioural task that manipulates the focus of attention, ideally without changing any other parameters. The reported effects of attention in auditory cortex have been mixed: for example, there is a wide range in the reported percentages of neurons which are affected by attention (Benson and Hienz, 1978; Hocherman et al., 1976; Hubel et al., 1959) . In one study (Hocherman et al., 1976 ) monkeys attended to simultaneous sounds and lights from left and right, and indicated the stimulus location. They were able to show that the responses of 2/3 of neurons were modulated by the choice of relevant stimuli.
A number of correlations between psychophysical thresholds and the information contained in neural firing have been found in anaesthetised preparations (e.g. Ehret and Merzenich, 1985; Pressnitzer et al., 2001; Shackleton et al., 2003) . Differences between these measures are often quantitative rather than qualitative and performance is often best predicted by most sensitive neurons. These studies nevertheless suffer from the limitations above. There is also the concern that these correlations may break down in a more appropriate awake-behaving preparation. Furthermore, they most often compare human psychophysical performance with neural responses in animals: given the frequent lack of exact correspondence in human and animal behavioural measures, this may be inappropriate. Clearly, in an awake behaving preparation, where neural and psychophysical data can be collected simultaneously from the same individual this problem does not arise. In area MT of the visual cortex, for example, this paradigm has shown that behavioural responses to near-threshold stimuli weakly correlate with individual neural responses on a trial-bytrial basis (Newsome et al., 1989) .
The paucity of studies in awake-behaving animals is such that we do not really know what the relative effects are of manipulations of consciousness, active or passive states, or selective attention. Likewise, the awake behaving preparation is not a panacea for linking perception to neural responses: it can only show a correlation. Nevertheless, it is clear that such techniques allow us to study listening properly at the level of the single neuron.
We are in the process of developing an awake behaving ferret preparation from which we can record activity while the animal is freely moving and responding to behaviourally relevant stimuli. So far, we have developed the enabling technology. Figure 5 shows the device we have developed for awake freely moving recordings. A specially-designed amplifier PCB amplifies and filters 15 channels from a 16 channel microwire implant. The 16 th channel is connected to an infrared receiver that receives a coded synchronisation pulse from an infrared LED array. These analogue signals are then sent via a DSP controlled analogue-to-digital converter that samples each channel at 12 kHz and saves the waveform data to a compact flask card. The current version will take a 4 GB CF card which allows for up to 3 hours continuous recording. This should be more than enough as we are training ferrets to do behavioural tasks to earn water rewards and they only work for about 30-45 minutes at a time. For the behavioural part of the work we have built a circular arena equipped with loudspeakers and water spouts at 12 spatial positions. This allows us to run various localisation and detection paradigms with only software changes between tasks. Our current localisation task uses an approach to target method of determining the animals response (similar to Kacelnik et al., 2006) . Detection experiments use a 1-interval 2-alternative choice procedure with ferrets approaching one spout to indicate the presence of a signal, and another to indicate it's absence (similar to Hine et al., 1994) . At present we have several fully trained ferrets taking part in signal detection and localisation tasks and are now ready to implant the microwire electrodes. 
Conclusions
The use of acute anaesthetized preparations has, over several decades, revealed much of the processing of auditory signals in the ascending auditory pathway. Behavioural studies and the advent of various non-invasive techniques for studying the human brain have demonstrated the self evident fact that merely passively processing the information provided by the sense organs is only part of the story where perception is concerned. Our combination of human neuroimaging with awake and anaesthetized animal preparations will provide a powerful approach to understanding the neural basis of auditory perception.
The activation of the supra-temporal plane, an area that includes both primary and secondary auditory cortical areas in the human, is hugely affected by the listening task. In general, attending to different aspects of an auditory signal selectively activates areas that are likely to be involved in processing those specific aspects of sound. We are using high-resolution fMRI (1.5 x 1.5 x 2.5 mm) to quantify the cortical effects of auditory attention with better spatial precision than has hitherto been achieved. In addition, tasks that require the listener to selectively attend reveal at least two networks that project from the auditory cortex to the frontal cortex. Whether these represent the exact homologue of the dorsal and ventral processing streams in vision remains to be confirmed. It seems highly likely that the descending systems to all levels of the auditory brain will also be engaged when there is enhanced auditory cortical activation by selective attention. We are using an acute preparation and cryoloop deactivation of the cortex to reveal the manner of the corticofugal modulation of auditory processing in the auditory midbrain and thalamus. We have found facilitative and suppressive modulation of the ascending activity that is specific to the ear of presentation. We are planning to use more ecological stimulation probably using signals with spectral complexity and spatial position to further investigate what effect this rich descending modulation has on the processing of such signals. In parallel we are developing an awake behaving preparation that will naturally engage the mechanisms of listening including attentive modulation of sensory processing. This area of research is quite immature and there are many basic questions to be addressed, and challenging experimental issues to be overcome. Hopefully, this will ultimately allow us to approach to some of the thornier problems of active listening such as segregation and grouping.
