We describe a procedure for effÉcient encoding of the speech wave by representing it in terms of time-varying parameters related to the transfer function of the vocal tract and the characteristics of the excitation. The speech wave, sampled at l0 kHz, is analyzed by predicting the present speech sample as a linear combination of the 12 previous samples. The t2 predictor coefficients are determined by minimizing the mean-squared error between the actual and the predicted values of the speech samples. Fifteen parameters--namely, the 12 predictor coefficients, the pitch period, a binary parameter indicating whether the speech is voiced or unvoiced, and the rms value of the speech samples--are derived by analysis of the speech wave, encoded and transmitted to the synthesizer. The speech wave is synthesized as the output of a linear recursire filter excited by either a sequence of quasiperiodic pulses or a white-noise source. Application of this method for efficient transmission and storage of speech signals as well as procedures for determining other speech characteristics, such as formant frequencies and bandwidths, the spectral envelope, and the autocorrelation function, are discussed.
INTRODUCTION

Efficient representation of speech signals in terms of
a small number of slowly varying parameters is a problem of considerable importance in speech research. Most methods for analyzing speech start by transforming the acoustic data into spectral form by performing a shorttime Fourier analysis of the speech wave.
• Although spectral analysis is a well-known technique for studying signals, its application to speech signals suffers from a number of serious limitations arising from the nonstationary as well as the quasiperiodic properties of the speech wave.: As a result, methods based on spectral analysis often do not provide a sufficiently accurate description of speech articulation. We present in this paper a new approach to speech analysis and synthesis in which we represent the speech waveform directly in terms of time-varying parameters related to the transfer function of the vocal tract and the characteristics of the source function. a-s By modeling the speech wave itself, rather than its spectrum, we avoid the problems inherent in frequency-domain methods. For instance, the traditional Fourier analysis methods require a relatively long speech segment to provide adequate spectral resolution. As a result, rapidly changing speech events cannot be accurately followed. Furthermore, because of the periodic nature of voiced speech, little information about the spectrum between pitch harmonics is available; consequently, the frequency-domain techniques do not perform satisfactorily for high-pitched voices such as the voices of women and children. Although pitCh-gynchronous analysis-by-synthesis techniques can provide a partial solution to the above diffiulties, such techniques are extremely cumbersome and time consuming even for modern digital computers and are therefore unsuitable for automatic processing of large amounts of speech data? .? In contrast, the techniques presented in this paper are shown to avoid these problems completely.
The speech analysis-synthesis technique described in this paper is applicable to a wide range of research problems in speech production and perception. One of the main objectives of our method is the synthesis of speech which is indistinguishable from normal human speech.
Much can be learned about the information-carrying structure of speech by selectively altering the properties of the speech signal. These techniques can thus serve as a tool for modifying the acoustic properties of a given speech signal without degrading the speech quality. domain; we discuss methods for analyzing the speech wave to obtain these parameters and for synthesizing the speech wave from them. Finally, we discuss applications for efficient coding of speech, estimation of the spectral envelope, formant analysis, and for modifying the acoustic properties of the speech signal.
vo,o t t t t UNVOICED
The paper is organized such that most of the mathematical details are discussed in a set of appendixes. The main body of the paper is nearly complete in itself, and those readers who are not interested in the mathematical or computational aspects may skip the appendixes.
I. MODEL FOR PARAMETRIC REPRESENTATION
OF THE SPEECH WAVE
In modem signal-processing techniques, the procedures for analyzing a signal make use of all the information that can be obtained in advance about the structure of that signal. The first step in signal analysis is thus to make a model of the signal.
Speech sounds are produced as a result of acoustical excitation of the human vocal tract. During the production of voiced sounds, the vocal tract is excited by a series of nearly periodic pulses generated by the vocal cords. In the case of unvoiced sounds, the excitation is provided by air passing turbulently through constrictions in the tract. A simple model of the vocal tract can be made by representing it as a discrete time-varying The predictor coefficients ate, together with the pitch period, the rms value of the speech samples, and a binary parameter indicating whether the speech is voiced or unvoiced, provide a complete representation of the speech wave over a time interval during which the vocal-tract shape is assumed to be constant. During speech production, of course, the vocal-tract shape changes continuously in time. In most cases, it is sufficient to readjust these parameters periodically, for example, once every 5 or 10 msec.
II. SPEECH ANALYSIS
A. Determination of the Predictor Parameters
Going back to Fig. 1 , we see that, except for one sample at the beginning of every pitch period, samples of voiced speech are linearly predictable in terms of the past p speech samples. We now use this property of the speech wave to determine the predictor coefficients. Let us define the prediction error E, as the difference between the speech sample s, and its predicted value g, 
B. l•itch Analysis
Although any reliable pitch-analysis method can be used to determine the pitch of the speech signal, we outline here briefly two methods of pitch analysis which are sufficiently reliable and accurate for our purpose.
In the first method, TM the speech wave is filtered through a 1-kHz low-pass filter and each filtered speech sample is raised to the third power to emphasize the high-amplitude portions of the speech waveform. The duration of the pitch period is obtained by performing a pitch-synchronous correlation analysis of the cubed speech. The voiced-unvoiced decision is based on two factors, the density of zero crossings in the speech wave and the peak value of the correlation function. This method of pitch analysis is described in detail in Ref. negative. In case such a solution does not exist, g is set to zero. The nth sample of the synthesized wave is finally obtained by adding q,, to gu,,.
IV. COMPUTER SIMULATION OF THE
ANALYSIS-SYNTHESIS SYSTEM
In order to assess the subjective quality of the synthesized speech, the speech analysis and synthesis system described above was simulated on a digital computer. The speech wave was first low-pass filtered to 5 kHz and then sampled at a frequency of 10 kHz. The analysis segment was set equal to a pitch period for voiced speech and equal to 10 msec for unvoiced speech. The various parameters were then determined for each analysis segment according to the procedure described in Sec. I I. These parameters were finally used to control the speech synthesizer shown in Fig. 4 
where, as before, a• are the predictor coefficients. Table  I shows the precision with which each of the parameters is quantized. It was found that the frequencies and the bandwidths of the poles can be quantizod within 60 bits without producing any perceptible effect on the synthesized speech. Adding this value to the bits needed for the pitch (6 bits), the rms value (5 bits), and the voiced-unvoiced parameter (1 bit), one arrives at a value of 72 bits (60+6+5+1) for each frame of analyzed data. The data rate in bits/see is obtained by multiplying the number of bits used to encode each frame of data by the number of frames of data stored or transmitted per second. Thus, a bit rate of 7200 bits/see is achieved if the parameters are sampled at a rate of 100/sec. The bit rate is lowered to 2400 bits/see at a sampling rate of 33/sec. At this point, the reader can listen to recorded examples of synthesized speech encoded at three different data rates, namely, 7200, 4800, and 2400 bits/see, respectively, in the third section of the enclosed record.
The quantizing of the frequencies and the bandwidths of the poles is not the only method of encoding the predictor coefficients. For example, it can be shown (see Appendix F) that a transfer function with p poles is always realizable as the transfer function of an acoustic tube consisting of p cylindrical sections of equal length The mean value itself can be quantized separately.
B. Separation of Spectral Envelope and Fine Structure
It is often desirable to separate the envelope of the speech spectrum from its fine structure. ]s The representation of the speech signal shown in Fig. 1 is very In the representation of the speech wave shown in Fig. 1 , the linear filter represents the combined contributions of the vocal tract and the source to the spectral envelope. Thus, the poles of the transfer function of the filter include the poles of the vocal tract as well as the source. So far, we have made no attempt to separate these two contributions. For formant analysis, however, it is necessary that the poles of the vocal tract be separated out from the transfer function. In general, it is our experience that the poles contributed by the source either fall on the real axis in the unit circle or produce a relatively small peak in the spectral envelope. The magnitude of the spectral peak produced by a pole can easily be computed and compared with a threshold to determine whether a pole of the transfer function is in- manner. The speech analysis and synthesis lechniques described in this paper can be used as a ttexible and convenient method for condncting snch speech-perception experiments. We wonld like to point oul here that the synthesis procedure allows independent control of such speech characteristics as spectral envdope, relative durations, pitch, and intensity. Thus, the speaking rate of a given speech signal may be ahered, e.g., for producing fast speech for blind persons or for producing slow speech for learning foreign languages. Or, in an application such as the recovery of "hdium speech," lhe frequencies of the spectral envelope can be scaled, leaving the fundamental frequency unchanged. Moreover, in synthesizing seutence-length utterances from stored data about individual words, the method can be used to reshape the intonation and stress contours so that the speech sounds natural. Ioexamples of speech in which selected acoustical characteristics have been altered are presented in the fifth section of the enclosed record. First, the listener can hear the utterance at the normal speaking rate. Next, the speaking rate is increased by a factor of 1.5. As the third item, the same utterance with the speaking rate reduced by a factor of 1.5 is presented. Finally, an example of a speech signal in which the pitch, the formant frequencies, and their bandwidths were changed from their original values, obtained from a male voice, to 
VI. COMPUTATIONAL EFFICIENCY
The computation times needed to perform several of the operations described in this paper are summarized in Table III Informal listening tests show very little or no perceptible degradation in the quality of the synthesized speech. These results suggest that the analyzed parameters retain all the perceptually important features of the speech signal. Furthermore, the various parameters used for the synthesis can be encoded efficiently. It was found possible to reduce the data rate to approximately 2400 bits/sec without producing significant degradation in the speech quality. The above bit rate is smaller by a factor of about 30 than that for direct PCM encoding of the speech waveform. The latter bit rate is approximately 70 000 bits (70 000 bits = 7 bits/sampleX 10 000 samples/sec).
In addition to providing an efficient and accurate description of the speech signal, the method is computationally very fast. The entire analysis and synthesis procedure runs at about 25 times real time on a GE 635 digital computer. The method is thus well suited for analyzing large amounts of speech data automatically on the computer. 
The memory of the linear predictor (see Fig. 1 ) is by definition equal to the duration of the inverse Fourier transform of the reciprocal of the transfer function between the lip and the glottM volume velocities. Therefore, from Eq. B4, the memory of the linear predictor is equal to r--21/c. 
