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We describe all surfaces in S2 × R and H2 × R with holomorphic Abresch–Rosenberg
differential (originally deﬁned in Abresch and Rosenberg, 2004 [1]) and non-constant mean
curvature. We prove that the horizontal slices of these surfaces are the level curves of the
mean curvature H , whose projections determine either a polar system of geodesic rays and
circles in the base (rotational surfaces) or an orthogonal system of ultra-parallel geodesics
and equidistant curves in H2. The non-rotational surfaces in H2 × R extend to regular
graphs over H2; these are new examples of complete surfaces in H2 × R with constant
Gaussian curvature K ∈ (−1,0).
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1. Introduction
A classical theorem of H. Hopf [7] reads: An immersed topological sphere with constant mean curvature in the Euclidean space
E
3 is an embedded round sphere.
One tool introduced by Hopf to prove his theorem is the differential A = A2,0
C
, where A is the second quadratic form of
the immersion and AC its complexiﬁcation. It is proved in [7] that the surface has constant mean curvature if, and only if,
the Hopf differential A is holomorphic (the complex structure of the surface is determined by the immersion, required to be
conformal).
U. Abresch and H. Rosenberg [1] extended Hopf’s result to surfaces in product spaces. Their theorem reads: An immersed
topological sphere with constant mean curvature in S2 ×R or H2 ×R is embedded and rotational.
Similarly, Abresch and Rosenberg devised a quadratic differential Q which is holomorphic for surfaces with constant
mean curvature in product spaces (see [1]). In a subsequent paper [2], they did obtain a differential for surfaces in a larger
class of 3-dimensional homogeneous spaces satisfying the desired property: H constant implies that Q is holomorphic. This
work has stimulated intense research in the last decade (see [6] for an update). In this paper we give a full answer to the
Converse problem. Describe the surfaces S2 ×R or H2 ×R with holomorphic Abresch–Rosenberg differential.
D.A. Berdinsky and I.A. Taimanov considered, instead of the original Abresch–Rosenberg differential, the normalized dif-
ferential Qnor = Q/H . The authors proved in [4] that the converse problem has an aﬃrmative answer for surfaces in the
3-dimensional Heisenberg group, that is, Qnor holomorphic implies that H is constant. Later on, I. Fernández and P. Mira
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cases S2 ×R and a subclass of Berger spheres were not fully answered.
Even restricting to surfaces with H never null, a necessary condition to deﬁne Qnor , the quadratic differentials Q and
Qnor cannot be simultaneously holomorphic, unless H is constant. Therefore, the converse problems treated here and there
are different. It is worth to mention that families of rotational surfaces with Q holomorphic are presented in Example 3.1
of [5].
Our starting point to treat the converse problem is a fundamental characterization (not found in the literature known to
the authors):
Q holomorphic with non-constant mean curvature H is equivalent to grad H being a ﬁeld of principal directions with null
principal curvature.
It turns out that the level curves of H (lines of curvature with principal curvature 2H) are horizontal and project into a
pencil of concentric (geodesic) circles in the base S2 or H2, or else into a pencil of equidistant curves in H2. The ﬁnal result
is
Theorem 1.1. An immersed (connected and oriented) surface in S2 ×R, respectively inH2 ×R, with holomorphic Abresch–Rosenberg
differential, non-constant mean curvature H and height function h satisﬁes the following properties:
(i) The unit normal has constant vertical component, say a, |a| ∈ (0,1).
(ii) The integral curves of grad(H) are asymptotic lines of curvature, and also geodesic lines in the ambient space.
(iii) Any horizontal slice of the surface is a level curve of H, whose projection (into the base manifold) has constant geodesic curvature.
(iv) It has constant Gaussian curvature a2 , respectively (−a2).
Up to isometries of the ambient space, the surface extends to a rotational surface M1(a) ⊂ S2 ×R, respectively M2(a) ⊂H2 ×R,
or else to a surface foliated by horizontal equidistant curves M3(a) ⊂ H2 × R, a ∈ (0,1). Letting b = √1− a2 and taking S2 ⊂ E3
and H2 ⊂ L3 with the induced metrics of Euclidean and Lorentz spaces, one obtains M j(a) = F j(a)(R2), j = 1,2,3, parametrized by
F1(a)(u, v) = (sin(au) cos v, sin(au) sin v, cos(au),bu) ∈ S2 ×R,
F2(a)(u, v) = (sinh(au) cos v, sinh(au) sin v, cosh(au),bu) ∈H2 ×R,
F3(a)(u, v) = (sinh(au), cosh(au) sinh v, cosh(au) cosh v,bu) ∈H2 ×R.
All surfaces are embedded and complete. The surface M3(a) is a graph over H2; the surface M2(a) has a unique singularity at
(0,0,1,0); and M1(a) has inﬁnitely many isolated singularities, which project onto the north and south poles in S2 . The mean
curvature of M j(a), depending only on the arc-length u in any asymptotic line of curvature, is given by
2H(u)/b = cot(au), coth(au), tanh(au), j = 1,2,3.
Remark 1.2. Our proof of (i) was inspired by [9], where W. Massey integrates the Codazzi equations for ﬂat surfaces in E3.
Here we integrate the Codazzi equations for surfaces in S2 ×R and in H2 ×R with Kext = 0, conditioned to the hypothesis
that H depends only on the coordinate of principal curvature zero. Without this property, the integration seems very diﬃcult. To
our knowledge, besides horizontal copies of the base manifold, which are totally geodesic, and ﬂat vertical cylinders (see
Remark 3.3 in this paper), the only examples of surfaces satisfying Kext = 0 are the special non-rotational in H2 ×R (see [8]
for this property) and the surfaces described in Theorem 1.1. It would be interesting to ﬁnd more examples.
Remark 1.3. Aledo, Espinar and Gálvez were the ﬁrst authors to study surfaces with constant Gaussian curvature K in those
product spaces. All surfaces in Theorem 1.1 have this property. We point out that the complete surfaces M3(a), which
satisfy K ≡ −a2 ∈ (−1,0), are not presented in [3].
2. Preliminaries
Let Σ be an oriented surface immersed in the product space Mc ×R, where the base Mc denotes S2 or H2, according to
c = 1 or c = −1, respectively. The dot notation is used for all metrics: on Σ it is induced by the product metric on Mc ×R,
on Mc it is induced by the Euclidean or Lorentzian metrics, depending on S2 ⊂ E3 or H2 ⊂ L3. The immersion F and the
unit normal N, taken with base and vertical components, satisfy
F= (f,h) : ΣMc ×R, f.f= c, N= (V, ν), V.V= 1− ν2, V.f= 0. (1)
The connections in Σ , Mc and Mc ×R are denoted by ∇ , ∇c and ∇ , resp. Notice that the third connection is the product
of the second one by the derivative in R.
The Abresch–Rosenberg quadratic differential Q is deﬁned in [1] by
Q = 2HA − cT , with T = (dh ⊗ dh)2,0
C
,
where the complex structure in Σ is compatible with F being conformal.
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is a complex coordinate, recall that the complex derivative satisﬁes 2(∂/∂z) = (∂/∂x) − i(∂/∂ y). In particular, Fz.Fz = 0 and
Fz.Fz¯ = λ/2, where λ = Fx.Fx = Fy .Fy is the conformal factor of the metric.
Being holomorphic means null z¯-derivative, so we need to express the Abresch–Rosenberg differential in z-coordinates.
We recall that the Hopf differential is deﬁned in general (for any oriented surface immersed in a 3-dimensional rieman-
nian manifold) and locally given by
A = α(z)dz2, α = 2(∇FzFz).N; (2)
the correction factor T , which depends on the height function h, is
T = (dh ⊗ dh)2,0
C
= 2[hz]2 dz2. (3)
Hence
Q = 2(Hα − c[hz]2)dz2. (4)
The Codazzi equation reads
αz¯ = λ(Hz + cνhz) (5)
and the vertical component of 2∇FzFz¯ = λHN (true in general) yields
2hzz¯ = λHν. (6)
Now we take the z¯-derivative in (4) and use (5) and (6) to arrive at
(Hα)z¯ − 2chzhzz¯ = Hz¯α + Hλ(Hz + cνhz)− chz(λHν).
The third and fourth terms cancel, thus Q holomorphic on Σ is expressed by
αHz¯ + λHHz = 0. (7)
For future use, we next derive the Codazzi equations in coordinates (u, v) varying in an (umbilical-free) neighborhood of
Σ where the coordinate lines are lines of curvature. Since Fu and Fv are principal directions, one has that
fu .fu + h2u = E, fv .fv + h2v = G, fu .fv + huhv = 0 (8)
hold, with 2nd-fundamental form II = e du2 + g dv2 and
−∇FuN= (e/E)Fu, −∇FvN= (g/G)Fv , 2H =
e
E
+ g
G
. (9)
Proposition 2.1. Consider a coordinate system satisfying (8) and (9) on a surface immersed in Mc ×R with mean curvature H. The
Codazzi equations are:
ev = HEv − cνEhv , (10)
gu = HGu − cνGhu. (11)
Proof. One compares two expressions of the Riemann tensor involving the normal N, one using the Riemann tensor of Mc
within the product connection and the other using (9).
Given a vector ﬁeld X on Mc × R, let Xc be its base component (a vector ﬁeld on Mc). The Riemann tensor R in the
product space satisﬁes
R(X, Y )Z .W = c{(Xc .Zc)(Y c .Wc)− (Xc .Wc)(Y c .Zc)}. (12)
Taking W = N= (V, ν), X = Z = Fu , Y = Fv and using (8), one arrives at
cR(Fu,Fv)Fu.N= (fu .fu)(fv .V)− (fu .V)(fu .fv)
= (E − h2u)(−hvν)− (huν)(huhv) = −Ehvν. (13)
Working with the intrinsic deﬁnition of R and using (9), one obtains that
R(Fu,Fv)Fu .N= {∇Fv∇FuFu .N} − {∇Fu∇FvFu.N}
= {(∇FuFu .N)v − (∇FvN.∇FuFu)}− {(∇FvFu.N)u − (∇FuN.∇FvFu)}
= {ev + ([g/G]Fv .∇FuFu)}− {0+ ([e/E]Fu .∇FvFu)}
= ev − [g/G][Ev/2] − [e/E][Ev/2] = ev − HEv .
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The proof of (11) is symmetric; one interchanges Fu and Fv to have it done. 
3. Surfaces inMc ×R withQ holomorphic
We start with the geometrical interpretation of the statement Q is holomorphic. Notation as before.
Proposition 3.1. The vector ﬁeld grad(H) (tangent to the surface) satisﬁes
grad(H).(−∇FzN) = HHz +
αHz¯
λ
. (14)
Geometrically, Q holomorphic means that the shape operator maps all tangent vectors at a point p into the space orthogonal to
grad(H) in T pΣ .
Proof. In complex coordinates, one has that
grad(H) = (2/λ)(Hz¯Fz + HzFz¯), −∇FzN= HFz + (α/λ)Fz¯. (15)
The ﬁrst expression is the deﬁnition of gradient; the second holds in general.
Since Fz.Fz = 0 and Fz.Fz¯ = λ/2, (14) is immediately obtained.
Recalling (7), we see that Q holomorphic means the right hand side of (14) vanishes, or equivalently,
grad(H).(−∇FzN) = 0,
from which follows the assertion on the shape operator S(v) = −∇vN. 
Corollary 3.2. Assume that grad(H) is never null, in particular H non-constant. The Abresch–Rosenberg differential Q is holomorphic
if, and only if, grad(H) is a ﬁeld of principal directions with null principal curvature (k1 = 0).
Consequently, J (grad(H)) is also a ﬁeld of principal directions (k2 = 2H), where J denotes the complex structure operator on Σ .
Proof. For simplicity, we denote w= grad(H). Proposition 3.1 tells us that Q is holomorphic if, and only if,
S(v).w= 0, ∀v.
Since S is a symmetric operator, one has that S(w).v = 0, ∀v, or equivalently, S(w) = 0. The second assertion follows from
S symmetric and 2H = k1 + k2. 
Remark 3.3. The Abresch–Rosenberg differential of a surface in Mc ×R whose normal is horizontal fails to be holomorphic
if grad(H) is never null. Indeed, it is a cylinder C×R given by
F(u, v) = (C(u), v), C′.C′ = 1, Fu = (C′,0), Fv = (0,1), N= ( JC′,0).
If k denotes the geodesic curvature of C, then Fu and Fv are directions of principal curvatures k1 = k and k2 = 0, respec-
tively. Now, grad(H) = k′Fu never null means that k′(u) = 0 everywhere. If that happens, grad(H) is a direction of principal
curvature k, not a constant (in particular, not null). Thus, Q is not holomorphic. For future use, let us observe that this
vertical cylinder has null extrinsic curvature, for Kext = k1.k2 = 0.
Proposition 3.4. Assume that Q is holomorphic and grad(H) = 0 everywhere on the surface. Let F : Ω ⊂ R2 → Mc × R be an
orthogonal parametrization of a (connected and umbilical-free) neighborhood such that Fu is a direction of principal curvature k1 = 0.
Then:
(i) The mean curvature is a function of u only, H = H(u) = 0.
(ii) The vertical component of the normal is constant, ν ≡ a, |a| ∈ (0,1).
(iii) The extrinsic and Gaussian curvatures of the surface are Kext ≡ 0 and K ≡ ca2 .
(iv) The integral curves of grad(H) (u-curves on the surface) are pre-geodesic lines in Mc ×R which project onto pre-geodesic lines
inMc .
(v) The level curves of H (v-curves) are horizontal and project onto cycles in Mc , that is, curves with constant geodesic curvature
2H(u0)/b, b2 = 1− a2 .
Proof. By hypothesis, grad(H) is proportional to Fu , hence orthogonal to Fv . Thus, 0 = grad(H).Fv = dH(Fv ) and H is
constant on v-curves. The absence of umbilical points implies that H = 0 everywhere. That proves (i).
The proof of (ii) needs work. It is certain that ν does not depend on u, for
S(Fu) =
(−∇c V,−νu)= (0,0) ⇒ ν = ν(v).fu
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0= HEv − cνEhv , (16)
HGu + 2H ′G = −cνGhu ⇐⇒ −Gu
G
= 2H
′ + cνhu
H
. (17)
Recalling that ν depends only on v , we observe that
S(Fv) =
(−∇cfvV,−ν ′
)= 2H(fv ,hv) ⇒ ν ′(v) = −2H(u)hv(u, v). (18)
Thus, −hv = (ν ′/2H) replaced in (16) gives us
(ln E)v + c
4H2
(
ν2
)′ = 0 ⇒ 4H2(ln E)+ cν2 = ca2, a = ν(0); (19)
when integrating the ﬁrst equality in (19), it was assumed (without loss of generality) that (0,0) ∈ Ω and E(u,0) ≡ 1, ∀u.
The next step is to achieve a polynomial equation in ν . Let us recall that the gradient of the height function coincides
with the tangential component of the parallel vertical ﬁeld, namely,
grad(h) = hu
E
Fu + hv
G
Fv =
(−νV,1− ν2) ⇒ h2u
E
+ h
2
v
G
= 1− ν2. (20)
Differentiating the last equality in (20) with respect to u, we obtain
2huhuu
E
− Eu
E2
(hu)
2 + 2hvhvu
G
− Gu
G2
(hv)
2 = 0. (21)
Using the expression of Gu/G given by (17), we change (21) into
2huhuu
E
− (ln E)u
E
(hu)
2 + 2hv
GH
(
Hhvu + H ′hv
)+ cν hu(hv)2
HG
= 0. (22)
One has that Hhvu + H ′hv = (Hhv)u = 0, from (18). It follows from (19) that (H2 ln E)u = 0 and from (20) that h2v/G =
1− ν2 − (h2u/E). All that in (22) yields
(hu/E)
[
2Hhuu + 2(ln E)H ′hu − cνh2u + cEν
(
1− ν2)]= 0. (23)
We claim that hu cannot vanish in a non-empty open set Ω1 ⊂ Ω . Indeed, if h = h(v) holds in Ω1, then (18) will be
reduced to
ν ′(v) = −2H(u)h′(v).
Since grad(H) = 0 implies that H is not constant, the last equality is possible only with ν ′(v) = h′(v) = 0. That replaced in
(20) implies that ν2 = 1, hence N = (0,±1), and the surface is totally geodesic, a contradiction. The claim is proved, thus
hu/E gets canceled from (23).
Letting φ(v) = (c/4)(a2 − ν2), (19) reads E = eφ/H2 . In view of the previous paragraph, we may divide (23) by E to
obtain the equation
e−φ/H2
(
2Hhuu + 2φ H
′
H2
hu − cνh2u
)
= −cν(1− ν2), (24)
with the right hand side depending only on v .
We make M = −1/(2H) to simplify computations. Observe from (18) that
h = Mν + L, L = L(u), M = M(u) ⇒ hu = M ′ν + L′, huu = M ′′ν + L′′, (25)
showing that the left hand side of (24) can be written as e−φ/H2 P , where P is a polynomial in ν whose coeﬃcients are
functions of u. To be precise,
P = A3ν3 + A2ν2 + A1ν + A0, A3 = −2c
(
M ′
)2
, A2 = −3cM ′L′, (26)
and so on. Differentiating (24) with respect to u, we obtain
e−φ/H2
(
Pu + 2φ
(
H ′/H3
)
P
)= 0. (27)
Now, φ = (c/4)(a2 − ν2) is a polynomial of degree 2 in ν . Both P and Pu have degree 3. An easy computation shows that
H ′/H3 = −4MM ′ ⇒ 2φ(H ′/H3)= c(M2)′(ν2 − a2). (28)
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A′3ν3 + A′2ν2 + A′1ν + A′0 + c
(
M2
)′(
ν2 − a2)(A3ν3 + A2ν2 + A1ν + A0)= 0,
where A′j denotes the derivative of A j (deﬁned in (26)). We denote c(M
2)′ = N; the previous equation in ν with explicit
coeﬃcients as functions of u is
(NA3)ν
5 + (NA2)ν4 +
(
A′3 + N
[
A1 − a2A3
])
ν3 + (A′2 + N[A0 − a2A2])ν2
+ (A′1 − a2NA1)ν + (A′0 − a2NA0)= 0. (29)
From (29), we conclude that ν is constant. Otherwise, all coeﬃcients of (29) would be null, with N never zero (since both H
and H ′ are never zero). In particular A3 = 0, contradiction with A3 = −2c(M ′)2 = −(c/2)(H ′/H2)2; we recall A3 was given
in (26). Thus, ν ≡ a. At last, a = 0, in view of Remark 3.3, and a2 = 1, for otherwise the surface would be totally geodesic.
The proof of (iii) follows easily from (ii); by deﬁnition, Kext = k1k2 and Gauss formula gives us K = Kext + cν2. Since
k1 = 0 and ν is constant, it follows that K = ca2 = 0 is a non-zero constant.
In order to prove (iv), we replace ν = a in (18), (19) and (20) to obtain that
h = h(u), E = 1, (h′)2 = 1− a2 = b2 ∈ (0,1).
We assume that h(0) = 0, since a vertical translation in the ambient space does not change the proposition statement. Thus,
h(u) = bu, b2 ∈ (0,1). (30)
Differentiation of E = 1 implies that
∇FuFu.Fu = 0= ∇FvFu .Fu = −∇FuFu.Fv ⇒ ∇FuFu = 0.
In addition, ∇FuFu .N = 0, as k1 = 0, proving that u-curves on the surface are geodesics in Mc × R. The projection of the
u-curves are geodesics in Mc as well, since fu .fu = 1 − b2 = a2 and ∇cfu fu = 0 holds for the base component of ∇FuFu = 0.
Thus, (iv) is true.
Finally, we prove (v). A curve at level H(u0) is horizontal, with constant height h(u0). Let C(s) = f(u0, v(s)), s the arc-
length parameter of the curve. We recall that fu/a ∈Mc is unitary and use the expression of grad(h) in (20) to see that
grad(h) = b(fu,b) =
(−aV,b2) ⇒ − fu
a
= V
b
= J C ′, (31)
J the complex structure operator in Mc . Therefore,
kg = DC
′
ds
. J C ′ = (v
′)2
b
∇cfv fv .V=
1
bG
(−∇cfvV
)
.fv = 2H(u0)
b
= 0.
The base component of −∇FvN= 2HFv was used in the last equality. 
We take the opportunity to present Corollary 3.5, a version of Proposition 3.4 concerning the rigidity of vector ﬁelds in
M
c , when restrained to certain geometrical conditions. In the process of our research, we ﬁrst proved this corollary in the
hard way. The result encouraged us to analyze the Codazzi equations.
Corollary 3.5. Let f : Ω →Mc be a parametrization and V a vector ﬁeld onMc , V.V= 1− ν2 < 1, such that
∇cfuV= 0, ∇cfvV= φfv , fu .fv + huhv = 0, fu .V= −huν, fv .V= −hvν (32)
hold for smooth functions φ = φ(u) and h = h(u, v).
If φ′ never vanishes, then V is a constant multiple of fu . Actually, ν is constant, fu ⊥ fv , the u-curves are geodesics and the v-curves
have constant geodesic curvature.
Proof. Differentiating V.V = 1 − ν2 with respect to u and using the ﬁrst equality in (32), one obtains that ν = ν(v) = 0
everywhere. Then, we differentiate V.V= 1−ν2 with respect to v and use the second and last equalities in (32) to arrive at
ν ′(v) = φ(u)hv(u, v).
All together determines an immersion F = (f,h) : Ω → Mc × R with unit normal N = (V, ν) and mean curvature −φ/2,
satisfying the hypothesis of Proposition 3.4. Hence the conclusions hold. 
Proof of Theorem 1.1. Since H is non-constant, we can take a neighborhood F(Ω) where grad(H) is never null, as in
Proposition 3.4.
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Furthermore, the family of vertical segments are mapped into the orthogonal family F⊥ , formed by curves with constant
non-zero geodesic curvatures in Mc . Such orthogonal systems {F ,F⊥} are well-known.
In S2, F is a pencil of (geodesic) lines intersecting at a point p, with F⊥ the pencil of (geodesic) circles centered at p.
Thus, F(Ω) is rotational.
In H2, pencils of (geodesic) lines can be of three types: elliptic, hyperbolic and parabolic. Elliptic when F is a pencil
of (geodesic) lines intersecting at a point p, with F⊥ the pencil of (geodesic) circles (|kg | > 1) centered at p. Hyperbolic
when F is a pencil of ultra-parallel (geodesic) lines, with F⊥ the pencil of hypercycles (|kg | < 1) equidistant to the unique
(geodesic) line, say 	0, in F⊥ itself. Parabolic when F is a pencil of (geodesic) lines asymptotic at an ideal point q, with F⊥
the pencil of horocycles (|kg | = 1) with center q.
The parabolic pencil in H2 is out, since |kg | = 1 replaced in (v) obliges the surface to have constant mean curvature.
Actually, the parabolic orthogonal systems determine the family of special non-rotational surfaces obtained by Abresch and
Rosenberg in [1] with H constant in H2 ×R (see [8] for more properties).
As in the S2-case, the elliptic orthogonal system in H2 determine rotational surfaces. As for the orthogonal system of
hyperbolic type, it determines surfaces foliated by horizontal equidistant curves (instead of circles). In all cases, the integral
lines of grad(H) are geodesics on the surface.
It remains to write down f, recalling that fu .fu = a2 as a consequence of (30). Up to isometries of Mc , we assume that
p = (0,0,1) ∈Mc , when the surface is rotational; when not rotational, we assume that the line 	0 ∈H2 ⊂ L3 is represented
by the hyperbola {x22 − x23 = −1, x1 = 0, x3  1}.
In the rotational cases, we can move the origin in Ω and take polar geodesic coordinates (r, θ) around p ∈Mc , that is,
(sin r cos θ, sin r sin θ, cos r) ∈ S2 ⊂ E3, (sinh r cos θ, sinh r sin θ, cosh r) ∈H2 ⊂ L3.
It suﬃces to make r = au and v = θ in both cases to obtain F1(a) and F2(a), as in the theorem statement. We observe that
G = sin2(au) holds for F1(a) and G = sinh2(au) for F2(a). We notice that the singularities of M1(a), projecting over p =
(0,0,1), occur when G = sin(au) = 0. Also, M2(a) has just one singularity (0,0,1,0), corresponding to G = sinh2(au) = 0.
We now take standard coordinates (s, t) ∈R2 to describe the hyperbolic orthogonal system, 	0 corresponding to s = 0:
(sinh s, cosh s sinh t, cosh s cosh t) ∈H2 ⊂ L3. (33)
Again, we make s = au, t = v , to arrive at F3(a). The surface has no singularities, for G = cosh2(au) > 0. We now compute H .
Recalling (31), we have that
fu = −(a/b)V ⇒ ∇fv fu = (a/b)2Hfv ⇒ G ′ = 2∇fu fv .fv = (a/b)4HG. (34)
Replacing G , previously obtained in (34), one arrives at:
c = 1 ⇒ 2H(u) = b cot(au),
c = −1, 4H2 > b2 ⇒ 2H(u) = b coth(au),
c = −1, 4H2 < b2 ⇒ 2H(u) = b tanh(au).
We ﬁnally observe that F j(a) is deﬁned in the whole plane, which allows us to use isometries of the ambient space and
restrict the parameters a,b to be positive.
In order to visualize the surfaces in R3, we use the stereographic projection from S2, resp. from H2,
Π(x) = x1 + ix2
1− x3 ∈C∪ {∞}, resp. Π(x) =
x1 + ix2
1+ x3 ∈D.
The proﬁle curves of M1(a), respectively of M2(a), project into(
cot(au/2),bu
)
,
(
tanh(au/2),bu
)
.
Both curves are embedded, so their rotation yield embedded surfaces. The surfaces are also complete, being closed subsets
of the ambient space.
As for M3(a), it is a graph over H2, hence complete and embedded. Indeed, the ﬁrst and fourth coordinates of F3(a) are
sinh(au) and bu, respectively. If x, y and t stand for the coordinates in D×R, then
t = (b/a) sinh−1(2x/(1− x2 − y2))
describes M3(a). Also, we can visualize M3(a) as a helicoidal surface in P× R, if we represent H2 in the upper-plane P,
where the hyperbolic system of lines and equidistant curves is represented by Euclidean half-circles and rays around the
origin. Let us recall the standard isometry from the disk model onto the upper-plane model of H2,
z = x+ iy ∈D → w = z + i ∈ P= {w > 0}.
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computations give us that
r = ev , tan θ = sinh(au). (35)
Since r = r(v) ∈ (0,∞) and θ = θ(u) ∈ (−π/2,π/2) vary bijectively, we conclude that M3(a) is represented in P × R by
the (Euclidean) helicoidal surface {(r(v) cos θ(u), r(v) sin θ(u),bu)}, with r(v) and θ(u) deﬁned in (35).
Final remark. For surfaces in the 3-dimensional homogeneous space E(c, τ ), the equality (14) in Proposition 3.1 remains
valid. We claim that Q holomorphic is equivalent to
S(W ) = τ J (W ), W = grad(H).
Indeed, the vertical ﬁeld ξ is unitary and satisﬁes ∇vξ = τ (v × ξ), ξ = T + νN. The Abresch–Rosenberg differential is Q =
2βdz2, with β = (H + iτ )α − (c − 4τ 2)(Fz.ξ )2. Using the Codazzi equation αz¯ = λ[Hz + (c − 4τ 2)ν(Fz.ξ )], one arrives at
βz¯ = αHz¯ + λ(H + iτ )Hz.
Recalling (14), we conclude that Q holomorphic is equivalent to
S(Fz).W = −iτ Hz ⇔ S(W ) = (τ/λ)(−HyFx + HxFy) = τ J (W ).
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