Branch and Bound (B&B) is the exact tree search method typically used to solve Mixed-Integer Linear Programming problems (MILPs). Learning branching policies for MILP has become an active research area, with most works proposing to imitate the strong branching rule and specialize it to distinct classes of problems. We aim instead at learning a policy that generalizes across heterogeneous MILPs: our main hypothesis is that parameterizing the state of the B&B search tree can significantly aid this type of generalization. We propose a novel imitation learning framework, and introduce new input features and architectures to represent branching. Experiments on MILP benchmark instances clearly show the advantages of incorporating to a baseline model an explicit parameterization of the state of the search tree to modulate the branching decisions. The resulting policy reaches higher accuracy than the baseline, and on average explores smaller B&B trees, while effectively allowing generalization to generic unseen instances. * Both authors contributed equally to the paper. arXiv:2002.05120v1 [cs.
Introduction
Many problems arising from transportation, healthcare, energy and logistics can be formulated as Mixed-Integer Linear Programming (MILP) problems, i.e., optimization problems in which some decision variables represent discrete or indivisible choices. A MILP is written as
where A ∈ R m×n , b ∈ R m , c, x ∈ R n and I ⊆ {1, . . . , n} is the set of indices of variables that are required to be integral, while the other ones can be real-valued. Note that one can consider a MILP as defined by (c, A, b, I); we do not assume any special combinatorial structure on the parameters c, A, b. While MILPs are in general N P-hard, MILP solvers underwent dramatic improvements over the last decades [32, 4] and now achieve high-performance on a wide range of problems. The fundamental component of any modern MILP solver is Branch and Bound (B&B) [27] , an exact tree search method. Following a divide-and-conquer approach, B&B partitions the search space by branching on variables' values and smartly uses bounds from problem relaxations to prune unpromising regions from the tree. The B&B algorithm actually relies on expertly-crafted heuristic
The present work seeks a different (somehow complementary) type of generalization for a branching policy, namely across heterogeneous MILPs, i.e., across problems not belonging to the same combinatorial class, without any restriction on the formulation's structure and size. To achieve this goal, we parameterize BVS in terms of B&B search trees. On the one hand, information about the state of the B&B tree -abundant yet mostly unexploited by MILP solvers -was already shown to be useful to learn resolution patterns shared across general MILPs [15] . On the other hand, the state of the search tree ought to have a central role in BVS -which ultimately decides how the tree is expanded and hence how the search itself proceeds. In practice, B&B continually interacts with other algorithmic components of the solver to effectively search the decision tree. In a highly integrated framework, a branching variable should thus be selected among the candidates based on its role in the search and its various components. Indeed, state-of-the-art heuristic branching schemes employ properties of the tree to make BVS decisions, and the B&B method equipped with such branching rules has proven to be successful across widely heterogeneous instances.
Motivated by these considerations, our main hypothesis is that MILPs share a higher order structure in the space of B&B search trees, and parameterized BVS policies should learn in this representational space. We setup a novel learning framework to investigate this idea. First of all, there is no natural input representation of this underlying space. Our first contribution is to craft input features of the variables that are candidates for branching: we aim at representing their broad roles in the search and their dynamic evolution. The dimensionality of such descriptions naturally changes with the number of candidate variables at every BVS step. The deep neural network (DNN) architecture that we propose learns a baseline branching policy (NoTree) from the candidate variables' representations and effectively deals with varying input dimensions. Taking this idea further, we suggest that an explicit representation of the state of the search tree should condition the branching criteria, in order for it to flexibly adapt to the tree evolution. We contribute such tree-state parameterization, and incorporate it to the baseline architecture to provide context over the candidate variables at each given branching step. In the resulting policy (TreeGate) the tree state acts as a control mechanism to drive a top-down modulation (specifically, feature gating) of the highly mutable space of candidate variables representations. In this sense, we learn branching from parameterizations of B&B search trees that are shared among general MILPs. To the best of our knowledge, the present work is the first attempt in the "learning to branch" literature to represent B&B search trees for branching, and to establish such a broad generalization paradigm covering many classes of MILPs. We envision a future combination of our framework on generic MILPs with more structure-based ones, such as that of [18] , to leverage the strengths of both approaches.
We perform imitation learning (IL) experiments on a curated dataset of heterogeneous instances from standard MILP benchmarks: the selected problems belong to various special classes, are different in structure and size, and give rise to diverse search trees. We employ as expert rule the default branching scheme of the optimization solver SCIP [19] , to which our framework is integrated. Machine learning experimental results clearly show the advantage of the policy employing the tree state (TreeGate) over the baseline one (NoTree), the former achieving a 19% improvement in test accuracy. The evaluation of the trained policies in the solver also supports our idea that representing B&B search trees enables learning to branch across generic MILP instances: the best TreeGate policy explores on average trees with 14.9% less nodes than the best NoTree one; measured over test instances only, this gap increases to 27%. In addition, when plugged in the solver both learned policies compare well with state-of-the-art branching rules.
Background
Simply put, the B&B algorithm iteratively partitions the solution space of a MILP (1) into subproblems, which are mapped to nodes of a binary decision tree. At each node, integrality requirements for variables in I are dropped, and a linear programming (LP) (continuous) relaxation of the problem is solved to provide a valid lower bound to the optimal value of (1). When the solution x * of a node LP relaxation violates the integrality of some variables in I, that node is further partitioned into two children by branching on a fractional variable. Formally, C = {i ∈ I : x * i / ∈ Z} defines the index set of candidate variables for branching at that node. The BVS problem consists in selecting a variable j ∈ C in order to branch on it, i.e., create child nodes according to the split
Child nodes inherit a lower bound estimate from their parent, while (2) ensures x * is removed from their solution spaces. After extending the tree, the algorithm moves on to select a new open node, i.e., a leaf yet to be explored (node selection): a new relaxation is solved, and new branchings happen. When x * satisfies integrality requirements, then it is actually feasible for (1), and its value provides a valid upper bound to the optimal one. Maintaining global upper and lower bounds allows one to prune large portions of the search space. During the search, final leaf nodes are created in three possible ways: by integrality, when the relaxed solution is feasible for (1); by infeasibility of the sub-problem; by bounds, when the comparison of the node's lower bound to the global upper one proves that its sub-tree is not worth exploring. An optimality certificate is reached when the global bounds converge. See [46, 32] for details on B&B and its combination with other components of a MILP solver.
Branching Rules Usually, candidates are evaluated with respect to some scoring function, and j is chosen for branching as the (or a) score-maximizing variable. The most used criterion in BVS measures variables depending on the improvement of the lower bound in their (prospective) child nodes. The strong branching (SB) rule [6] explicitly computes bound gains for C. The procedure is expensive, but experimentally realizes trees with the least number of nodes. Instead, pseudo-cost (PC) [9] maintains a history of variables' branchings, averaging past improvements to get a proxy for the expected gain. Fast in evaluation, PC can behave badly due to uninitialization, so combinations of SB with PC have been developed. In reliability branching, SB is performed until PC scores for a variable are deemed reliable proxies of bound improvements. In hybrid branching [3] , PC scores are combined via a weighted sum with other criteria borrowed from the CSP and SAT communities (on inference and conflict clauses). Extensive literature has been produced on BVS schemes [1] , and many other scoring criteria have been proposed; some of them are surveyed by [35] from a machine learning perspective.
State-of-the-art branching rules can in fact be interpreted as mechanisms to score variables based on their effectiveness in different search components. While hybrid branching explicitly combines five scores reflecting variables' behaviors in different search tasks, the evaluation performed by SB and PC can also be seen as a measure of how effective a variable is -in the single task of improving the bound from one parent node to its children. Besides, one can assume that the importance of different search functionalities should change dynamically during the tree exploration. 1 In this sense, our approach aims at learning a branching rule that takes into account variables' roles in the search and the tree evolution itself to perform a more flexible BVS, adapted to the search stages.
Parameterizing B&B Search Trees
The central idea of our framework is to learn BVS by means of parameterizing the underlying space of B&B search trees. We believe this space can represent the complexity and the dynamism of branching in a way that is shared across heterogeneous problems. However, there are no natural parameterizations of BVS or B&B search trees. To this end, our contribution is two-fold: 1) we propose hand-crafted input features to describe candidate variables in terms of their roles in the B&B process, and explicitly encode a "tree state" to provide a richer context to variable selection; 2) we design novel DNN architectures to integrate these inputs and learn BVS policies.
Hand-crafted Input Features
At each branching step t, we represent the set of variables that are candidates for branching by an input matrix C t ∈ R 25×|Ct| . To capture the multiple roles of a variable throughout the search, we describe each candidate x j , j ∈ C t in terms of its bounds and solution value in the current sub-problem. We also feature statistics of a variable's participation in various search components (e.g., inference, conflicts, implications) and in past branchings. In particular, the scores that are used in the SCIP default hybrid-branching formula are part of C t . All features are designed to capture the dynamics of the B&B process linked to BVS decisions, and are efficiently gathered through a customized version of PySCIPOpt [40] . Note that {C t , Tree t } are defined in a way that is not explicitly dependent on the parameters of each instance (c, A, b, I). Even though C t naturally changes its dimensionality at each BVS step t depending on the highly variable C t , the fixed lengths of the vectors enable training among branching sets of different sizes (see 3.2). The representations evolve with the search: t-SNE plots [45] in Figures 1(a) and 1(b) synthesize the evolution of the tree state representation Tree t throughout the B&B search, for two different MILP instances. The pictures clearly show the high heterogeneity of the branching data across different search stages. A detailed description of the hand-crafted input features is reported in Appendix B.
Architectures to Model Branching
We use parameterizations C t as inputs for a baseline DNN architecture (NoTree). Referring to Figure 2 , the 25-feature input of a candidate variable is first embedded into a representation with hidden size h; subsequently, multiple layers reduce the dimensionality from h to an infimum INF by halving it at each step. The vector of length INF is then compressed by global average pooling into a single scalar. The |C t | dimension of C t is conceived (and implemented) as a "batch dimension": this makes it possible to handle branching sets of varying sizes, still allowing the parameters of the nets to be shared across problems. Ultimately, a softmax layer yields a probability distribution over the candidate set C t , according to which a variable is selected for branching.
We incorporate the tree-state input to the baseline architecture in order to provide a searchbased context over the mutable branching sets. Practically, Tree t is embedded in a series of subsequent layers with hidden size h. The output of a final sigmoid activation is g ∈ [0, 1] H , where H = h + h/2 + · · · + INF denotes the total number of units of the NoTree layers. Separate chunks of g are used to modulate by feature gating the representations of NoTree: [g 1 , . . . , g h ] controls features at the first embedding, [g h+1 , . . . , g h+h/2 ] acts at the second layer, . . . , and so on, until exhausting [g H−INF , . . . , g H ] with the last layer prior the average pooling. In other words, g is used as a control mechanism on variables parameterization, gating their features via a learned tree-based signal. The resulting network (TreeGate) models the high-level idea that a branching scheme should adapt to the tree evolution, with variables' selection criteria dynamically changing throughout the tree search.
Experiments
MILP Dataset and Solver Setting Despite MILP libraries containing hundreds of instances, not all of them appear viable for our setting, and a careful dataset curation is needed. On the one hand, comparing the behavior of different branching policies becomes easier (and results are clearer) when the explored trees are manageable in size and the problems can be consistently solved to optimality. On the other hand, standard MILP collections comprise very challenging instances, and are compiled to be the ongoing benchmark for advances in MILP research. In our ML context, it does not seem necessary to introduce extra challenges on the MILP side. We hence curate a heterogeneous collection of 27 problems from different real-world MILP benchmark libraries [10, 26, 37, 38] , focusing on instances whose tree exploration is on average relatively contained (in the tens/hundreds of thousands nodes, maximum) and whose optimal value is known. We partition our selection into 19 train and 8 test problems. A complete list of instances is reported in Table 1 , while we refer to Appendix A for other details.
We use SCIP 6.0.1. Modifying the solver configuration is common practice in BVS literature [30] , especially in a proof-of-concept setting in which our work is positioned. To reduce the effects of the other solver's components on BVS, we work with a configuration specifically designed to fairly compare the performance of different branching rules [17] . In particular, we allow presolve and cut separation routines, and disable all primal heuristics. For each problem we provide the known optimal solution value as cutoff, and disable few other parameters associated with SB side-effects. We also enforce a limit of one hour on the resolution time. The same setting is used for both data collection and policies' evaluation. Further details on the solver parameters and hardware settings are reported in Appendix C. Data Collection and Split We collect IL training data from SCIP roll-outs, gathering inputs x t = {C t , Tree t } and corresponding branching decisions (labels) y t ∈ C t . Our expert branching scheme is the default one of SCIP, relpscost, i.e., a reliability version of hybrid branching. Given that each branching decision gives rise to a single data-point (x t , y t ), and that the search trees of the selected MILP instances are not extremely big, one needs to augment the data. We proceed in two ways.
(i) First, we naturally exploit the so-called performance variability of MILPs [33] . To obtain perturbed tree searches of the same instance, we set five different random seeds in the solver, s ∈ {0, . . . , 4} to control variables' permutations.
(ii) Second, we diversify B&B explorations by letting a random branching scheme run for the first k nodes, before switching to SCIP default branching rule and starting data collection. The motivation behind this type of augmentation is to gather input states that are unlikely to be observed by an expert rule [21] : inputs collected from a default SCIP run will differ from those confronted by a trained IL policy at test time, given that a single divergent BVS may cascade and result in qualitatively very different B&B trees. We use k ∈ {0, 1, 5, 10, 15}, where the case of k = 0 corresponds to a run in which no random branching is performed (i.e., relpscost is used from the beginning of the search). We apply this second type of augmentation to train instances only.
One can quantify MILP variability by computing the coefficient of variation of the performance measurements [26] ; we report such variability scores VS for all our instances in Appendix D, using the total number of nodes as performance measure, across the five runs of SCIP performed on different seeds, as in (i). The observed coefficients range in [0.03, 1.70]: the majority of the instances presents a variability of at least 0.20, confirming (i) as an effective way of diversifying our dataset. The effect of k initial random branchings is also analyzed and reported in Appendix D. Generally, the size of the explored trees grows with k, i.e., initial random branchings affect the nodes' count for worse -though the opposite can also happen in few cases. The coefficients of variation of the nodes shifted geometric means across different k's range in [0.07, 0.79] in the training set, so (ii) also appears effective for data augmentation.
The final composition of train, validation and test splits is summarized in Table 2 . In particular, train and validation data come from the same subset of 19 instances, with validation being performed on branchings from a different random seed. Instead, the test set contains data-points from 8 separate MILPs, using augmentation of type (i) only.
An important measure to analyze the dataset is given by the size of the candidate sets (i.e., the varying dimensionality of the C t inputs) contained in each split. Figure 1(c) shows histograms for |C t | in each subset. While in train and validation the candidate set sizes are mostly concentrated in the [0, 50] range, the test set has a very different distribution of |C t |, and in particular one with a longer tail (over 300). In this sense, the test instances present never-seen branching data gathered from heterogeneous MILPs, and we test the generalization of our policies to entirely unknown and larger branching sets.
IL Optimization
We train both IL policies using ADAM [25] with default β 1 = 0.9, β 2 = 0.999, and weight decay 1 × 10 −5 . Our hyper-parameter search spans: learning rate LR ∈ {0.01, 0.001, 0.0001}, hidden size h ∈ {32, 64, 128, 256}, and depth d ∈ {2, 3, 5}. The factor by which units of NoTree are reduced is 2, and we fix INF = 8. We use PyTorch [39] to train the models for 40 epochs, reducing LR by a factor of 10 at epochs 20 and 30.
Results
In our context, standard IL metrics are informative yet incomplete measures of performance for evaluating a learned BVS model, and one also cares about assessing the policies' behaviors when plugged in the solver environment. This is why in order to determine the best NoTree and TreeGate policies we take into account both types of evaluations. We first select few policies based on their test accuracy score; next, we specify them as custom branching rules in SCIP and perform full roll-outs on the entire MILP dataset, over five random seeds (i.e., 135 evaluations each). To summarize the policies' performance in the solver, we compute the shifted geometric mean (with a shift of 100) of In solver evaluations, NoTree and TreeGate are also compared to SCIP default branching scheme relpscost, PC branching pscost and a random one. Additionally, we compute the fair number of nodes [17] . This measure accounts for those nodes that are processed as side-effects of SB-like explorations, specifically looking at domain reduction and cutoffs counts. In other words, the fair number of nodes distinguishes tree-size reductions due to better branching from those obtained by SB side-effects. Note that for rules that do not involve any SB, the fair number of nodes and the usual nodes' count coincide, so we only report it for the relpscost policy. The selected solver parametric setting (the same as the one used for data collection) allows a meaningful computation of the fair number of nodes, and a honest comparison of branching schemes.
Both NoTree and TreeGate policies are able to solve all instances within the 1h time-limit, like relpscost. In contrast, random hits the limit on 4 instances (17 times in total) while pscost does so on one instance only (neos18), a single time. In addition, learned policies compare well to other branching rules: both NoTree and TreeGate are substantially better than random across all instances, and always better than pscost in aggregated measures. Only on one instance both policies are much worse than pscost (neos-476283). As expected, relpscost still realizes the smallest trees, but comparisons in terms of fair number of nodes are nonetheless positive: on 11 instances, at least one among NoTree and TreeGate explores less nodes than the relpscost fair number. In general, the policies realize tree sizes that are comparable to the SCIP default ones, when SB side effects are taken into account.
Related Work
Among the first attempts in "learning to branch", [5] perform regression to learn proxies of SB scores. Instead, [24] propose to learn the ranking associated with such scores, and train instancespecific models (that are not end-to-end policies) via SVM rank . Also [20] treat BVS as a ranking problem, and specialize their models to the combinatorial class of time-dependent traveling salesman problems. More recently, the work of [7] learns mixtures of existing branching schemes for different classes of synthetic problems, focusing on sample complexity guarantees. Similarly to us, the latest contribution to "learning to branch" [18] frames BVS as classification of expert branching decisions and employs IL to learn a branching policy. However, their expert of choice is SB, and MILPs are represented via a graph-convolutional neural network (GCNN) that models the variable-constraint structure expressed by the parameter matrix A. The resulting policies are specializations of SB that appear to effectively capture structural characteristics of some classes of combinatorial optimization problems, and are able to generalize to larger formulations from the same distribution (i.e., within the same combinatorial class). It is not obvious that the GCNN could effectively generalize across heterogeneous problems, given the policy in [18] was only tested to solve bigger instances for which small analogs were available during training.
Still concerning the B&B framework, [21] employ IL to learn a heuristic and class-specific node selection policy, and categorize B&B input features. An RL approach for node selection can be found in [42] , where a Multi-Armed Bandit is used to model the tree search; some complexity and scaling issues of B&B are also presented.
Feature gating has a long and successful history in machine learning, ranging from LSTMs [22] to GRUs [13] , and we refer to [36] for a survey. The idea of using a tree state to drive a feature gating of the branching variables is an example of top-down modulation, which has been shown to perform well in other deep learning applications [43, 29, 44] . With respect to learning across non-static action spaces, the most similar to our work is [12] , which is in the continual learning setting. Unlike the traditional Markov Decision Process formulation of reinforcement learning (RL), the input to our policies is not a generic state but rather includes a parameterized hand-crafted input representation of the available actions, thus continual learning is not a relevant concern for our framework. Other related works from the RL setting learn action space representations [14, 11] , but they both assume that the action space is static across RL episodes, while in contrast the action space of BVS changes dynamically with |C t |.
Conclusions and Future Directions
Branching variable selection is a crucial factor in B&B success, and we setup a novel imitation learning framework to address it. In particular, we seek to learn branching policies that generalize across heterogeneous MILPs, regardless of the instances' structure and formulation size. In doing so, we undertake a step towards a broader type of generalization. The novelty of our approach is relevant for both the ML and the MILP worlds. On the one hand, we develop parameterizations of the candidate variables and of the search trees, and design a DNN architecture that handles candidate sets of varying size. On the other hand, the data encoded in our Tree t parameterization is not currently exploited by state-of-the-art MILP solvers, but we show that this type of information could indeed help in adapting the branching criteria to different search dynamics. Our results on MILP benchmark instances clearly demonstrate the advantage of incorporating a search-tree context to modulate BVS and aid generalization to heterogeneous problems, in terms of both better test accuracy and smaller explored B&B trees.
There surely are additional improvements to be gained by continuing to explore IL methods for branching. [18] have shown a correlation between the structure of MILPs (captured by the GCNN) and at least one of the main ingredients of the expert we use, namely the bound improvement due to BVS. In this work, we exploit instead representations of general B&B trees, and both priors may be required to fully match the expert performance.
However, quantifying the goodness of branching policies and B&B search trees remains hard due to the complexity and exponentiality of the B&B system. In the IL setting this translates into not being able to assess the impact of a misclassified BVS in the subsequent tree exploration. In fact, the MILP domain expertise suggests that at any given branching step there is no such thing as a single best branching decision, but rather groups of variables on which one should branch [16] . In other words, there is no branching ground truth, and the quality of branching certainly resides in effective BVS sequences. For these reasons, barring a mathematical breakthrough for the theory of branching, we believe there can be much more innovation in future explorations of RL approaches for BVS. Within the RL paradigm the focus would shift to learning branching sequences and partial trees explorations, by means of heterogeneous reward signals that could allow to better approach the diverse performance goals one practically aims at when solving MILPs. These are important factors in "learning to branch" which cannot be expressed in IL terms. Indeed, the idea and the benefits of using an explicit parameterization of the state of B&B search trees -which we demonstrated in the IL setting -could be expanded even more in the RL one, for both state representations and the design of branching rewards. To compute the branching scores s i of a candidate variable i ∈ C t , with respect to an average score s avg , we use the formula implemented in SCIP relpscost [41] :
varScore(s i , s avg ) = 1 − 1 1 + s i / max{s avg , 0.1} .
As in [2] , we normalize inputs that naturally span different ranges by the following:
To compare commensurable quantities (e.g., upper and lower bounds), we compute measures of relative distance and relative position:
We also make use of usual statistical functions such as min, max, mean, standard deviation std and 25-75% quantile values (denoted in Table 8 as q1 and q3, respectively). Further information on each feature can be gathered by searching the SCIP online documentation at https://scip.zib.de/doc-6.0.1/html/.
C Solver Setting and Hardware
Regarding the MILP solver parametric setting, we use SCIP 6.0.1 and set a time-limit of 1h on all B&B evaluations. We leave on presolve routines and cuts separation (as in default mode), while disabling all primal heuristics and reoptimization (also off at default). To control SB side-effects and properly compute the fair number of nodes [17] , we additionally turn off SB conflict analysis and the use of probing bounds identified during SB evaluations. We also disable feasibility checking of LP solutions found during SB with propagation, and always trigger the reevaluation of SB values. Finally, the known optimal solution value is provided as cutoff to each model, and a random seed determines variables' permutations. Parameters are summarized in Table 6 .
For the IL experiments, we used the following hardware: Two Intel Core(TM) i7-6850K CPU @ 3.60GHz, 16GB RAM and an NVIDIA TITAN Xp 12GB GPU. Evaluations of SCIP branching rules ran on dual Intel(R) Xeon(R) Gold 6142 CPU @ 2.60GHz, equipped with 512GB of RAM.
D Data Augmentation
To augment our dataset, we (i) run MILP instances with different random seeds to exploit performance variability [34] , and (ii) perform k random branchings at the top of the tree, before switching to the default SCIP branching rule and collect data. To quantify the effects of such operations in diversifying the search trees, we compute coefficients of variations of performance measurements [26] . In particular, assuming performance measurements n l , l = 1 . . . L are available, we compute the variability score VS as Table 7 reports such coefficients for all instances, using as performance measures the number of nodes explored in the five runs from (i). Similarly, we report the shifted geometric means of the number of nodes over the five runs for each k ∈ {0, 1, 5, 10, 15}, and additionally compute the variability of those means, across different k's (VS k ).
E IL Optimization Dynamics
Best Policies We present additional plots of the optimization dynamics for the best selected NoTree and TreeGate policies. Figure 3 shows the training loss curves, as well as top-1 and top-5 validation accuracy curves. In general, we see that the TreeGate policy enjoys a better conditioned optimization. Note however that for top-5 validation accuracy the two policies are quite close.
Instability of Batch-norm As observed in Figure 3 , optimization dynamics for NoTree seem to be of a much slower nature than those of TreeGate. One common option to speed up training is to use batch normalization (BN) [23] . In our architectures for branching, one may view the cardinality of the candidate sets |C t | as a batch dimension. When learning to branch across heterogeneous MILPs, such batch dimension can (and will) vary by orders of magnitude. Practically, our dataset has |C t | varying from < 10 candidates to over 300. To this end, BN has been shown to struggle in the small-batch setting [47] , and in general we were unsure of the reliability of BN with such variable batch-sizes.
Indeed, in our initial trials with BN we observed highly unreliable performance. Two troubling outcomes emerge when using BN in our NoTree policies: 1) the validation accuracy varies wildly, as shown in Figure 4 , or 2) the NoTree+BN policy exhibits a stable validation accuracy curve, but would time-limit on train instances, i.e., would perform poorly in terms of solver performance. In particular, case 2) happened for a NoTree+BN policy with hidden size h = 64 and LR = 0.001, reaching the 1h time-limit on train instance neos-476283, over all five runs (on different seeds); the geometric mean of explored nodes was 66170.66. We remark that in our non-BN experiments, all of our trained policies (both TreeGate and NoTree) managed to solve all the train instances without even coming close to time-limiting. Moreover, none of our training and validation curves ever remotely resemble those in Figure 4 (b). Table 7 : Variability scores VS are reported for relpscost, and are computed using the 5 runs with k = 0 (i.e., SCIP default runs, over seeds {0, . . . , 4}). Total number of nodes explored by data collection runs with k random branchings, in shifted geometric means over 5 runs is also reported. Finally, VS k is the coefficient of variation of the five means, across different k's. For these reasons we opted for a more streamlined presentation of our results, without BN in the current framework. We leave it for future work to analyze the relationship between the nature of local minima in the IL optimization landscape and solver performance. (5) varScore(SCIPgetVarConflictScore, SCIPgetAvgConflictScore) 
