The lifetime risk of suicide, a useful measure of the seriousness of a disorder, is calculated by following cohorts until all are dead (extinction). No adequately de fined cohort of affective disorder, alcohol dependence or schizophrenia has been followed to extinction yet their lifetime suicide risks of 15,15 and 10%, respectively are given in the literature (Gelder et al, 1989; Barraclough & Gill, 1996) . These risks were derived from mortality reports published between 1921 and 1975 by plotting for each report the percentage dead against the percentage dead from suicide (Miles, 1977) . The lifetime risk, that is the percentage dead from suicide at cohort extinction, was found by extrapo lating a freehand curve, of the form y=\lx, through the data points (see Fig. 1 ). We describe a replication of this important and frequently cited study using contemporary mortality reports and computerised curve modelling. The exact technique is described briefly here and in full in the appendix. 
Selection of papers
Reports were selected from a meta-analysis which assessed the suicide risk of mental disorders (Harris & Barraclough, 1997) .
To be included in the meta-analysis each report had to describe the mortality of a cohort with a defined mental disorder, with a mean or median follow-up of at least two years, be published in an English language peer-review journal, have lost less than 10% of the cohort at follow-up, and give the observed number of suicides. For the meta-analysis we also required the expected number of suicides, or the information to calculate it, so although this information was not required for this analysis, studies without it were not included. For this study we also required the observed number of deaths from all causes to be given, resulting in 79 papers being selected from the metaanalysis. These provided 27 data entries for affective disorder, 27 for alcohol depen dence and 29 for schizophrenia, with three papers describing more than one disorder.
Curve fitting
For each cohort we plotted the proportion of the cohort who had died (p2) against the proportion of the deaths due to suicide (p,).
The objective was to fit a curve or line through these points and then project it beyond the known data to a point where all the cohort members were dead. This would give the final proportion dead from suicide. The simplest function, standard linear regression, could not be used because the plots were non-linear and such regression could in theory result in estimating that more than 100% or less than 0% of the deaths would be due to suicide at cohort extinction, this being impossible. Instead we used generalised linear modelling (McCullagh & Neider, 1989) as described in the appendix. Put simply, this method transformed the readings for each p, data point to a type of logarithm which made the data fit an algebraic function better and made it impossible to predict that more than 100% or less than 0% could die from suicide. Another advantage of this method is that it gave more weight to studies with greater numbers of deaths from all causes. In addition, constraints on the model were used to avoid predicting that the final proportion of the cohort dying by suicide was less than the proportion who had already committed suicide at an earlier INSKIP ET AL stage. Computer modelling was then per formed to identify the curve which best fitted the data.
Two equations were found which best modelled the data. Neither could be de scribed statistically as a good fit, but must be an improvement on curves drawn by hand. The first used the logit of the proportion of the deaths due to suicide, logit(p,), against the proportion of the cohort who had died (p2); the second used the logit of the proportion of the deaths due to suicide, logit(p,) against the natural logarithm of the proportion of the cohort who had died, In(p2) (see appendix for equations). From these equations, the pro portion of suicides at cohort extinction was calculated by solving the equation for p2=l. Figure 2 shows the two models fitted to mortality data for affective disorder, alco holism and schizophrenia. Where the pro portion of the cohort dead (p2) is 1, that is where all the cohort has died, the value for the proportion dead from suicide can be read off the y axis. Use of either model gave similar results, but the proportions from the better fitting model are presented in Table  1 . The lifetime risk of suicide was estimated at 6% for affective disorder, 7% for alcohol dependence and 4% for schizo phrenia. In the general population of England and Wales, 0.7% of all deaths of people over 15 years old in 1990 were due to suicide (World Health Organization, 1991) .
RESULTS
Although our aim was to estimate the proportion dead from suicide at cohort extinction, the curves could also be used to estimate the proportions dead by suicide at other points in the life of the cohorts. Values for suicide when 10, 20, 30 and 100% of the cohorts have died are provided in Table 1 .
DISCUSSION

Curve fitting
The estimates of the percentages dying from suicide at cohort extinction, reported originally by Guze oc Robins (1970) and Miles (1977) , were obtained by drawing curves freehand through data points (per sonal communications).
The number of possible curves which could be drawn to 'fit' the data in both Fig. 1 and Fig. 2 is infinite, leading to a range of possible estimates for the final proportions. These papers (Guze & Robins, 1970; Miles, 1977) were landmarks in raising awareness for suicide risk, but now that computerised methods are available, we have used a more rigorous approach to derive objective esti mates.
Two models were fitted to the data for each psychiatric disorder. In statistical terms, the fit of the models was poor, with extrapolation beyond the range of the data. No cohorts had been followed to extinc tion. Thus, any estimates of the final percentages dying from suicide must be error-prone. Derivation of a prediction interval within which the true value of p, might lie was not attempted. None the less, our estimates are based on better data and improved statistical techniques compared with those available to Miles.
Lifetime risk of suicide
Our methods have resulted in lower esti mates than Miles calculated, indicating that the figures generally quoted may be in error. Higher percentages of suicide are seen when only a small proportion of the cohorts have died, usually soon after the onset of the disorder (see Table 1 ). This is particularly so for schizophrenia, with a steep decline subsequently. Affective dis order shows a slower decline, and alcohol dependence only slight variation over the life of the cohort. The pattern of suicide in schizophrenia and affective disorder is similar to that in the general population; suicide as a proportion of deaths is greatest at younger ages, when there have been fewer deaths; the proportion declines as the population ages (World Health Organiza tion, 1991) .
The difference between our findings and those of Miles results in part from the statistical technique, but also from stricter inclusion criteria for studies. Studies with high losses to follow-up were excluded because lost individuals are known to include a higher percentage of deaths than those easily traced (Sims, 1973) . Thus, some of the points on Miles' curves, and especially those with higher values of p2, were omitted. Such points have consider able influence in the type of curve drawing used by Miles. Additionally, we have not included doubtful suicides, or deaths un determined whether accidentally or purpo sely inflicted, which were included in some of Miles' cohorts.
Predicting the lifetime risk of suicide is not straightforward from the data avail able. There is considerable variability be tween the results from different studies so no model can be expected to fit the data well. However, we believe the often quoted estimates of 10% for schizophrenia and 15% for alcohol dependence and affective disorder are excessive.
APPENDIX -STATISTICAL
METHOD
For each study we calculated the proportion of deaths due to suicide (p,) and the proportion of the cohort who had died (p2).We used generalised linear LIFETIME RISK OF SUICIDE FOR AFFECTIVE DISORDER, ALCOHOLISM AND SCHIZOPHRENIA modelling (McCullagh & Neider, 1989 ) employing a logit transformation for p, and assuming a binomial distribution in the error of the model. This is because proportions follow a binomial rather than a normal distribution.
The logit transformation.
y=ln (p,/(l -p,)) where In is the natural logarithm function, results in values of y ranging between â€" oo and +00, with va lues for p, lying between 0 and I.
As it is impossible for the proportion of suicides at extinction of the cohorts to be less than the pro portion who have already committed suicide, there is a lower bound to p,. Models incorporating this constraint were used where necessary to avoid pre dicting values of p, which were too low.
Since our aim was to estimate the value of p, at extinction of the cohort, it was only possible to in clude p2, or some transformation of pÂ¡,as indepen dent variables in the model. Better fitting models might result from using a transformation of p2, such as its logarithm which we have done. The logit trans formation is not appropriate for p2 because we wish to predict the value of p, when p2=l. The logit of p2 for p2=l is oo which makes estimation of p, for this value impossible.
The generalised linear modelling routine in the statistical package STATA (StataCorp., 1995) where a and b were estimated by the model fitting process. Where these models predicted values of p, less than the proportion already dead from suicide the equations were constrained such that p, always exceeded this value. From the resulting equations, the proportion of suicides at cohort extinction was estimated by setting p2 to I.
It is apparent that there are many sources of variation in the values of p, which are not explained by the variation in p2 or its logarithm. The goodnessof-fit statistics obtained in the model-fitting process, indicated that slightly more of the variation in the graphs for affective disorders and schizophrenia was explained by the model using p; than that using the logarithm of p2. For alcohol dependence the converse was true.
