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Abstract
For each k ≥ 3, Green proved an arithmetic k-cycle removal lemma for any abelian group G. The
best known bounds relating the parameters in the lemma for general G are of tower-type. For k > 3,
even in the case G = Fn2 no better bounds were known prior to this paper. This special case has received
considerable attention due to its close connection to property testing of boolean functions. For every
k ≥ 3, we prove a polynomial bound relating the parameters for G = Fnp , where p is any fixed prime.
This extends the result for k = 3 by the first two authors. Due to substantial issues with generalizing
the proof of the k = 3 case, a new strategy is developed in order to prove the result for k > 3.
1 Introduction
Motivated by removal lemmas in graph theory, Green [11] proved the following arithmetic removal lemma
for abelian groups:
Theorem 1.1 ([11]). For k ≥ 3 and any 0 < ε < 1 there exists δ = δ(k, ε) > 0 such that for any
finite abelian group G and any X1, . . . , Xk ⊆ G at least one of the following holds: the number of k-tuples
(x1, . . . , xk) ∈ X1 × · · · ×Xk satisfying x1 + · · ·+ xk = 0 is at least δ|G|
k−1, or we can delete less than ε|G|
elements from each of the sets X1,. . . , Xk such that afterwards no such k-tuples remain.
Green’s proof relies on an arithmetic regularity lemma based on Fourier analysis, and his lower bound for δ
is of tower-type (1/δ is bounded from above by a tower of twos of height polynomial in k and in 1/ε). Král,
Serra, and Vena [14] found an alternative proof, deducing Theorem 1.1 from the k-cycle removal lemma in
graphs. Their proof generalizes Theorem 1.1 to all finite groups (not necessarily abelian). However, relying
on the current best known bound for the k-cycle removal lemma in graphs, the lower bound on δ in Theorem
1.1 obtained from the Král-Serra-Vena proof is still of tower-type (with the tower height logarithmic in 1/ε,
using the first author’s bound for the graph case in [9]).
The problem of improving the bounds for δ in Theorem 1.1 has received considerable attention (see [1, 2,
3, 4, 5, 9, 11, 12]). The case of G = Fn2 has attracted particular interest, since it is closely connected to
property testing of boolean functions.
In this paper, we will consider the case G = Fnp , where p ≥ 2 is a prime fixed throughout, while n remains
arbitrary. For convenience, set N = |Fnp | = p
n.
For G = Fnp the first two authors [10] proved Green’s arithmetic removal lemma for k = 3 (i.e. the arithmetic
triangle removal lemma) with a polynomial bound on δ (while p is fixed):
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Theorem 1.2 ([10]). Let 0 < ε < 1 and δ = εCp,3 . Then, for any X1, X2, X3 ⊆ F
n
p , at least one of the
following holds: the number of triples (x1, x2, x3) ∈ X1 × X2 × Xk satisfying x1 + x2 + x3 = 0 is at least
δN2, or we can delete less than εN elements from each of the sets X1, X2 and X3 such that afterwards no
such triples remain.
Here, Cp,3 is a constant just depending on p and it is given by Cp,3 = 1+
1
cp,3
, where 0 < cp,3 < 1 is defined
via
inf
0<t<1
t0 + t1 + · · ·+ tp−1
t(p−1)/3
= p1−cp,3 .
It is not difficult to show that Cp,3 = Θ(log p), see [6, p. 20]. It was also shown in [10], based on arguments
in [5] and [13], that this constant Cp,3 is the smallest possible exponent for which Theorem 1.2 is true. Note
that Theorem 1.2 differs slightly from [10, Theorem 1], but can be easily obtained from [10, Theorem 3].
The goal of this paper is to prove that, in the case where G = Fnp for a fixed prime p ≥ 2, there is a polynomial
bound on δ in Theorem 1.1 for any fixed k ≥ 3.
Given sets X1, . . . , Xk ⊆ F
n
p , a k-cycle is a k-tuple (x1, . . . , xk) ∈ X1×· · ·×Xk with x1+ · · ·+xk = 0. With
this notation, our main result is the following, where Cp,k is a constant that only depends on p and k.
Theorem 1.3. Let k ≥ 3, 0 < ε < 1 and δ = εCp,k . Then, for any X1, . . . , Xk ⊆ F
n
p , at least one of the
following holds: the number of k-cycles (x1, . . . , xk) ∈ X1 × · · · ×Xk is at least δN
k−1, or we can delete less
than εN elements from each of the sets X1,. . . , Xk so that afterwards no k-cycles remain.
For the exponent of ε in the polynomial bound for δ we will have
Cp,k = (k − 2) · (Cp,3 − 1) + 1 =
k − 2
cp,3
+ 1.
Here Cp,3 is the exponent from Theorem 1.2 defined above.
It remains an interesting question to determine the smallest possible exponent in Theorem 1.3.
Question 1.4. What is the smallest possible exponent Cp,k for which Theorem 1.3 is true?
Similarly to [5, Section 4.2] (see also [10, Section 3]), one can obtain lower bounds for the exponent from
(large) constructions of k-colored sum-free sets. Therefore, by the result of [15], the smallest possible exponent
in Theorem 1.3 must be at least k−2cp,k + 1, where 0 < cp,k < 1 is defined via
inf
0<t<1
t0 + t1 + · · ·+ tp−1
t(p−1)/k
= p1−cp,k .
Our exponent Cp,k =
k−2
cp,3
+ 1 in Theorem 1.3 is within a factor of O(log p) from this lower bound (indepen-
dently of the value of k), but it is unclear what the best possible exponent is.
Let us briefly explain why Theorem 1.3 is not a straightforward generalization of Theorem 1.2. The proof of
Theorem 1.2 in [10] relies on a subspace sampling argument to reduce to the so-called tri-colored sum-free
theorem, which has been proved in [6] following the polynomial method breakthrough of Croot-Lev-Pach [7]
and subsequently Ellenberg-Gijswijt [8]. Using Tao’s slice rank method [16], the tri-colored sum-free theorem
easily generalizes to a k-colored sum-free theorem for k > 3. However, the subspace sampling argument in
the proof of Theorem 1.2 in [10] cannot be extended to k > 3 in a direct way. This is because although two
different 3-cycles can share at most one point, for k > 3 two different k-cycles can have a larger intersection.
These larger intersections drastically influence certain conditional probabilities in the subspace sampling
argument in [10] in such a way that the proof does not extend to k > 3. Furthermore, for k > 3 there are
linear dependences between different k-cycles that cannot be circumvented by the methods in [10] and these
lead to additional issues with the subspace sampling argument.
Due to these difficulties, instead of trying to apply the subspace sampling method from [10], we will use a
very different strategy. However, our proof relies on the results in [10] for the case k = 3 to start an induction
on k.
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The main part of our proof is Proposition 1.6 below. Although a similar statement for the special case k = 3
occurs in [10], our proof of Proposition 1.6 uses a completely different strategy than the subspace sampling
method in [10]. We will now outline how to deduce Theorem 1.3 from Proposition 1.6, which is very similar
to the deduction in [10].
Let us call two k-cycles (x1, . . . , xk) and (x
′
1, . . . , x
′
k) disjoint if xi 6= x
′
i for i = 1, . . . , k. We will prove the
following roughly equivalent version of Theorem 1.3 and then deduce the actual statement of Theorem 1.3
from it at the end of the paper.
Theorem 1.5. Let k ≥ 3, 0 < ε < 1 and δ = εCp,k . Let X1, . . . , Xk ⊆ F
n
p be such that there is a collection of
at least εN disjoint k-cycles in X1×· · ·×Xk. Then the total number of k-cycles (x1, . . . , xk) ∈ X1×· · ·×Xk
is at least δNk−1.
We will prove Theorem 1.5 by induction on k. The base case k = 3 is an alternative version of Theorem
1.2 above that was also proved by the first two authors [10, Theorem 3]. For the induction step, the main
challenge is to prove the following key proposition.
Proposition 1.6. Let k ≥ 4 be given such that Theorem 1.5 is true for all smaller values of k. Let
X1, . . . , Xk ⊆ F
n
p and assume that the number of k-cycles (x1, . . . , xk) ∈ X1 × · · · × Xk is equal to δ
′Nk−1
for some δ′ > 0. Finally let θ ≥ 1 be a real number such that for every i = 1, . . . , k, each point of Xi occurs
as xi in at most θδ
′Nk−2 different k-cycles (x1, . . . , xk) ∈ X1 × · · · ×Xk. Then
δ′θCp,k ≥ 2−4kCp,k .
In order to perform the induction step for proving Theorem 1.5, we will use Proposition 1.6, after repeatedly
deleting points which are in a relatively large number of k-cycles. This way, we will be able to apply the
proposition, taking θ to be roughly 1/ε (up to logarithmic factors). In this way, we obtain a lower bound on
the number of k-cycles in X1 × · · · ×Xk. This bound will be similar to the desired bound in Theorem 1.5.
Using a power trick, we can then obtain the actual desired bound, and finish the induction step.
The proof of Proposition 1.6, which is the heart of our argument, will be given in Section 2, apart from a
lemma which we will postpone to Section 3. In Section 4 we will perform the induction for proving Theorem
1.5 and finally deduce Theorem 1.3.
Notation. All logarithms are with base 2. For a positive integer m, let [m] = {1, . . . ,m}.
2 Proof of Proposition 1.6
Let X1, . . . , Xk ⊆ F
n
p and let the real numbers δ
′ > 0 and θ ≥ 1 be as in Proposition 1.6. Let α = (θδ′)
1
k−2 ,
that is θδ′ = αk−2. Recall that k ≥ 4 and that we assume that Theorem 1.5 is true for all smaller values of
k.
For any subset I ⊆ [k] with size 1 ≤ |I| ≤ k − 2, let an I-tuple be a tuple (xi)i∈I ∈
∏
i∈I Xi, that is,
some tuple of elements of Fnp indexed by the set I where xi ∈ Xi for each i ∈ I. Let us call an I-tuple
(xi)i∈I ∈
∏
i∈I Xi bad if there are at least 2α
k−|I|−1Nk−|I|−1 different ways to extend (xi)i∈I to a k-cycle
(x1, . . . , xk) ∈ X1 × · · · × Xk. We say that a k-cycle (x1, . . . , xk) ∈ X1 × · · · × Xk contains a bad tuple if
there is I ⊆ [k] such that (xi)i∈I is a bad I-tuple.
Note that in the case |I| = 1 we have
2αk−|I|−1Nk−|I|−1 = 2αk−2Nk−2 = 2θδ′Nk−2.
So if |I| = 1, then there are no bad I-tuples, because for each i = 1, . . . , k, each point of Xi occurs as xi in
at most θδ′Nk−2 different k-cycles (x1, . . . , xk) ∈ X1 × · · · ×Xk.
A crucial step for proving Proposition 1.6 is to show the following lemma.
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Lemma 2.1. Let M be a collection of some k-cycles in X1 × · · · ×Xk such that |M | ≥ rδ
′Nk−1 for a real
number 0 < r < 1. Furthermore, let I1, I2 ⊆ [k] be two disjoint subsets with [k] = I1 ∪ I2, 2 ≤ |I1| ≤ k − 2
and 2 ≤ |I2| ≤ k − 2. Assume that
(i) For every I1-tuple (xi)i∈I1 ∈
∏
i∈I1
Xi, there are at most 2α
k−|I1|−1Nk−|I1|−1 different ways to extend
(xi)i∈I1 to a k-cycle (x1, . . . , xk) ∈M .
(ii) For every (x1, . . . , xk) ∈M , the I2-tuple (xi)i∈I2 is not a bad I2-tuple.
Then
δ′θCp,k ≥
( r
4k
)Cp,k
.
We will postpone the proof of Lemma 2.1 to Section 3. In the proof of the lemma, we will use the hypothesis
that Theorem 1.5 holds for all smaller values of k.
Our strategy for proving Proposition 1.6 is to construct a suitable collection M of k-cycles in X1 × · · · ×Xk
to which we can apply Lemma 2.1. We will distinguish two cases, whether at most half or more than half
of all k-cycles in X1 × · · · ×Xk contain a bad tuple. The first case is relatively easy, because we can apply
Lemma 2.1 to the collection of k-cycles not containing any bad tuple (and these will be at least half of all
k-cycles in X1 × · · · × Xk). In the second case, the construction of a suitable collection M will be more
involved.
First, suppose that the number of k-cycles not containing any bad tuple is at least 12δ
′Nk−1. Then we can
apply Lemma 2.1 with r = 12 andM being the collection of all k-cycles not containing any bad tuple. Indeed,
choose any disjoint subsets I1, I2 ⊆ [k] with [k] = I1 ∪ I2, 2 ≤ |I1| ≤ k − 2 and 2 ≤ |I2| ≤ k − 2, for example
I1 = {1, 2} and I2 = {3, . . . , k} (recall that k ≥ 4). Let us check the assumptions (i) and (ii):
(i) Let (xi)i∈I1 ∈
∏
i∈I1
Xi. If the I1-tuple (xi)i∈I1 is not bad, then it can be extended in at most
2αk−|I1|−1Nk−|I1|−1 different ways to a k-cycle (x1, . . . , xk) ∈ X1 × · · · ×Xk and so in particular in at
most 2αk−|I1|−1Nk−|I1|−1 different ways to a k-cycle (x1, . . . , xk) ∈M . And if the I1-tuple (xi)i∈I1 is
bad, then it cannot be extended to any k-cycle in M at all (recall that we chose M to be the collection
of all k-cycles not containing a bad tuple). So assumption (i) is satisfied.
(ii) Let (x1, . . . , xk) ∈M . By the choice of M , the k-cycle (x1, . . . , xk) does not contain any bad tuple. In
particular, the I2-tuple (xi)i∈I2 is not bad.
So we can indeed apply Lemma 2.1 and obtain (as k ≥ 4)
δ′θCp,k ≥
( r
4k
)Cp,k
=
(
1
8k
)Cp,k
≥
(
1
8 · 2k
)Cp,k
=
(
1
2k+3
)Cp,k
≥
(
1
24k
)Cp,k
= 2−4kCp,k .
This would establish the claim of Proposition 1.6.
So from now on we can assume that the number of k-cycles not containing any bad tuple is at most 12δ
′Nk−1.
Then the number of k-cycles that contain a bad tuple is at least
(
1−
1
2
)
δ′Nk−1 =
1
2
δ′Nk−1.
For each of these k-cycles (x1, . . . , xk) choose some minimum size set I ⊆ [k] such that (xi)i∈I is a bad
I-tuple. Note that by the pigeonhole principle, some set I ⊆ [k] must have been chosen at least 1
2k+1
δ′Nk−1
times. From now on, let us fix such a set I ⊆ [k].
Note that |I| ≤ k − 2 (since this was assumed in the definition of bad I-tuple above) and also |I| ≥ 2 since
there are no bad tuples if |I| = 1.
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Let ℓ = |I|, then 2 ≤ ℓ ≤ k − 2. Upon relabeling the indices, we can assume without loss of generality that
I = [ℓ]. Let
M0 = {(x1, . . . , xk) ∈ X1 × · · · ×Xk | x1 + · · ·+ xk = 0, (x1, . . . , xℓ) is a bad [ℓ]-tuple,
(x1, . . . , xℓ−1) is not a bad [ℓ− 1]-tuple}.
By the choice of I, the number of k-cycles (x1, . . . , xk) for which we have chosen I = [ℓ] is at least
1
2k+1
δ′Nk−1.
For all of these k-cycles the [ℓ]-tuple (x1, . . . , xℓ) is bad (because I = [ℓ] has been chosen), but the [ℓ−1]-tuple
(x1, . . . , xℓ−1) is not bad (because we chose a minimum size I). Hence all these k-cycles belong to M
0, and
in particular
|M0| ≥
1
2k+1
δ′Nk−1.
For j = ℓ+ 2, . . . , k, let
Mj = {(x1, . . . , xk) ∈M
0 | (x1, . . . , xℓ−1, xj) is not a bad ([ℓ − 1] ∪ {j})-tuple}.
We want to apply Lemma 2.1 to one of these sets Mj . First, let us show that some Mj is sufficiently large.
For this, let
M ′ = M0 \ (Mℓ+2 ∪ · · · ∪Mk).
That is, M ′ is the collection of all those (x1, . . . , xk) ∈ X1 × · · · × Xk with x1 + · · · + xk = 0 and such
that (x1, . . . , xℓ) is a bad [ℓ]-tuple, (x1, . . . , xℓ−1) is not a bad [ℓ − 1]-tuple, and (x1, . . . , xℓ−1, xj) is a bad
([ℓ− 1]∪ {j})-tuple for all j = ℓ+2, . . . , k. The following lemma states that M ′ has at most half the size of
M0, and from this we will conclude that one of the sets Mj must be sufficiently large.
Lemma 2.2. We have |M ′| ≤ 12 |M
0|.
Proof. Let us partition the elements (x1, . . . , xk) of M
0 into classes according to the [ℓ]-tuple (x1, . . . , xℓ),
so in each class all elements agree in the first ℓ entries. Note that by the definition of M0, for any such
class, these first ℓ entries (x1, . . . , xℓ) form a bad [ℓ]-tuple, but (x1, . . . , xℓ−1) is not a bad [ℓ− 1]-tuple. Since
(x1, . . . , xℓ) is a bad [ℓ]-tuple, it can be extended to at least 2α
k−ℓ−1Nk−ℓ−1 different k-cycles (x1, . . . , xk),
all of which are elements of M0. Hence every (non-empty) class contains at least 2αk−ℓ−1Nk−ℓ−1 elements
of M0.
On the other hand, we can establish an upper bound for the number of elements ofM ′ in each class. For this,
fix any bad [ℓ]-tuple (x1, . . . , xℓ), such that the [ℓ − 1]-tuple (x1, . . . , xℓ−1) is not bad. Then (x1, . . . , xℓ−1)
can be extended to at most 2αk−ℓNk−ℓ different k-cycles (x1, . . . , xk) ∈ X1 × · · · ×Xk.
For the moment, fix any j = ℓ + 2, . . . , k. For each choice for xj ∈ Xj such that (x1, . . . , xℓ−1, xj) is a bad
([ℓ − 1] ∪ {j})-tuple, the ([ℓ − 1] ∪ {j})-tuple (x1, . . . , xℓ−1, xj) can be extended in at least 2α
k−ℓ−1Nk−ℓ−1
different ways to a k-cycle (x1, . . . , xk) ∈ X1 × · · · ×Xk. Each of these is also an extension of the [ℓ − 1]-
tuple (x1, . . . , xℓ−1). Since the total number of k-cycles extending (x1, . . . , xℓ−1) is at most 2α
k−ℓNk−ℓ, this
implies that there can be at most
2αk−ℓNk−ℓ
2αk−ℓ−1Nk−ℓ−1
= αN
choices for xj ∈ Xj such that (x1, . . . , xℓ−1, xj) is a bad ([ℓ− 1] ∪ {j})-tuple.
To summarize, if we are given a bad [ℓ]-tuple (x1, . . . , xℓ) with the property that the [ℓ−1]-tuple (x1, . . . , xℓ−1)
is not bad, then for each j = ℓ+2, . . . , k there are at most αN choices for xj ∈ Xj such that (x1, . . . , xℓ−1, xj)
is a bad ([ℓ − 1] ∪ {j})-tuple. In particular, there are at most (αN)k−ℓ−1 = αk−ℓ−1Nk−ℓ−1 ways to extend
(x1, . . . , xℓ) to an element of M
′ (because after choosing all xj ∈ Xj for j = ℓ + 2, . . . , k there is at most
one choice for the remaining element xℓ+1 as we need x1 + · · ·+ xk = 0). Thus, each of the partition classes
considered above contains at most αk−ℓ−1Nk−ℓ−1 elements of M ′.
All in all, we have partitioned M0 in such a way that each partition class contains at least 2αk−ℓ−1Nk−ℓ−1
elements of M0, but at most αk−ℓ−1Nk−ℓ−1 elements of M ′. Thus, |M ′| ≤ 12 |M
0| as desired.
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By Lemma 2.2 we have
|Mℓ+2 ∪ · · · ∪Mk| = |M
0| − |M ′| ≥
1
2
|M0| ≥
1
2k+2
δ′Nk−1.
Hence there is some j ∈ {ℓ+2, . . . , k} with |Mj | ≥
1
k2k+2
δ′Nk−1. Upon relabeling the indices ℓ+2, . . . , k we
can assume without loss of generality that j = k. Hence
|Mk| ≥
1
k2k+2
δ′Nk−1.
Our goal is to apply Lemma 2.1 to the collection Mk together with the index sets I1 = {ℓ, . . . , k − 1} and
I2 = [ℓ − 1] ∪ {k}. Recall that
Mk = {(x1, . . . , xk) ∈M
0 | (x1, . . . , xℓ−1, xk) is not a bad ([ℓ− 1] ∪ {k})-tuple}.
That is, Mk is the collection of all those (x1, . . . , xk) ∈ X1 × · · · ×Xk with x1 + · · ·+ xk = 0 and such that
(x1, . . . , xℓ) is a bad [ℓ]-tuple, (x1, . . . , xℓ−1) is not a bad [ℓ − 1]-tuple, and (x1, . . . , xℓ−1, xk) is not a bad
([ℓ− 1] ∪ {k})-tuple.
Lemma 2.3. For every (xℓ, . . . , xk−1) ∈ Xℓ × · · · ×Xk−1, there are at most
1
2α
ℓ−1N ℓ−1 different ways to
extend (xℓ, . . . , xk−1) to a k-cycle (x1, . . . , xk) ∈Mk.
Proof. First, fix any xℓ ∈ Xℓ. Recall that xℓ can be extended to at most
θδ′Nk−2 = αk−2Nk−2
different k-cycles (x1, . . . , xk) ∈ X1 × · · · ×Xk. Any bad [ℓ]-tuple (x1, . . . , xℓ) can be extended to at least
2αk−ℓ−1Nk−ℓ−1 different k-cycles (x1, . . . , xk). Hence there are at most
αk−2Nk−2
2αk−ℓ−1Nk−ℓ−1
=
1
2
αℓ−1N ℓ−1
ways to extend xℓ to a bad [ℓ]-tuple (x1, . . . , xℓ).
Now, fix any (xℓ, . . . , xk−1) ∈ Xℓ × · · · ×Xk−1. Each of the at most
1
2α
ℓ−1N ℓ−1 extensions of xℓ to a bad
[ℓ]-tuple (x1, . . . , xℓ) gives at most one possibility for (x1, . . . , xk) ∈Mk, because xℓ, . . . , xk−1 were fixed and
the remaining element xk is already determined by x1 + · · ·+ xk = 0.
Now we will apply Lemma 2.1 to M = Mk and r =
1
k2k+2 . Indeed, |Mk| ≥
1
k2k+2 δ
′Nk−1 = rδ′Nk−1. Let
I1 = {ℓ, . . . , k − 1} and I2 = [ℓ − 1] ∪ {k}. Then I1, I2 ⊆ [k] are disjoint and [k] = I1 ∪ I2. Furthermore
|I1| = k− ℓ and |I2| = ℓ, so since 2 ≤ ℓ ≤ k− 2, we have 2 ≤ |I1| ≤ k− 2 and 2 ≤ |I2| ≤ k− 2. It remains to
check (i) and (ii):
(i) Let (xℓ, . . . , xk−1) ∈ Xℓ × · · · ×Xk−1. By Lemma 2.3 there are at most
1
2
αℓ−1N ℓ−1 < 2αℓ−1N ℓ−1 = 2αk−|I1|−1Nk−|I1|−1
different ways to extend (xℓ, . . . , xk−1) to a k-cycle (x1, . . . , xk) ∈Mk.
(ii) By definition of Mk, for any (x1, . . . , xk) ∈Mk, the ([ℓ− 1]∪ {k})-tuple (x1, . . . , xℓ−1, xk) is not a bad
([ℓ− 1] ∪ {k})-tuple.
Thus, all assumptions are satisfied and Lemma 2.1 yields (as k ≥ 4)
δ′θCp,k ≥
( r
4k
)Cp,k
=
(
1
4k22k+2
)Cp,k
=
(
1
k22k+4
)Cp,k
≥
(
1
(2k)22k+k
)Cp,k
= 2−4kCp,k .
This finishes the proof of Proposition 1.6.
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3 Proof of Lemma 2.1
Recall that we are operating under the assumptions of Proposition 1.6, in particular, k ≥ 4 and we assume
that Theorem 1.5 is true for all smaller values of k.
Let ℓ = |I1|, so 2 ≤ ℓ ≤ k − 2. Upon relabeling the indices we can assume without loss of generality that
I1 = [ℓ] = {1, . . . , ℓ} and I2 = {ℓ+ 1, . . . , k}. Note that |I2| = k − ℓ. Furthermore, let
Y = {y ∈ Fnp | x1 + · · ·+ xℓ = −y has at most 2α
ℓ−1N ℓ−1 solutions with (x1, . . . , xℓ) ∈ X1 × · · · ×Xℓ}.
The basic idea of the proof is to consider (ℓ+ 1)-cycles in X1 × · · · ×Xℓ × Y . First, we will show that every
k-cycle (x1, . . . , xk) ∈M gives an (ℓ+1)-cycle (x1, . . . , xℓ, xℓ+1 + · · ·+ xk) ∈ X1× · · · ×Xℓ× Y by summing
up the last k − ℓ coordinates. Afterwards, we will prove that there must be a large collection of disjoint
(ℓ+1)-cycles in X1× · · · ×Xℓ× Y . We can then apply the hypothesis that Theorem 1.5 holds for ℓ+1 < k,
and derive the desired inequality.
Claim 3.1. Let (xℓ+1, . . . , xk) ∈ Xℓ+1 × · · · ×Xk be any I2-tuple. If xℓ+1 + · · ·+ xk 6∈ Y , then the I2-tuple
(xℓ+1, . . . , xk) is bad.
Proof. If xℓ+1+ · · ·+xk 6∈ Y , then there are at least 2α
ℓ−1N ℓ−1 choices for (x1, . . . , xℓ) ∈ X1×· · ·×Xℓ such
that x1+ · · ·+xℓ = −(xℓ+1+ · · ·+xk). For each such choice we obtain a k-cycle (x1, . . . , xk) ∈ X1×· · ·×Xk
extending the I2-tuple (xℓ+1, . . . , xk). Hence the I2-tuple (xℓ+1, . . . , xk) is bad.
Claim 3.2. For every (x1, . . . , xk) ∈M we have xℓ+1 + · · ·+ xk ∈ Y .
Proof. This follows immediately from Claim 3.1 and assumption (ii).
Thus, every k-cycle (x1, . . . , xk) ∈M gives an (ℓ+1)-cycle (x1, . . . , xℓ, xℓ+1 + · · ·+ xk) ∈ X1× · · · ×Xℓ×Y .
The following claim will be a useful tool for proving that there is a large collection of disjoint (ℓ+ 1)-cycles
in X1 × · · · ×Xℓ × Y .
Claim 3.3. For every y ∈ Y , the number of k-cycles (x1, . . . , xk) ∈ M with xℓ+1 + · · ·+ xk = y is at most
4θδ′Nk−2.
Proof. Note that for any such k-cycle (x1, . . . , xk) ∈M we have
x1 + · · ·+ xℓ = −(xℓ+1 + · · ·+ xk) = −y.
As y ∈ Y there are at most 2αℓ−1N ℓ−1 choices for (x1, . . . , xℓ) ∈ X1 × · · · ×Xℓ with x1 + · · · + xℓ = −y.
For each such choice for (x1, . . . , xℓ), by assumption (i) there are at most 2α
k−ℓ−1Nk−ℓ−1 ways to extend
(x1, . . . , xℓ) to a k-cycle (x1, . . . , xk) ∈M . So all in all there are at most
2αℓ−1N ℓ−1 · 2αk−ℓ−1Nk−ℓ−1 = 4αk−2Nk−2 = 4θδ′Nk−2
choices for (x1, . . . , xk) ∈M with xℓ+1 + · · ·+ xk = y.
We will now prove that there is a large collection of disjoint (ℓ+1)-cycles in X1×· · ·×Xℓ×Y . Let us choose
a maximal collection of disjoint (ℓ + 1)-cycles in X1 × · · · ×Xℓ × Y , and let the number of (ℓ+ 1)-cycles in
our collection be t. Furthermore, let X ′1 ⊆ X1, . . . , X
′
ℓ ⊆ Xℓ and Y
′ ⊆ Y consist of the elements involved in
the t disjoint (ℓ+ 1)-cycles, then |X ′1| = |X
′
2| = · · · = |X
′
ℓ| = |Y
′| = t. Since the collection is maximal, every
(ℓ+ 1)-cycle (x1, . . . , xℓ, y) ∈ X1 × · · · ×Xℓ × Y satisfies y ∈ Y
′ or xi ∈ X
′
i for some i ∈ {1, . . . , ℓ}.
Claim 3.4. We have t ≥ r2kθN .
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Proof. Recall that for each k-cycle (x1, . . . , xk) ∈ M we obtain an (ℓ + 1)-cycle (x1, . . . , xℓ, y) ∈ X1 × · · · ×
Xℓ× Y by taking y = xℓ+1 + · · ·+ xk ∈ Y (see Claim 3.2). Hence for each k-cycle (x1, . . . , xk) ∈M we must
have xℓ+1 + · · ·+ xk ∈ Y
′ or xi ∈ X
′
i for some i ∈ {1, . . . , ℓ}. Note that by the assumptions of Proposition
1.6, for each i = 1, . . . , ℓ, at most |X ′i| · θδ
′Nk−2 = tθδ′Nk−2 different k-cycles (x1, . . . , xk) ∈ M can satisfy
xi ∈ X
′
i. Furthermore, for each y ∈ Y
′ we have y ∈ Y and therefore by Claim 3.3 there are at most 4θδ′Nk−2
different k-cycles (x1, . . . , xk) ∈ M with xℓ+1 + · · · + xk = y. Thus, at most |Y
′| · 4θδ′Nk−2 = 4tθδ′Nk−2
different k-cycles (x1, . . . , xk) ∈ M satisfy xℓ+1 + · · · + xk ∈ Y
′. All in all we obtain, using ℓ ≤ k − 2 and
k ≥ 4,
rδ′Nk−1 ≤ |M | ≤ ℓ · tθδ′Nk−2 + 4tθδ′Nk−2 = (ℓ + 4)tθδ′Nk−2 ≤ 2ktθδ′Nk−2.
Thus, indeed t ≥ r2kθN .
We assumed that Theorem 1.5 holds for ℓ+1 < k and we found a collection of at least t disjoint (ℓ+1)-cycles
in X ′1 × · · · ×X
′
ℓ× Y
′. So by Theorem 1.5 for ℓ+1, the total number of (ℓ+1)-cycles in X ′1 × · · · ×X
′
ℓ× Y
′
is at least (
t
N
)Cp,ℓ+1
N ℓ.
On the other hand, by the definition of Y , for each y ∈ Y ′ ⊆ Y there are at most 2αℓ−1N ℓ−1 different
solutions for x1+ · · ·+xℓ = −y with (x1, . . . , xℓ) ∈ X1×· · ·×Xℓ. In particular, each y ∈ Y
′ can be extended
to at most 2αℓ−1N ℓ−1 different (ℓ + 1)-cycles (x1, . . . , xℓ, y) ∈ X
′
1 × · · · ×X
′
ℓ × Y
′. Thus, the total number
of (ℓ+ 1)-cycles in X ′1 × · · · ×X
′
ℓ × Y
′ is at most
|Y ′| · 2αℓ−1N ℓ−1 = 2tαℓ−1N ℓ−1.
So we obtain (
t
N
)Cp,ℓ+1
N ℓ ≤ 2tαℓ−1N ℓ−1,
and therefore together with Claim 3.4
2αℓ−1 ≥
(
t
N
)Cp,ℓ+1−1
≥
( r
2kθ
)Cp,ℓ+1−1
.
By Cp,3 > 2 and ℓ ≥ 2 we have Cp,ℓ+1 = (ℓ− 1)(Cp,3 − 1) + 1 > 2. Thus, we obtain
αℓ−1 ≥
1
2
( r
2kθ
)Cp,ℓ+1−1
≥
( r
4kθ
)Cp,ℓ+1−1
=
( r
4kθ
)(ℓ−1)(Cp,3−1)
.
Taking this to the k−2ℓ−1 -th power gives
θδ′ = αk−2 ≥
( r
4kθ
)(k−2)(Cp,3−1)
=
( r
4kθ
)Cp,k−1
.
Now rearranging yields
δ′θCp,k ≥
( r
4k
)Cp,k−1
≥
( r
4k
)Cp,k
,
as desired. This finishes the proof of Lemma 2.1.
4 Proof of Theorem 1.3 and Theorem 1.5
We next prove Theorem 1.5 by induction on k. The base case k = 3 is [10, Theorem 3]. Let us therefore
fix some k ≥ 4 and assume that we have proved Theorem 1.5 for all smaller values of k. Let us also fix the
prime p, and to simplify notation, set C = Cp,k. For the fixed value of k, we will first prove a version of
Theorem 1.5 with a slightly weaker bound, see Proposition 4.1 below. Afterwards, we will use a power trick
to obtain the actual statement of Theorem 1.5.
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Fix a sufficiently small real number 0 < tp,k <
1
2 such that
tC(log(1/t))2C < 2−6kCC−2C
for all 0 < t < tp,k and such that the function t(log(1/t))
2C is monotonically increasing on the interval
(0, tp,k).
Proposition 4.1. Let 0 < ε < tp,k and X1, . . . , Xk ⊆ F
n
p be such that there is a collection of at least εN
disjoint k-cycles in X1 × · · · ×Xk. Then the total number of k-cycles in X1 × · · · ×Xk is at least
2−6kCC−2C
εC
log(1/ε)2C
Nk−1.
Proof. Set
t∗ = 2−6kCC−2C
εC
log(1/ε)2C
. (4.1)
Suppose for contradiction that the number of k-cycles in X1 × · · · ×Xk is less than t
∗Nk−1. Note that we
have t∗ < ε < tp,k <
1
2 as C > 1.
Our goal is to apply Proposition 1.6. In order to do so, we will step by step delete points one at a time
from the sets X1,. . . ,Xk that are contained in too many k-cycles. At every moment during this procedure,
let δ′ be such that the total number of k-cycles in X1 × · · · ×Xk is δ
′Nk−1 (note that δ′ changes during the
procedure as points get deleted). Whenever for some i = 1, . . . , k there is a point of Xi that occurs as xi in
at least
8(log(1/δ′))2
ε
δ′Nk−2
different k-cycles (x1, . . . , xk) ∈ X1×· · ·×Xk, delete this point from the corresponding set Xi and update δ
′
(such that again the number of k-cycles in X1× · · ·×Xk is equal to δ
′Nk−1). Note that during this process,
as points get deleted, the number of k-cycles in X1 × · · · ×Xk decreases. Hence δ
′ is decreasing during the
process. In particular we always have δ′ < t∗ < 12 .
Note that for any positive integer j, if 2−(j+1) ≤ δ′ ≤ 2−j at the beginning of a deletion step, then the
deleted point is contained in at least
8(log(1/δ′))2
ε
δ′Nk−2 ≥
8j2
ε
2−(j+1)Nk−2 =
4j2
ε
2−jNk−2
k-cycles in X1×· · ·×Xk. So as long as 2
−(j+1) ≤ δ′ ≤ 2−j , then in each step at least 4j
2
ε 2
−jNk−2 different k-
cycles in X1×· · ·×Xk get destroyed. However, if 2
−(j+1) ≤ δ′ ≤ 2−j, then there are only δ′Nk−1 ≤ 2−jNk−1
different k-cycles. Hence the number of steps where at the beginning of the step we have 2−(j+1) ≤ δ′ ≤ 2−j
is at most
2−jNk−1
4j2
ε 2
−jNk−2
=
ε
4j2
N.
So the total number of steps in the process above is at most
∞∑
j=1
ε
4j2
N =
ε
4
N
∞∑
j=1
1
j2
≤
ε
2
N.
In particular, the number of points deleted before the process terminates is at most ε2N .
In the beginning, we had at least εN disjoint k-cycles in X1 × · · · × Xk. Since at most
ε
2N points were
deleted, after the deletion process we still have at least ε2N disjoint k-cycles in X1 × · · · ×Xk. In particular
we have 0 < δ′ < t∗ after the deletion process.
Now let
θ =
8(log(1/δ′))2
ε
> 1.
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When the deletion process has terminated, we have δ′Nk−1 different k-cycles in X1× · · · ×Xk (with δ
′ > 0)
and for every i = 1, . . . , k, each point of Xi occurs as xi in at most θδ
′Nk−2 different k-cycles (x1, . . . , xk) ∈
X1 × · · · ×Xk.
So we can apply Proposition 1.6 to the sets X1, . . . , Xk ⊆ F
n
p after the deletion process and we obtain
δ′
(
8(log(1/δ′))2
ε
)C
= δ′θCp,k ≥ 2−4kCp,k = 2−4kC .
Hence
δ′(log(1/δ′))2C ≥ 2−4kC8−CεC = 2−4kC2−3CεC ≥ 2−5kCεC .
Since 0 < δ′ < t∗ < tp,k and the function t(log(1/t))
2C is monotonically increasing on the interval (0, tp,k),
this implies that
t∗(log(1/t∗))2C ≥ 2−5kCεC . (4.2)
On the other hand, note that ε < tp,k implies by the choice of tp,k that
εC(log(1/ε))2C < 2−6kCC−2C .
Together with (4.1), we obtain t∗ > εC · εC = ε2C , and consequently log(1/t∗) < log(1/ε2C) = 2C log(1/ε).
Using (4.1) again, we therefore have
t∗(log(1/t∗))2C < 2−6kCC−2C
εC
log(1/ε)2C
· (2C log(1/ε))2C = 2−6kC22CεC < 2−5kCεC .
This contradicts (4.2). Hence our assumption must have been wrong and the number of k-cycles in X1 ×
· · · ×Xk is indeed at least
t∗Nk−1 = 2−6kCC−2C
εC
log(1/ε)2C
Nk−1.
This finishes the proof of Proposition 4.1.
We now complete the induction step by deducing Theorem 1.5 for the fixed value of k from Proposition 4.1.
Proof of Theorem 1.5 for k. Let 0 < ε < 1 and let X1, . . . , Xk ⊆ F
n
p be such that there is a collection of at
least εN disjoint k-cycles in X1 × · · · ×Xk. Let the total number of k-cycles (x1, . . . , xk) ∈ X1 × · · · ×Xk
be δ′Nk−1. We need to show that δ′ ≥ εC = εCp,k = δ.
Let (x
(1)
1 , . . . , x
(1)
k ), (x
(2)
1 , . . . , x
(2)
k ), . . . , (x
(h)
1 , . . . , x
(h)
k ) be disjoint k-cycles in X1×· · ·×Xk for some h ≥ εN .
Note that then for each i = 1, . . . , k the points x
(1)
i , . . . , x
(h)
i are distinct.
For each positive integer m consider Fnmp = F
n
p × · · · × F
n
p and for i = 1, . . . , k let X
m
i ⊆ F
nm
p be the subset
given by Xi × · · · ×Xi. Note that a k-cycle in X
m
1 × · · · ×X
m
k corresponds to a k-cycle in X1 × · · · ×Xk
in the first n coordinates, a k-cycle in X1 × · · · ×Xk in the next n coordinates and so on. So a k-cycle in
Xm1 × · · · ×X
m
k is the same as an m-tuple of k-cycles in X1 × · · · × Xk. Thus, the number of k-cycles in
Xm1 × · · · ×X
m
k is equal to
(δ′Nk−1)m = δ′mpnm(k−1).
For any j1, . . . , jm ∈ [h], the points (x
(j1)
1 , x
(j2)
1 . . . , x
(jm)
1 ), (x
(j1)
2 , x
(j2)
2 , . . . , x
(jm)
2 ), . . . ,(x
(j1)
k , x
(j2)
k . . . , x
(jm)
k )
form a k-cycle in Xm1 × · · · × X
m
k . Also note that for distinct tuples (j1, . . . , jm) ∈ [h]
m these k-cycles in
Xm1 × · · · × X
m
k are disjoint. So we have found a collection of h
m ≥ εmNm = εmpnm disjoint k-cycles in
Xm1 × · · · ×X
m
k .
For m sufficiently large we have εm < tp,k, so we can apply Proposition 4.1 to X
m
1 , . . . , X
m
k ⊆ F
nm
p and
obtain that there are at least
2−6kCC−2C
(εm)C
log(1/εm)2C
(pnm)k−1
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k-cycles in Xm1 × · · · ×X
m
k . On the other hand, we have seen above that the number of k-cycles in X
m
1 ×
· · · ×Xmk equals δ
′mpnm(k−1). Hence for all sufficiently large m we must have
δ′m ≥ 2−6kCC−2C
(εm)C
m2C log(1/ε)2C
.
Taking m-th roots on both sides gives
δ′ ≥ 2−6kC/mC−2C/m
εC
m2C/m log(1/ε)2C/m
for all sufficiently large m. For m→∞ the right-hand side of the last inequality tends to εC . Thus,
δ′ ≥ εC = εCp,k
as desired.
This finishes the induction step. Thus, Theorem 1.5 is proved for all k ≥ 3.
Remark 4.2. Since Cp,k might not be the optimal exponent in Theorem 1.3, the reader might wonder
why we concern ourselves with using the power trick to remove the logarithmic terms from the bound in
Proposition 4.1. However, note that Theorem 1.5 does not only have a slightly better bound than Proposition
4.1 (namely by removing the logarithmic terms), but also Proposition 4.1 was only stated and proved for
sufficiently small ε. With the power trick, we obtain Theorem 1.5 for all ε. This makes the argument in the
inductive proof much cleaner.
Finally, let us deduce Theorem 1.3 from Theorem 1.5.
Proof of Theorem 1.3. Let X1, . . . , Xk ⊆ F
n
p and choose a maximal collection of disjoint k-cycles in X1 ×
· · · ×Xk. If there are at least εN disjoint k-cycles in our collection, then by Theorem 1.5 the total number
of k-cycles (x1, . . . , xk) ∈ X1× · · · ×Xk is at least δN
k−1. Otherwise, the collection consists of less than εN
disjoint k-cycles. Then let us delete all points of these less than εN disjoint k-cycles from the corresponding
setsXi. Then from eachXi we will have deleted less than εN elements and no k-cycles remain inX1×· · ·×Xk,
because the collection of disjoint k-cycles we considered in the beginning was maximal.
For any X1, . . . , Xk ⊆ F
n
p , the maximum number of disjoint k-cycles is within a factor k of the number of
elements one needs to delete from each set in order to remove all k-cycles. It follows that Theorem 1.3 applied
to ε/k also implies Theorem 1.5 with δ = (ε/k)Cp,k . Hence Theorem 1.3 and Theorem 1.5 are equivalent up
to a change of a constant factor in the value of δ.
Acknowledgments. The authors would like to thank the anonymous referees for their helpful comments and
suggestions.
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