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ON THE NON-VANISHING OF POINCARE´ SERIES ON THE
METAPLECTIC GROUP
SONJA ZˇUNAR
Abstract. In this paper, we study the K-finite matrix coefficients of integrable represen-
tations of the metaplectic cover of SL2(R) and give a result on the non-vanishing of their
Poincare´ series. We do this by adapting the techniques developed for SL2(R) by Muic´ to
the case of the metaplectic group.
1. Introduction
Let G be a connected semisimple Lie group with finite center, K a maximal compact sub-
group of G, and Γ a discrete subgroup of G. The Poincare´ series,
∑
γ∈Γ ϕ(γg), of a function
ϕ ∈ L1(G) defines an element PΓϕ of L1(Γ\G) [7, §4]. Let pi be an integrable representa-
tion of G. D. Milicˇic´ observed that the Poincare´ series of the K-finite matrix coefficients
of pi span the isotypic component of pi in the representation of G by right translations in
L2(Γ\G) [9, Lemma 6-6]. In [8], G. Muic´ studied these series and their non-vanishing in the
case when G = SL2(R). In this paper, we adapt the techniques of [8] to the case when G is
the metaplectic cover of SL2(R), which we call briefly the metaplectic group.
We begin by presenting, in Section 2, two realizations of the metaplectic group. The first
is the classical one, SL2(R)
∼, defined as the set of pairs (g, η), where g =
(
a b
c d
)
∈ SL2(R),
and η is a holomorphic function on the upper half-plane H such that η2(z) = cz + d for
all z ∈ H. Multiplication in SL2(R)∼ is defined by (2-4). We fix its maximal compact
subgroup K := {(g, η) ∈ SL2(R)∼ : g ∈ SO2(R)}, whose unitary dual consists of characters
χn, n ∈ 12Z, defined by (2-11). Our second realization of the metaplectic group, SU(1, 1)∼, is
constructed essentially by conjugating SL2(R)
∼ via the Cayley transform H → D, z 7→ z−i
z+i
,
where D is the unit disk.
In Section 3, we construct realizations of the genuine (anti)holomorphic discrete series of
SL2(R)
∼ on spaces of (anti)holomorphic functions on H (and on D). This construction gen-
eralizes the classical construction of the (anti)holomorphic discrete series of SL2(R) described
in [5, IX, §2 and §3]. It provides, for every m ∈ 3
2
+ Z≥0, a realization pim (resp., pim) of the
unique irreducible unitary representation of SL2(R)
∼ that decomposes, as a representation
of K, into the orthogonal sum
⊕
k∈Z≥0
χ−m−2k (resp.,
⊕
k∈Z≥0
χm+2k).
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2 POINCARE´ SERIES ON THE METAPLECTIC GROUP
Let m ∈ 3
2
+ Z≥0 and k ∈ Z≥0. In Section 4, we find explicit formulae for K-finite matrix
coefficients Fk,m of pim that transform on the right as χm and on the left as χm+2k. We
do this analogously to the computation of matrix coefficients in [8], by using the following
observation. The classical lift of cuspidal modular forms of (half-integral) weight m to
automorphic forms on SL2(R)
∼ (see [1, §3.1]) extends naturally to the lift, defined by (4-2),
of holomorphic functions H → C to smooth functions SL2(R)∼ → C. By applying this lift
to the elements of the χ−m−2k-isotypic component of pim, one obtains functions on SL2(R)
∼
whose immediate properties, combined with some Harish-Chandra’s results, reveal them to
be K-finite matrix coefficients of pim that transform on the right as χm and on the left as
χm+2k. The formulae in Iwasawa coordinates for these matrix coefficients follow immediately,
and we obtain those in Cartan coordinates in Lemma 4-9. From this, it is possible to obtain
(rather complicated) formulae, in Iwasawa coordinates, for all K-finite matrix coefficients of
pim (resp., of pim) that transform on both sides as characters of K, as described in Corollary
4-8 and the paragraph following it.
In Section 5, we recall some basic properties of Poincare´ series on unimodular locally
compact Hausdorff groups and give a short proof of the non-vanishing criterion [7, Theorem 4-
1], relaxing the condition on the set C in [7, Theorem 4-1] from compactness to measurability.
This is Theorem 5-3.
We begin Section 6 by giving a natural definition of square-integrable automorphic forms
on SL2(R)
∼. We show that, for m ∈ 5
2
+ Z≥0, the Poincare´ series of functions Fk,m with
respect to a discrete subgroup Γ of SL2(R)
∼ converge absolutely and uniformly on compact
sets and define bounded square-integrable automorphic forms on SL2(R)
∼.
Next, we study the non-vanishing of functions PΓFk,m, for k ∈ Z≥0 and m ∈ 52 + Z≥0,
in the case when Γ is a subgroup of Γ(N) := {(g, η) ∈ SL2(R)∼ : g ∈ Γ(N)} for some N ∈
Z>0, where Γ(N) :=
{(
a b
c d
)
∈ SL2(Z) : a, d ≡ 1, b, c ≡ 0 (mod N)
}
. In Lemma 6-4, we
show that PΓFk,m = 0 if Γ ∩ K 6= {1}. In the remaining case, we obtain, by applying
Theorem 5-3, a sufficient condition for the non-vanishing of functions PΓFk,m. This condition
is essentially an inequality of integrals similar to the one in [8, Lemma 6-5]. We interpret both
of these inequalities in a new way, using the notion of the median of the beta distribution.
Propositions 6-7 and 6-11 contain the final result. In the last part of the paper, we use
properties of the median of the beta distribution and the power of mathematical software to
provide two ready-to-use corollaries (Corollaries 6-15 and 6-18).
This paper grew out of my PhD thesis. I would like to thank my advisor, Goran Muic´, for
his encouragement, support, and many discussons. I would also like to thank Neven Grbac
and Marcela Hanzer for their support and useful comments.
2. The metaplectic group
We start by establishing the basic notation. Let
√ · : C → C be the branch of the
complex square root taking values in {z ∈ C : ℜ(z) > 0} ∪ {z ∈ C : ℜ(z) = 0, ℑ(z) ≥ 0},
and let i :=
√−1. We write zm := (√z)2m for all m ∈ 1
2
+ Z≥0 and z ∈ C. Next, let
H := {z ∈ C : ℑ(z) > 0}, D := {z ∈ C : |z| < 1}, and let Hol(H) (resp., Hol(D)) denote the
complex vector space of all holomorphic functions H → C (resp., D → C).
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The group GL2(C) acts on C ∪ {∞} by linear fractional transformations:
(2-1) g.z :=
az + b
cz + d
, g =
(
a b
c d
)
∈ GL2(C), z ∈ C ∪ {∞}.
By restriction, SL2(R) acts on H.
The standard SL2(R)-invariant Radon measure vH onH is defined by the following formula
(see [6, §1.4]): ∫
H
f dvH :=
∫ ∞
0
∫
R
f(x+ iy)
dx dy
y2
, f ∈ Cc(H).
Next, the function j : GL2(C)× C→ C,
j(g, z) := cz + d, g =
(
a b
c d
)
∈ GL2(C), z ∈ C,
satisfies the following cocycle identity:
(2-2) j (gg′, z) = j (g, g′.z) j (g′, z) , g, g′ ∈ GL2(C), z ∈ C.
We also note that
(2-3) ℑ(g.z) = ℑ(z)|j(g, z)|2 , g ∈ SL2(R), z ∈ H.
For a proof of these facts, see [6, §1.1].
The metaplectic group is the unique (up to Lie group isomorphism) connected Lie group
that is a covering group of degree 2 for SL2(R). We define it as the group
SL2(R)
∼ :=
{
σ = (gσ, ησ) ∈ SL2(R)× Hol(H) : η2σ(z) = j (gσ, z) for all z ∈ H
}
with multiplication rule
(2-4) σ1σ2 =
(
gσ1gσ2, ησ1(gσ2 .z)ησ2(z)
)
.
We note that closedness of SL2(R)
∼ under this multiplication is a consequence of (2-2).
Before specifying a topology and smooth structure on SL2(R)
∼, we note that any σ =
(gσ, ησ) ∈ SL2(R)∼ is uniquely determined by the ordered pair (gσ, ησ(i)). This allows us to
simplify the notation by identifying σ ≡ (gσ, ησ(i)). Now, we define a topology and smooth
structure on SL2(R)
∼ by requiring that the Iwasawa parametrization
(2-5) (x, y, t) 7→
((
1 x
0 1
)
, 1
)((
y
1
2 0
0 y−
1
2
)
, y−
1
4
)((
cos t − sin t
sin t cos t
)
, ei
t
2
)
be a local diffeomorphism R×R>0×R → SL2(R)∼. With this topology and smooth structure,
SL2(R)
∼ is a connected Lie group, and the projection
pi1 : SL2(R)
∼ → SL2(R), pi1(σ) := gσ,
is a covering Lie group homomorphism of degree 2.
(2-1) motivates the following definition of a group action of SL2(R)
∼ on H:
(2-6) σ.z := gσ.z, σ ∈ SL2(R)∼, z ∈ H.
4 POINCARE´ SERIES ON THE METAPLECTIC GROUP
Let us denote the three factors of the product on the right-hand side of (2-5), from left to
right, by nx, ay, and κt. We have, for all x, y, t ∈ R with y > 0,
(2-7) nxayκt.i = x+ iy and ηnxayκt(i) = y
− 1
4 ei
t
2 .
Next, we put
(2-8) ht :=
((
et 0
0 e−t
)
, e−
t
2
)
, t ∈ R≥0.
The map
R× R≥0 × R→ SL2(R)∼, (θ1, t, θ2) 7→ κθ1htκθ2 ,
is a continuous surjection defining the Cartan coordinates of SL2(R)
∼. Further, the unique
Radon measure µSL2(R)∼ on SL2(R)
∼ satisfying∫
SL2(R)∼
f dµSL2(R)∼ =
1
4pi
∫ 4pi
0
∫
H
f (nxayκt) dvH(x+ iy) dt(2-9)
=
1
4pi
∫ 4pi
0
∫ ∞
0
∫ 4pi
0
f (κθ1htκθ2) sinh(2t) dθ1 dt dθ2(2-10)
for all f ∈ Cc (SL2(R)∼) is a Haar measure on the (connected semisimple, so) unimodular
Lie group SL2(R)
∼.
The stabilizer of i under the action (2-6) is K := pi−11 (SO2(R)) = {κt : t ∈ R}. K is a
maximal compact subgroup of SL2(R)
∼, isomorphic to the Lie group (R/4piZ,+) via the
map κt 7→ t + 4piZ. The unitary dual of K consists of characters χn : K → C×, n ∈ 12Z,
defined by the formula
(2-11) χn(κt) := e
−int, t ∈ R, n ∈ 1
2
Z.
We say that a function f : SL2(R)
∼ → C transforms on the right (resp., on the left) as χn
if, for all κ ∈ K and σ ∈ SL2(R)∼, we have f(σκ) = χn(κ)f(σ) (resp., f(κσ) = χn(κ)f(σ)).
Let us identify the Lie algebra g := Lie (SL2(R)
∼) with Lie (SL2(R)) ≡ sl2(R) via the
differential of pi1 at 1SL2(R)∼ . This identification of Lie algebras extends uniquely to an
identification of universal enveloping algebras of their complexifications: U (gC) ≡ U (sl2(C)).
In particular, matrices
k◦ :=
(
0 −i
i 0
)
, n+ :=
1
2
(
1 i
i −1
)
, n− :=
1
2
(
1 −i
−i −1
)
(cf. [3, p. 77]) form a standard basis of gC, i.e., they satisfy the following relations:
(2-12)
[
n+, n−
]
= k◦,
[
k◦, n+
]
= 2n+,
[
k◦, n−
]
= −2n−.
Further, the Casimir element
C := 1
2
(k◦)2 − k◦ + 2n+n−
generates the center Z(gC) of U(gC).
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In any pair of local Iwasawa coordinates (x, y, t) 7→ nxayκt on SL2(R)∼ and (x, y, t) 7→
pi1(nxayκt) on SL2(R), the covering homomorphism pi1 is obviously given by a transla-
tion. Hence, in Iwasawa coordinates, the action of any left-invariant differential operator
X ∈ U(gC) ≡ U(sl2(C)) on C∞ (SL2(R)∼) is given by the same formula as is its action on
C∞ (SL2(R)). In particular, formulae (8) on page 116 and (1) on page 198 of [5] imply that
n+ = iye−2it
(
∂
∂x
− i ∂
∂y
)
+
i
2
e−2it
∂
∂t
,(2-13)
C = 2y2
(
∂2
∂x2
+
∂2
∂y2
)
+ 2y
∂2
∂x ∂t
.(2-14)
Let us define another realization, SU(1, 1)∼, of the metaplectic group. We recall that the
conjugation by g :=
(
1 −i
1 i
)
is an isomorphism of Lie groups SL2(R)→ SU(1, 1), while the
linear fractional transformation corresponding to g defines an analytic isomorphism H → D.
With this in mind, we put
C = (gC , ηC) :=
(
1
2i
(
1 −i
1 i
)
,
√
z + i
2i
)
∈ GL2(C)× Hol (H) ,
C−1 = (gC−1 , ηC−1) :=
((
i i
−1 1
)
,
√
1− w
)
∈ GL2(C)×Hol(D),
and define the C-conjugate σC ∈ SU(1, 1)× Hol(D) of an element σ ∈ SL2(R)∼ by
σC =
(
gCσ , η
C
σ
)
:=
(
gCgσgC−1 , ηC (gσgC−1.w) ησ (gC−1.w) ηC−1(w)
)
(cf. (2-4)). Now, we define the Lie group SU(1, 1)∼ by the condition that · C be a Lie group
isomorphism SL2(R)
∼ → SU(1, 1)∼. We have
SU(1, 1)∼ =
{
σ = (gσ, ησ) ∈ SU(1, 1)× Hol(D) : ησ(w)2 = j(gσ, w) for all w ∈ D
}
,
multiplication law in SU(1, 1)∼ is (2-4), and the projection onto the first coordinate is a
smooth covering homomorphism SU(1, 1)∼ → SU(1, 1) of degree 2.
Now, let m ∈ 3
2
+ Z≥0. The formula
(2-15) f
∣∣ [σ]m (z) := f(gσ.z) ησ(z)−2m
defines a right action of SL2(R)
∼ on Hol(H) and a right action of SU(1, 1)∼ on Hol(D).
Further, by putting σ = C (resp., σ = C−1) in (2-15), we define a linear isomorphism
· ∣∣ [C]m : Hol(D)→ Hol(H) and its inverse · ∣∣ [C−1]m : Hol(H)→ Hol(D).
3. Genuine discrete series of the metaplectic group
In this section, we present a construction of the genuine (anti)holomorphic discrete series
of SL2(R)
∼ that generalizes the classical construction of the (anti)holomorphic discrete series
of SL2(R) described in [5, IX, §2 and §3].
For an admissible unitary representation (pi,H) of SL2(R)
∼, we denote by Hχn the χn-
isotypic component of pi, and by HK the (g, K)-module of K-finite vectors in H .
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Let m ∈ 3
2
+ Z≥0. We define the Hilbert space
Hm :=
{
f ∈ Hol(H) :
∫
H
|f(z)|2ℑ(z)m dvH(z) <∞
}
with the following inner product:
〈f1, f2〉Hm :=
∫
H
(
f1f2
)
(z)ℑ(z)m dvH(z).
Next, we define a representation (pim, Hm) of SL2(R)
∼ by the formula
(3-1) pim(σ)f := f
∣∣ [σ−1]
m
, σ ∈ SL2(R)∼, f ∈ Hm.
This representation is unitary, which is easily checked using (2-3) and the SL2(R)-invariance
of vH.
To make the K-action in (pim, Hm) more obvious, we define a unitarily equivalent repre-
sentation (ρm, Dm) by requiring that the appropriate restriction of ·
∣∣ [C−1]m be a unitary
equivalence Hm → Dm. One sees easily that
Dm =
{
f ∈ Hol(D) :
∫
D
|f(w)|2 (1− |w|2)m−2 du dv <∞}
(we write w = u+ iv with u, v ∈ R) and that the inner product on Dm is given by
〈f1, f2〉Dm := 4
∫
D
(
f1f2
)
(w)
(
1− |w|2)m−2 du dv, f1, f2 ∈ Dm.
Further, we have
(3-2) ρm(σ)f = f
∣∣∣ [(σC)−1]
m
, σ ∈ SL2(R)∼, f ∈ Dm.
To explore the K-finite structure of ρm, we note that, for all t ∈ R and f ∈ Dm,
ρm(κt)f = f
∣∣∣ [(κCt )−1]
m
= f
∣∣∣∣
[((
eit 0
0 e−it
)
, e−i
t
2
)]
m
= f(e2it · ) eimt.
In particular, for every k ∈ Z≥0, the function pk : D → C, pk(w) := wk, satisfies
ρm(κ)pk = χ−m−2k(κ)pk, κ ∈ K.
Since {pk : k ∈ Z≥0} is an orthogonal basis of Dm (this can be shown by a proof identical
to that of [5, §IX.3, Theorem 4]), it follows that ρm decomposes, as a representation of K,
into the orthogonal sum
⊕
k∈Z≥0
χ−m−2k and that, for any k ∈ Z≥0, (Dm)χ−m−2k is spanned
by pk. By transferring this result to Hm via the unitary equivalence given by a restriction
of · ∣∣ [C]m, we obtain the following lemma.
Lemma 3-3. Let m ∈ 3
2
+Z≥0. pim decomposes, as a representation of K, into the orthogonal
sum
⊕
k∈Z≥0
χ−m−2k. For any k ∈ Z≥0, (Hm)χ−m−2k is spanned by the function
(3-4) fk,m : H → C, fk,m(z) := (2i)m (z − i)
k
(z + i)m+k
.
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By replacing ησ(z) by ησ(z) in (2-15) and holomorphicity by antiholomorphicity in all sub-
sequent definitions, we obtain the definitions of two new admissible unitary representations
of SL2(R)
∼, which we will denote by
(
pim, Hm
)
and
(
ρm, Dm
)
, respectively. Computing as
above, we see that, as K-modules,
(
Hm
)
K
∼= (Dm)K ∼= ⊕k∈Z≥0 χm+2k and that, for each
k ∈ Z≥0,
(
Dm
)
χm+2k
(resp.,
(
Hm
)
χm+2k
) is spanned by pk (resp., by fk,m).
Lemma 3-5. Let m ∈ 3
2
+ Z≥0. pim (resp., pim), is the unique (up to unitary equivalence)
irreducible unitary representation (pi,H) of SL2(R)
∼ such that HK satisfies one of the fol-
lowing:
(1) As a K-module, HK ∼=
⊕
k∈Z≥0
χ−m−2k (resp., HK ∼=
⊕
k∈Z≥0
χm+2k).
(2) There exists v ∈ HK \ {0} satisfying the following conditions:
(a) κ.v = χ−m(κ)v, κ ∈ K. (Resp., κ.v = χm(κ)v, κ ∈ K.)
(b) C.v = m (m
2
− 1) v.
Proof. We sketch the proof for
(
pim, Hm
)
. We have seen above that
(
Hm
)
K
satisfies (1).
Next, we show that, if (pi,H) is an admissible unitary representation of SL2(R)
∼ such that
HK satisfies (1), then C acts by m
(
m
2
− 1) on HK . Indeed, let v ∈ Hχm \{0}. One sees easily
that k◦.v = mv and, by using (2-12), that n−.v ∈ Hχm−2 = 0, so C.v = m
(
m
2
− 1) v. Since
C ∈ Z(gC), it follows that C acts bym
(
m
2
− 1) on U(gC).v =: V . It remains to show that V =
HK . By the Poincare´-Birkhoff-Witt theorem, we have V =
∑
j,s,t∈Z≥0
C (n+)
j
(k◦)s (n−)
t
.v.
Since k◦.v = mv and n−.v = 0, this simplifies to V =
∑
j∈Z≥0
C (n+)
j
.v. Further, (1) and the
classification of finite-dimensional sl2(C)-modules [3, Proposition 1.1.12] make it impossible
for HK to have a non-zero finite-dimensional sl2(C)-submodule, so V is infinite-dimensional.
Hence, for every j ∈ Z≥0, (n+)j .v 6= 0. Since (n+)j .v ∈ Hχm+2j , it follows, by (1), that
V = HK .
Now, [3, Theorem 1.3.1] gives the classification of sl2(C)-modules in which C acts by a
scalar and which decompose into a direct sum of finite-dimensional eigenspaces for k◦. From
it and the previous observation, it is clear that the condition (1) uniquely determines the
structure of HK as an sl2(C)-module: it is the irreducible sl2(C)-module of lowest weight m.
In particular, pim is irreducible.
Thus, pim is, up to infinitesimal equivalence, the only irreducible unitary representation
(pi,H) of SL2(R)
∼ such that HK satisfies (1) or, equivalently (again by [3, Theorem 1.3.1]),
(2). Since infinitesimal equivalence and unitary equivalence are the same for irreducible
unitary representations of SL2(R)
∼ by the well-known Harish-Chandra’s result [11, 3.4.11],
this proves the lemma. 
4. K-finite matrix coefficients of genuine square-integrable
representations of the metaplectic group
Throughout this section, let m ∈ 3
2
+ Z≥0.
We recall the following definitions. The right regular representation (r, L2 (SL2(R)
∼)) is
the unitary representation of SL2(R)
∼ defined by the formula r(σ)f := f( ·σ). Similarly, the
left regular represenation (l, L2 (SL2(R)
∼)) of SL2(R)
∼ is defined by the formula l(σ)f :=
f (σ−1 · ).
8 POINCARE´ SERIES ON THE METAPLECTIC GROUP
Let us find explicit formulae for K-finite matrix coefficients of pim that transform on
the right as χm and on the left as χm+2k for some k ∈ Z≥0. This could be done by a
straightforward, but tedious, computation. We avoid it by using the following lemma.
Lemma 4-1. Let k ∈ Z≥0. Suppose that F : SL2(R)∼ → C has the following properties:
(1) F ∈ C∞ (SL2(R)∼) ∩ L2 (SL2(R)∼).
(2) C.F = m (m
2
− 1)F .
(3) F transforms on the right as χm.
(4) F transforms on the left as χm+2k.
Then, F is a K-finite matrix coefficient of pim.
Proof. We prove the lemma by adapting the proof of [8, Lemma 3-5] to the situation at
hand, as follows.
First, we note that the smallest closed subrepresentation H of (r, L2 (SL2(R)
∼)) containing
F is an irreducible unitary representation of SL2(R)
∼ unitarily equivalent to pim. This follows
from (1)–(3), using [2, Lemma 77 on page 89] and Lemma 3-5.(2), as in the proof of [8, Lemma
3-4].
Next, by (1), (2), and (4), using [2, Theorem 1], there exists β ∈ C∞c (SL2(R)∼) such that
F = β ( ·−1) ∗ F . Now, the last three sentences of the proof of [8, Lemma 3-5], with F in
place of Fk,m, SL2(R)
∼ in place of SL2(R), and K in place of K∞, finish the proof of the
lemma. 
To construct functions that satisfy the assumptions of Lemma 4-1, we recall the classical
lift of a function f ∈ Hol(H) to the function Ff : SL2(R)∼ → C,
(4-2) Ff (σ) := f
∣∣[σ]m(i) (2-15)= f(σ.i) ησ(i)−2m, σ ∈ SL2(R)∼
(cf. [1, §3.1]). In Iwasawa coordinates, we have, by (2-7),
(4-3) Ff(nxayκt) = f(x+ iy)y
m
2 e−imt, x ∈ R, y ∈ R>0, t ∈ R.
Lemma 4-4. Let f ∈ Hol(H). We have the following:
(1) Ff ∈ C∞ (SL2(R)∼).
(2) Ff transforms on the right as χm.
(3) C.Ff = m
(
m
2
− 1)Ff .
(4)
∫
SL2(R)∼
|Ff |2 dµSL2(R)∼ =
∫
H
|f(z)|2ℑ(z)m dvH(z).
Proof. (1) and (2) are clear from (4-3). (3) is obtained from (2-14) and (4-3) by an elementary
computation, using that
(
∂2x + ∂
2
y
)
f = 0 since f is holomorphic. The proof of (4) is an easy
application of (2-9) and (4-3). We leave the details to the reader. 
Lemma 4-5. f 7→ Ff defines an isometry Φ : Hm → L2 (SL2(R)∼) that intertwines repre-
sentations (pim, Hm) and (l, L
2 (SL2(R)
∼)). In particular, for all k ∈ Z≥0,
(4-6) Ffk,m(κσ) = χm+2k(κ)Ffk,m(σ), κ ∈ K, σ ∈ SL2(R)∼.
Proof. Φ is a well-defined isometry by Lemma 4-4.(4). It intertwines representations pim and
l by the following calculation:(
l (τ) Φf
)
(σ) = Ff
(
τ−1σ
) (4-2)
= f
∣∣ [τ−1σ]
m
(i)
(3-1)
=
(
pim(τ)f
)∣∣ [σ]m (i) (4-2)= Φ(pim (τ) f) (σ)
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for all σ, τ ∈ SL2(R)∼ and f ∈ Hm. In the case when τ = κ−1 and f = fk,m ∈ (Hm)χ−m−2k
(see Lemma 3-3), this intertwining relation is (4-6). 
Proposition 4-7. Let k ∈ Z≥0. Then, Fk,m := Ffk,m is a (unique up to a multiplicative
constant) K-finite matrix coefficient of pim that transforms on the right as χm and on the
left as χm+2k.
Proof. First, we note that a K-finite matrix coefficient F of pim that transforms on the right
as χm and on the left as χm+2k is indeed unique up to a multiplicative constant because it
is necessarily of the form σ 7→ 〈pim(σ)vm, vm+2k〉, where each vj is an element of the one-
dimensional space
(
Hm
)
χj
(see Lemma 3-5.(1)). Next, to prove that Fk,m is such a matrix
coefficient of pim, we simply apply Lemma 4-1 to the function Fk,m = Ffk,m , which satisfies
the assumptions (1)–(3) of Lemma 4-1 by Lemma 4-4 and satisfies the assumption (4) of
Lemma 4-1 by (4-6). 
Corollary 4-8. Let j, k ∈ Z≥0. Then, the function (n+)j .Fk,m is a (unique up to a mul-
tiplicative constant) K-finite matrix coefficient of pim that transforms on the right as χm+2j
and on the left as χm+2k. Its complex conjugate (n
−)
j
.Fk,m is a (unique up to a multiplicative
constant) K-finite matrix coefficient of pim that transforms on the right as χ−m−2j and on
the left as χ−m−2k.
Proof. We have seen in the proof of Lemma 3-5 that, if vm is a non-zero element of
(
Hm
)
χm
,
then, for any j ∈ Z≥0, vm+2j := pim (n+)j vm spans
(
Hm
)
χm+2j
. Thus, the (unique up to
a multiplicative constant) K-finite matrix coefficient of pim that transforms on the right as
χm+2j and on the left as χm+2k is given by
σ 7→
〈
pim(σ)pim
(
n+
)j
vm, vm+2k
〉
Hm
, σ ∈ SL2(R)∼.
By the definition of the derived representation and the continuity of pim and of the inner
product, this is equal to
σ 7→
((
n+
)j
. 〈pim( · )vm, vm+2k〉Hm
)
(σ), σ ∈ SL2(R)∼
(here (n+)
j
acts as a left-invariant differential operator). Since, by Proposition 4-7, there
exists C ∈ C× such that 〈pim( · )vm, vm+2k〉 = CFk,m, the claim for pim follows. The claim
for pim is its immediate consequence, since the definition of pim is essentially the complex
conjugate of the definition of pim. 
One can obtain formulae in Iwasawa coordinates for all matrix coefficents of Corollary 4-8
using (4-3), (3-4), and (2-13). In Cartan coordinates, the functions Fk,m are given by the
following formula:
Lemma 4-9. We have, for all k ∈ Z≥0,
Fk,m(κθ1htκθ2) = χm+2k(κθ1)
tanhk(t)
coshm(t)
χm(κθ2), θ1, θ2 ∈ R, t ∈ R≥0.
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Proof. Since Fk,m transforms on the right as χm and on the left as χm+2k (by Proposition
4-7), we have
Fk,m(κθ1htκθ2) = χm+2k(κθ1)Fk,m(ht)χm(κθ2), θ1, θ2 ∈ R, t ∈ R≥0.
To finish the proof, we expand the middle factor on the right-hand side by its definition:
Fk,m(ht)
(4-2)
= fk,m(ht.i) ηht(i)
−2m (2-8)= fk,m
(
e2ti
)
emt
(3-4)
=
tanhk(t)
coshm(t)
, t ∈ R≥0. 
Lemma 4-10. Let m ∈ 5
2
+ Z≥0, k ∈ Z≥0. Then, Fk,m ∈ L1 (SL2(R)∼).
Proof. We calculate, using Lemma 4-9 and (2-10),∫
SL2(R)∼
|Fk,m| dµSL2(R)∼ =
1
4pi
∫ 4pi
0
∫ ∞
0
∫ 4pi
0
tanhk(t)
coshm(t)
sinh(2t) dθ1 dt dθ2
≤ 8pi
∫ ∞
0
sinh(t)
coshm−1(t)
dt = 8pi
∫ ∞
1
dx
xm−1
=
8pi
m− 2 <∞,
where the inequality is obtained by applying tanhk(t) ≤ 1 and sinh(2t) = 2 sinh(t) cosh(t).

By Corollary 4-8 and Lemma 4-10, pim and pim are integrable representations of SL2(R)
∼
for every m ∈ 5
2
+ Z≥0.
5. Preliminaries on Poincare´ series
Let G be a locally compact Hausdorff group that is secound-countable and unimodular,
with a fixed Haar measure µG. Let Γ be a discrete subgroup of G. We denote by µΓ\G the
unique Radon measure on Γ\G that satisfies∫
Γ\G
∑
γ∈Γ
f(γg) dµΓ\G(g) =
∫
G
f dµG, f ∈ Cc(G).
For any ϕ ∈ L1(G), the Poincare´ series of ϕ with respect to Γ is defined by the formula
(5-1) (PΓϕ) (g) :=
∑
γ∈Γ
ϕ(γg).
This series converges absolutely almost everywhere on G. Moreover, PΓϕ ∈ L1(Γ\G) and
(5-2) ‖PΓϕ‖L1(Γ\G) ≤ ‖ϕ‖L1(G) .
For a proof of these facts, see the second paragraph of [7, §4].
In Section 6, we study the non-vanishing of Poincare´ series of functions Fk,m using the
criterion [7, Theorem 4-1]. Here, we give a short proof of that criterion, at the same time
relaxing the compactness condition on the set C in [7, Theorem 4-1] to mere measurability.
In other words, we have the following:
Theorem 5-3. Let G be a locally compact Hausdorff group that is secound-countable and
unimodular, with Haar measure µG. Let Γ be a discrete subgroup of G. Let ϕ ∈ L1(G).
Suppose that there exists a Borel set C ⊆ G with the following properties:
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(C1)
∫
C
|ϕ| dµG >
∫
G\C
|ϕ| dµG
(C2) CC−1 ∩ Γ = {1G}.
Then, PΓϕ 6= 0 in L1(Γ\G).
Proof. We denote by 1A the characteristic function of A ⊆ G. (C2) implies the following:
(5-4) for every g ∈ G, #{γ ∈ Γ : 1C(γg) 6= 0} ≤ 1.
Namely, if γ, γ′ ∈ Γ and g ∈ G satisfy 1C(γg) 6= 0 and 1C (γ′g) 6= 0, i.e., if γg, γ′g ∈ C, then
γγ′−1 = (γg) (γ′g)−1 ∈ CC−1 ∩ Γ (C2)= {1G}, hence γ = γ′.
Now, we have the following:
‖PΓ(ϕ · 1C)‖L1(Γ\G) =
∫
Γ\G
∣∣∣∑
γ∈Γ
(ϕ · 1C)(γg)
∣∣∣dµΓ\G(g)
(5-4)
=
∫
Γ\G
∑
γ∈Γ
|(ϕ · 1C) (γg)| dµΓ\G(g)
=
∫
G
|ϕ · 1C | dµG
=
∫
C
|ϕ| dµG.
(5-5)
On the other hand, by (5-2),
(5-6)
∥∥PΓ(ϕ · 1G\C)∥∥L1(Γ\G) ≤
∫
G\C
|ϕ| dµG.
Now, we obtain
‖PΓϕ‖L1(Γ\G) =
∥∥PΓ(ϕ · 1C) + PΓ(ϕ · 1G\C)∥∥L1(Γ\G)
≥ ‖PΓ(ϕ · 1C)‖L1(Γ\G) −
∥∥PΓ(ϕ · 1G\C)∥∥L1(Γ\G)
(5-5)
≥
(5-6)
∫
C
|ϕ| dµG −
∫
G\C
|ϕ| dµG
(C1)
> 0.
Thus, PΓϕ 6= 0 in L1(Γ\G). 
6. Poincare´ series of functions Fk,m
Definition 6-1. Let Γ be a discrete subgroup of SL2(R)
∼. A square-integrable automorphic
form on SL2(R)
∼ with respect to Γ is a function F ∈ C∞ (Γ\SL2(R)∼) ∩ L2 (Γ\SL2(R)∼)
such that the complex vector spaces spanC {F ( ·κ) : κ ∈ K} and {z.F : z ∈ Z(gC)} are finite-
dimensional. The set of all such functions F will be denoted by A (Γ\SL2(R)∼).
Lemma 6-2. Let k ∈ Z≥0 and m ∈ 52+Z≥0. Let Γ be a discrete subgroup of SL2(R)∼. Then,
the series
∑
γ∈Γ |Fk,m(γg)| converges uniformly on compact sets, and PΓFk,m ∈ A (Γ\SL2(R)∼).
PΓFk,m is bounded.
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Proof. Fk,m is integrable by Lemma 4-10 and satisfies the assumptions of Lemma 4-1 (see the
end of the proof of Proposition 4-7). Thus, by the argument on the first page of the proof
of [7, Theorem 3-10], the series
∑
γ∈Γ |Fk,m(γg)| converges uniformly on compact sets, the
function PΓFk,m is in C
∞ (Γ\SL2(R)∼) and transforms on the right as χm, and CPΓFk,m =
m
(
m
2
− 1)PΓFk,m. Further, by [2, Theorem 1], for any neighbourhood V of 1SL2(R)∼ , there
exists β ∈ C∞c (SL2(R)∼) with supp β ⊆ V such that Fk,m = β ∗ Fk,m, so PΓFk,m is bounded
by [9, Lemma 6-3]. Since it is also in L1 (Γ\SL2(R)∼), it is in L2 (Γ\SL2(R)∼). 
For N ∈ Z>0, let us denote by Γ(N) the preimage under pi1 of the congruence subgroup
(6-3) Γ(N) :=
{(
a b
c d
)
∈ SL2(Z) : a, d ≡ 1, b, c ≡ 0 (mod N)
}
.
Obviously, Γ(N) is a discrete subgroup of SL2(R)
∼.
In the following, we use Theorem 5-3 and techniques of [8] to study the non-vanishing
of PΓFk,m ∈ A (Γ\SL2(R)∼), where k ∈ Z≥0, m ∈ 52 + Z≥0, and Γ is a subgroup of Γ(1).
First, we prove that some of these series vanish, i.e., are identically 0 (cf. the first claim of
[8, Lemma 6-5]).
Lemma 6-4. Let Γ be a subgroup of Γ(1) such that Γ ∩K 6= {1}. Then, PΓFk,m = 0 for all
k ∈ Z≥0 and m ∈ 52 + Z≥0.
Proof. Let k ∈ Z≥0 and m ∈ 52 + Z≥0. We have, for all σ ∈ SL2(R)∼,
(PΓFk,m)(σ)
(5-1)
=
∑
γ∈(Γ∩K)\Γ
∑
δ∈Γ∩K
Fk,m(δγσ)
(4-6)
=
∑
γ∈(Γ∩K)\Γ
( ∑
δ∈Γ∩K
χm+2k(δ)
)
Fk,m(γσ).
To prove that this equals 0, it suffices to show that
∑
δ∈Γ∩K χm+2k(δ) = 0. Since, by ele-
mentary algebra, the sum of all values of any non-trivial character of a finite Abelian group
equals 0, it suffices to show that χm+2k
∣∣
Γ∩K
6= 1. Indeed, since Γ∩K is a non-trivial subgroup
of the cyclic group Γ(1) ∩K = {κnpi
2
: n ∈ Z} ∼= Z/8Z, Γ ∩K contains the unique element
of Γ(1) ∩K of order 2, i.e., we have κ2pi ∈ Γ ∩K, and χm+2k(κ2pi) = e−i(m+2k)2pi = −1. 
We remark that a subgroup Γ of Γ(1) satisfies the assumption Γ ∩K 6= {1} if and only
if Γ contains
{
1SL2(R)∼ , κ2pi
}
= ker pi1, i.e., if and only if Γ is the preimage under pi1 of a
subgroup of SL2(Z). This is obvious from the proof of Lemma 6-4.
Next, we study the remaining case, when Γ ∩K = {1}. An important example of such a
group Γ is the group Γ1(4)
∼ defined as follows. For N ∈ Z>0, let us denote
Γ1(N) :=
{(
a b
c d
)
∈ SL2(Z) : a, d ≡ 1, c ≡ 0 (mod N)
}
.
We define
Γ1(4)
∼ := {(γ, J(γ, z)) : γ ∈ Γ1(4)},
where J(γ, z) is the automorphic factor from the definition of modular forms of half-integral
weight: J(γ, z) := Θ(γ.z)
Θ(z)
, γ ∈ Γ1(4), z ∈ H, where Θ ∈ Hol(H) is given by Θ(z) :=∑
n∈Z e
2piin2z. The map f 7→ Ff defined by (4-2) lifts cuspidal modular forms of half-integral
weight m for Γ1(4) to elements of A (Γ1(4)∼\SL2(R)∼) (e.g., see [1, §3.1]).
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To state our non-vanishing result, we use the following notion from probability theory.
Definition 6-5. The median of the beta distribution B(a, b) with parameters a, b ∈ R>0 is
the unique M(a, b) ∈ ]0, 1[ such that
(6-6)
∫ M(a,b)
0
xa−1(1− x)b−1 dx =
∫ 1
M(a,b)
xa−1(1− x)b−1 dx.
Proposition 6-7. Let N ∈ Z>0, k ∈ Z≥0, and m ∈ 52 + Z≥0. Let Γ be a subgroup of Γ(N)
such that Γ ∩K = {1}. If
(6-8) N >
4M
(
k
2
+ 1, m
2
− 1) 12
1−M (k
2
+ 1, m
2
− 1) =: Nk,m,
then PΓFk,m is not identically 0.
Proof. The plan is to apply to PΓFk,m Theorem 5-3, with C of the form
Cr := K {ht : 0 ≤ t ≤ r}K
for some r ∈ R>0 (cf. the second claim of [8, Lemma 6-5]).
First, the condition (C1) for C = Cr and F = Fk,m is the following inequality:∫
Cr
|Fk,m| dµSL2(R)∼ >
∫
SL2(R)∼\Cr
|Fk,m| dµSL2(R)∼ .
Using Lemma 4-9 and (2-10), this is equivalent to∫ r
0
tanhk(t)
coshm(t)
sinh(2t) dt >
∫ ∞
r
tanhk(t)
coshm(t)
sinh(2t) dt,
which, after the substitution x = tanh2(t), becomes∫ tanh2(r)
0
x
k
2 (1− x)m2 −2 dx >
∫ 1
tanh2(r)
x
k
2 (1− x)m2 −2 dx,
which is obviously equivalent to
(6-9) tanh2(r) > M
(
k
2
+ 1,
m
2
− 1
)
.
Next, to explore the condition (C2) for C = Cr with r ∈ R>0, we define the function
‖ · ‖ : SL2(R)∼ → R,
∥∥∥∥
((
a b
c d
)
, η
)∥∥∥∥ := √a2 + b2 + c2 + d2.
It follows from [8, Lemma 6-20] that
‖σ‖ ≤
√
2 cosh(4r), σ ∈ CrC−1r .
On the other hand, [8, Lemma 6-21.(b)] implies that
‖σ‖ ≥
√
N2 + 2, σ ∈ Γ \ pi−11 (SO2(R)) = Γ \ {1}
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(since Γ ∩K = {1}). Hence, if r ∈ R>0 satisfies√
N2 + 2 >
√
2 cosh(4r)
or, equivalently, if
(6-10) tanh2(r) <
(√
4
N2
+ 1− 2
N
)2
,
then CrC
−1
r ∩ Γ = {1}, i.e., then Cr satisfies (C2).
Thus, if some r ∈ R>0 satisfies (6-9) and (6-10), then Cr satisfies (C1) and (C2), from
which it follows by Theorem 5-3 that PΓFk,m is not identically zero. Now, an r ∈ R>0
satisfying (6-9) and (6-10) obviously exists if and only if we have
M
(
k
2
+ 1,
m
2
− 1
)
<
(√
4
N2
+ 1− 2
N
)2
,
which is equivalent to (6-8) by an elementary computation. This proves the proposition. 
An analogous computation enables us to rewrite the conditions of the second claim of [8,
Lemma 6-5] in terms of the median of the beta distribution:
Proposition 6-11. Let m ∈ Z≥3 and k ∈ Z≥0. We define Fk,m ∈ C∞(SL2(R))∩L1(SL2(R)),
Fk,m
(
pi1(κθ1htκθ2)
)
:= χm+2k(κθ1)
tanhk(t)
coshm(t)
χm(κθ2), θ1, θ2 ∈ R, t ∈ R≥0.
Let N ∈ Z>0, and let Γ be a subgroup of Γ(N) such that #(Γ ∩ SO2(R)) | m+ 2k. If N , m,
and k satisfy (6-8), then PΓFk,m ∈ C∞ (Γ\SL2(R)) is not identically 0.
To better understand implications of Propositions 6-7 and 6-11, we gather some properties
of M in the following lemma.
Lemma 6-12. Let a, b ∈ R>0. We have the following:
(1) M( · , b) : R>0 → ]0, 1[ is strictly increasing.
(2) M(a, · ) : R>0 → ]0, 1[ is strictly decreasing.
(3) M(1, b) = 1− 2− 1b , M(a, 1) = 2− 1a , and M(a, a) = 1
2
.
(4) If 1 < a < b, then a−1
a+b−2
< M(a, b) < a
a+b
.
(5) If 1 < b < a, then a
a+b
< M(a, b) < a−1
a+b−2
.
Proof. (2) follows from (1) by using the elementary identity M(a, b) = 1 −M(b, a). (3) is
elementary. (4) and (5) are the well-known mean-median-mode inequalities for the beta
distribution; for their elementary proof, see [10].
Let us prove (1). Using monotonicity of the Lebesgue integral, we have, for all a, ε ∈ R>0,∫ M(a,b)
0
xa+ε−1(1− x)b−1 dx < M(a, b)ε
∫ M(a,b)
0
xa−1(1− x)b−1 dx
(6-6)
= M(a, b)ε
∫ 1
M(a,b)
xa−1(1− x)b−1 dx <
∫ 1
M(a,b)
xa+ε−1(1− x)b−1 dx,
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which implies that M(a, b) < M(a + ε, b). Hence, M( · , b) is strictly increasing. 
We note that the condition N > Nk,m in Propositions 6-7 and 6-11 is equivalent to
N ≥ ⌊Nk,m⌋+1. One can easily calculate the exact value ⌊Nk,m⌋+1, for a given pair (k,m) ∈
Z≥0 ×
(
5
2
+ 1
2
Z≥0
)
, using mathematical software (e.g., in R 3.3.2, M(a, b) is implemented as
qbeta(0.5,a,b)).
In the following lemma, we give a close upper estimate of ⌊Nk,m⌋ + 1 by elementary
functions, for k ≤ 1000 and m > 4. Our motivation is the idea of [4] to approximate M(a, b),
for all a, b ∈ R>1, by Mα(a, b) := a−αa+b−2α for some α ∈ ]0, 1[. By replacing M by M0.3131 in
the definition of Nk,m, we obtain the following:
Lemma 6-13. Let k ∈ Z≥0 and m ∈ 92 + 12Z≥0. We define C := 1.3738 and
(6-14) N closek,m := 4
√
k + C
m− 4 + C
(
1 +
k + C
m− 4 + C
)
.
(1) If k ≤ 1000, then ⌈N closek,m + 6.204⌉ ∈ {⌊Nk,m⌋+ 1, . . . , ⌊Nk,m⌋+ 8}.
(2) If k ≤ 158, then ⌈N closek,m + 0.8018⌉ ∈ {⌊Nk,m⌋+ 1, ⌊Nk,m⌋+ 2}.
(3) If k ≤ 1000 and m ≥ 26.4 + 16.9431k, then ⌊Nk,m⌋ + 1 = 1.
If k ≤ 1000 and m ≤ 25.34 + 16.9431k, then ⌊Nk,m⌋+ 1 > 1.
Proof. A calculation in R [12] shows that (1) is true ifm < 16970. Since both Nk,m and N
close
k,m
are increasing in k and decreasing in m (for Nk,m, this follows from Lemma 6-12.(1)–(2)),
we have, for m ≥ 16970 and k ≤ 1000,
1 ≤ ⌊Nk,m⌋+ 1 ≤ ⌊N1000,16970⌋ + 1 R= 1 ⇒ ⌊Nk,m⌋+ 1 = 1,
7 ≤ ⌈N closek,m + 6.204⌉ ≤ ⌈N close1000,16970 + 6.204⌉ R= 8 ⇒ ⌈N closek,m + 6.204⌉ ∈ {7, 8} ,
which finishes the proof of (1). (2) is proved analogously: one uses R to verify that it holds
for m ≤ 2702 and to calculate ⌊N158,2702.5⌋ + 1 = 1 and
⌈
N close158,2702.5 + 0.8018
⌉
= 2.
Since Nk,m is decreasing in m, the proof of (3) comes down to checking in R that, for
every k ∈ {0, 1, 2, . . . , 1000}, we have⌊
Nk,m(k)
⌋
+ 1 = 1, where m(k) := min
((
9
2
+
1
2
Z≥0
)
∩ R≥26.4+16.9431k
)
,
⌊
Nk,m′(k)
⌋
+ 1 > 1, where m′(k) := max
((
9
2
+
1
2
Z≥0
)
∩ R≤25.34+16.9431k
)
. 
Corollary 6-15. Let N ∈ Z>0, k ∈ Z≥0, m ∈ 92 + 12Z≥0, and define N closek,m by (6-14). Let Γ
be {
a subgroup of Γ(N) such that Γ ∩K = {1}, if m ∈ 9
2
+ Z≥0,
a subgroup of Γ(N) such that #(Γ ∩ SO2(R)) | m+ 2k, if m ∈ Z≥5.
Then, PΓFk,m is not identically 0 if one of the following holds:
(1) k ≤ 1000 and m ≥ 26.4 + 16.9431k
(2) k ≤ 158 and N ≥ ⌈N closek,m + 0.8018⌉
(3) k ≤ 1000 and N ≥ ⌈N closek,m + 6.204⌉.
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Next, we obtain a readable (if, in many cases covered by Corollary 6-15, weaker) result
for general k ∈ Z≥0. First, we apply Lemma 6-12.(3) to obtain
(6-16) N0,m = 4 · 2
1
m−2
√
4
1
m−2 − 1, Nk,4 = 4
2
1
k+2 − 2− 1k+2
, Nk,k+4 = 4
√
2
for all m ∈ 5
2
+ 1
2
Z≥0 and k ∈ Z≥0. Next, the upper bounds on M from Lemma 6-12.(4)–(5)
imply the following inequalities:
Nk,m < 4
√
k + 2
m− 2
(
1 +
k + 2
m− 2
)
, if 0 < k < m− 4,
Nk,m < 4
√
k
m− 4
(
1 +
k
m− 4
)
, if 0 < m− 4 < k.
(6-17)
(6-16) and (6-17) imply the following corollary of Propositions 6-7 and 6-11:
Corollary 6-18. Let N ∈ Z>0, k ∈ Z≥0, and m ∈ 52 + 12Z≥0. Let Γ be{
a subgroup of Γ(N) such that Γ ∩K = {1}, if m ∈ 5
2
+ Z≥0,
a subgroup of Γ(N) such that #(Γ ∩ SO2(R)) | m+ 2k, if m ∈ Z≥3.
Then, PΓFk,m is not identically 0 if one of the following holds:
(1) k = 0 and N > 4 · 2 1m−2
√
4
1
m−2 − 1
(2) m = 4 and N >
4
2
1
k+2 − 2− 1k+2
(3) 0 < k ≤ m− 4 and N ≥ 4
√
k+2
m−2
(
1 + k+2
m−2
)
(4) 0 < m− 4 ≤ k and N ≥ 4
√
k
m−4
(
1 + k
m−4
)
.
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