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Design of Variable-Speed Dish-Stirling
Solar–Thermal Power Plant for Maximum
Energy Harness
Y. Li, Student Member, IEEE, S. S. Choi, Senior Member, IEEE, C. Yang, and F. Wei, Student Member, IEEE
Abstract—Analysis on a developed dynamic model of the dish-
Stirling (DS) system shows that maximum solar energy harness can
be realized through controlling the Stirling engine speed. Toward
this end, a control scheme is proposed for the doubly fed induc-
tion generator coupled to the DS system, as a means to achieve
maximum power point tracking as the solar insolation level varies.
Furthermore, the adopted fuzzy supervisory control technique is
shown to be effective in controlling the temperature of the receiver
in the DS system as the speed changes. Simulation results and ex-
perimental measurements validate the maximum energy harness
ability of the proposed variable-speed DS solar–thermal system.
Index Terms—Dish-Stirling system, solar–thermal power gener-
ation, temperature control.
I. INTRODUCTION
D ISH-STIRLING (DS) solar–thermal power generationsystem involves the use of parabolic dish-like reflector
to concentrate sunlight to a small area located at the focal point
of the mirrors [1]. A hollow chamber, called the receiver and
placed at the focal point, becomes the heat source for a Stir-
ling engine. Stirling engine is a type of closed-cycle external
heat engine and is capable of operating at high efficiency, and
it releases no emissions. Unfortunately, the often random and
uncontrollable nature of solar irradiance makes the control of
the harnessed energy most challenging. Appropriate system de-
sign and operations of the DS power plant are called for. In this
connection, the development of suitable DS model for the power
plant and control system has been reported in [2]–[8]. In the au-
thors’ previous work [2], the steady-state relationship between
the engine speed and the generated power has been derived. It
shows that harnessed energy from the sun can be maximized if
variable-speed operation of the DS system can be realized. As
shall be shown in latter sections, variations of the engine speed
would impact negatively on the control of the temperature of the
receiver: strict control of the temperature is crucial to ensure safe
and effective operation of the DS system [2]–[4]. Review of the
open literature indicates that there are very few reported works
on the variable-speed operation of grid-connected DS system as
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no suitable mathematical model has been derived. Existing mod-
els of the prime mover proved to be either too complex [5]–[7]
or so simplified that they are unsuitable for use in power system
studies [8]. Furthermore, in adopting variable-speed operations
for the DS system, doubly fed induction generator (DFIG) is
attractive due to its economic advantage over permanent mag-
net synchronous generator (PMSG). While reported works on
speed and power control of DFIG for wind turbines is abound,
see e.g. [9], the present investigation shall show that the design
of control scheme for such a DS-DFIG system is more complex
because the power regulating ability of the generating system
will be impacted by the receiver operating temperature. The ap-
proach described in [8] ignores the temperature effects and as
a result, it can lead to unrealistic prediction of the steady-state
and dynamic performances of the DS system.
Accordingly, Section II introduces the overall system config-
uration of the proposed DS-DFIG power plant. By adopting a
more complete analytical representation of the Stirling engine,
an improved model of the DS-DFIG system is derived. Based on
the steady-state analysis of the developed model, speed and cur-
rent control of the DFIG is considered in Section III. A fuzzy su-
pervisory scheme for the DS-DFIG is then selected from the pos-
sible temperature control techniques considered in Section IV.
Numerical examples and experimental results are included in
Sections V and VI, respectively, to validate the maximum en-
ergy harnessing ability of the proposed scheme.
II. DEVELOPMENT OF THE DS-DFIG SYSTEM MODEL
In the DS solar–thermal power generation scheme considered
in [2], [4], and [6], the dish and Stirling engine function as heat
engine to convert solar energy into mechanical energy to drive a
constant-speed induction generator. In contrast, in the variable-
speed DS system equipped with DFIG considered in the present
investigation, a back-to-back converter is added to connect the
rotor windings of the DFIG with the grid through a rotor-side
converter (RSC), a grid-side converter (GSC), a smoothing dc-
link and an LC filter, as shown in Fig. 1. Although the con-
figuration of the generator is similar to that commonly seen in
wind power generation system, the challenge is on developing
a credible model for the prime mover of the generator, i.e., the
dish-Stirling engine. In the following section, a model for the
prime mover is derived from basic heat transfer and thermo-
dynamics principles. This is unlike [8] where the authors have
utilized a simple first-order transfer function to model the DS
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Fig. 1. Schematic diagram of one DS-DFIG unit in a large-scale solar–thermal
power plant.
system, and without clear justification on how the model can
be sufficiently accurate for the purpose of designing the control
system for the DS system.
A. Improved Dish-Stirling Engine Model
In the previous work [2], a normalized average-value model
of the double-acting kinematic Stirling engine was derived un-
der constant-speed operation. The model is intended for use in
conjunction with squirrel-cage induction generator. The present
investigation is to include variable-speed operation of the Stir-
ling engine, and hence, the model needs to be modified. Also,
the assumption made in [2] pertaining to the variations of the
temperature of the receiver of the Stirling engine being much
slower than that of the pressure change is now removed. Starting
from the mass flow equations of the ideal adiabatic model of the
Stirling engine, the rather involved derivation in Appendix A
shows the following equations can be obtained:
Q˙h = ηhQ˙h,adi = ηh [Khpmeanωm + A(gA)
+Cpmean T˙h ] (1)
Pm = ηmPm,adi = ηmKmpmeanωm (2)
gA = M˙ = p˙mean (3)
where Q˙h and Pm are the absorbed heat flow rate and generated
mechanical power of the Stirling engine, respectively, pmean is
the mean pressure of the working gas, ωm is the engine speed,
gA is the net gas flow rate from the high- and low-pressure tanks
to the engine cylinders, M is the total mass of the working gas in
the cylinders, and Th is the temperature of the receiver/absorber.
Kh , Km , A, and C are constants, as defined in Appendix A.
Their parametric values depend on the physical dimensions of
the Stirling engine and are expressed in terms of the selected
base values shown in the Appendix A.
As explained in [2], various types of thermal and mechanical
losses have not been considered in the ideal adiabatic analysis.
Hence, thermal efficiency coefficients ηh and ηm , which are
functions of pmean and ωm , have been incorporated in (1) and
(2) to yield a more realistic steady-state characterization of the
Stirling engine. The efficiency coefficients are expressed as
ηh =
Q˙h(0)
Q˙h,adi(0)
=
∑1
i=0
∑1
j=0 aij p
i
meanω
j
m
Khpmeanωm
(4)
ηm =
Pm (0)
Pm,adi(0)
=
∑1
i=0
∑2
j=0 bij p
i
meanω
j
m
Kmpmeanωm
(5)
Fig. 2. Block diagram of the normalized average-value model of the DS
system
where aij and bij are the multivariate polynomial (MP) coef-
ficients pertaining to the actual input and output powers of the
Stirling engine respectively.
The receiver/absorber temperature Th is affected by the input
solar insolation I and absorbed heat Q˙h of the Stirling engine.
A part of the thermal energy shall be lost to the atmosphere
through heat transfer. The equation governing this dynamic is
Trec T˙h = Krec(KconI − Q˙h)− (Th − Ta) (6)
where Ta is the normalized temperature of the atmosphere [2].
The constants Trec , Krec , and Kcon are governed by the effi-
ciency of the dish, projection area, and thermal characteristics
of the absorber, among other factors. Through mean pressure
control technique, Q˙h is regulated by varying the pressure of
the working gas via supplying or dumping the gas using fast-
responding solenoid valves. The process is modeled as
Tv (gA˙) = −(gA) + Kvc (7)
where Kv and Tv are the gain and time constants of the solenoid
valves, and c is the input command of the solenoid valves to
control the working gas. Based on (1)–(7), a more accurate
average-value model of the dish and Stirling engine compared
to that shown in [2] is derived and is as shown in Fig. 2.
B. Modeling of DFIG and RSC
As the purpose of the present investigation is to design tem-
perature and speed control systems for the DS-DFIG, the model
used in [8] for the induction machine and converter can be sim-
plified by ignoring the much faster electromagnetic dynamics.
Traditionally, current control forms the inner loop of the double-
loop feedback PI control of DFIG whereas the outer loop is for
speed/power control. With appropriate decoupling techniques,
the design of the inner and outer loops PI controllers can be
carried out separately because the dynamics of the inner (elec-
tromagnetic) loop are much faster than that of the outer (elec-
tromechanical and thermomechanical) loop. Thus, in the design
of the speed and temperature controllers, the inner loop can be
modeled as an ideal current or torque generator. The electro-
magnetic torque τe is assumed to be the same as its reference
value, i.e., τ ∗e = τ e . As a result, the electromechanical dynamics
of the DFIG contain only the equation of motion
2H ′ω˙m = τm − τ ′e − F ′ωm (8)
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where H′ and F′ are the equivalent inertia constant and friction
factor of a single-lumped-mass shaft system respectively. H′, F′,
and τ ′e have been converted to the same bases as those used in
the normalized model of the DS developed in Appendix A.
C. Linearized Model
The DS-DFIG system is expected to operate under constant
changes in the solar irradiance I. Thus, it would be meaningful to
first construct a suitable model which describes the behavior of
the solar–thermal plant under such small-disturbance condition.
For a small displacement about any arbitrary operating point
I = I0 , pmean = p0 , ωm = ωm0 , and Th = Th0 , using (1), (4),
and (6), one can obtain the small-signal equation governing the
working gas pressure and heat transfer dynamics
(Trec + ηh0KrecCp0)ΔT˙h + ΔTh = Krec [KconΔI
− ηh0AΔp˙mean − (a10 + a11ωm0)Δpmean
− (a01 + a11p0)Δωm ] (9)
where ηh0 is the corresponding thermal efficiency at the oper-
ating point. From (9), the following transfer functions can be
obtained:
ΔTh(s)
Δpmean(s)
=
−KrecKhp(1− Tse1s)
1 + T ′recs
(10)
ΔTh(s)
Δωm (s)
=
−KrecKhw
1 + T ′recs
(11)
ΔTh(s)
ΔI(s)
=
KrecKcon
1 + T ′recs
. (12)
Similarly, using (2), (3), (5), (7), and (8), the following small-
signal equations can also be obtained:
Δp˙mean = Δ(gA) (13)
Δτm = KmpΔpmean + KmwΔωm (14)
TvΔ(gA˙) = −Δ(gA) + KvΔc (15)
2H ′Δω˙m = Δτm −Δτ ′e − F ′Δωm (16)
where the expressions for the parameters Khp , Khw , Kmp ,
Kmw , Tse1 , and T ′rec are given in Appendix B.
Equations (9) and (13)–(16) constitute the linearized small-
signal model of the DS-DFIG power plant, which can be used
for controller design. The fourth-order model has two inputs
Δc and Δτ ′e , and two outputs ΔTh and Δωm , while ΔI is the
disturbance. Classical speed control technique of DFIG is well
established, and the technique can reject the torque disturbance
Δτm introduced by the prime mover. However, the traditional
mean pressure control technique for regulating the DS temper-
ature is designed without considering speed variation Δωm . As
shall be shown later, Δωm does contribute toward ΔTh . Thus, in
this investigation, the speed controller will be designed first and
then the temperature controller can be designed by considering
the speed as a disturbance, as shown in the following sections.
Fig. 3. Operating region and MPPT curve of DS-DFIG system.
III. SPEED CONTROL OF DFIG
In this section, speed control of the DS-DFIG shall be con-
sidered for the purpose of maximizing its output power.
A. Optimal Stirling Engine Speed for Maximum Output Power
The expression for the steady-state mean pressure of the
working gas can be obtained by substituting (1) into (6) and
let dTh/dt = 0
pmean =
KconI − a01ωm − a00 − (1− Ta)/Krec
a11ωm + a10
. (17)
In arriving at (17), one assumes the temperature is maintained
at the maximum value, i.e., Th = 1.0 p.u. This is because the
thermal efficiency of the engine increases with the temperature
of the working gas. However, the temperature must not exceed
a preset limit so as to prevent damage to the absorber tubes.
Substituting (17) into (2), one can obtain a family of the steady-
state mechanical power Pm versus engine speed ωm curves at
various solar irradiance levels I, as shown in Fig. 3.
The steady-state operations of the DS-DFIG system are some-
what constrained due to practical limits placed on the mean pres-
sure pmean of the working gas and I. The constraints have to be
reflected in Fig. 3. In Fig. 3, thePm − ωm curve under maximum
pmean operation is shown by the line A–J, whereas that at the
minimum pmean is the curve C–E. A–B is part of the Pm − ωm
curve corresponding to the maximum I. Furthermore, as the op-
erating speed range of a Stirling engine is typically much wider
than that of a DFIG, feasible speed range of a DS-DFIG sys-
tem is thus constrained by the range of the DFIG rotor speed
ωr . Typically, DFIG operates within the range of 0.65–1.3 p.u.
of the synchronous speed. If no spinning reserve or frequency
support is required from the DS-DFIG, the nominal Stirling en-
gine speed can be designed to match the maximum DFIG speed,
i.e., 1.3 p.u. of the synchronous speed. Thus, the correspond-
ing minimum engine speed is reduced to ωm,min = 0.65/1.3 =
0.5 p.u. of the nominal engine speed. Thus, the feasible steady-
state operating engine speed is between 0.5 and 1 p.u. of the
nominal engine speed. By incorporating this engine speed range
constraint into the Pm − ωm plot, it is clear that the feasible
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Fig. 4. Steady-state relationship between optimal engine speed and insolation.
operating state of the DS-DFIG system is within the area A–D–
G–F–A shown in Fig. 3.
Within the feasible operating area, maximum power harness
can be realized by the control of the engine/generator speed.
In Fig. 3, the maximum power point tracking (MPPT) locus is
indicated by the line A–H–K–G which is made up of three line
sections: A–H governs the maximum power harness under rela-
tively high I but is restricted by the maximum pmean limit of the
Stirling engine, H–K is the theoretical MPPT locus at interme-
diate I level, and when I drops below the level corresponding to
the point K, the speed of the DFIG reaches its minimum limit.
For a given I, the corresponding speed on the MPPT curve is
defined as the optimal speed ωm,opt(I). Since A–H–K–G is a
known function of I, ωm,opt(I) can be calculated. So for real-
time MPPT application, the engine speed can be regulated to
track ωm,opt(I) since I can be measured on-line and is known.
Denote the MPPT locus by the function Pm,opt =
fMPPT(ωm,opt). Substituting (17) into (2), the steady-state re-
lationship between ωm,opt and I can be shown to be
Pm,opt = fMPPT(ωm ,opt) = (b00 + b01ωm ,opt + b02ω2m ,opt)
+(b10 + b11ωm ,opt + b12ω2m ,opt)
KconI − a01ωm ,opt − a′00
a11ωm ,opt + a′10
(18)
The ωm,opt − I curve corresponding to the MPPT curve A–
H–K–G is shown in Fig. 4. From (18) and Fig. 4, it can be seen
that ωm,opt is a complex and nonlinear function of I. For the
purpose of analysis and control system design, this curve can
be approximated by three linear sections: A–H corresponds to
the maximum pressure section, H–K is the theoretical MPPT
section while K–G is that of the minimum speed. For small-
signal analysis, revised MPPT curve can be expressed as
Δω∗m = Δωm,opt = kMPPTΔI (19)
where kMPPT is the slope of the ωm,opt − I curve at the corre-
sponding insolation level. Equation (19) indicates that one only
needs to set the engine speed reference signal ω∗m in the DS
speed control system to ωm,opt in order to achieve MPPT.
B. Current and Speed Control of DFIG
As explained in Section II-B, τe is assumed to be the
same as its reference value τ ∗e . Without any loss of generality,
Fig. 5. Linearized DS-DFIG plant model for temperature control system
design.
stator-voltage-oriented vector control (SVOC) is considered. In
this scheme, the d-axis rotor current idr is proportional to the
electromagnetic torque τe , thus the corresponding d-axis current
reference is
i∗dr =
Ls
(ψsLm )
τ ∗e (20)
where Ls is the stator self-inductance, Lm is the magnetizing
inductance, and ψs is the magnitude of the stator flux link-
age. Various speed/power control strategies for DFIG have been
discussed in [10], and they would be suitable for use in the
DS-DFIG system. In Fig. 5, a closed-loop speed PI controller
is used. The speed reference ω∗m obtained from the ωm,opt − I
curve shown in Fig. 4 or (19) is compared with the measured
engine/generator speed, and the error signal is sent to the speed
regulator. kp,w and ki,w of the PI controller can be tuned using
classical control techniques. Torque reference τ ∗e is generated as
the output of a speed regulator, the small-signal representation
of which is
Δτ ′∗e = kp,w (Δωm −Δω∗m ) + Δz (21)
Δz˙ = ki,w (Δωm −Δω∗m ) (22)
where z is the output of the integrator of the PI controller.
The control of q-axis rotor current iqr depends on the strategy
of reactive power/terminal voltage control. Design methods are
available and interested readers may wish to refer to [10] and
this aspect shall not be elaborated in this article.
IV. TEMPERATURE CONTROL UNDER
VARIABLE-SPEED OPERATION
As explained in Section II-C, the speed control loop can reject
the torque disturbance caused by temperature variation in the
prime mover. Thus, the speed control system of DFIG can be
designed first using well-established methods and the speed con-
trol loop becomes part of the whole plant for which the design of
the temperature controller is to be dealt with next. The original
plant model governed by (9) and (13)–(16) is reduced to a single-
input single-output (SISO) system with the disturbance ΔI.
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Fig. 6. Block diagram of classical control method with droop characteristic.
The block diagram of the reduced DS-DFIG plant model for
temperature controller design is shown in Fig. 5.
A. Temperature Control With Droop Characteristics
Temperature control based on droop characteristic for the
conventional constant-speed DS system is introduced in [3] and
is discussed in [2] and [4]. The block diagram of the overall
control system is shown in Fig. 6, which shows an inner loop
where the mean pressure of the working gas is regulated by the
proportional controller Gp . The outer loop includes the droop
setting block. The droop characteristic introduces steady-state
error of the temperature. The transient droop compensation is
equivalent to a series lead–lag compensator, which can improve
damping for the nonminimum phase system [2]. The temper-
ature of the receiver at periods of low I would be lower than
that at high I. So in order to increase the thermal efficiency of
the DS system, the droop of the temperature controller needs
to be reduced but this is at the expense of deterioration in
system damping. Steady-state error cannot be eliminated using
the transient droop compensation technique [2]. Furthermore,
the feedforward compensator based on speed input proposed
in [2] is designed for constant-speed operation. This controller
design approach is obviously un-acceptable for the variable-
speed operation and new temperature control schemes shall be
examined next.
B. Local State Feedback With Integral Control
In order to maximize the thermal efficiency of the DS-DFIG
system, temperature control system with zero steady-state error
performance is necessary. By incorporating (19), (21), and (22)
into (9) and (13)–(16), the small-signal state-space model of a
SISO system at operating point x = x0 is obtained
Δx˙ = AΔx + BΔu + Δd
Δy = CΔx
}
(23)
where Δx = [Δ(gA)ΔpmeanΔThΔωmΔz]T , Δu = Δc,
Δd = [0 0KconKrec/T ′rec kMPPTkp,w /(2H′) – kMPPTki ,w ]T
ΔI, and Δy = ΔTh . Detailed expressions for the elements in
matrices A, B, and C are given in Appendix B where it can be
seen that the parametric values of elements of A are dependent
on Khp , Khw , Kmp , Kmw , Tse1 , and T ′rec , which are, in turn,
nonlinear functions of the state variables pmean and ωm , and
thus I.
All the state variables in x are measurable: For example,
thermocouple sensors, pressure gauges, and speed sensors are
used to measure Th , pmean , and ωm , respectively, in the DS
system described in [11], whereas gA can be calculated as it
is the derivative of pmean , and z can be generated as it is the
output signal of the integrator of the speed regulator. Thus,
full-state feedback control strategy can be realized to achieve
temperature control. The design of the controller could be based
on the placement of closed-loop poles in desirable locations in
the complex plane. In addition, an integral control is introduced
to eliminate the steady-state error in Th due to step change in I.
The structure of the controller is thus
Δu = −K1Δx−K2
∫
(Δy −Δyr )dt (24)
where Δyr is the reference for Th . K1 = [K11K12K13K14K15 ]
and K2 are the gain parameters of the state feedback and integral
control loops respectively, and their values can be calculated us-
ing well-established pole-placement technique. Indeed, by fol-
lowing the analysis method shown in [12], it can be shown that
if the following requirements are met, placement of the poles at
any desirable locations in the complex plane is achievable and
the DS heater temperature Th will reach its set value following
a step disturbance of I. The requirements are as follows.
1) The original system (23) is controllable.
2) The augmented matrix R =
[
A 0
C 0
]
is full rank.
Check for compliance of the two requirements can be
achieved using existing computational tool such as MATLAB
[13]. Hence from (23) and (24), the transfer function g(s) be-
tween the output y and the input reference yr can be derived
g(s) =
Δy(s)
Δyr (s)
= C′(sI−A′)−1B′ (25)
where A′ =
[
A−BK1 −BK2
C 0
]
, B′ =
[
0 0 0 0 0 −1 ]T
and C′ =
[
0 0 1 0 0 0
]
. By selecting the closed-loop poles at
s = λ1 − λ6 , K1 and K2 can be obtained by solving
|C′ (sI−A′)−1 B′| =
6∏
n=1
(s− λn ). (26)
There are various methods to obtain the solutions of (26).
Interested readers may refer to [12] for the details.
C. Fuzzy Supervisory Control Scheme
In practice, I tends to vary slowly compared to the thermo-
dynamics of the Stirling engine and electromagnetic dynamics
of the power system. Gain scheduling technique [14] can be
adopted in this instance because it allows the most appropriate
set of control parameters to be applied as the DS system op-
erating states vary with the often random I variations. Thus, a
fuzzy supervisory control scheme is proposed which involves
first the design of several local temperature controllers at se-
lected steady-state operating points. The plant operating state
can be characterized by I(t), which is measured using insola-
tion sensors such as pyranometers. Specifically in this inves-
tigation, the insolation level is partitioned into three operating
sections. For each section, a corresponding controller is de-
signed using the full-state feedback and integral control method
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Fig. 7. Overall control scheme for the DS-DFIG system.
described earlier. A Takagi–Sugeno fuzzy supervisor is used
to calculate the average output of the controllers according to
the measured I. Thus, with three triangular membership func-
tions u(low) , u(medium) , and u(high) to characterize I, the global
output of the controllers can be expressed as
u = μ(low)u(low) + μ(medium)u(medium) + μ(high)u(high)
(27)
where u(low) , u(medium) , and u(high) are the output of the con-
trollers designed at I = 0.3, 0.6, and 0.9 p.u., respectively.
V. ILLUSTRATIVE EXAMPLE
A. Simulation Model of the Test System
In this example, a 9-MW DS-DFIG system is assumed con-
nected to a large grid through an equivalent impedance of 0.005
+ j0.028 p.u., on 100 MVA base. The DFIG is represented by a
fifth-order model [15]. The back-to-back voltage source convert-
ers (VSCs) are modeled without the consideration of harmonics
and losses. The prime mover is represented by the improved
average-value model presented in Section II-A. Parameters of
the DS-DFIG, converters and the control systems are given in
Appendix C. The overall control system of the RSC and the
temperature control is shown in Fig. 7. Simulation was carried
out in MATLAB/Simulink.
Before applying the control scheme proposed in
Sections IV-B and IV-C, three sets of the system matrices A,
B, and C corresponding to the three selected operating irradi-
ance levels I = 0.3, 0.6, and 0.9 p.u were calculated based on
the system parametric values given in Appendix C. Furthermore,
using MATLAB, it was verifed that the system is controllable
and the augmented matrix R is of full rank. Thus, the fuzzy su-
pervisory control scheme can be realized, based on the full-state
feedback with integral control. Complete pole placement is fea-
sible. Using (26) and (27), the control parameters K1 and K2
corresponding to the selected irradiance levels were calculated
and they are also shown in Appendix C.
B. Case 1: Transient Response Under Insolation Change
This example is to compare the dynamic performances of
the temperature controllers designed using different approaches.
Fig. 8. DS-DFIG responses to 0.05 p.u. step increase in I at I0 = 0.9 p.u.
Solid line: fuzzy supervisory control; dashed line: droop control; dotted line:
full-state feedback control tuned at I = 0.6 p.u. (medium level).
Fig. 9. DS-DFIG responses to a ramp increase in I at 0.1 p.u./s. Solid line:
fuzzy supervisory control; dashed line: droop control; dotted line: full-state
feedback control tuned at I = 0.6 p.u. (medium level).
Fig. 8 shows the engine speed ωm and temperature Th responses
following a 0.05-p.u. step increase of I at the initial operating
point I0 = 0.9 p.u. The control parameters of the state-feedback
controller is tuned at I = 0.6 p.u. Hence, it is not surprising to
note that the perturbations in Th are poorly damped. On the
other hand, the fuzzy supervisory controller is seen to provide
much improved dynamic performance, as it is able to adjust the
control parameters according to the measured insolation level.
Fig. 9 shows the dynamic response of the DS-DFIG system
when I is assumed to increase from 0.25 to 1.0 p.u. at a rate of 0.1
p.u./s, i.e., 100 W/(m2·s). Normally, a rate of 30 W/(m2·s) is con-
sidered to be fast [16], and hence, this is an extremely strenuous
test. It can be seen as I increases from 0.3 to 1 p.u., the engine ac-
celerates from 0.5 to 1.0 p.u. of nominal engine speed, i.e., from
the −35% to +30% of the synchronous speed. With the droop
controller, the temperature is not at the maximum level until I is
at the maximum. Hence, the droop controller cannot ensure the
DS-DFIG system is operating at the maximum efficiency level.
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Fig. 10. Comparison of generated power between variable- and constant-
speed DS systems: in (a) and (b), the dashed line shows the insolation, solid line
is the power from DS-DFIG and the dotted line is the power from constant-speed
DS system; in (c), the grey solid line is the number of hours, the black solid line
is the power from DS-DFIG and the dotted line is that from the constant-speed
DS system.
This shortcoming is alleviated using the state feedback and fuzzy
supervisory controllers as they allow the steady-state error in the
temperature to be reduced. As the state feedback controller with
a single integrator can only eliminate the steady-state errors
following a step change disturbance, temperature rises during
the ramp change of I. The maximum temperature rise depends
on the maximum rate of change of I. From Fig. 9, although all
the controllers have produced similar dynamic performances at
low and medium I levels, the fuzzy supervisory controller can
maintain the temperature at the set value more effectively than
the state feedback controller at higher I levels.
C. Case 2: Maximum Power Point Tracking
This example is to demonstrate the maximum power tracking
capability of the designed system. For such long-term studies,
steady-state analysis was carried out. Generated powers from
the proposed DS-DFIG MPPT scheme and traditional constant-
speed DS system described in [2] are compared. In this example,
the hourly measured insolation level of 2005 and that of every
minute on August 5 and 6, 2005, were downloaded from [17].
The location where the measurements were taken is latitude
45.587° and longitude 10.44°. August 5, 2005, was a clear day,
whereas it was cloudy on the next. Fig. 10(a) and (b) shows
the generated power on the clear and cloudy days, respectively.
It can be seen that through the proposed MPPT scheme, the
DS-DFIG system is able to extract more power and hence, more
energy from the sun. In this case, the energy harness increases
by 3.63% and 10.83% in the clear and cloudy days, respectively.
From the number of hours versus insolation level distribution
Fig. 11. Schematic of experimental setup for DS-DFIG system.
profile shown in Fig. 10(c), the total amount of energy harness
in 2005 can be calculated under the proposed DS-DFIG MPPT
and constant-speed operations. In this example, the proposed
MPPT scheme can increase energy harness by about 5.6%.
VI. EXPERIMENTAL RESULTS OF MAXIMUM POWER TRACKING
OPERATION OF DS-DFIG SYSTEM
A DS-DFIG emulator has been developed in the authors’
laboratory, with the view to study the maximum energy harness
ability of the DS-DFIG system. The developed system is based
on the use of a separately excited dc motor to generate the
equivalent mechanical torque from the DS under specific I level
and engine/motor speed. This approach is similar to that often
used in the studies of variable-speed wind power generation
systems [9].
The required mechanical torque under insolation I and engine
speed ωm can be calculated using (2), (5) and (17), i.e.,
τm =
1∑
i=0
2∑
j=0
bij
(
KconI−a01ωm − a00 − (1−Ta)/Krec
a11ωm + a10
)i
ωj−1m .
(28)
In the experimental setup, the dc armature voltage Va is man-
ually varied, instead of using a dc drive, so as to reduce the
hardware requirements. The steady-state relationship between
the mechanical torque τm , dc motor speed ωm , and dc armature
voltage Va can be readily shown to be
Va =
Keωmωm,N +
√
τmωmPm,N Ra
2
(29)
where Ke is the torque constant and Ra is the armature resis-
tance of the dc machine. The mechanical power is assumed to
be the same as the input dc power of dc motor. Thus, using (28)
and (29), the required dc armature voltage Va can be calculated
for the steady-state DS simulator.
The schematic of the constructed DS-DFIG system is shown
in Fig. 11. The speed and current control system of DFIG, (28)
and (29) were implemented under dSpace (DS1104) platform,
with MATLAB/Simulink in real-time interface. A 1.0-kW sep-
arately excited dc motor is connected to a 1.0-kW DFIG with
an RSC. Fig. 12 shows the experimental setup. Samples of the
steady-state experimental results are shown in Table I. The mea-
sured results are normalized using the base values of DFIG and
compared with the theoretical results, as shown in Fig. 3. It can
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Fig. 12. Experimental setup of the DS-DFIG system with DS simulator.
TABLE I
RESULTS OBTAINED UNDER STEADY-STATE OPERATION OF DS-DFIG
I (p.u.) ωm (p.u.) τm (p.u.) Va (V) P (W)
0.6 0.65 0.9677 158.5 743.8
0.6 0.75 0.8663 176.6 749.7
0.6 1.05 0.6112 233.6 740.7
0.6 1.25 0.5003 273.0 721.6
0.5 0.65 0.7399 152.8 554.9
0.5 0.75 0.6443 171.6 557.6
0.5 1.05 0.4493 230 544.3
0.5 1.25 0.3643 269.9 525.4
0.4 0.65 0.4881 147.1 366.1
0.4 0.75 0.4224 166.6 365.5
0.4 1.05 0.2875 226.3 348.3
0.4 1.25 0.2283 266.9 329.3
Fig. 13. Experimental results obtained at maximum power operation when
I = 0.626 p.u.: (a) dc armature voltage and current; (b) ac stator voltage and
current.
be seen that the measured results (identified by the symbol Δ)
are in close agreement with those obtained from the theoretical
analysis.
Samples of the steady-state waveforms of the armature volt-
age and current are shown in Fig. 13. It shows that at I =
0.626 p.u., the dc motor/DFIG speed is controlled at the optimal
speed ωm,opt = 0.75 p.u. By regulating the armature voltage at
206.2 V, as determined by (28) and (29), the measured armature
current is about 2.6 A. The resulting power of 0.536 p.u. (on 1
kW base) compares favorably with the value calculated using
(18), which is 0.5338 p.u.
VII. CONCLUSION
An improved model of the Stirling engine has been derived
for the study of variable-speed operation of the DS system. The
proposed DS-DFIG system is to realize maximum energy har-
ness. A supervisory fuzzy control scheme has been identified as
a suitable means because it can effectively mitigate the impacts
of the engine speed variations on the DS receiver temperature.
Simulation and experimental results have demonstrated the ef-
fectiveness of the proposed approach in maximizing the solar
energy harness while ensuring satisfactory control of the re-
ceiver temperature of the DS-DFIG system.
APPENDIX A
In [2], an average-value model of the Stirling engine was
derived using ideal adiabatic analysis. However, in arriving at
this model, the engine speed was assumed constant. Moreover,
the rate of change of the temperature was assumed to be much
slower than that of the pressure, i.e., DT/T  Dp/p. These
assumptions may not be valid for the variable-speed operation
of the DS. Thus, in this appendix, an improved average-value
model of the engine for variable-speed operation will be de-
veloped. Note the meaning of the symbols used herewith were
explained in [2] and would not be repeated here due to space
constraint.
The mass flow equations of the ideal adiabatic model consid-
ering temperature variation are
Dmh = mh(Dp/p−DTh/Th) (30)
gArh = gAhe+Dmh = Dme+Dmh. (31)
Substituting (30) into (31) and using the ideal gas equation,
one can obtain
gArh = Dme+
(
Vh
RTh
)
Dp−
(
Vh
RT 2h
)
pDTh. (32)
Unlike [2] where the third term of (32) is ignored by assuming
DTh/Th  Dp/p, this term is retained and the total heat ab-
sorbed by four cylinders of the double-acting kinematic Stirling
engine is
DQh,total =
4∑
i=1
DQh,i = −Vh
©1
︷ ︸︸ ︷
4∑
i=1
Dpi −cpTh
©2
︷ ︸︸ ︷
4∑
i=1
Dme,i
+
cp
R
©3
︷ ︸︸ ︷
4∑
i=1
(
piDve,i + ve,i
Dpi
γ
)
+
cpVh
R
©4
︷ ︸︸ ︷
4∑
i=1
(
DTh,i
Th,i
pi
)
. (33)
where i = 1− 4 indicates the cylinder number.
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First, ©1 and ©3 in (33) have already been derived in [2], i.e.,
4∑
i=1
Dpi = 4Dpmean (34)
4∑
i=1
(piDve,i + ve,i Dpi/ γ) =
4R
cp
V1pmean +
4cv
cp
V3Dpmean .
(35)
Next,©4 in (33) can be readily evaluated as
4∑
i=1
(
DTh,i
Th,i
)
pi ≈
(
pmean
Th,max
)
DTh. (36)
Finally, since the assumption DTh/Th  Dp/p is not valid,
©2 in (33) can be evaluated in the following way:
Dme,i = D
(
pive,i
RTe,i
)
≈ piDve,i
RTh
+
ve,iDpi
RTh
− pive,iDTh
RT 2h
.
(37)
Thus, the summation of (37) is
4∑
i=1
Dme,i =
1
RTh
(
4∑
i=1
piDve,i +
4∑
i=1
ve,iDpi
−DTh
Th
4∑
i=1
pive,i
)
. (38)
From [2], we have
4∑
i=1
piDve,i = 4V1pmean (39)
4∑
i=1
ve,iDpi = 4V2pmean + 4V3Dpmean (40)
4∑
i=1
pive,i = 4V3pmean (41)
where V1 = −V2 = −0.25Vsw bcosθ and V3 = Vd +
0.25Vsw bsinθ. Thus, substituting (39)–(41) into (38), ©2
becomes
4∑
i=1
Dme,i =
(
4V3
RTh
)[
Dpmean −
(
pmean
Th
)
DTh
]
. (42)
Then substituting (34)–(36) and (42) into (33) and assuming
Th = Th,max , one obtains
DQh,total = 4V1pmean − 4(Vh + V3)
×
(
Dpmean +
cppmean
RTh,max
DTh
)
. (43)
The mean pressure of the working gas is proportional to the
total mass of the working gas, i.e.,
pmean = KpM (44)
where the coefficient Kp can be seen as constant when the
temperature is near the normal operation value.
The base values used to derive a normalized model are:
pbase = pmax , the maximum mean pressure (expressed in Pa);
mbase = Mmax , the total mass of the working gas when the
pressure is maximum (kg); Tbase = Th,max , the maximum tem-
perature of receiver (K); ωbase = ωm,N , the nominal engine
speed (rad/s); Pbase = Pm,N , the generated nominal mechani-
cal power (W). With the base values, the per-unit mean pressure
would be equal to the per-unit total mass of the working gas,
i.e.,
p¯mean = M¯. (45)
The overbar “¯” indicates the normalized or per-unit
quantities.
Considering (45) and using the base values to normalize (43)
and converting it into time-domain expression, one obtains
˙¯Qh,adi = K¯h p¯mean ω¯m + AgA + Cp¯mean
˙¯Th (46)
where K¯h = (4pmaxωm,N /Pm,N )V1 , A = −(4pmax/Pm,N )
(Vh + V3), C = (4pmax/Pm,N )(cp/R)(Vh + V3) = (γ/(1−
γ))A, and gA = ˙¯M = ˙¯pmean .
The expression of mechanical power is the same as that in [2]
P¯m,adi = τ¯m ,adiω¯m = K¯m p¯mean ω¯m (47)
where K¯m = (pmaxωm,N /Pm,N )
√
2b sin(θ − 0.75π)Vsw .
In the main text, the overbar “¯” to indicate the normalized
quantities will be omitted. Hence, (1)–(3) are derived.
APPENDIX B
Khp = a10 + a11ωm0 , Khw = a01 + a11p0 , Tse1 =
−ηh0A/(a10 + a11ωm0), T ′rec = Trec + ηh0KrecCp0 ,
Kmp = b10/ωm0 + b11 + b12ωm0 , Kmw = −b00/ω2m0 –
b10p0 /ω2m0 + b02 + b12p0 .
Elements of matrices A, B, and C are: A11 =
−1/Tv , A21 = KrecKhpTse1 , A31 = −KrecKhp/T ′rec ,
A32 = −KrecKhp/T ′rec , A34 = −KrecKhw/T ′rec , A42 =
Kmp/(2H ′), A44 = (Kmw − F ′ − kp,w )/(2H ′), A45 =
−1/(2H ′), A54 = ki,w .B11 = Kv/Tv , C13 = 1, and remain-
ing Aij = Bij = Cij = 0.
APPENDIX C
Prime Mover Parameters: Pm,N = 9 MW, ωm,N = 190.63
rad/s, a00 = 0.045, a10 = 0.068, a01 = 0.20, a11 = 2.14,
b00 = −0.038, b10 = −0.072, b01 = 0.055, b11 = 1.21, a02 =
−0.026, a00 = −0.13, A = −0.2735, C = 0.8752, Kcon =
1.756, Trec = 13.436 s, Krec = 2.865, Ta = 0.288, Kv = 1.0,
and Tv = 0.02 s
DFIG and Converter Parameters: SN = 10 MVA, VN = 575
V, fN = 60 Hz, Rs = 0.023 p.u., Ls = 3.08 p.u., Rr = 0.016
p.u., Lr = 3.06 p.u., Lm = 2.9 p.u., pn = 3, H = 0.685 s, and
F = 0.01.
Controller Parameters: Gp = 25, Dp = 0.043, kp,w = 128,
ki,w = 4200, K
(low)
1 = [1.9, 1046,−22485,−1384,−20.2],
K
(low)
2 = −46057, K(medium)1 = [2, 751,−20508,−1144,
−19.8], K(medium)2 = −56509, K(high)1 = [2.3, 708,−18888,
−244,−5.8], and K(high)2 = −59677.
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