Summary of experiments and supplementary data
Two types of experiments were conducted in this study. We refer to the experiments with fixed slip rates (0.1-2.1 m/s) throughout the runs and with a constant slip rate of 1.9 m/s for 6.4 s followed by a linear deceleration within 24 s as standard constant-velocity tests and slow deceleration tests, respectively. For each experiment, 2.5 gram fault gouge was placed between the host blocks with the gouge layer thickness of ~ 1.2 mm. We ensured that the initial thickness/porosity of the gouge layer is consistent from test to test by compacting the gouge until the axial displacement stabilized before each experiment. The gouge material, host block, normal stress and slip rate for each experiment are given below (Table DR1 ). The peak friction coefficient (μp) for each test was obtained by reading the peak value from the friction curve. For standard constant-velocity experiments with dramatic weakening that can be described well by Mizoguchi's equation (Mizoguchi et al., 2007) , the steady-state friction coefficient (μss) and the slip-weakening distance (Dw) were determined by the leastsquare fitting with the equation. For standard constant-velocity tests with slight or without slip weakening, the μss was obtained by averaging friction coefficient at and near the end of the test. We also corrected the extra torque resulting from the friction on the interface of the Teflon sleeve with the rotary host block. For the constant-velocity experiments with exponential-decay type slip weakening, the intercept method was used to correct the shear stress for Teflon friction (Togo et al., 2011; Yao et al., 2013a ; using equivalent peak and steady-state shear stress of 0.091 MPa and 0.077 MPa). For the constant-velocity experiments with slight slip weakening and the slow deceleration tests, an averaged equivalent shear stress of 0.084 MPa was used to correct the shear stress for Teflon friction. 
Details of temperature calculation
Temperature rise during the experiment was calculated with the finite element method using COMSOL software. The geometric model in the calculation was built according to the sample assembly with real sizes of host blocks, Teflon sleeve and gouge layer (~1.2 mm thick). We are mainly concerned with how the thermal conductivity of the host blocks influences the temperature rise, so the main variable physical properties are listed in Table DR2 below and other properties follow those used in Yao et al. (2013b) .
Boundary and initial conditions were set according to the real situations in the experiments as specified in Yao et al. (2013b) . The main heat source is assumed to be the measured shear stress, and the friction on the interface of the Teflon sleeve and moving host block was set as a secondary heat source. However, the distribution of heat source (or velocity) in the gouge layer was set based on microstructural observations. For the illite-quartz gouge, the shear deformation is localized in two main boundaryparallel shear zones that are each ~100 μm thick and adjacent to the moving and stationary host blocks, respectively ( Fig.3 and Fig. DR3 A-B) . Accordingly, we assume that relative slip only occurs in these two shear zones with relative slip velocity equaling to half of the target slip rate of the experiment. In contrast, for the pure quartz gouge, the shear deformation seems to distribute in the entire gouge layer without clear shear zones (Fig. DR3 C-D ; see changes in grain shape of quartz), thus the heat source was assumed to be a distributed shear case. The energy consumed in the dehydroxylation reaction of illite was ignored in the temperature calculation for the illite-quartz gouge, since the enthalpy of dehydration/dehydroxylation reaction of common clay minerals (e.g. smectite and illite) are only a few percent of the frictional work in common highvelocity friction experiments (Kitajima et al., 2010; Hirono et al., 2013) . The calculation was validated by the temperature measured with thermocouples at two or three positions on the interface of the gouge layer and stationary host block (see an example in Fig. DR2 ).
For solid-cylindrical specimens, 87.5% of torque is exerted from the friction on the outer half of the simulated fault if the friction is considered uniform. Temperature rise is notable in the outer half of the gouge layer, but is much gentler for the inner half. Thus, we use an averaged temperature for the outer half of the shear zone to analyze the temperature dependence of the high-velocity friction and the dominant weakening mechanisms in the article. Table DR2 : A list of thermal conductivity (K), specific heat capacity (Cp), density (ρ) of the four kinds of host blocks and mineral grains used in the temperature calculation.
Brass (C28000) 123 376 8390 Cverna (2002) Stainless steel (AISI 316) 15 500 7980 Cverna (2002) Titanium alloy (Ti90Al6V4) 5.8 580 4420
Online data a , Cverna (2002) Shanxi Gabbro 3.25 650 3200 Yao et al., (2013b) , Waples and Waples (2004) Illite 1.9 900 2700 Brigaud and Vasseur, (1989) , Skauge et al., (1983) Quartz 7.7 740 2700 Clauser and Huenges, (1995) , Waples and Waples (2004) 1. a Website of Goodfellow Cambridge Ltd., http://www.goodfellow.com/E/Titanium-Aluminium-Vanadium.html. Temperature was measured with K-type thermocouples of 1.6 mm in diameter that inserted into small holes in the stationary host specimens and fixed on the gouge-rock interface by high-temperature cement. Reasonable agreement was found between the measured and calculated temperature data although the measured data sometimes show complex oscillations.
Supplementary information on microstructure
Figure DR3: A-B: Back-scattered electron (BSE) images of the deformed illite-quartz gouge layer and simple schematic sketches highlighting the highly-deformed zones. The gouge samples were deformed with brass (A) and gabbro (B) host blocks under a slip rate V of 1.0 m/s and a normal stress σn of 1.0 MPa. In both cases, double highlysheared zones of tens of to about 100 microns in thickness were developed near the rotary and stationary host blocks, respectively. C-E: Comparison of original quartz grains and deformed quartz gouge layer (after run LHV538, σn = 1.0 MPa, V =1.0 m/s). Most of the quartz grains are deformed and grain sizes reduce, suggesting fairly distributed shear deformation. Close-up images reveal that the quartz grains change their shapes from angular grains to nearly round ones (see C-D) with structures look similar to clay-clast aggregates (CCAs; Boutareaud et al. 2008 Boutareaud et al. , 2010 ; see E). The formation of CCAs and their implications have been debated in recent years (Han et al., 2012; Rempe et al., 2014) . Our experiments suggest that the formation of CCAs is not necessarily related to the dynamic weakening process, since almost no slip weakening was observed in the experiment (with brass host blocks) that develop CCAs structures as shown in D-E.
Details of fits to experimental data using a flash heating model updated by Platt et al., (2014)
The classic model of flash heating gives a characteristic weakening velocity Vw (Rice 2006) , above which the dynamic weakening occurs due to thermal degradation of the strength of asperity contacts:
where α is the thermal diffusivity, ρ is the density, c is the heat capacity, D is asperity size, Tw is the weakening temperature, Tf is the ambient temperature of the fault surface, and τc is the contact shear strength. For V<Vw, the friction coefficient is a constant value equal to the coefficient at low slip rates f0, while for
where fw is the friction coefficient in the weakened state. Using the flash heating models developed in Rice (2006) and Beeler et al. (2008) , Platt et al. (2014) showed that temperature effects could be important, leading to large drops in Vw as the fault temperature evolves in the deforming gouge. Thus Eq.2 predicts a slip weakening process as Vw reducing with increasing displacement even at a constant slip rate V. If we neglect the dynamic changes of material properties in the short experimental period following former published work (e.g. Goldsby and Tullis, 2011) , the properties such as α, ρ, c, D and τc all collapse into a constant term. This term along with Tw and the initial value of Tf determines the initial weakening velocity Vw_init at the onset of the experiment (i.e. the Vw in the classic flash heating model). In summary, with measured friction coefficient and calculated temperature versus displacement d, we can get three meaningful independent parameters in the fitting, i.e. Tw, fw and Vw_init, using the following rearranged equation:
The volume-averaged temperature of outer-half slip zone is taken as Tf in the fitting (see details in section 2 in the Data Repository). The friction coefficient at low slip rates f0 is assumed to be the peak friction coefficient in the experiments, which is slightly different from run to run. The ratio of the two square terms in Eq.3 predicts how Vw evolves with Tf and d as compared to its initial value at the beginning of the experiment,
In Fig. 4B -C in the main text, the fits to the five experiments of the illite-quartz gouge were obtained by using same Vw_init, Tw and fw, since we think these three parameters should be inherent properties of the gouge material. However, we cannot get exactly the same values of Vw_init, Tw and fw by fitting each experiment separately because of the uncertainties in the experiments (e.g. the initial compaction and Teflon friction, etc.) and in the temperature calculation (e.g. the thickness of the slip zone and the variation in slip rate within the gouge layer). Fig. DR4 A-B shows how the standard deviation varies with the two fitting parameters (Tw and Vw_init) in the case of using optimal fw for two representative experiments on the illite-quartz gouge (runs LHV513 and LHV609).
Note that the trade-off between Tw and Vw_init allows a range of values to provide a reasonable fit to the experimental data. Considering the effects of fw, the tradeoffs among the three parameters are actually much more complex than what we show here. The red and green stars in Fig. DR4 A-B indicate the locations of the best fitting parameters obtained from the individual fit to the single test and the multiple fits to all the nine tests with dramatic slip weakening, respectively. As shown in Fig. DR4 D-E, the deviation between measured data and theoretical prediction is smaller in the individual fit (see red curves). But in order to have clearer physical meanings, we adopt the fitting parameters obtained from the multiple fits although the deviation is larger in this case. As a comparison, the fitting results for the quartz gouge data are shown in Fig.  DR4 C and F although the only one experiment (LHV578) showing dramatic weakening was involved in the fitting. In consideration of the parameter tradeoffs and the relatively high μss in run LHV578 (0.27; it can be much lower at higher velocities), we simply use fixed fw of 0, 0.04 (quartzite data from Goldsby and Tullis, 2011) , 0.1 and 0.15, and find optimal Tw and Vw_init through fitting. As is shown in Fig. DR4 F, the fitting curves almost overlap but the fitted parameters vary a lot, probably implying large uncertainties in the fitting due to limited experimental data for the quartz gouge.
The fits to the illite-quartz gouge data yield Tw = 296 °C, Vw_init = 2.31 m/s, and fw = 0.15. We think the estimated Tw of 296 °C for the illite-quartz gouge is reasonable if we consider that the breakdown of illite can weaken the asperity contacts in the illitequartz mixture. Hirono et al. (2013) reported thermogravimetric analysis results of experimentally sheared illite. They found that the dehydroxylation (breakdown of illite crystal structure) temperature of the sheared illite can be lowered to 200~300 °C, as compared to over ~400°C for the undeformed illite. In consideration of the uncertainties in reaction kinetics during high-speed frictional sliding, the Tw of 296 °C for the illitequartz gouge is reasonable with respect to the physical expectation.
The fits to quartz gouge data yield Tw = 650-850 °C and Vw_init = 1.94-2.63 m/s in the case of fixing fw = 0-0.15. The estimated Tw of ~650-850 °C may be linked to a phase transition. This temperature is much lower than bulk melting temperature of quartz, but previous work has claimed that a layer of melt may not be required for weakening by flash heating (Molinari et al., 1999; Rice, 2006) . Furthermore, even assuming that the flash weakening is due to melting on contacts, it does not mean that the Tw has to be equal to the bulk melting temperature determined from lab measurement. One important reason is that melting is a physico-chemical process related to thermodynamics, so the high-rate shear deformation along with frictional heating in our experiments probably can enhance the kinetics of melting on asperity contacts and thus lower the melting point. Figure DR4 : A-C: The standard deviation (Sd.) of the fits plotted as a function of weakening temperature Tw and initial weakening velocity Vw_init for two representative tests on the illite-quartz gouge using Ti-alloy host blocks (A-B) and one test on the quartz gouge using gabbro host blocks (C). D-E: Comparison of measured frictional data (solid orange curves) and predicted friction evolutions using the fitting parameters (Tw, fw and Vw_init) obtained from the individual fit to the single test (dashed red curves) and the multiple fits to all the nine tests showing dramatic slip weakening (μss less than ~0.3; LHV330, LHV535, LHV513, LHV355, LHV534, LHV516, LHV339, LHV608 and LHV609; dashed green curves). F: Comparison of the measured quartz gouge data and the model predictions obtained from individual fit, with given fw of 0, 0.04, 0.1 and 0.15. The stars in A-C indicate the locations of the fitted Tw and Vw_init corresponding to the fitted curves shown in D-F, respectively.
