The study includes the application of Feed Forward Back Propagation and Cascade Forward Back Propagation Algorithms on the cognitive skills of adults. The algorithms in question are two of the Artificial Neural Network Algorithms. The Wechsler Adult Intelligence Scale Revised (WAIS-R) test has been administered on a total of 414 individuals, 401 of which are unhealthy and 13 of them are healthy, over a period of 10 years. Different intellectual profiles have been used to measure the correlation between the mental functioning of the subjects and their psychopathological data. Data has been formed and administered on patients and healthy individuals. Classification has been done by applying such data obtained on the artificial neural network algorithms. The necessity of using parameters in a thorough has been revealed through the accuracy rates obtained from the classifications.
Introduction
WAIS-R, which includes 11 subtests, globally measures and demonstrates the capacity of adults regarding their voluntary movements; logical reasoning and coping with such factors at ease [1] , [6] , [7] , [14] . Information on the subtests of the WAIS-R, methods of application as well as other relevant data have been provided in detail ( [1] , [2] , [4] , [5] - [12] , [15] , [17] - [22] , [24] , [27] , [29] - [31] ). Lawyer [19] and his team put forth a model in order to define the morphological relations of cognitive skills in schizophrenia and calculate the probabilities between these relations. The relation with verbal learning and working memory was analyzed by Bayesian method. Neural connection of the functions of verbal learning attention, working memory, subcortical and cerebellar structures was measured. Subramani and his team [26] established two staged machine learning model so as to apply and develop the problem of dementia staging. In the CDRS (Clinical Dementia Rating Scale) measurement, a categorical scoring is obtained for the first stage of the model. For the second stage, global CDRS score and learning operation are combined. For the task of staging of dementia severity, demographic variables and cognitive test results were applied as input to C4.5, CART, C4.5 Rules algorithms. The study revealed that the two staged model had a better accuracy in classification compared to the model with one stage. Shankle [24] and his team applied the best combination yielding clinical practice and accuracy for the 6 subscale calculation of CDR test. The purpose of their study was to establish high volume dementia clinic that made use of medical informatics and to facilitate the process of diagnosis for the patients through Machine Learning algorithms. 34 attributes were applied onto Naive Bayes, C4.5, C4.5 Rules and CART algorithms so as to obtain the CDR (Clinical Dementia Rating) scores in this parametric structure. Naive Bayes method yielded the best accuracy rate as to classification. In this study, two of the artificial neural networks, namely Feed Forward Back Propagation (FFBP) and Cascade Forward Back Propagation (CFBP), have been utilized on the data obtained by administering WAIS-R test on a total of 414 individuals, 401 of whom had cognitive disorders and 13 of whom were healthy ones. These two algorithms have been applied as input neuron. Algorithms have been used to carry out classification of the disorder and the classifications have been compared with one another. While carrying out the classification, two different datasets have been used. Dataset 1 is comprised of data taken from Verbal Comprehension, Perceptual Reasoning, Working Memory, Processing Speed profiles while Data Set 2 include data with Working Memory excluded from the Data Set 1. As a result of this study, it has been revealed that there is the necessity of having accuracy in applying the Working Memory profile in the WAIS-R test for the patients. Table 3 . The purpose of doing evaluation with two different data sets results from the necessity of applying profiles from WAIS-R test in a complete and thorough way. This is particularly important for medical doctors while diagnosing the disorder just as it is while doing classification through machine learning algorithm.
Methodology
The general structure of the Cascade Forward Back Propagation and Feed Forward Back Propagation algorithms as ANN methods and explanation of the significant data in the diagnosis of disorder applied on the input layer of these methods has also been provided. Artificial Neural Network A basic artificial neuron has more simple structure than that of a biological neuron. The most basic neuron model is given in Fig. 1 . In an artificial neuron, there exists mainly data received from the external environment or other neurons, which are inputs, weights, addition function, activation function and outputs. Data received from the outside is bound to the neuron through the weights. The weights define the impact of the relevant input. The total function is calculated by the net input and this net input is a product of the relevant weights. Activation function computes the net output during the operation and this operation also yields the neuron output. Activation function is generally a non-linear function. b, as shown in Fig. 2 , is a constant or is named as the bias or the threshold value of the activation function [8] , [16] , [28] . The mathematical model of the neuron can be seen in Fig. 1 .
As seen in the Equation 1, Output (O) is the product of the X inputs and the weights applied onto the X inputs. Here, W is the weights matrix, X is the inputs matrix and n is the number of inputs:
If we are to formulize it,
Figure 2: Block Diagram for Back Propagation Algorithm [11] , [16] , [28] .
The denotation above can be used.
In the application of our study, the input layer neuron number (X) is 22 based on Data Set 1. Input layer neuron number (X) is 20 (parameter values of WAIS-R test applied on the patients) based on Data Set 2. The neuron number on the output layer (O) is comprised of patients and healthy individuals for the two data sets.
Feed Forward Back Propagation Algorithm
Consequently, the output level depends on the starting weight of the weight correction processing in the reverse direction and continues until it reaches the input level. The resulting system makes mistakes, but continues processing until the desired learning of something new from this error [11] , [16] , [28] . According to algorithm;
Step 1: Network architecture is defined and weighted start with some random small numbers, and they presented the first entry to the network. Here in the m-dimensional input patterns are entered,
Step 2: Similarly, the desired output layer is n-dimensional patterns
T . In our experiment m is 22 for Data Set 1 and m is 20 for Data Set 2, n = 2 for both of Data Sets. [n= Not Healthy, Healthy]. MLP structure is in Figure 2. Step 3: The value of x the output values of the neurons in layer i corresponds to the total input layer neuron j,
Step 4: j th neuron output is in the hidden layer
Step 5: f j is the transfer function. The total input is in the output layer of k neuron
Step 6: Output of network is compared with the real output and error is calculated as:
Step 7: The total square error is calculated for each pattern:
Cascade Forward Back Propagation Algorithm Cascade forward back propagation algorithm resembles feed forward back propagation [11] , [16] . The only difference is that each cell in the input layer is bound to each cell in the middle layer and each cell in the output layer. This means, each subsequent cell is bound and the training is performed accordingly. The training procedure can be done with two or multiple layers. Cascade Forward Back Propagation algorithm neural network is provided in Fig. 3(c, d) .
Training and Testing of ANN Network
There are two output neurons on the output layer representing the patients and the healthy individuals. These were applied as input on Feed Forward Back Propagation and Cascade Forward Back Propagation. On the output layer, there are two output neurons that represent the patients and healthy individuals. The training procedure has been performed with two different data sets. As depicted in Table 2 , Data Set 1 has data received from Verbal Comprehension, Perceptual Reasoning,Working Memory, Processing Speed profiles whereas Data Set 2 includes the application of data after having excluded the Working Memory profile (Arithmetic, Assembly Ability) from Data Set 1. The vector size for the training procedure is 414 x 22. Through this approach, the test procedure has been performed by splitting the training data in accordance with cross validation method for the identification performance of Feed Forward Back Propagation and Cascade Forward Back Propagation algorithms regarding healthy individuals and those with disorder. 
Result and Discussion
While carrying out experimental studies on Cascade Forward Back Propagation and Feed Forward Back Propagation, nntool library of MATLAB [27] is used. 414 x 22 vector is applied as 22 parameters in the administration of WAIS-R test for Data Set 1 and 414 x 20 vector is applied as 20 parameters in the administration of WAIS-R test for Data Set 2. For both data sets, training function, trainlm, adaption learning function; learngdm, performance function; mean squared error (mse), number of layers; 2, transfer function were used as tansig in the formation of the network. During the training stage, the epoch number is identified as 1000 and the momentum as 0.001. The training data is split as follows: 70% is the training data, 15% is the test data and 15% is the validation data. Classification accuracy outcomes taken based on both methods and MLP structure are provided in Fig. 3 . For Figure 3 , each section is elaborated on one by one as follows: Figure 3 When one looks into the result of the outcome derived from this experimental study, it is seen that the significance of applying WAIS-R test parameters in a complete and thorough way for the diagnosis of disorder is important.
Conclusion
The study has been carried on with two different data sets while obtaining the classification performance. Data Set 1 contains all the parameters obtained from WAIS-R test whereas Data Set 2 constitutes parameters with Numbering and Assembly Ability parameters being excluded from Data Set 1. These two Data Sets have been applied on Feed Forward Back Propagation and Cascade Forward Back Propagation algorithms. As a result, the importance of applying WAIS-R parameters completely and thoroughly in the diagnosis of the individuals disorders has been emphasized. This is proven by the fact that the disorder classification performance of Data Set 2 is lower than that of Data Set 1 in both algorithms as a result. Hence, this study can be defined as a reliable system that medical doctors can utilize in the field of medicine. At the same time, as the number of data on our database increases, relevant rate and the algorithms in this study will also prove to be a sound reference for other methods in engineering.
