Abstract-This paper explores the connection between sensorbased perception and exploration in the context of haptic object identification. The proposed approach combines 1) object recognition from tactile appearance with 2) purposeful haptic exploration of unknown objects to extract appearance information. The recognition component brings to bear computer-vision techniques by viewing tactile-sensor readings as images. We present a bagof-features framework that uses several tactile-image descriptors, some that are adapted from the vision domain and others that are novel, to estimate a probability distribution over object identity as an unknown object is explored. Haptic exploration is treated as a search problem in a continuous space to take advantage of sampling-based motion planning to explore the unknown object and construct its tactile appearance. Simulation experiments of a robot arm equipped with a haptic sensor at the end-effector provide promising validation, thereby indicating high accuracy in identifying complex shapes from tactile information gathered during exploration. The proposed approach is also validated by using readings from actual tactile sensors to recognize real objects.
. Depiction of a chess piece being explored by our simulated (dark blue) robotic arm and (purple) tactile-sensor system. Note that the tactile-exploration method does not know the position, orientation, or the geometry of the object. offer remarkably high resolutions that depend primarily on the camera being used, size, and other methodological tradeoffs between spatial and depth resolution.
Given the advancement and ubiquity of tactile-force sensors, it becomes important to be able to extract as much information as possible from these sensors about the task at hand. In this study, we use the object recognition task as a benchmark for evaluation of the quality of various ways of interpreting tactile-force-sensor readings. We develop a method to distinguish between objects using only the responses of tactile sensors and compare several representations of tactile information for this purpose. The effectiveness of the method is demonstrated by recognizing a set of complex 3-D objects in simulation and a set of raised letters both in simulation and using real sensors.
Our general approach is to interpret tactile-sensor readings as "tactile images," which measure a patch of the surface of an object. In previous work, we characterized a set of tactile sensors from Pressure Profile Systems (PPS) [3] and developed a simulator to emulate that class of tactile sensors' response in interactions with rigid objects [4] . Tactile sensors were found to be modeled well as camera systems that detected depth information, which is modified by a point-spread function dependent on the thickness of a covering material. Now, we use the same sensor model, but expand the simulation to include the full robotic exploration task, with tactile sensing as the sole form of feedback, as illustrated in Fig. 1 .
By thinking of sensor readings as images, we bring to bear a large body of work from computer vision. The interpretation of the information in these force images is somewhat simpler than in the visual case, since there are no perspective effects and there is only one channel of intensity information. The collection of images, however, is considerably more difficult, since each small patch must be obtained by actively interacting with the environment, while hundreds of features can be extracted from a single passive image in the visual case.
In order to get useful tactile-force readings, we draw from recent advances in sampling-based motion planning [5] , [7] - [13] to design effective exploration strategies of the surface of an unknown object that ensure good local and global coverage. The exploration leverages the idea of selectively sampling the robot workspace to guide the exploration toward unexplored parts of the workspace and locally explore areas where it collects measurements. Since the exploration does not rely on knowing the position, orientation, and geometry of the object, it is suitable even when the unknown object is perturbed between sensor readings, e.g., as a result of robot manipulations. The only requirement is that the object remain relatively stable while taking a sensor measurement. Once the sensors are near the surface, they are pressed down under closed-loop control to maximize the information content of the resulting images.
Due to these differences in the image formation process, it is not obvious how much of our knowledge of visual images will be transferable to tactile images. Accordingly, we take the approach of adapting and testing a variety of promising methods from the vision literature, as well as developing novel ways of representing tactile information.
We are interested specifically in the interpretation of tactile images, which describe local surface appearance. We have, therefore, isolated the appearance portion of the objectrecognition task from its geometric counterpart to better observe the effects of changes in the appearance representation. Inspired by the success of bag-of-features techniques in the vision domain, we present an appearance-based recognition algorithm adapted to the domain of tactile data. Appearance-only algorithms are particularly useful for systems that cannot accurately measure the positions at which contacts are made or if the object is perturbed during exploration. A good understanding of information provided by appearance alone will also better inform the design of algorithms that use geometry information as well, thus minimizing the data needed to identify objects, which cannot be discriminated with appearance or geometry information alone.
The bag-of-features algorithm is applied to the images collected during exploration to maintain an online estimate of the probability of object identity, as illustrated in Fig. 2 . The system is, therefore, able to output its best guess at object identity, as well as its confidence in that identification (as a full confusion matrix, if desired), at any given time in the exploration. Experiments demonstrate the discriminative power provided by only a small number of sensor readings with this framework. Performance continues to increase with more readings, as a better estimate of the appearance distribution can be modeled. 
II. RELATED WORK
Although object recognition has been widely explored in the vision literature, haptic approaches have received relatively little attention, probably due to the inadequacy of available sensors. Early approaches focused almost entirely on producing clouds of contact points to constrain the geometry of the object [14] - [18] . Several researchers made use of tactile sensors, but typically only for the purpose of localizing contact points or estimating surface normals associated with each contact point [18] - [22] . Whereas these methods rely almost entirely on the location and net force produced by contacts, in order to reduce the impact of perturbations, our work takes a different approach and relies instead on tactile appearance.
Other work has focused on extracting simple-shape features, such as lines, points, or corners [23] - [25] , but application of such features for recognition has been largely heuristic, thereby requiring hand tuning for each object. Some researchers have instead employed hybrid techniques, thereby supplementing haptic sensing with information from vision systems [26] - [29] .
At the same time, some of the most-successful objectrecognition systems in the vision literature are based on local features, often without any associated geometry information [30] - [32] . A recent overview of this study is provided in [33] . These "bag-of-features" methods typically sample small patches of an image and use one of several descriptors to extract feature vectors from these patches and then represent objects as producing distributions over these feature vectors. Although the performance of local descriptors has been comprehensively studied on visual data [34] , [35] , no work that we are aware of has yet applied these techniques to tactile data. Interestingly, a recent psychophysical study indicates humans may use local feature-based processing as well for tactile recognition [36] . We develop novel methods for adapting the feature-based approach to haptics and demonstrate its effectiveness in the new domain.
The recent work by Schneider et al. [37] is most closely related to ours, since it also applies bag-of-features to data from tactile-force sensors. The work presented in this paper goes farther than Schneider et al. in several important ways. In their experiments, the pose of the objects is always known, thus considerably simplifying both the recognition problem and the process by which sensor readings are collected. The latter is simply treated as the selection of the height at which to grip the object. In this study, however, we leave the object pose as unknown (i.e., bounded only to be within the robot workspace), and we present exploration algorithms to collect consistent sensor readings in the face of this additional challenge. Additionally, Schneider et al. simply used the raw tactile-sensor images as features, whereas we investigated several possible descriptors for extraction of informative features.
Some of the work above has addressed the issue of how to conduct haptic exploration of an unknown object, but generally with the goal of constraining the object's geometry, rather than that of collecting informative and consistent tactile-force readings. Schneider et al. discussed the selection of maximally informative grasps using entropy minimization, but they do not address the gripping process or its effect on the resulting tactile images. Kraft et al. [38, App.] described a pair of proportional-integral (PI) controllers for collecting tactile-force sensor readings with consistent applied force and orientation, with the goal of estimating the surface normal. We derive a new but similar set of controllers that also align the tactile sensor with the object's surface normal and apply a target force with the goal of extracting consistent sensor readings of a given patch of object surface.
III. EXPLORATION
When exploring an unknown object, the objective is to collect sensor measurements from various locations on the object surface that would enable the recognition method to identify the unknown object. The fact that there is no a priori information about the position, orientation, and the geometry of the unknown object makes the exploration more challenging. Only the workspace boundaries of the robot are known, and it is assumed that the object is somewhere within these bounds. The exploration is carried out in a simulator, which models the robot (as an articulated arm) and the behavior of the haptic sensor, which is attached to the end-effector. Details of the simulator can be found in Section V-A.
Exploration strategies employed in this paper vary from local strategies that attempt to cover one area and then move on to explore the next neighboring area, to global strategies that attempt to take sensor measurements from all over the surface of the unknown object. Exploration makes use of a local controller, which enables the robotic system to take consistent sensor measurements regardless of the sensor's angle of approach to the surface of the unknown object. The rest of this section describes, in more detail, the exploration strategies (see Section III-A) and the local control (see Section III-B).
A. Strategies to Explore the Unknown Object
Drawing from sampling-based motion planning [5] , [6] , the underlying idea in exploration is to sample various poses inside the robot workspace and compute collision-free motions that move the robot arm so that the sensor achieves the desired pose. The planner maintains a tree data structure, which is rooted at the initial configuration of the robot arm. The tree vertices consist of collision-free configurations, while edges indicate collision-free motions between the configurations that they connect.
The planner employs two strategies to grow the tree, with one geared toward global exploration and another toward local exploration. At each iteration, the planner makes a probabilistic selection of which strategy to use; the local strategy is selected with probability L, and the global strategy is selected with probability 1 − L. A study of the impact of L on the overall performance is presented in Section V.
To guide the exploration to obtain a global view, the planner samples a target position p uniformly at random inside the workspace boundaries. Then, the planner selects the configuration q from the tree whose associated sensor location is closest to p. This strategy, drawing from the rapidly exploring random tree [7] algorithm, has the effect of pulling the exploration toward new and different locations to ensure global coverage.
To guide the exploration based on local coverage, the planner imposes an implicit uniform grid over the workspace. Each time the sensor makes contact with the unknown object and a measurement is taken, the location of the sensor is added to the corresponding grid cell. This way, each grid cell maintains a list of locations from which sensor measurements have been taken. From the list of nonempty grid cells, a cell c is then selected with probability inversely proportional to the number of measurements taken from locations inside that cell. Thus, the planner gives preference to cells that have few measurements, since further exploration of these cells may increase the local coverage. The planner then selects a location uniformly at random from all the locations associated with c and samples a target position p uniformly at random inside a small sphere centered at . The configuration from which to expand the tree is then selected as the configuration in the tree that is closest to p. This way, the planner attempts to increase the local coverage of the selected cell and move the exploration toward neighboring areas.
After a configuration q in the tree and a target position p are selected, the objective of the planner is to expand the tree from q toward p. Recall that the planner only knows the workspace boundaries and has no a priori information about the position, orientation, and the geometry of the unknown object. For this reason, the planner takes small steps toward p. In particular, at each iteration, the planner computes the direction from the location of the sensor to p and attempts to move in that direction to a nearby point p . The planner employs numerical inverse kinematics to compute the configuration q that places the sensor at location p . The planner then relies on a controller to slowly move the robot arm from configuration q to q . If at any time during this movement the object is sensed, the planner switches to the surface-contact-control scheme, which is described in the next section, to obtain a measurement.
As evidenced by the experiments, this combination of local and global strategies allows for an effective exploration of the surface of the unknown object. The exploration process is illustrated on a 3-D model of a chess piece in Fig. 1 , which shows where 100 tactile images were extracted using the planner, alongside depictions of the first 50 of these images.
We also note that, since the exploration strategy does not rely on knowing the position, orientation, and geometry of the object, the exploration strategy is suitable even when the unknown object is perturbed between sensor readings, e.g., as a result of robot manipulations. In fact, such motions have no effect on the global strategy, since the global strategy is guided by uniform sampling inside the workspace. The effect on the local strategy is minimal as well. If the planner takes a sensor measurement at location , it will attempt to take another sensor measurement at a target position p sampled uniformly at random inside a sphere centered at . As such, even if the unknown object is perturbed when taking a sensor measurement at , it is likely that it moved locally so that sampling in a local neighborhood of is generally suitable to accommodate such motions. As the experiments indicate in Section V-B4, the overall approach remains effective even when the unknown object is perturbed between sensor readings.
B. Surface-Contact Control
The objective of the surface-contact-control scheme is to extract a consistent descriptor each time a sensor measurement is taken at a given object location, regardless of the sensor's angle of approach to the surface, to provide the object recognition scheme with reliable estimates of the local surface properties. Because of the small field of view of typical tactile sensors, normalization of the image with respect to the contact pose cannot be expected to be achievable solely through postprocessing of the resulting images. Therefore, to achieve measurement consistency, some level of closed-loop control is necessary. The entire control scheme used in this portion of the exploration process is illustrated in Fig. 3(a) .
Three local controllers are used to establish consistent sensor poses. All controllers use the output of the tactile sensor to compute commands for the robot arm.
The overall strategy begins with the approach controller [see Fig. 3(c) ], which moves the sensor in a given direction until it comes into contact with the object. Achieving contact then engages the press controller [see Fig. 3(d) ], which continues to move the sensor along the same axis until the average pressure of all sensor elements. Then, the orient controller is engaged to bring the sensor as close to coplanar with the object surface as possible. Finally, control is passed sequentially back and forth between the press and the orient until both the controllers consecutively issue no command.
While it would be possible to implement surface-contact control using standard closed-loop force-feedback controllers, with the variety of goals and the complexity of making and breaking contact, we found a stepwise formulation to be useful. The approach and press controllers' implementations are fairly straightforward, while that of the orient is more involved. The approach controller implements essentially a guarded move, which terminates as soon as any sensor element response goes significantly above zero. Press is implemented as a proportionalderivative (PD) controller with a second termination criterion if any single sensor element becomes close to fully saturated. The orient controller operates by fitting a plane to the pressure readings of the individual sensor elements (implicitly fitting a plane to the surface being sensed) and commanding the robot to reorient the sensor normal to the plane fit normal, as shown in Algorithm 1. This process is repeated until either the normals converge to within a thresholded angle of each other or a maximum number of iterations is reached.
It can be seen later in the experiments (see Figs. 5 and 6) that these controllers converge upon features such as edges and corners as well as flat surfaces. Their convergence characteristics are analyzed quantitatively in the presence of noise in Section V-C.
IV. INTERPRETING TACTILE DATA
Each tactile image obtained during testing or training is converted into a feature vector for further processing. Drawing from the computer-vision literature, we make use of image descriptors that have worked well for a wide variety of recognition problems, as described in Section IV-B. The objective of the image descriptors is to extract the most-relevant information for characterization of the local surface properties. Moreover, since surface-contact controllers (see Section III-B) control for orientation except about the axis normal to the sensor surface (and this angle is not recorded), the descriptors need to be invariant to rotations about this axis. The extracted features are then used in the recognition process, as described next. 
A. Bag-of-Features Modeling
A bag-of-features approach [33] is developed to model the appearance of objects. The major steps of the process to learn this model (i.e., training) and to apply it for recognition (i.e., testing) are illustrated in Fig. 4 .
Let O 1 , . . . , O n O denote the object classes used for training. For each object class O j , a set {I j,1 , . . . , I j,n I } of n I images are collected via the exploration procedure described in Section III. Then, for each descriptor d, a set of features F j = {f j,1 , . . . , f j,n F j } is extracted for all of the images from object class j, with the features from each image denoted d(I). The features are then reduced in dimensionality by using principal-component analysis (PCA) and discarding the leastsignificant components that account for up to 10% of the variance. The reduced feature vectors are then grouped into clusters {c 1 , . . . , c n C } by a learned clustering function C(f ), which takes a feature f , and outputs its cluster membership. The choice of an appropriate clustering method is discussed further in Section V-B1.
During testing, the data consist of images obtained by the exploration procedure in Section III-A. Descriptors are extracted from each image, as in training, and then their dimensionality is reduced with the PCA transform from training. Finally, the cluster membership function obtained in training is applied to the descriptors to form an empirical distribution on cluster membership. This process gives a histogram representing the probability of drawing observed features U = {u 1 , . . . , u n U } from each cluster given data from the unknown object, which is denoted as p(c i |U).
Then, given an estimate of p(c i |O j ) from training, the bestmatching object identity D is taken as that which minimizes the Kullback-Liebler (KL) divergence [39] between the distributions p(c i |O j ) and p(c i |U)
Since p(c i |U) is fixed in the optimization, the first term can be dropped, thus leaving
This minimization can also be interpreted as a maximization of the likelihood of the data over object identity, as shown in the Appendix.
Other methods of comparing histogram distributions, such as histogram intersection and χ 2 , were also considered, but experiments indicated that the above formulation gave significantly better results. This formulation is also more easily adaptable to integration with a guided search framework to evaluate the potential-information content of future measurements and choosing an appropriate exploration strategy.
B. Descriptors
Several different descriptors, as described below, are considered for representation of the essential information from the sensor readings in an intensity-and rotation-invariant way. We first present the descriptors that are adapted directly from their counterparts in the computer-vision literature, i.e., the scale-invariant feature transform (SIFT) and MR-8. The remaining descriptors are novel. We also investigated additional vision-inspired descriptors based on steerable filters [40] and the Schmid texture descriptor [41] , but they have been omitted due to poor performance.
1) Vectorize: It takes a tactile image and concatenates its columns to form a vector. The result should not be rotationinvariant unless the images happen to be rotationally symmetric. This is our negative control and can be considered a "do-nothing" descriptor, as inspired, in part, by the work given in [42] , to show a baseline performance level provided by the rest of the method.
2) SIFT: SIFT features have been shown to perform extremely well in visual texture discrimination [34] , [35] . We follow many others in the vision community [43] - [45] by applying only the descriptor portion of the SIFT algorithm to characterize image patches. This practice seems particularly appropriate since the tactile images already represent patches of the object surface. The standard SIFT descriptor [46] is used, as implemented in the VLFeat library [47] , at a scale corresponding to the size of the image and orientation derived in the standard SIFT way. To avoid histogram-sparsity issues, the computation was switched from a 4 × 4 to a 2 × 2 grid of sampling areas at low resolutions, thereby giving a 32-element vector rather than the usual 128. However, no significant differences in performance were observed in this context, as compared with using the full 128-element descriptor, even for the smallest images.
3) MR-8: Varma and Zisserman compared various filter sets for texture classification, and we chose their best-performing filter set, i.e., MR-8 [48] , as one of our descriptors, as implemented by Geusebroek et al. [49] . The maximal-response set consists of first-and second-order derivatives of oriented Gaussians at different scales and angles as well as a symmetrical Gaussian and difference of Gaussians. Rotational invariance is achieved by only taking, from the set of all angles for each oriented filter, that with the largest-magnitude response, on a pixel-by-pixel basis. The oriented filters consist of three scales and two orders of derivatives, which are evaluated at six angles each. Therefore, taking the maxima of these gives six responses, plus the two symmetric filters' responses, for a total of eight. The responses of subsections of the tactile image to all eight of the filters selected by the process above are concatenated to form feature vectors. Then, the set of feature vectors from all sections of the image (four overlapping sections in the 6×6 case) are returned as the image's descriptor. This descriptor is unique among those presented in this study in that it returns multiple feature vectors for each input tactile image. It is also, however, by far the most-computationally expensive, particularly for large images.
4) Moment-Normalized: First, the image is masked so that only pixels within the largest inscribed circle about the image center are retained. Then, following Hu [50] , the descriptor computes spatial moments for the image with respect to the image center (not its center of inertia), normalizes them for scale, and extracts the image's principal axes. The angle of the major axis is taken as a measure of orientation, and the 180
• ambiguity is resolved with the use of the sign of a third-order moment (again from [50] , even though this may still fail for certain types of symmetry). The image is then rotated spatially with bilinear interpolation so that the computed major-axis direction is aligned with the positive X-axis. Finally, the resulting image is converted to a vector, as in Section IV-B1. It should be invariant to intensity changes and rotation, although local control should have already eliminated most of the intensity variations.
5) Polar Fourier:
The descriptor begins by masking out the corners of the image, as in the moment-normalized (MN) descriptor. Then, the image I is resampled using polar coordinates to produce a new rectangular image I P whose axes are radius and angle. Let (x 0 , y 0 ) be the center of the original image, D be the diameter of the image's largest inscribed circle, and i and j vary as {1, 2, . . . , D}. Then, r = (i/2D), θ = (2πj/D), and
where I(x, y) indexes the original image's pixels. This way, each row of this image corresponds to a single radial distance, and moving across columns traces out a circle. Between each consecutive pair of rows of this image, two new rows are added, corresponding to the sum and the difference of the surrounding rows, to form
The Fourier transform of each row of this new image is taken, and the magnitudes of the resulting coefficients are recorded. Since, in the Fourier domain, a rotation about the image center results in only a change in phase, discarding that phase information leaves only the coefficient magnitudes, which should be invariant to rotation. Rotations only cause a particular family of phase changes, however, and therefore, discarding phase information completely also allows many other transformations, such as independent rotations of the various "rings" of the original image represented by the rows of the polar representation. The extra rows added to form I Q serve to provide information on how adjacent rings of the original image were related to mitigate the effects of losing such relationships when discarding the phases of the Fourier components in this polar space. From these coefficients, a vector is formed by choosing the N lowest frequency coefficients from each row, where N is proportional to the radius at which that row's points were sampled, rounded to the nearest whole number. This sampling of coefficients is intended to correspond as closely as possible to a uniform sampling of the original image, which became oversampled toward the center of the image in the conversion to polar coordinates. 6) Moment-Normalized Translation-Invariant: Finally, we also include a modification of the MN descriptor to be invariant to translations, which is referred to as MN translation-invariant (MNTI). This descriptor follows the same procedure as MN up to the final vectorization step. Then, MNTI is obtained by taking a 2-D spatial Fourier transform, recording only the magnitudes of each Fourier component and vectorizing the result.
As in the previous descriptor, discarding the Fourier phase has the effect of adding invariance to a set of transformations. Since we are taking the 2-D transform in the original image space, this includes the set of 2-D translations (once more along with many others). Application of the Fourier transform, however, assumes the image is a repeating signal that wraps around at the image boundary. Therefore, in order to mitigate ringing effects at the boundary, the MN image is first padded to 150% its original size, and these new pixels are set to values linearly interpolating between the original image's boundary pixels and zero.
V. EXPERIMENTS AND RESULTS
The experiments highlight the effectiveness of the proposed framework in recognizing unknown objects from sensor measurements gathered during exploration. The experiments indicate a high degree of recognition accuracy for various simulated shapes. In addition to strong performance in simulation, the proposed framework is shown to be effective in recognizing objects based on real sensor measurements.
A. Experimental Setup 1) Simulated Robotic System:
The simulated robotic system consists of an articulated arm equipped with a haptic sensor at the end-effector. In its initial configuration, the first link of the robotic arm is perpendicular to the xy-plane and all the other links are perpendicular to the yz-plane. Any two consecutive links of the robotic arm are connected by a joint that allows rotations about the y-and z-axes. The haptic sensor is connected to the last link via a universal joint. This particular robotic system was chosen to provide a concrete setup for developing and testing the exploration strategies. Note, however, that the exploration strategies in this paper are general and can be used with any robotic system for which forward kinematics are available.
2) Simulated Haptic Sensor: The tactile sensor is simulated by the method described in our previous work [4] . In brief, the sensor is modeled as an orthographic camera whose viewing volume is defined by a layer of deformable material covering the sensor. Simulated 3-D objects are allowed to penetrate this covering, and the penetration depths are measured by the simulated camera to generate a depth image. A point-spread function is then applied to this image, with parameters dependent upon the physical properties of the covering material. The resulting image is then discretized to the resolution of the tactile sensor being simulated to generate the final tactile image. More details can be found in the original paper [4] .
3) Data Collection During Training: Note that the planner (see Section III) is employed only during the testing stage of the framework when the objective is to identify an unknown object from various sensor measurements taken during exploration. During the training stage, the position, orientation, and geometry of the object are known, so much simpler strategies can be used to collect measurements. In particular, measurements during training are collected by placing the sensor at various locations close to the surface of the object and then allowing the local controllers to converge. More specifically, first a triangle is selected from the triangular mesh with probability proportional to its area. A point p is then sampled uniformly at random inside the selected triangle and the point p is then moved back some distance in the direction opposite to the triangle normal. The sensor is then placed at this location facing toward the triangle. A small perturbation is applied to the sensor orientation, and then, the local controllers are used to approach the surface and take a measurement. This process is repeated until a specified number of sensor measurements are obtained. This way, the exploration strategy during training is computationally fast and allows us to obtain extensive coverage of the object.
B. Simulation Experiments With 3-D Objects
The effectiveness of the framework was first tested on various simulated shapes. The effect of different clustering methods as well as the choice of descriptor under several resolution, noise, and covering configurations were also evaluated. These simulation experiments allowed us to select good parameters for the framework before applying it to real objects and sensors.
For the simulation experiments, a set of ten shapes from the Princeton Shape Benchmark was used, as shown in Fig. 5 . The sample shapes were selected to traverse several domains and to present a variety of interesting surface geometries, in order to cover a large portion of the range of local appearance characteristics that descriptors would need to represent.
For training, the sampler (see Section V-A3) was used to collect 1000 tactile images of each object for learning models of the objects, plus another 100 samples of each object to form a validation set that was used to evaluate performance during the training process. Then, for testing, the planner (see Section III) was used to collect a further 100 samples of each object that were compared with the learned models. This testing stage was then repeated three times, and the results were averaged to smooth out inconsistencies due to small amounts of data. 1) Clustering: A variety of clustering methods were evaluated to form the bag-of-features models. The standard k-means approach was used as a starting point, with the initialization method described in [52] . We considered it essential that the clustering algorithm provide an efficient membership function that can be applied to new data after training, which removed many algorithms from consideration. We began by applying k-means repeatedly with various values of k to mitigate sensitivity to initialization conditions. Performance during this process was measured using a validation set, which consists of data reserved from the training set. The "best" model was maintained as that which displayed the highest classification accuracy on the validation set. Since classification accuracy was a relatively coarse measurement, ties were broken by considering classification reliability, which is the total probability weight allocated to correct classes.
In order to visualize the clustering results, the cluster centers were back-projected through PCA, and then reshaped into the original image space. This is only possible with the vectorize and MN descriptors, as the others involve a loss of spatial information that prevents reconstruction of a unique representative image. Inspecting the cluster centers resulting from k-means revealed several clusters, which either seemed redundant or appeared not to correspond to real data points. These effects motivated investigation of soft-clustering techniques to mitigate the discretization inherent in k-means; therefore, we then turned to Gaussian mixture models (GMMs). We began with the same image descriptors as in k-means, reduced in dimensionality with PCA. A single mixture model with k components was fit to the data. Let a GMM G consisting of n G components, i.e., {g 1 , g 2 , . . . , g n G }, be defined as
where N (μ i , Σ i ) represents a multidimensional normal distribution parameterized by mean μ i and standard deviation Σ i . In order to compute the cluster membership defined in Section IV-A, this set of probabilities was interpreted as a soft binning function into a histogram, where each bin corresponds to a mixture component. The likelihood of each cluster c i associated with the object's entire feature set F = {f } is computed as
where λ is a normalization constant. Sets of data points were then "binned" and summed to form histograms of cluster/component representation, which were compared using the same method described in Section IV-A. A sampling of 48 cluster centers using the MN descriptor is shown in Fig. 6 . As in the k-means case, the mixture component means are back-projected through the PCA transformation and reshaped into the original image space. The differing covariances associated with each mixture component add additional information to this clustering result, but they are not visualized here. The phenomenon mentioned above can still be observed to some extent, but soft membership allows weighted association with all clusters simultaneously, thus imparting much more information than discrete association with a single (potentially outlier) cluster. Accordingly, performance using GMMs was substantially higher, but so was computation time. Fig. 7 compares the performance of the various descriptors on the set of Princeton models, as a function of the number of tactile readings of the object surface that were sampled. In this format, which is used for all our graphs, each data point tells the empirical probability of correctly identifying any unknown object given that number of samples of its surface, using the indicated descriptor. More samples tend to give a better estimate of the true appearance distribution, thereby leading to higher recognition accuracy, but adding nonrepresentative samples can lower accuracy as well.
2) Descriptor Comparison:
The descriptors taken directly from the vision literature (i.e., SIFT and MR) gave poor results; generally, no better than simply using the original image (i.e., vectorize). Polar Fourier (PF) and MNTI perform best in terms of classification accuracy, followed by the MN descriptor. For this reason, only the performance of these top three descriptors (i.e., PF, MNTI, and MN) and vectorize are shown for subsequent tests, although this performance trend was verified to continue under other sensor configurations.
PF and MNTI performed consistently and almost equally well in nearly all our tests, despite having rather-different formulations. Both, however, make use of the magnitudes of Fourier coefficients to obtain invariance with respect to a class of image transformations (and, therefore, the corresponding physical transformations). Despite the fact that there is a significant loss of information in this process, the invariance gained seems to consistently increase performance.
3) Exploration Strategy: We also examined the tradeoff between global and local exploration by varying a parameter L, to select between the two exploration strategies described in Section III-A. L defines the probability at each iteration of exploration of choosing the local exploration strategy, with the remaining probability assigned to the global strategy. Fig. 8 shows performance under three different values of L.
In the ideal case, a random global exploration such as that provided by our sampler seems optimal, as it provides the leastbiased estimate of the true distribution of object surface appearances. Several practical considerations make this approach infeasible, in general, however. First, measuring only the number of sensor readings taken ignores some of the real costs of collecting those measurements. For real robots, randomly sampling the surface of an object is significantly more expensive than focusing on a local area, in terms of time and energy required to move the manipulator between the positions at which each measurement is taken. Additionally, constraints imposed by robot kinematics and collision avoidance restrict the positions and orientations that the sensor can reach. As a result of the above restrictions, the measurements available to the recognition algorithm represent a biased estimate of the true distribution of surface appearance. In our case, local exploration was more fruitful than global exploration (as can be seen by the stronger performance with high values of L in Fig. 8 ), thereby suggesting that it produced a less-biased estimate. This is probably due, in part, to the fact that the sensor must approach from an angle reasonably close to the object's surface normal in order to converge well, at least in simulation. When using the local strategy, the sensor usually approaches from an orientation at which the local controllers converged on a nearby patch of surface, mean- Fig. 9 . Performance of MN and PF on validation data for the tests of Section V-B6. The validation data were collected using the sampler of Section V-A3, whereas test data were collected using the full planning algorithm of Section III. Performance on the validation data is much stronger. ing thereby that it is likely to be close to being aligned with the local surface normal in the new position as well. Using the global strategy, however, there is no such guarantee. As a result, the surface-contact controllers sometimes fail to converge, thus giving unrepresentative images.
One thing we wish to stress, however, is that when good coverage of the object is available, thereby giving an accurate estimate of the true appearance distribution, our method exhibits much stronger performance. During training, for example, nearly every model perfectly classifies the validation set, which is collected by the same method as the training data (but has no overlap with it), using very few samples. For a representative example, Fig. 9 shows the performance of the MN descriptor on validation data at the 6×6 and 26×26 resolutions, which is significantly stronger than that pertaining to the data from exploration, as shown in Fig. 12(a) . Undertaking a real blind-exploration process makes the problem substantially more difficult, and the performance effects of varying L show how important the exploration can be to the overall recognition process. Fig 10 shows recognition performance where the object pose is perturbed by a small amount (up to 10
4) Object Perturbation:
• in orientation and 10% of the object width in translation) each time a sensor reading is taken, as compared with the standard case where the object is fixed. As the results indicate, the exploration and recognition process remains effective, even if the object pose is perturbed after each sensor reading.
5) Varying Covering Thickness:
Next, the effects of varying the thickness of the sensor's covering were investigated. In simulation, changing the covering thickness has two effects: Thicker coverings increase the "viewing volume" of the sensor, thus allowing the detection of larger ranges of depths; they also increase the variance of the Gaussian-point-spread function associated with the covering, thus ultimately resulting in blurrier images. We would expect the former effect to definitely help performance, whereas the latter seems more likely to be detrimental.
The experimental results are shown in Fig. 11 . It seems that the benefits of a larger viewing volume far outweigh any drawbacks from the point spread, as recognition rates are consistently higher with thicker coverings using any descriptor.
6) Varying Sensor Resolution:
The results of varying the resolution of the sensor are shown in Fig. 12 . Three resolutions were chosen to correspond respectively to the PPS sensors (6×6), the rough sensing resolution of the human finger over an equivalent area, which is based on the density of Merkel receptors in the fingertip (14×14), and the sensing density of a high-resolution resistive sensor available from Tekscan [1] over that area (26×26) .
Surprisingly, these results show that increasing the sensor resolution does not generally increase performance in this framework with any of the descriptors tested. In fact, high resolutions often hurt performance. We believe this is due to the highly nonlinear process of the discretization of the tactile image signal, particularly under the effects of small translations.
In fact, let us consider the situation of comparing two tactile images, i.e., A and B, of nearly the same area of an object's surface; however, there is a small displacement in the sensor position where A and B were taken. At low resolutions, small translations of the sensor with respect to the object surface result in little change to what portion of the surface lies within the area of a single sensing element. At high resolutions, however, a small translation can cause each individual pixel to be sensing a completely new patch of surface. When comparing A and B, therefore, one would expect low-resolution versions to be more strongly correlated on a pixel-by-pixel basis than highresolution versions of the same images.
These translation effects can be mitigated in the handling of the images, but at the obvious cost of increased complexity. One place to address the issue is in the choice of the descriptor to use. The MNTI descriptor was derived from MN to be robust to translation effects. Indeed, this descriptor shows less of a decrease in performance than MN or PF as resolution increases, but the effect remains, and it still dominates any gains from the increased information content of these higher resolution images.
7) Robustness to Noise: Fig. 13 shows the performance of the top three descriptors under the influence of noise. During training and testing, each tactile image was corrupted with uniformly distributed zero-mean additive noise, with magnitude equal to 10%, 20%, or 40% of the sensing range, e.g., for values normalized to the sensing range, an input value of 0.5 may range from 0.3 to 0.7 after applying 40% additive noise. Additionally, the performance under noise-free conditions is included as "0."
All descriptors clearly suffer from the effects of noise. The effects on performance are quite sporadic as well, as can be seen from the choppiness of these graphs, as compared with the preceding ones. The general trends in performance also remain the same as the level of noise increases.
C. Convergence of Local Controllers
Convergence characteristics of the local controllers were tested in simulation on the Dragon model, with results shown in Fig. 14 . Both the percentage of approaches in which the controllers successfully converged and the average number of iterations required for successful convergences were recorded under various levels of noise. Noise was added in the same manner as in Section V-B7, which is ranged as a percentage of the total observed force range. All tests were conducted on the Dragon model [see Fig. 5 (h)], due to its variety of interesting surface features. At each noise level, sensor readings were collected until 100 successful convergences. The controllers continued to consistently converge with noise levels as high as 75% and did not begin to have large failure rates until the noise level exceeded the force signal. The number of iterations required for convergence increased steadily with noise levels above 50%. Perhaps surprisingly, small levels of noise improved both convergence rate and time required over the noise-free case. 
D. Simulation Experiments With Raised Letters
The next set of experiments attempts to differentiate a child's set of raised letters (from a Leap Frog "Fridge phonics" magnetic alphabet set), as shown in Fig. 15 , using our DigiTacts sensor system [3] and a simulation of the same. The letters were approximately 2.5 cm per side, while the portion of the sensor being used was approximately 1.2 cm 2 . Each sensing element was 2 mm 2 , for a total resolution of 6×6. Experiments were conducted with both simulated and physical versions of this system.
We began, again, with experiments in simulation, to confirm that the trends observed in the Princeton set still applied to a set of objects with different geometric properties. Simulated letters were generated using a font that was chosen to closely resemble that of the physical letters. 1 As before, we used a training set of 1000 images plus an evaluation set of 100 images and then tested on a separate set of 100 images. This time, however, the robot was restricted to approach only from above the letter models. Since we were not focusing on the exploration process in this case, the sampler in Section V-A3 was used to collect all readings.
Using the same methodology as mentioned previously, we learned models for all 52 uppercase and lowercase letters. Fig. 16(a) shows the results of this training and testing, using the top three descriptors from before. All three achieve more than 90% accuracy, with PF and MNTI, again, outperforming MN with more than 95% accuracy each. Performances appear to have converged to their asymptotic values as a function of number of samples at around 60 samples.
E. Physical Sensors
The effectiveness of the framework was also tested on physical sensor readings with our DigiTacts sensor system. For the experiments with the real sensors, only a subset of the alphabet was used, due to the time required to emulate the data collection of a robotic system. In particular, the subset consisted of the uppercase vowels, i.e., A, E, I, O, and U. A mechanical system was designed to keep the letters level with the sensors, while applying a uniform load at 16 regular positions with 12 angles of rotation. This entire set of configurations was repeated two times to collect a total of 384 readings for each letter.
These 384 readings were then pruned of those configurations for which that particular letter did not make contact with the sensor and postprocessed to normalize for the differences in responsiveness of the individual sensor elements identified in our calibration process, as described in [4] . Then, the remainder were randomly divided into training, validation, and testing sets of size 200, 50, and 100 readings per letter, respectively, and the same training and testing process as above was used. In order to avoid the results being too skewed by the small sample sizes, performances were averaged over seven trials of this full division, training, and testing process. The results are shown in Fig. 16(b) . Note that the training sets are still much smaller than those that were available in the simulation experiments.
In this test, the performance trends are similar to those in the simulation tests, but the MR and vectorize descriptors do better than before, thus performing nearly as well as the three novel descriptors. We believe this is due to inconsistencies in the response of individual sensor elements that were not characterized sufficiently well in our calibration process. All of the other descriptors make the assumption that each sensor element responds identically (after postprocessing) in the course of their respective ways to add rotation-invariance. Using vec- torize, however, the response of each element appears in the same location in the resulting descriptor, thus allowing the system to learn these inconsistencies. Since MR produces multiple feature vectors based on different portions of the image, it also allows the system to pick up on these trends.
F. From Simulation to Reality
Preliminary tests suggest that it is feasible to learn models of objects by exploring simulated versions of them and then apply those models to recognizing the physical objects using real sensors. This capability could allow the recognition of previously unencountered objects, provided that a 3-D model of the object is available, as well as avoiding the time-consuming process of fully exploring the object with a real robot. Fig. 17 shows the results of recognizing the letters using test data taken from the dataset of Section V-E with a model trained in simulation. Performance is shown for sensor readings presented to the recognition algorithm in the order they were collected, as well as averaged over several trials where the order of presentation was randomized. Recognition rates peak at 80% recognition, but there are large fluctuations because there are only five objects. While there is potential for improvement, these results demonstrate recognition performance substantially above chance on objects that had never been sensed.
Some additional steps were necessary to bridge the gap between the simulated and real worlds. During the training process, the simulated tactile images were corrupted with noise to account for the greater variance of the response of the real sensors. Uniform, independent, identically distributed additive noise was applied on a per-element basis, with magnitude on the order of 30% of the observed force range. Some postprocessing was also applied to the physical sensor images. The response of each element was replaced by its square root to account for two effects: First, the displacements being applied to the sensors may have been slightly above the range in which the force response can be estimated as linear. Second, in our mechanical system, the physical sensors were not always as flush with the object surface as the converged position of the sensor in simulation; therefore, this adjustment mitigated the biases introduced by this surface misalignment. Finally, a small Gaussian blur was applied to each physical tactile image to minimize the effects of inconsistencies and nonuniformities in the real sensor response.
VI. CONCLUSION
We presented a method for characterization of 3-D objects using local tactile-appearance features, along with techniques to explore unknown objects to collect data on such features using tactile-force sensors. Experimental results showed the method's strong performance on simulated data and the effects of varying several algorithm parameters. The algorithm was found to perform best using sensors with low spatial resolution and a thick, soft-covering material. Two novel image descriptors, i.e., PF and MNTI, were developed, and both were shown to perform well in a range of situations. An exploration algorithm favoring local over global search was also found to produce more consistent and higher quality results. Experiments also indicated that the exploration and recognition remain effective, even when the unknown object is perturbed after each sensor reading. Finally, we demonstrated the method on real-world data using a set of raised letters, along with recognition tests on simulated versions of these letters for comparison. Preliminary results for applying models learned in simulation toward recognition of the real-world objects show promise for the generation of tactile-appearance models applicable in the physical world for any object of which one has a 3-D model. In addition to allowing great savings in robot time, this capability provides support cross-modality learning for recognition. For instance, a 3-D model of an object could be acquired from vision, yet it could still be used for recognition in the tactile domain. This study established a strong link between exploration (action) and information in the domain of haptic perception.
In future work, we plan to extend this framework to make use of geometry information, thus characterizing the spatially varying surface texture of objects. In this case, either the object location would be fixed, or its motion would be estimated during manipulation. We intend to extend the notion of appearance to deal with multiple sensors and contact locations or sensors of larger extent with potentially irregular geometry, such as those embedded in the fingers and palms of robotic hands. Ultimately, we envision integrating our simulator into a planning system, which could optimize exploration for a real robot to balance benefits and costs, such as expected information gain for a given exploratory procedure and the required time or energy. By combining our notion of local appearance with information about the spatial location of different appearance features, we expect to be able to build even richer haptic models of objects using the most-effective actions.
APPENDIX
As mentioned in Section IV-A, the best-matching object identity D can equivalently be taken as that which maximizes the likelihood of the observed data
For each class, this likelihood can be computed as the probability of observing each feature independently, i.e.,
Setting k i to the number of observed features associated with each cluster, we can factor the above into the the components corresponding to each cluster by expanding and regrouping
In practice, we are given a histogram representing p(C i |U). However, this is simply a multinomial from which we can compute the expected number of features observed from cluster C i as k i = n U p(C i |U). Substituting this into (14) gives
Taking the log of both sides yields
Dropping the n U term, which is fixed over the optimization, would, therefore, give a notion of the "average log likelihood" of a data point, independent of the amount of data observed. Maximizing this quantity is equivalent to minimizing (4).
