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Abstract
Future hypersonic vehicles are likely to use sharp leading
edges on wings and engine inlets to reduce drag.  The radius of
curvature associated with such structures may be one centimeter
or less. The very small size leads to high heating rates that can
be accommodated using advanced materials.  An additional
aspect of the small size concerns the basic gas dynamics.  At
such small scales, the continuum approach invoked in
formulating the Navier-Stokes equations may be invalid.  In
this study, the flow around various sharp leading edge shapes
is computed for a high-altitude point on a typical re-entry
trajectory.  The particle-based direct simulation Monte Carlo
method (DSMC) is employed. Effects are investigated of
variation in free stream velocity and leading edge shape in
terms of flow field and surface properties.  The
aerothermodynamic performance of the sharp leading edges is
assessed using the shock standoff distance, the total drag, and
the heat transfer rate.  The data generated in the present study
form the initial part of a more complete investigation involving
the optimization of leading edges over a hypersonic re-entry
trajectory.
1. Introduction
Air-breathing, hypersonic vehicles are being
considered for use as reusable launch vehicles (RLV’s) and
other trans-atmospheric aircraft.  Among the primary
technology issues concerning the aerodynamics of such vehicles
is the need to minimize overall vehicle drag.  One promising
approach involves the use of sharp leading edges for lifting
surfaces and engine inlets defined using power-law shapes [1].
Prior theoretical and analytical studies have focused attention
on different flight regimes.  For example, O'Brien and Lewis
[2] considered very low altitude, inviscid conditions by solving
the Euler equations, while Santos and Lewis [3,4] applied the
direct simulation Monte Carlo method (DSMC) [5] to study
high altitude, rarefied conditions.  The present work has as its
goal a more comprehensive computational analysis, using
various numerical methods, of the aerodynamic performance of
sharp leading edges across the full range of conditions
experienced in a representative flight trajectory.  The
assessment will involve comparisons of heat transfer, drag
force, and shock standoff distance, for a variety of on- and off-
design points.
To first order, the trajectory of an air-breathing
hypersonic reusable launch vehicle is designed to provide
pressures inside the propulsion system to be a sizeable fraction
of atmospheric pressure in order to achieve efficient
combustion.  For the present numerical studies, we use a
typical air-breathing vehicle trajectory provided by Bertin [6].
For this trajectory, Fig. 1a shows the velocity and dynamic
pressure as a function of altitude. The latter quantity provides a
good estimate of the pressure that can be generated inside the
propulsion system.  For this trajectory, it is clear that efficient
combustion is not available until an altitude of about 45 km.
In the descent from orbit, the RLV would enter on an
equilibrium glide trajectory similar to the Space Shuttle and
the engine, a scramjet in this case, would be ignited at about
45 km.  In Fig. 1b, profiles of stagnation point heat flux and
Knudsen number are shown for the same trajectory.  The heat
flux in MW/m2 is determined using the following correlation
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where RN is the nose radius, taken to be 5 mm representative of
the sharp leading edges of interest in this study, ρSL is sea-level
mass density, and UCO is the orbital velocity (taken to be
7.95km/s). The Knudsen number is computed using a constant,
hard-sphere collision cross section, and a characteristic length
of 5 mm.  Note that, as the vehicle descends through the
atmosphere, the Knudsen number decreases from the rarefied
flow regime (10-1) through the transition regime into the
continuum flow regime (10-4).  While the region of maximum
heat flux (around 40 km) has a Knudsen number in the near-
continuum regime (about 5x10-3), the local radius of curvature
on a sharp leading edge may be smaller than the gross
dimension of 5 mm thus increasing the local Knudsen number.
Hence, the overall assessment of sharp leading edges for such
vehicles requires both continuum and rarefied flow analyses.  In
our work, the continuum regions will be analyzed using the
Navier-Stokes equations and the rarefied regions will be
computed using the DSMC technique.
In this paper, we present our initial results from this
long-term study.  We elect to begin our analysis at a high
altitude condition due to our familiarity with this regime, and
due to the availability of previous DSMC results of Santos and
Lewis [3,4]. In the next section, we describe the DSMC
technique and the particular code and models used in the
present study. Then, we present the various flow conditions
and sharp leading edge geometries that are investigated. Results
12th AIAA International Space Planes and Hypersonic Systems and Technologies
15 - 19 December 2003, Norfolk, Virginia
AIAA 2003-7062
Copyright © 2003 by the American Institute of Aeronautics and Astronautics, Inc. All rights reserved.
2
from the simulations are then presented. Finally, we end with a
summary and concluding remarks.
Fig. 1a. Profiles of velocity and dynamic pressure on a
representative, air-breathing RLV trajectory.
Fig. 1b. Profiles of stagnation point heating and Knudsen
number on a representative, air-breathing RLV trajectory.
2. Numerical Method
As discussed above, the DSMC technique is used in
this study to compute rarefied hypersonic flows around sharp
leading edges.  The DSMC code employed in the present study
is called MONACO and is a general, object-oriented, cell-
based, parallelized implementation of the DSMC method first
developed by Dietrich and Boyd [8]. Parallelization is
performed using domain decomposition. In the original study
[8], a 400-processor computation on the first IBM SP-2 super-
computer was performed using MONACO using 100 million
particles. Since that time, MONACO has been further
developed and applied to a range of rarefied gas problems
including hypersonic viscous interactions [9], three-
dimensional spacecraft plume studies [10], spacecraft glow
modeling [11], thin film deposition [12], and meteoroid trail
analysis [13].
In terms of physical models, MONACO employs the
Variable Soft Sphere (VSS) collision model [14], the variable
rotational energy exchange probability model of Boyd [15], and
the variable vibrational energy exchange probability model of
Vijayakumar et al. [16]. Chemical reactions are included in the
present analysis and are simulated using the Total Collision
Energy (TCE) model of Bird [5]. A 5-species air chemistry
reaction mechanism is implemented. Simulation of the
interactions of the particles with the walls employs
accommodation coefficients to specify the fraction of diffuse
and specular reflections.
MONACO offers a lot of control over the numerical
parameters employed in a simulation. Both unstructured
triangular, or structured rectangular cells may be employed in
two-dimensional simulations. Cell weighting factors and time-
steps may be set uniquely for each cell in the grid.  A sub-cell
system is implemented for selection of collision pairs where
the number of sub-cells is scaled by the local mean free path.
3. Results
MONACO is applied to study four different cases
(listed in Table 1) at an altitude of 70 km where the free stream
atmospheric conditions are: ρ∞=8.3x10-5 kg/m3, and T∞=220 K.
Two different free stream velocities are considered: (1) 3.5
km/s, corresponding to the conditions studied by Santos and
Lewis [3,4]; and (2) 7.5 km/s, corresponding to the point at 70
km shown on the trajectory of Fig. 1.  Three different leading
edge shapes are considered, the first of which is the nominal
case of a cylinder.  The two other cases are derived from the
following simple power-law form as used in Refs. 3, 4:
y = a xn
where x and y are the two-dimensional coordinates, and we
consider the cases of n=0.5 and n=0.7 with a maximum height
of 1 cm. The three different leading edge shapes are compared
in Fig. 2. Notice that the power law shapes increase the degree
of sharpness of the leading edge in comparison to the nominal
cylinder. The wall temperature is fixed at 880 K and fully
diffuse reflection is assumed again for compatibility with Refs.
3 and 4.
Table 1. Cases considered.






The solution procedure adopted is as follows: first, a
coarse simulation is performed with a relatively low number of
particles; then these results are used to generate a new mesh
that is adapted to the spatial distribution of local mean free
path.  For illustration, the final adapted meshes obtained in
this way at 7.5 km/s for the cylinder and for the n=0.7 power-
law shape are shown in Figs. 3a and 3b, respectively.  In these
computational domains, y=0 is a plane of symmetry, the left
hand edge of the mesh is an inflow boundary, the x=xmax plane
is an outflow boundary, and the wall is fully diffuse. As
expected, the mesh is clustered towards the surface due to gas
compression leading to a reduction in the mean free path.  Note
that the level of refinement required for the blunter cylinder
configuration is significantly greater than that for the more
oblique power law shape. For the various cases computed, the
total number of cells is of the order of 10,000 and the total
number of particles is 300,000.  The time step in all
simulations is of the order of 10-9 sec that is a small fraction of
the lowest mean free time.  The simulations are typically run
for several hundred thousand iterations to ensure full
convergence. Contours of temperature ratio for these same two
cases are shown in Figs. 4a and 4b to illustrate the very
different flow fields produced by these two different leading
edge shapes.
Fig. 2. Sharp leading edge shapes considered.
Fig. 3a. Adapted computational mesh for flow around cylinder
at U∞=7.5 km/s.
Fig. 3b. Adapted computational mesh for flow around n=0.7
power-law shape at U∞=7.5 km/s.
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Fig. 4a. Contours of temperature ratio (T/T∞) for flow around
cylinder at U∞=7.5 km/s.
Fig. 4b. Contours of temperature ratio (T/T∞) for flow around
n=0.7 power-law shape at U∞=7.5 km/s.
3.1 Effect of Velocity on Cylindrical Leading Edge
We first consider the effect of free stream velocity on the flow
around the cylindrical leading edge.  Profiles obtained at free
stream velocities of 3.5 and 7.5 km/s are compared along the
stagnation streamline for several different flow properties in
Figs. 5a through 5e. The profiles of density ratio for the two
cases shown in Fig. 5a are nearly identical.  A working
definition for shock standoff distance in nonequilibrium
hypersonic flows is the point at which the density ratio is equal
to six (this is the asymptotic value from perfect diatomic gas
normal shock theory at infinite Mach number).  Using this
definition, the profiles of Fig. 5a indicate that the shock
standoff distance is unchanged by the dramatic increase in free
stream velocity. The profiles of velocity ratio in Fig. 5b are
also almost identical for the two cases. The pressure ratio
profiles in Fig. 5c, as expected, indicate a significantly higher
pressure for the higher velocity case. Figures 5d and 5e show
the temperature ratio profiles for the translational, rotational,
and vibrational energy modes for Cases 1 and 2, respectively.
The profiles for Case 1 shown in Fig. 5d indicate significant
thermal nonequilibrium between the energy modes. The extent
of nonequilibrium is even greater for Case 2 as is the distance
from the wall at which the translational temperature first starts
to increase. It should be noted that most of the current DSMC
results at 3.5 km/s are in excellent agreement with the profiles
reported for the same conditions in Refs. 3 and 4.  The one
exception is the temperature profiles where use of the more
detailed rotational and vibrational relaxation models in
MONACO [15,16] lead to lower rotational and vibrational
temperatures.
Fig. 5a. Density profiles along the cylinder stagnation
streamline at 2 different velocities.
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Fig. 5b. Velocity profiles along the cylinder stagnation
streamline at 2 different velocities.
Fig. 5c. Pressure profiles along the cylinder stagnation
streamline at 2 different velocities.
Fig. 5d. Temperature profiles along the stagnation streamline at
U∞=3.5 km/s for the cylinder.
Fig. 5e. Temperature profiles along the stagnation streamline at
U∞=7.5 km/s for the cylinder.
Profiles of the surface properties for the two
conditions are compared in Figs. 6a through 6c. The following
standard definitions are employed for the pressure, skin

































where pw  is the wall pressure, τw  is the wall shear stress and
q̇ is the heat transfer rate. The dependent variable is the x-
coordinate along the surface divided by the body radius,
R=0.005 m.  Once again it should be noted that the present
DSMC results at 3.5 km/s are in excellent agreement with the
previous profiles at the same conditions reported in Refs. 3 and
4.  The two profiles of pressure coefficient in Fig. 6a are
almost identical and closely follow Newtonian theory.  Both
the skin friction and the heat transfer coefficient are smaller for
the lower velocity case. The stagnation point heat transfer
correlation of Detra et al. [7], Eq. (1), predicts values of Ch for
these conditions of 0.42 and 0.62, at velocities of 3.5 and 7.5
km/s, respectively. While these values exceed those from the
simulations by 20-40%, Eq. (1) does predict that a higher free
stream velocity should produce a higher heat transfer coefficient
in qualitative agreement with the simulation results.
Fig. 6a. Surface profiles of pressure coefficient around the
cylinder.
Fig. 6b. Surface profiles of skin friction coefficient around the
cylinder.
Fig. 6c. Surface profiles of heat transfer coefficient around the
cylinder.
3.2 Effect of Leading Edge Shape
We next consider the effect of variation in the leading
edge shape for the free stream velocity of 7.5 km/s.  Figures 7a
through 7g compare stagnation streamline profiles for the
cylinder, and n=0.5 and n=0.7 power-law shapes, respectively.
The density ratio profiles shown in Fig. 7a reveal significant
reductions in the stagnation point density as the leading edge is
sharpened. Again using the definition of ρ ρ/ ∞ =6 as the
shock standoff distance, it is clear that the shock is barely
detached for the n=0.7 shape.  Minimization of the shock
standoff distance is desirable to avoid flow spillage around the
upper surface of the leading edge that would decrease lift on a
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wing and decrease engine inlet flow rate on a cowl lip, both of
which reduce the vehicle efficiency. The velocity and pressure
profiles, shown in Figs. 7b and 7c, further illustrate the
differences in the compression processes for the three leading
edge shapes. The three sets of temperature profiles shown in
Figs. 7d through 7f illustrate the strong thermal
nonequilibrium effects and the significantly reduced
compression for the n=0.7 case. The high temperature ratios
generated in the cylinder flow are sufficient to cause a
significant amount of molecular oxygen dissociation as
illustrated in Fig. 7g that shows the stagnation streamline mole
fraction profiles for this case. The n=0.7 power-law shape
generated significantly less chemistry.
Fig. 7a. Density profiles along the stagnation streamline at
U∞=7.5 km/s.
Fig. 7b. Velocity profiles along the stagnation streamline at
U∞=7.5 km/s.
Fig. 7c. Pressure profiles along the stagnation streamline at
U∞=7.5 km/s.
Fig. 7d. Temperature profiles along the stagnation streamline at
U∞=7.5 km/s for the cylinder.
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Fig. 7e. Temperature profiles along the stagnation streamline at
U∞=7.5 km/s for n=0.5.
Fig. 7f. Temperature profiles along the stagnation streamline at
U∞=7.5 km/s for n=0.7.
Fig. 7g. Mole fraction profiles along the stagnation streamline
at U∞=7.5 km/s for the cylinder.
Fig. 8a. Surface profiles of pressure coefficient around various
leading edge shapes at U∞=7.5 km/s.
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Fig. 8b. Surface profiles of skin friction coefficient around
various leading edge shapes at U∞=7.5 km/s.
Fig. 8c. Surface profiles of heat transfer coefficient around
various leading edge shapes at U∞=7.5 km/s.
The surface properties for the three shapes are
compared in Figs. 8a through 8c.  Note in all three plots that it
is difficult to obtain information at very small x coordinate for
the n=0.7 power-law shape due to its very sharp profile.  It
should be noted that the mesh resolution employed in this case
at the tip involves cells that are much smaller than the local
mean free path.  The profiles of the coefficient of pressure
indicate similarities between the cylinder and n=0.5 cases, and
again each of these is close to the Newtonian model.  The
n=0.7 case is very different as the pressure does not reach its
stagnation value at the tip.  The profiles for the skin friction
and heat transfer shown in Figs. 8b and 8c, respectively, follow
the expected trends.  The sharper shape of the n=0.7 power-law
leads to increased friction and heat transfer at the tip.
Fig. 9a. Summary of drag data for all cases considered.
Fig. 9b. Summary of shock standoff and maximum heat
transfer coefficient data for all cases considered.
A summary of the computed drag data for all four
cases is provided in Fig. 9a. The contributions from pressure
and skin friction are shown along with the overall drag. Several
conclusions can be drawn from these data.  The values obtained
for the 3.5 km/s cylinder case are almost identical to those
reported by Santos and Lewis [3].  For the same cylinder, the
drag coefficients are almost identical at the two velocities
considered.  At the free stream velocity of 7.5 km/s, making
the leading edge sharper leads to: (1) significant decreases in
pressure drag (by more than a factor of four); (2) significant
increases in skin friction drag (by more than a factor of three);
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(3) modest decreases in overall drag (by about 40%). A
summary plot of the data for shock standoff distance
normalized by the body radius, (∆/R), and maximum heat
transfer coefficient are shown in Fig. 9b. These data clearly
illustrate the advantages and disadvantages of sharper leading
edge shapes.  With the n=0.7 power-law shape, the shock
standoff distance is reduced almost to zero, but this is
accompanied by a factor of two increase in maximum heat
transfer coefficient.
4. Summary
The direct simulation Monte Carlo (DSMC) method was
used to study the aerothermodynamic performance of sharp
leading edges at high altitude, hypersonic flow conditions.
These simulations produced a great deal of detailed information
about the flow fields and surface properties for the conditions
considered.  The first stage of the study investigated the effect
of free stream velocity for a cylindrical leading edge.  It was
found that the profiles of normalized density and velocity along
the stagnation streamline were unchanged by the free stream
velocity. This indicates that the shock standoff distance (when
characterized by density ratio) is unaffected by the free stream
velocity. The surface profile of pressure coefficient was also
unaffected by the free stream velocity. As predicted by the heat
transfer correlation of Detra et al. [7], higher heat transfer
coefficients were computed at the higher free stream velocity.
Qualitatively, the same trend was found for the skin friction
coefficient.
The second stage of the study considered the effects of
changing the leading edge shape at near-orbital velocity.  The
expected trends were obtained. Namely, that the sharp power-
law shape generated much less compression near its tip,
resulting in reduced shock standoff distance and pressure
coefficient.  These improvements in aerothermodynamic
performance were, however, offset by increases in the heat
transfer and skin friction at the tip of this leading edge.
As with prior leading edge studies [3,4], the present
investigation provides quantitative data that can be used to
design leading edge shapes. This design process inevitably
involves a compromise between reduced drag and shock
standoff distance, and increased heat transfer.  The present
investigation represents just the first step in a lengthy analysis
of these issues. Some of the parameters that will be varied in
future studies include altitude, leading edge geometry, surface
temperature, and angle of attack. We are also interested in
investigation of the larger effects of sharp leading edges such as
any influence on boundary layer transition and separation.
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