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재고관리는 제조업에서 중요하게 다루어지는 주제로써 그 동안
다수의 연구가 진행되었으며, 바코드와 RFID(Radio Frequency
Identification)등 새로운 기술을 이용하여 계속 발전되어 왔다. 하
지만 이러한 시스템 하에서도 정보 시스템에 저장되어 있는 재고
의 수량과 실재 재고창고에 존재하는 재고의 수량의 차이가 존재
하는 정물불일치의 현상이 발생하고 이를 해결하기 위해 대다수의
재고창고는 명절 등 휴가기간을 이용하여 연 1∼2회 재고 실사를
진행하는데 이 또한 완벽한 방법이 아니며 개선을 요한다. 따라서
새로운 기술과 방법론을 적용하여 재고관리 시스템의 개선이 필요
하다.
이러한 필요성에 따라 본 연구에서는 3D카메라와 Deep
Learning기술을 응용하여 새로운 재고관리 시스템을 제안하려 한
다. 본 연구는 크게 세 부분으로 구성되어있다. 첫째, 3D카메라를
이용해 재고 구역의 RGB(Red-Green-Blue) & IR(Infrared)이미지
를 취득하는 것. 둘째, 취득된 이미지 데이터와 Deep
Learning(Convolutional Neural Network & Support Vector
Machine)을 이용해 재고의 종류를 파악하는 것. 셋째, Depth 이미
지를 이용해 재고의 수량을 파악하는 것이다. 본 연구는 여러 가
정들과 제약들이 존재한다. 하지만 이와 같은 가정에서도 실제 산
업에 적용될 수 있으리라 기대한다. 본 연구를 통해 재고관리 측
면에서 전통적인 약점이었던 재고의 가시성을 증대시켜, 정물이
일치하는 자동 재고관리 시스템을 제안하고 검증하고자 한다.
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1. 서 론
1.1 연구 배경 및 목적
재고관리의 경우 대규모 재고창고 뿐만 아니라 소규모 상점에서도 이루
어지고 있는 만큼 매우 많은 곳에서 이루어지고 있다. 그 중 바코드를
이용한 재고관리가 가장 흔히 사용된다. 이러한 재고 관리는 기업의 경
쟁력을 결정하는 중요한 요소가 될 수 있다. 특히 고객에게 필요한 시점
에 물건을 제공하기 위해서는 정확하고 신속한 재고관리가 필요하다.
하지만 재고관리를 정확하고 실시간으로 하는 것은 여러 제약이 따른
다. 현재 재고관리는 바코드와 RFID기법을 이용해 진행된다. 재고가 재
고창고에 들어갈 때, 재고창고에서 밖으로 반출될 때 태그를 인식하여
재고의 수량을 관리하는 방식이다. 하지만 이와 같은 방식은 재고 창고
내부에서 재고의 도난, 분실과 같은 상황이 발생하였을 때 이를 파악하
기 어렵다는 문제점이 있다. 또한 이러한 문제를 인식한 재고 창고에서
는 1년에 1∼2회씩 정보 시스템에 있는 재고의 수량과 실제 재고 창고의
재고의 수량이 일치하는지 확인하는 “재고 실사”를 진행한다. 재고 창고
에서는 수백, 수천개의 제품을 보유하고 있기에 이와 같은 재고실사를
실시하는데 있어 많은 비용과 시간이 소요된다.
이와 같은 재고 창고의 “재고 실사”과정을 대체할만한 다양한 연구들이
진행되어왔지만, 대부분의 연구들은 사람이 직접적인 개입이 필요한 연
구들이다. 또한 그 정확도도 높지 않다. “재고 실사”가 진행되는 이유는
정보 시스템과 실제 재고의 수량을 100%에 가깝게 일치시키기 위해서이
다. 따라서 본 연구에서 제안하는 재고관리 시스템의 경우는 재고의 종
류와 수량을 100%에 가까운 정확도로 파악할 수 있어야지 의미가 있을
것이다. 이와 같은 상황을 고려하여 본 연구는 다음과 같은 목적으로 진
행되었다.
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• 3D카메라를 이용한 “정물일치 중심”재고관리에 대한 전체적인 시스
템을 제안할 것이다. 또한 본 시스템의 경우는 사람의 개입이 최소화 되
며, 모든 시스템을 구축하는데 있어 현재 “재고 실사”를 진행하는 데 발
생하는 비용을 단축함을 목표로 할 것이다.
• 위에서 언급한 시스템에서는 가장 중요한 것이 재고의 종류와 재고의
수량을 정확하게 파악할 수 있는지의 여부이다. 3D카메라를 이용한 취득
한 RGB와 IR(적외선) 이미지 데이터를 이용해 Deep Learning과 정수
최적화 이론을 이용하여 재고의 종류와 재고의 수량을 파악하는 알고리
즘을 개발하는 것을 목표로 한다.
• 전체 시스템의 유효성 검증을 통해 높은 정확도(98%∼100%)로 재고
의 종류와 수량을 파악할 수 있는지 검증할 것이다.
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1.2 연구의 범위
본 논문에서는 다품종 대량생산하는 제품들이 보관되는 재고 창고에
한정해 적용할 수 있는 정물일치 재고관리 시스템에 한정하여 논의한다.
다품종의 의미가 다소 모호할 수 있으므로 200개 종류 미만으로 재한하
고, 대량생산의 경우는 파렛트 1개(1100mm*1100mm)분량 이상일 경우
충족한다고 본다. 또한, Deep-Learning의 경우 재고의 종류를 파악 하는
데에만 적용한다.
기존에는 바코드, RFID, 음성인식 등의 기술을 이용하여 재고관리 연구
가 진행되었다. 지금가지 연구된 재고관리 시스템들의 경우, 실제 재고량
과 정보 시스템 상의 재고량의 차이가 있었다. 그렇기에 창고 관리자들
은 재고실사 라는 것을 주기적으로 해왔다. 모든 창고에서 실 재고량과
정보시스템상의 재고량의 불일치가 발생하는 것은 아니지만, 현재까지
적용되고 있는 기술들로는 자동으로 정물일치에 관한 사항을 확인할 수
없다. 그러나 본 연구에서는 재고의 정물일치를 확인하기 위한 재고 실
사 과정이 3D카메라를 이용한 재고 구역의 촬영 데이터 분석을 통해 대
체될 수 있다고 가정하고 연구를 진행하고자 한다.
제안된 시스템이 실질적으로 작용할 수 있는지 확인하기 위해 제품 종
류와 제품의 개수를 달리해가며 검증할 것이다. 또한 실험 결과를 바탕
으로 다른 재고관리 시스템들과 비교하여 유의미한 결과가 나타나는지,
실제 재고창고에서 적용 가능한지에 대해 분석할 것이다.
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1.3 논문의 구성
본 논문의 구성은 다음과 같다. 우선 2장에서는 재고관리에 대한 기존
연구들과 방법론들에 대해 분석하고 정리하였다. 또한 본 연구에서 사용
할 다양한 기법들에 대한 정의와 기존 연구들을 분석하여 정리하였다. 3
장에서는 Deep-Learning과 3D카메라를 이용한 재고관리에 대한 구체적
인 방법과 연구에 대해 정리하였다. 본 연구의 최종적인 시스템에 대하
여 서술하였고, 데이터를 취득하여 Camera Calibration등을 통한 데이터
전처리 단계를 서술하였으며 데이터 분석 단계에서 SVM(Support
Vector Machine)과 CNN(Convolutional Neural Network)를 이용한 재고
의 종류 파악, Edge detection을 이용한 재고의 개수 파악에 대한 방법
을 제시하였다. 4장에서는 3장에서 고안한 재고관리 방안과 방법론을 검
증하기 위해서 가상의 재고창고를 구성하고 재고의 종류와 수량을 정확
히 파악할 수 있는지에 대해 검증하였다. 또한 한 단계 더 나아가 실험
결과를 분석하는 단계에서 다른 재고관리 기법들과의 비교분석을 통해
본 연구의 장단점에 대해 분석하였다. 5장에서는 실험 결과를 바탕으로
본 연구를 요약하고 연구의 의의에 대해 서술하였다. 끝으로, 연구의 한
계점과 추후 연구과제에 대해 서술하였다.
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2. 관련 연구 및 배경이론 정리
이 절에서는 기존에 존재하던 재고관리 방법론과 관련된 연구들에 대해
정리할 것이다. 또한, 본 연구에서 사용될 기법들에 대한 이론을 추가적
으로 다룰 것이다.
2.1 재고관리 방법론
2.1.1 바코드를 이용한 재고관리
바코드를 이용한 재고관리 기법에 있어 바코드란 다양한 폭을 가진 검
은 막대(Black Bar)와 흰 막대(White Bar)를 이용하여 2진법의 수를 표
현하는 방식으로 정보를 저장하는 기술을 말한다. 바코드 기술의 경우,
종이에 단순히 인쇄함으로써 정보를 저장하고 전달할 수 있기 때문에 과
거부터 현재까지 다양한 분야에 사용되고 있다. 최근 들어, 검은 막대와
흰 막대를 사용하는 것이 아닌, 검은색과 흰색의 2차원 배열을 통한 기
술도 개발되었다. 다음의 [그림 2-1]은 2D 바코드의 예시를 나타내고 있
다[Sriram, 1996].
[그림 2-1] 2D 바코드 예시
재고관리에 있어 바코드의 사용은 바코드 정보를 재고 물품에 붙인 후,
해당 바코드 정보가 어떠한 정보를 포함하고 있는지 스캐너를 이용해 판
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독하는 방식을 사용하고 있으며, 다음의 [그림2-2]와 같은 방법으로 시
스템에 적용된다.
[그림 2-2] 바코드를 이용한 재고관리 시스템 [Sriram, 1996]
2.1.2 RFID를 이용한 재고관리
RFID(Radio-Frequency Identification)을 이용한 재고관리 기법에 있어
RFID란 전파를 이용한 기술로서, 먼 거리에 있는 물체에 대한 정보 인
식이 가능하게 하는 전체 시스템을 말한다. 이 시스템의 경우 전파를 방
출하는 RFID태그 부분과 전파를 판독하는 RFID 판독기가 필요하다. 전
파를 방출하는 RFID 태그의 경우에는, 다양한 형태의 태그가 존재하는
데 크게 수동형 태그와 능동형 태그로 분류한다. 수동형 태그란 자체 동
력원이 없이 RFID 판독기에 의해 유도된 전류를 이용해 전파를 방출하
는 원리로 만들어진 태그를 말하며, 능동형 태그란 자체 동력원이 있어
판독기의 도움 없이 자체적으로 태그에서 전파를 방출한다. 이 외에도,
발생시키는 전파의 수파수를 가지고도 구분하기도 하는데, 다양한 분류
방법이 존재한다.
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해당 기술의 경우, 최대 100m 거리에 있는 태그까지 인식할 수 있는
기술이기에 다양한 분야에서 많이 사용되고 있다. 또한 최근 들어, 태그
에 데이터를 저장하는 기준이 마련되었을 뿐만 아니라 높은 인식률, 싼
가격의 보급 등으로 인해 제조, 생산, 유통 등 다양한 분야로 사용이 확
대될 것으로 기대되는 기술이다[Saygin, 2007].
재고관리의 경우 [그림 2-3]에서와 같이 RFID 태그를 재고 물품 또는
재고 창고의 위치에 부착한다. 부착된 RFID 태그에는 해당 재고의 정보
인 위치, 재고량, 입하일시 등이 저장된다. 관련 정보는 데이터베이스에
저장되어 있기에, 출하를 원할 경우 해당 구역으로 이동하여 출하를 진
행하면 된다. 또한 RFID판독기를 컨베이어 벨트, AGV(Auto Guided
Vehicle)와 같은 곳에 장착하여 다양한 위치에 있는 태그들을 인지하고
데이터 수정을 진행하는 등 손쉽게 관리할 수 있다. 이와 같은 방식을
으로 재고관리에 활용한다[Poon, 2009].
[그림 2-3] RFID를 이용한 재고관리 시스템 [Poon, 2009]
2.1.3 이미지를 이용한 재고관리
이미지를 이용해 재고의 개수를 파악하는 것은 사진을 통해 재고의 개
- 8 -
수를 파악하는 것을 의미한다. 재고파악 단계의 첫 단계로는 재고 단일
물품의 사진을 찍어 이미지를 얻고, 이를 기준 데이터로 잡는다. 이후 재
고량을 파악하고자 하는 곳의 사진을 취득하여 Color histogram이라 하
는 방법을 이용해 영상안의 픽셀들에 대한 분포를 분석해 재고량을 파악
하게 된다. 하지만 사진을 확대할 경우 픽셀정보가 선명하지 못한 경우
가 많기에, 이와 같은 경우 Spatial filter을 이용하여 상의 선명화 과정을
거쳐 최종적으로 재고의 개수를 파악하게 된다. 다음의 [그림 2-4]는 이
미지를 이용한 재고수량 파악을 과정을 보여주는 예시를 나타내고 있다
[Verma, 2015].
하지만 이미지를 이용한 재고파악의 경우 3차원적으로 재고가 총 몇 개
존재하는지 파악하는 것이 아니라, 맨 앞부분에 나와 있는 재고의 개수
정도만을 파악할 수 있다는 문제점을 가지고 있으며, 빛에 큰 영향을 받
기에 실재로 재고관리에 있어 사용하기에는 부족한 점이 있다.
[그림 2-4] 이미지를 이용한 재고관리 [Verma, 2015]
2.1.4 기타 방법을 이용한 재고관리
재고관리 방법론은 최근에 들어 다양한 방식으로 이루어지고 있다. 첫
번째로 음성을 이용한 재고관리 방식이다. 해당 방식의 경우 작업자가
직접 재고의 품목을 말하고 재고의 수량을 말하면 컴퓨터가 음성을 인식
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하여 재고관리 데이터베이스에 정보가 저장되는 방식으로 재고관리가 진
행된다.
두 번째로 무게를 이용한 재고관리 방법이다. 해당 방법의 경우 재고가
존재하는 구역에 무게를 측정할 수 있는 저울이 존재하여 재고의 수량을
파악하는데 있어 무게 정보를 이용한다[Hax, 1979].
세 번째로 드론과 카메라를 이용한 재고관리 방법이다. 철강산업 과 같
이 다량의 원재료를 외부에 쌓아놓는 산업의 경우, 원재료를 파악하는데
있어 사람이 직접 원재료의 부피를 추측하여 관리를 해왔다. 하지만 최
근, 카메라를 Drone에 부착하여 원재료가 쌓여있는 부분의 부피를 측정
하는 방식으로 재고관리를 한다.
2.2 배경이론 정리
2.2.1 3D카메라 원리
사물의 2차원적인 색상 정보만을 얻는 2D카메라와 다르게 3D카메라의
경우는 사물과의 거리(Depth)정보를 얻어 입체영상을 획득할 수 있는 카
메라를 말한다. 사물과의 거리(Depth)를 취득하는 원리에는 크게 3가지
가 있다. 스테레오 비전 기술, TOF(Time of Flight) 기술, 구조광 기술
이다. 3D카메라는 위의 기술 중 한 가지를 채택하고 있다.
스테레오 비전 기술이란 카메라를 이용하여 얻은 2차원 정보만 있는 2
장의 이미지를 가지고 양안 시차의 원리를 이용해 3차원의 거리정보를
계산해내는 기술이다. TOF(Time of Flight)기술이란 신호(근적외선, 초
음파, 레이저 등)를 이용하여 신호가 사물에 반사되어 되돌아오는 시간
을 계산해 사물과의 거리를 측정하는 기술을 말한다. 구조광 기술이란
점 형태의 코드화된 적외선 패턴을 비추어, 물체에 맺힌 패턴위치가 어
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디에 있는지 분석하여 거리를 측정하는 기술을 말한다[김순철, 2015].
[그림 2-5]는 각 기술에 대한 원리를 보여준다. 또한 [표 2-1]은 각 기술
의 장단점을 보여준다[이은주, 2013].
[그림 2-5] 3D카메라의 거리측정 원리
[표 2-1] 3D카메라 거리측정 원리 비교분석
장점 단점
스테레오 비전
- 한번 촬영으로 많은 정보
취득
- 2개의 카메라가 필요
- 주변 환경요소에 취약




- 여러 개의 초음파 사용시
긴 측정시간 소요
구조광 기술
- 외부 잡음에 강함
- 빠른 영상처리
- 상대적으로 낮은 정밀도
2.2.2 Support Vector Machine
SVM(Support Vector Machine)은 특정 요소가 어느 범주에 속하는지
라벨링하는 기준을 학습하여, 어떠한 범주에 포함되는지 모르는 요소가
있을 경우, 그 요소의 범주를 자동으로 판별해내는 컴퓨터 알고리즘을
말한다. ‘요소’의 경우, 사진, 글자 등등의 다양한 형태가 될 수 있다.
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[그림 2-6] SVM의 다양한 분석 형태 예시 [Noble, 2006]
SVM의 원리는 간단하다. 범주를 나눠야 하는 요소가 어떠한 특성을
가지고 있는지 추출하고, 이를 기반으로 요소들이 포함되는 범주를 구하
는 것이다. 이러한 요소를 범주화하고, 구분하기 위해서는 네 가지의 단
계가 필요하다[Noble, 2006].
첫째 n차원의 공간을 나눠주는 n차원의 평면을 구해야 한다. 예를 들어
설명하자면 [그림 2-6](a)와 같이 2차원 평면에 빨간색 범주들과 초록색
범주들이 존재한다고 가정해보자. 두 가지 범주를 [그림 2-6](b)와 같이
직선으로 구분해 줄 수 있을 것이다. [그림 2-6](c)의 경우는 1차원에서
의 모습을, [그림 2-6](d)의 경우는 3차원에서의 공간을 나눠주는 평면을
표현하고 있다. 이와 같이 범주를 나누어주는 n차원의 평면을 구해주어
야 한다.
범주별로 공간을 나누어주는 n차원의 평면이 여러 개 존재할 수 있다.
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[그림 2-6](e)와 같은 상황일 경우, n차원의 평면과 가장 가까운 점과의
거리가 가장 먼 n차원의 평면을 선택한다는 규칙을 따른다. 결국 [그림
2-6](e)의 많은 n차원의 평면 중 [그림 2-6](f)에서와 같이 한 개의n차원
평면이 선택된다. 이와 같이 n차원의 평면을 정해준다면, 향후 발생할
수 있는 범주가 모호한 요소들에 대한 위험성을 낮출 수 있다.
셋째로, [그림 2-6](g)에서 보이는 화살표에 나타난 점과 같이 에러 요
소가 존재할 수 있다. 이러한 경우, n차원의 평면을 그리는데 있어 방해
가 된다. 그렇기에, ‘soft margin’을 줌으로써, 이와 같은 에러를 배제한
채 n차원의 평면을 구할 수 있도록 해야 한다.
마지막으로 kernel function을 적용해야 한다. kernel function이란 현재
있는 데이터의 차원을 더 높은 차원으로 만들어주는 함수를 말한다. 예
를 들면, [그림 2-6](i)에서 1차원의 데이터들은 kernel function을 통해
[그림 2-6](j)와 같은 이차원 데이터로 변환될 수 있다. 이 과정을 통해,
더욱 정확하게 요소를 수분할 수 있는 n차원의 평면을 수할 수 있을 것
이다. 지금까지 말한 네 가지의 과정을 통해 SVM이라는 알고리즘이 실
행될 수 있다[Osuna, 1997].
2.2.3 Convolutional Neural Network
[그림 2-7] CNN Design [Yann Lecun, 1998]
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Convolutional Neural Network는 Machine Learning기법중 하나인
Artificial Neural Network기법 중 한 가지 기법이다. 보통 Neural
Network를 Deep Learning이라고 명명하는데 이와 같은 Deep Learning
은 Input data의 종류에 따라 범주가 나뉜다. Input data가 이미지 파일
일 경우 Convolutional Neural Network를 사용하고, Time-series data의
경우는 Recurrent Neural Network를 사용하고, Unsupervised data의 경
우는 Deep Belief Network를 사용한다. 이중, Convolutional Neural
Network의 경우, 1998년 Yann Lecun에 의해 소개되었다. 이 기술의 경
우 Gradient descent rule이라는 기법을 사용하여 이미지의 특성을 추출
한다. 이를 이용해 해당 이미지의 특성을 학습한다. 계속된 학습을 통해
추후, 비슷한 특성을 가진 이미지가 들어오면, 과거 학습하였던 이미지와
같은 이미지로 판별하는 방식으로 Neural Network를 이용한다[Bergstra,
2011]. 이는 알파고의 학습에도 사용되었으며, 높은 활용도를 가지는
Neural Network이다[Yann Lecun, 1998].
2.2.4 Cyber Physical System
CPS(Cyber Physical System)이란 Computational and Physical
elements를 연결해주고 이를 제어, 컨트롤 할 수 있게 만들어주는 시스
템을 말한다. Embedded System과 비슷하다고 볼 수 있지만 CPS의 경
우 Physical element를 Embedded System보다 비중 있게 다룬다는 점에
서 다르다. CPS의 경우 실제 정보시스템에 저장되어있는 정보와 실제
정보사이의 차이가 없도록 하는데 중요한 요소이다.
2.2.5 Edge Detection
Edge Detection이란 픽셀의 밝기 또는 명암도가 임계값 보다 크게 변
하는 지점을 찾는 과정을 말한다[Marr, 1980]. Edge Detection을 위해서
는 윤곽선에 대해 특성을 알고, 이를 이용해 탐색해야 한다. 윤곽선은 크
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게 네 가지 범주로 나눌 수 있다. [표 2-2]와 [그림 2-8]에 나타나 있듯
이 루프 에지, 라인 에지, 스텝 에지, 램프 에지로 나뉜다.
[표 2-2] 윤곽선의 종류
에지 종류 설명
루프 에지
영상의 밝기가 서서히 변하다가 어느 시점 이후 다시 원래의
밝기로 서서히 돌아오는 부분
라인 에지 영상의 밝기가 갑자기 변한 뒤, 다시 돌아오는 부분
스텝 에지 영상의 밝기가 갑자기 변하는 부분
램프 에지 영상의 밝기가 점차적으로 변하는 부분
<루프 에지> <라인 에지> <스텝 에지> <램프 에지>
[그림 2-8] 윤곽선의 종류 이미지
윤곽선을 검출해내는 방법론은 Sobel Operator, Robert’s cross
operator, Prewitt’s operator, Laplacian of Gaussian and Canny Edge
Detection Algorith, 기타 등등의 다양한 방법이 있다. 가장 정확하고 많
이 사용되는 방법인 Canny Edge Detection Algorithm만을 다루려 한다.
Canny Edge Detection Algorithm은 여섯 단계 과정으로 구성된다. 첫
단계는 초기 이미지의 노이지를 걸러내는 단계이다. 둘째 단계는 경계선
강도를 찾는 과정이다. 이 과정의 이미지의 색상 변화를 이용해 찾는다.
셋째 단계는 두 번째 단계에서 계산된 경계선 강도를 이용해 윤곽선의
방향을 찾는 과정이다. 넷째 단계는 셋째 단계에서 찾아진 윤곽선들의
방향을 이용해 이미지 상에 윤곽선을 잊는 과정이다. 다섯째 단계는
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Non-maximum suppression이라는 후처리 단계가 적용되고 최종적으로
마지막 단계에서 Streaking현상을 제거해주기 위해 Hysteresis를 이용한
다. 이와 같은 여섯 단계의 Edge Detection검출 과정을 거치면 [그림
2-9]와 이 윤곽선이 검출된다.
[그림 2-9] Canny Edge Detection Algorithm [Canny, 1986]
2.2.6 Camera Calibration
사진 촬영으로 얻어진 이미지는 3D영역의 점들을 2D의 영역으로 변환
해주는 과정으로 얻어진 결과물이다. [그림 2-10]과 같이 에서의 실제
영역의 물체를 시점의 카메라가 촬영을 하여 이미지가 발생된다
[Canny, 1986]. 하지만 이와 같은 과정을 진행할 때 3차원의 점들이 이
미지 어느 부분에 맺히는지는 카메라 내부적 요소들에 의해 결정된다.
카메라에 사용된 렌즈, 카메라 렌즈와 이미지 센서 사이의 거리, 이미지
센서의 각도 등과 같은 카메라 내부적 요인에 의해 영향을 받는다. 이와
같이 카메라의 내, 외부적 특성에 의해 영향을 받는 parameter값들을 구
하는 과정을 Camera calibration이라 한다[Heikkila, 1997].
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[그림 2-10] Camera Calibration 원리 [Heikkila, 1997]
카메라의 내부 파라미터로는 초점거리, 주점, 비대칭계수가 있다. 카메
라의 외부 파라미터로는 실제 좌표와 카메라 이지 좌표 사이의 회전 변
환, 평행이동 변환 파라미터가 존재한다. 이 외부 파라미터들의 경우 내
부 파라미터를 기반으로 계산할 수 있으며 카메라의 설치 방향, 위치 등
의 요소들에 의해 계속적으로 바뀔 수 있다.
이와 같은 복잡한 작업을 모두 수작업으로 진행하기 어렵기에 Camera
calibration을 위한 다양한 도구들이 존재한다. 대표적인 것으로 Dark
Cam Calibrator, GML C++ Camera Calibration Toolbox 이 있다. 이 도
구들을 이용한다면 쉽게 Parameter값들을 취득할 수 있다[Zhang, 2000].
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3. Deep-Learning & 3D카메라를 이용한
재고관리 제안
이 장에서는 3D카메라를 이용해 재고종류와 수량 파악 방법에 대한 연
구를 다룰 것이다. 먼저 전체적 재고관리 시스템 구조를 구성하고, 3D카
메라를 이용한 데이터를 취득하는 것에서부터 데이터를 분석하여 최종
재고 수량 파악 및 정물일치 확인까지 다룰 것이다.
3.1 통합 재고관리 시스템
3.1.1 통합 재고관리 시스템 구조
본 연구를 진행하기에 앞서, 3D카메라를 이용한 통합 재고관리 시스템
구조에 대해 구성해 보았다.
첫 단계는 재고 관리자의 명령 단계이다. 이 단계에서는 재고 관리자가
재고 파악을 위한 명령을 내리는 단계인데, 자세한 사항은 다음 절에서
다루도록 하겠다. 둘째 단계는 데이터 수집을 위한 이동 단계이다. 3D
카메라가 사진을 획득하기 위해서는 물리적으로 이동이 필요하다
[Ehrenberg, 2007]. 만약 재고창고에 AS/RS(Automated Storage and
Retrieval System)가 구축되어 있다면, 해당 기기에 카메라를 설치하여
이동시킬 수 있다. AS/RS시스템의 경우 10∼25km/h로 이동하기에
30fps 이상의 속도로 촬영하는 촬영기기를 이용한다면 AS/RS이동장치
가 이동하며 동시에 촬영할 수 있기에 빠른 사진 획득이 가능하다. 만약
시설이 구축되어 있지 않을 경우, 드론에 카메라를 장착하여 데이터 수
집 장소까지 카메라를 이동시킬 수 있다. [그림 3-1]과 [그림 3-2]에서
카메라의 이동에 따른 재고 촬영 예시를 보여주고 있다[Planning, 1958].
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[그림 3-1] 재고관리 시스템에서 카메라의 이동(옆에서 본 모습)
[그림 3-2] 재고관리 시스템에서 카메라의 이동(위에서 본 모습)
셋째 단계는 데이터 수집을 위한 단계로써, 이동한 카메라가 RGB카메
라와 IR(적외선)카메라를 이용해 촬영하여 데이터를 취득하는 과정이다.
IR카메라를 이용하는 이유로는 적외선을 이용하여 물체와의 거리(Depth)
를 탐색하기 위해서 사용한다. 넷째 단계는 데이터 전처리 단계이다. 이
단계에서는 취득된 RGB사진과 IR사진의 전처리 과정이 진행된다. 전처
리 과정의 경우 두 종류의 카메라의 위치가 다를 뿐만 아니라 사진 사이
즈도 다르기 때문에 이를 맞춰주기 위한 과정을 말한다. 다섯째 단계는
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데이터 분석 단계이다. 이 단계에서는 획득한 데이터를 이용해 재고의
종류가 무엇인지, 재고의 개수가 몇 개인지 파악한다. 재고가 무엇인지
파악하기 위해서는 SVM(Support Vector Machine)과
CNN(Convolutional Neural Network)을 이용하고, 재고의 개수를 파악하
기 위해서는 Edge detection을 이용한다. 자세한 내용은 다음 절에서 다
루도록 하겠다. 마지막 단계인 재고파악 완료 단계에선, 중요한 재고의
경우 관리자가 취득된 데이터를 이용해 분석이 정확히 되었는지 확인하
는 단계이다. 전체 과정을 표와 이미지로 정리한 것이 다음[그림 3-3]과
같다[Niu, 2012].
[그림 3-3] 통합 재고관리 시스템 구조
본 연구를 진행하는데 있어 전체 시스템의 효용성과 정확성 외에 중요
한 것은 비용 문제이다. 현실적으로 재고창고에 이와 같은 시스템을 적
용하기 위해서는 기존의 방법보다 비용 면에서 유리해야 한다. 본 연구
에서 제안하는 전체 시스템을 구축한다면 현재 재고 실사를 진행하는데
드는 비용을 절감할 수 있으리라 기대한다. 자세한 수치분석에 대한 사
항은 실제 사업화가 이루어졌을 때 가능하지만 경제성 면에서도 타당한
연구임을 밝히고자 한다.
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3.1.2 통합 재고관리 시스템 실행 방안
재고관리 시스의 자동화의 최종적 목적은 관리자의 편의성을 증대시키
고 관리 비용을 최소화 하는 것이다. 또한 재고관리에 있어 재고의 수량
을 파악하는데 있어 초기 명령자인 관리자가 필요로 하는 것이 무엇인지
파악하고, 관련된 알고리즘을 구성하는 것이 매우 중요하다.
재고관리 시스템에 있어 관리자가 필요로 하는 명령으로는 크게 네 가
지로 나누었다. 첫째 특정 물품의 재고 파악 실행. 둘째 특정 구역의 재
고 파악 실행. 셋째 전체 재고량 파악 실행. 넷째 재고의 도난, 분실 여
부 파악 실행. 다음은 각 명령의 세부사항에 대해 기술한 것이다.
· 특정 물품의 재고 파악 실행 : 특정 물품에 해당하는 구역들을 탐색해
카메라가 촬영, 분석하여 해당 물품의 총 재고량을 파악함.
· 특정 구역의 재고 파악 실행 : 특정 구역에만 한정하여 카메라가 촬영,
분석하여 해당 구역의 재고량을 파악함.
· 전체 재고량 파악 실행 : 전체 구역을 카메라가 촬영, 분석하여 전 구
역의 재고량을 파악하여 데이터베이스에 저장함.
· 재고의 도난, 분실 여부 파악 실행 : 전체 구역을 카메라가 촬영, 분석
하여 현 재고량을 확인하고 데이터베이스에 저장되어있는 정보와 일치하
는지를 확인하여 도난, 분실을 파악함.
[그림 3-4]의 경우는 위의 4가지에 해당하는 재고관리자의 명령별, 각
명령을 이행하는데 진행되는 과정을 순서도로 정리한 것이다.
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[그림 3-4] 통합 재고관리 시스템 실행 순서도
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3.2 데이터 취득 및 전처리 단계
이 절에서는 재고수량과 종류를 파악하기에 앞서, 3D카메라를 이용해
얻어진 데이터를 전 처리하는 과정에 대해 기술하고자 한다.
3.2.1 Camera Calibration
3D카메라는 다양한 형태가 존재하지만 대부분 RGB카메라와 IR카메라
로 구성된다. 두 개의 카메라는 물리적으로 다른 위치에 존재하기 때문
에 두 카메라를 이용한 이미지가 초점이 다른 이미지가 된다. 또한 대부
분의 카메라가 RGB카메라의 해상도가 IR카메라의 해상도보다 월등히
높다. [그림 3-5]의 경우 Microsoft사의 Kinect version2를 분해한 사진
이다. 해당 기기의 경우에도 RGB카메라의 해상도는 1920* 1080, IR카메
라의 해상도는 512*424이다. 이와 같이 해상도의 차이, 카메라의 위치의
차이가 존재하기에 이를 보정하여 같은 해상도의 이미지와 동일한 지점
을 촬영하도록 해주는 Camera calibration이 필요하다.
[그림 3-5] 3D카메라 Kinect version2 내부모습
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Camera calibration을 하기 위한 Parameter값들을 구하기 위해
Chess-Board Patterns를 이용했다. RGB카메라와 IR카메라를 이용해
[그림 3-6]과 같이 Chess-Board Patterns을 다양한 각도로 촬영한다. 이
후 오픈 프로그램인 GML Camera calibration을 이용해 두 카메라의
Distortion parameters값을 얻을 수 있었다. 이 Parameters들을 가지고
카메라들 간의 Rotation행렬과 Translation벡터를 구할 수 있다.
Rotation행렬과 Translation벡터의 경우, OpenCV의 CvStereoCalibrate
함수를 이용해 구할 수 있다[Douskos, 2007].
[그림 3-6] Camera Calibration Chess-Board Patterns [Douskos, 2007]
지금까지 구해진 각 카메라들의 Parameter와 카메라들 간의 Parameter
를 이용해서 두 카메라가 동일한 해상도를 가지고 동일한 이미지를 얻을
수 있다. 두 개의 다른 성능과 기능을 가진 카메라를 Calibration을 통해
동일한 형태의 정보를 획득할 수 있도록 하였다. 이로써 향후 데이터 분
석을 진행할 때, 수월하게 진행할 수 있게 되었다.
3.2.2 Depth Data 변환
3D카메라로 데이터 취득을 하였을 때, 취득되는 데이터는 RGB이미지,
물체와의 거리(Depth)를 나타내는 이미지가 있다. 취득된 데이터를 저장
하는 방법에는 여러 가지가 있다. 모든 데이터를 데이터베스이화 시켜
row-column의 형태로 저장하는 방법, 사진으로 정보를 저장하는 방법이
있다. RGB데이터와 Depth 데이터를 데이터화 시켜 저장하는 방법의 경
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우, 최종적으로 결과검증 등의 단계에서 직관적으로 확인하기 어렵다는
단점이 있다. 그렇기에 RGB데이터의 경우는 사진 그 자체로 저장하였
고, Depth 데이터 또한 사진의 형태로 저장하였다. Depth 데이터의 경우
물체와의 거리가 8m 이상이라면 재고의 수량파악에 있어 의미 없는 데
이터이기에 해당 픽셀은 R=0, G=0, B=0값을 주었다. 물체와의 거리가
8m이내의 데이터는 mm단위 기준으로 처리하였다. R=8000(mm)을 256
으로 나눈 몫으로, G=8000(mm)을 256으로 나눈 나머지로, B=0으로 처
리하여 [그림3-7]의 오른쪽과 같은 이미지를 얻을 수 있었다.
[그림 3-7] RGB데이터와 Depth데이터의 변환
데이터 분석 단계에서는 Depth 데이터가 저장된 사진을 이용해 각 픽
셀별 Depth를 추출할 수 있다.
3.3 데이터 분석 단계
3D카메라를 이용해 얻어진 데이터를 이용해 재고선반위에 있는 재고의
종류가 무엇인지 탐지해내야 할 것이다. 재고의 종류를 탐지해 내었다면,
해당 선반 위에 있는 재고의 수량을 파악해야 한다. 이와 관련된 방법
과 규칙을 제안할 것이다.
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3.3.1 Edge Detection을 이용한 재고구역 추출
[그림 3-8]과 같이 3D카메라가 재고구역을 촬영하였을 때, 재고가 위치
하는 구역과 재고가 위치하지 않는 구역을 나누어 주어야 한다. 또한 재
고가 위치하는 구역에서 경계 부분이 어디인지 모서리를 추출하는 과정
이 필요하다[Khoshelham, 2011].
[그림 3-8] 재고구역을 촬영하였을 때 초기 이미지 [Khoshelham, 2011]
본 연구의 재고들은 스텝 에지의 Edge형태를 가진다. 그렇기에 해당
구역을 추출하는 과정은 재고 벽면 맨 안쪽과의 거리를 나타내는 픽셀과
그보다 더 가깝게 여겨지는 픽셀사이를 Edge라고 판단할 수 있다. [그림
3-9]에서 볼 수 있듯이, 이와 같은 간단한 방식으로 빨간색의 선과 같이
전체 재고의 구역을 탐지할 수 있다.
[그림 3-9] 재고구역에서의 Edge detection 예시
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3.3.2 CNN 과 SVM을 이용한 재고 종류 확인
[그림 3-10] Structure of the hybrid CNN-SVM model [XX NIU, 2012]
[그림 3-10]에서는 CNN과 SVM을 이용해 이미지 데이터의 종류를 파
악하는 방법론을 보여준다. 본 연구에서도 이와 같은 알고리즘을 적용한
다. 먼저 재고이미지를 획득하면, 해당 이미지가 어떠한 재고인지를 파악
하기 위해 SVM에 재고종류를 학습시켜야 한다. SVM에 학습시킬 이미
지 특성을 추출하는데 있어 CNN을 활용한다. CNN을 이용해 재고의 특
성을 추출하고 추출된 특성을 이용해 SVM의 학습 데이터로 활용하게
된다. 이후 재고구역에서 촬영되어 들어온 이미지가 어떠한 재고인지 확
인하기 위해 기존에 학습된 데이터들을 이용한다[XX NIU, 2012].
본 연구에서 CNN과 SVM을 결합한 방식을 채택한 이유는 재고의 종
류를 정확하게 파악하기 위해서이다. CNN을 이용한다면 재고의 특성이
가장 정확하게 파악될 수 있다. 하지만 CNN만을 활용한다면, 학습되지
않은 이미지가 들어올 경우 오류가 발생할 수 있다. 이와 같은 오류를
방지하기 위해 CNN에서 추출된 특성을 SVM에 넣어주어 종류를 파악
하게 된다. SVM를 이용해 재고의 종류를 구분해낼 경우, 학습되지 않은
이미지가 들어올 때 이를 인지하기 용이하다[Osuna, 1997].
CNN만을 이용해서도 CNN과 SVM을 결합한 방식과 같은 결과를 도출
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할 수 있다. 본 연구에서 CNN만을 이용해 재고의 종류를 파악하는 실험
을 진행하였을 때에도 CNN과 SVM을 결합한 방식과 동일한 결과가 나
왔다. 하지만 [XX NIU, 2012]논문에서 언급되어 있듯이 CNN만을 사용
할 때보다 CNN과 SVM을 결합하여 이미지 분류를 진행할 때 더 높은
정확도가 나왔기에 CNN과 SVM을 결합하여 재고의 종류를 분류하였다.
3.3.3 재고 개수 파악 연산
앞부분에 있어 해당 재고구역에 존재하는 재고의 종류가 무엇인지, 재
고가 어떠한 방식으로 쌓여있는지에 대해 파악할 수 있었다. 재고의 종
류가 무엇인지 알 수 있다면, 해당 재고의 단일 부피를 알 수 있을 것이
다. 이를 이용해 재고의 개수를 파악하여 연산하려 한다.
본 연구의 방식으로 재고의 개수를 파악하기 위해서는 먼저 몇 가지의
가정이 필요하다.
첫째 재고는 아래서부터 위로 쌓여야 하며, 벽과 가까운 쪽에서 먼저
재고를 쌓아야 한다. 즉, 정면에서 바라볼 때 재고 물품에 의해 뒷부분의
빈 공간이 가려지는 현상이 발생해서는 안 된다.
둘째 [그림 3-11]의 (b)와 같이 재고가 벽과 비스듬하게 배열되어서는
안 된다. [그림3-11]의 (a)와 같이 벽과 평행하게 배열되어야 한다.
셋째 벽과 제일 가까운 재고와의 거리가 존재한다면, 재고의 종류가 달
라지더라도, 그 거리는 일정해야 한다.
[그림 3-11] 재고의 배열 상태
위와 같은 가정이 충족된다면, 3D카메라와 재고물품까지의 거리를 알
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수 있을 것이다. 재고물품까지의 거리를 안다는 것은, 카메라와 가장 가
까운 재고물품 뒤에 몇 개의 재고물품이 존재하는지 셀 수 있을 것이다.
이해를 돕기 위해 예를 들어 설명하도록 하겠다. 예를 들어 재고 1개의
크기는 10cm*5cm*5cm로 구성되어있다고 가정하고, 재고구역의 깊이는
50cm라고 가정하자. 아래의 [그림 3-12]가 이를 보여주고 있다.
[그림 3-12] 재고 개수 파악에 대한 예시
이와 같은 상황에서, 재고구역과 100cm에서 떨어진 지점에서 3D카메라
를 이용해 촬영을 하게 된다면, 물품과의 거리에 따른 데이터가 취득될
것이다. [그림 3-13]의 (a)와 같이 촬영을 하게 된다면 카메라의 방향에
서 촬영한 결과가 [그림 3-13]의 (b)와 같이 나타날 것이다. 진한 파란색
의 재고의 경우 카메라와의 거리가 130cm이고 하늘색 재고의 경우 카메
라와의 거리가 140cm라는 정보를 얻을 수 있을 것이다. 진한 파란색의
면적을 계산한다면, 30*10=300이기에 카메라의 시점에서 재고물품 1개의
면적인 60으로 나누게 된다면 카메라와 130cm거리에 있는 재고의 개수
는 6개가 있음을 알 수 있다. 또한 카메라와 130cm의 거리에 있다는 것
은 해당 재고의 뒷부분에 4개의 재고가 더 있음을 의미한다.(카메라와
재고구역 맨 뒷부분과의 거리가 150cm이기 때문) 같은 방식으로 하늘색
의 면적을 계산한다면 30*5=150이기에 카메라의 시점에서 재고물품 1개
의 면적인 60으로 나누게 된다면 카메라와 140cm거리에 있는 재고의 개
수는 3개가 있음을 알 수 있다. 또한 카메라와 140cm의 거리에 있다는
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것은 해당 재고의 뒷부분에 2개의 재고가 더 있음을 의미한다. 따라서
최종적으로 재고의 개수는 6*4+3*2=30개의 재고가 있음을 알 수 있다.
재고의 종류가 무엇인지 알 수 있다면, 이와 같은 방식으로 재고의 수
량 또한 파악할 수 있다.
[그림 3-13] 재고 종류 및 개수 파악에 대한 전체 시스템
3.4 최종 재고량 파악 및 확인 단계
3.3단계까지 진행된다면 최종적으로 해당 재고구역에 어떠한 재고가 존
재하는지, 해당 재고의 수량이 몇 개인지 까지 파악할 수 있게 된다. 하
지만 만약 재고제품이 중요하여 이를 재확인하고 싶을 경우, 카메라를
이용해 취득된 데이터를 관리자가 직접 보고 자동으로 판독된 재고수량
과 일치하는지 확인할 수 있을 것이다. 하지만 재고수량과 재고의 종류




이 장에서는 3절에서 제안된 재고관리 기법에 대한 실증적 검증을 진행
한다. 실제 재고창고와 비슷한 환경의 가상 재고창고를 만들어, 데이터를
취득한 후, 재고의 종류, 수량까지 파악할 수 있는지를 확인한다. 또한
한 단계 더 나아가 과거의 재고관리 기법들과 비교분석을 통해 본 연구
의 우수성을 입증하려 한다.
4.1 실험 설계
4.1.1 실험 개요
실험은 크게 네 단계로 구성된다. 첫째 실험 세팅, 둘째 3D카메라를 이
용한 데이터 취득, 셋째 Deep-Learning & Support Vector Machine을
이용한 재고 종류 확인, 넷째 연산을 통한 재고수량 확인으로 구성된다.
이러한 과정을 통해 최종적으로 해당 재고구역에 어떠한 재고가 있는지,
재고의 수량이 얼마인지를 파악하고자 한다. 또한 본 실험은 재고 제품
에 제품 태그가 붙어있는 경우와, 붙어있지 않은 경우로 나누어 진행하
였다.
4.1.2 실험 가정 사항
1.2절에 언급하였듯이, 본 연구는 모든 종류의 재고창고에서 재고의 종
류와 수량을 확인할 수 있는 것이 아닌, 제한된 조건의 재고창고 재고관
리로 제한한다. 그렇기에 아래와 같은 기본 가정이 필요하다.
가정1. 재고는 아래서부터 위로 쌓여야 하며, 벽과 가까운 쪽에서 먼저
재고를 쌓아야 한다.(3.3.4 참고)
가정2. 재고가 벽과 비스듬하게 배열되어서는 안 된다.(3.3.4 참고)
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가정3. 벽과 제일 가까운 재고와의 거리가 존재한다면, 재고의 종류가
달라지더라도, 그 거리는 일정해야 한다.(3.3.4 참고)
가정4. 3D카메라와 재고구역과의 거리는 일정해야 한다.
가정5. 3D카메라가 촬영하는 재고구역의 영역은 일정해야 한다.
가정6. 다른 종류의 재고는 포장지의 표식 또는 포장지의 모양 등의 어
떠한 형태로든지 표현되어야 한다.
가정7. 창고 전체에 있는 재고의 종류, 재고의 형태, 재고의 크기와 같은
정보는 주어지는 정보이다.
가정8. 재고 물품은 재고구역을 벗어나면 안 된다.
4.2 실험 과정
4.2.1 실험 세팅
실험을 진행하기 위해 가상의 재고창고를 구성하였다. [그림 4-1]과 같
이, 재고구역은 3*3으로 총 9개가 있으며 1개의 구역의 크기는 가로
60cm, 세로 50cm 높이 60cm로 구성된다. 총 9개 구역으로 구성된 전체
크기는 가로 180cm, 세로 150cm 높이, 180cm이다.
[그림 4-1] 실험 세팅
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[그림 4-2]는 재고물품에 대한 이미지를 나타내고 있다. 각 재고들의
사이즈와 재고의 형태가 다름을 볼 수 있다. 또한 같은 크기의 재고이지
만 표면의 표식이 다른 경우도 존재하기에 이와 같은 상황에서 다른 재
고임을 구분할 수 있는지 확인할 것이다.
[표 4-1] 실험 재고 종류
No 재고 종류 재고 규격(cm) 재고 형태
1 상자1 22*19*10 직사각형
2 상자2 28*18*16 직사각형
3 상자3 34*26*22 직사각형
4 타이어1 지름: 40 / 높이: 09 원기둥
5 타이어2 지름: 43 / 높이: 11 원기둥
[그림 4-2] 실험 재고 종류
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[그림 4-3]에서는 최종적으로 재고 물품이 재고구역에 들어가 있고,
3D카메라가 어떠한 방식으로 촬영을 하는지에 대해 나타낸 것이다. 카메
라의 경우, 재고구역과 0.7.m떨어져 있다.
[그림 4-3] 카메라의 위치
사용하는 3D카메라로는 Microsoft사에서 나온 Kinect version2를 사용
하였다. 해당 기기의 경우, RGB 카메라와 IR카메라를 모두 포함하고 있
으며, 해상도도 높다. 또한 가장 중요한 가격 부분이 합리적 이였기 때문
에 선택하였다. [그림 4-4]는 Kinect version2를 보여주고 있으며, [표
4-2]는 해당 기기의 상세사양을 나타낸다.
[그림 4-4] Kinect version2
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[표 4-2] Kinect version2 상세사양
Kinect V2
색상(Color)
해상도(Resolution) 1920 * 1080
FPS 30fps * 3
심도(Depth)





손의 개폐 상태(Hand State) ○(SDK)
심도의 취득 범위(Range of Depth) 0.5∼8.0m





틸트 모터(Tilt Motor) ×
여러 응용 ○
본 실험은 제품에 태그가 붙는 경우와 붙지 않는 경우로 나뉘어서 진행
하였다. 태그가 붙어있는 제품의 경우 아래와 같은 형태의 태그가 붙는
다. 또한 이 태그들은 기울어져 붙기도, 뒤집어져서 붙기도 하기에 무작
위로 제품에 붙여 실험하였다.
제품: A A C 1 1 2 제품: A A C 1 1 5 제품: A A W 1 1 5
제품: W W G 2 5 1 제품: A B C 1 2 3 제품: D E F 4 5 6
제품: G H I 7 8 9 제품: J K L 4 5 6 제품: M N O 4 5 6
제품: P Q R 4 5 6 제품: S T O 4 5 6 제품: V W X 4 5 6
제품: Y Z A 4 5 6
[그림 4-5] 재고 물품별 제품코드 태그
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4.2.2 3D카메라를 이용한 데이터 취득 및 전처리
[그림 4-6]의 왼쪽 이미지는 RGB카메라를 이용해 재고물품이 들어있는
재고구역을 촬영한 이미지를 나타내고 있다. [그림 4-6]오른쪽 이미지는
IR카메라를 이용해 재고물품이 들어있는 재고구역을 촬영한 이미지를
타나내고 있다.
[그림 4-6] RGB & IR카메라로 촬영된 재고
[그림 4-7]에서 IR카메라로 촬영된 이미지의 경우, 카메라와 물체와의
Depth 정보를 포함하고 있다. 이때, Depth정보를 사진에 RGB값으로 저
장하기 위한 과정이 필요하다. 본 논문의 3.2.2의 방법을 이용한다. [그림
4-7]의 오른쪽 이미지는 depth정보가 RGB형태의 값으로 변환된 결과를
보여준다.
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[그림 4-7] IR카메라로 촬영된 이미지 변환
IR카메라로 촬영된 Depth데이터를 변환한 이미지와 RGB카메라로 취득
된 이미지의 경우 각각 512*424, 1920*1080의 다른 해상도를 가지고 있
으며, 카메라의 위치가 다르기 때문에 각각의 촬영하는 이미지 일치가
되지 않는다. 해상도와 촬영 위치가 다른 두 이미지를 맞춰주기 위해
3.3.1과 같은 과정인 Calibration을 해주어야 한다. [그림 4-8]은 두 개의
다른 이미지가 Calibration과정을 거친 후, 같은 해상도와 같은 영역을
보여준다는 것을 나타낸다.
[그림 4-8] RGB & IR카메라로 촬영된 재고의 Calibration
다음 과정으로는 재고 구역만을 추출하는 과정이 필요하다. 이 과정은
Edge detection을 이용한다. 상대적으로 앞으로 나와 있는 부분만이 재
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고영역이라고 판단하고, 해당 영역만 추출해준다. [그림 4-9]의 빨간색
부분은 이 과정을 통해 재고가 존재하는 구역만의 이미지를 나타낸다.
[그림 4-9] 재고 구역 추출 알고리즘 적용 결과
4.2.3 Deep-Learning 을 이용한 재고 물품 확인
재고물품의 종류를 확인하기 위해서는 재고물품 1개의 이미지를 추출해
야 한다. 재고영역에 존재하고 있는 재고품들을 개별재고로 분류하기 위
해 한번 더 Edge detection을 해줘야 한다. 이 과정은 재고물품에 제품
번호가 태그 되어있지 않을 경우와 제품번호가 태그 되어있는 경우로 나
누어 진행하였다. 먼저 제품번호가 태그 되어있지 않은 경우에는 제품과
제품 사이에 미세한 Depth의 변화를 이용해 개별 제품을 탐지한다. 제품
에 제품번호가 태그 되어있을 경우에는 태그의 수와 Depth정보를 이용
해 개별 제품 Edge detection을 진행해준다. [그림 4-10]에서는 재고 이
미지의 개별제품 Edge detection을 한 결과를 보여준다.
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[그림 4-10] 개별 재고 구분 알고리즘 적용 결과
다음으로, CNN, SVM을 이용하여 해당 구역에 존재하는 제품 종류를
확인한다. [그림 4-11]은 Depth이미지에서 개별 제품을 추출해내는 과정
을 나타내고 있다.
[그림 4-11] 재고 물품별로 추출한 Depth 이미지
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[그림 4-12] 태그가 부착된 재고 이미지
4.2.4 재고량 확인
재고량은 Depth이미지를 이용해 확인한다. 3.3.4와 같은 방식으로 재고
의 수량을 확인할 수 있다. 4.2.3에서 확인한 재고의 종류를 가지고 재고
1개의 면적을 알 수 있다. 재고 1개의 면적을 알아낸 후 3.3.4과정을 거
쳐 재고의 수량을 확인할 수 있었다. 하지만 카메라와 거리가 멀어질수
록 원근법에 의해 제품의 크기가 작아 보일 수 있다. 이를 보정하기 위
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해 제품별로 1열에 있을시 제품의 표면 넓이, 2열에 있을시 표면 넓이
등을 고려하여 계산하였다.
4.3 실험 결과 분석
4.3.1 실험 정확도 분석
본 연구의 실험은 크게 두 가지 방식으로 진행했다. 첫째 방식은 태그
가 붙어있지 않은 재고의 수량과 종류를 파악하는 것이다. 둘째 방식은
태그가 붙어있는 재고 수량과 종류를 파악하는 것이다. 각각의 경우 50
회씩 촬영하여 정확도를 측정하였다.
먼저 태그가 붙어있지 않은 재고의 수량 파악 및 종류 파악에 있어서는
[표 4-3]과 같은 결과가 나왔다. 상자 1,2,3의 경우는 100%에 근접한 확
률로 재고의 종류와 수량을 파악할 수 있었다. 하지만 오류가 발생하였
기에 원인을 분석해 보았다. 촬영된 Input image에서 재고 구역의 파악
은 잘 되었지만, 개별 재고물품의 구역파악이 이루어지지 않아 오류가
발생함을 볼 수 있었다. 또한 이 오류로 인해 재고의 수량 파악에서도
연속적인 오류가 발생하였다.
타이어 1,2의 경우 RGB, Depth사진만을 이용해 재고의 종류를 정확하
게 판단할 수 없었다. 60%∼80%의 재고종류 파악 정확도가 나왔는데
이 정도의 정확도는 의미가 없기에 태그가 부착되지 않은 타이어는 자동
재고 관리를 하기 에는 부적합하다고 보았다. 하지만 사용하는 장비의
정확도가 높아 타이어 옆면에 표시되어있는 타이어 정보 표식을 인식할
수 있다면 충분히 재고 종류와 수량을 파악할 수 있을 것이다.
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[표 4-3] 실험 결과1
No 재고 종류 재고 종류파악 재고 수량파악
1 상자1 98% 98%
2 상자2 96% 96%
3 상자3 98% 98%
4 타이어1 - -
5 타이어2 - -
다음으로 태그가 붙어있는 재고의 수량 파악 및 종류 파악에 있어서는
[표 4-4]과 같은 결과가 나왔다. [그림 4-13]과 같은 태그를 모든 재고에
부착하여 실험을 진행하였다.
재고에 태그가 붙어있을 경우, 카메라는 태그를 이용해 개별 재고의 구
역을 정확하게 나눌 수 있었다. 나뉜 구역에서 추출된 재고의 이미지를
이용해 재고의 종류 또한 구분할 수 있었다. 또한 본 실험의 여러 가정
하에서 재고의 수량파악도 100%에 가까운 정확도를 보임을 볼 수 있었
다. 하지만 [표 4-4]의 No5, No8실험의 경우 재고 수량 졍확도가 98%가
나옴을 볼 수 있는데 이는, [그림 4-14]에서 원인을 찾을 수 있다. 두 개
의 재고에 붙어있는 태그가 매우 근접해 있는 노란색 영역의 이미지를
볼 수 있다. 재고의 수량을 파악하는데 있어, 본 영역을 한 개의 재로 파
악하게 되어 2개의 재고를 1개로 파악하여 발생한 오류이다. 이와 같은
오류는 태그인식 알고리즘을 좀 더 세밀화 하여 해결할 수 있었다.
[그림 4-13] 태그 및 타이어 측면 이미지
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[표 4-4] 실험 결과2
No 재고 종류 태그 이름 재고 종류파악 재고 수량파악
1 상자1 AAC 115 100% 100%
2 상자1 AAC 112 100% 100%
3 상자1 AAG 251 100% 100%
4 상자1 AAW 115 100% 100%
5 상자1 ABC 123 100% 100%(98%)
6 상자1 DEF 456 100% 100%
7 상자1 GHI 789 100% 100%
8 상자1 JKL 456 100% 100%(98%)
9 상자1 MNO 456 100% 100%
10 상자1 PQR 456 100% 100%
11 상자1 STU 456 100% 100%
12 상자1 VWX 456 100% 100%
13 상자1 YZA 456 100% 100%
14 상자2 WWG 251 100% 100%
15 상자3 AAC 112 100% 100%
16 타이어1 AAC 112 100% 100%
17 타이어2 WWG 251 100% 100%
[그림 4-14] 오류 발생 이미지
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4.3.2 기존 재고관리 기법의 장단점
본 연구에서 진행한 재고관리 기법의 장단점을 설명하기 위해서는, 기
존 재고관리 기법의 정의가 먼저 필요하다. 기존 재고관리 기법을 바코
드를 이용한 재고관리, RFID를 이용한 재고관리, 이미지를 이용한 재고
관리, 음성을 이용한 재고관리 네 가지가 대표적이다. 이 네 가지 기법을
비교분석 하려 한다.
바코드 기술을 이용한 재고관리의 장점은 다음과 같다.
•바코드를 재고에 붙이는데 드는 비용이 거의 없다.
•리더기로 바코드를 읽을 때, 잘못 읽을 확률이 거의 없다.
바코드 기술을 이용한 재고관리의 단점은 다음과 같다.
•제품에 바코드를 수작업으로 부착해야 한다.
•제품에 부착된 바코드를 읽기 위해서는 직접 리더기를 특정 위치로
가져다 대야 한다.
RFID 기술을 이용한 재고관리의 장점은 다음과 같다.
•한 번에 많은 재고의 수량을 파악할 수 있다.
•빠르게 많은 재고의 수량을 파악할 수 있다.
RFID 기술을 이용한 재고관리의 단점은 다음과 같다.
•RFID태그 비용이 발생한다.
•금속, 습도 등의 주변 환경에 영향을 받는다.
이미지를 이용한 재고관리의 장점은 다음과 같다.
•3D카메라에 비해 상대적으로 카메라의 가격이 저렴하다.
이미지를 이용한 재고관리의 단점은 다음과 같다.
•Depth정보를 얻지 못하기에 재고의 수량을 파악하기 어렵다.
•영상 촬영시 주변의 환경에 많은 영향을 받는다.
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음성을 이용한 재고관리의 장점은 다음과 같다.
•사람의 직접적 개입으로 인해 오류 발생시 수정이 용이하다.
•오차 발생율이 매우 낮다.
음성을 이용한 재고관리의 단점은 다음과 같다.
•사람이 직접 재고관리를 하는 것이기에 실질적인 자동 재고관리 시
스템이 될 수 없다.
4.3.3 본 연구와 기존 재고관리 기법과의 비교분석
본 연구의 재고관리 방법론은 여러 가정 하에서 100%에 가까운 정확도
를 나타낸다. 또한 바코드를 이용할 때 리더기를 바코드에 직접 가져다
대는 번거로움이 필요 없다. RFID기술처럼 모든 재고에 태그를 부착할
필요도 없다. 또한 이미지를 이용한 재고관리와는 다르게 IR카메라를 이
용해 Depth정보를 취득할 수 있어 재고의 수량을 정확하게 파악할 수
있다.
여러 가정 하에서 연구와 실험이 진행되었지만 이후 더 발전된 카메라
를 이용하고, 높은 민감도를 가진 분석 알고리즘을 적용한다면 본 연구
와 같은 방식을 이용해 자동 재고관리 시스템을 구축할 수 있을 것이다.
- 45 -
5. 결론 및 추후 연구과제
5.1 요약 및 연구의 의의
기존의 재고관리는 대부분 제품의 입고, 출고시 수량을 확인하여 진행
하였다. 하지만 입출하시의 오류, 재고의 도난 등등의 오차가 발생할 수
있기 때문에 재고창고들은 1년에 2회 가량 재고실사를 진행한다. 이와
같은 재고실사 비용을 줄이기 위해 바코드, 음성인식, 이미지, RFID등을
도입하여 재고관리를 하는 다양한 연구가 진행되어왔다. 하지만 이에 대
한 정확도가 아직 낮기 때문에 RFID기술과 3D카메라를 결합한 새로운
재고관리 시스템을 구성하고 3D카메라를 이용한 재고관리 기법이 유효
한지 검증하는 연구를 진행하였다.
3D카메라를 이용한 재고관리는 총 6가지의 파트로 분류되어있다. 재고
관리자의 명령, 데이터 수집을 위한 이동, 데이터 수집을 위한 파트, 데
이터 전처리 파트, 데이터 분석 엔진, 재고정보가 저장된 데이터베이스와
정물일치 확인 단계로 구성된다. 이 중, 뒤의 4가지 파트에 대한 연구를
진행하였다. 데이터 수집을 위한 파트에서는 3D카메라를 이용한 Time
of Flight원리를 이용한 재고와의 Depth데이터와 RGB이미지 데이터를
취득한다. 데이터 전처리 파트에서는 취득한 이미지 파일을 분석하기 위
해 RGB이미지와 Depth이미지의 Calibration을 진행해준다. 데이터 분석
엔진에서는 Deep Learning을 이용해 재고의 종류가 무엇인지 파악하고,
Depth 데이터를 이용해 재고의 수량을 파악한다. 마지막으로 실 재고량
과 데이터베이스에 저장되어있는 재고의 수량이 일치하는지 확인한다.
시뮬레이션을 통한 실험 결과, 재고에 태그가 붙어있을 경우와, 태그가
붙어있지 않은 경우에 있어 재고의 종류와 수량을 파악하는데 100%에
가까운 정확도를 보여줌을 보일 수 있었다. 또한 모든 재고관리 과정을
사람의 개입 없이 자동으로 이루어지는 시스템이 작동함을 보일 수 있었
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다.
3D카메라와 Deep Learning을 결합한 재고관리 기법은 재고파악의 목
적에 따라 활용될 수 있다. 특정 물품의 재고 파악 실행, 특정 구역의 재
고 파악 실행, 전체 재고량 파악 실행, 재고의 도난 분실 여부 파악 실
행. 네 가지 목적으로 분류하였고 본 연구가 완료된다면 재고 관리자의
필요에 따라 빠른 재고수량 파악을 진행할 수 있을 것이다. 특히 낮은
비용으로 실시간으로 재고의 수량을 파악할 수 있기에 도난과 같은 중대
한 사건이 발생함을 빠르게 확인할 수 있다. 또한 연간 1∼2회 시행되는
재고실사를 진행할 필요가 없어진다. 재고 관리가 상대적으로 힘든 대형
재고 창고에서는 본 연구의 효과가 더욱 두드러지게 나타날 것이다.
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5.2 한계점
본 연구는 3D카메라를 이용해 재고구역을 촬영하는데 있어 여러 가정
이 적용된다. 하지만 실제 재고 창고에서는 이와 같은 가정이 지켜질 수
없다. 만약 본 연구에서 만든 가정과 같은 환경이 아닐 경우, 제안한 자
동 재고 관리 시스템에서 재고의 종류와 재고의 수량을 파악하는데 그
정확도가 낮아질 것이라는 한계점이 존재한다.
또한 실험에서 사용된 재고의 종류가 상자와 타이어로 한정되어 있기
때문에 다른 종류의 재고를 대상으로 실험할 경우 알고리즘의 성능이 달
라질 수 있다.
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5.3 추후 연구 과제
본 연구에서는 3D카메라를 이용한 자동 재고관리 시스템에 있어 재고
의 종류와 수량을 파악하는 부분을 연구하였다. 향후 연구에서는 3D카메
라를 재고창고의 특정 영역까지 AS/RS System 또는 Drone을 이용해
이동시키는 과정까지 포함한 전체 시스템이 구축 가능한지에 대해 문제
를 확장하여 연구를 수행할 예정이다.
또한 본 연구에서는 3종류의 박스와 2종류의 타이어만을 가지고 실험을
진행하였다. 하지만 실제 재고창고에서는 재고의 종류가 매우 다양하다.
따라서 재고의 모양과 형태가 다양한 여러 경우들에 대해서도 실험을 진
행할 예정이다.
확장된 연구에서는 본 연구에서 활용한 Convolutional Neural Network
의 한 단계 발전된 것인 One shot learning기법을 사용할 것이다. One
shot learning기법을 사용한다면, 한 개의 재고 이미지만 있어도
Convolutional Neural Network를 이용해 모든 학습을 진행할 수 있다는
이점이 있다. 더욱 빠른 학습이 가능해지게 된다.












주행속도 6m/s 4m/s 5m/s 6m/s 3m/s
추후 다룰 연구에서는 3D카메라의 이동까지도 고려한 연구가 진행되어
야 한다. 만약 재고창고에 AS/RS시스템이 존재할 경우 3D카메라가
AS/RS시스템에 부착하여 이동한다. 본 연구에서 실험을 진행한 Kinect
version2의 경우는 영상의 촬영속도가 30fps이기에 AS/RS시스템의 속도
가 30km/h만 넘지 않는다면 카메라가 이동 중에도 유효한 재고 이미지
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를 촬영할 수 있다. AS/RS시스템의 이동 묘둘 성능은 [표 5-3]과 같다.
대부분의 모듈 이동 속도가 20km/h이기에 3D카메라가 모듈에 달려 이
동하더라도 유효한 이미지를 촬영할 수 있다. 하지만 이는 수치적 계산
에 불과한 것이다. 이와 관련된 실험이 추가적으로 진행되어야 할 것이
다.
끝으로 본 연구에서는 재고가 재고영역에 있을 때만 해당 재고의 종류
와 수량을 파악할 수 있었다. 향후 연구에서는 재고창고 내부에 재고가
존재한다면 어느 위치에 있든지 그 종류와 수량을 자동으로 파악할 수
있는 것이 가능하도록 연구를 진행할 것이다.
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Inventory management has been treated as an important subject in
the manufacturing industry. There are many kinds of technologies
and research using barcode and RFID(Radio Frequency identification)
technology. But, most inventory warehouses check their real inventory
once or twice a year in order to find calculate differences from the
online inventory. To reduce this kind of effort and cost, we need a
new system using other technology.
Because of this reason, this research will suggest a new inventory
management system using Deep Learning, the Support Vector
Machine, and 3D-Camera technology. Research consists of three main
parts. First, the 3D-Camera acquires the color of the inventory color
and picture of the depth. Second, it finds the inventory type using
Deep-Learning and Support Vector Machine technology. Third, the
system counts the inventory quantity using depth data. This research
- 57 -
includes some constraint conditions and assumptions. But it can be
useful in real-life industry. By completing this process, we will be
able to make sure that the real inventory amount and the inventory
amount online correspond at all times.
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