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Abstract 
 
The internal combustion (I.C.) engine remains unrivalled as the primary means of 
road vehicle propulsion. The frequency of re-fuelling stations, combined with the 
high energy density of both gasoline and diesel fuel provide users with unrivalled 
flexibility and vehicle range. However a range of environmental and health concerns 
exist surrounding I.C. engine emissions; in particular carbon dioxide (CO2), nitrous 
oxides (NOx), hydrocarbons (HC) and carbon monoxide (CO). There is therefore 
increasing pressure on vehicle OEMs to reduce vehicle emissions through tightened 
emission standards and regulations. A significant challenge in meeting these 
tightened regulations is the reduced efficiency of the I.C. engine during cold-start 
which reduces from typical values of 40% when fully warm to values as low as 10% 
when cold. Increased friction in the engine caused by overly viscous lubricants 
providing sub-optimal lubrication during cold starts is a primary cause of this 
reduction in efficiency during cold-start. This is despite the advancements in 
lubricant technology made that has reduced the sensitivity of lubricant viscosity to 
temperature variation. 
It is therefore desirable to increase the rate of lubricant heating during engine warm-
up so that optimal lubrication conditions are reached sooner and frictional losses are 
reduced. The reduction in frictional losses therefore reduces fuel consumption and 
hence emissions. In this thesis, the merits of insulating engine oilways are 
investigated as a means to reduce thermal losses from the lubricant and thus 
accelerate warm-up rates using a bespoke oil flow rig and simulation model. Through 
this work, it has been found that, using insulating inserts, it is possible to reduce the 
thermal losses from the lubricant to the surrounding wall structure by up to 58%. 
Such reductions have been achieved by installing an insulating insert into the oilway 
(also commonly referred to as a gallery in I.C. engines) that combines a low thermal 
conductivity material but also introduces a contact resistance between the insert 
and the surrounding metal. It has been found that the contact resistance is a highly 
significant and beneficial feature and, using special inserts designed to enhance the 
contact resistance, reductions in thermal losses of up to 40% can be achieved using 
the contact resistance alone without using low thermal conductivity materials. 
A computational finite difference model has been developed to simulate heat 
transfer between flowing engine lubricant and the gallery walls. The model has been 
correlated with experimental data from the oil flow rig and is capable of simulating 
the effects of changing the materials properties (density, specific heat capacity and 
thermal conductivity) of both insulating inserts and the surrounding metal structure. 
The model is also capable of investigating the effect of changing contact heat 
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transfer coefficients and changing flow geometry and velocity. Through 
computational experiments with this model, it has been found that the optimum 
strategy to achieving reduced thermal losses from the lubricant through the gallery 
walls is to ensure that the thermal conductivity of the insulating insert and that the 
thermal mass of the surrounding structure are minimised. Computational 
experiments have also highlighted the need to consider the flow geometry of 
different regions of the engine with the variation in bore diameter affecting both the 
heat transfer surface area and the convective heat transfer coefficient through the 
ZĞǇŶŽůĚƐ ?ĞĨĨĞĐƚ ?It has been found that increasing the lubricant flow velocity for a 
given bore diameter increases thermal losses to the gallery walls as a result of the 
Reynolds effect. If the bore diameter is increased, the thermal losses from the 
lubricant reduce in uninsulated galleries owing to a reduction in the Reynolds 
number but the reverse happens in insulated galleries owing to the increase in heat 
transfer area. The change in trend is a result of the interactions between the 
changing convective heat transfer area, heat transfer coefficient and the 
temperature differential between the lubricant and gallery wall. In addition, 
implementation of the insulation into a running engine needs careful consideration 
to ensure that the insulation does not isolate the lubricant from a potential heat 
source (such as the cylinder head). The optimum locations will vary between engines 
but investigations suggest that the return galleries from the head to the sump 
represent a positive opportunity to reduce thermal losses from the lubricant with a 
clear reduction in lubricant temperature observed as the lubricant moves down the 
gallery. 
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1 Introduction 
 
1.1 The importance of the internal combustion engine in 
society 
The internal combustion (I.C.) engine remains of paramount importance to both 
developed and developing economies. Through the burning of fossil fuels (in vehicle 
applications, this is usually unleaded gasoline or diesel), chemical energy is released 
from the fuel and converted to kinetic energy. As a by-product of fuel combustion, 
carbon dioxide (CO2), water (H2O) and nitrous oxides (NOx) are released to the 
environment, all of which are greenhouse gases. In addition, during phases of 
incomplete combustion (typically during warm-up), there is an increased content of 
additional emissions including carbon monoxide (CO), while diesel engines also 
produce a high content of particulate matter (PM). PM is highly detrimental to air 
quality, particularly in densely populated areas, and it is desirable to reduce these 
emissions as much as possible for the benefit of public health. In light of a range of 
environmental and health concerns, international and national legislating bodies are 
keen to minimise the production of CO2, H2O, CO and NOx. A significant challenge for 
vehicle OEMs (original equipment manufacturers) is the reduced efficiency of I.C. 
engines during the warm-up phase (discussed in Section 1.3) which results in 
increased fuel consumption and an associated increase in emissions.  
The desire by legislating bodies to minimise air pollutants and greenhouse gases is 
counteracted by the increasing number of vehicles on the roads with private car 
usage continuing to increase. Between 1994 and 2012, the number of private cars on 
ƚŚĞ hŶŝƚĞĚ<ŝŶŐĚŽŵ ?Ɛ ƌŽĂĚƐ ƌŽƐĞ ďǇ  ? ?A? ĨƌŽŵ  ? ? ? ?ŵŝůůŝŽŶǀĞŚŝĐůĞƐ ƚŽ  ? ? ? ?ŵŝůůŝŽŶ
vehicles [1]. Vehicle manufacturers have responded to the desire to reduce 
greenhouse emissions by developing commercially available electric vehicles (e.g. 
Renault Zoe, Nissan Leaf and Vauxhall Ampera) while there are attempts to develop 
commercially available hydrogen-fuelled cars [2]; in addition, hybrid vehicles such as 
the Toyota Prius have gained popularity. However, to date the I.C. engine has 
remained the primary means of road vehicle propulsion. As an energy source, fossil 
fuels (in the form of either diesel or unleaded gasoline) provide an unrivalled high 
density energy source. While the high energy density of fossil fuels is a major benefit 
in vehicle propulsion, their primary benefit is the flexibility they provide and this is a 
major obstacle in moving away from fossil fuel usage in vehicles. With the current 
fuel filling station infrastructure, there are few constraints placed on vehicle range 
while comparatively, electric vehicles have a limited range that is highly dependent 
on speed, and vehicle charging locations are limited. Furthermore, the charging 
process can be prolonged and this places heavy constraints on the use of the vehicle. 
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While hydrogen fuel cell technology is appealing, there is still the issue of facilitating 
a safe and convenient method of refuelling.  
With alternatives to the I.C. engine still presenting significant drawbacks to the 
consumer, there is therefore a need to further develop the I.C. engine to both 
improve fuel efficiency and reduce emissions to minimise the impact on the 
environment. 
1.2 Legislation and emissions performance 
The New European Drive Cycle (NEDC) is an important performance metric for 
internal combustion engine efficiency. It is a 1180 second long drive cycle against 
which all new engines are tested, and aims to simulate a range of driving scenarios 
from motorway cruising to city centre idling as shown by the speed trace in Figure 
1.1 [3]. In the European Union, fuel consumption and emission figures for new cars 
are quantified from the NEDC and thus any methods to improve cold-start efficiency 
must be effective in reducing fuel consumption within the timeframe of an NEDC 
test.  
 
Figure 1.1: Speed-time trace for the NEDC. © TRL (Transport Research Laboratory) [3] 
As well as concerns with efficiency, the need to improve cold-start performance is 
also highly influenced by the need to improve emission quality. As pressure increases 
to minimise the burden that I.C. engines place on the environment, legislation 
continues to tighten. Examples include the London Emission Zone that imposes 
financial penalties on commercial vehicles that fail to meet Transport for London 
particulate matter legislation.  
Furthermore, as of September 2014, all vehicle OEMs will be required to ensure that 
all class M vehicles (passenger-carrying with less than 8 seats) [4] meet the Euro 6 
Emission standards. These emission limits are detailed in Table 1.1 for both diesel 
compression ignition engines (C.I.) and gasoline spark ignition (S.I.) engines.  
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Table 1.1: Upper limits of emission levels allowed under the Euro 6 emission regulations for spark 
ignition (S.I.) and compression ignition (C.I.) engines [5] 
Carbon monoxide (mg km-1) NOx (mg km-1) Particulate matter (mg km-1) 
S.I. C.I. S.I. C.I. S.I. C.I. 
1000 500 60 80 5.0 5.0 
 
Additional targets have been set in relation to CO2 emissions. European OEMs are 
required, under EU law by 1st January 2015 to ensure that all models of car 
manufactured by them produce less than 130 g km
-1
 of CO2 emissions [6]. Shown in 
Figure 1.2 [1] is a plot showing how the tightened legislation has forced the CO2 
emissions from cars to reduce in the UK. At the end of 2012 the average emissions 
from all cars was 160 g km-1 while newly registered vehicles had an average CO2 
emission figure of 133 g km-1. Thus it can be seen there is still further work required 
to meet the mandatory legislation for 2015. 
 
Figure 1.2: Average CO2 emissions from both newly registered and existing vehicles for UK 
registered vehicles against year [1] 
1.2.1 Alternative measures of engine performance and their 
comparative nature 
The NEDC is a critical drive cycle for vehicle OEMs, particularly in the European 
Market, as it is used to quantify whether vehicles have met government targets and 
is therefore used to classify vehicles for taxation purposes. However, it should be 
noted that there are other vehicle drive cycles that are commonly used in 
automotive research and performance quantification and these include: 
x The Artemis test profile, commonly used in Europe to represent more 
realistic driving behaviour relative to the NEDC [3]. 
x The Federal Test Procedure (FTP) range of tests that are used in the North 
American market [3]. 
It must be borne in mind that, while there are differences in these drive cycles, they 
are each of limited duration and thus any inefficiencies associated with a cold-start 
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will have a significant effect on the performance metrics. Thus, regardless of the 
drive cycle used it should be possible for any improvements to be highlighted and 
quantified within the duration of such tests. However, the applied nature of 
automotive research does represent a significant challenge in being able to critically 
appraise and robustly compare different approaches to solving vehicle efficiency. 
The literature review in Chapter 2 seeks to explore and explain how I.C. engine cold-
start inefficiency has been attempted to be improved in the past and the 
improvements, or lack thereof, seen as a result. The difficulty in assessing such work 
is assessing the limitations of the repeatability of work and the associated 
confidence in the results but also attempting to compare different technology 
strategies using both different engine types and different performance metrics.  
Thus far, one has only focused on quantifying the quantity of exhaust pollutants 
produced by I.C. engines. While this is the focus of government targets the vehicle 
OEMs have a variety of potential methods of working to meet such targets and 
hence use different performance metrics to appraise the technologies trialled. It is 
therefore worth briefly discussing the physical meaning of the performance metrics 
that will be discussed in Chapter 2. 
Of primary interest to the consumer is the overall fuel consumption of the vehicle. 
This is typically quantified in miles per gallon (mpg) or in litres (100 km)-1. While this 
is arguably the easiest performance metric to understand, its value as a performance 
barometer of technology is weak, particularly if used as part of a whole vehicle 
study. Aside from any technology aimed at improving fuel economy, the fuel 
consumption is also dependent on the nature of the driving carried out (hence the 
need to use a consistent drive cycle) and also the specific vehicle that it is installed 
in. Vehicle mass and the aerodynamic performance of the vehicle will therefore be 
contributory factors in determining the fuel consumption.  
In order to isolate the performance of the I.C. engine from that of the vehicle, there 
are specific powertrain performance metrics that can be used. This includes the use 
of mean effective pressures to characterise an engine. The definition of a mean 
effective pressure is the work done per cycle per unit displaced and hence mean 
effective pressures are measured in Pa or bar. Consequently, mean effective 
pressures normalise against engines of different displacements (i.e. engine size) and 
also engine speed and therefore offer a more robust comparison between engines of 
different architecture. It is important to highlight however that in characterising 
different engines, there are different types of mean effective pressure and these are 
listed below: 
x Indicated mean effective pressure (IMEP): Gross indicated mean effective 
pressure from the combustion process 
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x Brake mean effective pressure (BMEP): Mean effective pressure that is used 
to transfer work to the output shaft. 
x Friction mean effective pressure (FMEP): Mean effective pressure that is used 
to overcome friction within the engine. 
x Auxiliary mean effective pressure (AMEP): Mean effective pressure that is 
used to drive auxiliary components including the alternator and air 
conditioning compressor. 
x Pump mean effective pressure (PMEP): mean effective pressure used to draw 
the inlet charge of air into the engine and waste exhaust gases from the 
engine. 
Thus, the BMEP, as a function of engine speed and swept volume is given by: ܤܯܧܲ ൌ  ? ௕ܹ௦ܸܰ  
Where  ܤܯܧܲ= Brake mean effective pressure (Pa) 
   ௕ܹ  = Brake power (W) 
  ௦ܸ= Swept volume (m3) 
  ܰ= Engine speed (revolutions s-1) 
Equation 1.1: Definition of BMEP 
The form of Equation 1.1 can be used for any of the respective mean effective 
pressures providing that the respective work is replaced (e.g. friction work is used to 
calculate the FMEP). It follows that the IMEP is the sum of all the constituent mean 
effective pressures, as defined in Equation 1.2. It is desirable for the BMEP to be as 
high as possible and for the FMEP, AMEP and BMEP to be as low as possible and it is 
during a cold-start that the FMEP rises owing to sub optimal lubrication (discussed in 
Section 1.5.1). ܫܯܧܲ ൌ ܤܯܧܲ ൅ ܨܯܧܲ ൅ ܣܯܧܲ ൅ ܲܯܧܲ 
Equation 1.2: IMEP defined as the sum of all contributory MEPs 
The final commonly used performance metric is brake specific fuel consumption 
(BSFC). This is a measure of the fuel used for a given brake power output and is 
therefore usually quoted in units of g (kW hour)-1. This is advantageous over the 
more commercially popular values of fuel consumption in miles per gallon, as the 
BSFC gives comparative values relative to the power output and hence prevents the 
perceived fuel economy increasing but the work output also reducing. ܤܵܨܥ ൌ  ? ? ? ?݉௙ሶ௕ܹ  
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Where  ܤܵܨܥ= Brake specific fuel consumption (g (kW hr)-1) 
  ݉௙ሶ = Fuel mass flow rate (g s-1) 
  ௕ܹ  = Brake power (W) 
 
Having established the major performance metrics for I.C. engine efficiency, there is 
also the need to discuss how such parameters are determined. Typically, when 
testing full engine builds, the engine is either tested on a laboratory dynamometer, 
where an electric motor is connected to the output shaft of the engine to provide 
the resistance load, or the engine is tested while installed in a vehicle. The time and 
cost of carrying out such tests therefore limits the number of repeat experiments 
that are carried out and it is common place for the published work in the field to not 
document the level of repeatability of the results presented, (although discussion of 
the limited repeatability data available is discussed in Section 2.4.4). When carrying 
out approval tests for government regulations, there are known issues with the 
repeatability of engine performance between two assemblies of the same nominal 
build specification. Consequently there are likely to be variations of up to 2-3 % in 
performance metrics even if the exact same set of components are disassembled 
and re-assembled with similar differences between two engines of the same nominal 
specification. 
Thus, in discussing and appraising prior work in the field it is accepted that the 
absolute values of the performance metric used by the previous authors in the field 
is not comparable between different studies and this is a major limitation in the 
current state of the art in the field. It is therefore desirable, in carrying out further 
work to utilise methodologies that can reduce the uncertainty of the findings relative 
to prior work in the field.  
1.3  The need to improve I.C. engine cold-start 
performance 
The combustion efficiency of an I.C. engine is a measure of how much of the 
chemical energy contained in a fuel is converted to other forms of energy including 
thermal and kinetic energy. It is largely accepted that the combustion efficiency of a 
modern I.C. engine is well optimised, with approximately 98% of the energy 
contained within the fuel being released on combustion in diesel engines and 95-
98% in gasoline engines [7]. However, the useful energy leaving the engine (termed 
 ‘ďƌĂŬĞǁŽƌŬ ? )ŝƐƚǇƉŝĐĂlly only 40% of the fuel energy [7, 8]. The energy that is used to 
provide drive to the wheels is less than the brake work, since a fraction of this 
energy needs to be used to overcome engine friction. This inability to convert all of 
the chemical energy into useful work output ŝƐƚĞƌŵĞĚƚŚĞ ‘ŐƌŽƐƐŝŶĚŝĐĂƚĞĚƚŚĞƌŵĂů
ĞĨĨŝĐŝĞŶĐǇ ? ? dŚĞ ŽǀĞƌĂůů ĞĨĨŝĐŝĞŶĐǇ ŽĨ ƚŚĞ ĞŶŐŝŶĞ ŝƐ ƚĞƌŵĞĚ ƚŚĞ  ‘ĨƵĞů ĐŽŶǀĞƌƐŝon 
ĞĨĨŝĐŝĞŶĐǇ ?ĂŶĚŝƐĚĞĨŝŶĞĚŝŶEquation 1.3. The fuel conversion efficiency of a modern 
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I.C. engine is typically 40% (limited by the gross indicated thermal efficiency rather 
than the combustion efficiency) and this, together with emission quality, has 
benefitted from the development of common rail fuel injection, improved lubricants, 
more complex engine control strategies and the use of catalytic converters on most 
vehicles.   ܨݑ݈݁ܿ݋݊ݒ݁ݎݏ݅݋݊݂݂݁݅ܿ݅݁݊ܿݕൌ ܥ݋ܾ݉ݑݏݐ݅݋݊݂݂݁݅ܿ݅݁݊ܿݕ ൈ ܩݎ݋ݏݏ݅݊݀݅ܿܽݐ݁݀ݐ݄݁ݎ݈݉ܽ݂݂݁݅ܿ݅݁݊ܿݕ 
Equation 1.3: Definition of engine fuel conversion efficiency 
However, while the fuel conversion efficiency and subsequent fuel consumption at 
steady state operating temperatures have improved, cold-start performance has 
remained problematic. Andrews et al. [9] demonstrated that engine fuel 
consumption has a linear dependence on ambient temperature and this is shown in 
Figure 1.3 [9] for a Euro 1 compliant S.I. engine. Over an urban drive cycle, the fuel 
consumption was shown to increase by 18% when the ambient temperature 
decreased from 31 °C to -2 °C. The work of Will and Boretti [8] highlighted a similar 
trend for three different variants of engine (a 1200 cc 3 cylinder S.I. engine, a 1400 cc 
4 cylinder S.I. engine and an 1800 cc S.I. engine) as did Goettler et al. [10] with a 3.3 
litre S.I. engine. Such observations are of critical importance to vehicle 
manufacturers as the NEDC test is required to be conducted from a soak 
temperature of between 20 °C and 30 °C [11]. Similarly, Kunze et al. [12] presented 
data showing that the fuel consumption of a gasoline engine reduced by an average 
of 10% when the start temperature was increased from 25 °C to 90 °C when the 
engine was run over the NEDC. Will and Boretti [8, 13] estimated that frictional 
losses in the engine during the early stages of warm-up (when the engine is in the 
region of 20 °C) can be up to 2.5 times higher than those observed when the 
lubricant is fully warm. If this temperature is reduced to a cold-start scenario of 0 °C, 
then Samhaber et al. [14] predicted increases in fuel consumption of up to 13.5 % for 
an engine starting at 0 °C relative to one that is fully warm. 
The effect of reduced operating temperatures on I.C. engine performance has been 
seen to be an increase in fuel consumption. As a result of burning additional fuel, 
vehicle emissions consequently rise (2668 g of CO2 is released  per litre of diesel 
burnt [15]) and hence there is a risk that the vehicle may fail key emission tests. It is 
therefore critical to make attempts to improve fuel consumption during the warm-
up phase particularly as the NEDC is required to be conducted from a soak 
temperature of between 20 °C and 30 °C.  
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Figure 1.3: Effect  of ambient operating temperature on fuel consumption over an urban drive cycle 
for a Euro 1 compliant S.I. engine. Reprinted with permission from SAE paper 2007-01-2067 © 2007 
SAE International and SAE of Japan [9] 
While the poor cold-start performance of I.C. engines is problematic during 
mandated tests such as the NEDC there are also strong consumer trends of making 
multiple short trips and thus using the engine repeatedly when cold. Such trends 
further heighten the need to investigate methods of improving the cold-start 
performance of I.C. engines. Goettler et al. [10] estimated that up to 80% of trips 
made in the United States of America are less than 15 km in length while Jarrier et al. 
[16] claimed the mean European car journey is approximately 10 km in duration. 
Andrews et al. [17] reported the findings of André who found that, from a survey of 
35 vehicles, 52 % of the vehicle journeys made were less than 3 km in duration. 
André [18] later carried out further work investigating the driving habits and trends 
of vehicles used in real conditions. He found (based on a sample of 55 vehicles and 
1840 hours of vehicle running) that approximately one third of the trips made did 
not enable the engine coolant to exceed 70 °C or the engine lubricant to exceed 60 
°C.  
1.4 The thermal balance of the engine during warm-up 
It has been seen that despite the improvement in emissions and fuel consumption of 
engines at steady state, the cold-start performance of vehicle engines remains 
problematic and there is a need to address such an issue to meet legislation.  
During the engine warm-up phase, there are effectively three thermal masses 
interacting with each other, namely the main engine block (including the crankshaft), 
the lubricant and coolant. Of the three, the coolant is the fastest to respond owing 
to its temperature being closely coupled to that of the combustion gases [7, 11, 19]. 
In contrast, the lubricant temperature and block temperature are generally much 
slower to respond owing to the block having a large thermal inertia and the lubricant 
being much less closely coupled to the combustion process [12, 20, 21]. Figure 1.4 
shows a cross section through a typical I.C. engine cylinder and shows the relative 
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physical locations of the main engine oil gallery, the coolant jacket and the block 
structure relative to the cylinder bore. It can be seen how the coolant jacket 
surrounds the cylinder bores for almost the entire length of the bore and results in 
the close coupling of the coolant temperatures to the combustion gas temperatures. 
Conversely, the main engine oil gallery is situated at the bottom of the piston bore 
and only extends for a fraction of the bore length. The engine oil gallery can also be 
seen to be in an area of a higher cast thickness and is in close proximity to the rest of 
the lower block structure which therefore slows down the lubricant heating rate 
relative to the coolant. It is also worth noting that in the particular example shown, 
the coolant jacket is abnormally long and it is not unusual for the coolant jacket to 
only extend for three quarters of the bore length. Such a characteristic would 
therefore result in a reduction in heat transfer between the coolant jacket and the 
main engine oil gallery. 
Coolant Jacket
Main Oil Gallery
Bearing Feed Gallery
(shown in red)
Oil Pump Outlet
 
Figure 1.4: Section through a 2.0 litre S.I. engine showing the relative locations of the main engine 
oil gallery and coolant jacket to the cylinder bore (the cylinder liner has been removed during the 
sectioning of the block) 
Figure 1.5 [20] presents data which describe the energy balance of an engine during 
the warm-up phase. It can be seen that while at steady state typical efficiencies 
quoted are 40%, during warm-up the fraction of energy available as effective work is 
only 10%. This is consistent with claims made by Jarrier et al. [16] and Will and 
Boretti [8]. The left-hand chart of Figure 1.5 provides an energy thermal balance at 
the combustion chamber and the right-hand chart provides a breakdown of the 53% 
of energy that is transferred as heat to the cylinder walls; this is a large fraction as a 
result of the high temperature differential between the combustion gases and 
cylinder wall generating a high heat flux. Such energy is therefore not available to be 
used to power the driven wheels. The energy transferred to the cylinder walls causes 
the coolant, the metallic structure (including the block and crankshaft) and the 
lubricant to warm up. However, what is indicated is that 52% of this heat energy is 
not found to warm up any of the ancillary circuits (such as the lubricant or coolant), 
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but ŝƐŝŶƐƚĞĂĚůŽƐƚĚŝƌĞĐƚůǇƚŽƚŚĞĞŶǀŝƌŽŶŵĞŶƚ ?ƚĞƌŵĞĚ ‘ƵŶƵƐĞĚŚĞĂƚ ? ) ?/ƚƐŚŽƵůĚĂůƐŽ
be noted that only 4% of the heat from combustion will be found to actually warm 
up the lubricant. Similar trends were observed in the experimental work of Jarrier et 
al. [16] when using a 1.9 litre diesel engine. Their work, presented in Figure 1.6 [16], 
shows just over 10 % of the energy being used for brake work with only a small 
contribution (< 5%) of the energy being input to the lubricant. The work also 
highlights again how much of the energy is not utilised, with both the ambient air 
fraction and cabin heating fraction representing heat that is lost from the engine 
system. Similarly, the theoretical modelling work of Samhaber et al. [14] detailed the 
energy balance of the heat sink of a diesel engine (offering comparative data to that 
data presented in the right hand part of Figure 1.5). In this work, it was found that 
60% of the energy was used to heat the structural parts, with approximately 20% 
being absorbed by the coolant and 10% by the lubricant. Thus, the lubricant and 
coolant once again receive only a small proportion of the energy available. The 
proportion retained in the metal structure was higher in the work reported by 
Samhaber et al. [14] and ĂƉŽƐƐŝďůĞƌĞĂƐŽŶŵĂǇďĞƚŚĂƚ^ĂŵŚĂďĞƌ ?ƐƐŝŵƵůĂƚŝŽŶǁŽƌŬ
was based on the NEDC with varying load and speed whereas Trapy and Damiral [20] 
and Jarrier et al. [16] conducted experimental work at a constant speed and load. 
Also, the work of Trapy and Damiral was conducted on an S.I. engine whereas 
Samhaber et al. and Jarrier et al. simulated a diesel engine. Thus, the thermal mass 
of the diesel engine will have undoubtedly been higher to incorporate the higher 
structural strength required to cope with the higher compression ratios and may 
account for the smaller fraction of energy held in the metal reported by Trapy and 
Damiral. 
 
Figure 1.5: Energy thermal balance diagram during warm-up of a 4 cylinder 1.7 litre S.I. engine. 
Reprinted with permission from SAE paper 902089 ©1990 SAE International [20] 
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Figure 1.6: Mean heat balance against time during engine warm-up for a 1.9 litre diesel engine 
operating at 1500 rpm and 1 bar BMEP (brake mean effective pressure) from a soak temperature of 
2.5 °C. Reprinted with permission from SAE paper 2000-01-0299 ©2000 SAE International [16] 
It can therefore be seen that during the warm-up phase of the engine, there is a 
large proportion of unutilised energy in the engine and that this results in only a 
small fraction of the energy released during combustion being absorbed by the 
lubricant and coolant. This is a significant factor in the increased fuel consumption 
and emission levels during cold-start and the effects are explained in Section 1.5.  
1.5 The significance of engine lubricant and engine 
coolant temperatures during warm-up 
Section 1.3 has shown how the internal combustion engine is less efficient when 
operating at lower temperatures with only a very small fraction (~9%) of the energy 
contained in the fuel being converted to brake work during warm-up. Meanwhile, 
Section 1.4 has shown how, of the energy not used as brake work, only a small 
proportion is used to heat the coolant or lubricant. The slow heating rate of the 
lubricant and coolant is one factor resulting in poor engine efficiency. However, it is 
important to understand the role of fluid and component temperatures on thermal 
efficiency and also the time frames involved for the systems to reach their optimal 
operating temperature.  
Figure 1.7 [20] shows the temperature profile for both the lubricant and coolant for 
a 1.7 litre S.I. engine when operating at 10 N m load and 2000 rpm. It can be seen 
that within 7 minutes, the coolant temperature has reached its peak value, which 
has resulted in the thermostat opening and the system actively dissipating heat to 
the environment via the radiator. In direct contrast, it can be seen that the lubricant 
temperature is still not at steady state 15 minutes into the warm-up cycle and it 
would be desirable to be able to utilise the thermal energy being dissipated to 
ambient to accelerate the lubricant heating rate. The trend of the lubricant 
temperature lagging the coolant temperature is verified in the work of Li et al. [21], 
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Kunze et al. [12], Andrews et al. [9] and Jarrier et al. [16]. The work of Jarrier et al. 
focused on a diesel engine, indicating that such a problem is not confined to one 
type of engine. Further work by Andrews et al. [9] compared engine warm-up rates 
of different designs of engine from the past 20 years and found that over this period 
of time, the rate of lubricant warm-up had stayed constant with values of 0.1 °C s-1 
being reported. Comparatively, coolant warm-up rates have typically been in the 
region of 0.25  W 0.4 °C s-1. This lag in the rate of increase of lubricant temperature is 
highly significant in the observed inefficiencies during warm-up with Andrews et al. 
[9] arguing that an increase in lubricant warm-up rate is critical to improving cold-
start efficiency. 
 
Figure 1.7: Temperature plot against time of coolant and lubricant for a 1.7 litre S.I. engine. 
Reprinted with permission from SAE paper 902089 ©1990 SAE International [20] 
The warm-up process of an I.C. engine is complex with multiple sub-systems and 
components requiring heating. The coolant system, at steady state, is required to 
keep components within acceptable temperature limits and consequently the 
coolant and cylinder liner temperatures are closely coupled [7, 11, 19]. Thus, in a 
conventionally designed I.C. engine, a high coolant temperature indicates a high 
cylinder liner temperature. Higher liner temperatures are desirable since they 
promote the full and effective mixing of the inlet charge and facilitate complete 
combustion [11, 14, 19, 22]. Consequently, a higher liner temperature facilitates 
greater energy release from the fuel, improving both fuel consumption [23] and 
emission quality. Also, the liner temperature has been shown to have a strong effect 
on the piston- liner friction work, with increased liner temperatures reducing the 
friction at this interface [19]. Thus, during the warm-up phase, heating of the coolant 
is desirable as it prevents quenching of the cylinder liners and therefore reduces 
friction and improves combustion quality. Andrews et al. [9] were able to isolate the 
effect that low temperature lubricant viscosity has on fuel consumption from the 
effect of low coolant temperatures and subsequent poor combustion. Such work is 
discussed in Section 1.5.1. 
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1.5.1 The sensitivity of engine lubricant to temperature 
While high cylinder wall temperatures are advantageous to the efficiency of I.C. 
engines through the promotion of more effective combustion, the more critical 
observation from Figure 1.7 [20] is that the lower rate of lubricant warm-up when 
compared to that of the coolant. The primary purpose of the lubricant is to reduce 
friction in the engine, and if frictional losses rise (due to the lubricant operating at a 
sub-optimal temperature), an increase in fuel consumption and emissions will result. 
The systems associated with significant frictional losses in the engine are numerous 
and include the valve train, crankshaft bearings and piston rings [19, 24-26] with 
Zammit et al. [27] and Comfort [28] estimating that the main crankshaft bearings 
account for up to a third of the total frictional losses during warm-up (although the 
distribution of friction in the engine varies between engines and with operating 
conditions). A typical breakdown of engine friction was reported by Comfort for a 
diesel engine and is shown in Figure 1.8 [28]. 
 
Figure 1.8: Typical breakdown of engine friction for a diesel engine [28] 
Frictional losses depend upon a complex relationship between the interacting 
surfaces together with the lubricant present and is best understood using the 
Streibeck Curve shown in Figure 1.9 [29]. In this plot, the coefficient of friction, ߤ, is 
plotted against the dimensionless Sommerfeld Number (defined in Equation 1.4). ܵ݋ ൌ ܼܰܲ 
Where ܼ ൌ Lubricant dynamic viscosity (N s m-2) 
 ܰ ൌ Relative velocity of the two surfaces (m s-1) 
 ܲ ൌ Applied load per unit width of the bearing (N m-1) 
Equation 1.4:  Definition of Sommerfeld Number 
The vertical lines on the graph separate the three broad lubrication regimes namely, 
boundary, mixed and hydrodynamic from left to right. The optimal (lowest) frictional 
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losses are found at the transition from mixed to hydrodynamic lubrication and from 
this point, either an increase or decrease in the Sommerfeld number results in a 
higher coefficient of friction and subsequent increases in fuel consumption. In the 
context of the internal combustion engine, both the load and bearing rotational 
speed (both of which are variables included in the Sommerfeld number), are largely 
fixed by drive requirements of the vehicle and therefore minimising friction within 
the engine is governed by ensuring that an appropriate value of lubricant viscosity is 
maintained. At low temperatures, there is a need to ensure the viscosity is not so 
high as to increase the friction when in the hydrodynamic regime while there is a 
need to ensure that at high temperatures, the lubricant viscosity does not become 
so low that the lubricant film breaks down and boundary lubrication dominates. 
 
Figure 1.9: The Streibeck Curve where Z=  lubricant dynamic viscosity, N is the rotational speed of 
the bearing and P is the bearing load [29] 
The challenge of managing engine friction and accounting for the variation of 
lubricant viscosity is well explained by classical lubrication theory. However, the role 
of lubricant viscosity in managing engine friction was originally not recognised. Early 
research focused more on the issue of being unable to start an engine, such was the 
level of friction within early engines.  
Vick [30] highlighted that early researchers argued that a minimum cranking speed 
existed, below which an engine would not fire, with such behaviour being attributed 
to there being a minimum cranking speed required to achieve an acceptable air: fuel 
ratio for combustion. It was the work of Selby in 1964 [31] that linked the effect of 
ŚŝŐŚ ůƵďƌŝĐĂŶƚǀŝƐĐŽƐŝƚǇƚŽĞŶŐŝŶĞƐƚĂƌƚŝŶŐĂďŝůŝƚǇ ?Ğ^ůďǇ ?ƐƚŚĞŽƌǇǁĂƐďĂƐĞĚŽŶǁŽƌŬ
by Becker who measured the power required to crank an engine at various engine 
crankshaft speeds with differing grades of lubricant, with his results shown in Figure 
1.10 [30]. Also shown in Figure 1.10 is the output power from a starter motor at 
different speeds. If the power required to crank the engine at a given speed with a 
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particular lubricant is below that of the starter motor output, then the engine will 
fire (conversely, it will not fire if the power requirement is above that of the starter 
motor output). It should be noted that the work discussed here was carried out with 
monograde lubricants and therefore, the effect of temperature on the lubricant 
properties will be more pronounced than that which would be expected for a system 
operating with a ŵŽĚĞƌŶŵƵůƚŝŐƌĂĚĞůƵďƌŝĐĂŶƚ ?,ŽǁĞǀĞƌ^ĞůďǇ ?ƐǁŽƌŬ[31] (shown in 
Figure 1.11) was carried out with varying specifications of multi-grade lubricant. The 
open data points indicate a successful fire-up while the filled data points indicate an 
unsuccessful fire-up. It can be seen that no successful fire-up was achieved once the 
lubricant viscosity exceeded 3000 cp. Further tests, reported in the same publication, 
varied the cranking speed independently of lubricant viscosity and achieved 
successful fire-ups at cranking speeds as low as 6 rpm but with a lubricant viscosity 
of 470 cP thus proving beyond doubt that lubricant viscosity was the dominant 
factor in engine starting ability and not the cranking speed. 
 
Figure 1.10: Starting power requirements to crank an engine at different speeds when utilising 
different grades of monograde engine lubricant at 10 °F (-10 °C) compared to the starter motor 
output. Reprinted with permission from SAE paper 650446 [30]  
 
Figure 1.11: Engine lubricant viscosity plotted against engine cranking speed showing the effect of 
viscosity on achieving a successful engine fire up for two V8 gasoline engines. Reprinted with 
permission from SAE paper 640427 [31] 
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The sensitivity of frictional losses to lubricant viscosity is of paramount importance in 
understanding why a long lubricant warm-up time is undesirable in controlling 
engine cold-start inefficiencies. There has been much work carried out over the past 
forty years which has attempted to stabilise the properties of lubricants (particularly 
viscosity) over the temperature range of operation, with multigrade synthetic oils 
having become highly complex mixtures with viscosity stabilisers added [26]. The 
viscosity modifiers are typically polymer molecules and work by the polymer being 
more soluble in the lubricant at high temperatures than at low temperatures. They 
therefore interfere with lubricant flow at high temperatures and reduce the 
temperature thinning effect [32]. 
However, although desirable, lubricants where the viscosity is independent of 
temperature have not yet been developed, with typical viscosity-temperature 
profiles for a range of SAE monograde and multigrade lubricants being shown in 
Figure 1.12 [33]. The high sensitivity of viscosity to temperature can be observed, as 
can the benefit of the multigrade lubricants relative to monograde lubricants. It can 
be seen that the dynamic viscosity of multigrade lubricants is still highly sensitive to 
temperature, thus highlighting the limitations of using lubricant chemistry to 
improve cold-start inefficiency. The variation of dynamic viscosity with temperature 
is typically characterised by a Vogel curve and is described by Equation 1.5 [34, 35]. 
The values of the constants vary between different lubricants but as an example of 
typical values, the engine lubricant discussed in Chapter 3  had a value of 0.0568 N s 
m
-2, 
for ݇௩ while ߠଵand ߠଶwere assigned values of 1171.2 °C and 135 °C 
respectively.   ߤ ൌ  ݇௩݁ݔ݌ ൬ ߠଵܶ ൅ ߠଶ൰ 
Where: ߤ = Lubricant dynamic viscosity (N s m-2) ݇௩= Constant with the same units as those used for dynamic viscosity ܶ= Temperature (°C) ߠଵܽ݊݀ߠଶ= Constants with the same units as those used for temperature 
Equation 1.5: Vogel equation to model the variation in lubricant dynamic viscosity with 
temperature [34, 35] 
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Figure 1.12: Change in dynamic viscosity with temperature for SAE monograde and multigrade 
engine lubricants. Multigrade lubricants are shown in dashed lines whereas monograde lubricants 
are shown with solid lines [33] 
Burke et al. [26] present a similar limitation in the ability of multigrade lubricants to 
control lubricant viscosity although they base the findings on the kinematic viscosity ሺ߭ሻ, rather than the dynamic viscosity ሺߤሻ. The, kinematic viscosity, defined in 
Equation 1.6, is simply the dynamic viscosity divided by the density. Consequently, 
the kinematic viscosity is less sensitive to temperature owing to the density also 
reducing with temperature and offsetting the reduction in dynamic viscosity. ߭ ൌ ߤߩ 
Equation 1.6: Kinematic viscosity as a function of dynamic viscosity 
The effect of lubricant viscosity on engine friction can be observed by numerous 
performance metrics. The increase in rubbing friction (observed at the bearings and 
between the pistons and cylinder liners) results in an increase in the friction mean 
effective pressure (FMEP). In addition, the increased pumping work required to 
circulate the more viscous lubricant around the engine also results in an increase in 
auxiliary mean effective pressure (AMEP) as a result of the extra work required to 
drive the oil pump. The combined effect of increased friction and pumping work 
results in an increase in fuel consumption as the lubricant temperature is reduced.  
Shayler et al. [36] characterised the effect of lubricant viscosity and its variation with 
temperature by measuring the FMEP of a 2.4 litre direct injection diesel engine filled 
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with different grades of engine lubricant. Some outcomes of the work, shown in 
Figure 1.13 [26, 36], indicate a power law increase in FMEP with lubricant viscosity; 
the dependence of lubricant viscosity with temperature is shown in Figure 1.13b. It 
can be seen that owing to the effect of lubricant viscosity, the engine FMEP can 
reach values of up to 8 bar which represents a fourfold increase relative to typical 
FMEP values for a fully warm engine (typically between 1.5 bar and 2 bar [7]). Such 
an effect is reflected in Equation 1.7 [37] which enables the FMEP at a given 
lubricant viscosity to be characterised. The value of ݊ is typically in the region of 0.19 
-0.24 for gasoline engines and 0.25 -0.32 for diesel engines [37]. The power law 
relationship between lubricant viscosity and engine FMEP enables the effect of sub 
optimal lubricant viscosity to be appraised in isolation of the benefits in efficiency 
served by raising the temperature of other thermal masses in the engine (e.g. raising 
the temperature of the liner walls). The work presented in Figure 1.13 also confirms 
that the hydrodynamic lubrication regime is dominant in the engine rather than 
mixed or boundary lubrication. If one refers back to the Streibeck Curve in Figure 1.9, 
an increase in the coefficient of friction would result in an increase in engine FMEP. 
When studying Figure 1.9, it is only in the hydrodynamic region where the coefficient 
of friction rises with increasing Sommerfeld Number (which represents an increase in 
dynamic viscosity). Comparatively, the coefficient of friction reduces with increasing 
Sommerfeld Number (and dynamic viscosity) in the mixed and boundary regimes. 
Thus, the reduction in engine FMEP with decreasing lubricant dynamic viscosity 
therefore confirms that the hydrodynamic lubrication regime dominates throughout 
the engine.  ܨܯܧܲ ൌ  ܨܯܧ ௙ܲ௨௟௟௬௪௔௥௠ ቆ ߤߤ௙௨௟௟௬௪௔௥௠ቇ௡ 
Equation 1.7: Variation of engine FMEP with lubricant dynamic viscosity [37] 
 
Figure 1.13: Measured engine FMEP against lubricant dynamic viscosity and lubricant dynamic 
viscosity against temperature for a 2.4 litre direct injection diesel engine running at 2000 rpm. 
Reprinted with permission from SAE paper 2007-01-1984 ©2007 SAE International and SAE of Japan 
[26, 36] 
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Andrews et al. [9] carried out investigative work on both a Ford Valencia and a Ford 
CVH engine (both S.I.) where the coolant was preheated to 90 °C but the lubricant 
was allowed to heat up by conventional means, again enabling the effect of high 
lubricant viscosity to be observed in isolation of the effects of low coolant and 
cylinder wall temperatures. The results showed that in fixed load tests with 6.6 kW 
of brake power, fuel consumption was 25% higher as a result of the increased 
lubricant viscosity at the start of the cycle as compared to when fully warm and an 
excess in fuel consumption relative to a fully warm situation was observed for over 
ten minutes in this work. 
It is not currently possible to find a lubricant that offers optimal lubrication across 
the complete lubricant temperature range. It has been shown that the effect of 
temperature on lubricant viscosity is a key factor in the increase in fuel consumption 
during cold starts. Shayler et al. [36] have demonstrated how the lubricant viscosity 
increases by 900% when the temperature is reduced from 90 °C (a typical operating 
temperature for engine lubricant) to 20 °C. They found that such an increase in 
viscosity saw the FMEP increase by approximately 60% from 2.5 bar to 4 bar. Such 
increases in friction have a dramatic effect on fuel consumption; the work of 
Andrews et al. [9] directly demonstrated that fuel consumption increased by 25% 
when the lubricant temperature was 20 °C instead of 90 °C. Both the work of Shayler 
et al. [36] and Andrews et al. [9] attribute the increases in FMEP and fuel 
consumption solely to the increase in lubricant viscosity. Therefore, with an 
understanding of the link between lubricant temperature and friction, it is clear to 
see why the prolonged lubricant warm-up relative to the coolant shown in Figure 1.7 
is so undesirable. 
1.5.1.1 The mechanism of lubricant heating 
In Section 1.5, it was highlighted how both the lubricant and coolant temperature 
were critical factors in the efficiency of I.C. engines. It has been seen how the engine 
lubricant heats up at a slower rate than the coolant but it is desirable for both 
lubricant and coolant heating rates to be higher. The coolant is heated by heat 
transfer from the combustion gases through to the coolant jacket and it has already 
been discussed how the coolant and cylinder liner temperatures are closely coupled 
[7, 11, 19]. 
The engine lubricant heating sources are more varied. Section 1.5.1 highlighted how 
the temperature dependence of lubricant viscosity results in the engine lubricant 
providing sub-optimal lubrication prior to it reaching its intended operating 
temperature. A consequence of frictional dissipation in the bearing is heat 
generation and it will be seen that it is bearing friction that provides the greatest 
source of heat to the lubricant. 
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Shayler et al. [25] investigated the effect of main bearing friction during cold-start 
and demonstrated that frictional work in the bearings (dissipated as heat) is 
significant during the early stages of warm-up. An unloaded crankshaft was tested 
from an initial soak temperature of -20 °C to observe the effect of lubricant viscosity 
on friction at the bearings, and the subsequent heat generation. Figure 1.14 [25] 
shows the heat flux away from the bearings during the warm-up phase of the 
engine, with an initially large flux which rapidly decreases with time. The high heat 
generation in the bearings results from the high frictional losses at cold-start (in this 
work, there were no other sources of heat). From these data, an empirical equation 
was developed that relates the friction force in the bearing to a range of parameters, 
amongst them the lubricant viscosity. This relationship is shown in Equation 1.8. 
Using this formula, power dissipated as heat in the bearing can simply be related to 
the product of the frictional force and the surface speed. Thus, the power dissipated 
at the bearings would be proportional to the product of ܷଵǤ଺ߤ଴Ǥ଼. ܨ ൌ ߚ ߨܦܮߤ଴Ǥ଼ܷ଴Ǥ଺ܿሾሺ ? െ ߝଶሿ଴Ǥହ 
Where:  ܨ= Frictional force within the bearing (N) 
   ߚ=Constant 
   ܦ= Bearing diameter (m) 
   ܷ= Relative bearing speed (m s-1) 
   ߤ= Dynamic viscosity (Pa s) 
   ܿ= Bearing clearance (m) 
   ߝ= Eccentricity ratio (in this work set to 0.6) 
Equation 1.8: Empirical relationship of frictional force within unloaded bearings as a function of 
lubricant viscosity [25] 
 
Figure 1.14: Rate of heat flow from bearing shells during the early stages of engine warm-up  [25] 
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It should be noted that the equation indicates that the frictional force is not related 
to the load carried at the bearing with the authors arguing that the friction is 
essentially independent of engine load during start-up. Instead, the frictional force is 
dependent on engine speed with the lubricant heating rate having been found to be 
dependent on engine speed by both Andrews et al. [38] and Shayler and Christian 
[39], suggesting that the heating rate of the engine lubricant is dependent on 
frictional heating. If heat transfer from combustion was the dominant source of 
lubricant heating, it would be expected that the lubricant heating rate would show a 
positive correlation with engine load owing to the need to burn more fuel to meet 
the higher load requirements. Instead, the correlation with engine speed (and hence 
bearing surface speed) indicates that it is the friction in the bearings that dominates 
as a heat source. Similar heat generation figures to that of Shayler et al. [25] were 
reported by Zammit et al. [27] (Figure 1.15) using a 2.4 litre diesel engine run at 2000 
rpm and 3 bar brake mean effective pressure (BMEP). 
In Figure 1.16 [20], Trapy and Damiral demonstrated the overall heating effect of all 
the bearings (rather than heat flow per bearing) was just over four times the figures 
presented by Shayler et al. [25] and Zammit et al. [27]. Given that for a 4 cylinder 
engine, one may expect up to 5 main bearings to be present, this correlates well with 
the work of Shayler et al. and Zammit et al. It should also be highlighted that Shayler 
et al. [25] and Zammit et al. [27] investigated C.I. engines whereas Trapy and Damiral 
[20] investigated S.I. engines. Thus the trend also appears to be consistent across 
engine types.  
Critically, Trapy and Damiral [20] also linked these bearing friction figures to the 
overall contribution made to lubricant heating, confirming that the main source of 
lubricant heating during engine warm-up is that of the frictional power dissipated in 
the bearings themselves (61%). The remaining 39% is provided by what is referred to 
ĂƐ ‘complementary ŚĞĂƚ ?ǁŚŝĐŚĞŶĐŽŵƉĂƐƐĞƐĂůůƚŚĞŽƚŚĞƌĐŽŶƚƌŝďƵƚŝŽŶƐƚŽůƵďƌŝĐĂŶƚ
heating throughout the engine, including the heat passed to the lubricant from the 
combustion process, heat transfer from the coolant and other frictional power 
dissipation. Another key observation is the relative importance of piston cooling jets 
in lubricant warm-up with Trapy and Damiral [20] reporting the percentage of heat 
ŝŶƉƵƚ ĨƌŽŵ  ‘ĐŽŵƉůĞŵĞŶƚĂƌǇ ƐŽƵƌĐĞƐ ? ƌĞĚƵĐŝŶŐ ƚŽ ĂƐ ůŝƚƚůĞ ĂƐ  ?A? ǁŚĞŶ ƚŚĞ ƉŝƐƚŽŶ
cooling jets were deactivated. 
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Figure 1.15: Energy flows per bearing from a 2.4 litre diesel engine running at 2000 rpm and 3 bar 
BMEP during warm-up. Reprinted with permission from SAE paper 2012-01-1216 ©2012 SAE 
International [27] 
 
Figure 1.16: Frictional losses within an I.C. engine providing heat input to the lubricant system for a 
1.7 litre S.I. engine. Complementary heat to the lubricant is also shown and is a term for all other 
heat sources to the lubricant including combustion heat and heat from the coolant. Reprinted with 
permission from SAE paper 902089 ©1990 SAE International [20] 
1.5.1.2 Variations in lubricant temperature throughout the 
lubricant circuit  
To provide sufficient lubrication to all the components within an I.C. engine requires 
the lubricant to be pumped around a complex circuit that provides a variety of flow 
paths. Figure 1.17 shows a schematic of a typical I.C. engine lubricant circuit taken 
from a 2.0 litre, 4 cylinder direct injection S.I. engine. It can be seen that the 
lubricant is scavenged by the oil pump and is fed into the rear of the main gallery 
before being split to serve different parts of the engine including the main bearings, 
valve train and turbo before the lubricant returns to the sump under gravity feed. 
Such a set-up is typical of many engines although the presence of individual 
components (e.g. the turbo) is dependent on the specific engine configuration. The 
literature referenced thus far characterises the lubricant in the engine based on a 
single temperature measurement point that is typically taken to be either the bulk 
lubricant temperature in the sump or at a specific point of interest (e.g. the main 
gallery temperature or bearing film temperatures). However, there is significant 
(a) (b) 
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variation in lubricant temperature between locations in the lubricant circuit. Figure 
1.18 [40] shows the lubricant temperature in the engine at various positions at 
different points in time. It can be seen that at the time steps shown, the lubricant 
gains approximately 2 °C as it travels through the oil cooler. In this particular engine 
the oil cooler is coupled to the engine coolant circuit. Consequently, during the early 
phases of running the coolant actively heats the lubricant and it is only during steady 
state running that the lubricant is cooled by the coolant. Such an installation is not 
standard on every vehicle and the effect in this experiment can be seen. The 
literature review (Chapter 2) highlights the work of Samhaber et al. [14] who 
modelled the warm-up of a 2.0 litre direct injection diesel engine and found that fuel 
consumption was either increased or reduced as a result of reduced coolant flow 
depending on whether a coolant / lubricant heat exchanger was present (Section 
2.3.5.2).  
When examining the temperature profiles in Figure 1.18 it can be seen that there is 
negligible difference in the lubricant temperature between the entry point at the 
rear of the gallery and the exit at the front of the gallery and that the lubricant 
temperature rises by up to 9 °C (observed at 400 seconds) after flowing through the 
head. However, a critical observation is the way in which the lubricant loses 
temperature as it flows down the return channels back to the sump. It can be seen 
that at 100 seconds the lubricant loses 5 °C in temperature between the head outlet 
position and lower block return and that this temperature differential remains above 
3 °C until 800 seconds. Such a reduction is significant, particularly given that the 
lubricant viscosity is much more sensitive at these low temperatures. The 5 °C drop 
in temperature from 30 °C to 25 °C increases the dynamic viscosity of the lubricant 
by 25% from 69 mPa s-1 to 85 mPa s-1. While the temperature reduction at later 
points are both lower in magnitude and less significant in terms of viscosity effect, 
they still contribute to an overall reduction in engine efficiency and contribute to 
increased fuel consumption and subsequent increases in emissions. A limitation of 
powertrain research is the lack of repeatability in experimental work. It would be 
desirable to carry out multiple repeats of a single test to verify the trends discussed 
are repeatable. However, the cost and time implications of such an approach often 
prevents research in the field being able to facilitate such data. Such a limitation in 
the verification of the repeatability of findings is consistent throughout the literature 
in the field; a point highlighted in the literature review (Chapter 2- Section 
2.4.4).Hence, while further repeats would be desirable to verify the trends discussed, 
such data are not available. However, the temperature measurements were taken 
using K-type thermocouples that typically read to within +/- 1.5 °C of each other. 
Thus, a temperature differential of 3 °C can be reliably interpreted as a genuine 
temperature differential and not a result of experimental noise.  
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Figure 1.17 ?^ĐŚĞŵĂƚŝĐĚŝĂŐƌĂŵŽĨƚŚĞĞǆƉĞƌŝŵĞŶƚĂůƚĞƐƚďĞĚĞŶŐŝŶĞ ?ƐůƵďƌŝĐĂƚŝŽŶĐŝƌĐƵŝƚĚĞƚĂŝůŝŶŐ
typical lengths and diameters [19] 
 
 
Figure 1.18: Experimental data for engine lubricant during an NEDC test on a 2.0 litre, 4 cylinder 
direct injection spark ignition engine [40] 
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1.5.2 Summary 
The preceding sections have shown how, when operating at a reduced temperature, 
the I.C. engine is significantly less efficient than at full operating temperature. This is 
a consequence of cylinder liner temperatures being too low and thus increasing 
friction between the liner and piston while also failing to promote full and complete 
combustion. In addition, the viscosity of the engine lubricant has been shown to be 
highly sensitive to temperature. Consequently fuel consumption is increased owing 
to the high lubricant viscosities associated with lower temperatures increasing both 
engine friction and the increased work required more pumping work to circulate it 
around the engine. 
The primary method of coolant heating is via heat transfer from the combustion 
gases to the coolant jacket while the primary method of lubricant heating is from 
bearing frictional power dissipation; this is particularly significant at lubricant low 
temperatures owing to the high viscosity of the lubricants at these temperatures.  
In order to improve fuel efficiency and emission quality during the cold-start phase, 
one must aim to increase the rate of lubricant or coolant warm-up. To achieve this 
will require a strategy that retains more heat in the lubricant and coolant (i.e. 
prevents losses) or one that directs more heat to the lubricant or coolant from 
existing energy sources.  
1.6 Emission control using catalytic convertors during 
engine cold starts 
Low fuel consumption figures are highly desirable in the NEDC. However, as 
highlighted in Section 1.2, European legislation is focused on emission figures and 
not just fuel consumption performance. A critical component in the treatment of 
exhaust gas emissions on modern vehicles is the catalytic converter which exists to 
reduce the level of NOx, hydrocarbon and carbon monoxide emissions. The catalytic 
convertors use noble metals to oxidise carbon monoxide and hydrocarbons to 
carbon dioxide and water while nitrous oxides (NOx) are reduced to form water and 
nitrous oxide (N2O), as opposed to NOx (NO or NO2). Shown in Figure 1.19 [41] is a 
plot of the conversion efficiency, defined in Equation 1.9, of a typical catalytic 
converter against temperature. It can be seen that the conversion efficiency of the 
catalytic converter can approach 100% but that it provides almost no benefit when 
cold. Thus, the thermal energy in the exhaust gases serves a vital role in ensuring the 
catalytic converter reaches its light-off temperature (the temperature at which a 
50% conversion efficiency is reached [7]) as quickly as possible. Such is the 
importance of the catalytic converter, engine management strategies will often 
operate the engine with retarded spark timing (in S.I. engines) relative to a fully 
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warm condition to increase the exhaust gas temperatures to promote catalytic 
converter light-off. This is despite the fuel penalty that such a move entails [42]. ܥ݋݊ݒ݁ݎݏ݅݋݊݂݂݁݅ܿ݅݁݊ܿݕ ൌ ሶ݉ ௣௢௟௟௨௧௔௡௧௜௡ െ ሶ݉ ௣௢௟௟௨௧௔௡௧௢௨௧ሶ݉ ௣௢௟௟௨௧௔௡௧௜௡  
Equation 1.9: Conversion efficiency of a catalytic converter 
 
 
Figure 1.19: Catalytic convertor efficiency against operating temperature for HC and CO emissions 
[41] 
The time frame for the catalytic converter to become active and light-off is variable 
depending on the engine and load being applied but during real-world driving, Li et 
al. [21] reported typical light-off times of 150 seconds using a 1.8 litre S.I. engine. 
Similarly, the work of Zhao and Winterbone [43] reported light-off temperatures 
being reached in 210 seconds in a wide open throttle scenario but this was extended 
to 555 seconds in an idling scenario. The work of Gumus [44] investigated methods 
of improving I.C. engine efficiency and emissions using preheated coolant. The 
motivation behind doing such work was an attempt to reduce emissions during the 
phase when the catalytic converter is inactive. The research investigated the merits 
of phase change materials as an energy store and is therefore discussed in greater 
detail in Chapter 2. However, as part of the work Gumus [44], monitored exhaust gas 
composition in the tailpipe both before and after the catalytic converter during 
warm-up. Thus, using Equation 1.9, it is possible to measure the conversion 
efficiency of the catalytic converter against time. The results, shown in Figure 1.20, 
show that the catalytic converter does not begin to improve in performance until 
after approximately 400 seconds. While the degree of scatter in light-off time is 
27 
 
wide, with time frames of 150  W 555 seconds, even the fastest reacting catalytic 
converter requires over 10% of the NEDC cycle time to become active. Thus, the 
challenge of controlling emissions over the NEDC is heightened. 
 
Figure 1.20: Plot of HC conversion efficiency against time for a catalytic converter during warm-up 
ĂƚƚŚĞĞŶŐŝŶĞ ?ƐŝĚůĞƐƉĞĞĚĨŽƌĂ ?ĐǇůŝŶĚĞƌ ? ? ?ůŝƚƌĞƐƉĂƌŬŝŐŶŝƚŝŽŶĞŶŐŝŶĞƵƐŝŶŐĚĂƚĂĨƌŽŵƚŚĞǁŽƌŬŽĨ
Gumus et al. [44]  
While the light-off temperature of the catalytic converter is paramount in controlling 
its effectiveness, it is not the only consideration in achieving optimum performance. 
ŶŽƚŚĞƌĐƌŝƚŝĐĂůƉĂƌĂŵĞƚĞƌŝƐƚŚĂƚŽĨƚŚĞůĂŵďĚĂƌĂƚŝŽ ?ʄ ) ?dŚĞůĂŵďĚĂƌĂƚŝŽŝƐĚĞĨŝŶĞĚ
in Equation 1.10 ĂŶĚ ŝƚ ĨŽůůŽǁƐ ƚŚĂƚ Ă ʄ ǀĂůƵĞ ĂďŽǀĞ ƵŶity results in a fuel-rich 
ĐŽŶĚŝƚŝŽŶǁŚĞƌĞĂƐĂʄǀĂůƵĞďĞůŽǁƵŶŝƚǇŝŶĚŝĐĂƚĞƐĂůĞĂŶ-burning condition. Shayler 
and Christian [39] highlighted that during the warm-up phase, S.I. engines are usually 
operated using a rich mixture to help overcome the poor mixing of the inlet charge 
as a result of the cylinder walls being cold. Such a strategy raises the unburned 
hydrocarbon emissions as a result of there being too much fuel present to achieve 
complete combustion [39, 45]. Shayler et al. [45] later highlighted that fuel returning 
from forming a surface film on the combustion chamber surface is particularly poorly 
mixed and therefore poorly burnt. However, it is also apparent, based on the work of 
Li et al. [21], that the conversion efficiency of the three way converter is also 
impeded due to the rich mixture. Thus, it can be seen that not only does the 
necessary rich fuel mixture generate higher emissions but also the mechanism of 
controlling them is limited too. ߣ ൌ ܣܨܴܣܨܴ௦௧௢௜௖௛௠௘௧௥௜௖  
Equation 1.10: Definition of the lambda ratio. 
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1.6.1 NOx emission considerations 
The specific control of NOx emissions is beyond the scope of this thesis but is 
nonetheless worthy of comment in the overall scope of trying to improve emissions 
during cold starts. Unlike, CO, HC and CO2 emissions, NOx emissions rise with 
temperature and such an increase is therefore one of the few negative effects of 
increased heating rates. Typically, NOx emissions are controlled with exhaust gas 
recirculation (EGR) which dilutes the air and fuel mixture with exhaust gases from 
the previous combustion cycle. By using exhaust gas recirculation, NOx emissions are 
reduced owing to the following effects [26]: 
x A reduction in the availability of oxygen for the formation of NOx. 
x The increased presence of water and carbon dioxide in the inlet charge raises 
the thermal capacity of the inlet charge and thus reduces the in-cylinder 
temperatures. 
x A less significant effect is that of the thermal disassociation of carbon dioxide 
(CO2) and (H2O). The breaking of chemical bonds in the process of the 
disassociation is endothermic and consequently the combustion gas 
temperature is reduced. 
Consequently, within the scope of implementing new technology to improve warm-
up rates of I.C. engines, there is a potential need to re-tune engine management 
strategies to control NOx emissions. 
1.7 Conclusions 
It has been established that when an engine is operating at sub-optimal 
temperatures there is a significant penalty in terms of increased frictional losses and 
therefore higher fuel consumption. The higher fuel consumption also results in 
higher emission levels while the lower cylinder liner temperatures promote 
incomplete combustion and therefore worsen the emission quality. In addition, the 
catalytic converter that is used to control NOx, HC and CO emissions is not functional 
owing to it being at too low a temperature. This thesis therefore aims to investigate 
methods of improving the warm-up rate of I.C. engines (in particular the coolant and 
lubricant) to aid OEMs in meeting tighter emissions targets and reducing fuel 
consumption for vehicle owners. 
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2 Literature Review 
2.1 Introduction 
In Chapter 1, the effect of cold starts on engine emissions and fuel consumption, 
along with the underlying causes, were discussed. In order to reduce the fuel 
consumption and emissions from I.C. engines during industry standard drive cycle 
tests (e.g. the NEDC), it was concluded that there would be a benefit in reducing the 
time of the engine warm-up phase. The critical role of the catalytic converter was 
also highlighted, noting that it is imperative to ensure that the catalytic converter 
reaches its light-off temperature as quickly as possible.  
The I.C. engine is a complex thermal system with multiple interrelations between 
sub-systems. There is therefore a need to ensure that a strategy used to improve the 
warm-up rate of one system does not impinge negatively on another (e.g. a method 
of increasing the lubricant warm-up rate having a detrimental effect on the catalytic 
converter light-off time). Shown in Figure 2.1 is a schematic diagram of the different 
engine cold-start performance issues and their interrelationships. Various methods 
have been used to improve cold-start performance across the years and in the 
sections that follow, these will be discussed in detail.  
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Figure 2.1: Schematic diagram of the causes of cold-start inefficiency and poor emissions 
A key differentiator in the merits of different strategies is the nature of the cold-
start. In the situation where an engine is being subjected to a full cold-start (i.e. the 
30 
 
whole system is at a temperature close to that of the ambient temperature), there is 
a need to implement strategies that achieve accelerated warm-up without adding 
additional thermal inertia to the system. However, ƚŚĞƌĞ ŝƐ ĂůƐŽ ? ƚŚĞ  ‘ǁĂƌŵ ƐƚĂƌƚ ?
scenario whereby the engine is below its optimal operating temperature but is at an 
elevated temperature relative to ambient, having been running a short time before. 
Such a situation is commonplace, with André [18] finding that an average vehicle 
made between 5 and 6 trips per day and that the average interval between trips (i.e. 
from key off to key on) was 3 hours 45 minutes. In addition, over half of the trips 
were carried out after a stationary period of less than 45 minutes. In such 
circumstances, energy storage methods may be viable to delay the cool down 
period, providing the time frame between re-starts is not long enough for the energy 
storage device to completely discharge. In the event of this happening, there is a 
subsequent thermal mass to be heated that, depending on how it is installed, could 
prolong the warm-up phase relative to a conventional full cold-start. 
In light of this concern, the solutions discussed attempt to reduce the impact of cold 
starts by one of two strategies. The first attempts to reduce (or eliminate) the cold-
start by trying to keep the engine warmer during periods when the engine is non-
operational while the second attempts to re-apportion the energy balance shown in 
Figure 1.5 [20] in a more effective manner to achieve accelerated warm-up in the 
regions where it is most beneficial. For example, of the energy transferred to the 
engine from combustion, only 4% is retained in the lubricant, resulting in its slow 
warm-up rate; meanwhile, 32% is retained in the engine block, providing little 
benefit except that this will promote an increase in cylinder liner temperature. 
However, with 52% of the energy released from combustion being expelled from the 
system as waste heat, there is clearly scope to improve the efficiency of I.C. engines 
during warm-up by redistribution of the energy, with (for example) this waste heat 
being utilised to raise lubricant temperatures more quickly. Commonly, it is believed 
that between 15%-40% [16, 46-48] of the energy released from combustion is 
released to ambient via the exhaust gases. Thus, a potential option is to use some of 
this exhaust heat and energy to accelerate the warm-up of other sub-systems. 
However, this must be achieved in such a way as to not detrimentally affect the 
catalytic converter. The figures above are quoted from the work of Trapy and 
Damiral [20] although the orders of magnitude are in agreement with both 
Samhaber et al. [14] and Jarrier et al. [16].   
The aim of this chapter is to review prior research into improving the energy 
efficiency of I.C. engines and in particular, the cold-start phase. In doing so, the area 
for advancement in knowledge from this thesis will be identified. Much of the prior 
work in the field is related to the re-distribution and transfer of heat and thermal 
energy. Section 2.2 therefore first introduces the broad concepts of heat transfer 
before specific attempts to improve I.C. engine efficiency is discussed in Section 2.3. 
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2.2 The fundamentals of heat transfer 
The aim of this section is to give a brief overview into the different mechanisms of 
heat transfer and the associated physical parameters that warrant consideration 
when attempting to optimise thermal systems. This includes the consideration of the 
principal mechanisms of heat transfer and also the specific cases of transient warm-
up and the use of heat-exchangers. 
2.2.1 The different mechanisms of heat transfer 
Heat transfer can be categorized into three different mechanisms, namely: 
x Conduction: The transfer of heat through a solid medium (e.g. through a solid 
wall). 
x Convection: The transfer of heat from a surface to a fluid (e.g. from a surface 
to air). 
x Radiation: The transfer of heat between two bodies via electromagnetic 
radiation (e.g. between the sun and the earth). 
If one first considers heat flow by conduction through a solid, the heat flow (usually 
measured in W m-2) is a function of both the material thickness, the material thermal 
conductivity (measured in W m-1 K-1) and also the temperature differential between 
two points. Comparatively, the heat flux leaving a surface via convection is a function 
of both the temperature differential between the fluid and the surface and also a 
range of other physical parameters. These include the velocity of the fluid, viscosity 
of the fluid and the characteristic length of the object and the surface roughness of 
the object. The effects of such variables are best represented by empirical 
correlations and make extensive use of dimensionless parameters but result in a 
heat transfer coefficient, usually denoted ݄, that is expressed in units of W m-2 K-1. 
dŚĞ ŚĞĂƚ ƚŚƌŽƵŐŚĂ ƐŽůŝĚĂƐĂ ƌĞƐƵůƚŽĨ ĐŽŶĚƵĐƚŝŽŶ ŝƐ ŐŝǀĞŶďǇ&ŽƵƌŝĞƌ ?Ɛ ůĂǁ ?ĂŶĚ ŝƐ
defined in Equation 2.1 while convective heat transfer from a surface is governed by 
EĞǁƚŽŶ ?ƐůĂǁŽĨcooling, defined in Equation 2.2. ܳ௖௢௡ௗ௨௖௧௜௢௡ ൌ െ ݇ܣ ?ܶ݀ݔ  
Where  ܳ௖௢௡ௗ௨௖௧௜௢௡= Heat flow by conduction (W) ݇= Material thermal conductivity (W m-1 K-1) 
  ܣ= Area (m2) 
   ? =ܶ Temperature differential between the two points of interest (°C) 
  ݀ݔ= Material thickness (m) 
Equation 2.1 ?&ŽƵƌŝĞƌ ?ƐůĂǁĨŽƌĐŽŶĚƵĐƚŝŽŶƚŚƌŽƵŐŚĂƐŽůŝĚ 
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ܳ௖௢௡௩௘௖௧௜௢௡ ൌ െ݄ܣሺ ?ܶሻ 
Where  ܳ௖௢௡௩௘௖௧௜௢௡= Heat flow by convection (W) 
  ݄= Convective heat transfer coefficient (W m-2 K-1) 
  ܣ= Area (m2) 
   ? =ܶ Temperature differential between the surface and the fluid (°C) 
Equation 2.2 ?EĞǁƚŽŶ ?ƐůĂǁŽĨĐŽŽůŝŶŐ 
At steady state any heat flow through a solid by conduction will be equal in 
magnitude to the heat flow at the surface of the solid from convection and it is 
therefore possible to equate the conductive heat flow in Equation 2.1 with the 
convective heat flow in Equation 2.2 to form a resistance network of the heat flow 
by conduction and convection as shown in Equation 2.3. ܳ௧௛௘௥௠௔௟ ൌ  ?ܴܶ௖௢௡ௗ௨௖௧௜௢௡ ൅ ܴ஼௢௡௩௘௖௧௜௢௡  ܴ௖௢௡ௗ௨௖௧௜௢௡ ൌ  ?௫௞   (m2 K W-1) ܴ௖௢௡௩௘௖௧௜௢௡ ൌ ଵ௛ (m2 K W-1) 
Equation 2.3: Heat flow as a result of convective and conductive heat transfer mechanisms 
Radiative heat transfer is of a different nature and therefore obeys the Stefan 
Boltzmann law. The net radiative heat flow between two surfaces, at temperature ଵܶ 
and temperature ଶܶ is a function of the following variables: 
x The temperature of the surfaces (in radiation heat transfer it is imperative 
that the temperatures are quoted in Kelvin). 
x The view factor between the two surfaces, ܨଵଶ and ܨଶଵ. This is a measure of 
the quantity of radiation leaving one surface that would fall on another 
surface and is a scalar value between 0 and 1. 
x The surface emissivity, ߳. This again is a scalar value between 0 and 1 that 
quantifies the proportion of radiation falling on a surface that is re-emitted 
relative to the ideal scenario of a black body that would emit all of the 
possible radiation. 
x The surface reflectivityߩ. This again is a scalar value between 0 and 1 that 
quantifies the proportion of radiation falling on a surface that is reflected 
rather than transmitted or absorbed. 
Therefore, with an understanding of the parameters associated with radiation heat 
transfer, the net radiative heat flow between two surfaces as a result of radiation is 
given by Equation 2.4. 
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 ܳ௥௔ௗ௜௔௧௜௢௡ ൌ ߪሺ ଵܶସ െ ଶܶସሻቄ ߩଵܣଵ߳ଵ ൅  ?ܣଵܨଵଶ ൅ ߩଶܣଶ߳ଶቅ 
Where  ܳ௥௔ௗ௜௔௧௜௢௡= Heat flow by radiation (W) 
  ߪ= Stefan Boltzmann Constant (W m-2 K-4) 
  ߳= Emissivity of the surface 
  ߩ= Reflectivity of the surface 
  ܨ= View factor of one surface relative to another   
  ܣ= Area (m2) 
  ܶ= Absolute temperature of the surface (K) 
Equation 2.4: Radiation heat exchange between two surfaces [49] 
The more complex nature of radiative heat transfer presents an interesting debate 
as to whether or not to account for the effect of radiation in heat transfer 
calculations and the significance of its impact will vary depending on the individual 
situation being studied. It follows from Equation 2.4 that radiation is only of 
significance when the surface has a high emissivity value while Çengel [50] 
recommends that radiation not be considered significant relative to forced 
convection scenarios or when the surface considered have low emissivities and low 
to moderate temperatures. 
2.2.2 Transient heat transfer 
In a steady state situation (i.e. where the temperatures of all the components have 
equilibrated) the equations presented in Section 2.2.1 can be used to determine the 
temperature at any point in a thermal resistance network providing that two initial 
temperatures are known and the relevant thermal properties of the material and the 
convective heat transfer coefficient is known (or can be calculated). However, in a 
transient situation there is also a need to consider the rate of accumulation of 
energy of a component as the temperature profiles approach equilibrium. Thus, an 
additional term, the energy stored, is introduced and quantifies the amount of 
energy needed to increase a thermal mass by a given temperature and is given in 
Equation 2.5. It can be seen from Equation 2.5 that to change the temperature of a 
body of material or fluid by a given temperature will require more energy if either 
the mass of the body is increased (either as a result of increased volume or material 
density) or if the specific heat capacity is higher. 
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ܳ௦௧௢௥௘ௗ ൌ ݉ܥ௣ȟܶ 
Where  ݉= Mass of the body (kg) ܥ௣= Specific heat capacity of the material or fluid at constant pressure 
(J kg-1 K-1)  ȟܶ= Change in temperature (°C) 
Equation 2.5: Change in thermal energy as a result of a change in temperature 
When investigating the transient heat transfer regime it is more complex to model 
and quantify heat flows than working in the steady state regime. The thermal energy 
stored results in changing temperature profiles between different thermal bodies 
but also throughout the thickness of a given body. Depending on the nature of the 
material or fluid being investigated, it may be possible to model components as 
lumped capacities. In doing so the assumption is made that there is negligible 
temperature gradient across the thickness of a component and that the thermal 
resistance at the convective boundary is far greater than any thermal resistance 
owing to conduction within the material. In order to quantify the relative magnitude 
of convective and conductive heat transfer and therefore appraise the validity of 
using a lumped capacity methodology, the Biot Number, ܤ݅, defined in Equation 2.6  
is conveniently used. For a lumped capacity approach to be valid, the value of ܤ݅ 
needs to be below 0.1 [39, 50-52]. A more robust methodology, and one that 
captures all of the changes in temperature distribution throughout the different 
thermal masses being investigated, is to use a numerical method where the 
thickness of each thermal mass is discretised into nodes to enable  the temperature 
distribution though the thickness of each thermal mass to be calculated at successive 
time intervals. However, depending on the time step used and the nodal 
distribution, this can have a highly detrimental effect on the computational time 
required. ܤ݅ ൌ ݄ȟݔ݇  
Where: ݄ ൌ  Convective heat transfer coefficient (W m-2 K-1) 
  ȟݔ ൌ Characteristic length (m) 
  ݇= Thermal conductivity of the solid material (W m-1 K-1)  
Equation 2.6: Definition of Biot Number [49] 
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2.2.3 Heat exchange from fluids and the use of heat 
exchangers 
Section 2.3 discusses a range of strategies that have previously been trialled to 
improve I.C. engine cold-start efficiency. A recurring theme is the introduction or 
refinement of heat exchanger technology to improve the thermal balance of the I.C. 
engine relative to the thermal balance presented in Figure 1.5 and Figure 1.6. Thus 
this section aims to briefly introduce the concept of heat exchangers and their 
operating principals. 
2.2.3.1 Principal types of heat exchanger 
The aim of a heat exchanger is to transfer heat from one fluid stream to another 
fluid stream. This is usually achieved by means of the two fluid streams running close 
to each other and being separated by a thin wall. Heat subsequently flows from the 
hotter fluid to the colder fluid and results in a convergence of the two fluid stream 
temperatures. The means by which this can be achieved can be broadly classified in 
two categories: 
x Parallel flow heat exchangers 
x Counterflow heat exchangers 
In the first scenario, the two fluid streams enter the heat exchanger from the same 
side and flow parallel to each other before exiting at the opposite side of the heat 
exchanger. Conversely, the counterflow heat exchangers have the two fluid streams 
entering the heat exchanger at opposite sides and flowing in the opposite direction 
to each other. Figure 2.2 [49] shows how the resulting temperature profiles of the 
two fluid streams change as a result of the different configuration and it is noticeable 
how the temperature differential between the two fluid streams is more consistent 
along the heat exchanger length in the counterflow situation. For this reason the 
counterflow heat exchanger is more efficient and also offers the capability for the 
cold fluid (i.e. the fluid being used as the heat sink) to exit the heat exchanger at a 
higher temperature than the exit temperature of the fluid being cooled. However, 
there are often logistical and cost issues associated with the selection of the 
counterflow configuration which mandates the use of a parallel flow heat exchanger. 
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Figure 2.2: Temperature profile of the two fluid streams in parallel and counterflow heat 
exchangers [49] 
2.2.3.2 Calculation of the heat flow between fluid streams 
The heat flow between the two fluid streams is best quantified using the log-mean 
temperature difference method and is summarised in Equation 2.7: ܳ ൌ ܷܣߝȟ ௟ܶ௠ 
Where  ௢ܷ௩௘௥௔௟௟ = Overall heat transfer coefficient (W m-2 K-1 ) 
  ܣ= Area (m2) 
  ߝ=Overall surface efficiency factor 
  ȟ ௟ܶ௠= Log mean temperature difference 
Equation 2.7: Heat flow in a heat exchanger using the log mean temperature difference [49] 
The overall surface efficiency factor, ߝ, accounts for any increase in heat transfer 
area as a result of the addition of fins. Thus, the value will vary between 0 and 1 
depending on the exact ratio of finned to unfinned area. The overall heat transfer 
coefficient combines the convective heat transfer coefficient for both the hot and 
the cold fluid but also incorporates the thermal resistance of the wall thickness 
between the two fluids (hence a thin wall is desirable) but also any thermal 
resistance owing to the build-up of contaminants and corrosion products (called a 
fouling factor). The fouling factor typically has values between 0.0001 m2 K W-1 and 
0.0009 m2 K W-1 depending on the fluid being used (hard water increases the fouling 
factor) [49]. Hence, when considering convection from the fluid stream to the 
separating wall using EĞǁƚŽŶ ?Ɛ ůĂǁ ŽĨ ĐŽŽůŝŶŐ  ?Equation 2.2), the overall heat 
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transfer coefficient is modified to account for any build up in debris reducing the 
heat transfer effectiveness as shown in Equation 2.8.   ?௢ܷ௩௘௥௔௟௟ ൌ ൬ݎ௦ߝ ൅  ?ߝ݄ ൅ ȟݔ௪௔௟௟݇௪௔௟௟ ൰ 
Where  ݄݁= Overall heat transfer coefficient (W m-2 K-1) 
  ݎݏ= Fouling factor (m2 K W-1) 
  ݄= Overall heat transfer coefficient (W m-2 K-1) 
  ߝ=Overall surface efficiency factor 
  ȟݔ௪௔௟௟= Wall thickness (m) 
  ݇௪௔௟௟= Wall thermal conductivity (W m-1 K-1) 
Equation 2.8: Heat exchanger effective heat transfer coefficient 
Typical values for the overall heat transfer coefficient can vary between 30 W m-2 K-1 
and 2500 W m-2 K-1 depending on the combination of hot and cold fluid used. 
The log-mean temperature difference, first referred to in Equation 2.7, is defined in 
Equation 2.9 [49] and it should be noted that in instances where the temperature 
differential at inlet and outlet are the same then the value of ȟ ௟ܶ௠ assumes the 
constant temperature differential. This validity and conditions of this simplification is 
important and is utilised in modelling the experimental work in this thesis and its 
applicability is highlighted in Section 6.2.2. ȟ ௟ܶ௠ ൌ ȟ ଶܶ െ ȟ ଵ݈ܶ݊ ȟ ଶܶȟ ଵܶ  
Where ȟ ଶܶ= Temperature differential between the two fluids at the heat 
exchanger cold fluid outlet. 
 ȟ ଵܶ= Temperature differential between the two fluids at the heat 
exchanger cold fluid inlet. 
Equation 2.9: Definition of the log mean temperature differential [49] 
2.3 Strategies used to improve I.C. engine efficiency 
Having established the fundamental theory behind heat transfer and the issues 
surrounding the poor performance of I.C. engines during cold-start, the aim of this 
section is to review prior work in the field relating to improving the energy efficiency 
of I.C. engines and in particular, the cold-start phase. In doing so, the area for 
advancement in knowledge from this thesis will be identified. 
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Prior research into improving the cold-start efficiency of I.C. engines has investigated 
a wide range of strategies including: 
x Energy re-capture from the exhaust stream: By re-capturing thermal energy 
in the exhaust stream, the warm-up rate of engine components or the 
lubricant and coolant could be accelerated and therefore either reduce 
engine friction or improve combustion quality to improve fuel economy or 
reduce emissions. Alternatively, the thermal energy could be used to 
generate electricity and therefore reduce the load ŽŶƚŚĞĞŶŐŝŶĞ ?ƐĂůƚĞƌŶĂƚŽƌ
and therefore reduce fuel consumption. 
x The use of thermal barrier coatings (TBCs) in the combustion chamber: By 
using TBCs in the combustion chamber, the combustion process is insulated 
from the engine block and therefore more of the energy released from 
combustion will be converted to brake work rather than being transferred as 
heat to the engine block. This is intended to reduce the fuel consumption, 
and hence emissions of the engine but also, by virtue of the exhaust gases 
being at an elevated temperature, enables the catalytic converter to light-off 
faster and therefore improve the quality of the tail pipe emissions. 
x External Insulation of the engine structure: By externally insulating the 
external structure of the engine, thermal losses from the external surfaces of 
the engine block are intended to be reduced. This reduces the time required 
for the engine to reach its intended operating temperature and consequently 
reduces engine friction; improving ƚŚĞĞŶŐŝŶĞ ?ƐĨƵĞůĞĐŽŶŽŵǇĂnd emissions. 
An associated benefit of such an approach is that the engine takes longer to 
cool down and therefore subsequent re-starts between short journeys 
commence at a higher operating temperature than would be the case 
without insulation.  
x Insulation applied to the internal structures of the engine:  The heat input to 
the engine lubricant as a result of friction could be retained in the lubricant 
better if insulating strategies between the lubricant and the engine block 
were implemented. Thus, this section investigates the benefits observed as a 
result of insulating the bearing shells from the engine block and also 
highlights preliminary investigative work into insulating the engine oil 
galleries to achieve accelerated lubricant heating rates. Compared to 
insulating the external structure of the engine, such a benefit offers an 
immediate benefit to the lubricant heating rate rather than having to heat 
the entire engine block before any insulating benefit is observed (as would be 
the case with external insulation). 
x Pre-heated coolant: By introducing pre-heated coolant into the engine, such 
a strategy enables the engine block to be heated and to therefore increase 
the temperature of the lubricant as a result of reduced losses through the 
bearing shells or the gallery walls (owing to a reduced temperature 
differential between the lubricant and the block surface). Such a strategy is 
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therefore intended to reduce friction work in the engine by means of an 
increased lubricant heating rate during the cold-start phase. 
x Variable coolant flow control: By reducing the coolant flow during engine 
warm-up, it is intended to reduce the cooling effect on the engine and to 
therefore achieve optimum operating temperatures sooner. This increased 
lubricant temperature reduces engine friction but the increased cylinder 
temperature also facilitates more complete combustion.  
x Lubricant flow diversion: By strategically diverting the lubricant flow, it is 
intended to reduce the thermal losses from the lubricant to increase the 
warm-up rate of the lubricant and hence reduce engine friction and fuel 
consumption. The means of achieving this include diverting lubricant away 
from the sump, separate lubricant circuits for the engine block and the 
engine head or novel sump designs. 
x The use of stop-start technology: Stop-start technology is intended to reduce 
the fuel consumption of an I.C. engine by turning off the engine when the 
vehicle is stationary and hence removing the fuel consumed by the engine 
while idling. Such a strategy, while reducing the net fuel consumed, prolongs 
the warm-up phase of the engine as a result of heat not being generated 
during the inactive periods and therefore requires consideration when used 
in conjunction with other technology strategies. 
x Use of alternative materials to reduce the thermal mass of the engine: By 
using alternative materials the thermal mass of the engine block can be 
reduced either by using materials of a lower density or materials with a lower 
specific heat capacity. Such a strategy is intended to increase the warm-up 
rate of the lubricant and coolant as well as the block owing to the reduced 
temperature differential between the lubricant, or coolant, and the block 
surface. Fuel consumption and emissions are intended to be reduced owing 
to reduced friction (due to the faster heating rate of the lubricant) and also 
the hotter block surfaces facilitating more complete combustion. However, 
the need to satisfy the structural requirements of the material also needs to 
be considered. 
x Applications of phase change materials to improve engine thermal efficiency: 
Phase change materials can be used as high density energy storage as a result 
ŽĨƚŚĞĂĚĚŝƚŝŽŶĂůĞŶĞƌŐǇƐƚŽƌĞĚ ŝŶƚŚĞŵĂƚĞƌŝĂů  ?ƚĞƌŵĞĚ ‘ůĂƚĞŶƚŚĞĂƚ ? )ĂƐƚŚĞ
material undergoes the change in phase. This energy could be used to 
maintain parts of the engine (either the lubricant directly or structural 
components of the engine) at a higher temperature during inactive periods 
and hence reduce fuel consumption and emissions during subsequent re-
starts. Material durability and stability must also be considered in such an 
approach, as must cost. 
Having briefly introduced the different concepts previously investigated to improve 
I.C. engine cold-start efficiency the following sections discuss in more detail, the 
findings of prior work. While discussing prior work, it will be seen how the positive 
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impact that an approach has on one sub-system has the potential to be 
counteracted by a negative effect on a different sub-system and this must be borne 
in mind when attempting to improve the overall cold-start efficiency of the I.C. 
engine. An example is the re-capturing of energy from the exhaust gases to improve 
the rate of lubricant or coolant warm-up. While such an approach may reduce 
engine friction, and hence reduce the fuel consumed, it may, depending on the 
approach taken, increase the time taken for the catalytic converter to light-off and 
therefore cause an undesirable increase in emissions. Such interactions are 
summarised in Table 2.1 and by reviewing the prior work in the field it is intended to 
establish the area for advancement in knowledge in this thesis. 
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Table 2.1: Summary table of potential solutions to engine cold-start issues 
 Lubricant 
warm-up 
Combustion 
warm-up 
Catalytic 
converter 
functionality 
Vehicle 
integration 
Overall effect 
on fuel 
economy 
Overall effect 
on emissions 
quality 
Exhaust gas energy recovery 
 (Section 2.3.1) 
      
Use of TBCs 
 (Section 2.3.2) 
      
External insulation of the engine structure 
(Section 2.3.3) 
      
Insulation of the bearing shells  
(Section 2.3.4.1) 
      
Insulation of the engine oil galleries 
(Section 2.3.4.2) 
      
Pre heated coolant 
 (Section 2.3.5.1) 
      
Coolant flow control 
 (Section 2.3.5.2) 
      
Lubricant flow diversion 
 (Section 2.3.5.3) 
      
Stop-start technology 
(Section 2.3.5.4) 
      
Alternative materials 
 (Section 2.3.6) 
      
Phase change material 
(Section 2.3.7) 
      
Key 
 Positive effect 
 Neutral effect 
 Negative effect 
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2.3.1 Energy re-capture from the exhaust stream 
2.3.1.1 Use of exhaust gases in heat exchanger applications 
The exhaust gases leaving an internal combustion engine are at a significantly 
elevated temperature which can vary between 300 °C and 900 °C depending on 
engine load [7, 53]. Hot exhaust gases are arguably a wasted form of thermal energy 
that, if harnessed, could have benefits in achieving accelerated warm-up and 
reducing fuel consumption. However, caution must be exercised since extraction of 
heat from the exhaust may increase the catalytic convertor light-off time and thus 
increase the level of harmful emissions [9] (Figure 2.1). It was highlighted in the 
introduction how a major consideration during the warm-up of any I.C. engine 
system is achieving an acceptable catalytic convertor light-off time to manage 
emissions. A strategy to avoid such an issue would be to capture the exhaust thermal 
energy downstream of the catalytic converter; however, the broader systems 
implications must be considered. A typical length from the exhaust manifold to the 
catalytic convertor could be over 1 metre [43] and experimental data have shown 
the exhaust gases to reduce in temperature by over 200 °C in the rearward 0.1 m 
alone. One must also consider that the addition of any energy recovery system for 
the exhaust gases would add additional weight to the vehicle and may therefore 
increase fuel consumption.  
Investigations into energy re-capture from exhaust gases have a lengthy history in 
the literature. Goettler et al. [10] investigated the merits of heating the engine 
coolant via a heat exchanger in the exhaust stream as far back as 1986. The work still 
provides findings of relevance, although one must consider the advances in 
technology when comparing with data from more modern vehicles. It is important to 
note that owing to the age of the vehicle, there was no catalytic converter installed 
and hence, any negative effect on the catalytic convertor performance did not need 
to be considered. In the work reported, a coolant to exhaust gas heat exchanger was 
installed which was aimed at reducing the warm-up times, and hence reduce fuel 
consumption, of a 3.3 litre S.I. engine. As part of the work, the vehicle was driven on 
both a high speed dual carriageway (that consequently led to high engine speeds and 
loads) and a city centre route that mostly comprised low speed and low loads.  
The work indicated that the use of a heat exchanger can have a positive effect. For 
this particular engine, the peak coolant temperature was 85 °C and it was found that 
the benefit of the heat exchanger was most pronounced in high speed and load 
applications (i.e. motorway driving). The warm-up time for the coolant was also 
observed to be highly dependent on ambient conditions but in high speed situations, 
the warm-up time varied between 5  W 5.5 minutes and this could be reduced by up 
to 1 minute by use of the heat exchanger. In the low speed situations, the effect was 
less pronounced and the warm-up time was reduced by approximately 30 seconds 
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from an initial warm-up time of between 6.5 and 6.75 minutes. The work offered no 
details on emission levels, but the use of the heat exchanger resulted in a 2.2 % 
reduction in fuel consumption for both the high and low speed circuits. It must be 
remembered that the coolant temperature generally leads the lubricant 
temperature and that using the engine coolant as a means of transferring heat from 
the exhaust gases to the lubricant is highly inefficient. Will and Boretti [8] estimated 
that transferring heat from the exhaust gases to the lubricant circuit via the coolant 
would facilitate approximately 0.8 % of the energy available being transferred to the 
lubricant. Therefore, the fuel saving is likely to have been as a result of reducing the 
piston liner friction rather than any dramatic increase in bulk lubricant temperature. 
This work is one of the few examples to offer a potential insight into the economic 
and commercial case for implementation of a technology. The authors focused on 
the high speed motorway style driving as being the application most likely to offer a 
successful outcome. The test route was 12.4 km long and was completed in 9 
minutes 45 seconds (an average speed of 76 km hour-1) and it was found that the 
engine with the heat exchanger used 40 ml less fuel than the baseline case. The 
authors assumed that the vehicle would make two cold-starts every day and hence 
predicted that, the use of the heat exchanger would reduce annual fuel costs by 
$23.30 (prices relevant to when the paper was written). If one repeats such a 
ĐĂůĐƵůĂƚŝŽŶ ĨŽƌ ƚŽĚĂǇ ?Ɛ h ?<unleaded gasoline prices of £1.27 per litre rather than 
$0.40 per litre, the estimated annual fuel saving is £74. The authors felt that the 
savings represented a marginal case in terms of justifying the expense of such an 
installation; however, with fuel prices increasing, the merits of such a system 
become greater. 
It has been highlighted that the work of Goettler et al. [10] is unlikely to have had a 
significant effect on the lubricant heating rate owing to the weak thermal interaction 
between the exhaust gases and lubricant [8]. The work of Andrews et al. [9] 
attempted to increase the level of thermal interaction between the lubricant and 
exhaust gases using additional heat exchangers. A 1.4 litre S.I. engine (operating at 6 
kW constant brake power) was configured with a lubricant / coolant heat exchanger 
to increase the lubricant heating rate but was also configured with a heat exchanger 
between the coolant and the exhaust gas stream. The baseline condition with 
neither device active was compared with the following permutations: 
x Only the lubricant / coolant heat exchanger active. 
x Lubricant / coolant heat exchanger and coolant / exhaust gas heat exchanger 
active. 
It was found that, relative to the baseline tests, the lubricant / coolant heat 
exchanger alone resulted in a peak reduction in the coolant temperature of 10 °C. 
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The lubricant temperature had a peak increase in temperature of 6 °C within the first 
minute of the test, although for the remainder of the test, the lubricant temperature 
was approximately 4 °C higher than the baseline. Such effects resulted in a 6% 
improvement in brake specific fuel consumption but it must be highlighted that the 
reduction in coolant temperature must be carefully managed to ensure that 
optimum combustion conditions are attained quickly. 
When the additional coolant / exhaust gas heat exchanger was used, the increased 
energy input offset the energy transferred to the lubricant; accordingly, the coolant 
temperature increased by a maximum of 20 °C and the lubricant temperature 
increased by a maximum of 12 °C. This resulted in a peak improvement of BSFC of 
16%. The work has demonstrated that both technologies have beneficial effects on 
cold-start fuel consumption and that the combined effects of different technologies 
can be used to offer an improved benefit and counterbalance the negative effects of 
different sub-systems. 
Research into use of the exhaust gas stream as a source of energy has also been 
carried out by Will et al. [8, 13] in relation to S.I. engines while Kauranen et al. [15] 
has examined its use in C.I. engines. The work of Kauranen et al. also included the 
use of phase change materials as an energy storage medium and is therefore 
discussed separately in Section 2.3.7.1. In contrast to the outcomes of the work of 
Goettler et al. [10] which demonstrated the benefit of accelerated coolant heating 
from the exhaust stream, Will and Boretti [8] focused on improving heat transfer 
from the exhaust gases to the lubricant. Their analysis suggested that a transfer 
efficiency of 32% is possible when recovering exhaust heat directly to the lubricant 
as opposed to an efficiency of 0.8% when using the coolant circuit as an 
intermediate heat transfer system from the exhaust stream to the lubricant. Their 
work thus focused on utilising a direct exhaust gas to lubricant heat exchange device. 
Over the NEDC, the system demonstrated a 7% improvement in fuel efficiency 
relative to a system without the heat exchanger installed, together with a reduction 
of 2% in hydrocarbon emissions. This translates into a 27% reduction in CO emissions 
and a 19% reduction in NOx. The reduction in NOx emissions is particularly 
encouraging given that NOx usually rises with temperature although Will and Boretti 
attributed such a trend to be a result of combustion temperatures reducing owing to 
the reduced friction decreasing the load on the engine. To avoid emissions concerns, 
the heat exchanger was located to the rear of the catalytic converter. Will and 
Boretti [8] argued that the increased lubricant temperature has a range of positive 
effects in addition to the primary objective of reducing friction such as increased 
piston / liner temperatures that will promote more complete combustion, a fact 
verified by a range of other sources [11, 14, 19, 22].  
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Thus, the work in this section has indicated that the use of heat exchangers to 
directly provide accelerated heating of the engine coolant and lubricant does offer a 
benefit in terms of reducing fuel consumption. In addition, if the strategy is 
employed correctly (i.e. energy is recaptured after the catalytic converter), such 
methods also translate the reduced fuel consumption into improved emission 
quality. Where possible it has also been shown that the use of exhaust gas energy is 
most beneficial in terms of improving cold-start fuel efficiency and emissions if it is 
used to accelerate the lubricant heating rate rather than the coolant heating rate.   
2.3.1.2 Use of exhaust gases in thermoelectric applications 
An alternative method of recovering energy from the exhaust gases is to utilise the 
thermal energy within the exhaust gases to generate electricity using the Seebeck 
Effect [46, 48]. The Seebeck Effect is where there exists an electrical voltage across 
the junction of two dissimilar materials as a result of a temperature difference. Such 
a strategy could potentially confer a benefit on emissions and fuel consumption by 
virtue of reducing the load on the engine through the alternator. A typical 
thermoelectric junction is shown in Figure 2.3 [46]. 
 
Figure 2.3: Typical thermoelectric junction utilising p-type and n-type doped semi-conductors [46] 
The material selection criterion for thermoelectric generator (TEG) applications is 
governed by the figure of merit, defined as ܼ in Equation 2.10 [48, 54]. The values of 
these parameters are highly temperature dependent but Crane et al. [54] have 
indicated that the figure of merit will vary between 2.0 x 10-3 °C-1 and 3.7 x 10-3 °C-1. 
Thus, it can be seen that for TEG applications, the material needs to have a high 
Seebeck Coefficient, low electrical resistivity and low thermal conductivity [48, 54]. ܼ ൌ ߙଶߩ݇ 
Where  ߙ ൌ ܾܵ݁݁݁ܿ݇ܿ݋݂݂݁݅ܿ݅݁݊ݐሺܸܭିଵሻ  
  ߩ ൌ ݈݁݁ܿݐݎ݈݅ܿܽݎ݁ݏ݅ݏݐ݅ݒ݅ݐݕሺȳ݉ିଵሻ 
  ݇ ൌ ݐ݄݁ݎ݈݉ܽܿ݋݊݀ݑܿݐ݅ݒ݅ݐݕሺܹ݉ିଵܭିଵሻ 
Equation 2.10: Definition of the figure of merit, ࢆ  [48, 54] 
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The typical efficiencies of TEG devices are reported as being between 3% and 5%  
[48, 53, 54], with Matsubara [55] claiming efficiencies as low as 1% and as recently as 
2012, BMW only targeting a maximum power output of 1 kW [48]. A possible reason 
for the poor conversion efficiency is the way in which the energy flux falls 
dramatically along the length of the TEG unit. Kumar et al. [53] highlighted that the 
power generated falls by 80% along the 0.4 m length of the TEG unit while Brito et al. 
[48] also found that achieving power generation along the length of the module was 
difficult. Furthermore, Yu and Chau [46] demonstrated how maintaining peak power 
output requires the implementation of complex electronic control strategies. Using 
such strategies enables the power output of the TEG to be increased by up to 22% 
relative to its baseline performance. Thus, the literature predicts that with an 
optimised system, a typical power output could be between 552 W [53] and 600 W 
[46]. While the conversion efficiency is low, such figures do represent approximately 
 ? ?A? ŽĨ Ă ǀĞŚŝĐůĞ ?Ɛ ĞůĞĐƚƌŝĐĂů ƌĞƋƵŝƌĞŵĞŶƚƐ ĂŶĚ ǁŽƵůĚƚŚĞƌĞĨŽƌĞ ŚĂǀĞ Ă ďĞŶĞĨŝƚ ŽŶ
alternator load. The key factor in defining whether such technology is adopted by 
automotive OEMs would the cost, with Kumar et al. [53] suggesting the units would 
need to cost less than 1000 USD to become commercially viable. 
A limiting factor in achieving acceptable power outputs is that of the maximum 
operating temperature, as highlighted by Brito et al. [48]. With the exhaust gases 
capable of temperatures of 500 °C Brito et al. suggested that the temperature needs 
to be reduced to between 320 °C and 350 °C. Kumar et al. [53] detailed how heat 
recovery from the exhaust was carried out with a heat exchanger and that the 
temperature was controlled by the engine coolant circuit. Figure 2.4 [53] shows an 
energy balance for a typical TEG device. It can be seen that TEGs have the potential 
to recover 64 % of the energy within the exhaust gas entering the device. However, 
58.7% of the inlet energy is transferred to the coolant owing to operating 
temperature limitations of TEG devices which hence limits the electrical generation 
to be only 3% of the total exhaust gas energy.  
 
Figure 2.4: Typical energy balance for a TEG device coupled to the exhaust system [53] 
An alternative approach to managing the operating temperature of TEG devices was 
proposed by Brito et al. [48] using heat pipes as a heat exchange medium between 
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the TEG and exhaust gases. The conversion efficiency to electrical power output was 
still limited to of the order of 1 %, owing to the need to meet operating temperature 
requirements. 
Thus, from this section, it can be seen that TEG devices offer an alternative method 
to heat exchangers to re-capture energy from the exhaust stream. However, the 
need to limit their operating temperature is a limitation to realising their maximum 
potential as is the ability to generate electrical output along the continuous length of 
the device.  
2.3.2 The use of thermal barrier coatings (TBC) in the 
combustion chamber 
The piston liner temperature has a significant impact on the thermal efficiency of the 
engine with one of the causes of cold-start inefficiency and high emission levels 
being poor combustion as the cold walls adversely influence flame propagation [17, 
39]. Gardiner et al. [19] highlighted the mid-liner temperature as being a critical 
performance barometer in the efficiency of the engine during cold-start and steady 
state. A higher piston liner temperature reduces the temperature differential 
between the liner and the combustion gases and hence results in a lower heat flux to 
the wall. The energy not transferred to the wall as heat is therefore available to be 
used as brake work output or in the elevation of the exhaust gas temperature 
(beneficial in reducing the time to catalyst light-off) [22].  
Increasing the cylinder wall temperature can be achieved by the use of a thermally 
insulating coating material. Thermal barrier coatings are usually of the order of 100 
µm thick and have a thermal conductivity of the order of 1 W m-1 K-1 [56]. While 
thermal barrier coating technology has been used to great effect in the gas turbine 
industry, transfer into the automotive industry has not been significant. It is 
important to note there are more effective insulators available (i.e. materials with a 
lower thermal conductivity) but they cannot withstand the high service 
temperatures or corrosion from the combustion gases (peak combustion gas 
temperatures are of the order of 2500 K although the surface temperature is much 
lower with recorded temperatures in the region of 280 °C [7]). Such an issue is 
illustrated in Figure 2.5 [57] where it can be seen that polymers and foams offer a 
lower thermal conductivity than technical ceramics but the maximum service 
temperature is limited to approximately 200 °C and creep concerns would manifest 
themselves at lower temperatures still (approximately at one third of the melting 
temperature). Figure 2.5 does indicate that certain foams may be able to both 
withstand the operating temperature of the bore walls and also offer a lower 
thermal conductivity but there is also the need to ensure that the material is stable 
and there is therefore a risk, when using foams, of absorbing by-products of 
combustion or un-burnt fuel. Hence, the region highlighted is the region of interest 
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in relation to applying thermal coatings to the bore wall and the piston. Yilmaz et al. 
[58] also highlighted strain resistance and a high oxidation resistance as material 
requirements and offered an extensive list of candidate materials. The application of 
TBCs to engine components appears to have found favour with diesel engines as 
opposed to S.I. engines with the references discussed here all being based on diesel 
engines [22, 47, 59, 60]. 
Region of interest
 
Figure 2.5: Ashby material selection chart plotting thermal conductivity against maximum service 
temperature [57] 
Attempts to utilise thermal barrier coatings in cylinder bores are well documented. 
Work by Kamo et al. [22] trialled a diesel engine with a cylinder liner coated with a 
range of TBCs (Table 2.2) and extended the work to a TBC coated piston. For the first 
case, an improvement in fuel economy of 1% was observed, while the fully insulated 
case, which also insulated the piston head and cylinder head face (see Figure 2.6) 
delivered a 2% increase in fuel consumption. Other workers [47, 59] conducted 
similar trials, with reductions in fuel consumption of between 2% and 4.5% being 
reported. Such improvements were also translated into reductions in emissions, 
particularly for CO emissions although Uzun et al. [47] appeared to show a greater 
gain in emission quality than others with CO emissions reducing by between 35% 
and 40%, HC emissions reducing by 40% and particulates reducing by 48%. Ciniviz et 
al. [59] argued that the increased exhaust gas temperatures resulted in the turbo-
charger operating more efficiently, thus reducing fuel consumption. It is recognised 
that the use of TBCs in the bore may change the combustion profile and to therefore 
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realise the full potential of TBCs, an engine is likely to need ignition timing 
adjustment to prevent knock phenomena [59].  
Table 2.2: Properties of zirconia and chrome oxide based TBCs [22] 
Coating Composition Application 
method 
Density 
(kg m-3) 
Specific heat 
capacity 
(J kg-1 K-1) 
Thermal 
conductivity 
(W m-1 K-1) 
LT-450 Zirconia & 
chrome 
oxide 
Slurry TBC 2930 754 1.23 
SCA1000 Zirconia & 
chrome 
oxide 
Plasma 
sprayed 
zirconia & 
post 
densified 
chrome 
oxide  
3380 796 2.40 
Coated cylinder liner build 
and fully insulated build
Fully insulated build 
only
Connecting rod
Valve (schematic of 
inlet or exhaust)
 
Figure 2.6: Schematic diagram showing the locations of where TBCs have been applied in I.C. 
engines in the work of Kamo et al. [22] 
A perceived additional benefit of the use of TBCs is the possibility of removing the 
cast iron liners owing to both the wear resistance and high operating temperatures 
of the TBCs. Additionally, the block itself can be made smaller since the need to 
accommodate the extra thickness of the liners is removed. Dahotre and Nayak [61] 
argued that the combined weight savings alone could result in significant fuel savings 
over the life of the vehicle, a fact reiterated by Yilmaz et al. [58]. 
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It must be recognised that the use of TBCs may result in changes to the piston-liner 
friction; it has been suggested that any increase in friction is detrimental to engine 
fuel consumption with piston-liner friction typically accounting for 30% of the total 
engine friction [61, 62]. In addition to the thermal management requirements, the 
work of Dahotre and Nayak [61] summarised the key properties required from a TBC 
to be used in an engine. These include compatibility with engine lubricant and the 
ability to be honed as a post-deposition operation. The honing process is required to 
ensure an acceptable surface finish is achieved so that low frictional losses result. 
Further material requirements include good adherence to the substrate, cost 
effectiveness and the ability to implement the processes on a mass production scale.  
Thus, the use of TBCs in the combustion chamber does appear to offer a viable 
option to improve the cold-start efficiency of the engine. Critically, (as shown in 
Table 2.1) there are no perceived negative interactions with other sub-systems. 
However, the literature has highlighted that the use of TBCs in I.C. engine 
applications must be combined with a possible re-optimisation of injection timing to 
avoid knock phenomena. In addition, the economic impact of implementing a 
process usually reserved for high-end aerospace applications into the mass 
production automotive market must also be borne in mind relative to any potential 
benefit. 
2.3.3 External insulation of the engine structure 
Figure 2.1 indicated that all cold-start inefficiencies can be attributed to either the 
catalytic converter, lubricant or combustion wall being too cold. As such, it is clear 
that there will be a benefit in bringing the temperature of the whole system up to its 
normal operational temperature as soon as possible. One method to achieve this is 
to apply low thermal conductivity materials to the outer surfaces of the engine to 
insulate the system from the ambient air. This approach may result in more rapid 
temperature increases, or in slowing down the overall rate at which the temperature 
falls following a period of engine running. In a cost-constrained and risk-averse 
industry, such a strategy has the advantage of utilising known technology that can be 
implemented in a cost effective manner. 
Bürgin [63] experimented with applying insulation ŝŶǁŚĂƚǁĞƌĞƚĞƌŵĞĚƚŚĞ ‘ĞŶŐŝŶĞ
ĐůŽƐĞ ? Žƌ  ‘ĞŶŐŝŶĞ ĨĂƌ ?ĂƉƉƌŽĂĐŚĞƐƵƐing a diesel engine. The engine close approach 
places insulation onto the engine block itself while the engine far approach places 
insulation on the internal panels of the vehicle within the engine bay, as shown 
schematically in Figure 2.7.  
51 
 
Engine
GearboxEngineGearbox
Engine far Engine close
 
Figure 2.7: Summary diagram showing the difference between engine far and engine close 
insulation concepts. The red line denotes where the insulation is applied  
After a cool down period of 12 hours, the engine close solution resulted in engine 
lubricant and coolant temperature increases of 6 - 7 °C over those observed in 
baseline tests, whereas the engine far approach resulted in the engine coolant being 
7 - 8 °C higher than in baseline conditions but the engine lubricant being only 4 - 7 °C 
higher.  
Critically, percentage coverage is crucial to the successful implementation of any 
external insulation philosophy with Bürgin [63] suggesting that to achieve noticeable 
improvements, at least 60% coverage needs to be achieved. If the percentage 
coverage is less than 50%, the rise in temperature, relative to the uninsulated 
scenario after 15 hours, is less than 1 °C. Such findings are summarised in Table 2.3; 
it should also be noted that similar trends were observed by Stouffer et al. [64].  
Table 2.3: Temperature rise relative to an uninsulated baseline test of an engine 15 hours after 
shutdown when 7 mm thick insulation is applied to the external surfaces of the engine [63] 
% Coverage Temperature rise relative to 
uninsulated baseline (°C) 
10 0 
20 0 
30 0.5 
40 0.75 
50 1 
60 1.5 
70 2 
80 4 
90 7 
100 16 
 
While the engine close approach was seen as thermally superior, Bürgin argued this 
approach was likely to incur a higher weight penalty (estimated to be 10%) due to 
ƚŚĞŶĞĞĚƚŽƵƐĞƐƚŝĨĨĞƌƐƚƌƵĐƚƵƌĞƐƚŽĐŽƉĞǁŝƚŚŝŶĐƌĞĂƐĞĚĞŶŐŝŶĞǀŝďƌĂƚŝŽŶƐ ?ƺƌŐŝŶ ?Ɛ
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work focused on the retention of heat in an engine after running (i.e. during the cool 
down period); one concern with such a strategy is that should an excessive mass be 
added, there is a risk that the additional thermal inertia of the system may cause a 
delay in the initial warm-up and therefore have a negative effect. No such 
comparative data were available from Bürgin but the work of Bent et al. [11] does 
help alleviate such concerns. Bent et al. carried out work on a 1.6 litre 4 cylinder S.I. 
engine and compared the bulk lubricant temperature in the sump with differing 
levels of engine encapsulation applied. The insulation material used was a 25 mm 
thick layer of rockwool, with a thermal conductivity of 0.04 W m-1 K-1; the reductions 
in lubricant temperature with time on cool down are shown in Figure 2.8 [11]. It can 
be seen that during the warm-up, there is negligible difference in lubricant 
temperature as a result of different levels of insulation but the cool down rate is 
significantly reduced by the presence of insulation. This would suggest that the 
additional thermal mass of external insulation is not of significant detriment during 
warm-up. It does, however, have a significant effect on cool down and it can be seen 
that with the whole engine insulated, the bulk lubricant temperature is held over 10 
°C hotter than the uninsulated case 2.25 hours after the engine finished running. This 
would suggest that the external energy losses from the outer surface of the engine 
are suitably de-coupled from the lubricant to make the additional thermal mass of 
the insulation insignificant during the warm-up phase. 
Thus, in attempting to address the increaed frictional losses in the I.C. engine during 
cold-start that result from sup-optimal lubricant viscoisty, the use of external 
insulation is likely to have limited impact; particularly when tested in a NEDC or 
similar drive cycle test. Thermal losses from the external surface of the I.C. engine 
occur late in the drive cycle test (when the engine block has reached an elevated 
temperature) and therefore does not prevent thermal losses from the lubricant 
circuit to the block during the early phases of the test. Consequently, its impact on 
reducing the increased friction in the engine due to  sub-optimal lubricant viscoisty is 
limited. The data have shown how the external insulation has limited effect on the 
warm-up rate of the engine but has a more pronounced effect during cool-down and 
hence is more likely to offer a fuel economy and emissions benefit when the engine 
is used for mulitple short journeys with periods of no use between trips. However, 
given that mandated drive cycle tests such as the NEDC are required to be conducted 
from a soak temperature of between 20 °C and 30 °C such benefits will be unable to 
be observed during such procedures. Consequently, while a benefit may be achieved 
during real world useage, such a strategy is unlikely to yield a significant benefit 
during industry standard tests.  
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Figure 2.8: Engine oil sump temperatures from a 1.6 litre 4 cylinder S.I. engine during warm-up at 
1500 rpm and 2 bar BMEP and subsequent cool down [11] 
2.3.4 Insulation applied to internal structures of the engine 
2.3.4.1 Insulation of the bearing shells from the thermal 
mass of the engine block 
In Figure 1.16a of Chapter 1 data were presented to show the power dissipated as 
heat in the journal bearings and how this is the primary source of lubricant heating 
during engine warm-up. The work of Shayler et al. [25] also quantified how much of 
the heat generated by friction is not transferred to the lubricant but is instead 
conducted through the bearing shells to the surrounding engine block. The authors 
therefore investigated reducing heat flow through the bearings as a method of 
increasing heat retention in the lubricant to accelerate warm-up. The work 
investigated reducing the contact area between the back of the bearing shells and 
the engine block by 80% using specially manufactured bearing shells (Figure 2.9 
[25]). The aim was to increase the contact resistance between the shell and the 
engine block to provide an insulating effect and therefore increase the rate of 
lubricant heating. In computational work, this effect was simulated by reducing the 
interface heat transfer coefficient by 80%.  
The results (shown in Figure 2.10 [25]) indicate that insulating the bearing shells 
from the engine block has the potential to reduce the frictional force (and have an 
associated positive benefit on fuel economy) by 22%. Figure 2.10 also shows the 
maximum potential reduction in frictional force if the bearings could be completely 
isolated from the mass of the engine block. Thus, it can be seen that there is 
potential to reduce engine friction, and associated fuel consumption and emissions, 
by reducing the heat lost from the lubricant through the bearing shells. 
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Figure 2.9: Comparison of (a) conventional journal shells and (b) high contact resistance bearing 
shells used to reduce thermal losses from the lubricant to the engine block [25] 
 
Figure 2.10: The effect of shell contact area on bearing frictional force on the crankshaft assembly 
of a 1.8 litre diesel engine motored at 1000 rpm [25] 
2.3.4.2 Insulation applied to the engine oil galleries 
In addition to heat being lost from the lubricant through the bearing caps, another 
potential heat transfer mechanism is through the gallery walls of the lubricant circuit 
in the engine (shown in Figure 1.17 with a cross section of the engine block showing 
the main engine oil gallery presented in Figure 1.4). Trapy and Damiral [20] 
estimated that up to 8% of the heat input into the lubricant (for a 1.7 litre S.I. 
engine) is lost to the gallery walls while Zammit et al. [65] estimated that this could 
be as high as 25% (for a 2.4 litre C.I. engine), depending on the location of the main 
gallery in the engine (a gallery located lower in the engine would promote greater 
heat losses from the gallery walls). In simulations by Zammit et al. [65], the heat 
transfer mechanism from the lubricant to the main oil gallery wall (equivalent to the 
main gallery shown in Figure 1.4) was deactivated to simulate a perfectly insulated 
main gallery. The simulations predicted that such a strategy could reduce fuel 
consumption during the NEDC by 0.2%. Moreover, the fuel consumption benefit 
could be increased further, if the heat transfer from the oil mist to the crankcase 
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surface was also isolated, to 1.7% (isolation of the oil mist to crankcase surface heat 
transfer mechanism was predicted to offer a 0.5% fuel consumption benefit). The 
heat transfer mechanism to the crankcase was highlighted to be of greater 
significance in the case of insulated lubricant circuits owing to the lubricant being at 
a higher temperature as a result of reduced heat loss to the gallery walls.  
The work discussed above is of significance. The work indicates that insulating the 
engine oil galleries is likely to give a potential benefit in reducing engine friction as a 
result of increasing the lubricant heating rate. However, the work is only at a 
preliminary investigation level and has only been investigated in a computational 
manner. In the same publication it was discussed how the coupling of the 
temperature of the lubricant in the gallery to the surrounding structure had a 
significant effect on the model predictions. If the model was configured to exchange 
heat with the lower block structure then a heat flow of approximately 200 W was 
seen to flow from the lubricant to the engine block. However if the model was re-
configured so that the engine oil gallery exchanged heat with the outer wall of the 
coolant jacket (essentially simulating raising the main gallery in the block) then the 
heat flow was seen to reverse and a heat flow of 200 W was seen to flow from the 
block to the gallery. Thus, there is a potential benefit to be had by insulating the 
engine oil galleries on cold-start fuel economy and subsequent emissions. However, 
research to this date demonstrates significant uncertainty. The complex interactions 
of an I.C. engine currently makes it difficult to understand the effect that insulation 
of the engine oil galleries has on heat flow from the lubricant to the engine block. 
The main engine block is sparsely instrumented with the primary area of interest 
being the cylinder liners. Consequently there is a lack of understanding of the 
thermal history of the engine block as it is heated during the warm-up phase and 
resulting uncertainty as to whether the lubricant is gaining or losing heat at specific 
points in the engine. Furthermore, the lack of experimental data relating to the 
engine block temperatures results in a coarse discretisation of the engine in any 
computational model and hence limits confidence levels in any prediction. In the 
case of Zammit et al. [65], it has been shown how changing the coupling of the main 
gallery to a different location in the engine has significant effects on the predicted 
heat flow to the lubricant and there is clear scope for further investigative work into 
improving cold-start efficiency by means of insulating the lubricant circuit. 
2.3.5 Active system control methods to improve vehicle cold-
start performance 
The solutions discussed thus far have all been related to a change or addition of 
material to potentially better suit the cold-start phase of an engine (in situations 
where the engine is fully-cold or in situations where a short period of non-operation 
has followed one of engine operation). However, the greater flexibility that modern 
vehicles offer in terms of control systems allows for the use of fundamentally 
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different strategies between engines that are fully warm and those that are cold. The 
benefit of such strategies is the potential to use systems during warm-up to reduce 
the time to steady state and de-activate such systems during fully warm conditions 
to avoid overheating. 
2.3.5.1 Pre-heated coolant 
Using a 2.6 litre diesel engine, Zammit et al. [27] investigated the merits of utilising 
pre-heated coolant to increase the rate of warm-up of engine lubricant and thus 
reduce bearing friction. The use of pre-heated coolant could also serve to improve 
the combustion conditions in the pistons owing to the close coupling of the cylinder 
liner temperature and the coolant temperature. The engine used during the work 
had an oil filter cooler assembly (FCA) installed that was used to transfer heat 
between the coolant and lubricant. The motivation behind installing such devices 
was to provide lubricant cooling during high load, steady state running and to 
provide lubricant heating during warm-up (when the lubricant is much cooler than 
the coolant). Zammit et al. installed a 3 kW electric heater in the coolant tank and 
preheated the coolant to 90 °C; the hot coolant was streamed into the coolant 
system when the FCA loop was open (but the main radiator branch was closed) and 
peak heat transfer rates from the coolant were observed to be over 4 kW. At the 
point the hot coolant flow was activated, Zammit saw the main gallery lubricant 
temperature increase from 20 °C to 40 °C (shown in Figure 2.11a) while for the same 
test, the increase in lubricant temperature in the bearings was only 5 °C (shown in 
Figure 2.11b). This demonstrates that the local lubricant temperature is highly 
sensitive to the temperature of the surrounding metal. Nonetheless, a 5 °C increase 
in lubricant temperature from 35 °C to 40 °C would be expected to reduce the 
lubricant viscosity of a typical 5W-30 lubricant by 33% if one uses the data of 
Pulkrabek [33] presented in Figure 1.12 in Chapter 1. The pre-heated coolant was 
estimated to provide an 8% reduction in main bearing friction work relative to when 
no heat exchange between the pre-heated coolant and lubricant was utilised. 
However, the reduction in friction work, as a percentage of the additional energy 
input to pre-heat the coolant was calculated to be only 26% and therefore highlights 
the inefficiency of using the coolant as a means to reducing engine friction.  
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Figure 2.11: Engine lubricant temperature against time for a 2.4 litre direct injection diesel engine 
for (a) the main gallery and (b) the main bearing films showing the effect of introducing pre-heated 
coolant to the FCA device. Reprinted with permission from SAE paper 2012-01-1216 ©2012 SAE 
International and SAE of Japan   [27] 
Bent et al. [11] have also investigated the concept of utilising pre-heated coolant. 
Relative to the work of Zammit et al. [27] their work was not exclusively focused on 
reducing bearing friction but was intended to target the whole engine system and 
was focused on S.I. engines. Consequently, rather than use the coolant as a heat 
exchange medium for the lubricant, pre-heated coolant was circulated through 
either the block or the head. Tests were run by circulating the coolant 20 seconds 
before the engine was fired although a comparative test of coolant circulating only 
from the moment of firing was also conducted. From the data presented, no benefit 
was observed in pre-circulating the coolant before firing relative to introducing 
preheated coolant only once the engine is in use; however the friction levels were 
reduced relative to the situation with no preheating, with reductions in FMEP of 5% 
and 9% for block and head pre-heating respectively. 
Thus, while the use of pre-heated coolant has been proven to offer a benefit in 
reducing engine friction and subsequent fuel consumption and emissions, the work 
presented in this section indicates that it is an inefficient means of doing so. While 
fuel consumption and emission quality is improved, the work of Zammit et al. [27] 
has demonstrated that the effective conversion efficiency of the energy input 
required to heat the coolant relative to the reduction in friction work is 26%. Thus, 
for the strategy to be economically viable the coolant would need to be pre-heated 
using waste heat from the engine while running and be subsequently stored. While 
this is viable and is the set-ƵƉƵƐĞĚŝŶĞŶƚ ?ƐǁŽƌŬ ?ƚŚĞĂƉƉƌŽĂĐŚǁŽƵůĚŽŶůǇŽĨĨĞƌĂ
benefit during multiple short trips and would not manifest any benefit during a 
mandated test situation such as the NEDC owing to the need for the test to be 
conducted from a soak temperature of between 20 °C and 30 °C. 
(a) (b) 
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2.3.5.2 Variable coolant flow control 
It has been highlighted that one of the contributory factors to poor emissions and 
fuel consumption during the cold-start phase was the cold cylinder liner 
temperatures. This wall temperature is very closely coupled to that of the coolant 
temperature. During the warm-up phase of the engine, the coolant usually circulates 
through what is referred to as a bypass loop. During this phase, the thermostat is not 
open and therefore heat is not being rejected by the radiator but coolant flow is 
maintained to reduce the build-up of hot spots. Such a strategy still circulates 
coolant through the block and cools the cylinder liners, albeit to a lesser extent than 
if the radiator was in use. The coolant pump is usually driven from an auxiliary drive 
belt from the crankshaft and hence the speed of the pump is proportional to the 
engine speed. A consequence of such a system is that during periods of warm-up or 
driving conditions that combine low load and high road speed (i.e. motorway 
cruising) the cooling system is over specified. Brace et al. [66] reported that a 
conventional mechanically driven coolant pump can only match the required flow 
rate ĨŽƌ A? ?A? Žf the vehicle operation time and that for the rest of the time, the 
system over cools the engine. An option that has been investigated is to therefore 
control the coolant flow independently of engine speed. Such technology is already 
implementable at a commercially effective level with Will [13] reporting such a 
ƐƚƌĂƚĞŐǇĐŽƐƚƐ ? ?ƉĞƌ ?A?Ĩuel consumption reduction. However, prior work into this 
potential strategy has largely concluded that the improvement in fuel consumption 
as a result of reducing engine friction is negligible. Instead, the fuel consumption 
reductions observed (between 0.5% and 1%) can be largely attributed to a reduction 
in the energy consumed by the pump as a result of both its lower speed and power 
source. Thus the work in this section indicates that variable coolant flow control 
does not appear to be an effective means of reducing I.C. engine frictional losses. 
Gardiner et al. [19] carried out investigations into the effect of coolant circulation 
rate during the warm-up of a 2.0 litre S.I. engine. Typically, the top of the liner is 
heated by the combustion process and the bottom of the liner is heated owing to 
the splashing of warm lubricant; consequently, once up to temperature, the mid-
liner temperature is the limiting factor in terms of combustion quality. In addition, 
the work of Leong et al. [37] ?ŚĂƐƉƌŽǀĞŶƚŚĂƚĂŶĞŶŐŝŶĞ ?Ɛ&DWŝƐĐůŽƐĞůǇĐŽƌƌĞůĂƚĞĚ
ƚŽ ƚŚĞ ůƵďƌŝĐĂŶƚ ?Ɛ ĚǇŶĂŵŝĐ ǀŝƐĐŽƐŝƚǇ ǁŚĞŶ ĞǀĂůƵĂƚĞĚ ĂƚƚŚĞ ŵŝĚ ůŝŶĞƌ ƚĞŵƉĞƌĂƚƵƌĞ ?
This highlights the importance of the mid stroke temperature in minimising friction 
between the liner and piston also. It is worth noting that while such work was carried 
out using the hardware from a diesel (C.I.) engine, the actual test was motored (i.e. 
the engine was turned by an electric motor and hence no combustion was occurring 
in the cylinders). Thus, the findings are transferrable to both an S.I. and C.I. engine 
situation.  
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The effect of varying the coolant pump speed is shown in Figure 2.12 [19] for both 
warm-up and steady state running for differing positions along the length of the 
engine liner. It can be seen that the mid-liner position is the coolest of all the 
locations once the engine has reached steady state and that therefore a potential 
method of reducing friction to the piston and liner would be to reduce the coolant 
flow rate. However, despite the coolant flow rate having a noticeable effect on the 
liner temperatures, the benefit to fuel consumption is limited, with a fuel 
consumption saving of 0.5 - 1% over the NEDC. This can largely be attributed to the 
removal of pumping work by the auxiliary drive, with this instead being provided by 
the electric motor.  
 
Figure 2.12: The effect of changing coolant pump speed on cylinder liner temperature at 60 
seconds, 300 seconds and 500 seconds after start up and at steady state for a 2.0 litre S.I. engine 
when running at 1800 rpm and 90 N m load [19] 
Bent et al. [11] also investigated modified coolant flow using a 1.6 litre 4 cylinder S.I. 
engine. In this case, the coolant flow was turned off until the coolant outlet 
temperature had reached 60 °C, whereupon the coolant was allowed to flow for 30 
seconds and then turned off for 60 seconds (with this cycle being repeated). The 
authors found that the top liner region was the most affected, with temperatures 10 
°C higher than with normal flow; however, the lower liner temperatures were 
affected to a much lower degree. Similar to the findings of Gardiner et al., the 
reduction in fuel consumption was estimated to be less than 1% and was primarily 
attributed to reduced pumping work rather than any thermal benefit. However, the 
work of Bent et al. [11] did detail some emissions benefits; it was found that in the 
first 250 seconds, the pulsed coolant flow strategy resulted in an approximately 6% 
reduction in HC emissions relative to that observed with continuous coolant flow, 
indicating the significance of liner temperature on combustion conditions and the 
Warm up 
Steady state 
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piston-liner friction. It was observed that as the liner temperatures associated with 
the two coolant flow strategies converged, so did the HC emissions (but that a 
significant reduction was seen in the early phases with a pulsed flow). 
An important comparison to the above work is that of Samhaber et al. [14]. Using a 
lumped capacity model, Samhaber et al. simulated the warm-up of a 2.0 litre direct 
injection diesel engine that was equipped with a lubricant / coolant heat exchanger. 
One of the parameters investigated was a reduction in the coolant flow rate. It was 
found that when the coolant flow rate was reduced by 10%, the coolant temperature 
was reduced by approximately 5 °C and this was attributed to a reduction in heat 
pick-up from the head. Such a finding would increase the piston / liner friction owing 
to increased lubricant viscosity in this area and result in poorer quality combustion. 
However, owing to the presence of the lubricant / coolant heat exchanger, the bulk 
lubricant temperature was also reduced by approximately 4 °C. Such a strategy was 
also highlighted to be negative in the fuel consumption figures; the standard flow 
rate simulation predicted a fuel consumption of 7.71 l (100 km)-1. Even accounting 
for the reduced pumping work from the lower flow rate, the reduced temperatures 
caused the simulation to predict that the fuel consumption will rise by 0.6 % to 7.76 l 
(100 km)-1. It is interesting to note the contrasting trends when the lubricant / 
coolant heat exchanger is removed. If one compares the two baseline simulations 
(i.e. those without reduced coolant flow), the removal of the cooling effect of the oil 
cooler resulted in the fuel economy improving from 7.71 l (100 km)-1 to 7.86 l (100 
km)
-1
. In addition, with no oil cooler to transfer heat from the coolant to the 
lubricant, the effect of reduced coolant flow is to simply raise component 
temperatures and consequently the lubricant temperature. As a result, with no oil 
cooler, the reduced coolant flow improves the fuel economy by 1% (including 
accounting for any reduction in pumping work) from 7.86 l (100 km)-1 to 7.78 l (100 
km)-1. Such a finding highlights the need to consider the bespoke combination of 
thermal management strategies that are in place on an individual engine to ensure 
that the changes made have a positive impact. In the theoretical simulation work of 
Samhaber et al. [14], it is worth noting that the pumping work was not entirely 
removed (unlike the experimental work of Gardiner et al. [19] where the pumping 
power was provided by an electric motor) but instead was simply reduced owing to 
the coolant pump speed being reduced but the authors predict that half the fuel 
economy gain is likely to be  a result of reduced pumping work. 
The work of Brace et al. [66] focused on using electrically driven coolant pumps to 
investigate the trade-off of reducing fuel consumption by virtue of increased 
operating temperatures caused by reduced coolant flow. The work utilised a throttle 
on the outlet of the coolant pump to simulate the effect of varying pump speed on 
flow rate using a 2.4 litre diesel engine. In steady state tests where the engine was 
run at 2000 rpm and at either 2 bar or 8 bar BMEP, it was observed that the lubricant 
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temperature in the main gallery could be raised by up to 15 °C. At low load, such a 
change resulted in a 2 % improvement in BSFC but a 10 - 15% increase in NOx 
(although the baseline NOx was very low at 2.0 g (kWh)-1). Hence, in this situation, it 
was judged that the fuel consumption benefit justified the increase in NOx 
emissions. At high load, the fuel consumption benefit was only 1.5 % while the NOx 
emissions increased by 45%.  
In carrying out transient drive cycle analysis of the effect of variable coolant flow, it 
was found that the fluid temperatures of the engine were insensitive to changes in 
flow rate until the latter part of the cycle, although like Gardiner et al. [19], the liner 
temperatures did show some sensitivity. Burke et al. [26] report that similar findings 
have been found by Ap et al. and Di Matteo et al. Response models for the drive 
cycle data suggest that reducing the coolant flow rate from 80 % of the maximum to 
4% would only result in a 0.4 % reduction in fuel consumption and increase the NOx 
emissions by 2%.  
Thus, from the work presented in this section it has been seen that while there is 
evidence indicating that reducing the coolant flow rate of the I.C. engine manifests 
some fuel economy benefit, the sources suggest that any benefit is most likely to be 
as a result of reduced pumping work rather than any significant reduction in engine 
friction as a result of elevated temperatures. The work of Bent et al. [11] indicated 
some potential improvements in emissions as a result of reduced coolant flow, most 
probably as a result of increased cylinder liner temperatures, while other sources 
indicate that increased NOx emissions are a likely undesirable consequence of 
reducing the coolant flow velocity. It is therefore felt that such a strategy is 
ineffective in the primary aim of reducing engine friction and subsequent fuel 
consumptions and emissions. 
2.3.5.3 Lubricant flow diversion 
Early work of Will and Boretti [8] highlighted the potential benefit of using the 
exhaust gases as a means to raising the lubricant temperature during warm-up 
(discussed in Section 2.3.1.1). Within the same publication, Will and Boretti argued 
that similar results could be achieved using an alternative method which employed a 
bypass valve from the cylinder head gallery to return a given fraction of the lubricant 
directly to the oil pump as opposed to flowing through the sump. In doing so, it was 
argued that the effective mass of lubricant in the block is reduced which should lead 
to faster lubricant warm-up rates. The concept of diverting lubricant flow from the 
sump was encouraged by Andrews et al. [9] who observed large temperature 
gradients through the lubricant in the oil sump resulting in the lubricant in the top of 
the sump (having just been returned from the engine) being hotter than the 
lubricant at the bottom of the sump. However, lubricant viscosity and subsequent 
friction in the engine was related to the delayed heating profile of the lubricant at 
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the bottom of the sump owing to this cold lubricant being the lubricant that is 
scavenged by the engine oil pump. Thus the work in this section discusses methods 
used to either direct lubricant around the engine in such a way as to minimise 
thermal losses or methods to temporarily reduce the volume of lubricant in the 
engine to facilitate an accelerated rate of lubricant heating. The work discussed, 
while demonstrating that such methods do achieve accelerated rates of lubricant 
heating and associated reductions in engine friction and fuel consumption, have 
limited scope to be implemented owing to the complex designs necessary to 
implement them into an I.C. engine. However, the work is discussed to demonstrate 
the potential improvements such strategies offer. 
Law et al. [67] carried out experimental work on a 2.4 litre direct injection diesel 
engine with a modified oil sump design. The sump, shown in Figure 2.13, uses an 
additional thermostat within the sump to reduce the working volume of lubricant 
during warm-up. Only when the returning lubricant is at a temperature around 70 °C 
does the thermostat open to allow the working volume of fluid to increase. Such an 
approach saw the lubricant temperature in the main gallery rise by 5 °C relative to a 
conventional sump at an ambient temperature of 20 °C and increase by 12 °C when 
the ambient temperature was reduced to -10 °C. While the reduction in FMEP at an 
ambient temperature of 20 °C was difficult to quantify, the greater benefit observed 
at reduced ambient temperatures saw the FMEP during the first two minutes of 
operation reduce by 10 %. 
 
Figure 2.13: Novel sump design from a 2.4 litre diesel engine to prevent lubricant mixing in the 
sump and supply hot lubricant to the engine during warm-up [67] 
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ůƵďƌŝĐĂŶƚĚŝǀĞƌƐŝŽŶƐǇƐƚĞŵŚĂƐďĞĞŶĚĞƐŝŐŶĞĚŝŶĚĞƚĂŝůĂŶĚŝƐŬŶŽǁŶĂƐƚŚĞ ‘KsZ
 ? ? ƐǇƐƚĞŵ ? ƐŚŽƌƚ for Oil Viscosity Energy Recovery System [8]. Initial simulations by 
Will and Boretti [8] predicted that the implementation of such a system would 
deliver a similar improvement in fuel economy (just over 7%) to the lubricant heat 
exchange philosophy discussed previously, but with the advantage of much reduced 
complexity and lower hardware requirements. In a subsequent publication by Will 
[13], modelling simulations using the bypass return were reported with different 
bypass ratios. It was found that relative to no bypass flow, the lubricant temperature 
could be increased by 64 °C and 29 °C with a bypass ratio of 70% and 50% 
respectively 300 seconds after the start of the NEDC simulation. In using a bypass 
ratio of 50%, it was found that a peak increase in temperature, relative to the 
baseline, was 70 °C. This occurred at 700 seconds, after which point the temperature 
increase reduced as a result of closing the bypass valve in response to the lubricant 
reaching its peak temperature of 120 °C. Such findings are presented graphically in 
Figure 2.14 [13]. 
 
Figure 2.14: Bulk lubricant temperature predictions when implementing lubricant bypass from the 
cylinder head gallery to the pump inlet based on a 4.0 litre 6 cylinder in line engine [13]  
While the practicalities of implementing the above concepts in a production vehicle 
environment is difficult, the strategies do show synergy with the work discussed in 
Section 2.3.4 in that by diverting the lubricant flow or temporarily reducing the 
lubricant volume thermal  interaction between the engine lubricant and engine block 
are reduced. Thus, such work provides further support for developing a practical 
method of reducing thermal losses from the lubricant to the engine block to 
facilitate increased lubricant warm-up rates. 
2.3.5.4 The use of stop-start technology 
Stop-start technology has become more commonplace in the automotive market in 
recent years, although its role in cold starts is a complex compromise. Stop-start 
technology is used to eliminate fuel consumption and emissions during idling by 
turning the engine off.  
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However, in utilising stop-start strategies, the warm-up period for an engine is 
prolonged. Consequently, fuel consumption figures will be poorer for longer even if 
the total quantity of fuel burnt is reduced. In addition, while the engine is turned off, 
there is no exhaust flow to the tail pipe and hence the catalytic converter will take 
longer to become active. Bent et al. [11] investigated the use of stop-start 
technology over the timeframe of the NEDC using a 1.6 litre 4 cylinder S.I. engine. 
During the NEDC, there are 14 idling periods, totalling 340 seconds in duration; Bent 
et al. predicted fuel savings of 41.6 g or 7.6% relative to when no stop-start was 
used. Similar benefits are likely to occur in real world running with André [18] finding 
that vehicles are stationary for, on average, 18% of the time. However, when 
examining the work, one can see potential issues, particularly when compared to 
work already discussed. Results (shown in Figure 2.15 [11]) show that the coolant 
warm-up rate as a result of using stop-start technology is severely reduced and 
results in the thermostat opening 177 seconds later. Indeed, at the point that the 
idling engine thermostat opens (at a coolant temperature of 88 °C), the coolant 
temperature from the stop-start engine is over 10 °C lower. Such a result is likely to 
increase fuel consumption owing to the importance of the coolant temperature in 
reducing piston/ liner friction and achieving complete combustion [14, 19, 22]. Thus, 
when the engine is running, the net fuel flow is likely to be higher. Similarly, it can be 
seen that the lubricant at 600 seconds is 10 °C cooler as a result of stop-start 
technology and that by the end of the NEDC, there is still a 5 °C difference which will 
result in higher friction in the bearings. 
 
Figure 2.15: Coolant and lubricant temperatures for a 4 cylinder 1.6 litre S. I. engine during the 
NEDC both with periods of idling and utilising stop-start technology [11] 
A similar approach is the use of hybrid propulsion vehicles where the wheels can be 
driven by either an I.C. engine or by an electric motor. Typically, the electric motor is 
used in lower load scenarios and the batteries are charged when the I.C. engine is 
operational. Dubouil et al. [68] investigated the effect of hybrid vehicle propulsion 
on engine warm-up rate and fuel consumption. Simulations were carried out where 
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a conventional vehicle and one fitted with a hybrid drive unit were both subjected to 
the NEDC drive cycle from a start temperature of 20 °C and 90 °C. The fuel consumed 
for the four tests is presented in Figure 2.16 [68] while the temperatures for 
different parts of the engine are presented in Figure 2.17 [68]. It can be seen how 
between 450 seconds and 850 seconds, no fuel is consumed on the hybrid vehicle as 
a result of it operating in electric only mode. It can also be seen how, over the course 
of the NEDC, the fuel consumed in both the conventional and hybrid vehicle increase 
as a result of the cold-start and a similar percentage increase is observed between 
the conventional and hybrid vehicles at the same temperature. Of note however is 
that the increase in fuel consumed by the hybrid vehicle does not originate from the 
inactive period of the engine. Instead the extra fuel is consumed in the early phase 
and is likely to be a result of the extra load of charging the batteries. If one observes 
the lubricant temperature profile for the two vehicles in Figure 2.17 [68], it can be 
seen that the temperature of the lubricant at the beginning of the hybrid period for 
ƚŚĞƚǁŽǀĞŚŝĐůĞƐŝƐƐŝŵŝůĂƌ ?A? ? ? ? ) ?dŚƵƐ ?ƚŚĞĞǆƚƌĂĨƵ ůĐŽŶƐƵŵƉƚŝŽŶĨŽƌƚŚĞŚǇďƌŝĚ
vehicle will not have originated from a lubricant viscosity effect but is more likely 
from the extra load placed on the engine from battery charging. Further examination 
of Figure 2.17 [68] does show that tŚĞƉĞƌŝŽĚǁŚĞƌĞƚŚĞŚǇďƌŝĚǀĞŚŝĐůĞ ?Ɛ/ ? ?ĞŶŐŝŶĞ
is inactive does reduce the lubricant temperature by approximately 20 °C relative to 
the conventional vehicle; however, this appears to make negligible impact on the 
fuel consumption. This is most likely to be as a result of the lubricant viscosity being 
more consistent at higher temperatures. 
 
Figure 2.16: Cumulative fuel consumed over the NEDC for both a 20 °C start temperature and a 90 
°C start temperature for a S.I. engine with and without a hybrid propulsion system. Reprinted with 
permission from SAE paper 2011-01-1747 ©2011 SAE International and SAE of Japan [68] 
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Figure 2.17: Engine temperatures during an NEDC warm-up cycle from 20 °C for (a) conventional S.I. 
engine and (b) S.I. engine equipped with an electrically powered hybrid propulsion system. 
Reprinted with permission from SAE paper 2011-01-1747 ©2011 SAE International and SAE of Japan 
[68] 
While stop-start technology is becoming popular with manufacturers, Bent et al. [11] 
concluded that it does not mitigate the need for improved thermal management in 
the warm-up phase of an engine. When fully warm, stop-start technology is an 
attractive option but during cold-start, there still exists a need to achieve optimum 
lubrication and combustion conditions as soon as possible, making stop-start 
technology less attractive in this phase of engine operation while the work of 
Dubouil et al. [68] has highlighted the effect of increased battery load on fuel 
consumption. To gain further benefit from the use of stop-start technology and the 
use of hybrid powertrains it would be desirable to increase the thermal energy that 
is retained in the lubricant. Such a strategy would enable the idling fuel consumption 
of the I.C. engine to be mitigated while also achieving an accelerated lubricant 
heating rate relative to the warm-up rate of the current stop-start scenario. To 
achieve such an objective requires the thermal losses from the lubricant to the block 
structure to be reduced and, as stop-start technology becomes more commonplace, 
the need for such a solution will increase.    
2.3.5.5 The limitations of active control methods 
The preceding section demonstrated that from both a fuel consumption and 
emissions perspective, potential does exist to improve engine cold starts. However, 
it is worth considering both the limitations of the research investigations and the 
subsequent issues with implementation of strategies at a mass-production level. 
Engine management strategies are both complicated and outside the remit of this 
thesis but they are nonetheless well developed and based on the known thermal 
behaviour of the whole engine system. By virtue of introducing new technology and 
control strategies, the thermal balance of the engine and subsequent interactions 
between different sub-systems is significantly altered. This can cause conflicts with 
engine management systems and limit the effectiveness of strategies being trialled. 
(a) (b) 
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Such issues were highlighted by Burke et al. [69] where the merits of variable coolant 
flow and the possibility of EGR cooling with the lubricant rather than with the 
coolant were discussed. NOx emissions for engines generally increase with increasing 
temperature, and a strategy typically employed to limit NOx emissions is to delay 
injection timing as the engine warms up. Burke et al. [69] highlighted that in 
instances where experimental data have proven the engine to be hotter, NOx 
emissions decreased unexpectedly. On examination of the combustion behaviour, it 
was found that the control strategy was too sensitive to the engine temperature and 
was thus advancing the injection timing too rapidly, resulting in a reduction in NOx 
emissions but also leading to less favourable fuel consumption. Burke et al. also 
highlighted that the engine temperature was based on a single temperature 
measurement in the head and that such an approach is not valid in the transient 
phase of warm-up where dynamic temperature gradients exist. 
The work of Burke et al. [69] focused on changing the combustion characteristics of 
the I.C. engine to achieve greater thermal efficiency. Comparatively, the work of this 
thesis is focused on achieving greater optimisation and use of the energy released 
from combustion to improve the warm-up rate of the engine. Consequently, detailed 
investigations into combustion profiles and engine timing are beyond the scope of 
this thesis. Nevertheless, it does serve to reinforce the high levels of interactions 
discussed at the beginning of Section 2.1 and the need to consider the wider 
implications of any strategy. 
2.3.6 Use of alternative materials to reduce the thermal 
mass of the engine 
It has been established that there is a desire to reduce the duration of the warm-up 
phase of the I.C. engine to improve emissions and fuel consumption. The approaches 
discussed thus far have all attempted to either adjust the energy balance of the 
engine in such a way that the thermal energy is directed to the thermal masses that 
require it most (i.e. the lubricant). An alternative approach however is to reduce the 
quantity of energy needed to raise the temperature of a thermal mass (be that the 
coolant, lubricant or engine block). In the context of the lubricant system in isolation, 
this would require reducing the volume of oil in the lubricant circuit. The work of 
Jarrier et al. [16], Trapy and Damiral [20] and Law et al. [67] have all investigated the 
merits of reducing the volume of lubricant in the engine. Jarrier et al. [16] 
investigated the effect of a reduced lubricant volume in a 1.9 litre diesel engine and 
found in simulations that reducing the volume of oil in the system from 5 litres to 1 
litre increased the lubricant temperature by 7 °C when observed at 3 and 6 minutes 
into the NEDC. After 20 minutes, the improvement reduced to 3 °C but the large 
increase in temperature early in the cycle is critical when the lubricant viscosity is 
more sensitive to temperature. Such changes were reflected in a reduction in FMEP 
of just over 5% during the first 6 minutes. Similarly Trapy and Damiral [20] predicted 
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that reducing the lubricant mass from 3.5 kg to 1 kg would reduce the warm-up time 
from 23 minutes to 19 minutes. The exact lubricanƚƵƐĞĚŝŶƚŚĞǁŽƌŬǁĂƐŶ ?ƚƐƉĞĐŝĨŝĞĚ
but if density data for commercially available 5W-30 lubricant at 20 °C (presented in 
Figure 3.14) are used this equates to  a reduction in lubricant volume from 4.1 litres 
to 1.2 litres and is therefore comparable with the work of Jarrier et al. [16]. Law et al. 
[67], using their novel sump design discussed in Section 2.3.5.3 effectively facilitated 
a temporary reduction in the effective oil volume in the system and saw main gallery 
lubricant temperatures, relative to the standard baseline, rise by up to 12 °C as a 
result during the first two minutes of the test when trialled at a start temperature of 
-10 °C. Such changes saw the engine FMEP reduce by 50 kPa over the first two 
minutes of the test; a reduction of 10% and therefore supporting the work of Jarrier 
et al. [16]. After this point, the FMEP results from the experimental design converged 
with the baseline configuration owing to the lubricant viscosity being less sensitive 
to changes at higher temperatures. The issue with such an approach is the 
uncertainty as to what effect it could have on reliability. While Law et al. [67] carried 
out their work experimentally, Trapy and Damiral [20] and Jarrier et al. [16] based 
their work on computational simulations owing to the risk of oil degradation and 
pump starvation making it practically unfeasible to operate an engine with such 
small volumes of lubricant [67]. 
If reducing the oil volume poses too great a risk to reliability, alternatively, one could 
attempt to reduce the thermal mass of the engine block. Such an approach could 
prove beneficial in two ways: 
1. Reduce the mass of the engine block and, by association, the vehicle and 
therefore reduce the fuel consumption by virtue of accelerating a smaller 
mass (the engine is estimated to account for between 20 % and 25% of the 
vehicle mass [70]). This is a similar argument to those proposed in the work 
of Yilmaz et al. [58] and Dahotre and Nayak [61] who argued that being able 
to remove the cylinder liners would reduce the engine mass and hence 
reduce fuel consumption. 
 
2. Reduce the thermal mass of the engine and therefore reduce the energy and 
time required to bring the block up to full operating temperature. This would 
therefore reduce the heat flux from the lubricant to the block structure and 
have a positive effect on frictional losses. 
If one focuses on point 2 in the above list, the thermal mass is defined as ݉ܥ݌, 
where ݉ is the mass of the object or fluid in question and ܥ݌ is the specific heat 
capacity. Thus, in order to reduce the thermal mass of the engine block, a material of 
either a lower specific heat capacity must be used or the mass of the block must be 
reduced. Attempts to reduce the thermal mass of the engine block have included 
replacing typically used aluminium casting alloy (an example being A319 [71]) with 
magnesium alloys [70] or using polymer composite materials [72-74].  
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Table 2.4 compares the material properties of aluminium A319 casting alloy with 
magnesium AMC-SC1 and a typical epoxy resin glass reinforced composite. One must 
remember that the primary aim of the work was to reduce the thermal mass of the 
engine block and therefore both reduce the mass of the vehicle but also reduce the 
warm-up time of the block owing to the reduced thermal mass. The practicality of 
achieving such an objective requires careful consideration of the material 
requirements of such an application. The I.C. engine subjects components to high 
temperatures and consequently creep behaviour is of concern [73], as is cyclic 
loading [70]. Material modulus, particularly at elevated temperatures is therefore 
critical.  
Table 2.4: Comparative physical properties of magnesium AMC-SC1 alloy and aluminium A319 alloy  
Property Aluminium 
A319 alloy 
Glass fibre reinforced 
epoxy resin * 
Magnesium AMC-
SC1 alloy 
Ultimate tensile 
strength (MPa) 
250- 280** [A] 138  W 241 [C] 184  W 206 [D, E] 
Thermal 
conductivity (W m-1 
K-1) 
130 [B] 0.4 - 0.55 [C] 106 [D] 
zŽƵŶŐ ?Ɛmodulus 
(GPa) 
74 [A] 15  W 28 [C] 44  W 46 [D, E] 
Density (kg m-3) 2720 [B] 1750  W 1970 [C] 1790 [D] 
Specific heat 
capacity (J kg
-1
 K
-1
) 
1000 [B] 1000  W 1200 [C] 1000 - 1010 [C] 
Thermal diffusivity 
(m2 s-1) 
6 x 10-5 [B] 1.86 x 10-7  W 3.14 x 
10-7 [F] 
5.92 x 10-5  W 6.82 x 
10-5 [F] 
 
NB:  [A]  Values Taken From Materials Handbook, Volume 2 [75] 
[B] Value From Thermophysical Properties of A201, A319 and A356 
Aluminium Casting Alloys, Overfelt, R et al. [71] 
[C] Value from CES material database [57] 
[D] Value Taken From AMC-SC1 Data Sheet [76] 
[E]  Value taken from AMC-SC1: A New Magnesium Alloy Suitable for 
Powertrain Applications [70] 
 [F] Calculated from values presented in table 
* All properties will depend on fibre orientation and fibre volume fraction 
and therefore account for the broad range presented 
** Value presented is for a T6 heat treated specimen 
 
If one first considers the merits of trying to replace the conventional choice of an 
aluminium alloy with a glass fibre reinforced polymer (GFRP), it can be seen from 
Table 2.4 that the density of the GFRP is at least 27% lower than that of aluminium. 
Thus, while the volumetric heat capacities of both the GFRP and magnesium alloy 
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are lower than the aluminium alloy, so too is the stiffness of both materials. 
Consequently, the structural requirements of the intended application must first be 
satisfied before the thermal masses are compared. 
The BRITE Engine Project of 1990 [72] aimed to develop a polymer composite 
ĚĞŵŽŶƐƚƌĂƚŽƌ ĞŶŐŝŶĞ ǁŝƚŚ ƚŚĞ Ăŝŵ ďĞŝŶŐ ƚŽ ďŽƚŚ ƌĞĚƵĐĞ ƚŚĞ ĞŶŐŝŶĞ ?Ɛ ŵĂƐƐ ĂŶĚ
subsequent warm-up time relative to a conventional engine of the time (a four 
cylinder 1 litre Ford S.I. Lambda engine). However, research at the time indicated 
that the combination of high loads, particularly at the bearings, and high 
temperatures would make manufacturing an engine entirely out of polymers 
unviable [72, 73]. Consequently the design philosophy shown in Figure 2.18 [72] was 
adopted where the central core of the engine containing the cylinders and coolant 
jacket were made of conventional aluminium alloy and the outer walls manufactured 
from glass fibre reinforced polymers. While a successful prototype was 
manufactured, the approach did limit the potential to reduce the mass with no 
ƐŝŐŶŝĨŝĐĂŶƚƌĞĚƵĐƚŝŽŶ ŝŶŵĂƐƐĨƌŽŵƚŚĞďĂƐĞůŝŶĞ ‘>ĂŵďĚĂŶŐŝŶĞ ?ƚŚĂƚŚĂĚĂŵĂƐƐŽĨ
89 kg [72]. 
 
Figure 2.18: Exploded view of the BRITE Engine's modular components [72] 
Despite a conservative approach to the design, the BRITE engine did indicate a 
reduction in the warm-up time of the engine relative to the baseline engine, as 
shown in Figure 2.19 [72]. It can be seen that the BRITE engine achieved a reduction 
in warm-up time of between 6% and 19% for the coolant which also resulted in 
hydrocarbon emissions reducing by up to 20% during warm-up. There is no 
information provided in relation to the lubricant temperature but the increased 
coolant temperature will have both improved combustion quality and reduced 
friction between the pistons and liners and this is likely to have accounted for the 
reduced hydrocarbon emissions. 
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Figure 2.19: Comparative coolant warm-up times for the BRITE engine compared to an equivalent  
conventional Lambda engine [72] 
Guimond and Muench [74] developed the concept of the BRITE engine as shown in 
Figure 2.20 [74]. There is no evidence of this design having been taken any further 
than the concept stage and so a comparison of mass and thermal performance is not 
possible. However both Guimond and Muench [74] and Bowman et al. [72] (the 
BRITE engine) retained a metallic core owing to component operating temperatures 
and such requirements therefore limits the potential engine mass reduction 
achievable. 
 
Figure 2.20: Exploded View of the composite V6 concept. Reprinted with permission from SAE 
paper 920084 ©1992 SAE International [74] 
From the works listed above, it can be seen that the internal combustion engine is a 
harsh environment for polymeric materials to operate in. The need for the material 
to withstand high operating temperatures and high cyclical loads means that there is 
a limited range of candidate materials while stiffness and strength requirements 
generally limit any mass reduction possibilities. In addition, there is a need for the 
materials to be compatible with both engine lubricant and engine coolant [72] with 
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the work of Krigbaum [77] having demonstrated the deterioration in material 
properties after exposure to both engine lubricant and engine coolant.  
Consequently, an alternative approach is to utilise an alternative metallic alloy. 
Relative to the use of polymeric materials, the reduced stiffness is generally not as 
significant. Magnesium alloys are a potential candidate for such an application and a 
specific alloy for use in engine blocks has been developed. The properties of the 
AMC-SC1 alloy that was developed by Bettles et al. [70] are listed in Table 2.4. It can 
be seen that relative to a typical aluminium alloy, the stiffness of the magnesium 
alloy is 40% less (rather than the 80% reduction with GFRP). This, combined with a 
density that is 35% lower than aluminium and a similar specific heat capacity, makes 
thermal mass reduction potentially more viable. However, creep resistance has been 
a limiting factor in magnesium alloy usage [78]. The work of Bettles et al. [70] was 
focused on developing a magnesium alloy that presented more favourable high 
temperature properties. The authors suggested that the new grade alloy compares 
favourably with aluminium alloys although the full merits of the alloy in an engine 
application could only be appraised if a prototype block was manufactured and 
tested.  
Thus, the work of Bowman et al. [72] has shown how the use of polymeric materials 
in the construction of an I.C. engine does have a significant effect on the warm-up 
rate of the fluids in the engine despite the presence of the aluminium alloy core. 
However, the availability of lighter metallic alloys, such as those discussed by Bettles 
et al. [70] that are capable of coping with the structural loads presents an additional 
method of reducing the thermal inertia of the engine and hence improving warm-up 
rates. There is therefore scope for further advancement in knowledge in 
understanding the relative significance of low thermal conductivity materials (i.e. 
insulating materials) and low thermal inertia materials (i.e. light weight and low 
specific heat capacity materials) to improve the warm-up rate of the I.C. engine. 
2.3.7 Applications of phase change materials to improve 
engine thermal efficiency 
The use of phase change materials (PCMs) in energy conservation and management 
is a field of research that has grown in interest in recent years. However, before the 
use of PCMs in increasing automotive cold-start efficiency is discussed, it is necessary 
to understand their characteristics.  
To raise the temperature of a body requires energy; such energy is termed sensible 
heat and is defined in Equation 2.11. 
 
 
73 
 
ܳ௦௘௡௦௜௕௟௘ ൌ ݉ܥ௣ ?  ܶ
Where ܳ௦௘௡௦௜௕௟௘ ൌ The energy stored in the body as a result of the 
temperature rise (J) ݉ = The mass of the body (kg) 
 ܥ௣ ൌ The specific heat capacity of the material (J kg-1 K-1)  ?ܶ ൌ The increase in temperature of the body (°C)   
Equation 2.11: Sensible heat contained within a body as a result of a temperature rise 
The use of standard insulation materials results in reduced heat flow away from any 
source. In comparison, phase change materials offer the potential not only to reduce 
heat flow, but also to store heat via a change of phase. When a material undergoes a 
phase change, latent heat is either stored or expelled by the material as a result of a 
change in phase. A summary diagram of such a process is shown in Figure 2.21; the 
region of the graph where energy input is causing no change in temperature is the 
phase change region. The phase change process therefore facilitates a high energy 
density storage solution that is particularly useful in applications where space and 
mass need to be conserved [41]. 
Such a characteristic may be useful in reducing cold-start inefficiency as the 
additional energy storage in the phase change material can be used to store rejected 
heat from the engine during running which can then be later liberated (limiting the 
temperature decrease while the phase change occurs) while the engine is non-
operational. Such an approach will be beneficial given consumer trends to make 
multiple short trips with a relatively short interval between the engine stopping and 
re-starting (Section 2.1). The use of phase change materials is a strategy that aims to 
reduce the inefficiencies associated with cold starts by increasing the temperature at 
engine re-start (rather than increasing the rate of warm-up). While the release of the 
latent heat as the temperature decreases may be beneficial, the energy absorbed to 
facilitate the same phase change on heating could prolong the warm-up period and 
therefore have a negative effect. Thus, in the following section research into the use 
of PCMs to improve the cold-start performance of I.C. engines is reviewed before the 
challenges of implementing such solutions into automotive applications are also 
discussed. As a result of such challenges, attempts to utilise PCMs in improving the 
cold-start efficiency of I.C. engines were not pursued as an area of investigation. 
However, it is felt that such technology may be of benefit and there is scope for 
future work in such areas. 
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Figure 2.21: Summary diagram of temperatures during a phase change 
2.3.7.1 Use of phase change materials on the engine and 
auxiliary systems 
The work of Kauranen et al. [15] was briefly referred to in Section 2.2 owing to their 
work utilising the exhaust stream as an energy source. Kauranen et al. experimented 
with using a latent heat accumulator (consisting of a phase change material) 
combined with an exhaust gas heat recovery unit to improve the warm-up times for 
diesel fuelled mail delivery vehicles. The aim was to find an alternative to the use of 
an auxiliary fuel burning heater which, while improving warm-up times, ultimately 
has any benefit to fuel consumption heavily impeded by the burning of additional 
fuel in the process. In this work, temperatures and emissions were monitored with 
three configurations;  
x A baseline system with an auxiliary fuel burning heater (AH) and no exhaust 
gas heat recovery unit (EGHR) and no latent heat accumulator (LHA). 
x No AH, EGHR active but a discharged LHA. 
x No AH, active EGHR and a charged LHA. 
Results from this work are shown in Figure 2.22 [15]. A key observation is the 
comparative performance of the system when the LHA is charged and discharged. 
Between these two tests (where there is no fuel consumption from the auxiliary fuel 
burning heater to consider), it can be seen that the emission levels dramatically 
increase as a result of the LHA being discharged. Such a trend was also reflected in 
the fuel consumption. The fuel consumption in the instance where the LHA is 
discharged was 9.94 l (100 km)-1 whereas this was reduced to 8.94 l (100 km)-1 when 
75 
 
the unit was charged. Such a trend reinforces the concern that any form of phase 
ĐŚĂŶŐĞŵĂƚĞƌŝĂůŽƌůĂƚĞŶƚŚĞĂƚĂĐĐƵŵƵůĂƚŽƌŝƐďĞƐƚƐƵŝƚĞĚƚŽĂ ‘ǁĂƌŵƐƚĂƌƚ ?ƐĐĞŶĂƌŝŽ
and that if a truly cold-start is being made, the additional thermal inertia could lead 
to higher emissions or fuel consumption. 
 
Figure 2.22: CO, HC and NOx emissions for a 1.9 litre diesel engine running an exhaust gas heat 
recovery unit and latent heat accumulator in differing conditions [15] 
The work of Gumus [44], referred to in Chapter 1, focused on attempts to improve 
emission quality while the catalytic converter was below its light-off temperature 
and therefore inactive. To achieve this, a phase change material (Na2SO4. 10 H2O) 
was coupled to the coolant circuit to enable the coolant to charge the device during 
running and to then act as a heat transfer medium to maintain the engine 
temperature during its inactive period. Figure 2.23 indicates that preheating the 
engine via the coolant circuit can reduce carbon monoxide (CO) emissions by as 
much as 50% and HC emissions by 15% at low temperatures, again highlighting the 
importance of a well optimised cylinder liner temperature. The results therefore 
indicate that such a strategy is particularly effective at addressing sub-optimal 
combustion conditions caused by cylinder liner quenching. 
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Figure 2.23: Effect of temperature on catalytic convertor efficiency of (a) HC emissions and (b) CO 
emissions [44] 
Korin et al. [41] investigated using phase change materials to directly improve the 
performance of the catalytic converter with the intention being to reduce the rate of 
temperature decrease during periods of none operation and hence reduce the 
warm-up time when the engine was restarted. The work looked at ways to best 
utilise the thermal energy being released by the catalytic converter with emphasis 
placed on achieving as high a contact area between the PCM and heat source as 
possible while minimising ambient losses. Thus, the solution shown in Figure 2.23 
[41] was chosen. In addition, the outer surface of the combined catalytic converter 
and PCM was insulated in a wool fibre jacket. The approach showed promise, with 
the system able to stay above the light-off temperature for approximately four hours 
after the engine had been switched off.  
 
Figure 2.24: Schematic phase change material incorporated into a catalytic converter in order to 
maximise heat transfer to the PCM and minimise ambient losses [41] 
(a) (b) 
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2.3.7.2 Use of phase change materials specifically targeting 
lubricant systems 
Stouffer et al. [64] carried out extensive work in improving cold starts for the U.S. 
Army. Their work examined, in detail, the merits of applying phase change materials 
to both the oil sump and also the oil filter of an 8.3 litre, 6 cylinder diesel engine. By 
insulating the oil filter in a phase change material, it was anticipated that the oil filter 
would heat up faster. Were this to be the case, oil entering the engine would 
instantly receive some element of heating, helping the lubricant reach its optimum 
temperature sooner.  
Owing to the architecture of the engine, the oil sump is always very low down, thus 
exposing it to low ambient temperatures, with Samhaber et al. [14] predicting the 
external surface of the head to be 15 °C higher than that of the outer surface of the 
lower block. This, combined with a high surface area and high convective heat 
transfer coefficients at high vehicle road speeds, makes the sump a potential area for 
high heat losses from the lubricant. Hence, the aim of this work was to limit heat loss 
from the sump by encasing it in a phase change material. Using a phase change 
material with the optimum structure and thermal properties for the application 
intended is key to achieving success. Phase change materials exist in a range of 
forms, although a solid-to-liquid PCM is commonplace and was used in this research. 
Alternatives, such as solid- solid phase change materials do exist. At the point of 
peak operating temperature when the engine system is shut down, it is desirable for 
the entire volume (thickness) of the PCM to have undergone the phase change and 
therefore for the minimum of thermal gradients to exist across the thickness of the 
PCM. If this is not the case and the phase change material furthest from the heat 
source has not undergone the phase change, the system is being underutilised and 
the expected benefits will not be realised.  
Stouffer et al. combined a theoretical model for optimising the PCM energy storage 
system design with experimental verification. The model assumed that the ambient 
temperature was constant at -18 °C and that the lubricant temperature started at 95 
°C (these values being based upon experimental data). In their simulation work, 
Stouffer et al. [64] found that by ensuring the PCM was of a high thermal 
conductivity, charging times could be reduced and the PCM maximum temperature 
was increased, enabling it to provide a heating effect to the lubricant for longer. 
 ‘ůƵŵŝŶŝƵŵ&ůĞǆĐŽƌĞ ?  ?a honeycomb structure made of aluminium grade 5052) was 
added to the PCM assemblies to enhance the thermal conductivity; the temperature 
of the material nearest the hot lubricant was increased by 30 °C and the 
temperature differential across the phase change material was reduced from around 
100 °C to just over 10 °C compared to running the phase change material without 
ƚŚĞ ‘ůƵŵŝŶŝƵŵ&ůĞǆĐŽƌĞ ? ?&ƵƌƚŚĞƌŵŽƌĞ ?ƚŚĞŚŝŐŚĞƌƚĞŵƉĞƌĂƚƵƌĞƐǁĞƌĞĂĐŚŝĞǀĞĚŝŶ ?
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hours, as opposed to the 6 hours required when running the system without the 
 ‘ůƵŵŝŶŝƵŵ&ůĞǆĐŽƌĞ ? ? 
Another measure to ensure a high thermal conductivity in the PCM was the use of a 
gel-based phase change material over a foam-based phase change material. The 
work of Sharma et al. [79] and Farid et al. [80] also demonstrated that a high thermal 
conductivity was necessary for a phase change material to be effectively utilised. 
However, this does present a compromised situation as the high thermal 
conductivity phase change material can increase convective losses to ambient if used 
in a jacketing application. One solution is to effectively insulate the phase change 
material from the ambient using a conventional insulating material. In the case of 
the work of Stouffer et al. [64], an 11 mm thick layer of polyisocyanurate insulation 
with a thermal conductivity of 0.022 W m-1 K-1 and a density of 30 kg m-3 was used to 
reduce ambient losses. This work shows clear promise, with both oil sump and oil 
filter insulation with PCMs resulting in a marked increase in lubricant temperature, 
as shown in Figure 2.25 [64] for the lubricant in the oil filter. 
 
Figure 2.25: Measured oil temperature over time in the oil filter when in a cold chamber at 0 °F (-17 
°c) both with and without phase change insulation [64] 
When looking at the lubricant temperatures in the oil filter, it can be seen that the 
lubricant temperature, even when exposed to ambient temperatures of -17 °C, is still 
above 0 °C some six hours after the baseline, un-insulated engine has reached this 
temperature. Six hours is approaching a time frame that may span a typical working 
day and thus, PCMs may offer considerable improvements during a return commute 
as the initial lubricant fed into the system (during the outgoing commute) is still at 
an elevated temperature.  
The work reviewed suggests that phase change materials present a real opportunity 
to improve lubricant system warm-up times. However, the addition of phase change 
materials does add a considerable thermal mass to the system being considered. To 
investigate this concern, data were taken from the work of Stouffer et al. [64] for 
two tests to investigate if the additional thermal mass of the PCM had a detrimental 
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effect on lubricant warm-up. Figure 2.26 [64] shows the warm-up and cool down 
curve for engine lubricant in two configurations. Figure 2.26a relates to a situation 
when the engine had an 11 mm thick covering of polyisocyanurate insulation applied 
to the outer surface of the sump while Figure 2.26b relates to a situation where the 
PCM was first applied to outer surface  of the sump and was then insulated from 
ambient with polyisocyanurate of 11 mm thickness. Critically, it can be seen that 
there appears to be negligible difference in lubricant warm-up rate as a result of the 
presence of the PCM, although there is a clear benefit in a reduced cool down rate. It 
is worth considering why this may be the case; the transient heating of the oil sump 
itself is likely to be sufficient to decouple the PCM charging process from the 
lubricant heating process. The PCM will not start charging until the outer surface 
temperature of the oil sump is sufficiently hot to facilitate heat transfer to the PCM. 
Consequently, in the warm-up phase, when the outer wall temperature of the sump 
is cold, the PCM will not charge and charging only commences once significant heat 
is being dissipated from the sump. This heat would be dissipated to ambient if the 
PCM was not present, and so it can therefore be concluded that the PCM does not 
have a significant effect on limiting lubricant warm-up rates. However, such transient 
effects do need consideration when deciding where to implement PCMs and are 
likely to make the use of PCMs internally within the engine a concern. 
 
Figure 2.26: Comparative lubricant warm-up and cool down curves for an engine when (a) standard 
polyisocyanurate insulation is applied to the outside of the oil sump and (b) when a PCM and 
polyisocyanurate insulation is applied [64] 
(a) 
(b) 
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2.3.7.3 The challenges and issues of utilising phase change 
materials 
The use of PCMs in relation to improving engine cold starts has been discussed at 
length with a range of possible methods shown. However, aside from the thermal 
considerations that have been presented thus far, there are other factors that 
warrant consideration.  
The range of phase change materials is vast, with many having no specific trade 
name. Instead they are typically referred to by their composition. The reader is 
encouraged to consult the work of both Sharma et al. [79] and Agyenim et al. [81] for 
a comprehensive list of the many PCM variants available. 
A critical factor in the selection of a phase change material for a particular 
application is that of the phase change temperature. In order for the benefits to be 
realised, it is essential that that the phase change temperature is within the 
operating temperature window. The selection of the phase change materials, with 
this requirement satisfied, will also be affected by economic considerations, 
chemical compatibility and ease of installation. A summary of the classes of PCMs is 
shown in Figure 2.27 [80].  
 
Figure 2.27: Breakdown of phase change materials into different classes [80] 
Currently, the most actively used category of PCMs remains the salt hydrates, owing 
to their higher thermal conductivities and latent heat values with up to 279 kJ kg-1 
being reported [79]. Such a figure is representative of the high energy density 
storage available, particularly when one considers that the typical specific heat 
capacity of engine lubricant oil varies form 1.8 kJ kg-1 K-1 to 2.2 kJ kg-1 K-1 across the 
working temperature range. They are also economically competitive and are an 
established technology relative to other developing technologies such as the 
eutectics.  
A major obstacle to be overcome when using salt hydrates in production vehicles 
would be the degradation over time of their ability to store heat [79, 80, 82]. This is a 
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concern reported by a range of authors in the literature, although few give any 
specific information about the rate of degradation. During the phase change, the salt 
hydrate undergoes a chemical reaction, changing from a hydrated salt (one 
chemically bonded to water) to either an anhydrous salt and water or to a hydrated 
salt with fewer moles of water. During the phase change, the issue of incongruent 
melting can arise, where the water released in the reaction is insufficient to fully 
dissolve the solid phase. Consequently, the anhydrous or less hydrated salt is unable 
to be fully dissolved and the high density salt sinks to the bottom of the liquid phase. 
Such a reaction is chemically irreversible meaning that when the liquid phase 
reaches its phase change temperature on cool down, the solid salt will not 
chemically revert back to the original solid PCM and can take no further part in 
phase change [79]. The lifespan of the salt hydrate is dependent on its application, 
but across the literature, there appears to be no degree of certainty beyond 1500 
cycles. At this point, various sources report a reduction in latent heat storage 
capacity. Sharma and Sagra [82] reported a reduction of 73% in latent heat storage 
capacity over 1000 cycles using Na2SO4.10H2O and also reported a degradation in 
performance when using CaCl2.6H2O after only 2 cycles. In the specific automotive 
application of Kauranen et al. [15], data were presented for 11 thermal cycles with 
no indication of degradation. Clearly a life span of 1000 cycles is well within the 
ůŝĨĞƐƉĂŶŽĨĂƐƚĂŶĚĂƌĚĐĂƌ  ?ƉĂƌƚŝĐƵůĂƌůǇ ŝŶ ůŝŐŚƚŽĨŶĚƌĠ ?ƐǁŽƌŬ[18]) and therefore, 
before such technology can be widely implemented, these issues of achieving a 
workable lifespan must be addressed. However, while the literature reports this as a 
problem primarily associated with salt hydrates, the work of Shukla et al. [83], 
together with that of Sharma et al. [84, 85] suggests that this is also an issue with 
paraffin wax based PCMs. Over 500 cycles, Shukla et al. [83] reported degradations 
in latent heat capacity of paraffin waxes of 18% and 16% from an initial value of 130 
kJ kg-1. Sharma et al. [85] found the situation to be even more pronounced, with a 
reduction of latent heat capacity of 31% from an initial value of 184 kJ kg-1 over 500 
cycles. When extended to 1500 cycles, this reduction continued to a 35% reduction 
over the initial value. Sharma et al. [85] argued that the most likely explanation for 
this phenomena in paraffin waxes is moisture absorption. Even before the material is 
subject to thermal cycling, Shukla et al. [83] reported wide variations in material 
properties in relation to the phase change temperature and latent heat of fusion, 
particularly with salt hydrates. Such an issue was attributed to the presence of 
impurities in the materials that are to be expected when using commercial grade 
materials. 
Regardless of long term durability of the phase change material, there exist 
numerous logistical issues to overcome in consideration of implementation of phase 
change materials in production vehicles. These include: 
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x Corrosion issues, with salt hydrates being reported as corrosive to metal 
containers by Salunkhe and Shembekar [86] and Sharma and Sagra [82], 
while Sharma et al. [79] reports paraffin waxes as corrosive to polymer 
containers. 
 
x The need to enhance the thermal conductivity of the phase change material 
is highlighted across the literature by Farid et al. [80] , Agyenim et al. [81] and 
Salunkhe and Shembekar [86]. The work of Stouffer et al. [64] ƵƐŝŶŐ ‘&ůĞǆĐŽƌĞ ?
aluminium to aid thermal conductivity also supports the argument. 
 
x Another general concern of all phase change materials is the phenomena of 
sub cooling and super-cooling. Super-cooling in particular has been cited as 
being undesirable [79]. This is where a material remains in its high-
temperature phase even when cooled below the phase transformation 
temperature (this occurs due to there being no nucleation sites for the phase 
change to occur). It has been reported that should this occur, then the 
retrieval of useful energy from the PCM is very difficult. Sub cooling is simply 
the degree of cooling of a material below its saturation temperature at a 
given pressure. This is reported as being undesirable [80, 81] presumably 
because any degree of sub cooling stores thermal energy input as sensible 
heat (resulting in a temperature rise) as opposed to a latent heat which 
results in a change of phase. 
 
x Economic considerations must always be considered, with salt hydrates being 
reported as the most economically viable on a commercial level. 
It is a result of the above issues that, while the work reviewed in this section 
does indicate that PCMs can reduce the cool-down rate of the I.C. engine and the 
catalytic converter, there is uncertainty surrounding the longevity and reliability 
of such technology. In addition, with such a vast range of PCM materials 
available, the success of using PCM materials to aid the cold-start efficiency of 
the I.C. engine would be highly dependent on choosing a PCM with a phase 
change temperature within the operating range of the target destination on the 
vehicle (i.e. the engine or the catalytic converter). This temperature would be 
variable between different automotive markets depending on geographical 
location and the specific vehicle in question. It is therefore not felt that such an 
approach is the optimum way to improve the cold-start performance of the I.C. 
engine although such an objective may be the subject for future work. 
2.4 The methods of research and their limitations 
The review of the literature has highlighted a range of possible methods to research 
improvements to the efficiency of I.C. engines. The approaches taken have been 
varied and can be broadly placed into three categories, namely: 
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x Theoretical modelling. 
x Engine test bed experimentation. 
x Vehicle implemented experimentation. 
The nature of the research being conducted will dictate which methodology is most 
applicable with a summary table of the methods used in the literature shown in 
Table 2.5. Where experimental and computational methods have been used in the 
same publication, indicative levels of agreement achieved between simulations and 
experimental results are highlighted. The correlations between experimental and 
computational simulations appear to indicate that variations of up to 5 °C are 
acceptable in the simulation of the I.C. engine during transient warm-up, although 
some works do report variations that are higher. 
There are also instances where experimental engine test bed methodologies have 
been used in conjunction with vehicle implemented real world driving. However it is 
not possible to reliably compare data sets from real-world driving and engine test 
bed conditions. As is discussed in Section 2.4.3 real world driving does incorporate a 
greater number of variables including the capability of the driver. However, a 
particular problem associated with the comparison of such data-sets is the increased 
cooling effect as a result of vehicle speed. One such example is from the work of 
Goettler et al. [10] who carried out both real world driving and test bed 
experimentation. He subsequently found that the warm-up times of engines on a 
test bed were approximately one minute faster than those on a real world driving 
test. In addition, an engine being subjected to a drive cycle on a test bed procedure 
will be subjected to a specific speed and acceleration profile that will dictate the 
heat released from combustion. However the real-world, vehicle implemented 
testing, will have its speed and acceleration dictated by local traffic conditions and 
the two are therefore not comparable. However, there are advantages to both 
methods, as discussed in Section 2.4.2 and Section 2.4.3. Thus, the aims of the 
following section is to briefly discuss the advantages and limitations of the three 
broad research methodologies before defining the direction of research in this 
thesis. 
Table 2.5: Summary of investigative methods used by researchers to assess I.C. engine thermal 
behaviour and potential methods to improve fuel consumption and emission quality 
Author 
Theoretical 
modelling 
Engine test 
bed 
Vehicle 
implemented 
Comment on 
repeatability between 
experimental and 
theoretical process 
Andrews  et al. [9] 
 
     
Andrews  et al. [17] 
 
  
 
 
Andrews et al. [38]    
 
 
Bent et al. [11] 
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Author 
Theoretical 
modelling 
Engine test 
bed 
Vehicle 
implemented 
Comment on 
repeatability between 
experimental and 
theoretical process 
Brace et al. [66] 
 
  
 
 
Burke et al. [69] 
 
  
 
 
Ciniviz et al. [59] 
 
  
 
 
Dubouil et al. [68]  
  
 
Finlay et al. [23] 
 
 
 
 
Gardiner et al. [19] 
 
  
 
 
Goettler et al. [10] 
 
    
Gumus [44] 
 
  
 
 
Jarrier et al. [16]    
 
[A] 
Kamo et al. [22] 
 
  
 
 
Kaplan and Heywood [87] 
   
 
Kauranen et al. [15] 
 
   
Korin et al. [41] 
 
  
 
 
Kunze et al. [12]  
  
[B] 
Law et al. [67] 
 
 
 
 
Leong et al. [37] 
 
  
 
 
Li et al. [21] 
  
  
Samhaber et al. [14]  
  
 
Shayler and Christian [39]   
  
[C] 
Shayler et al. [25] 
 
 
 
 
Shayler et al. [42]  
  
[D] 
Shayler et al. [45] 
 
 
 
 
Stouffer et al. [64]    
 
[E] 
Taymaz et al. [60] 
 
  
 
 
Trapy and Damiral  [20] 
 
  
 
 
Uzun et al. [47] 
 
  
 
 
Will and Boretti [8]  
 
 [F] 
Will [13]   
  
 
Zammit et al. [27]    
 
[G] 
Zammit et al. [65]   [H] 
Zhao and Winterbone [43] 
 
  
 
 
 
[A] Correlation between theoretical and experimental results for the 
lubricant and coolant during warm-up simulations are of the order of 
between 2 °C and 4° C. 
[B] dŚĞĂƵƚŚŽƌƐ ?ǁŽƌŬĐůĞĂƌůǇƐƚĂƚĞĚƚŚĂƚƚŚĞ model had not yet been fully 
refined and correlated to experimental data but peak discrepancies 
between experimental and theoretical data were approximately 13 °C 
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and 10 °C for the lubricant and coolant respectively during warm-up 
although broad trends were in agreement. 
[C] Temperature discrepancy between theoretical and experimental 
results typically of the order of between 3 °C and 4 °C although peak 
discrepancies observed reach 5 °C. Only steady state temperatures 
were presented and were in relation to the cylinder liner 
temperatures and therefore do not give indicative agreement about 
the simulation of the rest of the engine structure. 
[D] Typical agreement between experimental values of the bulk lubricant 
temperature and the bulk coolant temperature are of the order of 2 
°C during warm-up simulations. 
[E] Simulation work carried out as initial design proof of concept and 
therefore does not represent fully the characteristics of the final 
developmental design. Key variations between the simulation and 
experimental work include the insulation thickness, variations in the 
PCM vessel thickness and the percentage coverage. 
[F] Experimental methodology is used to appraise a separate technology 
to the computational investigation. Discussion of the correlation 
between the experimental and computational results is therefore not 
applicable in this instance. 
 [G] Temperature discrepancy between theoretical and experimental 
results typically of the order of 2 °C during warm-up. Where step 
changes in behaviour occur (e.g. introduction of pre-heated coolant), 
this increases to approximately 5 °C. 
[H] Temperature discrepancy between theoretical and experimental 
results typically of the order of 3 °C for steady state results. No 
correlation was provided for warm-up results. 
2.4.1  Computational Modelling 
The appeal of computational modelling, relative to other methods, is the relatively 
low cost and speed of such work [39, 42]. In addition, computational modelling 
enables investigation beyond the scope of what is physically possible. In the context 
of engine warm-up, it is possible to simulate the effect of constant viscosity 
lubricants or to vary different material properties in isolation of one another (e.g. 
varying specific heat capacity in isolation of thermal conductivity).  
However, while appealing in terms of speed and cost, computational modelling does 
present limitations. Of note in the literature is the use of the lumped capacity 
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approach to engine modelling. Rather than use a fully discretised finite element 
model of the engine, the lumped capacity approach discretises the model into 
components, with each component being assumed to be uniform in temperature 
throughout and it has already been discussed in Section 2.2.2 how the Biot Number 
needs to be below 0.1 for such an assumption to be valid [39, 50-52]. The benefit of 
using the lumped capacity approach is a drastic reduction in computation time (43 
hours for a warm-up simulation using FEA was reduced to 3 seconds using the 
lumped capacity approach [39]) and reduced processing capability requirements. Of 
note is the fact that in the review work considered, Jarrier et al. [16], Shayler et al. 
[39, 42], Samhaber et al. [14] and Kaplan and Heywood [87] have all adopted the 
lumped capacity approach. However, the lumped capacity approach limits the extent 
to which one can predict local temperatures. While this does not usually present 
issues, with Shayler and Christian [39] reporting maximum temperature difference of 
4% between a lumped capacity prediction and a full FEA model, localised 
temperature predictions may be compromised. Thus, while, for example, the mean 
engine block temperature may be in agreement with experimental data, localised 
temperatures may not be and could have implications when investigating warm-up 
strategies in specific engine locations. 
As computational power has increased, commercially available packages have been 
used to model the thermal behaviour of an I.C. engine during warm-up. Seider et al. 
[88] utilised GT-Suite to incorporate a finite element model within a lumped capacity 
model. Owing to the cylinder liner having considerable variation in temperature 
along the length of the bore, key components including the liner, piston and piston 
rings were modelled using a finite element model that was subsequently linked to a 
more conventional lumped capacity analysis. Similarly, there is evidence that local 
variation in fluid temperatures (be that the lubricant, coolant or combustion gases) 
are of concern in achieving accurate simulations of the thermal behaviour of the I.C. 
engine during warm-up. Consequently work has been carried out using 
computational fluid dynamics to increase the accuracy of the exchange of heat 
between fluids in the engine and the surrounding metal structure. However, a major 
obstacle to increased use of CFD remains cost and time. The work of Jasak et al. [89] 
focused on developing algorithms to reduce the time required to simulate the 
combustion process and associated heat transfer to the block of an I.C. engine. They 
reported simulation time frames of the order of weeks owing to the number of 
computational cells required (the work of Tiney et al. [90] reported their CFD model 
of an I.C. engine required a mesh consisting of 8.6 million cells). While the use of 
parallel computing by Jasek et al. [89] presented the opportunity to reduce this 
simulation to the order of days it also required the processing power of over 30 
central processing units (CPUs). Thus the cost and computational time of such a 
methodology is still a significant limitation. In addition, where CFD has been 
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investigated (the work of Jasak et al. [89] being one such example), the focus of the 
investigation has usually been in relation to the heat exchange of the combustion 
gases with the cylinder wall. The work of Rakopoulos et al. [91] reported a 
comprehensive review into the selection of the optimum function to characterise 
the heat transfer from the combustion gases to the cylinder wall. There has 
however, been limited research into the use of CFD to investigate the effect of local 
fluid temperature variations on the warm-up of I.C. engines. The work of Uppuluri et 
al. [92] did discuss the need to incorporate the local fluid temperature into any 
simulation of engine warm-up and found that using CFD, the heat transfer coefficient 
between the engine block and coolant (although only the coolant heat transfer 
coefficients were reported) could vary by up to 30% from values calculated using 
conventional correlations (discussed further in Chapter 6).  
A point highlighted in the use of CFD is the difficulty in creating an acceptable mesh 
to adequately cope with the moving boundary conditions (caused by the 
reciprocating motion of the piston changing the geometry cyclically) [89, 91]. Thus 
while there are indications that as computational constraints become less significant, 
there may be interest in utilising CFD and finite element to develop higher fidelity 
engine thermal models, the cost and time constraints of such methods are still 
limiting factors in the use of such technology and is therefore beyond the scope of 
this thesis. However, there is an accepted need to better incorporate the local fluid 
and surface temperature variations into investigations into the warm-up of I.C. 
engines. 
2.4.2 Engine test bed experimentation 
Table 2.5 indicates that engine test bed experimentation is the dominant method in 
the literature. Despite the additional time and cost relative to computational 
modelling, the use of test bed engines mitigates the risk of inappropriate 
assumptions being made within the model. The use of engine test beds with 
dynamometers is more popular relative to vehicle implemented tests owing to the 
degree of control in test conditions. Moreover, by controlling the engine load and 
response experimentally, the effect of driver variation (a risk in full vehicle 
implementation [8]) can be eliminated. Engine test beds also provide the facilities to 
utilise much more complex instrumentation (such as exhaust gas analysers) while 
also providing the capability to control ambient temperatures. Hence, engine test 
beds are particularly well suited to carrying out correlation work with theoretical 
models. However, the level of instrumentation is critical in defining the quality of the 
findings. The lubricant and coolant temperature may be measured at multiple points 
throughout their respective circuits and the cylinder liner temperature may also be 
measured at multiple points down its length [19]. However, in general, the engine 
block is sparsely instrumented with the work of Andrews et al. [17, 38], whose work 
88 
 
focused on temperature interactions within the engine, reporting only one 
thermocouple being installed in the engine head and one in the block. Consequently, 
there is a lack of data concerning the transient heating profile through the engine 
block structure, although this is usually of limited concern when correlating lumped 
capacity theoretical models owing to the coarse discretisation of the model. The 
engine block temperature is also of limited interest to I.C. engine researchers as it is 
only the cylinder liner temperatures that affect combustion behaviour. 
In addition to the concerns related to a lack of instrumentation of the I.C. engine 
block, there are also concerns relating to the repeatability of tests between engines 
of the same nominal build specification, as was highlighted in Section 1.2.1 and 
discussed in Section 2.4.4. It can therefore be difficult to determine whether changes 
in performance metric values are a result of experimental noise or a genuine effect. 
The ability to perform multiple repeat tests on the same engine build is logistically 
limited owing to the cost and time of running such tests and the need to allow the 
engine to fully equilibrate and cool down before further subsequent tests are carried 
out 
2.4.3 Vehicle implementation experimentation 
The use of vehicle implementation test methods is the most limited of the three 
methodologies discussed. By carrying out tests in a full vehicle and using real road 
running, the ability to directly compare data are reduced. The same concerns 
regarding repeatability exist as those in Section 2.4.2 however there are also 
additional sources of variation and noise to consider. If one considers driving on 
populated roads, traffic conditions are highly variable and make carrying out back to 
back tests difficult. In addition, the ambient conditions are difficult to control. This is 
particularly important, given the importance of ambient temperature and wind 
speed in engine warm-up. Another variable is that of driver performance with 
variation between different drivers and the repeatability of the same driver carrying 
out comparative tests being identified as a concern [8]. In addition, the 
instrumentation limitations discussed in Section 2.4.2 remain a concern during 
vehicle implementation tests. 
That said, one advantage of the vehicle implementation method is the opportunity 
to appraise any developments in the context of the full system and therefore 
observe any interactions between other vehicle systems such as the cabin heater or 
rear differential unit (if applicable). Such a benefit is particularly valid at the point of 
appraising whether or not to implement new technologies into production vehicles. 
2.4.4 Levels of confidence in experimental methodologies 
Both Section 2.4.2 and Section 2.4.3 have highlighted concerns relating to the 
repeatability of experimental methods and the absence of repeat data from the 
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literature although a limited number of references did provide some degree of 
repeatability assessment. If one first considers the research concerned with engine 
test bed measurements there are only two sources that make any assessment of the 
repeatability of such methods. Burke et al. [69] and Leong et al. [37] both report that 
engine dynamometer test facilities are capable of producing results repeatable to 
within 5% although neither reference offered comparative data to verify this. 
If one considers work that has utilised vehicle implementation methods there is a 
comparable lack of information regarding repeatability. The work of Goettler et al. 
[10] did present extensive data points for their work relating to the effect of ambient 
temperature on warm-up time. However, it did reveal extensive scatter in the results 
that the authors highlighted was greater in magnitude than the differences observed 
as a result of different warm-up configurations. However, statistical analysis of the 
results indicated that there was a 99.9% confidence level that the difference in the 
regression lines of the two warm-up approaches was a genuine experimental result 
rather than noise. The work of Will and Boretti reported carrying out 5 repeats of 
each test configuration to reduce the significance of any variation between tests 
such as driver influence. Their results were therefore based on the mean of each 
data set although no indication of scatter was presented and therefore no further 
comment is possible in relation to the reliability of such findings. The experimental 
work of Li et al. [21] offered the most comprehensive analysis of test repeatability 
and reliability. In carrying out experiments into the warm-up time of a test vehicle 
and engine on a highway circuit, the tests were conducted five times with the vehicle 
being allowed to cool to a constant soak temperature each time. In assessing the 
repeatability between the test runs it could be seen that the ambient temperature 
varied by up to 6 ° C between tests and that the measured lubricant temperature 
was seen to vary by up to 10 °C. Li et al. [21], in appraising the data between repeats 
observed standard deviations in the average emissions for the test runs of between 
12% and 34% of the mean depending on the emission gas being appraised (CO2, NOX 
or CO). If the most erroneous result was removed this reduced to between 5% and 
21% but it does highlight the challenges of achieving repeatability in an applied 
powertrain test. 
It can therefore be seen that there is limited data available to facilitate the accurate 
appraisal of the repeatability of powertrain research. However, the limited data 
available does indicate that the complex interactions of the engine, together with 
the rest of the vehicle if applicable, do limit the confidence and reliability of 
experimental findings. 
2.4.5 Summary 
In assessing the different methods of research utilised in prior work, the following 
issues have been established: 
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x The combination of variation in performance between different engine builds 
and the impracticality of conducting multiple warm-up tests limits the 
confidence in the experimental findings of the warm-up of I.C. engine and the 
effect of different strategies. 
x Experimental work into understanding the warm-up process of the I.C. engine 
is limited by a lack of instrumentation in the engine block and thus, high 
fidelity data of the changing temperature distribution through the engine 
block during warm-up is not available.  
x Computational modelling, while mitigating the effect of experimental noise is 
based upon the use of lumped capacity models and hence detailed local 
knowledge of the transient warm-up profile of components is limited. In 
correlating such models, the absence of high fidelity experimental transient 
temperature data through the block structure prevents any local variation in 
component temperatures being incorporated into the model. Significantly, 
this affects the accuracy of the warm-up profile of the lubricant as the local 
exchange of heat between the lubricant and engine components is a function 
of both the lubricant temperature and the component surface temperature. 
Therefore, in consideration of the above limitations further work in the area of 
transient warm-up of I.C. engine structures and fluids should aim to facilitate greater 
understanding of the local temperature variation through the thickness of 
components during warm-up. Experimentally this would need to be achieved by 
increasing the instrumentation through the thickness of components which would 
therefore facilitate a high fidelity model to be correlated with such data. The 
computational model would still be of value in such work as it would facilitate the 
investigation of parameters beyond the physical scope of any experimental set-up. 
There is also a need to address the repeatability and confidence of the experimental 
findings in current I.C. engine research. This requires the development of 
experimental methodologies that offer greater proven repeatability than a fully built 
I.C. engine. 
2.5 Conclusion  
The warm-up process of the I.C. engine is complex and from the review of the 
literature it has been seen how increasing the heating rate of both the lubricant and 
coolant can have a positive effect. However, it is felt that it is the delayed rate of 
lubricant heating that is currently the greatest limiting factor in the I.C. engine 
achieving improved efficiency (and associated fuel consumption and emissions) 
during warm-up. Andrews et al. [9] concluded that the rate of lubricant warm-up had 
remained at a constant value of the order of 0.1 °C s-1 over the past 20 years while 
coolant warm-up rates have typically been in the region of 0.25  W 0.4 °C s-1. 
Consequently the lubricant is still not at its operating temperature at the end of 
mandated test cycles such as the NEDC while the coolant is at its steady state value 
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(Figure 1.7) and this results in poor fuel consumption and emissions standards. 
However, from the review of the literature there is no doubt that the lubricant 
warm-up rate remains problematic. Kunze et al. [12] and Andrews et al. [9], 
estimated that to heat the 10 litres of lubricant (a typical factory fill) in an S.I. engine 
would require between 2.0 MJ  and 2.5 MJ of energy, depending on ambient 
conditions. The CO2 emission penalty for such a process was 12.5 -22 g CO2 km
-1 
which represents 18 % of the 130 g km-1 target and therefore represents a significant 
factor in ensuring OEMs meet such constraints. In addition, Will [13] estimated that 
if engine friction (of which the majority occurs during warm-up) can be reduced then 
ƚŚĞƌƵŶŶŝŶŐĐŽƐƚŽĨƚŚĞǀĞŚŝĐůĞ ŽǀĞƌĂ  ? ? ? ? ? ?ŬŵůŝĨĞƚ ŵĞĐŽƵůĚ ƌĞĚƵĐĞ ďǇ  ? ? ? ? ?-  
 ? ? ? ? ? ? 
In reviewing the literature it can therefore be concluded that one should aim to 
develop methodologies that result in an accelerated rate of lubricant warm-up to 
reduce I.C. engine fuel consumption and emissions, particularly within the 
constraints of mandated drive cycles such as the NEDC. The strategies therefore 
need to demonstrate a benefit within a timeframe of 1180 seconds and from a soak 
temperature of between 20 °C and 30 °C. Consequently, furthering research into the 
use of TBCs in the combustion chamber is of limited interest as this results in 
accelerated heating of the cylinder liners but has limited interaction with the 
lubricant. Similarly, modifying the flow rate of the coolant has implications on the 
cylinder liner temperatures but is of limited interest in achieving an accelerated 
lubricant heating rate. The exception to this would be if lubricant to coolant heat 
exchangers were in place, as was proven in the case of Samhaber et al. [14]. While 
the use of pre-heated coolant was estimated to reduce friction work by 8% relative 
to an unheated baseline, the research also demonstrated that the benefit was slight 
if the additional energy required to pre-heat the coolant was considered. 
The use of external insulation on the I.C. engine has been shown to have a positive 
effect on delaying the rate of lubricant cool-down but has negligible effect on the 
rate of lubricant warm-up (Figure 2.8) and would therefore be of limited benefit in 
accelerating the rate of lubricant heating from a constant soak temperature. While 
the use of PCMs to improve the warm-up rate of either the I.C. engine or emissions 
treatment equipment has proven to be of some benefit, concerns over the stability 
of such materials during repeated cycles and the compatibility with surrounding 
components together with a potential need to use different PCMs depending on the 
climatic conditions means that it is not felt such technology is viable to implement in 
a mass production I.C. engine application. 
The literature review has shown how a reduction in either friction work or fuel 
consumption and emissions can be achieved if heat transfer from the lubricant to 
surrounding structures can be limited by different strategies. This has previously 
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been achieved by insulating the bearing shells (Section 2.3.4.1) where reductions of 
22% in the frictional force were observed. Alternatively, another way of limiting the 
exchange of thermal energy between the lubricant and engine block structure is to 
divert the flow away from the engine block by intelligent control strategies (Section 
2.3.5.3.) where reductions in FMEP of up to 10% were achieved in the first 2 minutes 
of engine running. Similarly, Section 2.3.6 demonstrated how reducing the thermal 
mass of the engine block is another valid way of reducing the warm-up time of 
engine fluids. The lubricant data for the work of Bowman et al. [72] was not available 
but the coolant data indicated reductions in warm-up time of between 6% and 19%. 
Due to the reduced thermal mass, this would be expected to have a positive impact 
on the lubricant warm-up rate too (unlike when external insulation is used and the 
coolant and lubricant temperatures show no change in warm-up rate). Since the 
work of Bowman et al. specific magnesium alloys have been developed for 
automotive engine applications that would enable the thermal mass of the engine 
block to be reduced without the associated difficulties of implementing polymeric 
materials at high temperatures (creep, and softening being two such examples). It is 
therefore felt that by investigating and optimising the thermal properties of the 
material surrounding the engine oil galleries that it is possible to reduce thermal 
losses from the lubricant and therefore increase lubricant heating rates.  
Section 2.3.4.2 discussed preliminary investigations into the benefits of insulating 
engine oil galleries to reduce fuel consumption during warm-up. If the main gallery 
(first shown in Figure 1.4) was insulated then it was predicted that a fuel economy 
improvement of 0.2% could be achieved and that this could increase to 1.7% if the 
oil mist to crank case surface heat transfer was also isolated. Such work has not been 
validated experimentally and the work also highlighted uncertainty as to how best to 
model the transfer of heat from the lubricant to the engine block in terms of the 
local temperature of the metal in the engine. While insulation of the bearings has 
been investigated, detailed investigation of the merits of insulating the engine oil 
galleries has not, nor has there been detailed investigation into the sensitivity of 
ůƵďƌŝĐĂŶƚƚŚĞƌŵĂůůŽƐƐĞƐƚŽƚŚĞƐƵƌƌŽƵŶĚŝŶŐŵĂƚĞƌŝĂů ?ƐƚŚĞƌŵĂůƉƌŽƉĞƌƚŝĞƐ ? 
The review of the literature and previous work into improving I.C. engine cold-start 
efficiency has established that the complex system of I.C. engines places limitations 
on both the repeatability of the work owing to the complex nature of the I.C. engine 
assembly while the number of repeats carried out in such work is low owing to time 
and cost constraints. A further limitation of previous work into the warm-up of I.C. 
engines is the sparse instrumentation of the engine block and other components 
meaning detailed transient warm-up data is limited in fidelity. Such limitations are 
subsequently extended into computational modelling with components represented 
as a single temperature. In furthering research into developing methods of 
improving the warm-up rate of I.C. engine such limitations needs to be addressed. 
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2.6 Aims of the thesis 
Based on the findings of the literature, this thesis aims to investigate methods to 
reduce thermal losses from the engine lubricant to improve the engiŶĞ ?ƐĞĨĨŝĐŝĞŶĐǇ
during the warm-up phase. The increase in lubricant heating rate need not be of a 
large magnitude. The sensitivity of lubricant viscosity to temperature has resulted in 
the lubricant viscosity reducing by 65% when heated from 20 °C to 40 °C and 
therefore small temperature increases could reduce friction considerably [9]. Indeed, 
if one uses the experimental results of Shayler et al. [36] presented Chapter 1, the 
heating of the lubricant from 20 °C to 40 °C saw the FMEP reduce by approximately 
20% from 3.3 bar to 2.7 bar. 
One method of achieving increased lubricant heating rates is to reduce the thermal 
losses from the engine lubricant to the engine block structure as it is pumped around 
the lubricant circuit. This can be achieved by insulating the lubricant circuit of an I.C. 
engine. While, the concept has been investigated computationally, there is no 
apparent experimental research into the work. In addition, the thermal losses from 
the engine lubricant to the engine block could be reduced by greater optimisation of 
the thermal properties of the engine block. While the operating temperatures of the 
I.C. make it unviable to construct an entire engine from polymeric materials 
(remembering that polymers have comparatively low thermal conductivities relative 
to metallic alloys) it is felt that a detailed investigation of the relative significance of 
the thermal mass (a function of specific heat capacity and density) is lacking. 
It is intended, through this work, to develop a detailed understanding of the 
transient heat transfer process between flowing engine lubricant and the 
surrounding metal structure while addressing some of the limitations posed by 
current computational and experimental methodologies. In particular, it is intended 
to develop a greater understanding into the relationship between the lubricant and 
surrounding metal temperature and to account for localised temperature variations 
within components (as discussed in Section 2.4.1) while improving the repeatability 
and reliability of the findings relative to conventional powertrain research. In 
particular the work seeks to: 
x Reduce the scatter in results that exists as a result of either variation 
between engine builds of the same nominal specification or vehicle system 
interactions by developing an experimental methodology that facilitates 
comparative testing of greater consistency than that of a full I. C. engine. 
x Facilitate investigation of the variation in temperatures through the thickness 
of components during the transient warm-up phase in experimental work 
and account for such characteristics in associated computational work. 
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3 Design and construction of the oil flow rig 
3.1 Introduction 
In order to investigate the potential benefits of insulating the lubricant circuit of an 
I.C. engine, an experimental method was required that enabled the heat transfer 
mechanisms between flowing automotive engine lubricants and the metal structure 
surrounding the gallery to be investigated. The I.C. engine, both in terms of physical 
geometry and heat transfer, is highly complex. Thermal interactions exist between 
multiple components while the coolant and lubricant are both heated and cooled at 
various points in the system. If one considers only the lubricant circuit, the primary 
heating source would be from friction heating the bearings but there are also 
contributions from combustion and the coolant. However, these interactions are 
dependent on the design of a specific engine and during warm-up are complicated 
further by complex engine strategies to aid warm-up. 
Thus, in order to investigate the benefits of insulating engine oil galleries, a bespoke 
oil flow rig has been designed and commissioned. The rig enables the heat transfer 
mechanisms between hot engine lubricant and surrounding metal structures to be 
studied without the ambiguity introduced by thermal management strategies of I.C. 
engines during warm-up.  
This chapter discusses the design of the oil flow rig and the rationale preceding such 
decisions; together with the limitations of instrumentation and details of the 
experimental procedures carried out. 
3.2 Rig Design 
A photograph and schematic of the rig are shown in Figure 3.1 and Figure 3.2. Using 
this rig it is possible to heat engine lubricant and circulate it through a known 
thermal mass (in this case the test block specimen) and thus investigate the 
relationship between the heating rate of engine lubricant and the surrounding 
metallic architecture. 
Aside from offering the capability to install test block specimens of different designs, 
the rig also offers the capability to vary: 
1. The heating rate of the lubricant. 
2. The lubricant flow rate. 
While the experimental work on the rig focuses on the test block specimen, with the 
remainder of the rig only being present to heat and deliver lubricant to the 
specimen, the design and selection of supporting hardware still has a significant role 
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to play in the thermal behaviour of the rig. In the following sub-sections, the 
rationale and specification of the various rig components is documented.  
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Figure 3.1: Schematic of the oil flow rig 
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Figure 3.2: Photograph of oil flow rig 
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3.2.1 Lubricant temperature measurement 
While the test block specimen is heavily instrumented using K-type thermocouples 
to record temperatures (detailed further in Section 3.3), there is also a need to 
measure the lubricant temperature. Figure 3.1 shows that the lubricant temperature 
is measured at the inlet and outlet to the test block specimen, again using K-type 
thermocouples. In order to facilitate effective changing of the test block specimens 
there exists on the rig, two lengths of flexible hosing between the main rig and the 
test block specimen. These enable clean break couplings to be used to connect the 
test block specimen into the rig circuit without the need to drain the rig at each 
changeover. A consequence of the presence of the flexible hoses is the need to 
install the lubricant temperature thermocouples further away from the absolute 
inlet and outlet of the test block specimen than would be ideal. In characterising the 
rig (discussed in Section 3.5.1.2) the reduction in lubricant temperature from the 
specimen inlet and outlet has been observed to be minimal. It is therefore not felt 
that the distance between the specimen and the temperature measuring points 
affects the overall findings of the experimental work. The relative location of the 
temperature measuring points relative to the test block specimen is shown in Figure 
3.3. 
The thermocouples installed in the lubricant flow are mounted in such a way that 
they are level with the bore wall, as shown by the schematic in Figure 3.4. This was 
motivated by a desire to minimise the disturbance to the flow of lubricant as much 
as possible. In subsequent experimental work, comparative tests were carried out 
with the thermocouples mounted in the mid-stream to investigate the significance, if 
any, of any boundary layer formation. However, negligible difference was observed 
between the flow thermocouples held at the bore wall and those mounted in the 
mid-stream. Such findings are discussed in Chapter 4 (Section 4.7). 
Lubricant outlet 
temperature
Lubricant inlet 
temperature
Test block 
specimen
 
Figure 3.3: Location of inlet and outlet lubricant measuring points relative to the test block 
specimen 
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Figure 3.4: Schematic of lubricant temperature measurement (not to scale) 
3.2.2 Lubricant pump and flow rate control 
Lubricant is circulated around the circuit by a positive displacement pump provided 
by Tuthill Pumps (model number 1012-2S7ICC-00000) that is controlled via a 
proportional integral derivative (PID) inverter drive, although in this application no 
derivative control is applied. An oval gear flow meter, supplied by Titan Enterprises 
(model number OG4-AU1-VHT-B), supplies the control signal to the inverter drive. 
The motivation behind using flow rate, rather than pressure, to control the pump 
speed is the fact that the lubricant to specimen heat transfer coefficient is 
dependent on the velocity, and hence flow rate, of the fluid. A key aspect of the 
work was to develop a correlated theoretical model of the rig and therefore 
investigate parameters outside the capability of the physical rig. Thus, in order to 
correlate the experimental work with the theoretical model, discussed in Chapter 6, 
it was decided the most appropriate parameter to control was that of flow rate. 
3.2.3 Tank design and heater selection 
The design of the oil tank has two purposes to fulfil: 
1. Contain a sufficient volume of lubricant to be representative of heating a car 
ĞŶŐŝŶĞ ?ƐůƵďƌŝĐĂŶƚĐŝƌĐƵŝƚ ? 
2. House the heater element for the lubricant. 
For the experimental work to fulfil its intended purpose it is imperative that the 
heater element is fully submerged in lubricant for two reasons. Firstly, were this not 
to be the case, the element could burn the lubricant on the element surface until 
dry, leading to heavy smoke creation. Secondly without the element being fully 
submerged, it is not possible to accurately quantify the heat input to the lubricant 
and some of the heater power would be immediately transferred to the air in the 
tank. 
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From the literature, it was seen that average heat to oil figures over the course of 
engine warm-up is 1120 W [20] for the engine system as a whole and therefore, the 
heater element needs to provide at least this much power. The heater element, 
supplied by Watlow, provides a maximum of 2.5 kW of heater power across a 
combination of 3 elements. A schematic of the heater is shown in Figure 3.5. For the 
heater selected, the ĚŝŵĞŶƐŝŽŶ ‘ ?ŝƐ ? ? ?ŵŵĂŶĚƚŚĞƌĞĨŽƌĞŶĞĐĞƐƐŝƚĂƚĞĚƚŚĞŝŶƚĞƌŶĂů
length of the tank to be 400 mm.  
The long length of the tank required the heater element to be installed as low as 
physically possible in order to minimise the volume of lubricant required to 
completely submerge the element. However, in the bottom of the tank are two 
bulkhead fittings for the outward feed to the pump and return lubricant to re-enter 
the tank. Therefore, to provide sufficient clearance around the element for the 
bulkhead fittings, the internal width of the tank was designed to be 225 mm. A 
photograph of the interior of the tank showing the heater installation relative to the 
outlet and return bulkhead fittings is shown in Figure 3.6 where the lubricant has 
been drained. It can be seen that the outward feed to the pump and the return pipe 
are positioned diagonally across the tank. This is to promote greater mixing of the 
lubricant across the heater element and to prevent hotspots forming within the 
lubricant. To cover the immersion heater, a cold lubricant height of 75 mm is 
required. Such a constraint, accounting for the volume of lubricant in the pipework 
and filters of the rig, requires the rig to carry 8.2 litres of lubricant. While this is 
marginally more than a standard engine fill (the test engine based at Nottingham has 
a factory fill capacity of 6.4 litres), this is the minimum quantity of lubricant that 
could be utilised to safely run the rig. 
 
Figure 3.5: Schematic of oil immersion heater 
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Figure 3.6: Internal view of oil tank with no lubricant present 
The tank itself is constructed from bright drawn mild steel (BDMS) and is a welded 
fabrication. The internal surfaces are not coated or painted but remain a bare metal 
surface. The outside of the tank is painted in black Hammerite Paint to prevent 
corrosion and a cork gasket is installed between the tank lid and main body. In initial 
tests it was found that the convective losses from the outer surface of the tank were 
significant enough to limit the peak temperature of the lubricant in the rig. 
Consequently, a 40 mm thick blanket of polystyrene foam is applied to all the 
external surfaces of the tank, as shown in Figure 3.7. The effects of the external 
insulation on the dynamics of the rig are discussed in Chapter 4 (Section 4.5). 
A significant design feature of the tank is that of the wall thickness. The heater 
element is installed into the wall of the tank on a 2.5 inch national pipe thread (NPT). 
The original design intent of the tank was to cut the thread within the wall of the 
tank and therefore, to facilitate effective sealing, the wall thickness was designed to 
be 10 mm. During manufacture, it became apparent that the internal cutting of such 
a thread was not viable and consequently, a boss was welded onto the wall of the 
tank to facilitate the heater installation. 
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Figure 3.7: Oil rig tank after external insulation applied 
3.2.4 Piping geometry and specification 
All the pipework around the rig is manufactured from stainless steel of grade 316 
and is of 13 mm bore diameter and a wall thickness of 1.5 mm. The stainless steel 
was selected owing to its much reduced thermal conductivity (13- 17 W m-1 K-1) [57] 
relative to steel (49-55 W m-1 K-1) [57]. Aluminium (193 W m-1 K-1 [93]) and copper 
(390 W m-1 K-1 [57])  were rejected for the same reason. 
As already highlighted, the primary focus of the rig is the test block specimen and it 
is therefore desirable to limit the thermal losses around the remainder of the rig as 
much as possible. While the use of stainless steel pipework aids such an approach, 
additional steps have also been taken. Firstly, all the pipework is insulated in 13 mm 
thick polyethylene foam lagging with a stated manufacturer thermal conductivity of 
0.035 W m
-1
 K
-1
. Similarly, around the rig, there are numerous fittings including 90° 
elbow joints and compression fittings to components such as the pump and oil filters 
that require insulation. Consequently, where pipe lagging is not a viable option, 
fittings are insulated in 3 mm thick Armaflex thermal insulating tape with a thermal 
conductivity of 0.036 W m-1 K-1. An example section of the rig showing both the pipe 
insulation and fitting insulation is shown in Figure 3.8. 
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Figure 3.8: Example section of oil flow rig piping showing insulation applied to fittings and to the 
pipe lengths 
3.3 Specimen design 
The critical area of the rig is that of the test block specimen. Through the use of 
different test block specimens the aim of the experimental rig was to: 
1. Identify the potential benefits of applying insulation to engine oil galleries. 
2. Quantify the lubricant thermal history in contact with various sized blocks 
and insulation regimes. 
Consistent across all the test specimens utilised in the experimental scheme are: 
1. The length is fixed at 380 mm. This dimension was selected to match the 
overall length of the main engine oil gallery of a 2.0 litre GDTI (gasoline direct 
turbo injection) test engine.  
2. For the same reason, the bore of the test block specimens is fixed at 16 mm. 
In the instance where insulation is applied the decision was made to 
compensate for the thickness of the insulation by over boring the test block 
specimen to allow the insulating insert to be installed and still leave the 
hydraulic diameter the same and to therefore provide a consistent 
experimental set-up. Varying the bore diameter causes the velocity, and 
subsequently the Reynolds Number of the lubricant to change which has an 
impact on the heat transfer coefficient. In addition, changing the bore 
diameter also has an effect on the heat transfer area. The relative effect of 
such variations are investigated and discussed in Chapter 7. 
The test block specimen in the rig is intended to be analogous to the thermal mass of 
the engine block surrounding the gallery in a full engine. Thus, by varying the 
specimen size, the rig can appraise the relative merits of applying insulation to 
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regions of the engine block with different cast thicknesses. The test block specimens 
are manufactured from aluminium 6082 T6 (thermal properties of which are detailed 
in Table 3.1) in order to closely match the thermal properties of typical cast I.C. 
engine block. 
Worthy of discussion is why a wrought alloy was chosen over a cast alloy such as 
A319 that was referred to in Table 2.4 of Section 2.3.6 and the associated impact 
that this may have on results. The test block specimens were manufactured using 
the in-house manufacturing capability and stock supply of the University of 
Nottingham. Thus, to reduce material availability and manufacturing lead times 
grade 6082 T6 was chosen. When comparing the material properties of aluminium 
alloy A319 (Table 2.4) with aluminium alloy 6082 T6 (Table 3.1) it can be seen that 
ƚŚĞǁƌŽƵŐŚƚĂůůŽǇ ?ƐƚŚĞƌŵĂůĐŽŶĚƵĐƚŝǀŝƚǇ at 193 W m-1 K-1 is 48% higher than the cast 
alloy ?ƐƚŚĞƌŵĂůĐŽŶĚƵĐƚŝǀŝƚǇŽĨ ? ? ?W m-1 K-1. Such a change can largely be attributed 
to the silicon content of the two alloys. The silicon content of the casting alloy A319 
is 6.1% by weight [71] thus making it a hypoeutectic alloy whereas the silicon 
content of the wrought alloy is between 0.7% and 1.3% [94]. Increasing the silicon 
content improves the fluidity of the alloy and reduces shrinkage of the alloy and is 
therefore desirable for casting applications but has a detrimental effect on the 
machinability [95]. However the work of Stadler et al. [96] has reported how the 
silicon content of the alloy causes the thermal conductivity to reduce dramatically. 
The effect of using the wrought alloy as opposed to a cast alloy is reported in 
Chapter 7 (Section 7.2.2) and was found to increase the predicted thermal losses 
from the lubricant by between 2% and 4%. Thus, relative to the changes in energy 
flow observed when different insulation strategies were investigated, this is 
negligible.  
Table 3.1: Thermal properties of aluminium 6082 T6 used in the test block specimen 
Property  
Density (kg m-3) 2690 [93] 
Thermal conductivity (W m-1 K-1) 193 [93] 
Specific heat capacity (J kg-1 K-1) 900 [57] 
Coefficient of thermal expansion (°C 
-1
) 2.3 x 10
-5 
[93]
 
 
During the course of this work, two test block specimen sizes have been used with 
outer diameters of 40 mm and 100 mm to give effective wall thicknesses, in the case 
of an uninsulated scenario, of 12 mm and 42 mm respectively. Engineering drawings 
for the uninsulated and insulated 100 mm outer diameter test block specimens are 
shown in Figure 3.9 and for the 40 mm outer diameter test block specimens in Figure 
3.10. The insulated specimens were bored to accommodate an insulating insert 
(discussed in Section 3.3.1) and the drillings on the outer surface are present to 
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allow for the installation of thermocouples (discussed in greater detail in Section 
3.5.1). The insert, regardless of material, was designed to be a nominal fit and hence 
no interference between the test block specimen and insert was incorporated. 
The temperature of the specimen is monitored at three points along the length and 
these are shown in Figure 3.9 and Figure 3.10. The first temperature measurement 
point (L1) is recorded 50 mm from the specimen inlet while position L2 records the 
temperature at the test specimen midpoint. Location L3 records the specimen 
temperature 50 mm from the specimen outlet end. At each measurement point, the 
temperature of the test block specimen is measured at 3 radial increments through 
the thickness of the metal before a final temperature is measured at the outer 
surface of the test block specimen. Such locations are denoted as R1 at the deepest 
point in the test block specimen through to R4 at the outer surface of the test block 
specimen. The exact locations of the radial thermocouples vary between specimen 
variants and are shown in Figure 3.9 and Figure 3.10. The temperature measurement 
configuration was designed to enable any temperature gradient or transient effect in 
the test block specimen to be observed through both the radial thickness of the test 
block specimen and along its length. Where an insulating insert is installed, the 
deepest radial location, R1, is placed on the outer surface of the insulating insert. 
Owing to the difficulty in installing instrumentation through the interface of the test 
block specimen and insert, no instrumentation is placed through the thickness of the 
insert if one was installed.  
 
Figure 3.9a: Cross section through a 100 mm outer diameter uninsulated test block specimen 
showing the relative longitudinal and radial temperature measuring points 
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Figure 3.9b: Cross section through a 100 mm outer diameter insulated test block specimen showing 
the relative longitudinal and radial temperature measuring points (for clarity the insulating insert is 
not shown)  
 
Figure 3.10a: Cross section through a 40 mm outer diameter uninsulated test block specimen 
showing the relative longitudinal and radial temperature measuring points 
 
Figure 3.10b: Cross section through a 40 mm outer diameter insulated test block specimen showing 
the relative longitudinal and radial temperature measuring points (for clarity the insulating insert is 
not shown) 
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dŚĞƐƉĞĐŝŵĞŶƐ ?ǁŚĞŶŝŶƐƚĂůůĞĚŽŶƚŚĞƌŝŐĂƌĞƐƵƉƉŽƌƚĞĚŝŶƚŚƌĞĞ ‘s ?ďůŽĐŬƐ ?ŝĚĞŶƚŝĐĂů
to the one shown in Figure 3.11. In order to de-couple the thermal mass and thermal 
inertia of thĞ ‘s ?ďůŽĐŬƐĨƌŽŵƚŚĞƚĞƐƚďůŽĐŬƐƉĞĐŝŵĞŶ ?ƚŚĞƚŽƉƐƵƌĨĂĐĞ ?ǁŚĞƌĞƚŚĞƚĞƐƚ
block specimen was seated, is covered in 3 mm thick neoprene rubber sheet 
(thermal conductivity 0.1 W m-1 K-1 [57]). 
 
Figure 3.11 ?dĞƐƚďůŽĐŬƐƉĞĐŝŵĞŶ ?s ?ďůŽĐŬƐƵƉƉŽƌƚ 
3.3.1 Insulating insert design 
All the insulating inserts trialled during the course of the experimental investigation 
have a nominal internal bore of 16 mm and a wall thickness of 2 mm. Thus, in tests 
where an insulating insert is installed the effective wall thickness of the test block 
specimen is reduced to 10 mm and 40 mm respectively in the case of the 40 mm 
outer diameter specimen and the 100 mm outer diameter specimen. 
In total, five variants of insulating inserts were tested to appraise the relative effect 
of using low thermal conductivity materials (relative to that of aluminium) as an 
insulator compared to using the combination aluminium and an enhanced contact 
resistance between the test block specimen as an insulator. It is worth noting that 
the Nylon 12, while exhibiting a low thermal conductivity relative to aluminium, is 
relatively conductive compared to engine lubricant that has a typical thermal 
conductivity of between 0.144 W m-1 K-1 and 0.136 W m-1 K-1  between 27 °C and 107 
°C. The variants tested were: 
x A Nylon 12 insert to investigate the benefits of low thermal conductivity 
materials  (the thermal properties are shown in Table 3.2 [57]) although 
some contact resistance is introduced. Nylon 12 was selected over other 
polymers of similar thermal conductivity owing to its compatibility with 
automotive engine lubricants. 
x A drawn aluminium (grade 6082 T6) insert to investigate the effect of contact 
resistance in isolation of low thermal conductivity materials. 
x A drawn aluminium insert (grade 6082 T6) with a 0.5 mm step machined into 
the outer diameter by the faculty workshop to enhance the contact 
resistance. 
107  
 
x A Nylon 12 insert with a 0.5 mm step (again machined into the outer 
diameter) to combine high contact resistance with low thermal conductivity. 
x Aluminium (grade 6082 T6) insert manufactured by turning and drilling to 
investigate the effect of surface roughness on the inner bore on heat 
transfer.  
3.3.1.1 The variation of Nylon properties 
3.3.1.1.1 Variation in Nylon 12 properties between 
suppliers 
The properties listed in Table 3.2 are general properties for Nylon 12 at room 
temperature. However, the physical properties of polymers vary as a result of small 
changes in material composition. Such variation may therefore have an impact on 
the validity and repeatability of the experimental findings and the magnitude of such 
uncertainty are worth considering. Appendix A.1 presents supplier data for Nylon 12 
from two suppliers (Ensinger and PAR) for Nylon 12 at room temperature. It can be 
seen from supplier data that the thermal conductivity of Nylon 12 is reported to vary 
from 0.23 W m
-1
 K
-1
 to 0.30 W m
-1
 K
-1
 (a variation of 30%)[97, 98] with the values 
quoted from the literature (Table 3.2) lying within the range of the quoted values. 
The specific heat capacity quoted in the supplier data are seen to vary by 14% with 
values of 1800 J kg-1 K-1 and 2100 J kg-1 K-1 being quoted. Thus the literature quoted 
value in Table 3.2 lies just outside the minimum value. However, as is discussed in 
Chapter 7 (Section 7.2.2.2.1), the specific heat capacity of the insulating insert is an 
insensitive parameter and the thermal losses are instead governed by the thermal 
conductivity of the insulating insert and hence the variations in thermal conductivity 
between suppliers are of greater interest.  
Table 3.2: Thermal properties of Nylon 12 [57] 
Property  
Density (kg m-3) 1015 
Thermal conductivity (W m-1 K-1) 0.26 
Specific heat capacity (J kg-1 K-1) 1760 
Coefficient of thermal expansion (°C 
-1
) 1.45 x 10
-4  
3.3.1.1.2 The variation in thermal properties between 
different grades of Nylon 
It has been stated that the polymer insulating insert was manufactured from Nylon 
12 owing to its compatibility with automotive lubricants and ability to withstand the 
peak operating temperatures of approximately 120 °C. However, there are other 
grades of Nylon available and a common alternative to Nylon 12 is Nylon 6. A 
limitation in the use of Nylon for engineering applications is its hydrophilic nature. To 
counter this problem it is common for Nylon components to be dried prior to any 
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processing operations being carried out on them [99]; however in applications where 
dimensional stability and tight tolerances exist, this remains a concern. Owing to the 
greater number of carbon atoms in the polymer chain of Nylon 12, relative to Nylon 
6, it absorbs less moisture and was thus deemed to be more suitable for automotive 
engine applications [99]. Nonetheless it is worth considering the relative thermal 
properties of the two grades and these are summarised in Table 3.3. It can be seen 
how the properties of the two grades are similar with the magnitude of discrepancy 
between the two different grades of Nylon, no greater than the variation observed 
between two different suppliers of the same grade. However, while the variations 
reported are small, they do have an impact on the thermal losses from the lubricant 
to the surrounding test block specimen and these are investigated and discussed 
using the theoretical model in Section 7.2.2.2.3  
Table 3.3: Supplier thermal properties of Nylon 12 and Nylon 6 
Property Nylon 12 [97, 98] Nylon 6 [100-102] 
Density (kg m-3) 1020 1130- 1150 
Thermal conductivity (W m-1 K-1) 0.23 W 0.30 0.23 W 0.29 
Specific heat capacity (J kg
-1
 K
-1
) 1800- 2100 1700 
 
3.3.2 Connection of specimen to the rig 
The need to install test block specimens of different sizes necessitated a method of 
effectively removing the test block specimens from the rig circuit without draining 
the entire system repeatedly. To facilitate this, clean break fittings, as shown in 
Figure 3.12, are utilised. These connect to flexible hydraulic hoses to enable the 
specimens to be manoeuvred into position. The entry side flexible hose is 450 mm in 
length and the outlet flexible hose is 590 mm in length (Figure 3.1).  
While a necessity to have a mechanism of coupling the specimen to the rest of the 
rig, it is worth considering the possible implications on experimental results as a 
result of the presence of such features. In the instance of the clean break fitting, 
there is an unavoidable disruption to lubricant flow as a result of flowing through the 
fitting. On the inlet side of the specimen, care was taken to ensure that specimen is 
as far away from a 90 ° bend as possible and also away from any flow rate or 
pressure measuring equipment to ensure the flow is undisturbed on entry to the test 
block specimen. This is aided by the 450 mm length of flexible hosing. However the 
clean break fitting will almost certainly create some entry length effects within the 
test block specimen, an issue discussed in greater detail in Chapter 6 (Section 6.2.4).  
Linked to the issue of entry length and flow disturbances is that of connecting the 
specimens when an insert is installed. To ensure that no lubricant is able to 
accumulate in the cavity between the insulating insert and the test block specimen, 
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the rig is coupled directly to the insert. In the case of the Nylon 12 insert, the 
compression fittings in use would crush the tube when tightened. Consequently, to 
enable the fittings to seal and withstand the flow pressure, mild steel top hats, as 
shown in Figure 3.13, are inserted into the ends of the Nylon 12 inserts. These are 
inserted into the ends of the Nylon 12 insert and are located by means of the flange 
resting against the end face of the Nylon 12 insert. When the compression fittings 
are tightened, the sealing olive is able to compress the Nylon 12 but is able to react 
against the rigid top hat. Were the top hat not present, the Nylon tube would 
compress and deform and would therefore be unable to withstand the pressure 
generated by the flowing lubricant. While not necessary to achieve an acceptable 
seal in the case of uninsulated and aluminium insert scenarios (the olive deforms to 
make a seal when compressed against the harder aluminium), the steel top hats are 
installed in all specimens to provide consistent entry and exit conditions between 
tests. 
 
Figure 3.12: Clean break fitting connecting test block specimen to oil flow rig circuit 
 
Figure 3.13: Mild steel insert used to enable compression fitting sealing on the end of Nylon 12 
insulating inserts 
3.3.3 Storage and usage of test block specimen inserts 
The test block specimen inserts were installed into the rig and a sequence of tests 
carried out before the inserts were placed in storage whereby they would not be 
exposed to either extremes of temperature or UV (ultra-violet) sunlight; hence 
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preventing unwanted degradation. When in use, the test block specimens were 
usually subjected to the following three tests conditions on both the 40 mm outer 
diameter test block specimen and the 100 mm outer diameter specimen: 
x 1200 W heater power and 10 l min-1 flow rate. 
x 1200 W heater power and 15 l min-1 flow rate. 
x 1800 W heater power and 10 l min-1 flow rate. 
The notable exception to the above usage was the 2 mm thick drawn aluminium 
insert that was subject to an additional test at 10 l min-1 flow rate and 1200 W 
heating power to appraise the sensitivity of the thermocouples between locations 
(discussed in Section 3.5.1.2). 
3.4 Variation of lubricant properties with temperature 
The rig is filled with Texaco Energy 5W-30 lubricant in order to match the lubricant 
installed in the demonstrator engine referred to in Section 3.3. A primary motivator 
for carrying out this research was to investigate methods of addressing the 
sensitivity of lubricant viscosity to temperature. However, it is not just lubricant 
viscosity that is sensitive to temperature but also the specific heat capacity and 
density. Across the temperature range of the tests (10 °C  W 120 °C), the lubricant 
density reduces by over 10 % and the specific heat capacity increases by 30%, as 
shown in Figure 3.14 and Figure 3.15. Throughout the experimental work carried out 
on the rig, the lubricant was not changed between tests and this resulted in the 
lubricant being heated from ambient temperature (between 17 °C and 20 °C) up to a 
maximum of 120 °C. While the lubricant underwent multiple heat cycles (82 cycles 
resulting in approximately 300 hours of service), it was not exposed to by-products 
of combustion as would be the case in an I.C. engine and it was therefore felt that 
ƚŚĞůƵďƌŝĐĂŶƚ ?ƐĐŚĂƌĂĐƚĞƌŝƐƚŝĐƐǁŽƵůĚŶŽƚĐŚĂŶŐĞŽƌĚĞŐƌĂĚĞ significantly as a result of 
being circulated through the oil flow rig. In an I.C. engine one would typically expect 
the lubricant to increase in viscosity relative to a fresh lubricant (at a given 
temperature) as a result of the lubricant carrying contaminants such as metals and 
also insoluble compounds within the lubricant that are a by-product of oxidation 
[103, 104]. It is possible that in the very early phases of lubricant use that an initial 
thinning could be observed as a result of shear effects on the lubricant [103]. 
However these effects are slight and lubricant life and usability is governed by the 
thickening effects of contamination. The typical life span of a modern I.C. engine 
lubricant can be as high as 18600 miles with S.I gasoline engines and 31 000 miles in 
the case of C.I. diesel engines [32]. With such lubricant service intervals being 
deemed acceptable, it was therefore felt that the lubricant in the rig did not require 
changing throughout the testing phase as it was felt that greater variability would be 
introduced to the results with repeated lubricant changes rather than maintaining a 
consistent fill volume. 
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The notable exception to the above was when the oil flow rig was used for external 
sub-contractor work (referred to in Section 4.9). During the course of this work, the 
Texaco 5W-30 lubricant was drained and stored in a sealed container out of direct 
sunlight to prevent any U.V degradation. The lubricant was subsequently used to re-
fill the rig after work for the subcontractor had been completed.  
 
Figure 3.14: Texaco Energy 5W-30 lubricant density as a function of temperature [105] 
 
Figure 3.15: Texaco Energy 5W-30 lubricant specific heat capacity as a function of temperature 
[105] 
The variation of the dynamic viscosity with temperature is shown in Figure 3.16. 
Using data provided by Texaco, the variation of dynamic viscosity with temperature 
was fitted to the  Vogel relationship that was defined in Equation 1.5 [34, 35]. To 
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model the lubricant dynamic viscosity of this particular lubricant ݇௩ was assigned a 
value of 0.0568 N s m-2, while ߠଵand ߠଶwere assigned values of 1171.2 °C and 135 
°C respectively. 
 
Figure 3.16: Variation of Texaco Energy 5W-30 lubricant dynamic viscosity with temperature [105] 
3.5 Instrumentation 
3.5.1 Thermocouple instrumentation 
Regardless of whether the test block specimen temperature or the lubricant 
temperature is being measured, K-type 0.5 mm diameter thermocouples are utilised 
across the rig. The advantage of a 0.5 mm thermocouple is the faster response time 
(typically 0.025 seconds [106]) relative to higher sheath diameter equivalents. This is 
felt to be particularly important, given the transient nature of the investigation. 
A notable exception is the thermocouples used to measure the outer surface 
temperature of the test block specimens. While a K-type thermocouple is still used at 
these locations, the inability to mount a 0.5 mm diameter thermocouple directly 
ŽŶƚŽƚŚĞƐƵƌĨĂĐĞƌĞƋƵŝƌĞƐĂŶĂůƚĞƌŶĂƚŝǀĞƐŽůƵƚŝŽŶ ? /ŶƐƚĞĂĚ  ‘ƌŝŶŐƚŚĞƌŵŽĐŽƵƉůĞƐ ?ƚŚĂƚ
are mounted in a Jubilee Clip are used, as shown in Figure 3.17. These have a 
noticeably slower response time (although manufacturer data were not available for 
such a model) and the data from such thermocouples were consequently 
infrequently used during the course of the research work. In addition, it was felt the 
temperature readings from these thermocouples were too sensitive to ambient 
temperature variations. 
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Figure 3.17: Example of ring mounted K-type thermocouple used to measure the outer surface 
temperature of a 100 mm outer diameter test block specimen 
3.5.1.1 Thermocouple calibration 
The stated manufacturer accuracy of the K-type thermocouples used throughout the 
experimental work is +/- 1.5 °C. While the absolute temperature of individual 
components is far higher than such an uncertainty (the lubricant was heated to 120 
°C from room temperature), the temperature differential between the lubricant at 
inlet and outlet or at different positions within the test block specimen is highly likely 
to be of this order of magnitude. 
Consequently, to gain an understanding of the variation in temperature readings 
between different thermocouples and to reduce the uncertainty between different 
temperature readings, the thermocouples were calibrated relative to each other 
using an Isotech dry block Fast-Cal unit. The unit is capable of operating between -35 
°C to 140 °C and provides a controlled temperature in a 150 mm deep port, to isolate 
ĂŶǇ ĂŵďŝĞŶƚ ĞĨĨĞĐƚƐ ? Ǉ ƵƐŝŶŐ ƚŚĞ ďůŽĐŬ ?Ɛ ĐŽŶƚƌŽl temperature as a reference, the 
system enables the absolute temperature to be controlled and compared to values 
from the thermocouple, to an accuracy of 0.2 °C. To validate the performance of the 
inlet flow and outlet flow thermocouples, the Fast-Cal unit was initially set to 15 °C 
and subsequently increased in 10 °C increments up to a maximum of 125 °C before 
decreasing the temperature interval back down to 15 °C in 10 °C intervals, as shown 
in Figure 3.18. At each temperature, the unit was held at a steady temperature for 
 ? ?ŵŝŶƵƚĞƐ ? ƐĞƌŝĞƐŽĨ ƚĞƐƚƐǁĞƌĞ ĐŽŶĚƵĐƚĞĚ ƚŽĞŶĂďůĞ ƚŚĞ  ‘ŝŶůĞƚ ĨůŽǁ ?ĂŶĚ  ‘ŽƵƚůĞƚ
ĨůŽǁ ?ƚŚĞƌŵŽĐŽƵƉůĞƐƚŽďĞĐŽŵƉĂƌĞĚǁŝƚŚƚŚĞƚŚĞƌŵŽĐŽƵƉůĞƐĨƌŽŵůŽĐĂƚŝŽŶƐ> ?Z ? ?
L2 R1 and L3 R1 on both the 100 mm and 40 mm outer diameter specimens. The 
temperature profile for the lubricant thermocouples and the 40 mm outer diameter 
specimen thermocouples is shown in Figure 3.18, with the same response having 
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been found for the 100 mm outer diameter specimen thermocouples. In the plot, it 
is difficult to distinguish between the traces for each of the different thermocouples 
owing to the close performance of each thermocouple channel and thus, closer 
examination is paid to specific thermocouples across a smaller temperature range in 
Figure 3.19. 
 
Figure 3.18: Temperature against time for the 40 mm outer diameter test block specimens and oil 
flow thermocouples in the Fast Cal unit. 
An important parameter to understand is the differential temperature between the 
thermocouples at the inlet flow and outlet flow positions. The small time frame that 
the lubricant spends in the test block specimen (0.47 seconds at 10 l min
-1
 flow rate) 
means that the reduction in lubricant temperature as it passes through could be less 
than 1 °C.  
Shown in Figure 3.19 is a close up plot of the inlet and outlet flow temperature 
thermocouple readings. It can be seen that regardless of the temperature range in 
question, the inlet thermocouple reads consistently 0.5 °C higher than the outlet 
temperature, suggesting that any temperature differential in the lubricant would 
need to be greater than 0.5 °C to be reliably identified. While not as significant, the 
temperature differential between the flow thermocouples and those mounted at 
radius R1 in the test block specimen were observed to be within 0.5 °C of the flow 
thermocouples also. The possible small temperature differences between the inlet 
and outlet lubricant temperature, meant that it was necessary to ensure that there 
was no physical temperature differential within the calibration block test port. 
Consequently, the thermocouples were swapped in location relative to the test in 
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Figure 3.19. It was found that the inlet thermocouple still recorded a temperature 
0.4 °C higher than the outlet thermocouple, suggesting no temperature gradient 
exists within the calibration unit itself. 
 
 
Figure 3.19: Temperature profile between (a) 15- 25 °C and (b) 115-125 °C for the inlet flow and 
outlet flow thermocouples in the Fast Cal unit 
Critically, as will be seen in the experimental results in Chapter 4 and Chapter 5, the 
uncertainty of the temperature differential between the lubricant and specimen at 
location R1 has been proven to be a maximum of 1 °C. If one considers an un-
insulated 40 mm outer diameter specimen, the peak temperature differential 
between the lubricant and specimen was 7 °C, indicating a percentage uncertainty of 
14 %. However, when using the 100 mm outer diameter specimen, the temperature 
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differentials were far higher, with a peak uninsulated temperature differential of 22 
°C in the uninsulated scenario and up to 56 °C when insulation was applied, reducing 
the uncertainty to 4.5% and 1.8% respectively. 
3.5.1.2 Verification of lubricant temperature differential 
along the specimen using the oil flow rig 
To investigate if the temperature differential between the lubricant temperature at 
the inlet and outlet was identifiable using the instrumentation, two identical tests 
were carried out with the following parameters. 
x 40 mm outer diameter specimen with a 2 mm thick drawn aluminium insert. 
x 1200 W heater power. 
x 10 l min-1 flow rate. 
In one test, the thermocouples of the inlet lubricant position and outlet lubricant 
position were the same as used in all the other tests while in the second, the 
thermocouples were swapped relative to each other. The specimen thermocouples 
during this test were unchanged. An overview of the temperature profiles from the 
two lubricant temperature thermocouples during the two tests is shown in Figure 
3.20. It can be seen that owing to variations in the ambient temperatures in the 
laboratory, the test with the switched thermocouples was approximately 3 °C cooler 
than the original test, but is nonetheless a representative comparison of 
thermocouple performance. 
 
Figure 3.20: Lubricant temperature profiles at the specimen inlet and outlet when the flow 
thermocouples are in their original position and when they have been swapped. The heater power 
was set to 1200 W and the lubricant flow rate controlled at 10 l min
-1 
while the specimen was 40 
mm outer diameter with a 2 mm thick aluminium insert installed 
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Figure 3.21 and Figure 3.22  plot the temperature profile of the inlet and outlet 
thermocouples between 0 W1000 seconds and 9000 W10000 seconds when the 
thermocouples are in their original and swapped locations respectively. Comparing 
the two, it can be seen that in the original location, the inlet temperature reading is 
approximately 0.5 °C higher than the outlet temperature reading. Comparatively, 
when the thermocouple locations are swapped, the inlet temperature reading, in the 
latter stages of the test, is approximately 0.2 °C higher, though in the early stages of 
the test the outlet temperature can read higher than the inlet. 
Such observations, combined with the calibration unit, indicate that the temperature 
differential of the lubricant between the inlet and outlet of the specimen cannot be 
reliably determined from the experimental data. Instead, the two temperature 
readings are better used as an average lubricant temperature. Such small 
temperature differentials between the inlet and the outlet also prove that the 
lengths of connecting hoses, discussed in Section 3.2.1, do not detrimentally affect 
the validity of the measured lubricant temperature in the specimen.  
 
 
Figure 3.21a: Lubricant temperature at specimen inlet and outlet when the thermocouples are in 
the original position when the heater power was set to 1200 W with a lubricant flow rate of 10 l 
min
-1 
and the specimen is 40 mm outer diameter with a 2 mm thick aluminium insert installed 
between  0- 1000 seconds  
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Figure 3.21b: Lubricant temperature at specimen inlet and outlet when the thermocouples are in 
the original position when the heater power was set to 1200 W with a lubricant flow rate of 10 l 
min
-1 
and the specimen is 40 mm outer diameter with a 2 mm thick aluminium insert installed 
between 9000  ? 10000 seconds 
 
 
Figure 3.22a: Lubricant temperature at specimen inlet and outlet when the thermocouples are 
swapped in position relative to Figure 3.21 when the heater power was set to 1200 W with a 
lubricant flow rate of 10 l min
-1 
and the specimen is 40 mm outer diameter with a 2 mm thick 
aluminium insert installed between 0- 1000 seconds 
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Figure 3.22b: Lubricant temperature at specimen inlet and outlet when the thermocouples are 
swapped in position relative to Figure 3.21 when the heater power was set to 1200 W with a 
lubricant flow rate of 10 l min
-1 
and the specimen is 40 mm outer diameter with a 2 mm thick 
aluminium insert installed between  9000  ? 10000 seconds 
3.6 Experimental methodology 
Within the rig, the following parameters are variable: 
x Heater power. 
x Lubricant flow rate. 
x Specimen outer diameter. 
x Presence or absence of an insulator. 
x Insulator material. 
Within the scope of the experimental work, across a given test, the heater input 
power was kept constant via the heater controller. The baseline heater power was 
set to 1200 W to replicate common heat to oil figures reported across the literature 
[20, 25, 65] though subsequent work did investigate the significance of increasing 
the heater power to 1800 W and reducing the heater power to 600 W (Chapter  4, 
Section 4.8). 
The lubricant flow rate was set to a baseline flow rate of 10 l min-1, to ensure 
cavitation did not occur at the pump inlet when the lubricant was at its most viscous 
during the early phase of a test. The flow rate was subsequently increased to 15 l 
min-1 to investigate the sensitivity to flow rate, as reported in the results of Chapter 
4 (Section 4.6). 
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The rig facilitates the installation of test block specimens of varying sizes and 
compositions and the rationale behind the design of specimen variants has already 
been documented. During a test procedure, the lubricant flow rate was selected on 
the control panel of the pump and the pump speed ramped to a steady state value. 
During this time, the heater was not activated to allow the pump speed to stabilise. 
Once the pump speed had stabilised, the heater was activated. Such an approach 
ensured that the heat transfer coefficient between the lubricant and specimen was 
changing only as a result of temperature-dependent fluid properties and not due to 
the flow rate. As will be discussed in Chapter 6, a known flow rate was vital in 
developing the correlated simulation model which was developed in conjunction 
with the experimental results from the rigs. 
Once activated, the rig was left to heat up naturally, until the lubricant reached a 
temperature of 120 °C or the lubricant was approaching steady state temperature.  
While each test conducted on the rig was carried out using the same procedure, it is 
important to highlight the greatest variable across the spectrum of tests carried out 
was the ambient temperature of the laboratory which could range from 23 °C to 13 
 ? ŽǀĞƌ ƚŚĞ ĐŽƵƌƐĞ ŽĨ Ă ǇĞĂƌ ?Ɛ ƚĞƐƚŝŶŐ ? dŚĞ ŝŵƉůŝĐĂƚŝŽŶƐ ŽĨ ƐƵĐŚ Ă ǀĂƌŝĂƚŝŽŶ ĂƌĞ
discussed in Chapter 4 (Section 4.6 and Section 4.9), Chapter 5 (Section 5.8) and 
Chapter 7 (Section 7.4). 
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4 Characterisation of the oil flow rig 
4.1 Introduction 
The purpose of this chapter is to develop an understanding of the dynamics and 
sensitivities of the rig to parameters before the key experimental findings are 
discussed in Chapter 5. The primary aim of the oil flow rig is to develop an 
understanding of the potential benefits of internally insulating engine oil galleries 
during warm-up. However, to best understand the data it is necessary to develop an 
understanding of the performance metrics used in conjunction with rig. 
This chapter investigates the transient response of the test block specimens to 
heating from the lubricant and pays particular attention to the presence or absence 
of temperature gradients both throughout the radial thickness and along the 
horizontal length of the test block specimen. Similarly, the sensitivity of the lubricant 
temperature profile to changes in test parameters is also examined. Closely linked to 
the experimental results from the oil flow rig has been the development of a 
theoretical simulation model for the rig to investigate parameters outside the 
physical capability of the rig. The development of the model and the underlying 
physical assumptions are discussed in greater detail in Chapter 6. Both within the oil 
flow rig results in Chapter 5 and the model development in Chapter 6, the average 
lubricant temperature, ஺ܶ௩௘௥௔௚௘, is referred to frequently. This is the mean 
temperature of the inlet and outlet lubricant thermocouple readings and the validity, 
relative to the accuracy of the instrumentation, has already been investigated at 
length in Chapter 3. Similarly, the specimen temperature, ௦ܶ௣௘௖௜௠௘௡, refers to the 
average temperature of the thermocouples at locations R1, R2 and R3 i.e. the three 
longitudinal locations. A key deliverable of the initial rig characterisation is the 
validity of using an average temperature for the specimen rather than discretising 
along the length of the specimen and through its thickness.  
The temperature differential between the lubricant and the test block specimen is 
fundamental to understanding and quantifying heat flow. With an understanding of 
the sensitivity of the lubricant and test block specimen temperatures in isolation, 
this chapter seeks to explain how the temperature differential profile can be used to 
understand the relative effects of different insulating strategies.  
The focus of the experimental work and the results is the test block specimen. 
However, to best interpret the results an understanding of the effect of other rig 
variables is necessary. Thus this chapter investigates the effect of tank insulation and 
the relative effect of varying the heater power (analogous to heat to oil) on both 
lubricant and specimen heating rates. Consequently, the concept of the effective 
power is introduced which quantifies the energy flow to both the lubricant and 
specimen in isolation of the effects of other rig hardware. 
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Key limitations into the experimental methodology are also investigated and 
appraised. This involves quantifying the repeatability of the experimental procedure 
and also quantifying any limitations in temperature readings as a result of fluid 
boundary layers. 
4.2 Observations of the temperature gradients within 
the test block specimen 
In Chapter 3, it was shown that the temperature differential between the lubricant 
at the specimen inlet and outlet was too small to be distinguished from the 
sensitivity in temperature readings of the individual inlet and outlet thermocouples 
In a steady state situation, one would expect the temperature gradient across the 
radial thickness and the longitudinal length of the specimen to be too small to be 
measured. Indeed, owing to the high thermal conductivity of the aluminium (193 W 
m-1 K-1 [93]) one would expect to be able to treat the test block specimen as a 
lumped capacity. However, during the transient warm-up phase it is critical to gain 
an understanding of the rate of heat propagation through the test block specimen 
during warm-up. In any thermal resistance network, the thermal resistance between 
two locations is given by Equation 4.1: ܴ௧௛௘௥௠௔௟ ൌ  ?ݔ݇  
Where: ܴ௧௛௘௥௠௔௟= The thermal resistance in m-2 K W-1.  
   ?ݔ= The characteristic length (in this case the radius) in m. 
  ݇= The thermal conductivity of the material in W m-1 K-1. 
Equation 4.1: Thermal resistance through a solid object 
Of the two specimen sizes used in the experimental work, the 100 mm outer 
diameter specimen would present the highest radial temperature gradient owing to 
the higher thermal resistance. This specimen is therefore used to investigate the 
variation in temperature through the specimen. Owing to the different dynamics of 
heat transfer with the presence of an insulator, both an insulated and uninsulated 
specimen were investigated. Figure 4.1 and Figure 4.2 show plots of temperature 
against time for a 100 mm outer diameter specimen when the lubricant flow rate 
and heater power are set to the baseline parameters of 10 l min-1 and 1200 W 
respectively. In Figure 4.1, the temperature gradient through the radial thickness is 
compared against time. The specimen was heated until the lubricant reached an 
apparent steady state temperature (in this instance the lubricant reached a 
temperature of 112 °C and had shown less than 0.2 °C change in temperature in 6 
minutes). It can be seen that regardless of the point in time of the test, there is no 
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identifiable temperature differential between the R1, R2 and R3 locations in either 
the insulated or uninsulated specimens. Similarly, if one looks at Figure 4.2, one can 
see that, in the case of the insulated specimen, there is no observable temperature 
gradient along the length of the specimen. Meanwhile, along the length of the 
uninsulated test block specimen, the temperature at L1 shows an apparent trend to 
be 2 °C higher than the thermocouples at L2 and L3. This may be due to variations in 
the seating of the thermocouple in the specimen, although this is unlikely given the 
rest of the material showing homogenous performance. However, the difference 
observed is of the order of 2 °C at 100 °C and therefore represents a small 
percentage variation. Thus it was felt that the assumption of a single average 
specimen temperature remained valid for the purposes of this work. Having also 
proven that the lubricant temperature is constant along the length of the test block 
specimen, relative to the uncertainty of the thermocouples, in Section 3.5.1.2, it is 
also worth highlighting that the log mean temperature difference, discussed in 
Section 2.2.3.2, is the value of the inlet or outlet temperature differential. 
 
Figure 4.1: Comparison of specimen metal temperatures through the radial thickness of a 100 mm 
outer diameter specimen when the heat input is 1200 W and the lubricant flow rate is 10 l min
-1
 
with an externally insulated tank in the case of an uninsulated specimen and a specimen with a 2 
mm thick Nylon 12 insert installed 
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Figure 4.2: Comparison of specimen metal temperatures along the longitudinal length of a 100 mm 
outer diameter specimen when the heat input is 1200 W and the lubricant flow rate is 10 l min
-1
 
with an externally insulated tank in the case of an uninsulated specimen and a specimen with a 2 
mm thick Nylon 12 insert installed 
4.2.1 The significance of the temperature differential 
between the lubricant temperature and specimen 
temperature 
The results presented thus far show that the test block specimen and lubricant 
temperature noticeably take of the order of 10000 seconds to reach either a steady 
state temperature or reach the peak lubricant temperature limit of 120 °C. However, 
the nature of this research is concerned with lubricant warm-up performance in the 
1180 seconds timeframe of the NEDC. The longer time frame for these experiments 
is a consequence of the supporting rig hardware also undergoing transient warm-up. 
The lubricant and test block specimen form only a small part of the thermal balance 
of the rig. This is discussed in greater detail in Section 4.4. However, in order to 
generate performance measures that are relevant to the time frame of engine 
lubricant in a vehicle engine, one can use the plot of the temperature differential 
between the lubricant and specimen plotted against the lubricant temperature 
(rather than time). In doing so, the results are effectively normalised against time 
and one can see the relative performance of an insulating mechanism at a given 
lubricant temperature.  
It is worth considering the desired output from applying insulation. To raise the 
temperature of any thermal mass, be it liquid or solid, requires an input of energy. 
The only source of thermal energy to the test block specimen is from the hot 
lubricant circulating through the bore. Therefore, a positive result would be one 
whereby the test block specimen is kept at a lower temperature as it indicates less 
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energy has been transferred from the lubricant. Thus a higher temperature 
differential between the specimen and the lubricant is perceived as beneficial. 
The temperature differential plot is also a valuable tool in being able to understand 
the transient dynamics of the heat transfer mechanism from the lubricant to the test 
block specimen and the effects that both insulation and changes in thermal mass 
have on the relationship between the lubricant and specimen heating rate. Figure 
4.3 shows a plot of the temperature differential between the lubricant and test block 
specimen metal for the two different test block specimen sizes (100 mm and 40 mm 
outer diameter), both with and without 2 mm thick Nylon insulation inserts applied. 
Within the temperature frame of each test, one can see up to 3 distinct transient 
regimes, labelled A-C. This section aims to develop an understanding of the 
underlying mechanisms behind such changes in thermal behaviour and how the 
different regimes change between specimens of different size and configuration.  
 
 
Figure 4.3: Temperature differential between the lubricant and test block specimen metal plotted 
against lubricant temperature when the heater power is set to 1200 W and the lubricant flow rate 
is 10 l min
-1
 for (a) a 100 mm outer diameter uninsulated specimen, (b) a 100 mm outer diameter 
specimen with a 2 mm thick Nylon insert, (c) a 40 mm outer diameter uninsulated specimen and (d) 
a 40 mm outer diameter specimen with a 2 mm thick Nylon insert 
In phase A of all the test block specimens, one can see the lubricant temperature 
increasing owing to the heater but the energy transferred from the lubricant to the 
specimen is insufficient to cause the temperature of the specimen to rise, hence the 
temperature differential rises without exception.  
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In phase B, it can be seen that the temperature differential between the lubricant 
and test block specimen starts to fall in three of the cases (Figure 4.3a- Figure 4.3c). 
In Figure 4.3a and Figure 4.3c this results from there having been sufficient energy 
transferred to the test block specimen, relative to its thermal mass, to cause the 
temperature of the test block specimen to start to rise and the temperature 
differential subsequently falling. It is important to note that the onset of Phase B 
occurs at a lubricant temperature of approximately 55 °C in the case of the 100 mm 
outer diameter uninsulated specimen but that the smaller thermal mass of the 40 
mm outer diameter specimen results in the onset of Phase B occurring earlier, at 40 
°C. The late onset of Phase B in the case of the 100 mm outer diameter insulated 
specimen (Figure 4.3b) is a result, of the specimen temperature profile being both 
delayed by the presence of insulation but also having a slow rate of increase owing 
to its large thermal mass (the thermal mass of the 100 mm outer diameter specimen 
is 8 times greater than the 40 mm outer diameter specimen). One must remember 
that the lubricant temperature heating profile is similar between all four test block 
specimen variants as the heating rate is dominated by thermal losses to the rest of 
the rig system. Consequently, at the point that the lubricant temperature rate of 
increase is slowing down in the case of the 100 mm outer diameter insulated 
specimen (a consequence of the thermal losses from the supporting hardware of the 
rig), the rate of increase of the specimen temperature is higher than that of the 
lubricant as the external surface of the specimen is not yet sufficiently hot enough to 
create a heat flux to ambient that limits the specimen temperature rise. 
Relative to the other specimens, Figure 4.3d (40 mm outer diameter insulated 
specimen) presents a unique case where one sees the rate of increase of the 
temperature differential (i.e. the gradient of the curve) reduce but never become 
negative. To understand why, warrants focusing on comparing the insulated and 
uninsulated temperature differential profiles from a 40 mm outer diameter 
specimen as shown in Figure 4.3c and Figure 4.3d. One can see, relative to the 100 
mm outer diameter specimens, an additional phase, denoted phase C, that shows 
the temperature differential between the lubricant and specimen metal increasing 
again. This is a result of the outer surface temperature reaching a high enough 
temperature to generate a high heat flux to the ambient that ultimately limits the 
rate of temperature increase of the specimen. Such a phenomenon is not observed 
in the case of the 100 mm outer diameter specimens owing to the high thermal mass 
of the specimens requiring far more energy before the temperature differential 
between the ambient and outer surface is high enough to become a limiting factor.  
tŝƚŚƚŚŝƐ ŝŶŵŝŶĚ ŝƚ ŝƐŶŽǁƉŽƐƐŝďůĞƚŽƵŶĚĞƌƐƚĂŶĚǁŚǇƚŚĞ  ‘WŚĂƐĞ ?shown Figure 
4.3d is not a negative gradient. The two insulated specimens both exhibit a delay in 
the onset of specimen heating relative to the uninsulated equivalent specimens. This 
is illustrated in Figure 4.4 where one can see the lubricant temperature profiles for 
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an insulated and uninsulated 40 mm outer diameter specimen are almost identical. 
However, the specimen temperature profiles are dramatically different. In addition 
to the delayed onset of specimen heating, the insulated specimen temperature 
profile is also characterised by a slower rate of temperature rise relative to the 
uninsulated profile. The negative gradient of Phase B in Figure 4.3c (40 mm 
uninsulated) is a result of the rate of temperature increase in the specimen being 
higher than that of the lubricant whereas Figure 4.3d (40 mm insulated) shows the 
reverse to be true as the heating rate of the specimen is reduced although the 
gradient decreasing does represent the rate of specimen temperature increase 
rising. Thus, the reason for the presence of a positive gradient in Phase B of Figure 
4.3d is twofold. Relative to the equivalent sized uninsulated specimen, the insulating 
insert has delayed both the onset and reduced the heating rate of the test block 
specimen. However, the small thermal mass of the test block specimen still sees the 
specimen temperature rising and hence the rate of increase of the temperature 
differential is reduced in this phase, although the gradient does not become 
negative. The small thermal mass of the test block specimen results in the external 
heat transfer mechanism becoming active and hence one sees the temperature 
differential rising at an increased rate again at the end of the test. 
Thus, through this section it has been possible to develop an understanding into the 
significance of the temperature differential profiles for both the different sized test 
block specimens and also those of different material composition. However, in 
appraising these temperature differential profiles it is important not to ignore the 
thermal energy that is retained in the polymer insert. While an increased 
temperature differential between the lubricant and test block specimen does 
indicate reduced heat flow, the heating of the polymer insert still requires energy 
and is a critical variable in reducing the temperature differential, and subsequent 
heat flow, between the lubricant and the bore wall. Thus there is an apparent need 
to consider the specific heat capacity of any insulating material when trying to 
reduce the thermal losses from the lubricant. Such investigations are discussed in 
Chapter 7.  
4.3 The sensitivity of lubricant temperature to specimen 
structure 
The aim of this research was to investigate possible ways of improving lubricant 
warm-up by reducing the thermal energy transferred to the metallic structure of the 
engine block from the gallery walls. Thus before discussing the full suite of 
experimental results it is necessary to understand the sensitivity of the lubricant 
temperature to changes in the test block specimen design. 
It has been shown in Section 4.2.1 that the presence of the insulator has a significant 
effect on the heat transfer to the test block specimen. A comparison of Figure 4.3a -
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Figure 4.3d shows that the peak temperature differential between the lubricant and 
test block specimen increases from 22 °C to 54 °C as a result of installing a 2 mm 
thick Nylon 12 insert into a 100 mm outer diameter specimen and from 6 °C to 34 °C 
in the case of a 40 mm outer diameter specimen. However, if one looks at Figure 4.4, 
it can be seen that the primary effect is to lower the temperature of the specimen 
and not increase the temperature of the lubricant. Figure 4.4 shows the peak 
specimen temperature is reduced from 100 °C when uninsulated to 76 °C when the 
Nylon 12 insert is installed into the 40 mm outer diameter specimen. Such trends are 
not reflected in the lubricant temperature warm-up which appears almost identical. 
Such a trend is highly unintuitive and the two trends observed should be mutually 
exclusive based on the conservation of energy. However, if one looks more closely at 
the lubricant temperatures in Figure 4.4 it can be seen that the lubricant 
temperature in the insulated scenario commences the test 2 °C lower than the 
temperature in the uninsulated scenario. If such an offset were removed, the 
insulated lubricant temperature would appear marginally higher than the 
uninsulated scenario but still does not reflect the large differential in specimen 
temperature. Such an occurrence is a consequence of the varying laboratory 
conditions from test to test.  
 
Figure 4.4: Comparison of specimen metal temperatures and lubricant temperatures for both a 40 
mm uninsulated specimen and one with a 2 mm thick Nylon 12 insert installed when the heat input 
is 1200 W and the lubricant flow rate is 10 l min
-1
 with an externally insulated tank 
To understand why the above observation occurs requires an appreciation of the 
size of the specimen relative to the rest of the rig architecture. The size and length of 
the test block specimens were designed to replicate the length and bore of the main 
129  
 
engine oil gallery of a typical engine while enabling the thickness of the surrounding 
casting to be investigated. However, as a result of the size of the specimen, it 
represents only a small fraction of the total thermal inertia of the rig. The heating 
rate of the lubricant is therefore dominated by other components including the tank 
and the cast pump head while the two oil filters provide an effective heat transfer 
mechanism to ambient. 
While the rig has the ability to demonstrate the effectiveness of insulation by 
reducing the specimen temperature, the benefit to the lubricant temperature is 
masked by other rig hardware dominating the transient timeframe of the rig. 
Consequently, the results analysed from the rig focus on the temperature 
differential between the lubricant and the specimen and the cumulative energy lost 
to the specimen as a measure of relative performance. 
4.3.1 The sensitivity of lubricant temperature to specimen 
size 
To understand if the specimen size affects the lubricant temperature, two 
comparative tests were carried out with an uninsulated specimen. One was 
conducted with an uninsulated 100 mm outer diameter specimen and the second 
was conducted with an uninsulated 40 mm outer diameter specimen with the heater 
power being controlled at 1200 W and the flow rate maintained at 10 l min-1 in both 
cases. Shown in Figure 4.5 is a plot of the temperature differential between the 
lubricant and specimen in both cases. One can clearly see that the specimen size 
does generate a significantly different transient regime with the peak temperature 
differential in the case of the 100 mm outer diameter specimen reaching 22 °C and 
the 40 mm outer diameter specimen only reaching a value of 6 °C.  
The physical dynamics of the differing transient regimes has already been discussed 
in Section 4 but despite such differences, Figure 4.6 indicates the effect of specimen 
size on lubricant temperature is negligible. The variation in temperature differential 
is instead almost entirely a result of variations in the specimen temperature and the 
lubricant temperature profiles remain within 1 °C of each other. Thus, in the same 
way that specimen composition effects are reflected by the specimen temperature 
but not the lubricant temperature, the same has been proven to be true of specimen 
size. 
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Figure 4.5: Temperature differential between the lubricant and test block specimen a when using a 
100 mm outer diameter and 40 mm outer diameter uninsulated specimen with 1200 W heater input 
power and 10 l min
-1
 flow rate 
 
Figure 4.6: Average lubricant and specimen temperatures for the oil flow rig when using a 100 mm 
outer diameter and 40 mm outer diameter uninsulated specimen when the heater power was set to 
1200 W and the flow rate set to 10 l min
-1 
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4.4 Overall rig thermal balance 
To understand why the lubricant temperature is seemingly inert to the specimen size 
and composition, an energy audit of the rig has been undertaken. The only source of 
energy input to the rig is that of heat from the electrical heater. The energy then has 
four possible destinations as detailed in Figure 4.7. The right hand branch of the flow 
network is very difficult to quantify as different items of hardware operate at 
different temperatures and the external surface area for heat transfer to ambient is 
highly variable across the rig. However, the left hand branch, associated with the 
lubricant and test block specimen, is much more readily analysed.  
 
Figure 4.7: Energy flow chart for oil flow rig 
The cumulative energy stored in the lubricant, as a result of the energy input by the 
heater is defined in Equation 4.2. It should be noted from Chapter 3 that the specific 
heat capacity and density of the lubricant are highly sensitive to temperature and 
therefore, an incremental approach is needed to calculate the energy stored in the 
lubricant. ܳ௦௧௢௥௘ௗ௟௨௕௥௜௖௔௡௧ ൌ න ݉௟௨௕௥௜௖௔௡௧ ܥ݌௟௨௕௥௜௖௔௡௧்݀ܶ೑೔೙೔ೞ೓ೞ்೟ೌೝ೟  
Equation 4.2: Cumulative energy stored in lubricant 
The cumulative energy stored in the test block specimen is defined in Equation 4.3 
and is identical in form to that of the lubricant however, the mass and specific heat 
capacity are assumed constant in the case of the aluminium. In order to fully 
understand the energy flow from the lubricant and the specimen, it is necessary to 
account for the energy transferred from the outer surface of the test block specimen 
Energy stored 
in lubricant 
Energy transferred to 
ambient from 
specimen by 
convection 
Energy input to rig 
Energy 
stored in rig 
Energy 
transferred to 
ambient from rig 
by convection 
Energy transferred to 
and stored in specimen 
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to ambient by convection using Equation 4.4. However, the outer heat transfer 
coefficient, ݄௢௨௧௘௥, varies with the surface temperature of the test block specimen. A 
Nusselt correlation, defined in Equation 4.5, was used to determine the external 
heat transfer coefficient in conjunction with Equation 4.6. It should be noted that all 
the fluid properties were analysed at the film temperature, that being the average of 
the ambient air and surface temperature. By the summation of Equation 4.3 and 
Equation 4.4 it is possible to calculate the total energy transferred from the lubricant 
to the test block specimen over time, and see how the thermal balance of the rig 
changes with different designs of specimen. The total effective energy supplied to 
the rig (i.e. energy accounted for in the left hand branch only of Figure 4.7), including 
heating the lubricant, is given by the summation of Equation 4.2, Equation 4.3 and 
Equation 4.4.  ܳ௦௧௢௥௘ௗ௦௣௘௖௜௠௘௡ ൌ න ݉௦௣௘௖௜௠௘௡ܥ݌௦௣௘௖௜௠௘௡்݀ܶ೑೔೙೔ೞ೓ೞ்೟ೌೝ೟  
Equation 4.3: Cumulative energy stored in test block specimen 
 ܳ௔௠௕௜௘௡௧ ൌ න ߨܦ௢௨௧௘௥ܮ௦௣௘௖௜௠௘௡݄௢௨௧௘௥ ሺ ோܶଷ െ ௔ܶ௠௕௜௘௡௧ሻߜݐ்೑೔೙೔ೞ೓ೞ்೟ೌೝ೟ ݀ܶ 
Equation 4.4: Cumulative energy transferred to ambient from the outer surface 
ܰݑ ൌ ൞ ?Ǥ ? ൅ ଴Ǥଷ଼଻ோ௔భ లൗቈଵାቀబǤరలవುೝ ቁవ భల ? ቉ర వ ? ൢ
ଶ
  
Equation 4.5: Nusselt heat transfer correlation for a horizontal cylinder due to natural convection ݄௢௨௧௘௥ ൌ ܰݑ݇௔௜௥ܦ௢௨௧௘௥  
Equation 4.6: Heat transfer coefficient as a function of Nusselt Number. 
To demonstrate the change in the overall thermal balance of the rig, the two 
variants of the specimen were compared to show the effect of specimen size. The 
two specimens compared were: 
1. 100 mm outer diameter uninsulated specimen. 
2. 40 mm outer diameter uninsulated specimen. 
Figure 4.8 compares the cumulative effective energy input between the two 
specimen variants. It can be seen that by reducing the specimen size from 100 mm 
outer diameter to 40 mm outer diameter, the cumulative energy supplied to the 
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lubricant and specimen reduces from 2.0 MJ to 1.5 MJ in the case of the uninsulated 
specimens over 6900 seconds. Table 4.1 compares the average effective power 
supplied to the rig for the two variants of specimen and one can see a reduction 
from 290 W to 212 W  as a result of specimen size. In all these tests, the heater 
power was maintained at 1200 W and thus the figures in Table 4.1 indicate that 
between 75% and 82% of the heater power is either used to heat auxiliary hardware 
on the rig or is dissipated to ambient via the rig hardware. This is despite all 
pipework, fittings and the tank being insulated. The dependence of the effective 
power on specimen size has important implications when deciding upon the most 
beneficial locations to apply insulation and these findings are discussed further in 
Chapter 5 (Section 5.2.1.1). 
Based on these observations one can now see that relative to the rest of the rig, the 
test block specimen, is only a very small fraction of the rig and thus, most of the 
thermal losses from the lubricant are in fact to auxiliary components on the rig. It is 
such a characteristic that makes the temperature of the lubricant insensitive to the 
design of the test block specimen. Consequently, the temperature differential 
between the lubricant and specimen and the cumulative energy transferred to the 
specimen from the lubricant, are deemed to be the most appropriate performance 
measures for the rig. 
 
Figure 4.8: Cumulative effective energy supplied to the oil flow rig with different design test block 
specimens when the heater power was set to 1200 W and the lubricant flow rate maintained at 10 l 
min
-1 
Table 4.1: Average effective power supplied to the oil flow rig for different specimens when the 
heater power was set to 1200 W and the flow rate maintained at 10 l min
-1
 
Specimen variant Average effective rig power (W) 
100 mm uninsulated 290 
40 mm uninsulated 212 
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4.5 The effect of external tank insulation on the rate of 
rig warm-up 
At any given instant in time, the majority of the lubricant in the rig is in the tank. 
Consequently, the architecture of the tank was likely to be significant in the overall 
warm-up rate of the rig. To minimise heat losses it was decided to insulate the 
external surfaces of the oil tank in 40 mm thick polystyrene insulation (See Chapter 
3). In order to determine the effect of this insulation, two comparative tests were 
carried out using an uninsulated 100 mm outer diameter test block specimen. In 
these tests the flow rate was maintained at the baseline value of 10 l min -1 and the 
heater input power maintained at a constant 1200 W. 
Figure 4.9 shows a plot of both the average lubricant temperature and average 
specimen temperature against time to compare the effect of the external tank 
insulation. It can be seen that in the early phases of the test there is no noticeable 
difference between the two test profiles but as the test progresses, the lubricant 
temperature, with the tank lagging applied, deviates from the uninsulated tank 
profile resulting in a temperature that is 10 °C higher at the end of the test. Given 
that the hot lubricant is the only heat source to the test block specimen, it is 
therefore not surprising to see the specimen temperature, when the tank is lagged, 
to be also higher at the end of the test than the uninsulated variant. i.e. 6 °C higher. 
Based on these findings, it was decided that all tests would be conducted with the 
outer surface of the tank insulated in order to increase the significance of the test 
block specimen relative to the overall size of the rig. 
 
Figure 4.9a: Comparative temperatures from the oil flow rig for an uninsulated 100 mm outer 
diameter specimen with a 10 l min
-1
 flow rate and 1200 W heater power comparing lubricant 
temperatures when external tank insulation is and is not applied 
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Figure 4.9b: Comparative temperatures from the oil flow rig for an uninsulated 100 mm outer 
diameter specimen with a 10 l min
-1
 flow rate and 1200 W heater power comparing specimen 
temperatures when external tank insulation is and is not applied 
 
Figure 4.10: Comparison of the temperature differential between the lubricant and test block 
specimen metal from the oil flow rig for a 100 mm outer diameter specimen of 380 mm length with 
a 10 l min
-1
 flow rate and 1200 W heater when external tank insulation is and is not applied 
4.6 The significance of flow rate on the lubricant and 
specimen warm-up rate 
Throughout the course of this work, tests have been carried out at both 10 l min-1 
and 15 l min-1 to investigate the significance of changing flow rate. The effect of flow 
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rate on heat transfer is significant, with the lubricant to specimen heat transfer 
coefficient, ݄௢௜௟, being a function of the Reynolds Number, that increases linearly 
with flow rate. Consequently, one would expect for the Reynolds Number effect to 
increase the value of ݄௢௜௟, with flow rate and therefore increase the energy 
transferred from the lubricant to the test block specimen. Such an effect has been 
used in the past to promote greater heat transfer in regions of the engine that 
require intense cooling by Clough [107] and Finlay et al. [108] (See Chapter 7 Section 
7.3) while the magnitude of the Reynolds effect in terms of the oil flow rig is 
discussed in greater depth in Chapter 6. It is also worth highlighting that although a 
lower flow rate prolongs the time period that a given volume of lubricant is in 
contact with the specimen (and therefore for a constant heat flux would transfer 
more energy to the test block specimen), such an effect is counteracted by the 
delivery rate of newly heated lubricant (the only heat source to the specimen) being 
reduced. The same effect is also true when considering the manner in which the 
lubricant picks up heat from the heater element at a lower flow rate.   
One will see in Chapter 6, the value of the Reynolds Number does not change by a 
considerable margin between these two flow rates and therefore, the value of  ݄௢௜௟  
has stayed consistent too. Therefore, it would not be expected to see any drastic 
differences in temperature profiles between flow rates. Nonetheless such an analysis 
has been carried out to verify such a trend. Figure 4.11 shows a comparison between 
the specimen and lubricant temperatures at the two flow rates while Figure 4.12 
compares the temperature differential between the specimen and lubricant for the 
scenario of a 100 mm outer diameter specimen that is uninsulated when the heater 
power is set to 1200 W. As one can see from Figure 4.11a, the lubricant temperature 
profiles are very closely matched for the two flow rates, with a maximum 
discrepancy of 2 °C between the two tests. When one looks at the temperature 
distribution for the specimen, one can see the temperature profile for the higher 
flow rate scenario is slightly higher than the baseline 10 l min-1 test. By the end of 
the test, the test block specimen is 5 °C higher when flowing at a 15 l min-1 than 
when flowing at 10 l min-1; a result of the enhanced treat transfer caused by a higher 
Reynolds Number.  
To further compare the experimental effect of the two trends, Figure 4.12 compares 
the temperature differential between the lubricant and test block specimen as a 
function of the lubricant temperature. Again the differences are subtle with the early 
regime being almost identical. The peak temperature differential in the lower flow 
rate scenario is 1 °C higher than in the higher flow rate scenario and this offset is 
maintained throughout the latter stages of the test. The lower peak temperature 
differential is consistent with a reduced flow rate reducing the convective heat 
transfer coefficient and effectively providing an insulating effect relative to the 
higher flow rate scenario. Hence, the higher flow rate demonstrates a lower peak 
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temperature differential owing to the specimen temperature beginning to rise 
earlier as a result of increased energy flow. The slight offset in the two test profiles in 
the early phase of Figure 4.12 is consistent with the 15 l min-1 ambient temperature 
being approximately 2 °C lower than the 10 l min-1 test and therefore increasing the 
initial temperature differential between the specimen and the lubricant.  
 
 
 
Figure 4.11: Temperature profiles over time from the oil flow rig using a 100 mm outer diameter 
uninsulated specimen with 1200 W heater power and a flow rate of 10 l min
-1
 15 l min
-1 
comparing 
(a) lubricant temperatures and (b) specimen temperatures 
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Figure 4.12: Temperature differential between the lubricant and test block specimen plotted 
against lubricant temperature from the oil flow rig using a 100 mm outer diameter uninsulated 
specimen with 1200 W heater power applied flowing at 10 l min
-1
 and 15 l min
-1 
To further validate the effect of flow rate on experimental findings, two flow rates 
were also compared utilising a 40 mm outer diameter specimen insulated in 2 mm 
thick Nylon 12. As was seen in Section 4.2.1, the transient heat transfer behaviour is 
very different to that of a 100 mm outer diameter insulated specimen and was thus 
chosen as an extreme contrast to see if the flow rate was more of a factor in 
insulated scenarios. As one can see in Figure 4.13, there is no noticeable difference 
in either the lubricant or specimen temperatures with a peak temperature 
differential between the two flow rates of 4 °C when comparing both the specimen 
and lubricant temperatures. Such a difference is difficult to apportion to any physical 
change of test parameters when one can see an offset in temperature at the 
beginning of the test resulting from a change in ambient conditions in the 
laboratory. 
If one compares the temperature differential between the lubricant and test block 
specimen metal when plotted against the lubricant temperature, one observes a 
peak discrepancy between tests of less than 2 °C, thus further confirming that the 
flow rate of the rig within the boundaries of this study is not a significant parameter. 
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Figure 4.13: Temperature profiles over time from the oil flow rig using a 40 mm outer diameter 
specimen with 1200 W heater power applied and insulated with a 2 mm thick Nylon insert flowing 
at 10 l min
-1
 and 15 l min
-1
 for (a) the lubricant temperature and (b) the specimen temperature 
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Figure 4.14: Temperature differential between the lubricant and test block specimen plotted 
against lubricant temperature from the oil flow rig using a 40 mm outer diameter specimen with 
1200 W heater power applied and insulated with a 2 mm thick Nylon insert flowing at 10 l min
-1
 and 
15 l min
-1 
4.7 The significance of boundary layer creation on the 
lubricant temperature measurement 
As discussed in Chapter 3, the thermocouples installed on the rig to measure the 
temperature of the lubricant at the specimen inlet and outlet were positioned to be 
flush with the bore wall of the pipe. Such a design decision was based on a desire to 
minimise flow disturbance. A subsequent concern however was the effect of 
boundary layers. Across a boundary layer there exists a temperature gradient within 
the fluid that varies from the bulk fluid temperature in the centre of the bore to the 
fluid in contact with the wall having the temperature of the wall, as shown 
schematically in Figure 4.15. 
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Figure 4.15: Schematic diagram showing the variation of fluid temperature with distance from the 
bore wall 
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To investigate if such variations in temperature were significant relative to the 
temperature variation of the rig during warm-up, two tests were conducted. In the 
first, the thermocouples were located flush with the bore wall, while in the second 
test, the thermocouples were moved to be in the mid-stream of the lubricant. The 
tests were conducted with the heater power set to 1200 W and the lubricant flow 
rate set to 10 l min-1 while the test block specimen installed was of 100 mm outer 
diameter and had a 2 mm aluminium insulating insert installed. Figure 4.16 shows a 
comparison of the lubricant temperature at the specimen inlet and outlet when 
measuring the lubricant temperature at the bore wall and in the centre of the flow. 
One would expect, should boundary layer effects be significant, for the lubricant 
temperature in the centre of the flow to measure higher than those at the wall. 
However, it can be seen that there is no noticeable difference between the 
temperature measurements at the two locations. Figure 4.17 shows the temperature 
differential between the lubricant and test block specimen using the two 
thermocouple locations. Whereas the absolute temperature plotted against time 
highlights any difference in start temperature, the temperature differential against 
lubricant temperature normalises this. As one can see, the trends from the two 
experiments are consistent to within 1 °C. Thus, it was felt that there was no risk of 
boundary layer effects within the specimen affecting the overall trend of the 
experimental data from the rig. 
 
Figure 4.16: Lubricant temperature plotted against time from the oil flow rig using a 100 mm outer 
diameter specimen with a 2 mm thick aluminium insert. The heater power was set to 1200 W and 
the flow rate set to 10 l min
-1
. The lubricant thermocouples were installed both level with the bore 
wall and in the centre of the flow in comparative tests
 
 
142  
 
 
Figure 4.17: Temperature differential between the lubricant and test block specimen plotted 
against lubricant temperature from the oil flow rig using a 100 mm outer diameter specimen with a 
2 mm thick aluminium insert. The heater power was set to 1200 W and the flow rate set to 10 l min
-
1
. The lubricant thermocouples were installed both level with the bore wall and in the centre of the 
flow in comparative tests
 
4.8 The effect of varying the heater power on rig warm-
up rate 
The heater power in the experimental work was typically set to a value of 1200 W. 
This was to simulate average values of frictional heat to oil reported in the literature 
[25, 27] during engine warm-up. The immersion heater in the tank was capable of 
delivering up to 2500 W of power. Therefore, to investigate the sensitivity of the 
lubricant temperature to the heater power, two additional tests were conducted. 
The first increased the heater power to 1800 W while the second reduced the heater 
power to 600 W. Figure 4.18 compares the lubricant and specimen temperatures for 
the three heater powers. It can be seen that in the case of both the lubricant and 
specimen temperatures, the reduced heating power of 600 W reduces the rate of 
warm-up and reduces the final steady state temperature value. When 1200 W or 
1800 W heating power is applied at the heater, the test is terminated before the rig 
reaches a natural state of equilibrium, though the 1800 W test condition sees the 
rate of temperature rise increase dramatically. 
The heater power clearly affects the transient behaviour of the rig and this is most 
clearly shown in Figure 4.19 where the temperature differential between the 
lubricant and specimen is plotted against the lubricant temperature. One can see the 
peak temperature differential increases with the heater power. With a higher heater 
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power the lubricant temperature can increase at a faster rate owing to more energy 
being supplied to the same thermal mass in the same time frame. However, the 
transient heating of the test block specimen is less closely coupled to the heater 
element and is instead more a function of the speciŵĞŶ ?Ɛ ƚŚĞƌŵĂů ƉƌŽƉĞƌƚŝĞƐ
(including thermal conductivity, specific heat capacity and external heat transfer 
area). Thus while an increased heater power has a direct result on accelerating the 
lubricant heating rate, the response of the specimen to such a change is less 
pronounced. The result is a higher peak temperature differential between the 
specimen and lubricant that occurs at a higher temperature.  
If one looks at the late regime of the test, the final temperature differential is 
determined by Newton ?Ɛ ůĂǁŽĨ ĐŽŽůŝŶŐ, the general form of which was defined in 
Equation 2.2 and is explicitly defined for this particular example in Equation 4.7. In 
the context of Figure 4.19, when comparing points at a given lubricant temperature 
for different heater powers, the lubricant temperature is constant, as is the area 
over which heat transfer is occurring. In the late regime of the test, the rig is 
approaching steady state. Thus, if one ignores the rest of the rig and focuses solely 
on the interaction between the lubricant and test block specimen, the net heat input 
applied to the fluid by the heater element (after losses to the rig have been 
accounted for), must equal that transferred to the test block specimen as the rig 
approaches steady state. Given that the value of ݄ is dominated by the lubricant 
temperature and the area of the bore is the same, if the heater power is increased, 
then, in a steady state scenario, the temperature differential between the lubricant 
specimen must increase also to conserve energy. Thus, in the late regime of the test 
the temperature differential is observed to increase with heater power in the 
manner shown in Figure 4.19.  ሶܳ ൌ ݄ܣሺ ௢ܶ௜௟ െ  ௦ܶ௣௘௖௜௠௘௡ሻ 
Where ሶܳ = Rate of heat transfer (W) 
 ݄ ൌ Convective heat transfer coefficient (W m-2 K-1) 
 ܣ ൌ Area (m-2) 
 ௢ܶ௜௟ ൌ Temperature of lubricant in the test block specimen (°C) 
 ௦ܶ௣௘௖௜௠௘௡ ൌ Temperature of the test block specimen (°C) 
Equation 4.7 ?EĞǁƚŽŶ ?ƐůĂǁŽĨĐŽŽůŝŶŐ 
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Figure 4.18: Comparative temperatures from the oil flow rig for a 100 mm outer diameter 
uninsulated specimen with 10 l min
-1
 flow rate and varying heater power comparing both (a) 
lubricant temperatures and (b) specimen temperatures  
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Figure 4.19: Comparison of the temperature differential between the lubricant and test block 
specimen from the oil flow rig for a 100 mm outer diameter uninsulated specimen with 10 l min
-1
 
flow rate and varying heater power 
Thus, from this work it can be seen how the relationship between the lubricant 
temperature and the specimen temperature does change as a result of variable 
heater power. The transient regimes identified and discussed in Section 4.2.1 are still 
present; however the magnitude and duration of these phases vary with changing 
heater power. For the data from the oil flow rig to be comparable between tests, it is 
therefore important to maintain a constant heating rate from the lubricant heater 
and in all further work the heater power is maintained at 1200 W. 
4.9 Repeatability of the experimental procedure 
The use of the oil flow rig spanned the period from May 2012 to November 2013. 
Much of the data from the rig are relative and it is therefore imperative to have 
confidence in the repeatability of the rig. In order to validate ƚŚĞƌŝŐ ?ƐƌĞƉĞĂƚĂďŝůŝƚǇ ? 
three sets of repeat tests were carried out.  
The first set of repeatability tests utilised a 100 mm outer diameter uninsulated 
specimen together with the Texaco Energy 5W-30 lubricant first discussed in Section 
3.4 to conduct two repeat tests using 1200 W heater power and 10 l min-1 flow rate. 
The first test was carried out on 20th June 2012 and the second was conducted on 4th 
June 2013 and was used to establish if any systematic degradation of the rig had 
occurred over the time frame that the majority of the rig was used over. Figure 4.20 
shows the temperature differential between the lubricant and test block specimen 
plotted against the lubricant temperature for the two respective tests. As one can 
see, in the regime of the test up to the peak temperature differential, the two tests 
are in almost exact agreement with each other and the peak temperature 
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differential deviates by only 1 °C. This would suggest no systematic degradation of 
the rig has occurred during the twelve months between tests. 
It must be noted that the two tests diverge in the high lubricant temperature regime 
and the discrepancy between tests increases to 2.5 °C. The fact this occurs in the late 
regime of the test, when heat transfer to ambient from the outer surface of the 
specimen is significant, means variations in ambient conditions are a likely cause of 
ƚŚĞĚŝƐĐƌĞƉĂŶĐǇ ?ƉĂƌƚŝĐƵůĂƌůǇŐŝǀĞŶƚŚĞĨĂĐŝůŝƚǇ ?ƐĂďƐĞŶĐĞŽĨĐůŝŵĂƚŝĐĐontrol that has 
already been discussed. The recorded soak temperature (the temperature that the 
test commenced at) is 2.5 °C higher in the June 2013 test and will therefore have 
contributed to the specimen not being as heavily cooled by ambient, reducing the 
temperature differential to the lubricant. The heat flux from the external surface of 
the test block specimen to ambient is only a significant mechanism in the late regime 
of the test where the specimen temperature has increased sufficiently for there to 
be a temperature differential between the test block specimen and ambient that is 
high enough to produce a sizeable heat flux. Thus, for a given lubricant temperature 
it would be expected that the temperature differential between the lubricant and 
the test block specimen would be consistent until such point that heat transfer to 
ambient from the external surface of the test block specimen became a limiting 
factor. At such a point the test with the warmer ambient conditions (June 2013) 
would be expected to be able to achieve a higher peak specimen temperature 
(resulting in a reduced temperature differential between the test block specimen 
and the lubricant) and maintain this differential owing to the reduced heat flow 
between the test block specimen and the warmer ambient air. Such a trend is 
demonstrated in Figure 4.20 and the impact of variations in ambient temperature on 
the heat flow between the lubricant and test block specimen, and the associated 
uncertainty introduced to data, is discussed further in Section 7.4.  
 
Figure 4.20: Temperature differential between the lubricant and test block specimen when using a 
100 mm outer diameter uninsulated specimen with 1200 W heater input power and 10 l min
-1
 flow 
rate on two respective dates 
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To further appraise the repeatability of the experimental rig, two further sets of 
repeatability tests were carried out. During August 2012, the experimental rig was 
utilised to carry out lubricant compatibility work for BP. In order to ensure that none 
of the additives from different lubricants remained in the rig, the oil flow rig was 
flushed out using a specific flushing lubricant supplied by BP. Thus the lubricant, 
while similar to the Texaco Energy 5W-30 lubricant, was not identical and no data 
relating to the specific heat capacity and density were provided for confidentiality 
reasons. However, the tests do provide sufficient data to appraise the repeatability 
of the temperature differential between the lubricant and test block specimen when 
plotted against the lubricant temperature. 
In these tests the lubricant was heated to 120 °C by setting the heater power to 1800 
W and the lubricant flow rate was set to 10 l min-1. Figure 4.21a shows the 
temperature differential between the lubricant and test block specimen using the 
flushing lubricant supplied by BP with a 100 mm outer diameter test block specimen 
installed. It can be seen that good agreement is achieved between the two tests 
carried out on the 28th August 2012 and 30th October 2012 with the typical 
discrepancy in temperature differential no more than 2 °C in the early phase of the 
test and this reducing to less than 1 °C in the latter phase of the test. It is worth 
noting that between these two tests, a cross over is observed at a lubricant 
temperature of approximately 95 °C. Such a characteristic is not believed to be of 
physical significance and is most likely to be experimental noise, rather than 
evidence of a significant trend.  
Of concern is the offset performance of the test carried out on 14th August 2012 
which demonstrates a similar profile of the temperature differential against the 
lubricant temperature relative to the other two tests but with a noticeable offset 
along the lubricant temperature axis. This results in a discrepancy in temperature 
differential for a given lubricant temperature of up to 5 °C. However, the discrepancy 
is constant throughout the test and is a result of the test carried out on 14th August 
2012 commencing with a lower initial temperature differential relative to the other 
two tests. In appraising the data, it can be seen that the soak temperature of the 
specimen is of the order of 4 °C higher than the other two tests and hence, the 
temperature differential is reduced throughout the test as a result. If this initial 
offset is removed, by subtracting 4 °C from the lubricant temperature then it can be 
seen in Figure 4.21b that much closer agreement is obtained. 
Figure 4.22 plots the temperature differential between the lubricant and the test 
block specimen using the BP flushing lubricant when used in conjunction with an 
uninsulated 40 mm outer diameter specimen. It can once again be seen that across 
the three tests, good repeatability was seen between successive tests with a 
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maximum discrepancy of 3 °C seen in temperature differential for a given lubricant 
temperature and a maximum variation in peak temperature differential of 1 °C.   
Across both the repeatability tests carried out using the 100 mm outer diameter 
specimen (Figure 4.21) and the 40 mm outer diameter specimen (Figure 4.22) no 
evidence of any systematic degradation in the rig has been observed and the 
maximum variation in peak temperature differential that has been observed is 
approximately 1 °C. This places confidence in the validity of comparing the trends 
between different tests. However, the ambient soak temperature has been 
discussed as a cause for any constant offset in test profile. However, while the 
variation in ambient temperature may affect the temperature differential profile, 
such a variation is accounted for when calculating any change in energy flow from 
the lubricant to the specimen (and subsequently to ambient). Thus by using the 
energy flow between the lubricant and test block specimen as a measure of 
performance (see Section 5.9, Figure 5.17) the variation in ambient temperature and 
soak conditions is normalised and enables comparisons between specimens of 
different designs and compositions to be compared with confidence, thus addressing 
the limitations in previous work discussed in Section 2.4.4.  
 
Figure 4.21a: Temperature differential between the lubricant and test block specimen when using a 
100 mm outer diameter uninsulated specimen with 1800 W heater input power and 10 l min
-1
 flow 
rate on three respective dates using an undisclosed flushing lubricant supplied by BP 
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Figure 4.21b: Temperature differential between the lubricant and test block specimen when using a 
100 mm outer diameter uninsulated specimen with 1800 W heater input power and 10 l min
-1
 flow 
rate on three respective dates using an undisclosed flushing lubricant supplied by BP using an offset 
lubricant temperature 
 
Figure 4.22: Temperature differential between the lubricant and test block specimen when using a 
40 mm outer diameter uninsulated specimen with 1800 W heater input power and 10 l min
-1
 flow 
rate on three respective dates using an undisclosed flushing lubricant supplied by BP 
4.10 Conclusion 
Through these preliminary tests, the fundamental performance characteristics of the 
rig have been established. It has been shown that the rig is suitably sensitive to 
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insulation mechanisms in the test block specimen to yield measurable differences in 
heat transfer from the lubricant to the test block specimen. 
However, it has also been shown that the majority of the thermal losses from the 
lubricant are transferred to other rig architecture components and not the test block 
specimen. This is despite all pipework and fittings being insulated as far as is 
reasonably practicable. A consequence of such a characteristic is the way in which 
the lubricant temperature is insensitive to any change in the size or construction of 
the test block specimen. Thus, the most appropriate performance measure of any 
insulating mechanism is the cumulative energy transferred to the test block 
specimen from the lubricant over the timeframe of the test. 
The measured lubricant temperature has also been proven to be representative of 
the bulk flow temperature and through comparative tests it has been shown that the 
temperature gradient across the boundary layer is beyond the resolution of the 
thermocouples used. 
Over the period of experimentation from May 2012- November 2013, the rig showed 
no sign of any systematic degradation and repeatability was good. Therefore the test 
data to be discussed in Chapters 5 does provide valid, comparative data. 
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5 Experimental results from the characterisation of 
differing insulating mechanisms 
5.1 Introduction 
Having established the broad performance characteristics of the rig in Chapter 3 and 
Chapter 4, the aim of this chapter is to discuss the findings from investigating various 
methods of insulating oil galleries.  
Through the characterisation work discussed in Chapter 4, it was seen how a 
specimen of a larger thermal mass represents a greater percentage of the thermal 
ŵĂƐƐŽĨƚŚĞƌŝŐ ?ŽŶƐĞƋƵĞŶƚůǇ ?ƚŚĞĐŽŶĐĞƉƚŽĨĂŶ  ‘ĞĨĨĞĐƚŝǀĞƉŽǁĞƌ ?ǁĂƐ ŝŶƚƌŽĚƵĐĞĚ ?
The effective power represents the rate of thermal energy input to the rig that 
results in one or several of the following: 
x An increase in the lubricant temperature. 
x An increase in the specimen temperature. 
x A transfer of energy to ambient from the outer surface of the specimen. 
Through the experimental data presented in Chapter 4, it was observed that the 
effective power to the rig increases with specimens of a larger size. A logical 
development of such a performance characteristic is to investigate whether the 
benefit of applying insulation increases with specimen size. 
Thus, the investigations discussed in this chapter include: 
x The effects on heat transfer mechanisms of insulating inserts of both 
different design and material composition.  
x The relative merits of insulating thermal masses of differing sizes. 
x The significance of bore surface finish on heat transfer. 
x Relative performance of externally insulating the test block specimen as 
opposed to internal insulation. 
5.2 The effect of applying insulating inserts to engine oil 
galleries on heat transfer to the surrounding metal 
By installing a polymer insert into the bore of an engine oil gallery, the intention was 
that the low thermal conductivity of the insert relative to the surrounding material 
would provide an insulating effect. The significance of the temperature differential 
between the lubricant and test block specimen has already been highlighted and a 
successful outcome would be that the temperature differential would increase as a 
result of installing the insert. The resulting colder specimen would mean that less 
energy has been transferred to the specimen and therefore allow scope for a faster 
rate of lubricant temperature increase. 
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One has also seen how the lubricant temperature in the rig is insensitive to the 
specimen design and construction, and the associated reasons why this is the case 
have already been discussed. Thus this section focuses on the temperature 
differential between the lubricant and the specimen and the cumulative energy 
transferred from the lubricant to the specimen. 
5.2.1 The use of Nylon 12 inserts in engine oil galleries 
In the first instance, a Nylon 12 insert (as detailed in Section 3.3.1 of Chapter 3) was 
installed into the test block specimen. As was highlighted in Chapter 3, the inner 
bore of the insert was maintained at 16 mm and the outer diameter was 20 mm, to 
give a 2 mm wall thickness. Thus in comparative work, the hydraulic diameter and 
convective heat transfer area between the specimen and the lubricant was constant 
for a given combination of lubricant and bore wall temperature.  
One can see in Figure 5.1 that the addition of a 2 mm thick Nylon 12 insert when 
using a 100 mm outer diameter specimen increases the peak temperature 
differential from 22 °C to 54 °C, an increase of 150%. On the other hand, if one 
compares the performance of the Nylon 12 insert when used in the smaller 
specimen of 40 mm outer diameter, the peak temperature differential is increased 
by 470% from 6 °C to 34 °C. Such differences between both specimens of different 
size and those with and without insulation are indicative that the potential benefits 
of applying insulation to engine lubricant circuits does depend on the size of the 
thermal mass being insulated. While the percentage change in temperature 
differential as a result of insulation is higher in the case of the smaller 40 mm outer 
diameter specimen, to fully appraise the relative merits requires a full audit of the 
energy flow through the different specimens. 
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Figure 5.1: Temperature differential between the lubricant and test block specimen when the 
specimen is both uninsulated and when a 2 mm thick Nylon 12 insert is installed with 1200 W 
heater input power and 10 l min
-1
 flow rate for (a) a 100 mm outer diameter specimen and (b) a 40 
mm outer diameter specimen 
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5.2.1.1 Implications of insulation on energy flow 
The results presented in Figure 5.1 clearly indicate that the installation of polymer 
inserts in to the test block specimens has a significant effect on heat transfer. To 
determine the effect of the insulation in terms of energy lost from the lubricant, the 
energy audit approach, developed in Chapter 4 (Section 4.4), was again utilised, and 
the results summarised in Table 5.1. The results are taken from a set of comparative 
tests of 6900 seconds in duration to enable average heat fluxes to be calculated. It 
can be seen that the effect of specimen size is apparent when comparing the two 
uninsulated test results. The heat flux to the specimen is reduced from 124 W to 39 
W simply as a result of the specimen size and mass being reduced. However of 
greater interest are the relative merits of insulation between the two specimen sizes.  
If one first looks at the case of a 40 mm outer diameter specimen, the average heat 
flux to the specimen, including accounting for losses to ambient from the outer 
surface of the specimen, is 39 W. This can be reduced by 25% to 29 W when the 
Nylon 12 insert is installed. While a significant saving, the benefits are even more 
pronounced when insulating the larger specimen with the average heat flux being 
reduced by 56% from 124 W to 54 W. If the assumption is made that the reduction in 
energy transferred to the specimen is all retained in the lubricant (e.g. the 0.07 MJ 
not transferred to the specimen in the 40 mm outer diameter as a result of 
insulation instead increases the energy transferred to the lubricant to 1.28 MJ), it is 
possible to predict a best case scenario of the increase in lubricant heating rate as a 
result of insulation. These are presented in Table 5.1 and show that insulating the 
smaller 40 mm outer diameter specimen can increase the lubricant heating rate 
from 176 W to 186 W and insulating the larger 100 mm outer diameter specimen 
could theoretically increase the lubricant heating rate from 161 W to 231 W. 
Table 5.1: Energy balance of the lubricant and specimen showing the effect of insulation with 
different specimen sizes over test duration of 6900 seconds 
 
40 mm 
insulated 
40 mm 
uninsulated 
100 mm 
insulated 
100 mm 
uninsulated 
Cumulative energy transferred 
from lubricant to specimen (MJ) 0.20 0.27 0.37 0.85 
Average heat flux from lubricant 
to specimen (W) 29 39 54 124 
Cumulative energy transferred 
to lubricant (MJ) 1.21 1.19 1.11 1.12 
Average heat flux to lubricant 
(W) 176 172 161 163 
% of heat input to rig 
transferred to specimen 2% 3% 4% 10% 
Assumed potential power to 
lubricant (W) 186   231   
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Therefore, it can be concluded that, regardless of the size of the specimen, the 
installation of an insulating insert presents the opportunity to reduce the heat flux 
from the lubricant to the specimen by between 25% and 56% with the benefits 
increasing when insulating a larger thermal mass. 
Having established such a performance characteristic all further analysis work is 
conducted utilising the 100 mm outer diameter specimen. 
5.2.2 Investigation into the significance of the contact 
interface 
The effect of applying a Nylon 12 insulating insert to the bore of the test block 
specimen showed a dramatic ability to reduce heat transfer from the lubricant to the 
surrounding metal. While the low thermal conductivity of the Nylon 12 would be 
expected to reduce the heat transfer, the interface between the Nylon insert and 
test block specimen is also likely to have been a contributory factor in the insulating 
mechanism. This is particularly relevant given that the specimen was designed to be 
a nominal fit and thus had no interference with the inner bore of the test block 
specimen.  
In the theoretical modelling of the rig that is discussed in Chapters 6 and 7, a heat 
transfer coefficient, denoted ݄௖௢௡௧௔௖௧ , is included to account for this interface and 
allow for a temperature differential between the outer surface of the insert and the 
inner surface of the specimen bore to exist. To validate if such an approach is 
representative of the physical contact resistance effect and not a further change in 
the dynamics of the rig, the Nylon 12 tube was replaced with a drawn aluminium 
tube of equal wall thickness. Given that the thermal mass of the specimen and the 
outer convective heat transfer areas are the same in the case of the uninsulated 
specimen and that with the aluminium insert installed, one would expect the 
temperature distribution of the lubricant and test block specimen to be the same in 
both situations were the contact resistance not significant. Instead, as can be 
observed in Figure 5.2, a marked difference is observed as result of the aluminium 
insert being installed. 
Using a 100 mm outer diameter specimen it can be seen that the use of an 
aluminium insert, as opposed to a homogenous test block specimen, sees the peak 
temperature differential between the lubricant and test block specimen increase 
from 22 °C to 34 °C. Such a plot also verifies that the high thermal resistance of the 
polymer does have an effect as the temperature differential with the Nylon 12 insert 
increases to a peak value of 54 °C. However, the variation is also likely to be 
contributed to by a difference in fit between the two respective inserts and the test 
block specimen. Therefore, an investigation into the limits and fits of the insert 
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installation is carried out in Section 5.7. Contact heat transfer coefficients are 
difficult to quantify and the correlations that exist do not offer completely 
acceptable results [50, 52, 109] and will be sensitive to contact pressure and surface 
roughness [50, 109]. Correlations reported in the literature are often valid only for 
specific combinations of material and specific geometries and are hence not 
transferrable to other situations. The review work of Fletcher [110] discusses a wide 
range of contact resistance applications however, the specific case of concentric 
tubes is sparsely dealt with.  Madhusdana [111] is one of the few authors to have 
investigated the case of two concentric tubes of dissimilar materials, claiming that no 
satisfactory correlation exists for such a case. Work by Madhusdana [111] 
highlighted that the value of contact heat transfer coefficient is dependent on a 
range of parameters including: 
x The contact pressure between the two mating surfaces. 
x Surface roughness. 
x The temperature gradients through the two concentric tubes. 
x dŚĞƐŽĨƚĞƌŵĂƚĞƌŝĂů ?ƐŵŝĐƌŽŚĂƌĚŶĞƐƐ ? 
x The initial fit between the two tubes. The fit also affects the rate of change of 
contact heat transfer coefficient with a closer fit seeing the contact 
coefficient increase at a faster rate with temperature than a fit with greater 
clearance. 
The work of Madhusudana and Litvak [112] did investigate the case of composite 
cylinders and  quote values of contact heat transfer coefficient of between 2286 W 
m-2 K-1 and 3300 W m-2 K-1 for stainless steel interfaces. Fuller and Marotta [113], 
while they did not investigate cylindrical joints, did investigate the contact 
coefficient of aluminium and polymer flat plate joints using polycarbonate and PVC. 
Their work suggested that contact heat transfer coefficients, depending on interface 
pressure, could be between 30 W m-2 K-1 and 240 W m-2 K-1. In the context of the 
experimental rig, there is insufficient instrumentation available to attempt to derive 
the contact heat transfer coefficient from experimental data. However, the contact 
heat transfer coefficient will almost certainly vary between the two cases of an 
aluminium tube inserted into the test block specimen and a polymer tube being 
inserted into the test block specimen. Across, the temperature range, the variation 
between the two scenarios is also unlikely to be constant owing to the expansion 
and softening of the Nylon 12 tube at high temperatures changing both the contact 
pressure and area. At high temperatures, the insert was seen to sag at the extreme 
ends where the hydraulic couplings were positioned and would have resulted in a 
tangential contact in the centre of the specimen between the test block specimen 
and insert. The Nylon 12 and aluminium also possess differing coefficients of thermal 
expansion that will cause the contact heat transfer coefficients to vary over the 
temperature range of the test owing to changes in contact pressure [109]. Thus, the 
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incorporation of the variable ݄௖௢௡௧௔௖௧  into the model does appear to represent well 
the physical mechanisms of heat transfer. However, the use of a constant value 
across the temperature range is likely to be a limitation in the model depending on 
the material combination in use and such limitations are discussed in Section 6.5.4. 
 
 
Figure 5.2: Temperature differential between the lubricant and test block specimen when a 100 mm 
outer diameter specimen is uninsulated, insulated with a 2 mm thick Nylon 12 insert and insulated 
with a 2 mm thick aluminium insert. The heater power was 1200 W and the flow rate set 10 l min
-1
 
5.2.2.1 Increase in contact heat transfer coefficient using 
contact paste 
As a final verification that the interface between the insert and test block specimen 
has an important effect in reducing the energy lost to the test block specimen, 
thermal contact paste was used to reduce the thermal resistance at the interface of 
the insert and specimen. The contact paste used was Wakefield Type 120 silicone 
based thermal compound with a manufacturer stated thermal conductivity of 0.735 
W m-1 K-1. To conduct this comparison, the 100 mm outer diameter specimen was 
again tested with the same aluminium insert as used in Section 5.2.2 to avoid the 
effects of any differing thermal expansion properties between the specimen and 
insert affecting the results. 
Figure 5.3 shows the comparative performance of the differing configurations of 
insulating inserts. It can be seen that, relative to when the aluminium insert is used 
without contact paste, the insulating benefit is much reduced. Prior to the contact 
paste being applied, the aluminium insert achieved a peak temperature differential 
between the specimen and lubricant of 34 °C. While this is a reduction of 20 °C from 
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the peak temperature differential of 54 °C achieved with the Nylon 12 insert, it is 
nonetheless still significant. With the contact paste applied, it can be seen that the 
peak temperature differential reduces to 24 °C and produces a trend highly similar to 
that of the homogenous uninsulated specimen. Such a performance trait confirms 
that the contact resistance at the interface of the insert and specimen is very 
important in achieving the insulating benefits observed thus far. 
 
Figure 5.3: Temperature differential between the lubricant and test block specimen when a 100 mm 
outer diameter specimen is uninsulated, insulated with a 2 mm thick Nylon 12 insert and insulated 
with a 2 mm thick aluminium insert (both with and without contact paste). The heater power was 
1200 W and the flow rate set 10 l min
-1
 
5.3 Attempts to maximise the contact resistance to 
improve insulating performance 
The results presented in Section 5.2 established that the contact resistance between 
an insert and the test block specimen is critical to achieving the reduced heat flow 
from the lubricant to the surrounding metal structure. Thus, the merits of 
purposefully increasing the contact resistance to reduce energy losses from the 
lubricant were investigated.  
To increase the contact resistance, a standard aluminium insert of 16 mm bore and 2 
mm wall thickness was modified to incorporate a 0.5 mm step in the outer surface, 
as shown in Figure 5.4. Figure 5.5 shows the comparative performance of the 
stepped aluminium insert relative to a plain aluminium and plain polymer insert. As 
one can see, the stepped aluminium insert is able to significantly increase the peak 
temperature differential relative to the plain aluminium insert from 34 °C to 46 °C. 
With no differing thermal properties between the insert and specimen to account 
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for, the only physical mechanism that can be responsible for such a performance 
trait is that of the reduced contact area between the insert and the specimen.  
 
Figure 5.4: Stepped aluminium insert showing reduction in diameter 
 
 
Figure 5.5: Temperature differential between the lubricant and test block specimen when a 100 mm 
outer diameter specimen is uninsulated and insulated with different insulating insert designs. The 
heater power was 1200 W and the flow rate set 10 l min
-1
 
Using the energy audit method discussed in Chapter 4, it is again possible to see how 
the reduced temperature of the specimen, as a result of differing insulation 
methods, translates into a reduction in the energy transferred from the lubricant to 
the test block specimen. A plot of cumulative energy transferred to the specimen 
against time is shown in Figure 5.6 and shows how the benefit accumulates over the 
timeframe required for the lubricant to reach the target temperature. It can be seen 
that, while the stepped aluminium insert does not reduce the energy losses to the 
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levels of the polymer insert, it does nonetheless reduce the cumulative energy lost 
to the specimen from 1.3 MJ in the uninsulated scenario to 0.8 MJ when using the 
stepped aluminium insert across the 10408 second test duration. This represents a 
reduction of 40% whereas the plain aluminium insert transfers 1 MJ of energy to the 
test block specimen, representing only a 23% reduction relative to the uninsulated 
baseline.  
 
Figure 5.6: Cumulative energy lost from the lubricant to a 100 mm outer diameter test block 
specimen including energy lost to ambient by convection when different insulating inserts are used. 
The lubricant flow rate was 10 l min
-1
 and the heat input controlled at a constant 1200 W  
Having seen such a dramatic increase in performance when increasing the contact 
resistance between the aluminium insert and the test block, the same design 
strategy was transferred to the Nylon 12 insert. Hence, a Nylon 12 insert was 
modified to incorporate the same 0.5 mm air gap (shown in Figure 5.4 on the 
aluminium insert) on the outer surface to increase the contact resistance. 
One can see in Figure 5.7, that compared to the aluminium stepped insert, the Nylon 
12 stepped insert only shows a marginal improvement of 2 °C , from 54 °C to 56 °C in 
insulation effect relative to a plain outer diameter Nylon 12 insert. However, the 
effect of such a change on the energy transferred to the test block specimen is still 
significant. Over the 10408 seconds of the test, 0.55 MJ of energy was transferred to 
the test block specimen, representing a 58% reduction in energy transferred to the 
specimen over the uninsulated baseline as opposed to the 50% reduction when 
using the standard Nylon 12 insert (0.66 MJ). Thus the effect of the increased contact 
resistance is far less pronounced than it was when using the aluminium insert. 
However, the explanation is likely to be linked to the relative fit of the original, plain 
diameter, specimens in the gallery bore with the original aluminium bore having a 
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tighter clearance than the original Nylon 12 insert. Findings from such investigations 
are presented in Section 5.7. 
 
 
Figure 5.7: Temperature differential between the lubricant and test block specimen when a 100 mm 
outer diameter specimen is uninsulated and insulated with different insulating insert designs. The 
stepped inserts had a 0.5 mm step machined into the outer diameter of the insulating insert while 
the heater power was 1200 W and the flow rate set 10 l min
-1
 
5.4 Investigation into the effect of the bore surface 
roughness on heat transfer 
The work presented in Section 5.3 clearly showed how the insertion of a plain 
aluminium insert into the test block specimen delivered reductions in energy flow to 
the test block specimens that were significantly higher than had been expected. Such 
an observation was attributed to the introduction of a contact resistance between 
the test block specimen and the insert. The stepped aluminium and Nylon 12 inserts, 
whose reduced external contact areas increase the contact resistance, provided 
further evidence that the contact resistance was the dominant factor in reducing 
heat flow from the lubricant. However, regardless of whether a deliberate step was 
included in the insert and whether the aluminium or Nylon variant was used, an 
unavoidable consequence of installing the insert was a change in the bore surface 
roughness. 
In the homogenous specimen, the oilway was created by a continuous drilling 
process in order to replicate the process used in a full engine. Thus, the surface finish 
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was left as drilled. Comparatively, the drawn aluminium tube had a significantly 
smoother surface finish, as did the Nylon 12 tube. Such a change may have affected 
the boundary layer formation and flow characteristics in the lubricant and hence 
impacted on heat transfer to the specimen through the effect on the heat transfer 
coefficient at the fluid bore boundary. 
In an attempt to isolate such a variable, a comparable insert to that of the drawn 
aluminium tube was manufactured. The insert was manufactured from solid 
aluminium 6082 T6 stock and the outer diameter turned to match that of the drawn 
insert. The inner bore was manufactured by drilling the insert in the same manner as 
the uninsulated specimen. Thus, the contact interface was present but with a 
consistent bore surface finish.   
The comparative temperature differential of the drilled insert, relative to the Nylon 
12 insert is shown in Figure 5.8. It can be seen that relative to the standard 
aluminium insert, the peak temperature differential increases by 8 °C. Were the 
surface finish of the bore to prove significant, one would have expected the 
temperature differential between the lubricant and specimen, relative to the drawn 
aluminium insert, to decrease. Such a hypothesis centres on a rougher surface 
promoting more turbulent flow and hence increasing the heat transfer coefficient 
between the lubricant and specimen. The increased temperature differential 
between the specimen and the lubricant suggests that less energy has been lost to 
the specimen using the drilled insert. As highlighted previously, the work of 
Madhusdana [111] showed that the contact resistance between two concentric 
tubes is dependent on a range of parameters including the degree of initial 
interference and surface finish. Hence, the observations seen in this section are likely 
to be more as a result of slight differences in the fit between the insert and test 
block specimen. A quantitative study of the interference between the specimens is 
presented in Section 5.7. 
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Figure 5.8: Temperature differential between the lubricant and test block specimen when a 100 mm 
outer diameter specimen is uninsulated and insulated with inserts of different surface roughness. 
The inserts were all manufactured from aluminium but were either a conventionally drawn tube or 
manufactured from stock billet and the bore drilled out. The heater power was 1200 W and the 
flow rate set 10 l min
-1
 
5.5 The combination of low thermal conductivity 
material and contact interface 
The work presented thus far has focused on increasing the contact resistance 
between an insert and the surrounding thermal mass. An alternative approach is to 
use an insert of a lower thermal conductivity. As part of the development of a novel 
test engine, the Ford Motor Company made extensive use of rapid prototyping 
facilities and sintered Nylon 12. The company chose to seal the sintered Nylon 12 to 
improve durability in coolant and lubricant environments and after extensive 
durability tests on the material, Ford could find no indication of material degradation 
or lubricant absorption as result of exposure to hot engine lubricant. Owing to the 
sintering process, the Nylon material would be expected to have a lower thermal 
conductivity than conventionally extruded Nylon tube as a result of the presence of 
voids and thus the thermal conductivity of sintered Nylon is a function of packing 
density. Work by Yuan [114] investigated the thermal conductivity of sintered nylon 
and found that the thermal conductivity at room temperature varied from 0.093 W 
m-1 K-1 at a density of 456 kg m-3 to 0.11 W m-1 K-1 at a density of 560 kg m-3. 
However, the work also reported how bulk sintered Nylon 12 with a density of 990 
kg m-3, and thus similar to stock Nylon 12, had a thermal conductivity value of 0.26 
W m-1 K-1 and thus within the bounds of the expected value of stock Nylon 12 
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presented in Table 3.3 and highlighting the significance of the packing density and 
void content. Thus, were the two interfaces between the insert and specimen the 
same, it would be expected that the temperature differential between the lubricant 
and test block specimen, in the case of a sintered Nylon insert, would be higher than 
with the conventional extruded Nylon tube. In order to investigate the relative 
merits of attempting to reduce the thermal conductivity of any insert, an insert was 
manufactured from sintered Nylon to be installed into the oil flow rig test block 
specimen, as shown in Figure 5.9. 
 
Figure 5.9: Sintered Nylon insert provided by the Ford Motor Company for use in the oil flow rig 
showing wall thickness 
5.5.1 Quantification of thermal conductivity 
Before any testing of the sintered Nylon was carried out, the thermal conductivity of 
the material was compared to that of standard stock Nylon 6. To achieve this, a 
calibrated C-Therm thermal conductivity analyser was utilised. The equipment 
utilises a small heater that applies a heat flux across the interface of the specimen 
and heater. The resulting input of heat causes a rise in the temperature at the 
interface of the heater and specimen and causes a reduction in the voltage across 
the heat flow sensor. The rate of change of the voltage is critical in determining the 
thermophysical properties of the sample as it is proportional to the thermal 
conductivity of the specimen being measured. Hence, with a correctly calibrated 
unit, the C-Therm thermal conductivity analyser can provide rapid measurement of a 
ŵĂƚĞƌŝĂů ?ƐƚŚĞƌŵĂůĐŽŶĚƵĐtivity. 
Within the scheme of work, six materials were tested. These were: 
x Sintered Nylon post sealing. 
x Unsealed sintered Nylon. 
x Stock sheet Nylon 6. 
x Pyroceram. 
x Pyrex. 
x LAF6720. 
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The latter three materials in the above list were provided by C-Therm as calibration 
materials and were therefore tested to ensure the rig was performing within 
acceptable limits. Figure 5.10 shows the results for the six tested materials. For each 
material, the average thermal conductivity from ten tests is presented with error 
bars showing one standard deviation. Repeatability is very good for a specific 
material with standard deviations all below 2%. If one first examines the calibration 
materials, it can be seen that the unit shows excellent agreement with the expected 
values. In the instance of the Pyrex, the unit overestimates by 0.6% while the 
pyroceram material overestimates by 1.6%. The worst performing calibration 
material is LAF6720 that overestimates the thermal conductivity by 34%. However, 
the expected value was 0.082 W m-1 K-1 and the overshoot is therefore only 0.028 W 
m-1 K-1. It should also be noted that the thermal conductivity of the polymers of 
interest vary between 0.21 W m
-1
 K
-1
 and 0.3 W m
-1
 K
-1
 depending on the supplier 
and the operating temperature (such variations are discussed further in Section 
7.2.1.2.2) and hence the thermal conductivity of this reference material is 10 times 
lower than the materials of interest. 
Having established confidence in the test ĞƋƵŝƉŵĞŶƚ ?Ɛ ƉĞƌĨŽƌŵĂŶĐĞ ? ƚŚĞ ƌĞůĂƚŝǀĞ
thermal conductivities of the application materials were analysed. It can be seen that 
the sintered Nylon, regardless of whether sealant was applied, does as expected, 
possess a lower thermal conductivity than the sheet Nylon 6, albeit by a small 
margin of 0.1 W m-1 K-1. A key observation is the measured data for the Ensinger 
Nylon 6 are recorded at 0.42 W m
-1
 K
-1
 whereas the manufacturer data state the 
thermal conductivity as being 0.23 W m-1 K-1. While this does introduce uncertainty 
ŝŶƚŽƚŚĞĂďƐŽůƵƚĞǀĂůƵĞƐŽĨƚŚĞŵĂƚĞƌŝĂů ?ƐƚŚĞƌŵĂůĐŽŶĚƵĐƚŝǀŝƚǇ ?ƚŚĞƌĞůĂƚŝǀĞǀĂůƵĞƐŽĨ
the sintered and stock Nylon would still be valid and gives an indication as to the 
effect of using sintered materials as opposed to solid stock. In addition, the excellent 
performance of the calibration material tests, suggest that one can have a high level 
of confidence in these results and that the sintered Nylon insert does represent a 
material with a lower thermal conductivity than the stock Nylon 6. 
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Figure 5.10: Measurement of thermal conductivity of different materials from the C-Therm thermal 
conductivity analyser where the average value is taken from 10 tests and each error bar represents 
1 standard deviation 
5.5.2 The benefits of sintered Nylon on the oil flow rig 
While the work presented in Section 5.5.1 indicated that the thermal conductivity of 
the sintered Nylon was a maximum of 0.1 W m-1 K-1 lower than stock Nylon 6, this 
still represented a 25% reduction in thermal conductivity. Therefore, to develop an 
understanding of the relative sensitivity of the thermal conductivity of the insert 
material relative to the contact resistance, the sintered Nylon insert shown in Figure 
5.9 was installed in the oil flow rig.   
Figure 5.11 presents the temperature differential between the lubricant and 
specimen for the sintered Nylon insert relative to the results already discussed. The 
peak temperature differential, and subsequent insulating performance, of the 
sintered Nylon insert is 6 °C higher than the stepped aluminium insert. However, 
both the standard Nylon 12 insert and stepped Nylon 12 insert do provide a greater 
insulating effect than the sintered Nylon insert by up to 6 °C in the case of the 
stepped polymer insert. While one can see a physical reason for the stepped 
polymer insert offering a greater insulating benefit than the sintered Nylon insert,  it 
would have been expected that the polymer insert (shown in red in Figure 5.11) 
would provide less of an insulating benefit than the sintered Nylon were the contact 
coefficients the same. However, as is shown in Section 5.7, the clearance between 
the test block specimen and the insert is reduced in the case of the sintered Nylon 
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insert relative to the standard Nylon insert and consequently the insert provides a 
reduced insulating effect; a similar result to that found in Section 5.4.   
 
Figure 5.11: Temperature differential between the lubricant and test block specimen plotted 
against average lubricant temperature when a 100 mm outer diameter specimen is uninsulated and 
insulated with different designs of insert. The lubricant flow rate was 10 l min
-1 
while the heater 
power was
 
1200 W. The figure compares the respective performance of sintered Nylon inserts with 
that of high contact resistance inserts 
5.6 Assessment into the repeatability and confidence of 
the results 
An advantage of the work and methodology presented in this thesis relative to 
equivalent research work carried out on a fully built engine is greater control over 
the operating parameters of the rig. It was discussed in Section 1.2.1 and Section 2.4 
how the majority of the work presented in the powertrain research field is based on 
single tests and a limitation in the work is being able to distinguish between genuine 
changes in performance as a result of parameter optimisation and the variation that 
may be expected between two engines of the same nominal build specification. The 
reasons for the absence of repeat tests has been apportioned to the cost and time 
required to carry out such repeat work with long soak periods required between 
tests to ensure comparable start conditions between tests and the same 
constraining factors are valid when using the oil flow rig for repeat work. However, 
the removal of the need to assemble an entire engine to the exact same 
specification, does enable greater confidence in the oil flow rig to be ascertained 
relative to full engine tests and the work presented in Section 4.9 has shown how the 
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oil flow rig can produce a peak temperature differential that is repeatable to within 1 
°C for two tests that are nominally the same. 
When such repeatability is placed in the context of the oil flow rig it can be seen how 
even the plain aluminium insert increases the temperature differential between the 
lubricant and test block specimen by 12 °C (from 22 °C to 34 °C) indicating that the 
changes in temperature distribution far exceed any associated experimental noise. 
That said, there are specific instances that warrant particular investigation. When 
one considers the change in performance between the plain aluminium insert to a 
stepped aluminium insert a 12 °C increase in temperature differential was observed 
(from 34 °C to 46 °C) and there is therefore clear confidence to be had that such a 
change was a result of the change in insulating strategy and not an inconsistency in 
the performance of the rig. It is also worth highlighting that the increase in 
temperature differential from the plain aluminium insert to that of a Nylon 12 
insulating insert is 20 °C and hence far exceeds the uncertainty of 1 °C shown in 
Section 4.9 and reinforces that the low thermal conductivity of the Nylon 12, relative 
to the aluminium 6082 does produce an insulating benefit beyond that caused by the 
contact interface. 
While the repeatability and associated confidence of the oil flow rig results has been 
shown to be good there are nonetheless weaknesses that warrant discussion. In 
considering the two Nylon 12 inserts (one being of a plain outer diameter and the 
other containing a 0.5 mm step) the increase in temperature differential as a result 
of the higher contact resistance produced by the 0.5 mm step was only shown to be 
2 °C. It is shown in Section 5.7 how the inclusion of a 0.5 mm step onto the outer 
diameter of the insulating insert causes a much greater increase in clearance on the 
aluminium insert than it does on the Nylon 12 insert and this will have been a 
contributory factor in the increase in the contact resistance on the Nylon 12 insert 
having a lesser impact. However, it must also be accepted that a change in 
temperature differential of 2 °C between the two Nylon 12 inserts does present a 
higher degree of uncertainty than the other comparative results and hence further 
repeat experimentation would be desirable.  
Section 5.4 presented data that attempted to investigate if the bore surface 
roughness was a significant factor in ensuring that heat transfer between the 
lubricant and gallery wall was minimised. A drawn tube would typically have a 
ƐƵƌĨĂĐĞ ƌŽƵŐŚŶĞƐƐ ŽĨ ďĞƚǁĞĞŶ  ? ? ? ĂŶĚ  ? ? ? ʅŵ ǁŚĞƌĞĂƐ ĂĚƌŝůůĞĚ ƚƵďĞ ǁŽƵůĚ ďĞ
ĞǆƉĞĐƚĞĚƚŽŚĂǀĞĂƐƵƌĨĂĐĞƌŽƵŐŚŶĞƐƐŽĨďĞƚǁĞĞŶ ? ? ?ĂŶĚ ? ? ?ʅŵ[115]. One would 
therefore expect that a drilled tube, with a rougher internal surface, would be 
expected to transfer more heat from the lubricant to the test block specimen owing 
to the effect of the surface friction factor on the Reynolds Number. By 
manufacturing an aluminium insert of the same nominal dimensions as the drawn 
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aluminium insert tube, but instead manufacturing the tube by turning the outer 
diameter and drilling the bore, it was expected to see an increase in energy 
transferred to the test block specimen (and a subsequent reduction in the 
temperature differential between the lubricant and the test block specimen) relative 
to the drawn tube. Instead, the drilled insert saw a peak differential of 42 °C as 
opposed to 34 °C in the case of the drawn aluminium insert. Such a difference is of a 
magnitude that is eight times higher than the uncertainty in the experimental results 
and there is therefore confidence that the trend observed is not a result of 
experimental noise. Instead, the result indicates that the degree of initial fit between 
the surrounding metal and the insulating insert is of far greater significance than any 
variation in bore surface roughness caused as a result of variation in manufacturing 
processes. The work presented in Section 5.7 supports such a conclusion as the 
clearance between the drawn aluminium insert and the test block specimen is 0.27 
mm whereas this increases by 33% with the drilled insert and hence results in a 
higher insulating effect. From the experimental results it is therefore not possible to 
appraise the independent effects of the bore wall roughness. Where this has been 
attempted, it has been observed that the contact resistance effects dominate over 
any change in surface roughness. The investigations using the correlated 
computational model of the oil flow rig in Chapter 7 (Section 7.2.2.2.1) similarly 
indicate that the contact resistance effect is the dominant insulating mechanism. By 
halving or doubling the value of the contact heat transfer coefficient, ݄௖௢௡௧௔௖௧ , one 
observes a reduction in heat flow of 18% or an increase in heat flow of 13% 
respectively (Table 7.11). Comparatively, assuming the same value of ݄௖௢௡௧௔௖௧  but 
decreasing the insulating thickness by 0.5 mm only saw the thermal losses from the 
lubricant increase by 5% (Table 7.10). 
5.7 Investigation into the variation in fit between 
polymer inserts and the oil gallery bore 
The results discussed thus far have highlighted that the presence of a contact 
resistance of any sort is likely to be the most effective insulating mechanism. This 
has been most graphically illustrated by the increase in temperature differential 
when a 0.5 mm step was machined into an aluminium insert. However, when looking 
at Figure 5.11 it can be seen that, contact interference alone does not account for 
some of the observed trends. These include: 
1. The sintered Nylon insert creating a peak temperature differential 4 °C higher 
than the stepped aluminium insert. 
2. The sintered Nylon insert creating a peak temperature differential 4 °C lower 
than that of the standard Nylon tube. 
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3. Why the 0.5 mm step when applied to the polymer insert only results in a 2 
°C increase in peak temperature differential while the same strategy on an 
aluminium insert increases the peak temperature differential by 12 °C. 
To further understand the significance of material thermal conductivity relative to 
the contact resistance, the clearance between the specimen bore and outer 
diameter of the specimen was measured for each of the cases studied. In doing so 
the mean external diameter of the insert was calculated from five measurements for 
each specimen and the mean diameter of the bore was calculated from the mean of 
four measurements of the inner bore diameter. The results are shown in Figure 5.12. 
The first key observation is in the comparison between the stepped aluminium insert 
and the sintered Nylon. The sintered Nylon has the smallest clearance of all the 
inserts and therefore, the peak temperature differential achieved of 50 °C, 
particularly relative to the stepped aluminium insert that has a clearance eight times 
greater, is demonstrative that there is a benefit to be found in utilising low thermal 
conductivity materials in addition to increasing the contact resistance. Similarly, the 
clearance measurements offer an explanation into the anomalous result that 
showed the lower thermal conductivity sintered Nylon producing a lower 
temperature differential than the standard Nylon tube. The standard Nylon tube had 
a measured clearance of 0.4 mm relative to the 0.17 mm clearance for the sintered 
Nylon tube. The increase in clearance of 35% is highly likely to account for the 4 °C 
higher temperature differential achieved by the standard Nylon insert relative to the 
sintered Nylon insert.  
Through the results presented in Figure 5.12 it can also be seen how the initial 
clearance between the test block specimen and the insulating insert differs between 
the drawn plain aluminium insert and the aluminium insert that was manufactured 
by turning and drilling and that the associated increase in contact heat transfer 
coefficient dominates over any effect that the surface roughness of the bore has on 
heat transfer from the lubricant. It can be seen that the drawn aluminium insert has 
an initial clearance between itself and the test block specimen of 0.27 mm. 
Comparatively, the drilled aluminium insert has a clearance of 0.36 mm; an increase 
of 33% and this has resulted in the peak temperature differential rising from 34 °C in 
the case of drawn aluminium insert to 42 °C in the case of the drilled aluminium 
insert. 
Another key insight achieved by this investigation is why the increase in contact 
resistance achieved by machining a 0.5 mm step yielded so much greater a benefit 
when applied to the aluminium relative to the Nylon 12. The addition of the step to 
the insert in the case of the aluminium increased the peak temperature differential 
from 34 °C to 46 °C, an increase of 35%. Comparatively, the inclusion of a step on the 
Nylon 12 insert only increased the peak temperature differential by 4%, from 54 °C 
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to 56 °C. However, when one studies Figure 5.12 it can be seen that the increase in 
clearance is less significant in the case of the Nylon insert than it is with the 
aluminium insert. The addition of the step causes the clearance with the Nylon insert 
to increase from 0.4 mm to 1.5 mm, an increase of 275 %. Comparatively, the 
addition of the step in the aluminium insert increases the clearance from 0.28 mm to 
1.4 mm, an increase of 400%. Such comparative dimensions are likely to be a 
significant factor in the relative gains seen as a result of increasing the contact 
resistance. Although difficult to quantify, another factor in the varying heat transfer 
dynamics between specimens is that of varying coefficients of thermal expansion 
between the Nylon inserts and the aluminium test block specimen. Whereas, the 
aluminium inserts would expand at the same rate during a test, the coefficients of 
thermal expansion for Nylon 12 (CoE between 10 x 10-5  and 16 x 10-5  °C-1) [97, 98] is 
over four times that of aluminium (CoE 2.3 x 10
-5 
°C
-1
) [93]. Hence, the level of 
clearance between the specimen and the Nylon inserts would reduce at higher 
temperatures owing to the Nylon expanding more than the aluminium. In doing so, 
the contact pressure (highlighted as being a key factor in determining the contact 
resistance at interfaces [50, 109-112]) would increase and cause a subsequent 
reduction in contact resistance at high temperatures. Such an effect would therefore 
limit the peak temperature differential achieved as the contact resistance reduced.  
The significance of the contact resistance between the test block specimen and the 
insulating insert (and the associated value of ݄௖௢௡௧௔௖௧) reducing thermal losses from 
the lubricant presents a challenge for implementation. To ensure reliability vehicle 
OEMs require tight tolerances and this usually relates to minimising clearances (an 
example is the clearance between the piston and the bore wall). However, in this 
instance there is a need to ensure that the clearance is as high as possible when an 
insulating insert is installed but also to ensure that this is achieved in a repeatable 
manner in order to be able to guarantee that the insulating effect is achieved. It has 
been seen through the results presented in this chapter that even small variations in 
fit can potentially have a significant effect on the thermal losses from the lubricant 
and there is therefore a need to develop a method of implementation that facilitates 
achieving the maximum possible clearance with a very tight tolerance. 
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Figure 5.12: Average clearance between the test block specimen bore and outer diameter of 
insulating inserts based on an average of five measurements along the length of the specimen and 
four measurements of the bore diameter 
5.8 The relative performance of external insulation 
compared to internal insulation methods 
The internal geometry of an internal combustion engine is complex and to therefore 
achieve acceptable internal insulation is logistically challenging. It is worth 
remembering, from the aims of the thesis why internally insulating the engine oil 
galleries is hypothesised to be of greater benefit than externally insulating the 
engine.  
If is anticipated that if one was to externally insulate the engine, no benefit would be 
served to the lubricant circuit until such point that the outer surface of the engine 
was sufficiently hot to generate a significant temperature differential between the 
metal surface and ambient. The time frame for this to occur is variable both between 
engines and also specific points on a given engine (the metal temperatures in the 
engine head are typically 5 °C higher than those in the block [17]). During the warm-
up phase of the metal, the lubricant, assuming it to be hotter than the metal, would 
still lose energy to the surrounding metal at the same rate until such a point that the 
external metal temperature was sufficiently hot for any external insulation 
mechanism to be able to reduce losses to ambient. Hence, because any external 
insulation does not thermally isolate the lubricant from the thermal mass of the 
engine, an external insulation strategy would not be anticipated to offer as large a 
benefit to lubricant warm-up as internally insulating galleries. Such a hypothesis 
assumes that the primary source of heat to the lubricant is from bearing friction and 
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that the lubricant is hotter than the surrounding metal. The primary source of 
lubricant heating is agreed to be from bearing friction by a range of literature 
sources including Andrews et al. [38], Trapy and Damiral [20], Zammit et al. [27] and 
Shayler et al. [25]. However the lack of detailed temperature measurements for the 
engine block at different locations during warm-up means that, depending on the 
specific engine, there may be regions in the engine where gallery insulation would 
isolate a secondary heat source to the lubricant rather than preventing cool down. 
There are likely to be regions where the current level of technology will not facilitate 
effective internal insulation of the I.C. engine owing to access restrictions and 
therefore, where internal insulation is not applied, the lubricant heating rate may 
benefit from insulation applied to the external block (similar to the work of Bürgin 
[63] and Bent et al. [11]).  
To investigate the relative merits of external insulation compared to the benefits 
observed when using internal insulation methods, both a 100 mm outer diameter 
specimen and 40 mm outer diameter specimen were externally insulated in 3 mm 
thick Armaflex lagging tape. This tape was the same as that used to insulate fittings 
around the rig circuit and has a manufacturer specified thermal conductivity of 
between 0.034 W m-1 K-1 and 0.038 W m-1 K-1 between 20 °C and 40 °C. A photograph 
of the 100 mm outer diameter specimen externally insulated is shown in Figure 5.13. 
It can be seen that the R4 jubilee clip thermocouples have purposefully been 
installed on the external surface of the insulation. It was highlighted earlier in the 
thesis that the response times of the jubilee clip mounted thermocouples were 
significantly slower than the standard 0.5 mm diameter thermocouples and hence 
were of negligible benefit. However, in this work, they do enable the effect of the 
insulating layer to be seen. 
 
Figure 5.13: 100 mm outer diameter specimen externally insulated in 3 mm thick Armaflex 
insulation tape 
174  
 
5.8.1 Results 
Figure 5.14 shows the average lubricant temperature profile for two tests conducted 
using the 100 mm outer diameter specimen with no internal insulation. In one, the 
test has been externally insulated and in the other, the original aluminium surface is 
exposed to ambient. It can be seen that during warm-up, there is no identifiable 
difference in trend for the two scenarios. If anything, the externally lagged specimen 
shows a prolonged warm-up phase relative to the uninsulated equivalent. Such a 
trend was also observed when testing the 40 mm outer diameter specimen. It was 
highlighted in Chapter 4 that the test block specimen, regardless of design, makes 
only a small overall contribution to the overall thermal inertia of the rig. This was 
highlighted when the 100 mm outer diameter specimen was installed. In this 
instance, accounting for energy that was subsequently transferred to ambient from 
ƚŚĞ ƚĞƐƚ ďůŽĐŬ ƐƉĞĐŝŵĞŶ ?Ɛ ŽƵƚĞƌ ƐƵƌĨĂĐĞ ? ƚŚĞ ĐƵŵƵůĂƚŝǀĞ ĞŶĞƌŐǇ ƵƐĞĚ ƚŽ ŚĞĂƚ ƚŚĞ
lubricant and test block specimen, was only 25% of the total energy input to the rig. 
Hence, it is understandable why the lubricant temperature profile remains 
insensitive to the presence or absence of external insulation.  
 
Figure 5.14: Average lubricant temperature in the oil flow rig for a specimen of 100 mm outer 
diameter with no internal insulation applied when the heat power is controlled at a constant 1200 
W and the lubricant flow rate during warm-up is 10 l min
-1
 
To understand if the external insulation has any meaningful effect on the metal 
transient warm-up rate requires closer inspection of the temperatures through the 
thickness of the test block specimen. In doing so, there are possible indications that 
external insulation does provide some benefit, though the magnitude of the effect is 
governed by the thermal inertia of the test block specimen. Figure 5.15 shows the 
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average specimen temperature of both a 100 mm outer diameter specimen (Figure 
5.15a) and a 40 mm outer diameter specimen (Figure 5.15b) during both a heating 
and cooling cycle when the lubricant was heated to 120 °C. 
If one first examines the relative performance of the two 100 mm specimens (Figure 
5.15a), it can be seen that the specimen with external lagging reaches the peak 
temperature of 98 °C in 11100 seconds compared to 10300 seconds when no 
external lagging is applied. This would initially indicate that the presence of external 
insulation has a negative effect on performance. However, it must also be observed 
that the starting temperature, owing to ambient variations, is 4 °C lower in the 
insulated case than in the uninsulated test. Hence, not only is the externally 
insulated specimen required to increase by a further 4 °C but the heat lost to 
ambient throughout the entire warm-up cycle will be higher owing to the higher  
temperature differential between the specimen and ambient. Such a variation also 
explains why the final temperature of the externally lagged specimen is lower than 
the lagged equivalent. 
Comparatively, the 40 mm outer diameter specimen indicates a more positive result 
for the use of external insulation Figure 5.15b shows that while there is still an offset 
in start temperature, the two tests are more closely aligned with the externally 
lagged specimen starting at 21.5 °C and the uninsulated specimen starting at 23.5 °C. 
The externally lagged temperature reaches a peak temperature of 105 °C, compared 
with 104 °C when no lagging was applied. However, of greater significance is the 
relative performance of the lagged and un-lagged specimens during cool down. It 
can be seen that although the two specimens reached peak temperatures to within 1 
°C of each other, during cool down, the lagged specimen is, at certain instances in 
time up to 8 °C higher than the un-lagged equivalent, giving firm indications that the 
lagging does provide a benefit in the correct scenario. 
It is worth considering why the 100 mm outer diameter specimen appears to show 
no sensitivity to the external lagging yet the 40 mm outer diameter specimen does. 
The heat flux from the specimen to ambient is a function of the surface area and 
would thus be proportional to the specimen diameter. One would therefore expect, 
in a steady state situation, for the larger specimen to show a greater benefit than the 
smaller counterpart owing to the insulation being over a larger area. However, the 
transient regime is more complex. The 100 mm outer diameter specimen has a 
thermal mass 8 times greater than the 40 mm outer diameter specimen. Owing to 
the high thermal conductivity of aluminium (193 W m-1 K-1 [93]), the specimen reacts 
as a lumped capacitance body, with negligible temperature gradient across the radial 
thickness of the metal. Consequently, a specimen with a smaller thermal mass will 
generate a higher heat flux to ambient sooner than one with a larger thermal mass 
owing to less energy being required to heat the mass, and the corresponding outer 
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surface, to an elevated temperature. In the context of the tests conducted with 
external insulation, the lubricant was heated to 115 °C with both the 100 mm and 40 
mm outer diameter specimens. It has already been established that the lubricant 
temperature profile is insensitive to the specimen design in the rig. Consequently, 
for a given lubricant temperature, the smaller specimen will be at a higher 
temperature. This can be seen when comparing Figure 5.15a and Figure 5.15b as the 
peak specimen temperature is 8 °C higher in the case of the 40 mm outer diameter 
specimen and the positive gradient noticeably steeper. Thus, when the external 
insulation is added, there is a greater potential heat flux to insulate owing to the 
higher temperature between the specimen surface and ambient. 
While the transient dynamics of the specimens undoubtedly account for some of the 
performance characteristics linked to the presence or absence of external lagging, it 
is also possible that the insulation was simply very ineffective, despite having a 
thermal conductivity of between 0.034 W m-1 K-1 and 0.038 W m-1 K-1 and a thickness 
of 3 mm. This results in a thermal resistance (defined in Equation 4.1) of between 
0.088 m2 K W-1 and 0.079 m2 K W-1. Comparatively, the external heat transfer 
coefficient is seen to vary from between 14 W m
-2
 K
-1
 and 4 W m
-2
 K
-1 
(Figure 6.7 in 
Section 6.2.5) depending on the temperature and size of the test block specimen. 
The thermal resistance as a result of this boundary condition (the inverse of the heat 
transfer coefficient) varies between 0.25 m2 K W-1 and 0.07 m2 K W-1. Thus, it may be 
the case that the external insulation made negligible impact on the temperature 
profiles owing to the insignificant contribution it makes to the thermal resistance of 
the system relative to the convective boundary condition. If one compares the 
external surface of the test block specimen with the internal bore surface, the 
polymer insert (ignoring the introduction of any contact resistance) has a thermal 
resistance of 7.60 x 10-3 m2 K W-1 based on the thermal conductivity of the Nylon 12 
being 0.26 W m-1 K-1 and the thickness being 2 mm. Comparatively, the internal heat 
transfer coefficient is between 225 W m-2 K-1 and 500 W m-2 K-1 (Figure 6.5 in Section 
6.2.4.2) and hence represents a thermal resistance of between 2 x 10-3 m2 K W-1 and 
4.41 x 10-3 m2 K W-1. Thus the thermal resistance of the Nylon 12 insert is up to 3 
times greater than the convective boundary condition whereas on the external 
surface of the test block specimen the insulation contributed a thermal resistance 
that was up to 3 times smaller than that provided by the convective boundary 
condition. 
Were the insulation effective, one would expect the radial thermocouples at location 
R4 to read lower in the insulated case than the uninsulated case as the 
thermocouples are mounted externally on the insulating tape. If one examines 
Figure 5.16, this can indeed be seen. When examining the 100 mm and 40 mm outer 
diameter specimens respectively, it can be seen that the peak outer surface 
temperature is 10 °C and 7 °C lower respectively when the insulation is applied. This 
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does indicate that the insulation is effective and that a significant temperature 
gradient does exist across the external insulation. An interesting trend is the way in 
which during cool down, the outer surface temperature for the insulated scenario 
rapidly converges on the uninsulated cool down phase, further reinforcing the 
theory that the external insulation is only of benefit in the late phase of heating. 
 
 
Figure 5.15: Average specimen temperature in the oil flow rig for specimens without internal 
insulation when the heat power is controlled at a constant 1200 W and the lubricant flow rate 
during warm-up is 10 l min
-1
. The specimen outer diameter is (a) 100 mm and (b) 40 mm and were 
trialled both with and without external insulation 
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Figure 5.16: Average R4 temperature in the oil flow rig for specimens without internal insulation 
when the heat power is controlled at a constant 1200 W and the lubricant flow rate during warm-
up is 10 l min
-1
. The specimen outer diameter is (a) 100 mm and (b) 40 mm and were trialled both 
with and without external insulation 
5.9 Summary 
The work presented in this chapter has discussed the changes in observed heat flow 
from the lubricant to the test block specimen as a result of different insulation 
strategies. By comparing the experimental results with initial repeatability tests 
presented in Section 4.9 it has been discussed how the changes in heat flow 
observed as a result of insulation are of a magnitude that enables them to be 
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confidently distinguished from variation that has been seen as a result of 
experimental noise. 
Through the experimental results presented, it has been possible to confidently 
show that the installation of a low thermal conductivity insert has the potential to 
reduce the heat flow from the lubricant to the surrounding metal structure. 
Moreover, the insulating effect can be further enhanced by increasing the contact 
resistance between the insulating insert and the surrounding metal structure. It has 
been seen that even slight variations in the fit between the insert and the test 
specimen can have a significant effect on the contact resistance and dominate the 
thermal conductivity benefits (e.g. the tighter clearance of the sintered Nylon insert 
relative to the standard Nylon 12 insert). This presents a significant challenge when 
attempting to implement such technology into a full I.C. engine as there is a need to 
maintain tight tolerances to ensure reliability in the engine. However, in order to 
achieve the greatest benefit in reducing thermal losses from the lubricant, there is a 
need to ensure that as large a clearance as possible is facilitated between the 
insulating insert and surrounding metal. Critically, such a clearance must also be 
repeatable to ensure that the intended improvement is achieved. 
In order to best summarise the findings, Figure 5.17 presents the average heat flux 
to the test block specimen for the different designs of insulating inserts. To ensure 
such a comparison is valid, the cumulative energy transferred to the test block from 
the lubricant was compared at 10408 seconds into each test and divided by the test 
duration to provide an average heat flux.  
It can be seen that in the uninsulated scenario tested in this work, the average heat 
flux from the lubricant to the specimen is 127 W and that the most effective 
insulator (the stepped Nylon 12 insert) can reduce this to 53 W. It can also be seen 
that the addition of a 0.5 mm air gap to both the Nylon 12 and aluminium inserts has 
a further positive effect on the heat flux to the specimen. In the case of the Nylon 
insert, the average heat flux is reduced by 16% from 64 W to 53 W while the 
aluminium insert is reduced by 17 % from 92 W to 76 W. This, combined with the 
ability to reduce the benefit of installing an insert into the gallery by applying a 
thermal contact paste has established that the interface alone, between the 
surrounding metal and insert, is a highly effective insulating mechanism.  
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Figure 5.17: Average heat flux from the lubricant to the test block specimen over the duration of 
10408 seconds on the oil flow rig for a 100 mm outer diameter specimen with different insulating 
inserts when the heater power was controlled at 1200 W and the lubricant flow rate set to 10 l min
-
1 
In discussing the architecture and characteristics of the rig, it has been highlighted at 
length that the lubricant temperature is largely insensitive to the size and 
composition of the test block specimen structure. In highlighting the effect of 
insulating against thermal masses of different size, Section 5.2.1.1 presented a 
methodology that enabled a hypothetical accelerated lubricant heating rate to be 
calculated based on the reduced energy flow to the test block specimen. The 
methodology assumes that, for a given insulation method, the difference in energy 
transferred to the specimen, relative to the uninsulated baseline scenario, is all 
retained in the lubricant and therefore results in a higher lubricant heating rate.  
The results, presented in Table 5.2, Indicate that the percentage of heat input that 
can be retained as a result of lubricant gallery insulation can be increased from 124 
W, i.e. 10 % of the total heater power to 197 W (16% of the total heater power). This 
is achieved by combining a high contact resistance and low thermal conductivity 
material. In carrying out this work, the desires of OEMs must be considered. The use 
of a metallic insert that does not present any concerns with regard to creep and 
relaxation over time is potentially a more appealing option for implementing at a 
production level. If one attempts to maximise the contact resistance, the results 
show that the theoretical maximum lubricant heating rate could be increased by 
13% from 157 W to 177 W.  
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Table 5.2: Potential improvements to lubricant heating rate as a result of insulation when a 100 mm 
outer diameter specimen is installed and the heater power and lubricant flow rate are controlled at 
1200 W and 10 l min
-1
 respectively 
Specimen 
Average 
heating 
rate of 
lubricant 
(W) 
Average 
heat flux 
from the 
lubricant 
to the 
specimen 
(W) 
Assumed 
potential 
lubricant 
heating 
rate 
(W) 
2 mm thick stepped Nylon 12 (0.5 mm 
Gap) 124 53 197 
2 mm thick plain Nylon 12 123 64 186 
2 mm thick stepped aluminium (0.5 mm 
Gap) 126 76 177 
2 mm thick drilled aluminium 124 80 170 
2 mm thick plain aluminium  122 92 157 
Uninsulated 124 127 124 
 
5.10 Conclusion 
The work presented in this chapter has, through a broad range of experimental tests, 
characterised the transient process of engine lubricant heating and the effect of the 
surrounding metal structure on this heating.  
It has been quantifiably observed that the use of insulating inserts in engine oil 
galleries has the capability to reduce the heat flux from the lubricant to the 
surrounding metal by as much as 60% depending on the system being utilised. 
The insulating mechanism has been found to be a combination of two physical 
phenomena. In the first instance, the insertion of low thermal conductivity materials 
into the engine gallery bore wall does undoubtedly reduce the heat flow from the 
lubricant to the surrounding metal structure. However, a critical observation has 
been the importance of contact resistances to the heat transfer from the lubricant to 
the specimen. Results presented in this chapter saw the insertion of a 2 mm thick 
drawn aluminium tube into  the 100 mm outer diameter test block specimen reduce 
the average heat flow to the lubricant by 27% relative to the uninsulated baseline 
from 127 W to 92 W. Such a change can only have been as a result of the 
introduction of the contact resistance given that the thermal masses of the two 
cases are virtually identical owing to the insert being manufactured from the same 
material as the test block specimen If the contact resistance was purposefully 
increased by machining a 0.5 mm air gap into the outer diameter of the specimen, 
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the reduction in heat flow increased to 40%, resulting in an average heat flux from 
the lubricant to the specimen of 76 W. Moreover, it has been shown that the effect 
of the contact resistance is dominant over any change in heat flow that may be as a 
result of changes in the bore surface roughness. When utilising a plain aluminium 
insert of the same dimensions as the drawn tube but with a drilled bore, the heat 
flow from the lubricant to the test block specimen decreased from 92 W with the 
drawn aluminium to 80 W with the drilled aluminium insert (a decrease of 13%). 
Were surface roughness effects dominant one would have expected the rougher 
drilled bore to increase the heat flow from the lubricant to the test block specimen. 
The most effective combination utilised both a high contact resistance and a low 
thermal conductivity material by using a 2 mm thick Nylon 12 tube with a 0.5 mm air 
gap machined into the outer surface. This achieved a 58% reduction in the heat flow, 
resulting in an average heat flux of 53 W, compared to 127 W in the uninsulated 
scenario.  
Through the experimental results, it has also been observed that during the transient 
regime the application of insulation to engine oil galleries has a greater benefit when 
insulating against larger thermal masses. When comparing an uninsulated specimen 
of 40 mm outer diameter and 100 mm outer diameter specimen, one saw that over 
a test of equal length, the average heat flux from the lubricant to the specimen was 
124 W in the case of the 100 mm outer diameter specimen and 39 W in the case of 
the 40 mm outer diameter specimen. When a 2 mm thick plain Nylon 12 insert was 
installed in both specimens, the average heat flux from the lubricant to the specimen 
reduced from 124 W to 54 W (a reduction of 76 %) while the 40 mm outer diameter 
specimen reduced from 39 W to 29 W (a reduction 34 %). 
By comparison, when external insulation was applied to the test block specimens, 
one could see negligible change between the bulk specimen temperatures during 
warm-up or cool down as a result of the external insulation. The outer surface 
temperature was seen to peak at a lower value than the uninsulated counterparts 
but during cool down, quickly converged on the uninsulated results. 
The results therefore indicate that the most effective insulating strategy is to 
insulate regions of high thermal mass (i.e. thick wall castings) and that wherever 
possible, to use a combination of the lowest thermal conductivity and highest 
contact resistance that the operating conditions will allow. However, for such an 
approach to yield meaningful benefits in the efficiency of an I.C. engine there is a 
need to apply insulation to the lubricant circuit in a way that is applied to the most 
appropriate regions of the engine lubricant circuit. As was detailed in Section 1.5.1.2 
(Figure 1.18) there are regions of the engine where the lubricant increases in 
temperature as a result of heat exchange with other engine components and one 
must therefore only insulate regions where thermal losses are observed. An 
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associated challenge of implementing insulation in regions of the engine that are the 
most desirable is developing an installation or application method that is feasible to 
use in regions of the engine that are difficult to access. The concept of installing an 
insulating insert in the same manner that has been used on the oil flow rig is 
applicable to regions of the engine such as the main oil gallery as the drilling is 
straight and there is good access from both ends of the engine block. However in the 
case of bearing feed galleries or the galleries to the valve train and return galleries 
(see Figure 1.17), the cast geometry is far more complex and such an approach 
would not be viable. There is therefore clear scope for further work to develop a 
method of installing thermal insulation to the lubricant circuit of an I.C. engine in 
regions of limited access.  
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6 Development of the oil flow rig theoretical 
simulation model 
6.1 Introduction 
Through the experimental work conducted on the oil flow rig, it has been seen that 
the incorporation of insulation has a significant impact on the thermal behaviour of 
the test block specimen. The scope of the experimental work has been broad and 
allowed significant physical parameters, such as the presence of a contact resistance, 
to be identified. However, a well correlated theoretical model of the heat transfer 
between the lubricant and the test block specimen allows for further investigative 
work to be carried out beyond the physical limitations of the rig.  
The lubricant temperature within the test block specimen and the specimen 
temperatures are fundamental to any theoretical or experimental work. It was 
established in Chapter 3 that the remaining rig architecture is of limited interest in 
the investigation of oilway insulation. However, the supporting hardware on the rig 
such as the tank, filters and pump are significant in affecting the thermal behaviour 
of the lubricant and specimen owing to the large thermal inertia associated with the 
components. Hence, this chapter details the underlying physical principals of the 
model, how the specific dynamics of the rig are incorporated into any assumptions 
and the subsequent validation with experimental data. This model focuses on the 
heat transfer between the lubricant and the test block specimen and does not 
explicitly model heat transfer to the remaining rig structure. Through the use of the 
model, it is intended to be able to carry out parametric studies into the effects of 
different physical parameters on heat transfer between the specimen and the 
lubricant. Whereas a change in material on the experimental rig would result in 
multiple properties changing, the model enables properties to be varied 
independently of each other (e.g. specific heat capacity and thermal conductivity) 
while also simulating the combined effects of using different materials, both as 
insulators and test block materials. The model will also facilitate the effect of 
variations in flow parameters to be investigated. 
6.2 Modelling methodology 
To simulate the rig discussed in in Chapter 3  W Chapter 5, a mathematical finite 
difference model was constructed (the flow chart of the model structure is available 
in Appendix D). Figure 6.1 shows a schematic section through the longitudinal length 
of the specimen and how the lubricant temperatures along the length of the 
specimen are discretised and linked to the bulk lubricant temperature in the 
tank,்ܶ௔௡௞. Figure 6.2 shows the nodal setup through the radial thickness of the 
specimen. One can see in Figure 6.1 and Figure 6.2 that the model has only explicitly 
modelled temperatures for the following variables: 
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x The lubricant along the length of the test block specimen. 
x The temperature of the specimen through the radial thickness. 
x An additional node, ௧ܶ௔௡௞ , to simulate the bulk lubricant temperature in the 
tank 
Such an approach was taken to aid the subsequent tuning process of the model to 
experimental data. Relative to the physical rig, the model does not explicitly model 
significant thermal masses including the pump, tank and oil filters. The approach 
developed has minimised unknowns and has utilised experimental temperature data 
to select appropriate heat transfer coefficient correlations from the literature. The 
experimental temperature data, combined with heat transfer coefficients has 
enabled thĞ ŵŽĚĞů ƚŽ ŝŶĐŽƌƉŽƌĂƚĞ ĂŶ ĞŵƉŝƌŝĐĂů ĨƵŶĐƚŝŽŶ ƚŽ ŵŽĚĞů ƚŚĞ  ‘ĞĨĨĞĐƚŝǀĞ
ƉŽǁĞƌ ?ƐƵƉƉůŝĞĚƚŽƚŚĞsystem. The effective power represents energy that is either: 
x Stored as sensible heat in the lubricant and causes the lubricant temperature 
to rise. 
x Stored as sensible heat in the specimen and causes the specimen 
temperature to rise. 
x Is transferred by convection from the outer surface of the specimen to 
ambient. 
Consequently, by incorporating the effective power of the rig into the simulation, the 
thermal inertia and unknowns of the supporting rig hardware are mitigated. This 
section details the heat transfer equations between nodes through the radial 
thickness of the test block specimen in addition to the modelling of the loss of 
temperature from the lubricant as it traverses the longitudinal length of the 
specimen. The combination of these two mechanisms and incorporation of the 
effective power to account for the thermal inertia of the supporting rig hardware 
enables the model to simulate the heating of engine lubricant in a rig test 
environment. 
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Figure 6.1: Schematic lubricant nodal structure along the longitudinal length of the test block 
specimen in the theoretical model 
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Figure 6.2: Radial nodal arrangement from the oil pipe centre 
6.2.1 Distance step 
The model incorporates a lubricant tank with a fixed volume of lubricant and a 
lubricant volumetric flow rate. The lubricant is modelled to enter the test block 
specimen at an input temperature of ௜ܶ௡௟௘௧. Assuming the block to be cooler than the 
lubricant, the lubricant loses heat to the block as it traverses the length of the 
specimen and, by conservation of energy results in the block temperature rising. For 
the model to work effectively, the nodal distance, ݀ݔ௦௛௢௥௧, needs calculating and is a 
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function of the time step, internal bore cross sectional area and lubricant density. 
The time step is governed by the need to match a stability criterion provided by the 
nodal equations discussed in Section 6.3 and is subsequently used to calculate the 
nodal distance as shown in Equation 6.1. ݀ݔ௦௛௢௥௧ ൌ ሶ݉ ௢௜௟ߜݐߨݎ௔ଶߩ௢௜௟  
Equation 6.1: Oilway nodal length dependency on oil mass flow rate, cross sectional area, density 
and time step 
A key assumption within the model structure is that within any time step, the control 
volume of lubricant along the length ݀ݔ௦௛௢௥௧ is entirely replaced. Consequently, 
depending on the time step required to meet stability demands, the lubricant within 
the test block specimen is discretised into cells. The number of cells required is 
defined in Equation 6.2. ܮ݋݊݃݅ݐ݈݀݅݊ܽݏݐ݁݌ݏ ൌ  ݀ݔ݀ݔ௦௛௢௥௧ 
Equation 6.2: Longitudinal steps required as a function of distance step 
With the parameter ݀ݔ௦௛௢௥௧ determined each individual longitudinal cell can be 
subject to its own energy balance. 
6.2.2 Node Tx, Tx+1,Tx+2 , Toutlet 
The number of longitudinal steps is a function of the specimen length and model 
time step. As such, the number of nodes depicted in Figure 6.1 is illustrative only; 
however the approach taken is the same along the length of the specimen. 
As the lubricant flows through the test block specimen, the only means of the 
lubricant losing thermal energy, and thus reducing temperature, is by convection to 
the bore wall of ݎ௜௡௡௘௥. Taking ௜ܶ௡௟௘௧  as an example, the energy lost from the 
lubricant across a length ݀ݔ௦௛௢௥௧, is defined as ܳ௕௟௢௖௞ ൌ ݄௢௜௟݀ݔ௦௛௢௥௧ ?ߨݎ௜௡௡௘௥ߜݐሺ ௜ܶ௡௟௘௧௡ െ ܶ௜௡௡௘௥௡ିଵ ሻ 
Equation 6.3: Heat flow to the block from the oil 
The associated temperature change in the lubricant at the node of interest as a 
result of the energy lost to the block, ܳ஻௟௢௖௞ ǡ  is defined as: 
௫ܶ௡ ൌ ௜ܶ௡௟௘௧௡ െ ܳ௕௟௢௖௞ ሶ݉ ௢௜௟ ܥ௣௢௜௟ߜݐ 
Equation 6.4: Derivation of oil flow node temperature as a function of the preceding flow node 
temperature  
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Equation 6.4 is subsequently repeated along the length of the specimen, taking the 
temperature of the upstream lubricant node, ௫ܶିଵ௡ , and calculating the new 
temperature as a function of the heat flux to the bore wall temperature at the 
previous time step, ௜ܶ௡௡௘௥௡ିଵ . Given that in this work, the specimen is being heated by 
the lubricant, the lubricant leaves the test block specimen at a temperature ௢ܶ௨௧௟௘௧  
that is lower than ௜ܶ௡௟௘௧. 
The average temperature of the lubricant in the node, ௔ܶ௩௘௥௔௚௘  is used to determine 
the temperature differential between the lubricant in the specimen and the test 
block specimen. Having established in Section 4.2 that the temperature differential 
between the test block specimen and lubricant is constant along the length of the 
test block specimen, this therefore is a valid log mean temperature differential ሺȟ ௟ܶ௠ሻ. ௔ܶ௩௘௥௔௚௘  is taken as the average of lubricant temperatures along the length 
of the test block specimen at a given time step, as shown in Figure 6.1. 
The heat input rate over the length of the test block specimen is therefore given by: ܳ௕௟௢௖௞ሶ ൌ ݄௢௜௟݀ݔ ?ߨݎ௜௡௡௘௥ ሺ ௔ܶ௩௘௥௔௚௘௡ െ ௜ܶ௡௡௘௥௡ ሻ 
Equation 6.5: Heat flow to the block from the lubricant 
It should be noted here that Equation 6.5 has a sign convention whereby a positive 
heat flow is one that flows from the lubricant to the test block specimen. 
6.2.3 Node Ttank 
The tank in this model has been modelled as being a perfectly insulated block and 
therefore has no convective heat transfer mechanism built into it. Instead, the 
effective power that was referred to in Section 6.2 accounts for such losses. The 
quantification and validation of the effective power is discussed in greater detail in 
Section 6.4. The change in energy of the lubricant in the tank is a function of the tank 
lubricant temperature at two separate time steps:  ? ௧ܳ௔௡௞ ൌ  ݉௢௜௟௧௔௡௞ܥ௣௢௜௟ ሺ ௧ܶ௔௡௞௡ െ ௧ܶ௔௡௞௡ିଵ ሻ 
The energy input into the rig and lubricant is provided by the immersion heater and 
for a given time step is given by ܪ݁ܽݐܫ݊݌ݑݐ ൌ ௜ܳ௡ߜݐ 
The bulk lubricant temperature in the tank is effectively reduced by cooled lubricant 
returning to the tank. The effective heat lost by the lubricant in the tank as a result 
of this is given by: ሶ݉ ௢௜௟ߜݐܥ௣௢௜௟ሺ ௢ܶ௨௧௟௘௧௡ െ ௧ܶ௔௡௞௡ିଵ ሻ 
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Equating the change in overall energy of the tank lubricant with the summation of 
the energy inputs gives: ݉௢௜௟௧௔௡௞ ܥ௣௢௜௟ሺ ௧ܶ௔௡௞௡ െ ௧ܶ௔௡௞௡ିଵ ሻ ൌ ሶ݉ ௢௜௟ܥ݌௢௜௟ ߜݐሺ ௢ܶ௨௧௟௘௧௡ െ ௧ܶ௔௡௞௡ିଵ ሻ ൅ ܳ௜௡ߜݐ 
A final re-arrangement gives: ்ܶ௔௡௞௡ ൌ ்ܶ௔௡௞௡ିଵ ൬ ? െ ሶ݉ ௢௜௟ߜݐ݉௢௜௟௧௔௡௞൰ ൅ ଶܶே ቆ ݉௢ప௟ߜݐሶ݉௢௜௟௧௔௡௞ቇ ൅ ܳ௜௡ߜݐ݉௢௜௟௧௔௡௞ܥ݌௢௜௟  
Equation 6.6: Nodal equation for node ࢀࢀࢇ࢔࢑  
Using such an approach, the inlet temperature to the test block specimen, ௜ܶ௡௟௘௧, is 
assumed to be the same as the tank lubricant temperature, ௧ܶ௔௡௞ , owing to the 
effective power being used to reduce the lubricant warm-up rate.  
6.2.4 Variation of ࢎ࢕࢏࢒ with temperature 
6.2.4.1 Reynolds Number effects 
A key variable within the model is the selection of an appropriate value of the 
parameter ݄௢௜௟. While the emphasis of this work is not a detailed study of the fluid 
mechanics of engine lubricant, it must be acknowledged that the convective heat 
transfer mechanism from the lubricant to the test block specimen is dependent on a 
range of fluid mechanics factors. The value of heat transfer coefficient is known to 
be dependent on: 
x Hydraulic diameter and length. 
x Fluid properties, most noticeably viscosity and density. 
x Flow velocity. 
The use of engine lubricants makes this issue ever more significant owing to the 
ůƵďƌŝĐĂŶƚ ?ƐƚĞŵƉĞƌĂƚƵƌĞƐĞŶƐŝƚŝǀŝƚǇŝŶƌĞůĂƚŝŽŶƚŽǀŝƐĐŽƐŝƚǇ ?ĂƐǁĂƐƐŚŽǁŶŝŶŚĂƉƚĞƌ 3 
(Section 3.4). A fundamental parameter to be considered in the selection of an 
appropriate ݄௢௜௟  is that of the Reynolds Number. The Reynolds Number, defined in 
Equation 6.7, is the ratio of inertial forces to viscous forces and therefore quantifies 
whether the flow regime is laminar, transitional or fully turbulent. Typically, it is 
accepted that should the Reynolds Number fall below 2000 then the flow is laminar 
and for the flow to be considered fully turbulent, the Reynolds Number needs to be 
above 10000. However, such boundaries are not absolute and a degree of tolerance 
is allowed in the transition between such regimes. For a given flow rate, the velocity 
of the fluid can be calculated using the internal bore cross sectional area. By 
combining lubricant temperature data from the oil flow rig with the lubricant 
dynamic viscosity data presented in Figure 3.16 of Chapter 3 and the lubricant 
density data presented in Figure 3.14 of Chapter 3 the Reynolds Number can be 
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calculated. Figure 6.3 shows how the Reynolds number changes over time for a 100 
mm outer diameter specimen when 1200 W heat input is applied at the element and 
the flow rate is maintained at 10 l min-1 and 15 l min-1. When looking at Figure 6.3 
one can see the Reynolds Number increases from 140 at the beginning of the test to 
1400 when testing at 10 l min-1 and varies between 180 and 1500 at 15 l min-1. In 
both tests, the period where the pump speed was increasing was omitted. Hence 
there is no variation in the Reynolds Number as a result of a change in flow rate. 
Thus the variation seen is purely an effect of lubricant viscosity and density changing 
with temperature. The Reynolds number remaining below 2000, indicates that the 
flow remains laminar throughout both test cycles, a condition observed in the actual 
engine oil galleries according to the work of Zammit et al. [116]. However, it is 
possible some transition effects will have begun to manifest themselves at the 
higher Reynolds Number.  ܴ݁ ൌ ߩ௟௨௕௥௜௖௔௡௧ ݒܦ௛௬ௗ௥௔௨௟௜௖ߤ௟௨௕௥௜௖௔௡௧ ൌ ݒܦ௛௬ௗ௥௔௨௟௜௖ߥ௟௨௕௥௜௖௔௡௧  
Equation 6.7: Definition of Reynolds Number 
 
Figure 6.3a: Reynolds Number against lubricant temperature for the oil flow rig when flowing at 10 l 
min
-1
 through an uninsulated specimen of 100 mm outer diameter with a 16 mm bore and 1200 W 
constant heat input 
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Figure 6.3b: Reynolds Number against lubricant temperature for the oil flow rig when flowing at 15 
l min
-1
 through an uninsulated specimen of 100 mm outer diameter with a 16 mm bore and 1200 W 
constant heat input 
The quantification of the Reynolds Number in Figure 6.3 suggests that the flow 
regime in the gallery is laminar and is supported by the work of Shayler et al. [39]. 
Hence, any correlation used should focus on correlations based on laminar flow. 
Such an approach would be valid in the instance of fully developed flow; however, 
one has to consider the entry length effects of the test block specimen. At the entry 
and exit of the test block specimen are two clean break fittings (first shown in Figure 
3.12 of Chapter 3) to allow the specimen to be removed from the rig. An 
unavoidable consequence of their presence is the high likelihood to cause some flow 
disturbance and consequently introduce entry length effects into the test block 
specimen. 
The typical entry length for laminar flow is defined in Equation 6.8  [50] and 
represented graphically in Figure 6.4 and it is interesting to observe the increase in 
entry length as the test progresses. This is a result of the Reynolds Number of the 
lubricant increasing and therefore becoming more turbulent. However, the critical 
observation is that the specimen (of 380 mm length) is well within the entry length 
of the flow regime being studied and as such a heat transfer coefficient for fully 
developed laminar flow is not likely to be relevant in this instance. ܮ௛௬ௗ௥௔௨௟௜௖௘௡௧௥௬ ൌ  ?Ǥ ? ?ܴ݁ܦ ܮ௧௛௘௥௠௔௟௘௡௧௥௬ ൌ  ?Ǥ ? ?ܴ݁  ܦ 
Equation 6.8: Definition of entry lengths for laminar flow [50] 
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Figure 6.4a: Thermal  entry length for developing laminar flow using both a 40 mm outer diameter 
and 100 mm outer diameter specimen with 1200 W heater power and 10 l min
-1
 flow rate through a 
16 mm diameter bore 
 
 
Figure 6.4b: Hydraulic  entry length for developing laminar flow using both a 40 mm outer diameter 
and 100 mm outer diameter specimen with 1200 W heater power and 10 l min
-1
 flow rate through a 
16 mm diameter bore 
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From the work presented it can be concluded that the lubricant viscosity reducing as 
the lubricant temperature increases has a significant impact on the Reynolds 
Number at both of the flow rates tested. The Reynolds Number is seen to approach a 
maximum value of 1600 meaning that it is possible the flow is not fully laminar. This, 
together with flow disturbances caused by entry effects at the inlet of the specimen 
would indicate that the flow regime will span both the laminar and transition flow 
regimes.  
6.2.4.2 Selection of ࢎ࢕࢏࢒ correlation 
It is possible to gain an indication of magnitude and trend of the value of ݄௢௜௟ from 
the experimental data. The energy transferred from the lubricant to the specimen is 
either retained in the specimen and causes an increase in the temperature of the 
metal or is transferred to ambient by convection at the outer surface of the 
specimen, as summarised in Equation 6.9. ܳ௦௣௘௖ప௠௘௡ሶ ൌ ݉௦௣௘௖௜௠௘௡ܥ݌௦௣௘௖௜௠௘௡  ? ௦ܶ௣௘௖௜௠௘௡ߜݐ ൅ ݄௢௨௧௘௥  ?ߨݎ௢௨௧௘௥݀ݔሺ ௢ܶ௨௧௘௥െ ௔ܶ௠௕௜௘௡௧ሻ ܳ௦௣௘௖ప௠௘௡ሶ ൌ ݄௢௜௟  ?ߨݎ௜௡௡௘௥݀ݔሺ ௢ܶ௜௟ െ ௜ܶ௡௡௘௥ሻ ݄௢௜௟ ൌ ܳ௦௣௘௖ప௠௘௡ሶ ?ߨݎ௜௡௡௘௥݀ݔሺ ௢ܶ௜௟ െ ௜ܶ௡௡௘௥ሻ 
Equation 6.9: ࢎ࢕࢏࢒ as a function of experimental data 
It should be noted that such a methodology is only valid when considering 
uninsulated specimens as the temperature differential across any insulator would 
give a false indication of the heat transfer coefficient. Across the literature there 
exists a wide range of heat transfer coefficient correlations for use in a range of 
applications. These are summarised, together with their recommended limitations in 
Table 6.1. 
Table 6.1: Range of empirical heat transfer coefficients for internal forced convection 
Name Correlation Remarks Reference 
Sieder and 
Tate laminar 
flow 
ܰݑ ൌ  ?Ǥ ? ?൬ܲ݁ ܦܮ൰ଵ ଷൗ ൬ߤ௕ߤ௪൰଴Ǥଵସ 
 
 [51] 
Sieder and 
Tate turbulent 
flow 
ܰݑ ൌ  ?Ǥ ? ? ?ܲݎଵ ଷൗ ܴ݁଴Ǥ଼ ൬ߤ௕ߤ௪൰଴Ǥଵସ 
 
 [49, 50, 52] 
Dittus and 
Boelter  
ܰݑ ൌ  ?Ǥ ? ? ?ܴ݁଴Ǥ଼ܲݎ୬ 
 
 ൌ  ?Ǥ ?  ൌ  ?Ǥ ? 
 
[49, 50] 
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Name Correlation Remarks Reference 
Nusselt 
Turbulent 
developing 
flow 
ܰݑ ൌ  ?Ǥ ? ? ?ܲݎଵ ଷൗ ܴ݁଴Ǥ଼ ൬൰଴Ǥ଴ହହ 
 
 [13, 52] 
Ghajar and 
Tam laminar 
flow 
 
ܰݑൌ  ?Ǥ ? ?൤൬ܴ݁ܲݎܦܮ൅  ?Ǥ ? ? ?ሺܩݎܲݎሻ଴Ǥ଻ହ൰൨ଵ ଷൗ ൬ߤ௕ߤ௪൰଴Ǥଵସ 
 
 [50] 
Ghajar and 
Tam turbulent 
flow 
 
ܰݑൌ  ?Ǥ ? ? ?ܴ݁଴Ǥ଼ܲݎ଴Ǥଷ଼ହ ቀݔܦቁି଴Ǥ଴଴ହସ ൬ߤ௕ߤ௪൰଴Ǥଵସ 
 
 [50] 
Edwards 
laminar flow ܰݑ ൌ  ?Ǥ ? ?൅  ?Ǥ ? ? ?ቀܦܮቁ ܴ݁ܲݎ ? ൅  ?Ǥ ? ?ቂቀܦܮቁ ܴ݁ܲݎቃଶଷ 
Laminar 
thermal entry 
region 
[50] 
 
In determining the most appropriate heat transfer coefficient, the empirical 
correlations highlighted in Table 6.1 have been calculated using experimental data 
from both a 40 mm and 100 mm outer diameter test specimen without insulation. 
Figure 6.5 shows a comparison of the experimental value of ݄௢௜௟  (calculated using 
Equation 6.9) against a range of empirical correlations at 10 l min-1 flow rate. In all 
instances both the experimental and empirical correlations show a value of ݄௢௜௟  that 
is increasing with temperature; a consequence of the lubricant kinematic viscosity 
reducing and therefore causing the Reynolds Number to increase (see Figure 6.3). 
One can see in both instances the laminar Sieder and Tate, laminar Ghajar and Tam 
and the transition Ghajar and Tam correlations are wholly unrepresentative of the 
experimental trend observed. Given that the Reynolds Number clearly indicates that 
the flow should remain laminar at both 10 l min-1 and 15 l min-1 over the duration of 
the test this is surprising. However, it has already been established that the flow is 
unlikely to be fully developed upon entry to the test block specimen and as a result, 
the flow is likely to be much more mixed than in a fully developed situation. The 
Edwards correlation is intended to be used for developing flow situations and one 
can again see that the correlation with experimental data is poor. The most likely 
cause of such disagreement is the sensitivity of the lubricant viscosity to 
temperature making the viscosity based Reynolds Number term a dominant factor in 
determining the heat transfer coefficient. Similarly, an analysis of the various 
correlations was carried out at the higher 15 l min-1 flow rate using a 100 mm 
uninsulated specimen. Based on the Reynolds Number plot shown in Figure 6.3b, the 
flow should, even at this higher flow rate, remain laminar; albeit with the entry 
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length considerations already considered. When looking at Figure 6.6 one can see 
that the Dittus and Boelter turbulent correlation shows particularly good agreement 
with the experimental data and this was also the correlation that gave the closest 
agreement at 10 l min-1 flow rate. The literature [49, 50] highlights the Sider and Tate 
turbulent correlation to be particularly relevant when applied to fluids with 
temperature dependent viscosity, hence the inclusion of a viscosity term that 
analyses the viscosity at both the bulk fluid and wall temperature. However, this 
particular correlation does not offer an improved performance in any of the 
instances discussed and was hence discounted. In addition, the Sider & Tate 
correlation for turbulent flow is recommended for use only when the Reynolds 
Number is above 10000 [49-51]. This is clearly beyond the scope of the experimental 
work considered. 
 
Figure 6.5a: Comparison ࢎ࢕࢏࢒ values using different correlations and derivations from experimental 
results using a 100 mm outer diameter specimen with a 16 mm bore and 10 l min
-1
 flow rate with 
1200 W element heater power 
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Figure 6.5b: Comparison ࢎ࢕࢏࢒ values using different correlations and derivations from experimental 
results using a 40 mm outer diameter specimen with a 16 mm bore and 10 l min
-1
 flow rate with 
1200 W element heater power 
 
Figure 6.6: Comparison of ࢎ࢕࢏࢒ values using different correlations and derivations from 
experimental results using a 100 mm outer diameter specimen with a 16 mm bore and 15 l min
-1
 
flow rate with 1200 W element heater power 
It should be noted that the literature accepts that the correlations offer an accuracy 
of between 25% [50] and 40% [49]. With the accepted percentage error of 
correlations so high, the remaining correlations that have not been discounted are 
all within the stated limits of percentage error. Based on this analysis, it was felt that 
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the most appropriate correlation to utilise in the simulation was the Dittus and 
Boelter turbulent correlation, as it was, without exception, the correlation that 
provided values closest to the experimental data. It is accepted that the Dittus 
Boelter correlation is recommended for Prandtl Numbers from 0.7 [49-51] with a 
maximum of 160 [50] whereas the experimental results present values of 1000 - 125. 
That said, owing to the Prandtl Number being a function of the dynamic viscosity, 
the Prandtl number falls very quickly, resulting in it being in the range of interest for 
over 50% of the experimental test duration. 
6.2.5 Derivation of outer surface heat transfer coefficient 
The convective heat transfer coefficient of the outer surface of the test block 
specimen is calculated in the model using a Nusselt correlation of the form: ܰݑ ൌ ݄݇ܦ 
Where  ݄ ൌConvective heat transfer coefficient(W m-2 K-1) 
  ܦ ൌCharacteristic length (in this case the outer diameter) (m) 
  ݇ ൌThe thermal conductivity of the fluid (W m-1 K-1) 
Equation 6.10: Nusselt correlation for convective heat transfer coefficients [50-52]. 
For a horizontal cylinder with only natural convection, the Nusselt number is defined 
as: 
ܰݑ ൌ
ۉۈۈ
ۈۇ ?Ǥ ? ൅  ?Ǥ ? ? ?ܴܽଵ ଺ൗ൥ ? ൅ ቀ ?Ǥ ? ? ?ܲݎ ቁ ଽଵ଺൩଼ ଶ଻ൗ یۋۋ
ۋۊ
ଶ
 
Where: ܴܽ ൌ ܴܽݕ݈݄݁݅݃ܰݑܾ݉݁ݎ ൌ  ௚ఉሺ்ೞೠೝ೑ೌ೎೐ି்ೌ೘್೔೐೙೟ሻ஽య௉௥జమ     
  ܲݎ ൌ ܲݎܽ݊݀ݐ݈ܰݑܾ݉݁ݎ ൌ ஼௣ఓ௞   
Equation 6.11: Nusselt Number correlation for a horizontal cylinder [50] 
To verify the validity of such a correlation, experimental data were utilised to 
calculate the outer surface convective heat transfer coefficient. The R3 radial 
location temperatures were used as the surface temperatures as it was felt the 
surface temperature readings off the ring mounted thermocouples were too 
sensitive to ambient temperature fluctuations. Figure 6.7 shows plots against time of 
the experimental outer surface heat transfer coefficient showing values between 4.5 
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W m-2 K-1 and 14 W m-2 K-1. This is within the expected range of heat transfer 
coefficient for a natural convection scenario. The subsequent optimisation of the 
external surface Nusselt Number is discussed further in Section 6.5.3. 
 
 
Figure 6.7: Variation of test block specimen outer surface heat transfer coefficient for different 
uninsulated specimens at different heat input rates and flowing at 10 l min
-1
 and a heater power of 
(a) 1200 W and (b) 1800 W 
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6.3 Test block specimen nodes 
In this work, it has been assumed that from a steady state soak temperature, the 
only source of additional thermal energy to heat the test block specimen is the hot 
lubricant. It was observed through the experimental data that there was no 
identifiable temperature gradient along the length of the specimen and 
consequently, a one dimensional radial model has been developed to model heat 
transfer through the radial thickness of the specimen.  
For the one dimensional model to be effectively implemented, the lubricant 
temperature used to provide the temperature differential to the test block specimen 
is calculated as the average of the longitudinal flow nodes at each time step, and is 
defined as ௔ܶ௩௘௥௔௚௘ . 
Within the test block specimen, there exists four possible configurations of nodes: 
x Internal surface node exchanging heat with the lubricant.  
x Internal node exchanging heat by conduction with two neighbouring nodes. 
x External surface node exchanging heat with the ambient air. 
x Internal node at the interface of a material change where an insulator has 
been applied. 
The full derivation of the nodal equation for each node type is provided in Appendix 
B however Table 6.2 summarises the four equations used for the different node 
types when modelling the heat transfer through the radial thickness of the test block 
specimen. 
Table 6.2: Summary table detailing the nodal temperature equations of the four node types used in 
the oil flow rig theoretical model through the radial thickness of the specimen 
Node type Nodal temperature equation 
Internal surface 
node exchanging 
heat with the 
lubricant 
 
௦ܶ௨௥௙௔௖௘௡ ൌ ௦ܶ௨௥௙௔௖௘௡ିଵ ቌ ? െܨ݋௠௘௧௔௟ ൭൬ ? ൅  ?ݎݎ௜௡௡௘௥൰ ൅  ?ݎ ௢݄௜௟݇௠௘௧௔௟ ൱ቍ൅ ܨ݋௠௘௧௔௟ ൬ ? ൅  ?ݎݎ௜௡௡௘௥൰ ௜ܶ௡௡௘௥ାଵ௡ ൅  ?ܨ݋௠௘௧௔௟  ?ݎ ை݄௜௟݇ெ௘௧௔௟ ௢ܶ௜௟௡ିଵ 
 
Internal node 
exchanging heat by 
conduction with 
two neighbouring 
nodes 
 
௜ܶ௡௡௘௥ାଵ௡ ൌ ௜ܶ௡௡௘௥ାଵ௡ିଵ ሺ ? െ  ?ܨ݋௠௘௧௔௟ሻ ൅ ௜ܶ௡௡௘௥௡ିଵ ൭ܨ݋௠௘௧௔௟ ൬ ? െ  ?ݎ ?ݎ௜௡௡௘௥ାଵ൰൱൅ ௜ܶ௡௡௘௥ାଶ௡ିଵ ൭ܨ݋௠௘௧௔௟ ൬ ? ൅  ?ݎ ?ݎ௜௡௡௘௥ାଵ൰൱ 
 
External surface 
node exchanging 
heat with the 
ambient air 
௢ܶ௨௧௘௥௡ ൌ ௢ܶ௨௧௘௥௡ିଵ ቌ ? െܨ݋௠௘௧௔௟ ൭൬ ? െ  ?ݎݎ௢௨௧௘௥൰ ൅  ?ݎ ௢݄௨௧௘௥݇௠௘௧௔௟ ൱ቍ ൅ ܨ݋௠௘௧௔௟ ൬ ? െ  ?ݎݎ௢௨௧௘௥൰ ௢ܶ௨௧௘௥ିଵே൅  ?ܨ݋௠௘௧௔௟ ?ݎ ௢݄௨௧௘௥݇௠௘௧௔௟ ௔ܶ௠௕௜௘௡௧௡ିଵ  
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Node type Nodal temperature equation 
Internal node at 
the interface of a 
material change 
where an insulator 
has been applied 
 
௜ܶ௡௡௘௥௠௘௧௔௟௡ ൌ ௜ܶ௡௡௘௥௠௘௧௔௟௡ିଵ ቌ ? െܨ݋௠௘௧௔௟ ൭൬ ? ൅  ?ݎݎ௜௡௡௘௥௠௘௧௔௟൰ ൅  ?ݎ ௖݄௢௡௧௔௖௧݇௠௘௧௔௟ ൱ቍ൅ ܨ݋௠௘௧௔௟ ൬ ? ൅  ?ݎݎ௜௡௡௘௥௠௘௧௔௟ ൰ ௜ܶ௡௡௘௥௠௘௧௔௟ାଵ௡൅  ?ܨ݋௠௘௧௔௟  ?ݎ ௖݄௢௡௧௔௖௧݇௠௘௧௔௟ ௢ܶ௨௧௘௥௣௢௟௬௠௘௥௡ିଵ  
 
In testing and correlating the model, the baseline material properties of the nodes in 
the test block specimen were assumed to be the same as those discussed in Chapter 
3 and are provided again below in Table 6.3 for reference. However further 
investigative work into the effect of the change in aluminium thermal properties 
between different grades of alloy and the effect of changes in Nylon thermal 
properties as a result of supplier variation, different grades of Nylon and 
temperature effects are discussed further in Chapter 7 (Section 7.2.2). 
Table 6.3: Material properties used through the modelling work 
Property Aluminium 6082 T6  Nylon 12 [57] 
Density (kg m-3) 2690 [93] 1015 
Thermal conductivity (W m-1 K-1) 193 [93] 0.26 
Specific heat capacity (J kg-1 K-1) 900 [57] 1760 
6.4 Specimen effective power in 
The power supplied to the oil flow rig is controlled at the heating element. 
Depending on the test being conducted, this was typically set to a constant 1200 W 
or 1800 W using the heater control system. Such values were used to reflect typical 
 ‘ŚĞĂƚƚŽůƵďƌŝĐĂŶƚĨŝŐƵƌĞƐ ?ĨƌŽŵƚŚĞůŝƚĞƌĂƚƵƌĞ[20, 25]. The rig is effectively an open 
system with electrical energy input via the immersion heater, as shown in Figure 6.8. 
However, in simulating the rig, it must be remembered that only a small percentage 
of the total energy input to the rig will be retained in the lubricant or conducted to 
the specimen. Indeed the energy input to the rig has a range of possible 
destinations:  
(a) Be retained as sensible heat in the rig architecture (observed through an 
increase in the temperature of rig hardware). 
(b) Be transferred to the ambient air via the outer surface of the rig hardware. 
(c) Be retained as sensible heat in the lubricant (observed through an increase in 
the temperature of the lubricant). 
(d) Transferred to and retained as sensible heat in the test block specimen. 
(e) Transferred to ambient air via the outer surface of the test block specimen. 
The heating of the supporting rig was of limited experimental interest and the focus 
of the experimental work was on the heating process of the lubricant and test block 
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specimen. Consequently, detailed experimental temperature data are only available 
for the test block specimen and the lubricant and hence only the latter three 
destinations listed above are measurable. It is energy that is transferred to these 
ĚĞƐƚŝŶĂƚŝŽŶƐ ƚŚĂƚ ŝƐ ĐŽůůĞĐƚŝǀĞůǇ ƚĞƌŵĞĚ ƚŚĞ  ‘ĞĨĨĞĐƚŝǀĞ ƉŽǁĞƌ ? ?dŚƵƐ ? ƚŚĞ ĐƵŵƵůĂƚŝǀĞ
effective energy input to the rig (the integral of the  ‘ĞĨĨĞĐƚŝǀĞ ƉŽǁĞƌ ?ŽǀĞƌ ƚŝŵĞ ) ŝƐ
given by Equation 6.12 and can be calculated using experimental data.  
න ݉௟௨௕௥௜௖௔௡௧ ܥ݌௟௨௕௥௜௖௔௡௧  ? ௟ܶ௨௕௥௜௖௔௡௧݀ݐ௧଴ ൅ න ݉௦௣௘௖௜௠௘௡ܥ݌௠௘௧௔௟  ? ௦ܶ௣௘௖௜௠௘௡݀ݐ௧଴൅ න ݄௢௨௧௘௥ߨ݀௢௨௧௘௥݀ݔ൫ ௢ܶ௨௧௘௥௦௨௥௙௔௖௘ െ ௔ܶ௠௕௜௘௡௧൯݀ݐ௧଴  
Equation 6.12: Total effective energy input to the rig 
AC
Energy transferred to 
ambient from specimen
energy transferred to 
ambient from 
remainder of rig
system boundary
 
Figure 6.8: Schematic rig diagram showing system boundaries and possible energy throughput 
routes 
It was discussed earlier in the thesis how the lubricant temperature profile, for a 
given heater power, is insensitive to changes in the specimen size and composition 
but that the specimen temperature does vary significantly (Figure 4.4 and Figure 4.6 
of Chapter 4). The variation in specimen size alone, without any insulation effect was 
seen to increase the peak temperature of the specimen from 89 °C in the case of the 
100 mm outer diameter specimen to 100 °C in the case of the 40 mm outer diameter 
specimen (for a heater power of 1200 W). 
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If one refers back to Equation 6.12, it can be seen that, owing to the lubricant 
temperature profiles being almost identical, the total energy input to the lubricant is 
very similar between tests. However the energy transferred to the specimen, and 
from the specimen to ambient, will vary owing to differences in the thermal mass 
and external convective heat transfer area of the specimens. By processing the data 
from a range of tests of differing heater element and specimens the effective power 
can be calculated across the time frame of the test. Thus, if one refers back to 
Equation 6.12, by taking the temperature differentials at set intervals of time from 
experimental data, the variation in effective power for each of the terms in Equation 
6.12 can be calculated. The fill volume of the lubricant is known, as is the 
temperature of the lubricant (from experimental data) and therefore the mass of the 
lubricant at any instant in time can be calculated using the temperature dependent 
density data in Figure 3.14. If one takes the lubricant temperature from two nominal 
points in time, then it is possible to calculate the increase in energy stored in the 
lubricant (using the specific heat capacity data presented in Figure 3.15) and to 
therefore calculate the average heating rate of the lubricant over the time interval. 
In addition, the cross sectional area of the gallery bore is known and, with the 
lubricant flow rate controlled, the lubricant velocity, and as a result ݄௢௜௟ , can be 
determined. Similarly, the temperature and mass of the test block specimen is 
known and one can therefore, taking the difference in temperature of the specimen 
at two points in time ( ? ௦ܶ௣௘௖௜௠௘௡) and the specific heat capacity data for aluminium 
(Table 6.3 [93]), calculate the average heating rate of the specimen. The final term in 
in Equation 6.12 is calculated by means of the external surface temperature of the 
specimen being known and this therefore enables Equation 6.10 and Equation 6.11 
to be used to calculate an average heat transfer coefficient and hence calculate the 
average heat flux to ambient over a given time interval. The time interval chosen 
when using this methodology was 100 second intervals and therefore gave 
sufficiently high increments in temperature between sampling points to remove any 
noise in the signals from the thermocouples. The overall trend observed is one of the 
effective power supplied to the rig decreasing as the specimen and lubricant 
temperature increase and the contribution of each of the individual components 
that make up the effective power is assessed further in Section 6.4.1.1. However, 
using this approach has demonstrated dramatic changes in the effective power to 
the rig over a test as a result of varying the specimen geometry and composition. 
6.4.1 Variation of effective power with specimen size and 
structure 
As was first detailed at the beginning of Section 6.4, the effective power is the 
combined rate of transfer of energy that raises the test block specimen temperature 
and the lubricant temperature together with instantaneous heat flux from the outer 
surface of the test block specimen to the ambient. Figure 6.9 shows the observed 
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effective power into the rig against lubricant temperature for both a 100 mm and 40 
mm outer diameter uninsulated specimen with 1200 W and 1800 W heater element 
powers. Comparatively, Figure 6.10 plots the effective power for a 100 mm and a 40 
mm outer diameter specimen insulated with a 2 mm thick Nylon 12 insert. The plots 
present data from a point 200 seconds after the heater element was activated and 
hence removes uncertainty about whether the heater element had equilibrated and 
ensures that the flow rate was at a steady state value. In the case of Figure 6.10 it 
should be highlighted that the effective power presented, neglects the energy 
required to heat the Nylon 12 insert owing to there being no temperature readings 
through the thickness of the insert. 
 
Figure 6.9a: Effective rig power supplied to the lubricant and specimen for both 40 mm and 100 mm 
outer diameter uninsulated test block specimens with the first 200 seconds of data omitted and 
plotted against average lubricant temperature when the flow rate is controlled at 10 l min
-1
 and the 
heater input is set to 1200 W   
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Figure 6.9b: Effective rig power supplied to the lubricant and specimen for both 40 mm and 100 mm 
outer diameter uninsulated test block specimens with the first 200 seconds of data omitted and 
plotted against average lubricant temperature when the flow rate is controlled at 10 l min
-1
 and the 
heater input is set to 1800 W 
 
Figure 6.10: Effective rig power supplied to the lubricant and specimen for both 40 mm and 100 mm 
outer diameter test block specimens insulated with 2 mm thick Nylon 12 plotted against average 
lubricant temperature when the flow rate is controlled at 10 l min
-1
 and the heater input is set to 
1200 W 
When considering the uninsulated specimens both Figure 6.9a and Figure 6.9b 
highlight the same trends. Most noticeably, the peak effective power in both 
instances is much lower than that of the element power. In the case of the scenario 
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where 1200 W heater power is supplied to a 40 mm outer diameter specimen, the 
peak effective power is only 50% of the heater power, at 600 W. Similarly when 
applying 1800 W, both specimens demonstrated effective powers of between 820 W 
and 860 W which is only 46% and 47% of the element heater power. A key 
observation in both Figure 6.9a and Figure 6.9b is the way in which the two 
specimen sizes diverge at higher lubricant temperatures with the larger 100 mm 
outer diameter specimen remaining higher. Such an occurrence is a result of the 100 
mm outer diameter specimen having a surface area that is 2.5 times greater than the 
40 mm outer diameter specimen. However, the larger thermal mass of the 100 mm 
outer diameter specimen also increases the effective power, but has implications on 
the temperature differential, and subsequent heat flux, between the test block 
specimen and ambient. Such factors are discussed in greater detail in Section 6.4.1.1. 
While it has been highlighted at length that the energy flows to the test block 
specimen are only a small fraction of the total energy input to the rig (between 2% 
and 4 % based on the results shown in Table 5.1), the effective power eliminates the 
effect of the supporting hardware of the rig and enables closer examination of the 
differing transient dynamics of test block specimens of differing sizes.  
When studying Figure 6.9a Figure 6.9b one can see that there are small oscillations 
in the trend lines that can be attributed to noise in the experimental data. However 
in Figure 6.9a one can see a significant decrease in effective power at approximately 
40 °C before the calculated effective power rises again while a noticeable increase in 
effective power is observed at approximately 65 °C in Figure 6.9b. While these 
features are greater in magnitude than the surrounding experimental noise, it is not 
felt that the magnitude or direction of such features warrant further investigation. 
While it is noted that Figure 6.9a features an increase in effective power and Figure 
6.9b features a decrease in effective power it is felt that the features are most likely 
experimental artefacts and are a result of the external surface heat flux increasing in 
significance rather than a physical phenomenon worthy of investigation.  
The insulated results in Figure 6.10 show that the peak effective power is, relative to 
that of the heater element power, reduced in both instances with 680 W peak power 
being input for the 40 mm outer diameter specimen and 620 W for the 100 mm 
outer diameter specimen. A key observation to be made is the much closer trend of 
the two between specimen sizes, relative to the uninsulated profiles being plotted 
against lubricant temperature (Figure 6.9). Owing to the presence of the insulation, 
the specimen has become less closely coupled to the rest of the oil flow rig. 
Consequently, the composition of the rig between the two experiments is now 
effectively very similar (i.e. the test block specimen is essentially a 2 mm thick Nylon 
tube in both instances, particularly in the early regime of any tests). The heating of 
the aluminium test block specimen in response to lubricant heating is therefore 
delayed. Were the lubricant temperatures to be elevated further, it would be 
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expected that the two profiles would diverge at higher temperatures once the 
thermal inertia and surface area effects of the two specimens could manifest 
themselves. 
In both the uninsulated and insulated scenarios, a key contributor to the low 
effective power to the element electrical power will be the large cooling effect of the 
tank wall on the lubricant temperature. The tank wall is 10 mm thick owing to the 
need to install the heating element and as such is a large thermal mass that will draw 
energy from the lubricant at the source of heat. However, without further 
instrumentation of the tank, it is not possible to individually quantify the exact 
magnitude of the thermal losses that occur at the tank and at other significant 
hardware components (e.g. the pump head and pipe work). 
6.4.1.1 The effect of different heat transfer mechanisms on 
the effective power  
While the insulation reduces the impact of the different specimen sizes on the 
effective power it was seen that the effective power for the uninsulated specimens 
diverged from each other. When looking at the 1200 W scenario, the heat input at 
the end of the test is 180 W for the 100 mm diameter specimen and 120 W for the 
40 mm diameter specimen. Similarly when the 1800 W heater power is applied, the 
effective power at the end of the test is 300 W for the 100 mm outer diameter 
specimen and 220 W for the 40 mm outer diameter specimen. This section seeks to 
explain the interaction of different heat transfer mechanisms during the heating 
process that result in diverging trends. 
The lubricant heating rates, having proven to be so similar between different test 
specimens, is not the source of the divergence. Instead, the divergence is a result of 
the temperature rise of the different specimen designs and the different heat fluxes 
to ambient from the outer surface of the test block specimen (discussed in Chapter 
4, see Figure 4.6). Figure 6.11 shows a breakdown of the instantaneous power 
received and subsequently stored by the specimen as heat (i.e. energy that results in 
the specimen temperature rising) and the instantaneous heat flux to ambient from 
the specimen for the tests shown in Figure 6.9.  
In both instances (40 mm and 100 mm outer diameter) the power absorbed by the 
specimen (not transferred to ambient) initially increases; shown by blue lines in 
Figure 6.11. This occurs owing to the lubricant temperature rising and hence 
increasing the temperature differential (and associated heat flux) between the 
lubricant and specimen. In the initial phases of the test, the specimen temperature 
has not risen relative to ambient and there is therefore no significant heat flow from 
the outer surface (shown in red). Once sufficient energy has been transferred to the 
specimen to raise the specimen temperature, the temperature differential between 
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the lubricant and the specimen starts to reduce (resulting in a reduction in heat flow 
from the lubricant) and also the heat flux to ambient starts to increase. These two 
mechanisms therefore cause the rate of energy stored in the specimen to reduce; in 
a steady state situation this rate of energy storage would be 0 W. Comparatively the 
external surface heat flux continues to increase with specimen temperature as 
both݄௢௨௧௘௥  and the temperature differential between the specimen and ambient  
increase.  
The sum of the instantaneous rate of energy storage in the specimen and the 
instantaneous heat flux to ambient is equal to the effective heat flux leaving the 
lubricant via the specimen and summed with the power required to heat the 
lubricant equates to the effective power of the system. The divergence of the 
effective powers is a result of the differing thermal masses of the two specimen sizes 
(the mass of the 100 mm outer diameter specimen and the 40 mm outer diameter 
specimen are 8.0 kg and 0.96 kg respectively assuming the density of aluminium 
6082 T6 alloy to be 2690 kg m-3). The high thermal conductivity of the specimens 
results in the specimens responding in a lumped capacitance manner meaning that 
the outer surface temperature of the specimen is, to within 0.5 °C, the same 
temperature as the innermost R1 radial location. Consequently, the time frame 
between the start of the test and the onset of the external surface heat transfer to 
ambient is dictated by the thermal mass of the specimen controlling both the rate of 
heat retention in the specimen and the temperature differential to ambient ሺ ோܶଷ െ ௔ܶ௠௕௜௘௡௧ሻ and results in the effective power diverging for the two specimens. 
In addition, the outer surface area of the 100 mm outer diameter specimen being 2.5 
times greater than the 40 mm outer diameter specimen also has an effect on the 
heat flow through the specimen. The combined effects of these different 
mechanisms results in the 100 mm outer diameter specimen power (not including 
the lubricant heating power) being 70% higher than the 40 mm outer diameter 
specimen. Table 6.4 details the relative percentage of the total energy input to the 
rig received by each possible destination. The larger thermal mass of the 100 mm 
outer diameter specimen retains a further 5% more energy than the 40 mm outer 
diameter specimen. Interestingly, if one looks simply at the energy received by the 
specimen, rather than the energy received by the rig, it can be seen that the 40 mm 
outer diameter, even accounting for a reduced convection heat transfer area 
transfers 25% more of this energy to ambient than the 100 mm outer diameter. This 
is owing to the higher temperature differential to ambient discussed earlier in the 
case of the 40 mm outer diameter specimen and the reduced thermal mass of the 
specimen offering a much lower energy storage capability than the larger specimen. 
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Table 6.4: Comparative rig energy balance for the oil flow rig comparing a 100 mm outer diameter 
uninsulated specimen with a 40 mm outer diameter uninsulated specimen when 1200 W heater 
power is input and the flow rate set to 10 l min
-1
 
Specimen 
% of rig 
input to 
specimen 
% of rig 
input 
stored in 
specimen 
% of rig 
input 
transferred 
to ambient 
via 
specimen 
% of rig 
input 
stored in 
lubricant 
% of 
energy  
transferred 
to 
specimen 
lost to 
ambient 
100 mm 
uninsulated 
11% 6% 5% 13% 45% 
40 mm 
uninsulated 
3% 1% 2% 14% 75% 
 
 
Figure 6.11: Instantaneous heat fluxes through the test block specimen plotted against lubricant 
temperature when the heater input power is set to 1200 W and the flow rate controlled at 10 l min
-
1
 for both a 100 mm outer diameter specimen and 40 mm outer diameter specimen  
Through this analysis, it has been comprehensively proven that, while initially 
counter intuitive, particularly with such similar lubricant temperature profiles, the 
effective power supplied to the rig is indeed specimen size dependent. 
Consequently, in using a single function, that is consistent between specimens of 
different size and material composition, to model the effective power supplied to 
the rig it is accepted that an exact correlation between experimental and theoretical 
data will not be possible. It would be expected that the use of single effective power 
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function would result in an overestimate of specimen temperatures in the case of 
the 40 mm outer diameter uninsulated specimen simulations or an underestimate of 
temperatures in the case of the 100 mm outer diameter uninsulated specimens. 
Having proven that the lubricant temperature is an unsatisfactory method of 
characterising this effective power, Section 6.4.2 details the method chosen to 
ŵŽĚĞůƚŚĞƌŝŐ ?ƐĞĨĨĞĐƚŝǀĞƉŽǁĞƌ ?
6.4.2 Selection of transferrable rig power function 
The work presented in Section 6.4.1 has demonstrated how the effective power 
supplied to the test block specimen and lubricant is dependent on specimen size and 
material composition. For the model to serve as an effective tool, the effective 
power supplied to the rig is required to be modelled as a function of a single variable 
that is consistent between specimens of different size and composition. 
The results presented in Figure 6.9 and Figure 6.10 demonstrated that while the 
effective power as a function of lubricant temperature was acceptable in the case of 
the insulated specimens, the profiles deviated too much between uninsulated 
specimens of different sizes. Comparatively, if one used the average specimen 
temperature to characterise the power, improved agreement was found between 
uninsulated specimens of different size. However, the dramatic reduction in 
specimen temperature owing to the insulation resulted in the specimen temperature 
range between insulated and uninsulated specimens being too broad to characterise 
the effective power using a single function for both insulated and uninsulated 
specimens of different sizes.  
The lubricant temperature correlation offered greater stability in the transition from 
uninsulated to insulated specimens while the specimen metal temperature offered 
greater stability when transferring between uninsulated specimens of different sizes. 
Thus, it was felt that the specimen bore temperature was a valid compromise 
between insulated and uninsulated specimens to characterise the heat input. In the 
instance of the uninsulated specimens, this would make negligible difference to 
ƵƐŝŶŐ ƚŚĞ ĂǀĞƌĂŐĞ ƐƉĞĐŝŵĞŶ ƚĞŵƉĞƌĂƚƵƌĞ ŽǁŝŶŐ ƚŽ ƚŚĞ ĂůƵŵŝŶŝƵŵ ?Ɛ ŚŝŐŚ ƚŚĞƌŵĂů
conductivity. However in the case of the insulated scenario, the temperature of the 
inner wall of the polymer tube will be noticeably higher than the aluminium 
temperature. This is a result of both the temperature gradient across the thickness 
of the polymer and also the temperature gradient across the interface of the 
polymer tube and aluminium test block specimen. The difficulty with such an 
approach is the inability to accurately measure the polymer tube temperature on the 
rig due to the installation issues discussed previously.  
Presented in Figure 6.12 is a plot of the observed effective power supplied to the rig 
as a function of the specimen bore temperature. No plot is presented for the 
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insulated scenarios as a result of the instrumentation limitations discussed. 
However, when comparing Figure 6.9 with Figure 6.12 one can see a marked 
improvement in correlation with a reduction in the divergence of the two specimen 
sizes as a result of using the bore wall rather than the lubricant temperature (shown 
in Figure 6.9). This is particularly the case at higher temperatures where the greatest 
concern lay with the lubricant temperature correlation. However, it is worth 
highlighting the apparent divergence of the effective power for the two specimen 
temperatures at low bore wall temperatures (up to 20 °C). Unlike in Figure 6.9 the 
effective power for the 100 mm outer diameter specimen appears to begin by being 
lower than the 40 mm outer diameter specimen before the two trends cross over 
and the 100 mm outer diameter specimen ends the test with the higher effective 
power. There is no physical explanation for such a phenomenon and it is again felt 
that such a feature, and the associated higher magnitude fluctuations on the 100 
mm outer diameter specimen profile, is an experimental artefact.  
The motivation for using the specimen bore wall temperature to model the effective 
power lay in having observed that the specimen metal temperature was too isolated 
from the lubricant to characterise the effective power in insulated scenarios. It was 
therefore concluded that it was desirable to use a variable that did lag the lubricant 
temperature to control the effective power supplied. Thus, having discussed the 
reduced divergence at higher temperatures and discussed the presence of a likely 
experimental artefact present at lower temperatures it is felt that the specimen bore 
wall temperature has shown improved consistency between specimens of different 
size relative to the lubricant temperature correlation. However, it is worth 
considering why the divergence between the two specimens sizes at higher 
temperatures is not eliminated using such an approach. It must be remembered that 
the effective power only accounts for energy that is used to heat either the 
lubricant, the test block specimen or is transferred to ambient from the specimen. 
Thus, for a given bore wall temperature (this being very similar to the external 
surface temperature in the case of the uninsulated specimens) the external heat flux 
to ambient will differ between the two specimen sizes owing to the different 
external heat transfer areas (the 100 mm outer diameter specimen has a heat 
transfer area 2.5 times greater than the 40 mm outer diameter specimen). However, 
the surface temperature of the larger specimen is only 8 °C cooler than the 40 mm 
outer diameter specimen and hence any increase in heat transfer coefficient in the 
case of the 40 mm outer diameter owing to the increased surface temperature, is 
insufficient to counteract the increase in area. Consequently, the heat flux to 
ambient through the specimen will be much higher from the 100 mm outer diameter 
specimen than the 40 mm outer diameter equivalent. It is worth highlighting 
however that, for the same bore wall temperature, the lubricant will be hotter in the 
case of the 100 mm outer diameter specimen than the 40 mm outer diameter 
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specimen and hence the heating power for the lubricant will be reduced in the case 
of the 100 mm outer diameter specimen; a consequence of the lubricant being 
closer to steady state and dissipating more heat to ambient via the rest of the 
supporting rig hardware. However, as is shown in Figure 6.12 the outer surface area 
effects dominate over any difference in lubricant heating rate and hence a 
divergence in trends, albeit reduced relative to the lubricant temperature 
correlation, is still observed. Hence, one would still expect there to be an 
overestimate of specimen temperatures in the case of the 40 mm outer diameter 
uninsulated specimen simulations or an underestimate of temperatures in the case 
of the 100 mm outer diameter uninsulated specimens, as discussed in Section 
6.4.1.1. However, such overshoots would be less than if the lubricant temperature 
was used to characterise the effective power input. 
Consequently, by using the average of the effective powers for both the 100 mm and 
40 mm outer diameter uninsulated specimens, the effective power as a function of 
specimen bore wall temperature, when 1200 W heater power is applied is shown in 
Equation 6.13.   ܳ௘௙௙௘௖௧௜௩௘ ൌ  ? ? ? ?Ǥ ௦ܶ௣௘௖௜௠௘௡௕௢௥௘ି଴Ǥ଼଻ଵ  
Equation 6.13: Effective power as a function of bore wall temperature when heater element power 
is 1200 W 
   
 
Figure 6.12: Effective power plotted against specimen bore wall for different sized uninsulated 
specimens for a lubricant flow rate of 10 l min 
-1
 and a heater input of 1200 W 
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Similarly, when carrying out the same analysis when 1800 W heater power is 
applied, the trend demonstrated in Figure 6.13 was observed. 
 
Figure 6.13: Effective power plotted against specimen bore wall for different sized uninsulated 
specimens for a lubricant flow rate of 10 l min
-1
 and a heater input of 1800 W against bore 
temperature 
Thus the effective power, as a function of the bore wall temperature when the 
heater power is set to 1800 W is shown in Equation 6.14. ܳ௘௙௙௘௖௧௜௩௘ ൌ  ? ? ? ?Ǥ ௦ܶ௣௘௖௜௠௘௡௕௢௥௘ି଴଺ଶ଺  
Equation 6.14: Effective power applied to the oil flow rig when 1800 W heater power is applied 
6.5 Experimental and theoretical correlation results 
Having established the inter-dependence of specimen geometry to the effective 
power supplied to the rig, it is unrealistic to expect a perfect correlation for a 
constant effective power in. However, one would still expect the time frame of the 
rig and simulation to be similar in terms of the rate of change of any temperatures. 
In Section 6.4.1 it was highlighted how the effective power from experimental data 
was appraised from 200 seconds after the heater had been activated to allow the 
power to equilibrate. This raises an issue in comparing the experimental and 
theoretical data. While the element power is still increasing to provide the desired 
power output, it is still heating the lubricant resulting in an offset between the 
lubricant and specimen temperatures at the point that the effective power reaches 
its peak value. Consequently, when comparing the data between the simulation and 
the experimental data, the start point of the simulation is taken to be 200 seconds 
after the heater was activated. Thus one will observe that the lubricant and 
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specimen temperatures commence at different start temperatures. This accounts for 
the increase in lubricant temperatures as a result of churning from the pump and 
any heat applied from the element. 
6.5.1 Baseline correlation results 
6.5.1.1 Uninsulated results 
Figure 6.14 and Figure 6.15  show a comparison between experimental and 
theoretical data for both a 100 mm and 40 mm outer diameter test block specimen. 
It can be seen that that the approach taken has reflected in a reasonable agreement, 
albeit one that demonstrates the limitations of using a consistent effective power 
method between specimens of different size. When looking at the lubricant data, a 
maximum discrepancy between the theoretical and experimental data of 2 °C was 
observed in the case of the 100 mm outer diameter specimen. Similarly, the 
specimen temperature for the 100 mm outer diameter specimen maintains good 
agreement with the experimental data with a maximum deviation of 4 °C. These 
peak discrepancies both occur in the mid-phase of the test and it is important to 
note that the overall trend of the temperatures is reflected well between the 
experimental and theoretical results in this instance. Figure 6.14 shows that at the 
end of the test both the lubricant and specimen temperature show a discrepancy 
between the experimental and theoretical data of less than 1 ° C  and that, as 
predicted the theoretical model underestimates these temperatures relative to the 
experimental data. Thus, the results suggest that the physical mechanisms of heat 
transfer have been well represented by the model, albeit that the accuracy of the 
model is limited by the use of a constant function for the effective power. It can be 
seen, if one refers back to Figure 6.12, that the region where the peak temperature 
overestimate occurs in Figure 6.14 (between 35 °C and 60 °C) coincides with where 
the discrepancy between the average effective power and the effective power for 
the 100 mm outer diameter specimen is at its maximum. The convergence between 
these two effective powers at higher temperatures also coincides with how the 
theoretical and experimental temperatures also converge at higher temperatures    
By comparison, the 40 mm outer diameter specimen demonstrates a maximum 
deviation from the experimental data of 6 °C. This occurs at the end of the test and 
of concern is that this discrepancy is diverging. However, for the majority of the test 
one can see that the 40 mm outer diameter lubricant temperature is within 1 °C of 
the experimental data while the specimen temperature for the 40 mm outer 
diameter specimen maintains good agreement to within 1 °C for the majority of the 
test but deviates in the latter stages. The poorer performance of the 40 mm outer 
diameter specimen at the end of the test is not surprising when one refers back to 
the difference in effective power trends for the two sizes of specimen and the 
limitations of using a single effective power function for different sized specimens. 
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Indeed, it was discussed in both Section 6.4.1.1 and Section 6.4.2 how one would 
expect that the use of a single effective power (Equation 6.13) for both specimen 
sizes would result in either an over-estimate of the temperatures in the case of the 
40 mm outer diameter specimen temperatures or an underestimate of the 100 mm 
outer diameter specimens.  
Figure 6.12 showed that the greatest discrepancy in effective power between 
specimen sizes was late in the test and the reasons for this were discussed in Section 
6.4.2. However, whereas the discrepancy between the average effective power and 
the 100 mm outer diameter effective power was greatest in the early phase of the 
test and then subsequently converged (this also being reflected in the correlation in 
theoretical and experimental temperatures), the discrepancy between the average 
effective power and the 40 mm outer diameter effective power is generally better in 
the early phase of the tests but is more apparent at high temperatures. The 
diverging trend between the experimental and theoretical results for the 40 mm 
outer diameter specimen therefore coincides with the greatest discrepancy in 
effective power between the two specimens.  
These initial correlation results have therefore confirmed the hypothesis that the 
single effective power would over-estimate temperatures for the 40 mm outer 
diameter specimen and under-estimate temperatures for the 100 mm outer 
diameter specimen. However, the model does reproduce the trends of the 
temperature profiles of the rig. In particular, the sensitivity of the rig to the size of 
the test block specimen is clearly evident in the theoretical results and this is 
highlighted by the correlation of the temperature differential (average lubricant 
temperature  W average specimen temperature) when plotted against the average 
lubricant temperature in Section 6.5.2. It is nonetheless worth considering whether 
the average effective power is the most appropriate means of modelling the rig. The 
limitations of such an approach and the limitations of achieving a satisfactory 
correlation (and why such issues occur) have been discussed. However, the aim of 
the rig and computational model were to develop an understanding as to the 
significant factors in reducing thermal losses from automotive lubricant as it flows 
through engine oil galleries. The experimental results have already shown how 
reducing the size of the test block specimen outer diameter from 100 mm to 40 mm 
reduces the average heat flow from the lubricant by 69 % and that the benefit of 
applying insulation is more than halved as a result of such a change (Section 5.2.1.1). 
Thus, the model seeks to advance knowledge beyond the scope of the physical rig by 
being able to adjust material or geometric parameters independently of one 
another. This includes the thickness or presence of insulation and to observe the 
respective trends of thermal losses relative to changing different parameters it is 
necessary to maintain a constant effective power. Thus, while the concept of a single 
effective power is an oversimplification of the physical problem, it is felt to be the 
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optimum method of modelling the localised thermal losses from the lubricant to the 
test block specimen. Alternative methods of modelling the rig would require much 
greater knowledge of the thermal history of the supporting rig hardware and would 
be at the expense of the high fidelity data of the test block specimen; a novelty of 
the work presented in this thesis. 
 
 
Figure 6.14: Comparison between theoretical and experimental data for the oil flow rig when 1200 
W heater power is input using a 100 mm outer diameter uninsulated specimen and a lubricant flow 
rate of 10 l min
-1
 for (a) the lubricant temperature and (b) the specimen temperature 
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Figure 6.15: Comparison between theoretical and experimental data for the oil flow rig when 1200 
W heater power is input using a 40 mm outer diameter uninsulated specimen and a lubricant flow 
rate of 10 l min
-1
 for (a) the lubricant temperature and (b) the specimen temperature 
6.5.1.2 Insulated results and the effect of contact resistance 
on heat transfer 
When modelling the radial heat transfer through the test block specimen with 
polymer insulation, the code effectively contains a separate thermal resistance 
network for both the metal and polymer with a variable boundary condition coupling 
the two. This variable boundary condition takes the form of a variable defined as 
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݄௖௢௡௧௔௖௧  with units W m-2 K-1. The presence of such a variable allows there to exist a 
contact resistance and subsequent temperature differential between the outer 
surface of the insert and inner surface of the drilled out bore in the test block 
specimen. The quantification of contact resistances is notoriously difficult and the 
value is likely to differ even between specimens manufactured in the same way 
owing to its dependence on surface roughness and initial clearance (both of which 
have an allowed manufacturing tolerance) [52]. The implications of other material 
properties and processing factors on contact resistance have been discussed in 
Chapter 5 (Section 5.2.2). To optimise the value of the modelled contact resistance, 
experimental and theoretical data were compared and the value of ݄௖௢௡௧௔௖௧  adjusted 
to provide the best agreement possible. As discussed previously (Section 6.4.1), the 
trend of the effective power curve plotted for the insulated scenarios neglects the 
thermal energy stored in the Nylon 12 tube owing to the logistical difficulty in 
installing instrumentation across the interface of the polymer tube and metal. 
Consequently, the decision was made to leave the effective power curve, the same 
as the uninsulated scenario. 
In the first instance, the model was configured to have a perfect interface between 
the polymer insert and the test block specimen by having an extremely high value for ݄௖௢௡௧௔௖௧   (10000 W m-2 K-1). The performance of the model in such a configuration 
was seen to drastically over predict the specimen metal temperature and by a 
process of trial and improvement, an optimum value of ݄௖௢௡௧௔௖௧  was found to be 65 
W m
-2
 K
-1
. The theoretical and experimental correlation for such a value is shown in 
Figure 6.16 and Figure 6.17. 
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Figure 6.16: Correlation between experimental and theoretical results for the oil flow rig using a 
100 mm outer diameter specimen insulated in 2 mm thick Nylon 12 with 1200 W heater power and 
10 l min
-1
 flow rate and a contact heat transfer coefficient of 65 W m
-2
 K
-1
 comparing (a) lubricant 
and (b) specimen temperatures 
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Figure 6.17: Correlation between experimental and theoretical results for the oil flow rig using a 40 
mm outer diameter specimen insulated in 2 mm thick Nylon 12 with 1200 W heater power and 10 l 
min
-1
 flow rate using a contact heat transfer coefficient of 65 W m
-2
 K
-1
 comparing (a) lubricant and 
(b) specimen temperatures 
6.5.1.2.1 Verification of the behaviour of ࢎࢉ࢕࢔࢚ࢇࢉ࢚ 
The structure of the theoretical model utilises two forms of the code depending on 
the specimen design being investigated. The homogenous specimen consists of only 
one radial heat transfer network while if an insulator is being investigated, the model 
contains two radial heat transfer models, coupled by a convective boundary 
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condition using the contact heat transfer coefficient, ݄௖௢௡௧௔௖௧ . To validate the 
behaviour of such a boundary condition, the material properties of the insulator 
were set to the same aluminium properties of the test block specimen and the value 
of ݄௖௢௡௧௔௖௧  increased to 1000000 W m-2 K-1. In doing so the model should closely 
match the prediction of the uninsulated model owing to there being no insulating 
materials and the effect of any contact resistance being very small with such a high 
contact heat transfer coefficient. 
Figure 6.18 shows a comparison of the lubricant and specimen temperature profiles 
using the two model structures. It can be seen that the two approaches give almost 
identical results, with a maximum variation of 0.2% in lubricant temperature and 
0.6% in specimen temperature. Figure 6.19 also illustrates how such consistency is 
also carried forward into the energy predictions with a maximum variation of 1% in 
the cumulative energy transferred to the specimen. Such results do verify that the 
implementation of the contact coefficient boundary condition is a valid method of 
modelling the physical mechanism of heat transfer at the interface of the specimen 
and insulating insert. 
 
Figure 6.18a: Comparative temperatures from the oil flow rig simulation model for a 100 mm outer 
diameter uninsulated specimen with a 10 l min
-1
 flow rate and 1200 W heater power using both the 
uninsulated and insulated model structures comparing lubricant temperatures 
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Figure 6.18b: Comparative temperatures from the oil flow rig simulation model for a 100 mm outer 
diameter uninsulated specimen with a 10 l min
-1
 flow rate and 1200 W heater power using both the 
uninsulated and insulated model structures comparing specimen temperatures 
 
Figure 6.19: Comparison of the cumulative energy lost from the lubricant to the test block specimen 
in the oil flow rig simulation model for a 100 mm outer diameter specimen with a 10 l min
-1
 flow 
rate and 1200 W heater power using both the uninsulated and insulated model structures 
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6.5.2 Correlation of temperature differential between 
lubricant and specimen as a function of the lubricant 
temperature 
A satisfactory correlation between the experimental rig and theoretical simulations 
is characterised by more than the isolated temperatures of the lubricant and test 
block specimen. In Chapter 4 and Chapter 5, the variation of the temperature 
differential between the lubricant and test block specimen was highlighted as being 
highly significant in characterising the transient thermal behaviour of the rig. 
Consequently, it is important to validate that the trends in temperature differential 
relative to lubricant temperature are well reflected in the model. Figure 6.20 and 
Figure 6.21 compare the theoretical and experimental temperature differentials 
between the lubricant and specimen as a function of lubricant temperature. 
If one first examines the performance of the model in the uninsulated scenario 
(Figure 6.20), it can be seen that in the instance of the 100 mm outer diameter 
specimen an encouraging performance is seen with a maximum deviation from the 
experimental data of 4 °C. The 40 mm outer diameter specimen performs 
exceptionally well in the early phase and the model appears to replicate the trends 
of differential profile. However, in the latter stages of the test one can see the peak 
discrepancy between theoretical and experimental data is 4 °C with an apparent 
diverging trend.  
Of greater concern is the performance of the model when applying the 2 mm thick 
insulating insert, as shown in Figure 6.21. It can be seen that in the instance of the 
100 mm outer diameter specimen, excellent agreement is achieved up to a lubricant 
temperature of 60 °C. However the model, at this point, does not appear to replicate 
the physical rig in an acceptable manner. The theoretical model, at a lubricant 
temperature of 112 °C predicts a temperature differential between the specimen 
and lubricant of 70 °C and is increasing whereas the experimental data shows a 
temperature differential of 53 °C and is decreasing. The insulated 40 mm outer 
diameter specimen exhibits similar issues in the simulation with diverging trends 
between experimental and theoretical predictions at high temperatures. In this 
instance the peak discrepancy at a lubricant temperature of 116 °C is 8 °C. 
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Figure 6.20: Comparison between theoretical and experimental data for the oil flow rig when 1200 
W heater power is input using (a) 100 mm outer diameter and (b) 40 mm outer diameter 
uninsulated specimens and a lubricant flow rate of 10 l min
-1
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Figure 6.21: Comparison between theoretical and experimental data for the oil flow rig when 1200 
W heater power is input using (a) 100 mm outer diameter and (b) 40 mm outer diameter specimens 
insulated with a 2 mm thick Nylon 12 insert and a lubricant flow rate of 10 l min
-1
 
Given the issue with the model lay in predicting the temperature differential 
between the specimen and lubricant, the most logical parameter to investigate was 
that of the lubricant to specimen heat transfer coefficient, ݄௢௜௟. When selecting an 
appropriate heat transfer coefficient, a range of correlations were compared against 
experimental data and discussed in Section 6.2.4. 
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Owing to the lower thermal mass of the specimen, the 40 mm outer diameter 
specimen is far more dynamic in its thermal behaviour as the heat transfer 
mechanism to ambient becomes significant sooner. The data for the 100 mm outer 
diameter specimen are easier to examine when considering heat flows at the 
internal bore as the external heat transfer mechanism takes much longer to become 
a significant factor. 
The Dittus and Boelter correlation was selected owing to, with both specimen sizes, 
the correlation showing both the correct trend and being closest in magnitude. 
When studying Figure 6.5 it is clear that the experimentally derived heat transfer 
coefficient has an almost constant offset of 40 W m-2 K-1 relative to the Dittus and 
Boelter correlation, particularly in the case of the 100 mm outer diameter specimen. 
Such a trend was not clearly evident in the case of the 40 mm outer diameter 
specimen however, as detailed above, it is likely that the onset of the external heat 
transfer mechanisms will have impacted on the ability to accurately calculate the 
value of ݄௢௜௟  from the experimental data for the 40 mm outer diameter specimen. 
With both test block specimens having been tested on the same rig and in the same 
laboratory conditions, there is no physical reason why such an offset would occur for 
one specimen and not the other. Consequently, having observed the offset in the 
value of ݄௢௜௟  between the experimental and correlation value in the case of the 100 
mm outer diameter specimen the model was trialled with a modified value of ݄௢௜௟, 
adding 40 W m-2 K-1 to the correlation value for both specimen sizes. The resultant 
temperature differentials between the lubricant and specimen are shown in Figure 
6.22 and Figure 6.23. 
 
Figure 6.22a: : Comparison between theoretical and experimental data for the oil flow rig when 
1200 W heater power is input using  100 mm outer diameter uninsulated specimen and a lubricant 
flow rate of 10 l min
-1 
using a revised internal heat transfer coefficient 
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Figure 6.22b: Comparison between theoretical and experimental data for the oil flow rig when 1200 
W heater power is input using a 40 mm outer diameter uninsulated specimen and a lubricant flow 
rate of 10 l min
-1 
using a revised internal heat transfer coefficient 
 
Figure 6.23a: Comparison between theoretical and experimental data for the oil flow rig when 1200 
W heater power is input using a 100 mm outer diameter specimen insulated with a 2 mm thick 
Nylon insert and a lubricant flow rate of 10 l min
-1
 using a revised internal heat transfer coefficient 
and a value for ࢎࢉ࢕࢔࢚ࢇࢉ࢚ of 150 W m-2 K-1 
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Figure 6.23b : Comparison between theoretical and experimental data for the oil flow rig when 
1200 W heater power is input using (a) 100 mm outer diameter and (b) 40 mm outer diameter 
specimen insulated with a 2 mm thick Nylon insert and a lubricant flow rate of 10 l min
-1
 using a 
revised internal heat transfer coefficient and a value for ࢎࢉ࢕࢔࢚ࢇࢉ࢚ of 150 W m-2 K-1 
Comparing Figure 6.20- Figure 6.21 with Figure 6.22-Figure 6.23 one can see the 
positive effect on the correlation increasing ݄௢௜௟  has had, particularly in the case of 
the insulated specimens. In the case of the 100 mm outer diameter insulated 
specimen, the peak discrepancy falls from 17 °C to 2.5 °C. Similarly for the 40 mm 
outer diameter insulated specimen, the discrepancy reduces from 7 °C to 1 °C. 
Typically, heat transfer coefficient correlations are quoted as being accurate to 
within 25% [50] or 40% [49]. Given that the heat transfer coefficients across the 
temperature range of the experiments vary from 200 W m-2 K-1 to 545 W m-2 K-1, 
such a step is valid in terms of representing the underlying physical processes 
occurring. While difficult to quantify, the heat transfer coefficient even between the 
two uninsulated specimens may well vary owing to subtle differences in surface 
roughness between two drilled bores. It is also worth noting that it is possible that 
the heat transfer coefficient between the drilled, uninsulated bores will be different 
to that of the smooth, extruded Nylon tube owing to surface roughness effects.  
Thus, in the final version of the model, all values of ݄௢௜௟  had a constant +40 W m-2 K-1 
applied to the value relative to the Nusselt correlation. 
6.5.3 The sensitivity of the specimen to ambient heat transfer 
coefficients 
Adjustment of the internal heat transfer coefficient manifested significant 
improvements in the correlation of the theoretical model with experimental results. 
The specimen to ambient heat transfer coefficient, ݄௢௨௧௘௥, is also subject to similar 
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variation. The value of ݄௢௨௧௘௥  only becomes significant in the late stages of any test, 
when the test block specimen is heated and an appreciable temperature differential 
between the specimen and ambient has developed. As such, it would be anticipated 
that any improvement in correlation from the model as a result of adjusting ݄௢௨௧௘௥  
would be at higher lubricant temperatures. To investigate the sensitivity of ݄௢௨௧௘௥, 
the four specimen simulations were investigated with the following variants of ݄௢௨௧௘௥: 
x ݄௢௨௧௘௥ ൅  ? 
x ݄௢௨௧௘௥ ൅  ? 
x ݄௢௨௧௘௥ ൅  ? 
Figure 6.24 shows plots of the temperature differential between the lubricant and 
specimen with different adjustments of the outer heat transfer correlation for the 
100 mm and 40 mm outer diameter uninsulated specimens. It can be seen that the 
effect of such variations is limited to the high temperature region of the simulation. 
The addition of 1 W m-2 K-1 to the value of ݄௢௨௧௘௥  appears to offer the optimum fit to 
the experimental data for the two specimen sizes. In the case of both specimens the 
addition of 3 W m-2 K-1 to the value of ݄௢௨௧௘௥  provides a marginally improved fit at 
higher temperatures but in the instance of the 40 mm outer diameter specimen, the 
fit was detrimentally affected between lubricant temperatures of 60 °C and 80 °C. 
Thus, in the final version of the model, all values of ݄௢௨௧௘௥  had a constant +1 W m-2 K-
1 applied to the value relative to the Nusselt correlation. 
 
Figure 6.24a: Effect of modified external heat transfer coefficient on the temperature differential 
between the lubricant and specimen for the oil flow rig when 1200 W heater power is input using a 
100 mm outer diameter uninsulated specimen and a lubricant flow rate of 10 l min
-1 
using a revised 
internal heat transfer coefficient 
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Figure 6.24b: Effect of modified external heat transfer coefficient on the temperature differential 
between the lubricant and specimen for the oil flow rig when 1200 W heater power is input a 40 
mm outer diameter uninsulated specimen and a lubricant flow rate of 10 l min
-1 
using a revised 
internal heat transfer coefficient 
6.5.4 Final model optimisation 
The adjustment of both ݄௢௜௟  and ݄௢௨௧௘௥  to best replicate the interaction of the 
lubricant and specimen temperatures relative to each other required the value of ݄௖௢௡௧௔௖௧  to be re-assessed. When using the baseline correlations, the optimum value 
of ݄௖௢௡௧௔௖௧  was found to be 65 W m-2 K-1 however with the newly re-optimised 
model, this was found to be 150 W m-2 K-1 based upon the plot of the temperature 
differential between the lubricant and specimen against the lubricant temperature. 
Shown in Figure 6.25 is the change in behaviour of the model as a result of the 
change in݄௖௢௡௧௔௖௧ . It can be seen that using the original value of 65 W m-2 K-1  for ݄௖௢௡௧௔௖௧  results in a nearly 20 °C peak overshoot and would therefore be wholly 
invalid. A further complexity is the likelihood that the contact resistance will change 
over the temperature range of the test procedure as a result of the differing 
coefficients of thermal expansion (CoE) between the Nylon 12 tube (CoE 4.5 x 10
-5
 
2.3 K-1) [57] and aluminium 6082 ( CoE 2.3 x 10-5 K-1) [93]. As a result, the contact 
resistance between the Nylon 12 insert and aluminium test block specimen is likely 
to decrease (݄௖௢௡௧௔௖௧  therefore increasing) as the temperature increases and the 
polymer tube expands more than the aluminium. In studying Figure 6.25 it can be 
seen how, even with the lesser values of ݄௖௢௡௧௔௖௧  the temperature differential profile 
does present an overshooting and diverging trend at high lubricant temperatures. 
This would be consistent with the value of ݄௖௢௡௧௔௖௧  at high temperatures being too 
low and thus limiting heat transfer from the lubricant to the test block specimen and 
causing a higher temperature differential. Hence, in future work, it would be 
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desirable to develop further, an understanding into the sensitivity of the value of ݄௖௢௡௧௔௖௧  to changes in both material properties and changes in clearance between 
components as a result of changes in temperature.  
 
Figure 6.25: Sensitivity of predicted temperature differential between test block specimen as a 
result of varying the value of  ࢎࢉ࢕࢔࢚ࢇࢉ࢚ for a 100 mm outer diameter specimen with a 2 mm thick 
Nylon insert installed when 1200 W heater power is input and the flow rate is 10 l min
-1
 
A critical test of the robustness of the model is the ability to replicate accurately the 
trend of the experimental test where a 2 mm thick aluminium insert was inserted 
into the test block specimen. Such a test validates the effectiveness of the contact 
resistance when utilised with a large change in material thermal conductivity (193 W 
m-1 K-1 for aluminium compared to 0.262 W m-1 K-1 for Nylon 12). Figure 6.26 shows a 
comparison between the experimental and theoretical data when using a 100 mm 
outer diameter specimen with a 2 mm thick aluminium insert. The agreement in 
trend that is obtained is good with a maximum discrepancy between theoretical and 
experimental data of 2 °C and is improved relative to the agreement in trend 
obtained with the Nylon 12 insert. One can see that the diverging trend that was 
present and highlighted in Figure 6.25 is absent in Figure 6.26. It should be 
remembered that no differential in coefficients of thermal expansion, or softening of 
the insert would be expected when using the aluminium insert and this this does 
further support the hypothesis that variation in the properties of the Nylon 12 insert, 
and the associated variation in ݄௖௢௡௧௔௖௧  were a limiting factor in achieving an 
acceptable correlation. In order to obtain the fit shown in Figure 6.26 the value of ݄௖௢௡௧௔௖௧  was increased to 250 W m-2 K-1 from the previous value of 150 W m-2 K-1 
used with the polymer insert. It is briefly worth considering the validity of making 
231  
 
such a change. As highlighted earlier any contact resistance is incredibly difficult to 
quantify with no satisfactory empirical correlations existing. The contact resistance 
between the Nylon 12 insert and the aluminium insert will almost certainly not be 
the same (even though the same nominal fit was designed), owing to the clearance 
with the Nylon insert being 0.42 mm and the clearance of the aluminium insert being 
0.23 mm (Section 5.7). Hence, given that Madhusudana [111] highlighted that the 
initial fit is critical in determining the contact resistance at the interface of two 
cylinders it is reasonable to expect that the initial value of ݄௖௢௡௧௔௖௧  to be higher in 
the case of the aluminium insert than in the case of the Nylon 12. However, the 
softening and expansion effects of the Nylon 12 insert relative to the aluminium that 
have been discussed will likely have led to the value of ݄௖௢௡௧௔௖௧  in the Nylon 12 
increasing at higher temperatures and the insulating effect reducing.  
 
Figure 6.26: Predicted and experimental temperature differential between the lubricant and test 
block specimen when using a 100 mm outer diameter specimen with a 2 mm thick aluminium insert 
with 1200 W heater input power and 10 l min
-1
 flow rate and a value for ࢎࢉ࢕࢔࢚ࢇࢉ࢚ of 150 W m-2 K-1 
While only the trends of temperature differential have been presented for the 
model, the actual temperature profiles for the lubricant and specimen metal are 
included in Appendix C. In developing the model, the most appropriate values of ݄௖௢௡௧௔௖௧  for different insulating systems are listed in Table 6.5. Together with minor 
modifications to standard Nusselt number heat transfer coefficient correlations, that 
are within the stated percentage error of the correlation, the model has been able to 
replicate changes in the heat transfer dynamics of the oil flow rig for changing 
geometry or material properties.  
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Table 6.5: Optimised values of ࢎࢉ࢕࢔࢚ࢇࢉ࢚ for the oil flow rig model simulation 
Specimen Type ݄௖௢௡௧௔௖௧  (W m-2 K-1) 
Insulated with 2 mm thick Nylon 12 tube 150 
Insulated with 2 mm thick aluminium tube 250 
 
While the values of ݄௖௢௡௧௔௖௧ , ݄௢௨௧௘௥, and ݄௢௜௟  have proven critical to achieving a 
satisfactory correlation between experimental and theoretical data and have hence 
been subject to an in-depth investigation, there is also the ambient temperature to 
consider. In the case of each test, this was taken to be the soak temperature of the 
rig. However, the physical location of the rig was in a room where variations of up to 
3 °C in ambient temperature were observed throughout the duration of a test. Thus, 
heat transfer from the test block specimen to ambient will have had an additional 
variable introduced as a result of the change in ambient temperature adjusting the 
temperature differential between the test block specimen and ambient. Changes in 
ambient temperature will also have affected the heat flow from the lubricant in the 
following ways: 
x The sensible heat stored in the test block specimen will have been affected  
as the ambient temperature will dictate the steady state temperature of the 
test block specimen 
x The heat flow from the lubricant to the test block specimen will have been 
affected as a result of the ambient temperature dictating the test block 
specimen temperature and subsequently the temperature differential 
between the lubricant and test block specimen. 
For the model to replicate such effects exactly would require an ambient 
temperature profile to be input to the model which is beyond the scope and 
intention of the work. Instead, the aim of the work was to understand the sensitivity 
of thermal losses from the lubricant to different material and geometric parameters. 
Thus when using the model in Chapter 7 a constant ambient temperature is used 
and these effects are mitigated. However, Section 4.9 highlighted the ambient 
temperature as being a likely source of experimental noise and this is validated in an 
investigation of the effect of variations in ambient temperature in Section 7.4.  
Therefore, accepting that a perfect correlation between experimental and 
theoretical data cannot be achieved owing to variations in ambient temperature and 
variations in ݄௖௢௡௧௔௖௧ , the correlation achieved is reasonable and the best possible 
without further increased instrumentation of the rig.  
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6.5.4.1 The effect of adjusting ࢎࢉ࢕࢔࢚ࢇࢉ࢚ and ࢎ࢕࢛࢚ࢋ࢘ on energy flow 
predictions 
While a good agreement between experimental and theoretical temperature profiles 
is necessary to prove the validity of the theoretical model, the most robust 
performance barometer of the success of different insulating strategies is the energy 
flow from the lubricant to the test block specimen. Having made adjustments to heat 
transfer coefficients, it is therefore necessary to understand the relative effect this 
has on the energy losses. Figure 6.27 shows a plot of the cumulative energy lost from 
the lubricant to a 100 mm outer diameter uninsulated test block specimen with 
three variants of heat transfer coefficient: 
x The baseline correlations unadjusted. 
x A constant offset of 40 W m-2 K-1 applied to ݄௢௜௟  and the value of ݄௢௨௧௘௥  left 
unchanged. 
x A constant offset of 40 W m-2 K-1 applied to ݄௢௜௟  and a constant offset of 1 W 
m-2 K-1 applied to ݄௢௨௧௘௥. 
If one first examines the percentage change plots one can see that the effect of 
increasing the outer heat transfer coefficient is only apparent at the end of the test, 
with the cumulative energy lost from the lubricant at 8000 seconds increasing from 
less than 1% when just the value of ݄௢௜௟  is adjusted to 4 % when both ݄௢௜௟  and ݄௢௨௧௘௥  
are changed. The maximum percentage change in energy lost (indicated by the 
maximum point of the dashed lines) is observed to occur at 200 seconds with a 20% 
increase in energy lost to the specimen. While this is a large change, the baseline 
quantity of energy lost at this stage is only 8000 J and so represents a relatively small 
quantity of energy.  
If one compares the absolute figures of energy transferred from the lubricant to the 
specimen, it can be seen that the baseline and increased ݄௢௜௟  scenario predict 970 kJ 
of energy to be transferred to the specimen over 8000 seconds, an average heat flux 
of 121 W whereas the increased ݄௢௜௟  and ݄௢௨௧௘௥  scenario, predicts 996 kJ of energy 
to be lost to the specimen, an average heat flux of 124 W. The comparative orders of 
magnitude of these predictions indicate that the minor modifications made to the 
heat transfer correlations to improve the fit between experimental and theoretical 
temperature profiles are not significant enough to affect the conclusions about the 
merits of different insulating mechanisms. 
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Figure 6.27: Cumulative energy lost from the lubricant to the test block specimen on the oil flow rig 
when a 100 mm outer diameter uninsulated specimen is installed with 1200 W heater input power 
and 10 l min
-1
 flow rate 
6.6 Mesh Sensitivity Study 
The development of this model has focused on matching experimental data with 
simulated predictions. As such, the model has been configured to have either a 
homogenous solid aluminium test block specimen or to comprise of an aluminium 
test block specimen with the addition of an insert of aluminium or Nylon. In the 
instance of the 2 mm thick Nylon 12 insert, the nodal thickness of the model was set 
to 0.5 mm across a 2 mm thick wall, while the nodal spacing through the aluminium 
was set to 1.5 mm for both the 40 mm and 100 mm outer diameter specimen. Using 
these parameters, the time step was set to 0.002 seconds in order to maintain 
stability.   
A significant factor in determining this nodal spacing was a physical limitation on 
computing power. The model was run on a desktop computer and while the number 
of radial nodes (28 metal nodes and 5 polymer nodes in the baseline configuration) 
was not a major consumer of computing power, the number of longitudinal steps 
(230 in the baseline configuration) was a limiting factor. The high thermal 
conductivity of the aluminium means the stability of the model is governed by the 
nodal spacing within the alumŝŶŝƵŵ ?ƚĂŶŽĚĂůƐƉĂĐŝŶŐŽĨ ? ? ?ŵŵ ?ƚŚĞŵŽĚĞů ?ƐƚŝŵĞ
step was required to be 0.002 seconds. Therefore, in this mesh sensitivity study, 
where the nodal spacing of the aluminium has been decreased to 1 mm, the time 
step has had to be subsequently reduced to 0.001 seconds to maintain stability. 
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To ensure the nodal spacing was sufficiently discretised to not affect results, a full 
mesh sensitivity study of the mesh parameters was completed. This involved 
reducing the nodal spacing of the polymer from 0.5 mm to 0.25 mm and reducing 
the aluminium spacing from 1.5 mm to 1 mm and subsequently 0. 75 mm. In all 
cases the baseline mesh was taken to be one with the following parameters: 
x ݈݀݁ݐܽݎ௠௘௧௔௟ ൌ  ?Ǥ ?݉ ݉  
x ݈݀݁ݐܽݎ௣௢௟௬௠௘௥ ൌ  ?Ǥ ?݉ ݉  
x ߜݐ ൌ  ?Ǥ ? ? ?ݏ  
The results presented in this section are from a mesh sensitivity study that was 
performed on the final optimised model and hence offer relevant values of the 
cumulative energy transferred from the lubricant to the test block specimen. 
However, similar mesh sensitivity checks were made to the model during its 
development to ensure that the results were not being unduly affected by the size of 
the mesh. In judging the validity of the mesh, the cumulative energy transferred to 
the test block specimen from the lubricant was used as a performance measure. In 
doing so, it was felt this allowed all the dynamics that may be sensitive to the mesh 
to demonstrate an effect. With both the value of ݄௢௜௟  and ݄௢௨௧௘௥  dependent on the 
inner and outer surface temperatures respectively, the cumulative energy 
transferred from the lubricant would show any change as a result of changing heat 
transfer coefficient values caused by sensitivity in the mesh. Similarly, as the heat 
flux from the lubricant is dependent on the temperature differential between the 
lubricant and the specimen, the cumulative energy lost would demonstrate any 
effect the mesh fidelity had on this relationship. 
Table 6.6 summarises the percentage change as a result of changing different mesh 
parameters in the four baseline correlation cases. In the case of both the uninsulated 
scenarios, there is negligible change in predictions as a result of changing any of the 
parameters and the mesh has clearly proven that increasing the fidelity will not aid 
ƚŚĞ ŵŽĚĞů ?Ɛ ƉƌĞĚŝĐƚŝŽŶƐ ĂŶǇ ĨƵƌƚŚĞƌ ? /Ŷ ƚŚĞ ĐĂƐĞ ŽĨ ƚŚĞ ŝŶƐƵůĂƚĞĚ  ? ? ? ŵŵ ŽƵƚĞƌ
diameter specimen, the model proves to be more sensitive to the nodal spacing 
within the aluminium; showing a maximum change of 0.5% when reducing the nodal 
spacing to 1 mm and 0.68% when reduced further to 0.75 mm. It is felt that these 
changes are small enough to be able to confidently utilise the baseline nodal spacing, 
particularly given the vastly increased computing time to facilitate the finer mesh 
model. It is also worth noting that a small fraction (0.006%) of the change in 
prediction is related to the change in time step required to facilitate a denser mesh. 
Across all the specimens, just changing the time step from 0.002 s to 0.001 s, and 
leaving all other parameters the same, resulted in the energy transferred to the test 
block specimen varying by between 0.005 % and 0.007 %. This proves that the time 
step is sufficiently small to not warrant further reductions. 
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The 40 mm outer diameter insulated specimen clearly demonstrates the greatest 
sensitivity to changes in the mesh spacing. While a peak change in energy flow of 
0.036 % as a result of halving the polymer nodal spacing demonstrates similar 
insensitivity to the 100 mm outer diameter specimen, the sensitivity to the nodal 
spacing in the aluminium is much more pronounced. Relative to the baseline mesh, 
reducing the metal spacing to 1 mm results in 2.3% change in predicted energy 
through the specimen and a reduction to 0.75 mm metal node spacing sees this 
increase to 3.6%. However, whereas in the other scenarios, the peak change in 
prediction occurs at the end of the simulation, in this scenario, the peak change 
occurs at 3000 seconds. At this point, the baseline mesh predicts 75 kJ of energy has 
been transferred to the specimen. Consequently, even with a 3.6% change, the 
change in predicted energy is 2.6 kJ. The reason behind this particular combination 
having higher mesh sensitivity can be attributed to this specimen having the least 
number of nodes through the metal thickness owing to the wall thickness being the 
thinnest.  
Table 6.6: Percentage change in cumulative energy transferred to the specimen from lubricant in 
the oil flow rig simulation as a result of adjusting the mesh parameters 
Specimen 
outer 
diameter 
(mm) 
Insulated/ 
uninsulated 
Maximum % 
change delta 
rmetal =  1 mm 
Maximum % 
change delta 
rmetal =  0.75 
mm 
Maximum % 
change delta 
rpolymer=  
0.25 mm 
Maximum % 
ĐŚĂŶŐĞɷƚA?
0.001 s 
100 uninsulated 0.003 N/A N/A 0.005 
40 uninsulated 0.005 N/A N/A 0.005 
100 insulated -0.50 -0.68 -0.084 -0.006 
40 insulated -2.3 -3.5 -0.036 -0.007 
6.6.1 Reduced polymer thickness mesh sensitivity study 
In carrying out the mesh sensitivity study using both a 40 mm and 100 mm outer 
diameter specimen, both the spacing of the nodes and the number of nodes through 
a given thickness of aluminium have been proven to be acceptable. However, in the 
case of the insulated specimens, the thickness of the polymer insert has remained 
constant. Consequently, a simulation was conducted where the polymer insert wall 
thickness was reduced to 1 mm and the value of ݈݀݁ݐܽݎ௣௢௟௬௠௘௥  was varied from 0.5 
mm in the baseline mesh to 0.25 mm using a 100 mm outer diameter specimen. 
Figure 6.28 shows the predicted energy loss from the lubricant to the test block 
specimen using a polymer node spacing of 0.5 mm and 0.25 mm. In both cases, the 
aluminium node spacing was maintained at 1.5 mm and the time step used was 
0.002 seconds. It can be seen that the maximum variation in predicted energy loss is 
0.06% at 100 seconds when the baseline model predicts 1650 J of energy has been 
transferred to the specimen. The percentage difference between the two node 
spacing converges at 0.005%, indicating even with only 1 mm thick polymer, the 
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spacing of 0.5 mm is sufficient for the predictions to be valid and the mesh not to 
ůŝŵŝƚƚŚĞŵŽĚĞů ?ƐƉĞƌĨŽƌŵĂŶĐĞ ? 
 
 
Figure 6.28: Predicted cumulative energy transferred from the lubricant to the test block specimen 
when simulating a 100 mm outer diameter specimen with a 1 mm thick Nylon insert and a heater 
power of 1200 W and a flow rate of 10 l min
-1
 when varying mesh parameters 
6.7 Conclusion 
Through the work presented in this chapter it has been shown how a theoretical 
computational model of the oil rig has been developed. The model has been proven 
to provide an acceptable correlation between theoretical predictions and 
experimental data across a range of specimen sizes and configurations within the 
limitations of the instrumentation data from physical experiments. It has been 
highlighted how an important scope for future work is the need to incorporate a 
variable value of ݄௖௢௡௧௔௖௧that reflects changes in the interface between metallic and 
polymeric materials with temperature and the associated impact on heat transfer.  
Key to the structure of the model has been the development and explanation of an 
effective power method that accounts for energy transferred to parts of the rig other 
than the lubricant and the test block specimen.  
In correlating the model with experimental data it has also been possible to calculate 
contact heat transfer coefficients between the insulator and the test block specimen. 
These vary from 150 W m-2 K-1 to 1000 W m-2 K-1 depending on the insert being used. 
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The mesh of the model has been proven to offer reliable predictions with a metal 
spacing of 1.5 mm, a polymer nodal spacing of 0.5 mm and a time step of 0.002 
seconds.  
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7 Investigations into the effect of geometry and 
different material properties on transient warm-
up of flowing automotive lubricants 
7.1 Introduction 
The experimental results presented in earlier chapters have been able to quantify 
the relative combined effects of a change in test parameters (e.g. testing an 
uninsulated gallery against an insulated gallery) but are unable to attribute the 
observed effect to any individual parameter. Thus, for example, it is not possible to 
quantify from the experimental results if the specific heat capacity of the Nylon 12 
polymer insert provides the major benefit or if the low thermal conductivity is of 
greater significance.   
Having correlated the theoretical model against experimental results; the model 
offers the flexibility to investigate the effect of individual parameters in isolation 
from one another and therefore gain further understanding into the significance of 
different parameters when trying to reduce thermal losses from the lubricant and 
achieve optimum lubricant warm-up times. This chapter seeks to investigate the 
following: 
x The relative importance of different thermal properties of the materials 
surrounding the oil galleries. 
x The importance of changing the geometry of the gallery and the flow 
velocity.  
x Limitations of the experimental rig and the subsequent validity of the 
conclusions reached through Chapter 4 and Chapter 5. 
When investigating the effect of different material thermal properties the thermal 
mass (through varying the specific heat capacity) and the thermal conductivity of 
both the substrate material and the insulator material are investigated in isolation of 
each other. A limitation of the experimental rig was that the test block specimen was 
manufactured from aluminium 6082 (a wrought alloy) while I.C. engine blocks are 
typically manufactured from a cast alloy. The variation in properties between the 
two grades of alloy, and the reasons behind using such a grade of alloy for the test 
block specimen has already been discussed in Chapter 3 (Section 3.3). However this 
chapter will investigate the combined effect of their different thermal properties and 
the effect that such a change in material specification has on energy flow away from 
the lubricant and into the surrounding structure. Similarly, the effect of changing the 
test block specimen from aluminium 6082 to both cast iron (a material still used in 
diesel C.I. engines) and a specimen made completely of Nylon 12 is also investigated. 
When considering the thermal properties of the insulator material, the effect of 
thermal mass and thermal conductivity of the insulator are investigated in the same 
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way as the substrate material, however the sensitivity of the energy flow to the 
insulator thickness and the value of ݄௖௢௡௧௔௖௧  are also investigated and quantified.  
The experimental results were focused upon simulations of the 16 mm diameter 
bore of the test block specimen in the rig. However, Figure 1.17 [19] has highlighted 
how the gallery diameter can vary from diameters as small as 8 mm up to the 
diameter of the main gallery being 16 mm. Thus, investigations are carried out to 
appraise and understand the effect of increasing the bore diameter on heat transfer 
from the lubricant from the gallery to the surrounding wall. This includes 
understanding the interrelations of the bore diameter affecting both the heat 
transfer area but also the heat transfer coefficient as a result of the dependence of 
the fluid Reynolds Number on flow velocity. 
7.2 Investigations in to the effect of material properties 
on energy flow from engine lubricant to the 
surrounding structure 
7.2.1 Methodology 
The experimental results have already proven how the characteristics of the oil flow 
rig are insensitive to flow rate with comparative results for 10 l min-1 and 15 l min-1 
flow rates having been compared. Similarly, the effect of varying the heat input has 
been investigated by completing comparative tests at heat input rates of 600 W, 
1200 W and 1800 W. Thus, in this chapter the simulated flow rate is maintained at 
10 l min-1 while the heater input power is simulated to be 1200 W. In doing so, the 
effective power function for use in the simulations is defined as: ܳ௘௙௙௘௖௧௜௩௘ ൌ  ? ? ? ?Ǥ ௦ܶ௣௘௖௜௠௘௡௕௢௥௘ି଴Ǥ଼଻ଵ  
Equation 7.1: Effective power function used in the simulation investigations 
The investigations in this chapter aim not to repeat experimental work, but to 
advance knowledge and gain understanding beyond the physical limitations of the 
experimental rig. 
7.2.1.1 Uninsulated material investigation 
When investigating the effect of physical properties associated with the uninsulated 
specimen, the specific heat capacity and the thermal conductivity of the substrate 
material are the only variables that warrant investigation. While the material density 
is variable, the effect of changing the density would be to alter the thermal mass of 
the specimen. Thus, such an effect is replicated by varying the specific heat capacity 
of the material. Hence, to investigate the effect of different material parameters, the 
specific heat capacity and thermal conductivity were varied in separate simulations 
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with the two suites of experiments shown in Table 7.1 for both the 40 mm and 100 
mm outer diameter specimens.  
Table 7.1: Simulated variation in substrate specific heat capacity and thermal conductivity 
Baseline substrate thermal 
conductivity: 193 W m-1 K-1 
Baseline substrate specific heat 
capacity: 900 J kg-1 K-1 
Cp of substrate (J kg-1 K-1) 
Thermal conductivity of 
substrate (W m-1 K-1) 
480 35 
585 56 
900 73 
1800 193 
 
In addition, two further simulations were conducted whereby the properties of 
aluminium 6082 were replaced with the thermal properties of cast iron and 
aluminium casting alloy A319 (the comparative material properties are shown in 
Table 7.2). Such a comparison, in the case of the cast iron simulation would help 
determine if there is a significant difference in heat transfer between S.I. gasoline 
engines (typically manufactured from cast aluminium) and C.I. diesel engines (where 
cast iron blocks still have a presence in the market).The comparison between the 
wrought 6082 T6 alloy and the A319 casting alloy also allows for the limitations in 
the findings from the experimental rig, and subsequent simulations, as a result of 
manufacturing the test block specimen from 6082 T6 alloy rather than a cast alloy 
(which is a typical grade of aluminium used to manufacture I.C. engine blocks from) 
to be discussed.   
Table 7.2: Comparative material properties of aluminium alloy and cast iron  
Material Density (kg m-3) Thermal conductivity 
(W m-1 K-1) 
Specific heat 
capacity (J kg-1 K-1) 
Aluminium alloy 
6082 T6 (wrought) 
2690 [93] 193 [93] 900 [57] 
Aluminium alloy 
A319 (cast) [71] 
2720 130 1000 
Cast iron [57] 7150 56 460 
7.2.1.2 Insulated material investigation 
The insulated system presents significantly more variables to investigate. Aside from 
the specific heat capacity and density of the substrate, one must also consider the 
specific heat capacity and density of the insulator. Furthermore, the value of the 
contact heat transfer coefficient, ݄௖௢௡௧௔௖௧ , and the thickness of the insulator are also 
important parameters to investigate. Relative to metallic materials, polymeric 
materials tend to exhibit greater temperature sensitivity within the operating 
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temperature range of automotive lubricants. Hence there is also a need to assess the 
effect of the change in the material properties of the insulator (thermal conductivity, 
density and specific heat capacity) as the properties change with temperature. The 
material properties of the insulating insert are also seen to exhibit slight variations 
between different suppliers and there is therefore a need to understand if the 
magnitudes of such variations are significant in controlling thermal losses from 
automotive lubricants. 
The investigation into the effect of insulator material properties on thermal losses 
from the lubricant therefore forms two parts. The first (Section 7.2.1.2.1) performs a 
general parametric study to assess, when considering the insulating insert material, 
which of the thermal properties are most significant in affecting thermal losses. 
Hence material properties are varied in isolation to remove the effect of any 
interactions between variables. The second part of the investigation (Section 
7.2.1.2.2) investigates the effect of the reported variation in insulating insert 
material properties between suppliers of the same grade of material. In addition, the 
effects of the change in material property as a result of temperature variation are 
also investigated.  
7.2.1.2.1 Insulating material parameter parametric study 
To investigate the effect of individual insulating insert material properties on thermal 
losses, the design of experiments shown in Table 7.3 was conducted that varied each 
parameter independently of one another. Listed above the values of the variable 
being investigated are the other parameters in the simulation that were held 
constant. The simulations were only carried out using a 100 mm outer diameter 
specimen owing to both the experimental results (discussed in Chapter 4 and 
Chapter 5) and the simulations outlined in Section 7.2.1.1 sufficiently characterising 
the effect of a change in specimen size. Similar to that of the uninsulated 
simulations, the material properties of aluminium were replaced with those of cast 
iron in order to investigate any significant change that may be relevant when using 
C.I. engines. An additional simulation carried out was that of 5 mm thick insulation 
applied to the aluminium but the value of ݄௖௢௡௧௔௖௧  was increased to 100000 W m-2 K-
1. Such a test indicates whether a greater thickness of insulation is able to replicate 
the insulating performance of the Nylon 12 tubing even if the contact resistance is 
reduced. 
Finally, a simulation was conducted whereby the material properties of an 
uninsulated specimen were replaced with those of baseline Nylon 12  (ܥ݌ ൌ ? ? ? ?ܬ݇݃ିଵܭିଵǡ ߩ ൌ  ? ? ? ?݇݃݉ିଷǡ ݇ ൌ  ?Ǥ ? ? ?ܹ݉ିଵܭିଵ) to observe if there is 
any benefit in trying to overcome the design challenges of manufacturing parts of 
the engine entirely out of polymeric materials rather than the strategy of insulating 
metallic components. 
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Table 7.3: Simulated test variations for the oil flow rig using a 100 mm outer diameter insulated specimen 
Insulator thermal conductivity: 0.262 W m-1 K-1 
Insulator specific heat capacity: 1760 J kg-1 K-1 
Substrate thermal conductivity: 193 W m-1 K-1 
hcontact: 150 W m
-2 K-1 
Insulator thickness: 2 mm 
Insulator thermal conductivity: 0.262 W m-1 K-1 
Insulator specific heat capacity: 1760 J kg-1 K-1 
Substrate specific heat capacity: 900 J kg-1 K-1 
hcontact: 150 W m
-2 K-1 
Insulator thickness: 2 mm 
Insulator thermal conductivity: 0.262 W m-1 K-1 
Substrate thermal conductivity: 193 W m-1 K-1 
Substrate specific heat capacity: 900 J kg-1 K-1 
hcontact: 150 W m
-2 K-1 
Insulator thickness: 2 mm 
Cp of substrate (J kg-1 K-1) Thermal conductivity of substrate (W m-1 K-1) Cp of insulator (J kg-1 K-1) 
480 35 880 
585 56 1320 
900 73 1760 
1800 193 2640 
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Insulator specific heat capacity: 1760 J kg-1 K-1 
Substrate thermal conductivity: 193 W m-1 K-1 
Substrate specific heat capacity: 900 J kg-1 K-1 
hcontact:
 150 W m-2 K-1 
Insulator thickness: 2 mm 
Insulator thermal conductivity: 0.262 W m-1 K-1 
Insulator specific heat capacity: 1760 J kg-1 K-1 
Substrate thermal conductivity: 193 W m-1 K-1 
Substrate specific heat capacity: 900 J kg-1 K-1 
Insulator thickness: 2 mm 
Insulator thermal conductivity: 0.262 W m-1 K-1 
Insulator specific heat capacity: 1760 J kg-1 K-1 
Substrate thermal conductivity: 193 W m-1 K-1 
Substrate specific heat capacity: 900 J kg-1 K-1 
hcontact:
 150 W m-2 K-1 
Thermal conductivity of insulator (W m-1 K-1) hcontact (W m
-2 K-1) Insulator thickness (mm) 
0.131 75 1 
0.197 110 1.5 
0.262 150 3 
0.393 225 4 
0.524 300 
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7.2.1.2.2 The effect of insulating material thermal property 
variation caused by supplier variation and changes 
in operating temperature 
It was discussed in Section 3.3.1.1.1 how, relative to the baseline properties of Nylon 
12 that were presented in Table 3.2, the properties of Nylon 12 can vary between 
different suppliers and this is evident in the product data sheets shown in Appendix 
A. Thus, in order to understand if the variation in Nylon 12 properties that are 
observed between different suppliers have a significant effect on the thermal energy 
transferred from the lubricant to the test block specimen, an additional simulation 
was carried out whereby the baseline properties of Nylon 12 were replaced with 
supplier data (from two different suppliers) for Nylon 12; summarised in Table 7.4. In 
addition, a further simulation was carried out whereby the theoretical model was 
used to appraise whether or not the variation in the thermal properties of Nylon 12 
and Nylon 6 (first discussed in Section 3.3.1.1.2) have a significant effect on the 
thermal losses from the lubricant to the test block specimen. Thus, comparative 
simulations were carried out whereby the baseline test block specimen properties 
were input into the model, together with the material properties data for different 
grades and suppliers of Nylon 12 and Nylon 6 (presented in Table 7.5) to investigate 
whether such variation in the insulating insert material properties were significant. 
Finally, in order to ĂƉƉƌĂŝƐĞ ŝĨ ƚŚĞ ǀĂƌŝĂƚŝŽŶ ŝŶ ƚŚĞ ŝŶƐƵůĂƚŝŶŐ ŵĂƚĞƌŝĂů ?ƐƚŚĞƌŵĂů
properties, caused by the polymer temperature rising, had a significant impact on 
the thermal losses from the lubricant to the test block specimen, a simulation was 
conducted whereby the thermal properties of the insulating insert were changed to 
match supplier data provided for the thermal properties of the insulator at 30 °C and 
130 °C (see Table 7.6). In the case of the data for density and specific heat capacity, 
data were provided by Arkema for Nylon 12 [117] however such data were not 
available for the thermal conductivity. Instead data have been used for a Nylon 11 
grade of the polymer [118] and reports the thermal conductivity increasing from 
0.21 W m-1 K-1 to 0.24 W m-1 K-1 between 80 °C and 140 °C. The order of magnitude 
of this change is consistent with other sources with the work of do Santos et al. [119] 
reporting a change of 0.02 W m
-1
 K
-1
 for Nylon 6 between 20 °C and 120 °C.  
Table 7.4: Thermal properties of Nylon 12 sourced from different suppliers 
Property Ensinger PAR 
Density (kg m-3) 1020 1020 
Thermal conductivity (W m
-1
 K
-1
) 0.30 0.23 
Specific heat capacity (J kg-1 K-1) 1800 2100 
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Table 7.5: Thermal properties of different grades of Nylon   
Property Nylon 12 Nylon 6 
Density (kg m
-3
) 1020 1130 
Thermal conductivity (W m-1 K-1) 0.30 0.23 
Specific heat capacity (J kg-1 K-1) 1800 1700 
 
Table 7.6: Properties used to investigate the effect of Nylon 12 material property variation with 
temperature on thermal losses from the lubricant to the test block specimen 
Property 30 °C 120 °C 
Density (kg m-3) 1025 987 
Thermal conductivity (W m-1 K-1) 0.21 0.24 
Specific heat capacity (J kg-1 K-1) 1791 2798 
7.2.2 Results 
7.2.2.1 Uninsulated results 
The results from such comparative work are complex owing to the transient nature 
of the heat transfer being studied. The magnitude of any effect resulting from a 
change in material parameters varies over the duration of the test cycle and is 
demonstrated in Figure 7.1. The cumulative energy transferred from the lubricant to 
the test block specimen is plotted against time for a 100 mm outer diameter 
uninsulated specimen using different values for the specific heat capacity of the test 
block specimen. It can be seen how the maximum deviation between simulations of 
different specific heat capacity values occurs at approximately 2800 seconds before 
the results begin to converge. The reasoning behind such a trend is linked to when 
the temperature differential between the lubricant and specimen begins to reduce 
and the effect of the specific heat capacity on such dynamics has already been 
discussed both in Chapter 4 and Chapter 6. As a result of increasing the specimen 
specific heat capacity to 1800 J kg-1 K-1, one observed a 39% peak increase in energy 
transferred to the specimen, relative to the baseline. Beyond the peak deviation, the 
specimen does begin to rise in temperature and the heat flux between the lubricant 
and specimen reduces and the cumulative energy lost from the lubricant also 
becomes dependent on the heat flux to ambient; owing to the specimen 
temperature being elevated relative to ambient. Thus the ambient heat flux limits 
the deviation of the different simulations and the results begin to converge. 
However, it can be seen that, owing to the specimen temperature still rising, the 
effect of the specific heat capacity is still present throughout the test and hence the 
results remain offset relative to each other throughout the test duration.  
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Figure 7.1: Variation in cumulative energy lost from the lubricant to the specimen as a result of 
changing the specific heat capacity (Cp) of a 100 mm outer diameter test block specimen. The 
lubricant flow rate was 10 l min
-1
 with 1200 W heater power input 
The example explained above (and shown in Figure 7.1) is demonstrative of the 
evolving thermal system that exists during warm-up. It must be remembered that 
the aim is to reduce thermal losses from the engine lubricant and that consequently, 
the most relevant performance measure in this work is to compare the cumulative 
energy transferred from the lubricant to the specimen. In doing so, it is desirable to 
observe a reduction in the cumulative energy transferred from the lubricant to the 
specimen which may therefore accelerate the rate of lubricant heating in an I.C. 
engine application. Thus, the results in this chapter compare the cumulative energy 
transferred from the lubricant to the specimen with the aim of determining the 
optimum material selection strategy to reduce thermal losses from the engine 
lubricant. 
Table 7.7 compares the energy lost from the lubricant to the test block specimen for 
both the 100 mm and 40 mm outer diameter specimen. It can be seen that, in the 
case of both specimens, that the specific heat capacity is the dominant factor in 
reducing thermal losses from the lubricant to the specimen. By reducing the specific 
heat capacity of the test block specimen from 900 J kg-1 K-1 to 480 J kg-1 K-1 the 
thermal losses can be reduced by between 17% and 9% depending on size. 
Comparatively, doubling the specific heat capacity to 1800 J kg-1 K-1 results in the 
thermal losses increasing by between 19% and 31%.  
The thermal losses from the lubricant are much less sensitive to the thermal 
conductivity of the test block specimen with an 80% reduction in thermal 
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conductivity (193 W m-1 K-1 to 35 W m-1 K-1) only reducing the thermal losses by 
between 1% and 3%. Doubling the thermal conductivity to 386 W m¯¹ K¯¹ results in a 
less than 1% increase in thermal losses from the lubricant. Such a lack in sensitivity is 
a result of the lumped capacitance behaviour of the baseline specimen and, hence, 
increasing the thermal conductivity does not serve to increase the temperature 
gradient through the test block specimen any further. Consequently, the thermal 
losses from the lubricant to the specimen also do not increase any further. 
The combined effects of different material parameter changes are shown when the 
baseline (aluminium alloy) test is compared with the cast iron simulation and 
increases in thermal losses of between 10% and 7% are observed. Of note also is 
how the specific heat capacity of the aluminium is higher than the cast iron (Table 
7.1) but draws less energy from the lubricant. However in this instance, the volume 
of the two specimens have been kept equal and consequently, if one compares the 
volumetric heat capacity, the aluminium alloy has a volumetric heat capacity of 2.4 
MJ m-3 which compares with 3.3 MJ m-3 for cast iron. Therefore, it can be seen that 
the heat capacity of the material remains dominant in dictating the warm-up 
performance of the material. However, the findings do highlight the need to 
consider the effect of material density carefully in any material selection process. 
When comparing the results of the wrought aluminium 6082 alloy with those of the 
cast A319 alloy it can be seen that increased specific heat capacity and increased 
density (resulting in a 12% increase in volumetric heat capacity) result in the model 
predicting that the cast alloy would result in the energy flow from the lubricant 
increasing by between 2% and 4%, depending on specimen size, despite the cast 
alloy having a thermal conductivity that is 32% lower than the wrought alloy. This 
further confirms the domination of the heat capacity over the thermal conductivity 
of the substrate material. Thus, while the wrought alloy results in less heat flow 
away from the lubricant than the cast alloy (which would typically be used in the 
manufacture of an I.C. engine block), the change is small, relative to the 60% 
reduction in energy observed as a result of applying insulation in the experimental 
results. It can therefore be concluded that the choice of a wrought alloy over a cast 
alloy for use in the rig does not serve to limit the validity of the experimental 
findings. However, the fact that the cast alloy increases the energy flow from away 
from the lubricant, suggests that the application of insulation to galleries in an 
engine would result in energy savings of a higher magnitude than those observed on 
the rig. 
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Table 7.7: Predicted cumulative energy transferred from the lubricant to a 100 mm and 40 mm 
outer diameter test block specimen over 8000 seconds with a lubricant heating rate of 1200 W and 
a flow rate of 10 l min
-1
 when varying both the specific heat capacity and thermal conductivity of 
the specimen material 
Specimen substrate 
property variation 
Cumulative 
energy 
transferred 
to 100 mm 
outer 
diameter 
(MJ) 
100 mm 
outer 
diameter % 
change 
(relative to 
baseline) 
Cumulative 
energy 
transferred to 
40 mm outer 
diameter (MJ) 
40 mm 
outer 
diameter % 
change 
(relative to 
baseline) 
Baseline aluminium 6082 T6 
specimen (wrought alloy) 
Cp = 900 J kg-1 K-1 
K= 193 W m-1 K-1 1.00   0.39   
Cp = 480 J kg-1 K-1 0.83 -17% 0.36 -9% 
Cp = 1800 J kg-1 K-1 1.30 +31% 0.47 +19% 
K = 35 W m¯¹ K¯¹ 0.97 -3% 0.39 -1% 
K = 386 W m¯¹ K¯¹ 1.00 0% 0.39 0% 
Aluminium A319 (cast alloy) 1.03 +4% 0.40 +2% 
Cast Iron 1.1 +10% 0.42 +7% 
 
Thus, the findings from this section indicate that where it is not possible to insulate 
the surrounding structure of the lubricant gallery, the optimum strategy to reducing 
thermal losses from the lubricant is to reduce the specific heat capacity of the 
surrounding substrate material. 
7.2.2.2 100 mm insulated specimen results 
7.2.2.2.1 Material parameter parametric study 
As was highlighted in Table 7.3, the insulated specimen presents significantly more 
variables to be considered when trying to manage energy flows from the lubricant to 
the surrounding structure. This section therefore investigates the significance of 
different variables in isolation when implemented onto the insulated 100 mm outer 
diameter specimen. The baseline values for each of the variables are listed below: 
x Insulator thermal conductivity: 0.262 W m-1 K-1 
x Insulator specific heat capacity: 1760 J kg-1 K-1 
x Substrate thermal conductivity: 193 W m-1 K-1 
x Substrate specific heat capacity: 900 J kg-1 K-1 
x hcontact: 150 W m-2 K-1 
x Insulator thickness: 2 mm 
Table 7.8 shows the change in energy transferred from the lubricant to the test block 
ƐƉĞĐŝŵĞŶĂƐĂƌĞƐƵůƚŽĨĐŚĂŶŐŝŶŐƚŚĞƐƵďƐƚƌĂƚĞŵĂƚĞƌŝĂů ?ƐƐƉĞĐŝĨŝc heat capacity and 
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thermal conductivity. Compared to the data presented in Table 7.7, one can see the 
same trends are observed. The specific heat capacity of the material remains the 
dominant variable relative to the substrate thermal conductivity although the effect 
on thermal losses from the lubricant is reduced relative to the uninsulated case. For 
the same changes in specific heat capacity, the change in thermal losses from the 
lubricant are reduced to between -10% and 12% (Table 7.8) as opposed to -17% and 
+31% (Table 7.7). Similarly the sensitivity to the substrate thermal conductivity is 
reduced; a reduction in thermal conductivity from 193 W m¯¹ K¯¹ to 35 W m¯¹ K¯¹ (a 
reduction of over 80%) yielded only a 4.5 kJ reduction in thermal losses (less than 
1%). The combined effect of varying such materials properties is again simulated by 
changing the material properties of the substrate from those of aluminium to those 
of cast iron (Table 7.2). The trend observed with the uninsulated results is repeated 
but with reduced sensitivity. Changing the substrate material from aluminium to cast 
iron increases the energy removed from the lubricant but by a reduced amount (a 
5% increase from 0.48 MJ to 0.50 MJ rather than the 10% increase observed in the 
uninsulated scenario). 
Table 7.8: Predicted cumulative energy transferred from the lubricant to a 100 mm outer diameter 
test block specimen with a 2 mm thick Nylon 12 insert installed  over 8000 seconds with a lubricant 
heating rate of 1200 W and a flow rate of 10 l min
-1
 while varying the substrate specific heat 
capacity and thermal conductivity 
Specimen substrate property variation 
Cumulative 
energy 
transferred to 
specimen (MJ) 
% change 
(relative to 
baseline) 
Baseline aluminium substrate material 
properties 
Cp = 900 J kg-1 K-1 
K= 193 W m
-1 
K
-1
 0.48   
Cp = 480 J kg-1 K-1 0.43 -10% 
Cp = 1800 J kg-1 K-1 0.54 12% 
K = 35 W m¯¹ K¯¹ 0.48 1% 
K =386 W m¯¹ K¯¹ 0.48 0% 
Cast iron 0.50 +5% 
 
Table 7.9 shows how the energy transferred to the test block specimen responds to 
changes in the insulator material properties. It can be seen how, relative to the 
trends observed when varying the substrate material properties (i.e. the aluminium), 
the sensitivity of the material properties is reversed when considering the insulator. 
Halving the specific heat capacity from 1760 J kg-1 K-1 to 880 J kg-1 K-1 only reduces 
the energy transferred from the lubricant to the specimen by just under 2 kJ (less 
than 1%) whereas a  similar reduction in the specific heat capacity of the substrate 
(Table 7.8) achieved a 10% reduction in thermal losses. This is despite the sensitivity 
to substrate material properties being reduced in the insulated scenario. A similar 
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trend is observed when increasing the specific heat capacity of the insulator to 3520 
J kg-1 K-1 (a doubling of the baseline value) which results in only a 1% increase in 
energy transferred. 
The thermal conductivity of the insulator is a much more significant parameter than 
the insulator specific heat capacity; a direct contrast to the behaviour of the 
substrate in both the insulated and uninsulated studies. In halving the value of the 
thermal conductivity of the insulator from 0.262 W m-1 K-1 to 0.131 W m-1 K-1 the 
energy transferred to the specimen was reduced from 0.48 MJ to 0.37 MJ; a 23% 
reduction in energy transferred. Similarly, if the thermal conductivity of the insulator 
was doubled, then the energy transferred increased to 0.56 MJ (an increase of 17%).  
Table 7.9: Predicted cumulative energy transferred from the lubricant to a 100 mm outer diameter 
test block specimen with a 2 mm thick Nylon 12 insert installed  over 8000 seconds with a lubricant 
heating rate of 1200 W and a flow rate of 10 l min
-1
 while varying the insulator specific heat 
capacity and thermal conductivity 
Insulating insert property variation 
Cumulative 
energy 
transferred to 
specimen (MJ) 
% change 
(relative to 
baseline) 
Baseline  insulator material 
properties 
Cp = 1760 J kg-1 K-1 
K= 0.262 W m-1 K-1 0.48   
Cp = 880 J kg-1 K-1 0.48 0% 
Cp = 3520 J kg-1 K-1 0.48 +1% 
K = 0.131 W m¯¹ K¯¹ 0.37 -23% 
K = 0.524 W m¯¹ K¯¹ 0.56 +17% 
 
The response of the model to the variation in material parameters presents an 
overall trend that indicates, during warm-up, that the specific heat capacity of the 
specimen and that the thermal conductivity of the insulator (if present) should be 
minimised in order to minimise thermal losses from the lubricant to the surrounding 
metal. The specific heat capacity being as low as possible accelerates the rate of 
specimen heating and therefore reduces the temperature differential between the 
lubricant and specimen faster (thus reducing the heat flux). Such an effect is limited 
to the transient phase and during steady state situations, the heat transfer from the 
lubricant to the specimen would be a function of the thermal conductivity only. A 
lower thermal conductivity material results in a higher temperature gradient through 
the thickness of the test block specimen. The outer surface temperature of the test 
block specimen is limited by the ambient temperature and therefore a higher 
temperature gradient through the test block specimen must increase the inner bore 
temperature (rather than decrease the outer surface temperature). Hence, the 
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temperature differential between the lubricant and the bore is reduced and the heat 
flow to the specimen from the lubricant reduces also.  
Of interest though is why a low thermal conductivity is of greater significance in the 
insulating insert and a low specific heat capacity is of greater significance when 
considering the specimen substrate. The volume of an insulating insert with a 16 mm 
bore and a 2 mm wall thickness is only 4.3 x 10-5 m3, as opposed to 3.58 x 10-4 m3 
and 2.86 x 10--3 m3 in the case of the two test block specimens (100 mm and 40 mm 
outer diameter). The thermal mass of the insert is governed, not by the specific heat 
capacity of the material, but by the small volume of material present. Comparatively, 
any variation in specific heat capacity of the substrate is multiplied by the large 
volume of material present and hence has a greater impact on the warm-up 
performance. 
Comparatively, when looking at the thermal conductivity, the test block specimens 
made of aluminium are already a highly effective thermal conductor (as are most 
metals). There is therefore negligible temperature gradient across the radial 
thickness of the specimen. Consequently, variations in the thermal conductivity of 
the substrate material will have little effect on thermal losses through the lubricant 
until such point that the thermal conductivity is low enough to produce a noticeable 
ƚŚĞƌŵĂůŐƌĂĚŝĞŶƚƚŚƌŽƵŐŚƚŚĞƐƉĞĐŝŵĞŶ ?ƐƚŚŝĐŬŶĞƐƐ ?ŽŵƉĂƌĂƚŝǀĞůǇ ?ƚŚĞĂůƌĞĂĚǇ ůŽǁ
thermal conductivity of the baseline insulator creates a 27 °C temperature drop 
across the radial thickness of the specimen, equivalent to a temperature gradient of 
13.5 °C mm-1. Hence, either an increase or decrease in insulator thermal conductivity 
has a direct result on such a temperature gradient and has a subsequent impact on 
thermal losses from the lubricant.  
One can either increase the thermal resistance of a particular body by reducing the 
material thermal conductivity or by increasing the thickness. It has been seen how 
the low thickness of the insulator, relative to that of the specimen, results in the 
thermal resistance of the material being of greater significance than any thermal 
mass considerations. Table 7.10 reinforces such a finding by showing the response of 
the model to variations in the thickness of the insulating insert. It can be seen that  
changing the insert thickness results in the heat flow to the test block specimen 
varying by orders of magnitude similar to those observed seen when the insert 
thermal conductivity was adjusted (Table 7.9). Relative to the baseline 2 mm thick 
insulation, halving the insulator thickness to 1 mm increases the energy flow to the 
specimen by 11%. Comparatively, if one increases the thickness of the insulation to 
either 3 mm or 4 mm then the energy transferred from the lubricant can be reduced 
by 10% or 17% respectively. This confirms that it is the thermal resistance of the 
insert that is critical in reducing energy flow from the lubricant rather than the 
insulating ŝŶƐĞƌƚ ?ƐƚŚĞƌŵĂůŵĂƐƐ ?KĨŶŽƚĞ ŝƐŚŽǁƚŚĞƐŝŵƵůĂƚŝŽŶƐƉƌĞƐĞŶƚĞĚ ŝŶ Table 
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7.10 all utilise a value for ݄௖௢௡௧௔௖௧  of 150 W m-2 K-1 and both the experimental results 
(Chapter 5) and theoretical correlation (Chapter 6) highlighted how the contact 
resistance is a significant factor in achieving the insulation benefit. Thus, Table 7.10 
also presents a simulation for a high thickness  insulating insert of 5 mm but with a 
much higher value of ݄௖௢௡௧௔௖௧  (10000 W m-2 K-1) to simulate almost perfect contact 
between the specimen and insert. It must be highlighted that it is likely to be 
impractical to install an insert of such a thickness owing to the need to over bore the 
gallery of an engine to accommodate the thickness of the insulating insert. Indeed, 
similar concerns exist in relation to the installation of an insert with 3 mm or 4 mm 
wall thickness. However, in carrying out such a simulation, an understanding is 
developed as to whether the effect of the contact resistance is able to be replicated 
using additional insulating material. It can be seen that a 5 mm thick insert in perfect 
contact with the surrounding metal achieves a comparable performance to that of a 
3 mm thick insert with the experimentally correlated contact resistance and that the 
contact resistance provides the equivalent insulating effect of increasing the 
thickness of the Nylon insert by 2 mm. Thus, while, the insulating effect of the 
contact resistance can be replicated with an increased thickness of insulating 
material, other design constraints related to the engine would currently prevent 
such an approach being achievable.  
Table 7.10: Predicted cumulative energy transferred from the lubricant to a 100 mm outer diameter 
test block specimen with a Nylon 12 insert installed over 8000 seconds with a lubricant heating rate 
of 1200 W and a flow rate of 10 l min
-1
 while varying the insert thickness 
Insulating insert thickness 
variant 
Cumulative 
energy 
transferred to 
specimen (MJ) 
% change 
(relative to 
baseline) 
Baseline = 2 mm 0.48   
1 mm 0.53 +11% 
1.5 mm 0.5 +5% 
3 mm 0.43 -10% 
4 mm 0.47 -17% 
5 mm and hcontact = 10000 W m
-2 
-1
0.43 -10% 
 
Table 7.11 presents results showing the effect of varying ݄௖௢௡௧௔௖௧  on the energy 
transferred to the specimen from the lubricant. It can be seen how halving the heat 
transfer coefficient from 150 W m-2 K-1 to 75 W m-2 K-1 reduces the energy 
transferred to the lubricant by 18%, to 0.39 MJ. This is similar in performance to 
halving the thermal conductivity of the insulator (Table 7.9) but is more technically 
viable and is not limited by attempting to source a material that provides such a high 
thermal resistance while still having an acceptable peak operating temperature. 
Similarly, by doubling the contact heat transfer coefficient, one observes a 13% 
increase in the energy transferred to the specimen.  
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The significant effect of the contact heat transfer coefficient has implications on the 
validity of both the computational simulation findings and also the likelihood of 
success if such an insulation strategy were to be adopted in I.C. engines. It was 
discussed in Section 5.7 and Section 6.5.4 how Nylon 12 has a dissimilar coefficient 
of thermal expansion to aluminium 6082. Indeed, Nylon 12 (CoE between 10 x 10-5  
and 16 x 10-5  °C-1) [97, 98] is seen to exhibit a coefficient of thermal expansion over 
four times that of aluminium 6082 (CoE 2.3 x 10-5 °C-1) [93]. As a result of different 
coefficients of thermal expansion for the two materials it is highly likely that the 
value of ݄௖௢௡௧௔௖௧  will vary across the temperature range of the test. Consequently, 
the model in its current form, with only a single value of ݄௖௢௡௧௔௖௧  for each test does 
need to address, in future work, the variation of ݄௖௢௡௧௔௖௧  with temperature. Having 
seen how the thermal losses from the lubricant to the test block specimen are so 
sensitive to the value of ݄௖௢௡௧௔௖௧  there is also a need to consider the effect of other 
parameters on the value of ݄௖௢௡௧௔௖௧. This would include the initial fit between the 
ŝŶƐĞƌƚĂŶĚƚŚĞƐƵƌƌŽƵŶĚŝŶŐŵĞƚĂůĂŶĚĂůƐŽƚŚĞŝŵƉĂĐƚŽĨƚŚĞŵĂƚŝŶŐƐƵƌĨĂĐĞƐ ?ƐƵƌĨĂĐĞ
roughness. The current methodology of manufacturing the engine block is to high 
speed drill the main gallery in to the block after it has been cast and one would 
therefore not expect dimensional tolerance to be greater than +/- 0.5 mm. The 
sensitivity that the thermal losses from the lubricant to the test block specimen 
exhibit to the clearance between the bore and the insulating insert has already been 
highlighted in Section 5.6 and Section 5.7 and places a limitation on the accuracy of 
being able to predict the thermal losses from the lubricant for a given material 
combination. However, based on the results presented in Table 7.10, it would be 
possible to observe variations in thermal losses from the lubricant to the gallery wall 
of up approximately 5% (the change in thermal losses observed as a result of a 0. 5 
mm change in dimesion), between two engine blocks of the same nominal 
dimensions. Greater dimensional control would be achievable were the inserts 
secured in to the engine block  however this would reduce the insulating effect and 
therefore increase the thermal losses from the lubricant. 
Table 7.11: Predicted cumulative energy transferred from the lubricant to a 100 mm outer diameter 
test block specimen with a 2 mm thick Nylon 12 insert installed  over 8000 seconds with a lubricant 
heating rate of 1200 W and a flow rate of 10 l min
-1
 while varying the value of ࢎࢉ࢕࢔࢚ࢇࢉ࢚ 
hcontact variation 
Cumulative energy 
transferred to 
specimen (MJ) 
% change 
(relative to baseline) 
Baseline  hcontact= 150 W m
-2 
-1
0.48   
75 W m
-2
 K
-1
 0.39 -18% 
110 W m-2 K-1 0.44 -8% 
225 W m-2 K-1 0.52 8% 
300 W m-2 K-1 0.54 13% 
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Thus from this work, it can be seen that in order to minimise the heat transfer from 
the lubricant to the specimen, one must aim to reduce the specific heat capacity of 
the substrate, increase the contact resistance between the substrate material and 
the insert or decrease the thermal conductivity of the insulating insert. Reducing the 
substrate specific heat capacity by 46% resulted in a 10% reduction in energy 
transferred to the test block specimen while a reduction of 50% in the insulator 
thermal conductivity and the contact resistance reduced the heat flow to the test 
block specimen by 23% and 18% respectively. However, achieving reductions in the 
thermal conductivity of the insulating insert beyond 0.26 W m-1 K-1 is a significant 
material challenge if one looks at the limited scope for alternative materials in the 
material selection chart shown in Figure 2.5 of Chapter 2. The most effective and 
practical method of reducing heat flow from the lubricant to test block specimen 
when insulation is applied is to focus on increasing the contact resistance.  
7.2.2.2.2 100 mm outer diameter fully Nylon test block 
specimen 
The results presented in this chapter have indicated how it is desirable to reduce the 
specific heat capacity of the surrounding material of engine oil galleries in order to 
reduce thermal losses and aid warm-up. It has been seen how that, where an 
insulating insert is not present, reducing the specific heat capacity of the surrounding 
material is the most effective strategy while, where an insulating insert is present, 
one would aim to also reduce the thermal conductivity of the insulating insert or 
reduce the value of ݄௖௢௡௧௔௖௧. While there has only been limited investigations into 
the extensive use of polymeric materials in engine applications [72, 74], a 
hypothetical scenario worthy of investigation is the relative performance of 
manufacturing the entire surrounding structure out of polymeric materials. Thus, a 
simulation was conducted whereby the material properties of the test block 
specimen were changed to match those of Nylon 12. A consequence of such a 
strategy is the removal of any potential benefit of a contact resistance but instead, 
the surrounding structure benefits from both a low thermal conductivity and low 
specific heat capacity. The result, shown in Figure 7.2, suggests that, were such a 
material choice possible, the energy transferred from the lubricant to the specimen 
could be reduced from 1 MJ (a baseline uninsulated aluminium test block specimen) 
to 0.22 MJ with a full Nylon insert; a reduction of 78%. Simulations of the baseline 
insulated scenario (a 2 mm thick Nylon 12 insert with a contact heat transfer 
coefficient of 150 W m-2 K-1) predicted that 0.48 MJ of energy would be transferred 
from the lubricant to the specimen. Thus, manufacturing the entire thickness out of 
Nylon still represents a potential reduction in energy losses, relative to when an 
insulating insert is installed of 0.26 MJ (54 %). Such a simulation assumes that an 
equal volume of material is present. It is likely that a higher volume of material 
would be required to satisfy stiffness constraints were a fully polymeric solution 
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employed (the literature review highlighted that the stiffness of glass fibre 
reinforced resin systems could be up to 80% lower than that of aluminium). 
However, given the predicted benefits, one would still expect a reduced heat flow 
from the lubricant even if an increased volume, and hence mass of polymer, was 
needed to satisfy other design constraints. 
 
Figure 7.2: Cumulative energy transferred from the lubricant to a 100 mm outer diameter test block 
specimen over 8000 seconds with a lubricant heating rate of 1200 W and a flow rate of 10 l min
-1
 
with aluminium alloy and Nylon 12 test block specimens 
7.2.2.2.3 The effect of insulating material thermal property 
variation caused by supplier variation and changes 
in operating temperature 
Table 7.12 presents data that shows how the variation in the thermal properties of 
Nylon 12, from different suppliers, affects the thermal losses from the lubricant. It 
can be seen that for the same nominal grade of Nylon 12, predicted variations of up 
to 4% are observed relative to the baseline material properties. Similarly, if one 
examines Table 7.13, it can be seen how a 4% increase in thermal losses is predicted 
if one uses the Ensinger material values as opposed to the baseline values presented 
in Table 3.2 while a 4% reduction in thermal losses is observed if one uses the 
Ensinger material properties for Nylon 6. Thus, if such technology were to be 
implemented into an I.C. engine, it must be accepted that the actual reduction in 
thermal realised would be subject to at least a 4% uncertainty. However, the 
magnitude of such uncertainty should be compared against the thermal benefits 
already realised throughout the work in this thesis. It has already been observed in 
Chapter 5 that reductions in thermal losses of up to 58% have been achieved as a 
result of optimising the insulating mechanism. In the instance where the contact 
resistance alone was installed by using a plain aluminium insert, a reduction of 27% 
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was achieved. Thus, the uncertainty introduced as a result of variation in either 
Nylon grade or supplier is not felt to be detrimental to the findings already reported. 
Table 7.12: Predicted cumulative energy transferred from the lubricant to a 100 mm outer diameter 
test block specimen with a Nylon 12 insert installed over 8000 seconds with a lubricant heating rate 
of 1200 W and a flow rate of 10 l min
-1
 using different supplier material data 
Supplier data 
Cumulative 
energy 
transferred to 
specimen (MJ) 
% change 
(relative to 
baseline) 
Baseline (Table 3.2) 0.48   
Ensinger 0.50 +4% 
PAR 0.46 -4% 
 
Table 7.13: Predicted cumulative energy transferred from the lubricant to a 100 mm outer diameter 
test block specimen with a Nylon insulating insert installed over 8000 seconds using the thermal 
properties for different grades of Nylon with a  lubricant heating rate of 1200 W and a flow rate of 
10 l min
-1
  
Supplier data 
Cumulative 
energy 
transferred to 
specimen (MJ) 
% change 
(relative to 
baseline) 
Baseline (Table 3.2) 0.48  
Ensinger Nylon 12 0.50 +4% 
Ensinger Nylon 6 0.46 -4% 
 
Table 7.14 presents data summarising the effect that the variation in Nylon 12 
properties with temperature have on predicted thermal losses from the lubricant. It 
can be seen how, relative to the Arkema data for Nylon 12 at 30 °C, that using the 
Nylon 12 properties quoted for 130 °C results in the thermal losses increasing by 5% 
and would hence be comparable in effect to replacing the aluminium test block 
specimen with one manufactured from cast iron (Table 7.7) or reducing the insert by 
0.5 mm in thickness in terms of the percentage change in thermal losses. Also 
presented in Table 7.14 is a third simulation, denoƚĞĚ ‘ƌŬĞŵĂEǇůŽŶ ? ?ŚǇďƌŝĚ ?. In 
this simulation the specific heat capacity and density were input as the values at 130 
°C but the thermal conductivity was held at the value for 30 °C (0.21 W m-1 K-1). It can 
be seen that as a result of such a simulation, the thermal losses from the lubricant to 
the test block specimen only increase by 0.45%; further confirming the findings in 
Section 7.2.2.2.1 that the insulating material thermal conductivity is the dominant 
parameter over the insulating material specific heat capacity. This is despite the 
specific heat capacity increasing by 56% relative to only a 14% change in thermal 
conductivity (0.21 W m-1 K-1 increasing to 0.24 W m-1 K-1) and the density decreasing 
by 3%. It must be borne in mind when considering these results, that the simulations 
conducted for the purposes of the data in Table 7.14 assume that the high 
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temperature material properties have been active throughout the duration of the 
test simulation whereas the properties would progressively change from the low 
temperature values to the high temperature values were the physical test carried 
out. The actual effect on thermal losses from the lubricant as a result of accounting 
for thermal property variation of the polymer would therefore be reduced. 
 
Thus, while the magnitude of the uncertainty produced through the change in 
polymer thermal properties with temperature needs consideration, it is again felt 
that such uncertainty is not overly detrimental to the findings presented in this 
thesis. When compared to the reductions in thermal losses achieved of up to 58% 
through the implementation of gallery insulation, the sensitivity to the changing 
thermal properties of polymers with temperature are relatively small and the 5% 
variation observed is a worst case scenario and would likely be smaller.  
 
However, it should be highlighted as scope for further work, to account for such 
variations in material thermal properties with temperature in the simulation model 
in order to remove such uncertainty from the results. 
Table 7.14: Predicted cumulative energy transferred from the lubricant to a 100 mm outer diameter 
test block specimen with different grades of Nylon insulating insert installed over 8000 seconds 
with a lubricant heating rate of 1200 W and a flow rate of 10 l min
-1
  
Supplier data 
Cumulative 
energy 
transferred to 
specimen (MJ) 
% change 
(relative to 
baseline) 
Arkema Nylon 12 (30 °C)  0.45  
Arkema Nylon 12 (130 °C) 0.47 +5% 
Arkema Nylon 12 Hybrid 0.45 +0.45% 
 
7.3 The significance of flow geometry on heat transfer 
The experimental results presented in Chapter 5 explored, in depth, the potential 
methods of insulating engine lubricant from the surrounding metal structure. 
Through the oil flow rig, comparable conditions to that found in the main engine oil 
gallery of a typical I.C. engine were replicated with a 16 mm diameter bore gallery 
that is 380 mm in length. Both experimental and theoretical results have been 
presented and discussed for this particular scenario in in Chapter 5 and Chapter 7 
(Section 7.2). However, it has already been discussed how the lubricant circuit within 
an I.C. engine is variable and there is therefore a need to consider the effects that 
such variations in geometry have on heat transfer from the lubricant to the 
surrounding metal structure.  
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The variations in gallery geometry, first shown in Figure 1.17, can affect the heat 
transfer mechanisms from the lubricant to the surrounding structure in two ways. It 
is worth remembering that the thermal energy transferred from the lubricant to the 
surrounding metal is defined by:  ܳ௖௢௡௩௘௖௧௜௢௡ ൌ ݄௢௜௟ ?ߨݎ௜௡௡௘௥݀ݔሺ ௔ܶ௩௘௥௔௚௘ െ ௜ܶ௡௡௘௥ሻߜݐ 
Equation 7.2: Convective heat transfer from the lubricant to the gallery wall 
Consequently, a variation in the gallery diameter will affect the value of ܳ௖௢௡௩௘௖௧௜௢௡  
by means of the impact of ݎ௜௡௡௘௥. Thus, an increase in the diameter of a given gallery 
would be expected to increase the heat transferred to the metal by virtue of the 
greater heat transfer area. However, one must remember that the value of ݄௢௜௟  is 
also dependent on the flow geometry. It was established in Chapter 6 that the heat 
transfer coefficient is best represented by the Dittus and Boelter Nusselt Number 
correlation, defined in Equation 7.3, and that the heat transfer coefficient is related 
to the Nusselt Number by Equation 7.4. The complexity of the relationship is 
increased by the presence of the Reynolds Number term in the Nusselt Number. The 
oil flow rig was operated in a fixed volumetric flow rate situation and hence for a 
given volumetric flow rate the velocity of the fluid is inversely proportional to the 
square of the diameter. Equation 7.5 presents a derivation of how, accounting for 
the Reynolds Effect, the internal heat transfer coefficient would be proportional to ܦ௜௡௡௘௥ିଵǤ଼ . It can therefore be seen that for a given temperature differential between 
the lubricant and test block specimen, an increase in the bore diameter of the oil 
gallery would result in the cumulative energy transferred from the lubricant to be 
proportional to ܦ௜௡௡௘௥ି଴Ǥ଼ . Thus, this section of the thesis seeks to investigate the effect 
that variations in bore diameter (and hence surface area) and flow velocity have on 
the heat transferred from the lubricant to the surrounding structure.  
The dependence of convective heat transfer mechanisms on the flow geometry has 
been the subject of engines research in the past, albeit in the case of the coolant 
circuit rather than the lubricant circuit. The exhaust port bridge of an engine is an 
area that is subject to very high temperatures and subsequently dictates the cooling 
requirements of the engine, particularly during high load and low speed scenarios. 
Both Finlay et al. [108] and Clough [107] trialled using a reduced cross sectional area 
to increase convective heat transfer to the coolant in the exhaust port bridge area. 
Finlay et al. [108] experimented with a precision cooled head and was, depending on 
location, able to reduce metal surface temperatures by up to 50 °C on a 1.1 litre S.I. 
engine while the work of Clough [107] reported reducing the peak temperature of 
the cylinder head from  172 °C to 143 °C on a 6 cylinder 24 valve engine. Exact values 
of the heat transfer coefficient were not available in either reference but Finlay et al. 
did indicate that by changing the coolant velocity from 1 m s-1 to 5 m s-1 it was 
predicted that the heat flux in the cylinder head would increase from 530 kW m-2 to 
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1270 kW m-2, an increase of 140%. Such an increase was predicted for metal 
temperatures of 150 °C and the benefit was reduced in magnitude at lower metal 
temperatures. However, it has been shown that reducing the hydraulic diameter can 
increase heat transfer owing to the Reynolds Effect and hence the reverse effect in 
the lubricant circuit (i.e. reduce the convective heat transfer coefficient with a larger 
diameter) may be advantageous in reducing thermal losses from the lubricant ܰݑ ൌ  ?Ǥ ? ? ?ܴ݁଴Ǥ଼ܲݎ଴Ǥସ 
Equation 7.3: Dittus and Boelter Nusselt Number ݄ ൌ ܰݑ݇ܦ  
Equation 7.4: Relationship of heat transfer coefficient to Nusselt Number ݒ ൌ ܸܣ ൌ  ?ܸߨܦ௜௡௡௘௥ଶ  ܴ݁ ൌ ݒܦூ௡௡௘௥ߥ௟௨௕௥௜௖௔௡௧ ൌ ܴ݁ ൌ  ?ܸܦூ௡௡௘௥ߨܦ௜௡௡௘௥ଶ ߥ௟௨௕௥௜௖௔௡௧ ൌ   ?ܸߨܦ௜௡௡௘௥ ߥ௟௨௕௥௜௖௔௡௧  ܰݑߙܴ݁଴Ǥ଼ ܰݑߙሺܦ௜௡௡௘௥ିଵ ሻ଴Ǥ଼ ܰݑߙܦ௜௡௡௘௥ି଴Ǥ଼  ݄ߙ ܰݑܦ௜௡௡௘௥  ݄ߙ ܦ௜௡௡௘௥ି଴Ǥ଼ܦ௜௡௡௘௥  ݄ߙܦ௜௡௡௘௥ିଵǤ଼  
Equation 7.5: Derivation of dependence of internal heat transfer coefficient on hydraulic diameter 
Thus, in the sections that follow, this chapter aims to isolate the effect of varying the 
convective heat transfer area from the effect of the flow geometry changing the 
heat transfer coefficient. A limitation of the work is that the oil flow rig (and hence 
the computational model) concentrate on pressurised flow through a gallery of given 
dimensions. There are regions of the engine where such a flow regime is not 
representative of the conditions within the I.C. engine. An example is the return 
galleries which enables lubricant to return from the head of the engine, back to the 
sump. The entry to the gallery at the top of the cylinder block is shown in Figure 7.3 
and the lubricant in these galleries flows back to the sump by gravity. Hence, the 
lubricant drains down the side of the return galleries as a film that is only a few 
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microns in thickness. Thus an area for both future computational and experimental 
work would be to further the work presented in this thesis by specifically 
investigating the merits of applying insulation to the return galleries and lubricant 
film flow. This is especially relevant, given that a significant lubricant temperature 
decrease has been observed along the length of the return galleries in Figure 1.18. 
Return oil 
gallery
 
Figure 7.3: Typical return oil galleries on a 2.0 litre S.I. engine 
7.3.1 The interaction between flow velocity and varying 
convective heat transfer area 
One has established that the increase in surface area caused by increasing the bore 
diameter is counteracted by the Reynolds Effect of reducing the convective heat 
transfer coefficient. However, such an analysis ignores the effect that fluid 
properties can have on the heat transfer coefficient through the variation of viscosity 
and velocity (as a result of changing density) in a constant volumetric flow scenario. 
Thus, to investigate the relative effects, the oil flow rig simulation was modified to 
enable the velocity of the fluid to be varied independently of the convective heat 
transfer area. To facilitate this, a thermally inert blank was placed in the mid flow of 
ƚŚĞ ƚĞƐƚ ďůŽĐŬ ƐƉĞĐŝŵĞŶ ?Ɛ ďŽƌĞ ? ĂƐ ƐŚŽǁŶ ŝŶFigure 7.4. Thus, no heat transfer 
between the blank and the lubricant is modelled and hence adds no thermal inertia 
to the system. Instead, varying the size of the blank enables the velocity of the fluid 
to be varied independently of bore size. The lubricant flow rate was simulated at a 
constant 10 l min-1 and therefore, in order to maintain a constant volumetric flow 
rate through a restricted flow path, the velocity has to increase. In this investigative 
work, the outer diameter of the specimen was maintained at 100 mm while Table 
7.15 details the combinations of bore diameter and blank diameter simulated with a 
heater power of 1200 W. The lubricant temperature commenced from a soak 
temperature of 28 °C while the specimen temperature commenced from a 
temperature of 20 °C. 
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Variable 
diameter  
perfectly 
insulated blank
Dblank
Variable 
diameter  bore
Dbore
Specimen outer 
diameter
Wflow
 
Figure 7.4: Schematic showing the use of a perfectly insulated blank to control fluid velocity 
independently of convective heat transfer area 
Table 7.15: Flow cross sections examined using the oil flow rig simulation model at 1200 W heat 
input and 10 l min
-1
 flow rate 
Combination  Dbore (mm) Dblank 
(mm) 
Wflow 
(mm) 
Flow Velocity (m s-1) 
A 8.0 7.0 0.5 14.15 
B 8.0 6.0 1.0 7.58 
C 8.0 4.0 2.0 4.42 
D 8.0 2.0 3.0 3.54 
E 8.0 N/A 8.0 3.14 
F 16.0 15.0 0.5 6.85 
G 16.0 14.0 1.0 3.54 
H 16.0 12.0 2.0 1.89 
I 16.0 10.0 3.0 1.36 
J 16.0 6.0 5.0 0.97 
K 16.0 4.0 6.0 0.85 
L 16.0 N/A 16.0 0.83 
M 32.0 31.0 0.5 3.37 
N 32.0 30.0 1.0 1.72 
O 32.0 28.0 2.0 0.85 
P 32.0 26.0 3.0 0.61 
Q 32.0 22.0 5.0 0.40 
R 32.0 20.0 6.0 0.34 
S 32.0 N/A 16.0 0.21 
 
7.3.1.1 Results 
Figure 7.5 and Figure 7.6 show the cumulative energy transferred to the test block 
specimen for each of the cross section profiles detailed in Table 7.15. Figure 7.5 
presents the results for an uninsulated bore while Figure 7.6 presents the results for 
a bore with a 2 mm thick Nylon 12 insert installed. In the case of the latter, the 
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contact heat transfer coefficient, ݄௖௢௡௧௔௖௧  , was set to the value of 150 W m2 K-1, as 
derived in Chapter 6. 
Across both the insulated and uninsulated results, one can see a constant trend of 
energy transferred to the specimen decreasing as the flow width, Wflow, increases. If 
one first examines the 8 mm uninsulated bore, it can be seen that as the flow width 
is increased from a 0.5 mm gap to an unrestricted 8 mm bore, the cumulative energy 
transferred to the specimen is reduced from 1035 kJ to 1025 kJ, a reduction of 1%. 
Comparatively, the 16 mm uninsulated bore sees a reduction from 1019 kJ to 996 kJ, 
a reduction of 2 % as the bore is changed from a 0.5 mm gap to an unrestricted bore 
while the 32 mm diameter bore sees the energy transferred be reduce by 4%, from 
1004 kJ to 961 kJ. Similar percentage changes are also observed when examining the 
changes presented in the insulated simulations in Figure 7.6. 
 
Figure 7.5: Cumulative energy transferred from the lubricant to the test block specimen in the oil 
flow rig simulation when testing bores of different diameters and flow velocities with 10 l min
-1
 
flow rate and 1200 W heater input through an uninsulated test block specimen of 100 mm outer 
diameter 
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Figure 7.6: Cumulative energy transferred from the lubricant to the test block specimen in the oil 
flow rig simulation when testing bores of different diameters and flow velocities with 10 l min
-1
 
flow rate and 1200 W heater input through a test block specimen of 100 mm outer diameter 
insulated with a 2 mm thick Nylon 12 insert 
The changes discussed above occur as a result of a change in fluid velocity for a given 
convective heat transfer area. The flow restriction imposed increases the fluid 
velocity, as detailed in Table 7.15, and consequently increase the Reynolds Number 
of the fluid. Thus, the heat transfer coefficient increases. However, in both the 
insulated and uninsulated cases the magnitude of these changes are low in 
comparison with the effect of changing the bore diameter. 
An interesting trend to note is the relative effect of the bore surface area when 
comparing the uninsulated results in Figure 7.5. It can be seen that during the 
transition from an unrestricted 16 mm bore (case L) to a 32 mm bore with a 0.5 mm 
flow gap (case M), the cumulative energy transferred to the specimen increases. 
Such a trend is to be expected between case L and case M, as the internal heat 
transfer area doubles and the convective heat transfer coefficient typically increases 
by 2.3 times.  
The convective heat transfer area in case F was twice that seen in case E and the 
convective heat transfer coefficient also 1.5 times higher. Such trends would be 
expected to result in an increase in the energy transferred to the specimen from the 
lubricant and instead one observes a reduction in cumulative energy transferred 
when moving from case E to case F. 
There are physical reasons as to why such an occurrence may happen. With a 
consistent outer diameter, a change in bore diameter would result in a slight change 
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in the thermal mass of the specimen. However the mass of a 16 mm bore diameter 
specimen would be expected to be 7.8 kg while an 8 mm diameter bore would be 
expected to have a mass of 8 kg. Thus, while the change in thermal mass may be 
contributory, this is unlikely to explain the trend between case E and case F. 
The anomalous result between case E and F in Figure 7.5 can most likely be 
attributed to an over sensitivity in the theoretical model. Discussed in Chapter 6 was 
the development of an effective power methodology. Such an approach was 
required owing to the difficulty in modelling bespoke elements of the rig supporting 
hardware. Hence in order to focus on the heating of the lubricant and test block 
ƐƉĞĐŝŵĞŶŝƚǁĂƐĨŽƵŶĚƚŚĂƚĂŶ ‘ĞĨĨĞĐƚŝǀĞƉŽǁĞƌ ?ĂƐĂĨƵŶĐƚŝŽŶŽĨƚŚĞƐƉĞĐŝŵĞŶďŽƌĞ
wall (Equation 6.13 in Chapter 6) was the best approach. 
The function results in the power supplied to the rig in the simulation reducing as 
the specimen bore wall temperature rises and reflects the increasing heat flux to 
ambient from the rest of the rig. The function was optimised around extensive 
experimental data, all of which had a 16 mm bore diameter. In this work however, 
with the bore diameter varying there is evidence that the effective power function 
was too sensitive to changes in the specimen architecture. 
The potential over sensitivity to the effective power function between case L and 
case M is likely to have been less significant owing to the higher order of magnitude 
change in the value of ݄௢௜௟ Ǥ To aid understanding as to why the cumulative energy 
transferred to the specimen decreases between cases E and F (an unexpected result) 
but increases between cases L and M, Figure 7.7 plots the instantaneous heat flux 
against time for the four following simulations: 
x 8 mm unrestricted bore (case E). 
x 16 mm bore with a 0.5 mm flow gap (case F). 
x 16 mm unrestricted bore (case L). 
x 32 mm bore with a 0.5 mm bore (case M). 
If one first examines the change in performance between the 8 mm clear bore 
(shown in blue) and the heat flux with a 16 mm bore and a 0.5 mm flow gap (shown 
in red) it can be seen that, as expected, moving from the clear bore to the restricted 
flow with a higher surface area does result in a higher heat flux to the specimen. 
However this initial higher heat flux and accelerated heating of the bore wall causes 
the effective power supplied to the rig to be reduced much sooner. This results in a 
dramatic reduction in heat flux between the specimen and lubricant as the 
temperature differential between the lubricant and specimen subsequently reduces. 
A similar situation occurs during the transition from a 16 mm unrestricted bore (case 
L) to a 32 mm diameter bore with a 0.5 mm flow gap (case M). However, the 
differences in geometry between these two cases have been shown to result in a 
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greater change in the value of ݄௢௜௟  and hence the sensitivity of the model fails to 
mask the expected physical effect.  
The structure of the model has been proven to produce reduced sensitivity to 
changes in flow geometry and the findings presented here are of a conservative 
nature. Consequently one would expect either higher velocity flow or a higher 
surface area to be of greater significance. However, while the concerns relating to 
ƚŚĞŵŽĚĞů ?ƐƐĞŶƐŝƚŝǀŝƚǇƌĞŵĂŝŶǀĂůŝĚ ?ŽŶĞĐĂŶƐƚŝůůĚƌĂǁŵĞĂŶŝŶŐĨƵů ŝŶƐŝŐŚƚ ĨƌŽŵƚŚĞ
comparison of the uninsulated results presented in Figure 7.5 with the insulated 
results presented in Figure 7.6.  
The trends within the results presented in Figure 7.6 are more aligned to predictions. 
When comparing simulations of insulated specimens of the same diameter, the 
cumulative energy transferred from the lubricant to the specimen reduces as the 
flow gap widens and approaches that of an un-restricted bore. In moving from a 0.5 
mm flow gap to an unrestricted 8 mm diameter bore one sees a 1% reduction from 
351 kJ of energy transferred to the test block specimen to 347 kJ. Similarly the 16 
mm diameter bore and 32 mm diameter bore see the energy transferred to the 
specimen reduce by 3% and 5% respectively as the flow restriction is reduced. 
Comparing the clear bore results in Figure 7.6 (cases E, L and S) showed that 
increasing the bore diameter from 8 mm to 16 mm results in a 38 % increase in the 
energy transferred to the specimen and a further 32 % increase results from 
increasing the bore diameter to 32 mm. From these results, it would appear that the 
convective heat transfer area is the dominant factor in dictating the flow of energy 
away from the lubricant rather than the flow velocity (which was the more dominant 
variable in the uninsulated results of Figure 7.5).  
Worthy of discussion is why the insulated model appears less susceptible to the 
effective power being over sensitive to the effect of varying bore diameters. By 
installing the insulating insert, the effect is to de-couple the lubricant from the 
specimen and heat transfer is effectively between the lubricant and a 2 mm thick 
Nylon 12 insert. Thus, relative to an uninsulated specimen, the heating rate, and 
hence the effective power of specimens with a polymer insert bore wall is more 
consistent between different sized test block specimens.  
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Figure 7.7: Instantaneous heat flux from the lubricant to the 10 mm outer diameter test block 
specimen with varying bore diameters and flow gaps with a simulated lubricant flow rate of 10 l 
min
-1
 and a heater power of 1200 W 
Figure 7.5 and Figure 7.6 have both shown that, regardless of bore diameter, the 
heat transferred from the lubricant to the specimen reduces with falling fluid 
velocity. Thus, to appraise the merits of insulating different sized bores, the average 
cumulative heat transferred to the specimen for a given bore diameter across the 
spectrum of different flow velocities was calculated and compared between both the 
insulated and uninsulated scenario. These results are summarised in Table 7.16.  
In the case of the 8 mm bore, the installation of an insulating insert has the potential 
to reduce the heat flow by a maximum of 66% while in the case of the baseline 16 
mm diameter bore, the benefit reduces to 52% and this reduces further to a 38% 
improvement in the case of a 32 mm diameter bore. Thus, while the results indicate 
that the higher heat transfer coefficient dominates over the effect of a higher heat 
transfer area in the uninsulated scenarios, the results also indicate that insulation 
serves the greatest benefit in smaller diameter and high heat transfer coefficient 
regions.  
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Table 7.16: Cumulative energy transferred from the lubricant to an insulated and uninsulated 100 
mm outer diameter specimen when simulating different bore diameters with varying velocities 
when the lubricant flow rate is simulated to be 10 l min
-1
 and the heater power simulated to be 
1200 W 
Bore 
diameter 
(mm) 
Cumulative energy 
transferred to 
specimen uninsulated 
(kJ) 
Cumulative energy 
transferred to specimen 
insulated (2 mm thick Nylon 
12 insert) (kJ) 
% 
Reduction 
8 1029 349 66% 
16 1006 486 52% 
32 987 616 38% 
 
When studying the results presented in Table 7.16 one can see the apparent 
reversed trend of the energy transferred to the specimen increasing with bore 
diameter in the case of an insulated specimen and decreasing with bore diameter in 
the case of an uninsulated specimen. The discussion into these results has 
established that the overall effect of varying the flow geometry is governed by a 
complex combination of interrelations. These include varying the convective heat 
transfer area but also varying the convective heat transfer coefficient in an opposing 
manner by virtue of the variation in flow velocity. The situation is made more 
complex by any variation in the heat transfer coefficient as a result of flow geometry, 
altering the temperature profile of the fluid and thus having an even greater effect 
on the heat transfer coefficient. Such variations also affect the heat flow by virtue of 
changing the temperature differential between the lubricant and bore wall.  
Such dynamic behaviour makes it very difficult to understand the exact cause of the 
switch in trends observed and to aid such understanding, the theoretical model was 
utilised using a static lubricant temperature scenario and this is discussed in Section 
7.3.2. 
7.3.2 Steady state lubricant temperature simulations 
To gain greater insight into the sensitivity of the cumulative energy transferred to 
the specimen, the simulation model of the oil rig was modified to operate in a semi-
transient situation. In this work the lubricant temperature was held at a constant 90 
°C and the specimen was heated from an initial soak temperature of 20 °C. The bore 
diameter was varied from the baseline 16 mm diameter to both 8 mm and 32 mm 
while the flow rate was maintained at 10 l min-1. Maintaining the lubricant at a 
constant temperature ensured both the Reynolds Number and heat transfer 
coefficient also remained constant throughout the duration of the test. Thus, any 
variation in heat flow from the lubricant to the specimen was purely as a result of 
changes in the flow geometry. Critically, such a strategy also removed any potential 
distortion on the predictions as a result of the effective power.  
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The simulations were conducted in both an insulated and uninsulated configuration 
for the three bore diameters specified above, using the convective heat transfer 
coefficients specified in Table 7.17. These values were determined by the model 
using the lubricant properties for dynamic viscosity and density at the constant 
temperature of 90 °C and therefore the variations in the values are a result solely of 
the varying cross sectional areas changing the velocity of the lubricant. The 
simulation conducted assumed that the insulation applied was a 2 mm thick Nylon 
12 insert and thus, the contact coefficient between the Nylon and specimen was 
maintained at a constant 150 W m-2 K-1. Figure 7.8 shows the cumulative energy 
transferred from the lubricant to the specimen for the three different bore 
diameters, both with and without insulation applied. It is important to note that the 
trend of the energy transferred to the specimen increasing with bore diameter in the 
insulated simulations but decreasing with the uninsulated specimens is still present. 
Indeed if one compares the insulated scenarios, the cumulative energy transferred 
from the lubricant to the specimen varies from 0.35 MJ with an 8 mm bore diameter 
to 0.59 MJ with a 32 mm bore diameter. Comparatively the uninsulated specimens 
predict 1.1 MJ of energy would be transferred from the lubricant to the specimen 
with an 8 mm bore and 0.93 MJ in the case of a 32 mm diameter bore. 
The above results indicate that while the concerns about the effective power 
discussed in Section 7.3.1.1 are worthy of note, the issue has not affected the overall 
predicted trend (i.e. the energy transferred to the specimen decreases with 
increasing bore diameter in the case of uninsulated specimens and increases with 
increasing diameter in the case of insulated specimens). 
Table 7.17: Lubricant to specimen heat transfer coefficients for different bore diameters in the oil 
flow rig simulation when the lubricant temperature is maintained at a constant 90 °C and the flow 
rate maintained at 10 l min
-1 
Bore diameter (mm) Lubricant to specimen heat transfer coefficient (W m-2 
K-1) 
8 1398.0 
16 430.0 
32 152.0 
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Figure 7.8: Cumulative energy transferred from the lubricant to a 100 mm outer diameter specimen 
over 8000 seconds with differing test specimen bores when the lubricant is held at a constant 
temperature of 90 °C and a flow rate of 10 l min
-1
. The specimen is heated from a soak temperature 
of 20 °C while the insulation applied is a 2 mm thick insert of Nylon 12 
There is a need to understand why the energy transferred from the lubricant to the 
surrounding metal either increases or decreases with bore diameter depending on 
the presence or absence of insulation. Such a dynamic effect has major implications 
in understanding how to implement such technology effectively into an I.C. engine. 
One must remember that the quantity of energy transferred from the lubricant is 
governed by Equation 7.2. Within the equation are three variables: 
x The convective heat transfer coefficient, ݄௢௜௟. 
x The convective area,  ?ߨݎ௜௡௡௘௥݀ݔ, hence referred to in this section as, ܣ,. 
x The temperature differential between the lubricant and specimen bore wall, ሺ ௔ܶ௩௘௥௔௚௘ െ ௜ܶ௡௡௘௥ሻ, referred to as  ? .ܶ 
For a test block specimen of a given bore, both the value of ݄௢௜௟  and the convective 
area is the same in these simulations. Hence, the change in trend must therefore 
result from the temperature differential. Table 7.18 lists the product of the heat 
transfer coefficient and convection areas for an 8 mm bore, 16 mm bore and 32 mm 
diameter bore. It can be seen that the product of the heat transfer coefficient and 
convection area in the case of the 8 mm bore is 1.63 times greater than in the 
instance of a 16 mm bore. Thus, if the energy transferred from the lubricant to the 
specimen is to be greater in the case of a 16 mm bore than in an 8 mm bore, the 
following condition must be satisfied: 
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  ? ଵܶ଺ ൒  ?Ǥ ? ? ?଼ܶ  
Table 7.18: Product of convective heat transfer coefficient and convective area for different bore 
diameters for lubricant held at 90 °C and flowing at 10 l min
-1 
Bore Diameter (mm) ݄௢௜௟ܣ (W K-1) 
8 13.37 
16 8.21 
32 5.80 
 
Figure 7.9 shows the ratio of  ? ଵܶ଺ǣ  ?଼ܶ  for a 100 mm outer diameter specimen for 
both insulated and uninsulated scenarios. The green line represents the critical ratio 
of 1.63 where, above this point, a 16 mm bore has a higher heat flux than an 8 mm 
bore. Using this approach, it can be seen how the insulated case is always above the 
critical ratio and hence, the trend of a higher cumulative energy loss with a higher 
bore diameter is seen for insulated specimens in Figure 7.8. Comparatively, when 
one compares the uninsulated scenario, it can be seen how the critical ratio is only 
exceeded between 900 seconds and 3300 seconds. For the remainder of the test 
duration, the 8 mm bore has a higher heat flux than the 16 mm bore and hence, the 
cumulative energy  transferred to the specimen, shown in Figure 7.8, is higher for an 
8 mm uninsulated bore than it is for a 16 mm uninsulated bore. 
 
Figure 7.9: Ratio of the temperature differential between the lubricant and specimen bore wall for 
bores of 8 mm and 16 mm diameter when heating a 100 mm outer diameter specimen from a soak 
temperature of 20 °C with lubricant at a constant temperature of 90 °C flowing at 10 l min
-1  
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Utilising the same logic, one can derive the critical temperature ratio for between a 
16 mm bore and a 32 mm diameter bore. For a 32 mm bore to generate a higher 
heat flux than a 16 mm bore, the following condition must be met:  ? ଷܶଶ ൒  ?Ǥ ? ? ? ଵܶ଺ 
Figure 7.10 again shows how the ratio for the insulated case is always above that of 
the critical ratio meaning that the larger 32 mm diameter bore always has a higher 
heat flux than the 16 mm bore. Comparatively, in the case of the uninsulated 
specimens, it can be seen that the 32 mm diameter bore only has a higher heat flux 
between 2100 seconds and 2800 seconds. 
It should be noted that the critical ratio is dependent on the flow rate and the 
temperature of the lubricant. The cases presented in this section are hypothetical 
examples, used to distinguish between the effects of fluid properties and the effects 
of geometry. In a situation where both the lubricant and specimen are being heated, 
the critical ratio at any given point will change owing to the changing fluid properties 
affecting the heat transfer coefficient. 
 
Figure 7.10: Ratio of the temperature differential between the lubricant and specimen bore wall for 
bores of 16 mm and 32 mm diameter when heating a 100 mm outer diameter specimen from a soak 
temperature of 20 °C with lubricant at a constant temperature of 90 °C flowing at 10 l min
-1  
7.3.2.1 Low flow rate steady state lubricant temperature 
simulations 
The work presented in Section 7.3.2 explained how a variation in oil gallery bore 
diameter affects the heat transfer coefficient and convective heat transfer area in 
opposing manners. Whether the energy transferred from the lubricant increases or 
decreases is dependent upon the temperature differential between the lubricant 
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and specimen. This investigative work was all conducted at the baseline flow rate of 
10 l min-1. During such work it was seen that, without exception, an insulated oil 
gallery saw an increase in heat transferred from the lubricant to the specimen as the 
bore diameter increased. Conversely, uninsulated specimens showed a trend 
whereby the cumulative energy transferred from the lubricant to the specimen 
reduced with increasing diameter. 
To establish that such a trend, and the explanations offered, is valid with different 
flow rates, the flow rate was reduced to 2 l min-1. Figure 7.11 presents the 
cumulative energy transferred from the lubricant to the specimen for both insulated 
and uninsulated bores at a reduced flow rate of 2 l min-1. It can be seen that once 
again, the cumulative energy transferred from the lubricant to the test block 
specimen rises with increasing bore diameter in the case of insulated specimens and 
reduces in the case of uninsulated specimens. In the uninsulated simulation it can be 
seen that the cumulative energy transferred to the specimen reduces by 0.09 MJ as 
the bore size increases from 8 mm to 12 mm and by 0.12 MJ as the bore size 
increases from 8 mm to 16 mm. This represents a percentage decrease from the 8 
mm bore scenario of 10% and 14% respectively. Comparatively the insulated 
scenarios see the cumulative energy transferred from the lubricant increase by 0.05 
MJ when increasing the bore from 8 mm to 12 mm and 0.09 MJ when increasing the 
bore diameter from 8 mm to 16 mm, a percentage change of 16% and 28% 
respectively.  
From this additional study, the apparent trends and their associated physical 
explanations do appear to be repeatable and valid for different flow rates. 
 
Figure 7.11: Cumulative energy transferred from the lubricant to a 100 mm outer diameter 
specimen over 8000 seconds with differing test specimen bores when the lubricant is held at a 
constant temperature of 90 °C and a flow rate of 2 l min
-1
 while the specimen is heated from a soak 
temperature of 20 °C. The insulation applied is a 2 mm thick insert of Nylon 12 
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7.4 Investigations into the effect of ambient 
temperature 
Section 4.9 discussed investigations into the repeatability of the experimental rig. In 
the work, a 100 mm outer diameter uninsulated specimen was tested with a 
lubricant flow rate of 10 l min-1 and a heater input power of 1200 W. It was discussed 
how the temperature differential profile between the lubricant and test block 
specimen were in excellent agreement in the early phase of the test (prior to the 
peak temperature differential being achieved) but that the profiles deviated in the 
later regime of the test and resulted in a diverging trend that, at the termination of 
the test, was 2.5 °C higher. Such a trend was attributed to a variation in ambient 
temperature between the two tests and to validate such a hypothesis, the 
theoretical model was used to investigate the variation in temperature differential 
profile as a consequence of changing the ambient temperature. Figure 7.12 shows 
the temperature differential between the lubricant and test block specimen for the 
two tests presented in Figure 4.20  but in addition to the experimental data (shown 
in red and blue), the green and purple profiles show how the model would be 
expected to react to a change in ambient temperature. In the simulation of the June 
2012 test, the ambient temperature and metal soak temperature were set to 20 °C 
while for the simulation of the June 2013 test the ambient temperature and metal 
soak temperature were set to 22.5°, in order to match the start conditions of the 
two experimental tests at the point the heater was activated. It can be seen how the 
model does capture the trend of the June 2012 experimental test reaching a higher 
peak temperature differential than the June 2013 simulation, thus validating the 
theory that the higher ambient temperature in the June 2013 test contributed to the 
specimen not being as heavily cooled by ambient and therefore reducing the 
temperature differential between the lubricant and the test block specimen. 
Of concern is the continued divergence in trend of the two experimental results at 
the end of the test that is not reflected in the theoretical simulation. A limitation in 
the model is the use of a single ambient temperature and it is likely that the offset in 
ambient temperature between the two tests varied over the duration of the 
experimental procedure. Combined with an experimental set-up that was only able 
to log the initial soak temperature, it is not possible to comprehensively conclude 
that the divergence in the late regime of the temperature differential profile is a 
ƌĞƐƵůƚŽĨĂŶǇĐŚĂŶŐĞŝŶĂŵďŝĞŶƚĐŽŶĚŝƚŝŽŶƐ ?,ŽǁĞǀĞƌ ?ƚŚĞŵŽĚĞů ?ƐǀĞƌŝĨŝĐĂƚŝŽŶŽĨƚŚĞ
change in peak temperature differential does suggest that this is a likely cause. 
It is accepted that the absence of climatically controlled conditions around the 
experimental rig setup does limit both repeatability and hence confidence in the 
findings. However, using the simulation results discussed above, it has been possible 
to appraise the impact such changes have on the predicted cumulative energy flow 
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from the lubricant to the test block specimen over the time frame of the test. The 
simulation of the June 2012 test predicted that 1.0 MJ of energy would be 
transferred from the lubricant to the test block specimen over the duration of the 
8000 second simulation (an average heat flux of 124 W). Comparatively, the June 
2013 test with the warmer ambient conditions predicted that 0.95 MJ of energy 
would be transferred from the lubricant to the test block specimen over the same 
8000 seconds (an average heat flux of 119 W). Such a change represents a 4% 
change in energy flow and while this is undesirable, and must be taken into 
consideration when appraising the results, it is must be compared relative to the 
magnitude of the changes in energy flows as a result of different insulation strategies 
When comparing the findings to those reported in Table 7.7 it can be seen that the 
variations in energy flow predicted as a result of ambient temperature variation are 
equal in magnitude to those seen when varying the alloy grade between a wrought 
6082 grade and a cast A319 grade. Thus, in using the model, it has been possible to 
investigate and quantify the effect of substrate material properties that would 
otherwise have been difficult to distinguish from experimental noise otherwise. 
However, if one compares the variation in heat flow observed in these simulations 
with the experimental results summarised in Table 5.2 it can be seen that the 
variations in energy flow observed as a result of different insulation strategies are far 
greater than any uncertainty introduced through a change in ambient temperature. 
The minimum change in energy flow to the specimen as a result of insulation 
strategies was 27% (127 W to 92 W). It is therefore felt that the variation observed 
through this simulation of ambient temperature, while acknowledging it introduces 
an undesirable cause of uncertainty into the results, is insufficient to discredit the 
overall conclusions from the experimental findings. 
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Figure 7.12: Temperature differential between the lubricant and test block specimen when using a 
100 mm outer diameter uninsulated specimen with 1200 W heater input power and 10 l min
-1
 flow 
rate on two respective dates for both experimental data and theoretical data 
7.5 Conclusions 
7.5.1 Investigations in to the effect of material properties on 
energy flow  
Through this chapter, it has been possible to gain a deeper understanding of the 
sensitivity of material properties into limiting the energy transferred from the 
lubricant to the surrounding structure. In addition to the experimental findings 
already reported, it has been seen how the specific heat capacity of the surrounding 
metal does have a significant effect on the total energy transferred from the 
lubricant to the surrounding metal structure. It was seen how, when simulating an 
uninsulated 100 mm outer diameter aluminium specimen, a total of 1 MJ of energy 
was transferred to the specimen from the lubricant. Reducing the specific heat 
capacity of the surrounding material by 46% can reduce total energy losses from the 
lubricant by 17%. Conversely, doubling the specific heat capacity of the surrounding 
material increases the energy losses from the lubricant by 31%. Comparatively, 
reducing the thermal conductivity of the specimen by 80% only reduced the thermal 
losses from the lubricant by 3%, with negligible change observed when increasing 
the thermal conductivity beyond the baseline value of 193 W m
-1
 K
-1
. The model 
predicts that the combined effect of these material property variations would result 
in a cast iron specimen (a material still used in diesel engines) removing 10% more 
energy from the lubricant than an aluminium specimen. The specific heat capacity 
remains the dominant variable when investigating the smaller 40 mm outer 
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diameter specimen with the same 46% reduction in specific heat capacity resulting in 
a 9% reduction in the energy transferred to the specimen. Meanwhile, reducing the 
thermal conductivity by 80% only results in a 1% reduction in thermal losses from 
the lubricant while a cast iron specimen removes 7% more energy from the lubricant 
than an aluminium specimen of equivalent size. A key validation of the experimental 
findings in this chapter was a comparative simulation of an uninsulated specimen 
manufactured from wrought aluminium 6082 T6 alloy (the same grade that the 
physical test block specimens were manufactured from) against a test block 
specimen manufactured from a cast A319 aluminium alloy that is typically used to 
manufacture I.C. engine blocks. The simulations showed that manufacturing the test 
block specimen from the A319 alloy, increased the thermal losses from the lubricant 
by between 2% and 4% depending on specimen size. Thus, while the grade of 
aluminium alloy does affect the energy losses from the lubricant, the order of 
magnitude of the change is insignificant relative to the changes observed as a result 
of insulation (between 27% and 60%). In addition, the changes observed are in line 
with those observed in the sensitivity study of different material parameters. 
Investigations into the sensitivity of an insulated 100 mm outer diameter specimen 
indicated that again, the specific heat capacity of the substrate material is a 
significant parameter although its impact is reduced relative to an uninsulated 
specimen. Reducing the specific heat capacity of the substrate material by 46% 
reduced the energy removed from the lubricant by 10% while doubling the specific 
heat capacity increased the energy losses from the lubricant by 12%. The thermal 
conductivity of the specimen substrate material also remained an insensitive 
parameter with an 80% reduction in thermal conductivity achieving less than a 1% 
reduction in energy losses from the lubricant. 
Comparatively the specific heat capacity of the insulator was found to be an 
insensitive parameter with less than 1% variation in the energy removed from the 
lubricant for a twofold increase or decrease in the specific heat capacity. Meanwhile, 
halving the thermal conductivity of the insulator resulted in a 23% reduction in 
thermal losses from the lubricant while doubling the thermal conductivity increased 
lubricant thermal losses by 17% 
The thickness of the insulator has also been proven to be a significant factor with a 
doubling of the insulator thickness reducing lubricant thermal losses by 17% and 
halving the thickness, increasing losses by 11% relative to the 2 mm thick baseline. 
As observed in the experimental results, the value of the contact heat transfer 
coefficient has the potential to reduce energy losses from the lubricant significantly. 
By halving the value of ݄௖௢௡௧௔௖௧ , thermal losses from the lubricant were reduced by 
18% while doubling the heat transfer coefficient increased thermal losses from the 
lubricant by 13%. 
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In the hypothetical case of it being possible to manufacture regions of the engine 
block entirely out of polymeric materials, the simulations predicted that such a 
strategy could reduce thermal losses from the lubricant by 78% relative to an 
uninsulated aluminium baseline scenario. 
Investigations into the variation in properties between different grades of Nylon and 
also Nylon of the same grade but from different suppliers have shown that that the 
variation in properties are likely to affect thermal losses from the lubricant to the 
specimen by up to 4% relative to the baseline Nylon 12 result when 0.48 MJ of 
energy was seen to be transferred from the lubricant to the test block specimen. 
Using specific supplier data provided by Arkema it has also been observed how, 
when the variation in the thermal properties of the insulating insert as a result of the 
temperature increasing from 30 °C to 130 °C are investigated, that the cumulative 
energy flow from the lubricant to the specimen is seen to increase from 0.45 MJ to 
0.47 MJ (an increase of 5%). Thus, in a warm-up simulation the effect would be 
reduced in magnitude owing to the gradual change in material properties, rather 
than assuming the more conductive scenario for the entire simulation. It has also 
been proven in this work, how the change in thermal conductivity of the insulating 
material is the dominant factor, rather than any change in the specific heat capacity. 
Thus, from these findings it can be concluded that the following material selection 
and design criteria will achieve the greatest reductions in thermal losses from 
automotive lubricants: 
x Use a block material with as low a thermal mass as possible (including aiming 
to replace metallic components with polymeric equivalents where possible). 
x Where possible install an insulating insert with as low a thermal conductivity 
as possible and as high a thickness as possible. 
x Design any insulating insert to have a low contact heat transfer coefficient 
(high contact resistance). 
7.5.2 The significance of flow geometry on heat transfer 
Through the work presented in this chapter, a detailed examination has taken place 
into the effects of varying the flow geometry on transient heat transfer. Such 
changes have been proven to be complex owing to the dependency of the lubricant 
to specimen heat transfer coefficient on lubricant properties. It has been shown 
that, when the convective heat transfer area is held constant, the energy transferred 
to the test block specimen can be reduced as a result of reduced lubricant velocity. 
In both the insulated and uninsulated scenarios, it was found that the largest 32 mm 
diameter bore was most sensitive to velocity changes with the cumulative energy 
transferred to the specimen increasing by 5% (961 kJ to 1005 kJ) in the uninsulated 
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scenario as the velocity increased from 3.37 m s-1 to 0.21 m s-1 and by 6% in the 
insulated scenario (600 kJ to 634 kJ). 
The effect of the bore surface area was shown to be more complex and the effect 
was dictated by the temperature regime the rig was being operated in. By increasing 
the gallery bore diameter, the surface area for heat transfer is increased but the 
convective heat transfer coefficient reduced owing to the reduced velocity of the 
lubricant. It was observed in the fully transient scenario, where both the lubricant 
and specimen were heated, that the uninsulated specimen showed reduced 
sensitivity to the surface area effects (shown in Figure 7.5) relative to the insulated 
specimen results (shown in Figure 7.6). While, the comparison between insulated 
and uninsulated scenarios does represent a variation in the thermal mass of the 
metal owing to over boring to accommodate the installation of an insulating insert, 
such a variation is unlikely to account for the change seen. The results presented 
therefore potentially indicate an over sensitivity in the model to the bore wall 
temperature owing to the effective power function. That said, the comparative 
nature of the results is still valid and does show that there is a greater reduction in 
energy loss to be achieved with small diameter galleries than with larger diameter 
galleries when the combined effect of differing heat transfer coefficients and heat 
transfer areas are considered. It was seen that when applied to an 8 mm diameter 
bore, a 2 mm thick Nylon 12 insert was able to reduce the energy transferred from 
the oil by 66% from 1025 kJ to 347 kJ. Comparatively, a 32 mm diameter bore saw 
only a 38 % reduction from 961 kJ to 600 kJ.  
In carrying out simulations of holding the lubricant temperature constant and 
heating the specimen, it was seen how the temperature differential between the 
lubricant and surrounding specimen is pivotal in the observed change. Increasing the 
bore diameter from 8 mm to 32 mm for an insulated scenario saw the cumulative 
energy transferred to the specimen increase by 68% owing to the higher heat 
transfer area. Comparatively the uninsulated case saw the cumulative energy 
transferred to the specimen decrease by 15% for the same change in bore diameter. 
Such findings place confidence in the more dynamic model as the prediction of the 
trends reversing between the insulated and uninsulated simulations remain 
consistent, and hence mitigate concern that the effective power dominates 
predictions. For any insulation strategy to be effective, the thermal mass of concern 
(in this case the lubricant oil), must be hotter than the surroundings it is being 
insulated against. The absence of a heavily instrumented engine block makes it 
difficult to judge where in the engine this would happen but the experimental data 
from the test bed engine do indicate that the lubricant temperature reduces by up to 
5 °C along the length of the return. Such data suggest this is likely to be the most 
beneficial location to implement internal insulation. 
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It is felt that through this work, an important advancement in knowledge has been 
achieved in understanding the complexities of transient heat transfer including the 
conflicting effect of varying the bore diameter on heat transfer area and the heat 
transfer coefficient. Through the simulations carried out in Section 7.3 it has been 
shown that, depending on the magnitude of the temperature differential between 
the lubricant and bore wall, that an increase in the bore diameter can either increase 
the thermal losses from the lubricant (owing to an increased heat transfer area) or 
ƌĞĚƵĐĞƚŚĞƚŚĞƌŵĂů ůŽƐƐĞƐŽǁŝŶŐƚŽƚŚĞ ůƵďƌŝĐĂŶƚ ?ƐƌĞĚƵĐĞĚǀĞůŽĐŝƚǇĚĞĐƌĞĂƐŝŶŐƚŚĞ
convective heat transfer coefficient. 
The simulations discussed in this work have centred on lubricant flow through 
galleries that are pressurised. However, there are regions of the engine where the 
lubricant is gravity fed and flows down the side of component surfaces. These 
include the return flows from the cylinder head and the main bearings (Figure 1.17). 
The flow in these regions is considerably different in nature with a thin film of 
lubricant draining down the walls in the case of the head return galleries and the 
return from the main bearings falling directly into the sump after being ejected from 
the bearing. In the case of the latter, the rotating crankshaft throws the lubricant 
around the block and hence, the unpredictable nature of this flow is outside the 
scope of the current model and would be an area for future work. The return 
galleries, with the data in Figure 1.18 having indicated that this is region where the 
greatest reduction in lubricant temperature occurs, is also an area for further 
modelling refinement to focus on; in particular the need to account for film flow 
rather than pressurised flow. 
7.5.3 Investigations into the effect of ambient temperature 
Through simulations carried out on a 100 mm uninsulated outer diameter specimen 
it has been seen how variations in ambient temperature of 2.5 °C (equivalent in 
magnitude to those seen in experimental results) result in changes in energy flow of 
up to 4%. This compares with changes in energy flow of between 27% and 60% as a 
result of applying different insulation strategies to the bore wall. Thus, while the 
variations in ambient temperature are undesirable, it has been seen that the impact 
of such variations is insufficient to discredit the validity of the experimental findings. 
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8 Conclusions and scope for further work 
8.1 Conclusions 
8.1.1 Experimental investigations into the effect of 
applying insulation on oil gallery thermal losses 
The use of the oil flow rig has been utilised to both appraise and understand the 
potential benefits of applying internal insulation to engine oil galleries. Through the 
use of variable sized specimens (a 100 mm outer diameter test block specimen and a 
40 mm outer diameter test block specimen) it has been proven that the greatest 
thermal losses from the lubricant will occur in regions where the casting thickness is 
high and that the associated benefit of applying insulation is also reduced when 
insulating against a smaller mass. Such findings are based on the following key 
results: 
x An uninsulated 100 mm outer diameter specimen (giving an effective wall 
thickness of 40 mm) transferred, on average, 124 W of energy from the 
lubricant to the specimen and this could be reduced by 56% to 54 W using a 2 
mm thick Nylon 12 insert. 
x An uninsulated 40 mm outer diameter specimen (giving an effective wall 
thickness of 10 mm) transferred, on average, 39 W of energy from the 
lubricant to the specimen and this could be reduced by 25% to 29 W using a 2 
mm thick Nylon 12 insert. 
8.1.2 Experimental investigations into the effect of contact 
resistance on oil gallery thermal losses 
The installation of an insulating insert provides an insulating effect using more than 
just the low thermal conductivity of the chosen material. A contact resistance is also 
introduced at the interface of the insert and the surrounding metal structure. 
Through the work presented in this thesis, it has been seen how the contact 
resistance is an equally important insulating mechanism relative to the low thermal 
conductivity material. It was seen, using the 100 mm outer diameter specimen over 
a time frame of 10400 seconds, that a 2 mm thick aluminium insert was able to 
reduce the heat flux from the lubricant to the specimen by 27% relative to the 
uninsulated baseline of 127 W. Such a result is critical as there is no insulation 
benefit of a low thermal conductivity material, nor is there any change in thermal 
mass. Combining a high contact resistance with a low thermal conductivity material 
enabled the thermal losses from the lubricant to the specimen to be reduced by 
58%. However, it is accepted that the differing coefficients of thermal expansion 
between the aluminium and Nylon 12, together with the Nylon 12 softening will 
reduce the contact resistance as temperatures rise. While investigations were 
carried out to assess the impact that the surface roughness of the internal bore 
would have on heat transfer, such work demonstrated only that its effect was 
  
281 
 
minimal relative to any variation in fit and subsequent contact resistance. 
Consequently such effects could not be determined from the experimental data. 
8.1.3 Computational investigations into the effect of 
substrate material properties on oil gallery thermal 
losses 
The development of a correlated theoretical model has enabled the sensitivity of 
different material parameters to be investigated and understood. Where insulation 
has not been applied it has been observed how the specific heat capacity of the 
surrounding material (and thus the thermal mass of the substrate material) is of 
critical importance. Increasing the specific heat capacity of the substrate material 
results in thermal losses from the lubricant increasing while reducing the specific 
heat capacity of the substrate causes the thermal losses from the lubricant to 
decrease. From the baseline specific heat capacity value of 900 J kg-1 K-1 the thermal 
losses were seen to increase by up to 31% as a result of doubling the specific heat 
capacity and reduce by 17% in response to a 47% reduction in specific heat capacity. 
The thermal losses from the lubricant to the test block specimen were far less 
sensitive to changes in the substrate thermal conductivity with an 80% reduction, 
from the baseline value 193 W m-1 K-1, only reducing the thermal losses by 3% while 
doubling the thermal conductivity only increased the thermal losses by 1%. Similar 
trends were observed in the case of the 40 mm outer diameter specimen simulations 
although the magnitude of the response for the same change in parameter was 
reduced relative to the 100 mm outer diameter specimen. 
The above simulations were all carried out for uninsulated specimens. Using a 100 
mm outer diameter with a 2 mm thick Nylon insert, it was found that the sensitivity 
to the substrate material properties were reduced (a consequence of the insulating 
insert decoupling the heat flow between the specimen and lubricant from the 
specimen metal temperature) but the trend remained unchanged. In reducing the 
specific heat capacity from 900 J kg-1 K-1 to 480 J kg-1 K-1 a reduction of 10% was 
observed in the energy transferred from the lubricant to the specimen (where the 
baseline was 0.48 MJ). Similarly, increasing the substrate specific heat capacity to 
1800 J kg-1 K-1 increased the energy transferred to the specimen by 12%.  
8.1.4 Computational investigations into the effect of 
insulating material properties, insulating thickness 
and contact conditions on oil gallery thermal losses 
The sensitivity ƚŽƚŚĞŝŶƐƵůĂƚŝŶŐŵĂƚĞƌŝĂů ?ƐƉƌŽƉĞƌƚŝĞƐǁĂƐŝŶĚŝƌĞĐƚĐŽŶƚƌĂƐƚƚŽƚŚŽƐĞ
observed when investigating the substrate material. In halving the specific heat 
capacity of the insulating insert from 1760 J kg-1 K-1 to 880 J kg-1 K-1 a reduction of 
less than 1% was observed in the energy transferred from the lubricant to the 
specimen (where the baseline was 0.48 MJ). Similarly, doubling the insulator specific 
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heat capacity to 3520 J kg-1 K-1 only increased the energy transferred to the specimen 
by 1%.  
Comparatively, the thermal conductivity of the insulating insert is the more 
dominant factor. Reducing the thermal conductivity of the insulating material from 
0.262 W m-1 K-1 to 0.131 W m-1 K-1 reduced the energy transferred to the specimen 
by 23%, while increasing the thermal conductivity to 0.52 W m-1 K-1 increased the 
energy transferred to the specimen by 17%. Increasing the thickness of the insulating 
insert to 4 mm (compared to the baseline value of 2 mm) reduced the energy 
transferred to the specimen by 17% while halving the insulating material thickness to 
1 mm increased the energy transferred to the specimen by 11%. 
Halving the value of the contact heat transfer coefficient, ݄௖௢௡௧௔௖௧ , from 150 W m-2 K-
1  to 75 W m-2 K-1 reduced the energy transferred to the specimen by 18% to 0.39 MJ 
while doubling the value to 300 W m-2 K-1 increased the energy transferred to the 
specimen by 13% to 0.54 MJ. 
8.1.5 Computational investigations into oil gallery thermal 
losses using different engine block materials 
The combined effect of varying different material parameters was investigated by 
means of changing the material properties of the specimen from those 
representative of aluminium to those of cast iron. The two materials are the two 
primary materials used to manufacture I.C. engine blocks with aluminium alloys 
being used for the manufacture of S.I. engines and light duty C.I. engines and cast 
iron still being used for heavy duty C.I. engines. Such a change increased the energy 
transferred to the specimen by 10% in the case of a 100 mm outer diameter 
uninsulated specimen, 7% in the case of the 40 mm outer diameter uninsulated 
specimen and 5% in the case of the 100 mm outer diameter insulated specimen 
(consistent with the presence of insulation reducing the sensitivity of thermal losses 
to the substrate material thermal properties). It was also predicted that if the entire 
test block specimen were made of Nylon 12 (with no insert installed), then the 
energy transferred from the lubricant could be reduced by 78%, relative to the 
baseline in the case of the 100 mm outer diameter specimen. 
The sensitivity of thermal losses from the lubricant to the specimen as a result of 
variations in material properties caused by differences in polymer grade was 
assessed to be of the order of 4% in the case of the insulating insert (including using 
the thermal properties of Nylon 6 instead of Nylon 12). The simulations were carried 
out using thermal properties for the Nylon insert that were constant across the 
temperature range. Investigations into the effect that changes in the Nylon thermal 
properties with temperature would have on thermal losses indicated that the 
thermal losses could increase by up to 5%. There is therefore scope to incorporate 
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such variations into future modelling work. In the case of the substrate, using the 
thermal properties of a cast alloy as opposed to a wrought alloy (that being the 
grade the physical test block specimen was manufactured from) was assessed to be 
of the order of between 2% and 4% depending on the test block specimen size. 
Thus, the work has indicated that the optimum strategy to reducing thermal losses 
from the lubricant to the engine block is to ensure that the thermal conductivity of 
the insulator is as low as possible and, to combine this with a low specific heat 
capacity substrate material and a low contact heat transfer coefficient.  
8.1.6 Computational investigations into the effect of flow 
geometry and conditions on oil gallery thermal 
losses 
A key factor to understand is the effect that flow geometry can have on heat 
transfer. The convective heat transfer coefficient is dependent on flow rate and 
velocity through the correlation with the Nusselt Number. Consequently, if the bore 
of an oil gallery is reduced, for a fixed volumetric flow rate, the velocity of the fluid 
will rise resulting in a higher convective heat transfer coefficient. However the heat 
transfer area is reduced as a result of the smaller bore. The overall combined effect 
of these two mechanisms is that the instantaneous heat flux is proportional to ܦି଴Ǥ଼ 
(where ܦ is the bore diameter) for a given temperature differential between the 
lubricant and bore wall. Investigations into the sensitivity of energy transferred from 
the lubricant to the gallery wall were carried out using the oil flow rig simulation 
model by varying the velocity of the lubricant independently of both the bore 
diameter and the volumetric flow rate with the following findings reported: 
x Reducing the lubricant velocity by 78% in the case of an 8 mm diameter bore 
reduced the energy transferred from the specimen by 1% for both the 
insulated and uninsulated variants. 
x Reducing the lubricant velocity by 87% in the case of the 16 mm diameter 
bore reduced the energy transferred to the specimen by 2% and 5% for the 
uninsulated and insulated variants respectively.  
x Reducing the lubricant velocity by 94% in the case of the 32 mm diameter 
bore  reduced the energy transferred to the specimen by 4% and 5% 
(uninsulated and insulated).  
In the case of the uninsulated bore, the cumulative energy transferred to the 
specimen decreased with increasing bore diameter while the increased bore 
diameter in the insulated specimen caused the cumulative energy transferred to the 
specimen to increase. By conducting simulations whereby the lubricant was held at a 
static temperature of 90 °C and the specimen heated from an initial temperature of 
20 °C such a trend was able to be understood. Assuming a constant lubricant 
temperature, the product of the convective heat transfer area and convective heat 
transfer coefficient reduces with increasing bore diameter owing to the lower 
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lubricant velocity decreasing the Reynolds number. There therefore exists a critical 
temperature differential, above which the reduced convective heat transfer 
coefficient is counteracted and the heat flow to the test block specimen increases. 
The critical temperature differential varies between two comparative bore sizes but 
the trend and explanation has also been proven to be valid at lower flow rates of 2 l 
min-1; although the critical temperature differential is different owing to a change in 
the value of the lubricant to specimen heat transfer coefficient. 
8.1.7 Final conclusions and advances in knowledge 
In conclusion, it has been proven through the work presented in this thesis that 
there is significant scope to reduce the thermal losses from automotive lubricants by 
insulating the engine oil galleries. Using an insulating insert presents the opportunity 
to utilise the contact resistance between the insert and the surrounding metal insert 
and this alone was proven to reduce thermal losses from the lubricant by 40%. 
Where one combined the high contact resistance with a low thermal conductivity 
material (Nylon 12) these benefits could be increased to a 58% reduction in thermal 
losses. It has been shown that the optimum strategy to achieve minimum thermal 
losses from the lubricant to the surrounding metal structure is to ensure that the 
thermal conductivity of any insulating layer applied to the gallery walls is as low as 
possible and that the thermal mass (either through reduced mass or specific heat 
capacity) is minimised. One should, where possible, attempt to incorporate a high 
contact resistance between the substrate material and the insulator.  
The advancements in knowledge arising from this thesis are: 
x The contact resistance between the interface of two separate bodies is a 
highly effective insulator and can provide an insulating benefit without the 
need to consider low thermal conductivity materials. 
x The installation of inserts to engine oil galleries has the potential to reduce 
heat transfer from the lubricant to the bore wall by up to 58% owing to the 
combination of low thermal conductivity materials and contact resistance. 
x The areas targeted for internal insulation in the I.C. engine need careful 
consideration to ensure that the insulation provides a benefit to lubricant 
ŚĞĂƚŝŶŐ ĂŶĚ ĚŽĞƐŶ ?ƚ ŝƐŽůĂƚĞ Ă ŚĞĂƚ ƐŽƵƌĐĞ ? dŚŝƐ ĂůƐŽ ƌĞƋƵŝƌĞƐ ĐĂƌĞĨƵů
consideration of the implications of the gallery geometry and flow regime 
and heat transfer area. The work of this thesis suggests that the returns 
represent the area most likely to benefit from such insulation strategies. 
8.2 Scope for further work 
Through the work presented in this thesis, it has been shown how it is possible to 
reduce the thermal losses from automotive engine lubricant to the surrounding 
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gallery structure by means of introducing a combination of both low thermal 
conductivity materials and an interface thermal resistance. However, in carrying out 
such work areas for further work and advancement in knowledge have also been 
identified and these are identified in the following sections: 
8.2.1 Refinements to computational modelling 
The model presented and used in this thesis was shown in Chapter 6 to require 
further development in order to improve the correlation with experimental results. A 
significant area for advancement in knowledge is understanding the complexities of 
the contact resistance between an insulating insert and the surrounding structure. 
Through the work in this thesis it has been discussed how the magnitude of the 
contact resistance, and the associated value of ݄௖௢௡௧௔௖௧ , is difficult to determine for a 
given set of physical parameters. Moreover, such a value will likely vary between two 
repeat situations of the same nominal material and geometric parameters. Thus, 
there is a need for further research into the variation of the contact resistance 
between different combinations of materials and also between different geometric 
layouts (i.e. the clearance between components). It would be desirable, as an output 
from such work, to be able to predict the contact resistance for a given physical set-
up and be able to use such a value to predict thermal losses from automotive 
lubricants. Such work should also take account of the variation that is introduced as 
a result of parameter inconsistencies such as the clearance and the surface 
roughness. 
It has been discussed how the value of ݄௖௢௡௧௔௖௧  is likely to vary across the operating 
temperature window of the experimental work presented in this thesis and hence 
also vary across the operating temperature window of an I.C. engine. This is a result 
of the clearance between the insulating insert and the surrounding metal changing 
with temperature owing to dissimilar coefficients of thermal expansion causing the 
contact pressure to change but also as a result of the polymer insert (in the case of 
the experimental work, Nylon 12) softening. Thus, as was highlighted in Section 
6.5.4, the use of a constant value of ݄௖௢௡௧௔௖௧  is likely to be an over simplification and 
will have contributed to the difficulties in obtaining an acceptable level of correlation 
between computational and experimental results. Future work should therefore, 
seek to address such an issue and introduce a method of accounting for the variation 
in ݄௖௢௡௧௔௖௧  with temperature, should the material combination merit such a feature. 
It would also be desirable to develop an alternative form of the model that would 
accurately model the flow of lubricant through the return galleries from the cylinder 
head of an I.C. engine. It was discussed in Section 7.3 how the lubricant in the 
returns, rather than being pressurised flow, as is the case in the galleries that feed 
lubricant from the oil pump to components, is instead film flow down the gallery 
wall that is gravity fed. Hence, the velocity of the lubricant is much slower and the 
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model is not currently able to accurately reflect such a flow regime. Given that 
experimental evidence has indicated that, depending on the specific engine, the 
lubricant return galleries are likely to be the regions of greatest loss, it would be 
desirable to develop a methodology of accurately predicting the benefits of 
insulating the lubricant return galleries. Such a methodology would need to 
incorporate a detailed knowledge of the temperatures of the metal locally 
surrounding the return gallery to avoid the introduction of errors caused by over 
simplifying the temperature distribution of the engine block. Such issues were first 
highlighted in Section 2.4.2 where it was highlighted how the engine block is 
currently sparsely instrumented. Hence, a rig based set-up, similar to the one utilised 
for the purposes of this work, would be desirable to remove the complex system 
interactions of a full I.C. engine and to facilitate effective understanding of the heat 
transfer mechanism between the return lubricant film and the surrounding metal 
structure.  
8.2.2 Development of implementation methodologies 
This thesis has investigated the potential to reduce thermal losses from automotive 
lubricants by means of insulating the engine oil galleries with different designs of 
insulating insert. However, as was highlighted in Section 5.10, the geometry of an I.C. 
engine is such that it is not feasible to use such a methodology for the entire 
lubricant circuit. There is therefore a need to develop an alternative method of 
implementing I.C. engine insulation before the concept can be applied to a full 
working engine. 
One possible method of achieving effective insulation around the entire lubricant 
circuit is to rely upon the contact resistance alone. It was established that the 
contact resistance between the insulating insert and the surrounding metal was a 
powerful variable in reducing the thermal losses from the lubricant circuit to the 
surrounding structure. Hence one could attempt to replicate the stepped aluminium 
insert philosophy throughout the entire engine by using cast in features to achieve a 
reduced effective heat transfer area throughout the lubricant circuit. 
Alternatively, it was proven that the low thermal conductivity of the Nylon 12 insert 
did demonstrate an increased thermal insulating effect relative to relying on the 
contact resistance alone. There is therefore merit in investigating further, ways of 
applying polymer insulation to the lubricant circuit and, in particular, ensuring that 
areas of limited access can be coated. One method worthy of consideration is to use 
thermal spraying of polymers. This is where the substrate (in this case the I.C. 
engine) is heated and electrostatically charged polymer powder is sprayed on to the 
engine block. The charged powder is naturally attracted to uncoated regions of the 
engine and this would therefore facilitate the coating of areas of the engine where 
there is poor access. Moreover, depending on the polymer chosen, multiple coats 
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can be applied to achieve the required thickness and insulating effect. Were such an 
approach to be investigated, long term durability of the coating would need to be 
considered and investigated thoroughly to ensure such a process were suitable for 
use in I.C. engines. Amongst the factors that would require consideration are: 
Lubricant and coating compatibility 
The chemistry of a modern synthetic I.C. engine is complex and when submerged in 
hot, aerated lubricant (as would be the case in an I.C. engine) there is a risk of 
unwanted and detrimental chemical reaction between the lubricant and the coating. 
A possible method of investigating this would be to use the hardness and mass of a 
coating prior to and after exposure to hot, aerated lubricant. The hardness and mass 
of a coating are convenient measures of changes in the mechanical properties of the 
coating following lubricant exposure as recommended by Galipeau [120] and Hulme 
and Cooper [121]. If the lubricant effectively acts as a plasticiser to the polymer 
coating, then the coating stiffness would be seen to reduce in addition to the 
hardness decreasing [120]. The mass of the test specimen would also be expected to 
increase as the lubricant, acting as a plasticiser, became entrapped between polymer 
chains. An alternative effect would be if the lubricant were to act as a solvent to the 
polymer coating. In this instance, the mass of the test specimen would be expected 
to reduce as the polymer coating is dissolved into the lubricant. However, solvation 
of the coating causes the polymer chains to become unravelled and therefore a 
reduction in stiffness and hardness would still be expected [120]. Alternatively, the 
lubricant could act as, or contain, cross-linking agents to the polymer. In such an 
instance, the de-mobilising of polymer chains would be expected to result in an 
increase in hardness and stiffness [121]. 
It would also be desirable to monitor the condition of the lubricant as well as the 
condition of the coating in such work. Typically, the total acid number (TAN) and 
total base number (TBN) would be used to monitor the condition of the lubricant in 
service. The TAN is a measure of the acidity of a lubricant. As a lubricant ages in 
service, the acidity of the lubricant would be expected to increase owing to the 
production of acidic products from combustion (sulphuric acid is a particular 
problem in the case of diesel engines) [32]. The TAN is the amount of potassium 
hydroxide required to neutralise 1 g of lubricant and hence has units of mg KOH g-1. 
The TAN therefore increases as the lubricant becomes more acidic. Lubricants are 
ĚĞƐŝŐŶĞĚƚŽŚĂǀĞĂĐŽŵƉŽƐŝƚŝŽŶƚŚĂƚŝŶĐŽƌƉŽƌĂƚĞƐĂ ‘ƌĞƐĞƌǀĞĂůŬĂůŝŶŝƚǇ ?ƚŽƉƌĞǀĞŶƚƚŚĞ
lubricant becoming acidic during the service interval of the lubricant. The lubricant 
manufacturers use a process known as over basing to increase the level of alkali 
reserves in the lubricant [32] and the TBN is a measure of how much base product 
remains in the lubricant. The base in the lubricant is intended to be consumed during 
the service interval of the lubricant in order to prevent the acidity of the lubricant 
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rising and causing corrosion issues and hence the TBN would be expected to 
decrease over time. The TBN is measured by identifying how much hydrochloric acid 
is required to neutralise 1 g of the lubricant and subsequently calculating the 
amount of potassium hydroxide required to neutralise the hydrochloric acid used. 
This additional step enables the TAN and TBN to be compared using consistent units. 
Thus in appraising the condition of the lubricant, and hence suitability of a coating 
material, one would aim for the TAN to remain as low as possible and for the TBN to 
remain as high as possible. In addition to monitoring the TAN and TBN one would 
also monitor the condition of other specific chemical elements in the lubricant in 
order to observe if any detergent additives were being consumed. 
Thermal Cycling 
The coefficient of thermal expansion of polymers is different to that of an aluminium 
substrate as highlighted earlier in the thesis for the specific example of aluminium 
6082 and Nylon 12. The magnitude of this difference will vary depending on the 
specific polymer and substrate metal used however there is a risk that repeated 
thermal cycling of the coating and substrate, as would be the case during the service 
life of an I.C. engine, could cause the coating to debond and hence cause reliability 
issues. It would therefore be recommended that repeated thermal cycling tests be 
carried out to ensure that the adherence between the coating and substrate is 
sufficiently robust to cope with the thermal cycling that occurs in a working I.C. 
engine. This would include the need to reflect the fact that the typical operating 
temperatures of components in an I.C. engine can vary between 85 °C and 120 °C 
but that the cold-start temperatures, even in the European market, can be as low as 
-20 °C. 
Process Consistency 
In order to ensure that the desired insulating effect is achieved, and that required 
clearances and tolerances can be adhered to, there would need to be tight control 
on any coating thickness. Thus, investigations into the consistency and repeatability 
of the coating would be required. One would also need to investigate any impact on 
the thermal conductivity and density that may result from process variation. In 
applying a coating via a spray methodology, there is a possibility of a introducing a 
void content to the coating. While this is likely to be of benefit in creating a thermal 
insulating effect (the void content would reduce the thermal conductivity of the 
coating) such variation needs to be accounted for when specifying the required 
thicknesses. As scope for further work, there would be merit in investigating 
methods of purposefully reducing the thermal conductivity of coating materials to 
provide a greater insulating effect. Possible methods of achieving this would be the 
inclusion of filler materials such as glass spheres within the coating or to aerate the 
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coating to increase the void content further. However, the process would need to be 
proven to provide repeatable coating thermal properties. 
8.2.3 Alternative methods to address I.C. engine cold-start 
efficiency 
Section 2.3.7 discussed previous work into the use of PCMs to improve I.C. engine 
cold start efficiency. Such an approach was shown to have benefits on I.C. engine 
systems either through reduced exhaust emission levels or through higher 
temperatures being retained for a longer period of time after the engine had been 
switched off (therefore facilitating a higher re-start temperature). There are similar 
challenges related to implementing PCMs as is the case with implementing insulation 
strategies including long term durability, chemical compatibility and economic cost. 
Depending on the method of application (i.e. on the outside of an I.C. engine), the  
PCM also effectively acts as an insulator from the ambient air; although it has been 
discussed how the thermal conductivity of the PCM needs to be enhanced to 
facilitate an effective charging process and this insulating effect is therefore 
dramatically reduced [41, 64].  
The aim of using phase change materials is to capture waste energy during periods 
of engine running and subsequently use this energy during periods of none 
operation to reduce the rate of temperature reduction in the engine. The phase 
change process facilitates a high energy density storage system that, if implemented 
correctly, can be used as an energy source to supply thermal energy to the lubricant 
and therefore reduce the rate of temperature decrease. Consequently, when the 
engine is re-started, the lubricant temperature is elevated relative to a normal 
situation. Thus, while the aim of using PCM systems is the same as engine oil gallery 
insulation (i.e. reduce the lubricant warm-up time) the method of achieving this is 
subtly different with PCMs as the reduced lubricant warm-up time is achieved by 
virtue of the lubricant warm-up process commencing at a higher temperature rather 
than by reducing thermal losses via the gallery walls. 
It was felt that investigations into the use of PCMs was too complex to feature in this 
thesis owing to the vast array of PCM variants available on the commercial market 
and the need to ensure that the optimum PCM and installation configuration had 
been selected. However, the potential benefits of using PCM materials, particularly if 
installed around the oil sump of an engine, would be of interest and enable a 
comparison to be made of the relative benefits of engine oil gallery insulation and 
PCM encapsulation. As part of the work, the following would need consideration: 
x Ensuring the thermal conductivity of the PCM was as high as possible to 
facilitate effective charging. 
x Ensuring that the thermal energy stored can be effectively transferred back 
to the target destination and not dissipated to ambient. 
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x Variability of the PCM properties (specific heat capacity, and latent heat 
capacity) as a result of manufacturer inconsistencies. 
x Life-span relative to the life of the vehicle. 
x Investigation as to whether the additional thermal mass of the PCM results in 
any increase in the lubricant warm-up time if the PCM is completely 
discharged. 
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Appendix A Manufacturer data of Nylon properties 
A.1 Nylon 12 data 
A.1.1 Ensinger data 
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A.1.2 PAR data 
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A.2 Nylon 6 data 
A.2.1 Ensinger data 
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A.2.2 Quadrant data 
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A.2.3 PAR data 
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A.3 Variation of Nylon properties with temperature 
 
Figure A.1 Variation in Nylon 12 density with temperature [118]  
 
Figure A.2 Variation in Nylon 12 specific heat capacity with temperature [118] 
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Figure A.2 Variation in Nylon 11 thermal conductivity with temperature [118] 
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Appendix B Oil rig theoretical model nodal equation 
derivations 
B.1 Internal surface node exchanging heat with the 
lubricant 
Taking the average lubricant temperature across the specimen from the current time 
step, ஺ܶ௩௘௥௔௚௘௡ , the heat flux from the lubricant to the surface node in time step ߜݐ is 
defined as: ܳ௖௢௡௩௘௖௧௜௢௡ ൌ ݄௢௜௟ߜݐ ?ߨݎ௜௡௡௘௥ሺ ௔ܶ௩௘௥௔௚௘௡ିଵ െ ௜ܶ௡௡௘௥௡ିଵ ሻ 
The surface node also exchanges heat with the rest of the specimen by conduction 
hence, ܳ௖௢௡ௗ௨௖௧௜௢௡ ൌ ௞೘೐೟ೌ೗ఋ௧ଶగሺ௥೔೙೙೐ೝା ?ೝమ ሻ ?௥ ሺ ௜ܶ௡௡௘௥ାଵ௡ିଵ െ ௜ܶ௡௡௘௥௡ିଵ ሻ: 
The summation of the convection and conduction heat fluxes results in a subsequent 
change in temperature of the inner bore surface of the test bock specimen. The 
change in thermal energy of the surface node over a given time step is given by ܳ௔௖௖௨௠௨௟௔௧௜௢௡ ൌ ݉௠௘௧௔௟ܥ݌௠௘௧௔௟ሺ ௜ܶ௡௡௘௥௡ െ ௜ܶ௡௡௘௥௡ିଵ ሻ ܳ௔௖௖௨௠௨௟௔௧௜௢௡ ൌ ߩ௠௘௧௔௟ ܥ݌௠௘௧௔௟ ߨሺ൬ݎ௜௡௡௘௥ ൅  ?ݎ ?൰ଶ െ ݎ௜௡௡௘௥ଶ ሻ൫ ௦ܶ௨௥௙௔௖௘௡ െ ௦ܶ௨௥௙௔௖௘௡ିଵ ൯ ܳ௔௖௖௨௠௨௟௔௧௜௢௡ ൌ ߩ௠௘௧௔௟ ܥ݌௠௘௧௔௟ߨݎ௜௡௡௘௥  ?ݎ൫ ௦ܶ௨௥௙௔௖௘௡ െ ௦ܶ௨௥௙௔௖௘௡ିଵ ൯ ܳ௔௖௖௨௠௨௟௔௧௜௢௡ ൌ ܳ௖௢௡௩௘௖௧௜௢௡ ൅ ܳ௖௢௡ௗ௨௖௧௜௢௡  
ߩ௠௘௧௔௟ ܥ݌௠௘௧௔௟ ݎ௜௡௡௘௥  ?ݎሺ ூܶ௡௡௘௥௡ െ ூܶ௡௡௘௥௡ିଵ ሻ ൌ ݄௢௜௟ߜݐ ?ݎ௜௡௡௘௥൫ ஺ܶ௩௘௥௔௚௘௡ିଵ െ ூܶ௡௡௘௥௡ିଵ ൯ ൅ ௞೘೐೟ೌ೗ఋ௧ଶሺ௥೔೙೙೐ೝା ?ೝమ ሻ ?ݎ ሺ ூܶ௡௡௘௥ାଵ௡ିଵ െ ூܶ௡௡௘௥௡ିଵ ሻ 
 
The Fourier number, ܨ݋, is defined as 
(
௞೘೐೟ೌ೗ఋ௧ఘ೘೐೟ೌ೗஼௣೘೐೟ೌ೗ ?௥మ) 
Equation B.1: Definition of Fourier Number 
The temperature of the inner surface node, ௌܶ௨௥௙௔௖௘௡ , following re-arrangement and 
substitution is given by Equation B.2: 
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௦ܶ௨௥௙௔௖௘௡ ൌ ௦ܶ௨௥௙௔௖௘௡ିଵ ቌ ? െܨ݋௠௘௧௔௟ ൭൬ ? ൅  ?ݎݎ௜௡௡௘௥൰ ൅  ?ݎ ௢݄௜௟݇௠௘௧௔௟൱ቍ ൅ ܨ݋௠௘௧௔௟ ൬ ? ൅  ?ݎݎ௜௡௡௘௥൰ ூܶ௡௡௘௥ାଵே൅  ?ܨ݋௠௘௧௔௟  ?ݎ ை݄௜௟݇ெ௘௧௔௟ ைܶ௜௟௡ିଵ 
Equation B.2: Definition of the surface temperature of the inner bore of the test block specimen 
It should be noted that in the instance where a polymer insert is installed, ܨ݋௠௘௧௔௟  
would be replaced with ܨ݋௣௢௟௬௠௘௥ . 
B.2 Internal node exchanging heat by conduction with 
two neighbouring nodes 
The interaction of a metallic node, sandwiched between two other metallic nodes is 
a scenario repeated cyclically throughout the radial distribution of the test block 
specimen. The derivation presented here is focused on the node ௜ܶ௡௡௘௥ାଵ 
The node receives heat flow from the node ௜ܶ௡௡௘௥  by conduction: 
ܳ௖௢௡ௗ௨௖௧௜௢௡்೔೙೙೐ೝ ൌ  ?ߨߜݐ ௠݇௘௧௔௟ ቀݎூ௡௡௘௥ାଵ െ  ?ݎ ?ቁ ?ݎ ሺ ௜ܶ௡௡௘௥௡ିଵ െ ௜ܶ௡௡௘௥ାଵ௡ିଵ ሻ 
 
The node receives heat flow from the node ௜ܶ௡௡௘௥ାଶ by conduction: 
ܳ௖௢௡ௗ௨௖௧௜௢௡்೔೙೙೐ೝశమ ൌ  ?ߨߜݐ ெ݇௘௧௔௟ ቀݎூ௡௡௘௥ାଵ ൅  ?ݎ ?ቁ ?ݎ ሺ ௜ܶ௡௡௘௥ାଶ௡ିଵ െ ௜ܶ௡௡௘௥ାଵ௡ିଵ ሻ 
The summation of the conduction heat fluxes result in a subsequent change in 
temperature of the metal at the node of interest. The change in thermal energy of 
the sandwich node over a given time step is given by ܳ௔௖௖௨௠௨௟௔௧௜௢௡ ൌ ݉௠௘௧௔௟ ܥ݌௠௘௧௔௟ ሺ ூܶ௡௡௘௥ାଵே െ ூܶ௡௡௘௥ାଵேିଵ ሻ ܳ௔௖௖௨௠௨௟௔௧௜௢௡ ൌ ߨߩ௠௘௧௔௟ ܥ݌௠௘௧௔௟ ሺቀݎ௜௡௡௘௥ାଵ ൅  ?௥ଶ ቁଶ െ ቀݎ௜௡௡௘௥ାଵ െ  ?௥ଶ ቁଶሻ ሺ ௜ܶ௡௡௘௥ାଵ௡ െ௜ܶ௡௡௘௥ାଵ௡ିଵ ሻ ܳ௔௖௖௨௠௨௟௔௧௜௢௡ ൌ ߨߩ௠௘௧௔௟ ܥ݌௠௘௧௔௟  ? ?ݎݎ௜௡௡௘௥ାଵሺ ௜ܶ௡௡௘௥ାଵ௡ െ ௜ܶ௡௡௘௥ାଵ௡ିଵ ሻ ܳ௔௖௖௨௠௨௟௔௧௜௢௡ ൌ ܳ௖௢௡ௗ௨௖௧௜௢௡்೔೙೙೐ೝ ൅ ܳ௖௢௡ௗ௨௖௧௜௢௡்೔೙೙೐ೝశమ  ߩ௠௘௧௔௟ܥ݌௠௘௧௔௟  ? ?ݎݎ௜௡௡௘௥ାଵ൫ ௜ܶ௡௡௘௥ାଵ௡ െ ௜ܶ௡௡௘௥ାଵ௡ିଵ ൯ൌ  ?ߨߜݐ ெ݇௘௧௔௟ ቀݎ௜௡௡௘௥ାଵ െ  ?ݎ ?ቁ ?ݎ ൫ ௜ܶ௡௡௘௥௡ିଵ െ ௜ܶ௡௡௘௥ାଵ௡ିଵ ൯ ൅   ?ߨߜݐ ெ݇௘௧௔௟ ቀݎ௜௡௡௘௥ାଵ ൅  ?ݎ ?ቁ ?ݎ ሺ ௜ܶ௡௡௘௥ାଶ௡ିଵ െ ௜ܶ௡௡௘௥ାଵ௡ିଵ ሻ 
Following re-arrangement and substitution, the final equation for the temperature at ூܶ௡௡௘௥ାଵ is derived and is shown in Equation B.3: 
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௜ܶ௡௡௘௥ାଵ௡ ൌ ௜ܶ௡௡௘௥ାଵ௡ିଵ ሺ ? െ  ?ܨ݋௠௘௧௔௟ ሻ ൅ ௜ܶ௡௡௘௥௡ିଵ ൭ܨ݋௠௘௧௔௟ ൬ ? െ  ?ݎ ?ݎ௜௡௡௘௥ାଵ൰൱൅ ௜ܶ௡௡௘௥ାଶ௡ିଵ ൭ܨ݋௠௘௧௔௟ ൬ ? ൅  ?ݎ ?ݎ௜௡௡௘௥ାଵ൰൱ 
Equation B.3: Derivation of the temperature at a sandwich node within the aluminium test block 
specimen 
B.3 External surface node exchanging heat with the 
ambient air 
When exchanging heat with thĞĂŵďŝĞŶƚĂŝƌ ?ƚŚĞŶŽĚĞ ?ƐƚŚĞƌŵĂůďĂůĂŶĐĞŚĂƐĂĨŽƌŵ
very similar to that described in Appendix B.1 in that there is one convective heat 
transfer to the node and one conduction heat transfer mechanism to the node. Heat 
transfer from the outer surface by radiation has not been considered in this case due 
to the low emissivity of the surface (highlighted as significant parameter in radiation 
heat transfer in Section 2.2.1). The emissivity of aluminium is reported to be of the 
order of 0.07 at 23 °C [50] while Welty et al. [51] reported the emissivity of oxidised 
aluminium at 199 °C to be 0.11. Thus, the combination of the surface temperature 
causing the emissivity to rise and any change in the optical properties of the 
aluminium as a result of oxidation do not appear to increase the emissivity to such 
an extent that it would become significant. In addition, the outer surface 
temperature of the specimen only reaches a maximum temperature of 100 °C. In the 
case of the outer surface node the convective heat flux is between the outer surface 
and ambient air. ܳ௖௢௡௩௘௖௧௜௢௡ ൌ ݄௔௠௕௜௘௡௧ߜݐ ?ߨݎ௢௨௧௘௥ሺ ௔ܶ௠௕௜௘௡௧௡ିଵ െ ௢ܶ௨௧௘௥௡ିଵ ሻ ܳ௖௢௡ௗ௨௖௧௜௢௡ ൌ ௞೘೐೟ೌ೗ఋ௧ଶగሺ௥೚ೠ೟೐ೝି ?ೝమ ሻ୼௥ ሺ ௢ܶ௨௧௘௥ିଵ௡ିଵ െ ௢ܶ௨௧௘௥௡ିଵ ሻ: 
The summation of the convection and conduction heat fluxes result in a subsequent 
change in temperature of the outer surface node. The change in thermal energy of 
the surface node over a given time step is given by ܳ௔௖௖௨௠௨௟௔௧௜௢௡ ൌ ݉௠௘௧௔௟ܥ݌௠௘௧௔௟ሺ ௢ܶ௨௧௘௥௡ െ ௢ܶ௨௧௘௥௡ିଵ ሻ ܳ௔௖௖௨௠௨௟௔௧௜௢௡ ൌ ߩ௠௘௧௔௟ܥ݌௠௘௧௔௟ߨሺݎ௢௨௧௘௥ଶ െ ൬ݎ௢௨௧௘௥ െ  ?ݎ ?൰ଶሻሺ ைܶ௨௧௘௥௡ െ ைܶ௨௧௘௥௡ିଵ ሻ ܳ௔௖௖௨௠௨௟௔௧௜௢௡ ൌ ߩ௠௘௧௔௟ ܥ݌௠௘௧௔௟ ߨݎ௢௨௧௘௥  ?ݎሺ ைܶ௨௧௘௥௡ െ ைܶ௨௧௘௥௡ିଵ ሻ ܳ௔௖௖௨௠௨௟௔௧௜௢௡ ൌ ܳ௖௢௡௩௘௖௧௜௢௡ ൅ ܳ௖௢௡ௗ௨௖௧௜௢௡  
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Following substitution for the Fourier Number, ܨ݋௠௘௧௔௟ , the resulting equation for 
the temperature at the node ௢ܶ௨௧௘௥  follows a near identical form to that presented 
for ௜ܶ௡௡௘௥: 
௢ܶ௨௧௘௥௡ ൌ ௢ܶ௨௧௘௥௡ିଵ ቌ ? െܨ݋௠௘௧௔௟ ൭൬ ? െ  ?ݎݎ௢௨௧௘௥൰ ൅  ?ݎ ௢݄௨௧௘௥݇௠௘௧௔௟ ൱ቍ ൅ ܨ݋௠௘௧௔௟ ൬ ? െ  ?ݎݎ௢௨௧௘௥൰ ௢ܶ௨௧௘௥ିଵே ൅  ?ܨ݋௠௘௧௔௟ ?ݎ ௢݄௨௧௘௥݇௠௘௧௔௟ ௔ܶ௠௕௜௘௡௧௡ିଵ  
Equation B.4: Derivation of the temperature at the outer surface node of the aluminium test block 
specimen exchanging heat to the ambient air 
B.4 Internal node at the interface of a material change 
where an insulator has been applied 
The transfer of heat at the interface of two surfaces is modelled in a near identical 
way to that of convective heat transfer from a surface to a fluid. Hence, where an 
insert has been installed in the test block specimen the outer surface of the insert 
and the inner surface of the specimen bore have energy balances almost identical in 
form to that of the nodes described in Appendix B.1 and Appendix B.3 respectively. 
However, the value of ݄௢௜௟  or ݄௢௨௧௘௥  is replaced by a different value, ݄௖௢௡௧௔௖௧ .  
The temperature of the inner bore is now calculated using Equation B.5 to allow 
interaction with a polymer liner: 
௜ܶ௡௡௘௥௠௘௧௔௟௡ ൌ ௜ܶ௡௡௘௥௠௘௧௔௟௡ିଵ ቌ ? െܨ݋௠௘௧௔௟ ൭൬ ? ൅  ?ݎݎ௜௡௡௘௥௠௘௧௔௟൰ ൅  ?ݎ ௖݄௢௡௧௔௖௧݇௠௘௧௔௟ ൱ቍ൅ ܨ݋௠௘௧௔௟ ൬ ? ൅  ?ݎݎ௜௡௡௘௥௠௘௧௔௟൰ ௜ܶ௡௡௘௥௠௘௧௔௟ାଵ௡ ൅  ?ܨ݋௠௘௧௔௟  ?ݎ ௖݄௢௡௧௔௖௧݇௠௘௧௔௟ ௢ܶ௨௧௘௥௣௢௟௬௠௘௥௡ିଵ  
Equation B.5: Derivation of the inner metal bore temperature when in contact with the outer 
surface of a polymer liner 
Similarly, the outer temperature of the polymer is modified to transfer heat to the 
bore of the surrounding metal, as shown in Equation B.6. 
 
௢ܶ௨௧௘௥௣௢௟௬௠௘௥௡ ൌ ௢ܶ௨௧௘௥௣௢௟௬௠௘௥௡ିଵ ቌ ? െܨ݋௣௢௟௬௠௘௥ ൭ቆ ? െ  ?ݎݎ௢௨௧௘௥௣௢௟௬௠௘௥ቇ ൅  ?ݎ ௖݄௢௡௧௔௖௧݇௣௢௟௬௠௘௥ ൱ቍ൅ ܨ݋௣௢௟௬௠௘௥ ൬ ? െ  ?ݎݎ௢௨௧௘௥൰ ௢ܶ௨௧௘௥௣௢௟௬௠௘௥ିଵ௡ ൅  ?ܨ݋௣௢௟௬௠௘௥  ?ݎ ஼݄௢௡௧௔௖௧݇௉௢௬௠௘௥ ௜ܶ௡௡௘௥௠௘௧௔௟௡ିଵ  
Equation B.6: Derivation of the outer surface temperature of a polymer tube when inserted into a 
metal bore 
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Appendix C Temperature profiles for model 
predictions 
C.1 100 mm outer diameter uninsulated specimen 
 
 
Figure C.1: Comparison between theoretical and experimental data for the oil flow rig when 1200 W 
heater power is input using a 100 mm outer diameter uninsulated specimen and a lubricant flow 
rate of 10 l min
-1
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C.2 40 mm outer diameter uninsulated specimen 
 
 
Figure C.2: Comparison between theoretical and experimental data for the oil flow rig when 1200 W 
heater power is input using a 40 mm outer diameter uninsulated specimen and a lubricant flow rate 
of 10 l min
-1
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C.3 100 mm outer diameter insulated specimen 
 
 
Figure C.3: Comparison between theoretical and experimental data for the oil flow rig when 1200 W 
heater power is input using a 100 mm outer diameter specimen with a 2 mm thick Nylon insert and 
a lubricant flow rate of 10 l min
-1 
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C.4 40 mm outer diameter insulated specimen 
 
 
 
Figure C.4: Comparison between theoretical and experimental data for the oil flow rig when 1200 W 
heater power is input using a 40 mm outer diameter specimen with a 2 mm thick Nylon insert and a 
lubricant flow rate of 10 l min
-1
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C.5 100 mm outer diameter plain aluminium insert 
 
 
Figure C.5: Comparison between theoretical and experimental data for the oil flow rig when 1200 W 
heater power is input using a 100 mm outer diameter specimen with a 2 mm thick aluminium insert 
and a lubricant flow rate of 10 l min
-1 
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Appendix D Flow Chart of Model Structure 
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Input parameters defined based on the 
test simulation including:
x Specimen bore, outer diameter, 
insulator thickness and length.
x Heater input rate.
x Fluid flow rate.
x Relevant value of hcontact depending 
on specimen configuration being 
used
Specimen length 
discretised based on 
time step and flow 
rate.
Lubricant and specimen temperatures set at soak 
temperatures. The lubricant temperature is set at a 
higher starting temperature relative to the test block 
specimen  to account for the increase in temperature 
as a result of churning from the pump and heating 
form the element as the heater ramps up to the 
controller set point.
The heat input 
function Q Input is 
applied to the node 
Ttank resulting in a 
rise in Ttank 
temperature
The lubricant temperature at the 
inlet to the specimen assumes the 
value of the new Ttank temperature. 
The Qinput function accounts for the 
energy lost to the rig pipework 
from the tank to the inlet of the 
specimen.
The lubricant temperature moves through 
the discretised test block specimen losing 
energy and hence temperature based on 
the temperature differential between the 
bore surface temperature of the test 
block specimen at the previous time step 
and the lubricant temperature at the 
current time step but at the previous 
longitudinal position
The lubricant returns to the tank at 
a temperature lower than the 
temperature it left the tank at 
owing to the thermal energy 
transferred to the test block 
specimen, thus providing an 
effective cooling effect on the TTank 
node.
Temperature 
dependant lubricant 
properties including 
specific heat 
capacity, density 
and viscosity are 
updated
The average temperature of 
the lubricant across the length 
of the specimen is calculated 
and is used to model the heat 
transfer from the lubricant to 
the test block specimen
The heat transfer 
through the test 
block specimen is 
modelled as a 1 
dimensional radial 
model.
At the outer surface of 
the test block specimen, 
heat transfer occurs by 
convection to the 
ambient air using a 
Nusselt correlation 
derived convective heat 
transfer coefficient.
Based on the outer surface 
temperature, the heat transfer 
coefficient to ambient air is 
updated based on the change 
in surface temperature
The  lubricant to test block 
specimen heat transfer 
coefficient, hoil is updated 
based on the lubricant and 
bore surface temperature at 
the previous time step
Lubricant 
heating loop
Specimen 
heating loop
Parameter 
definition 
procedure
Colour Key
 
 
Figure D.1: Flow chart of oil circuit model 
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Appendix E Publications arising from this thesis 
x Roberts, A, Brooks, R.; Shipway, P.; Dominy, J.; Gilchrist, R.; Helle-Lorentzen, 
R.; Reducing thermal losses from automotic lubricant circuits during cold 
start by the application of polymer insulation presented at VTMS 11, 
Coventry, UK, 2013. 
 
x Roberts, A; Brooks, R.; Shipway, P.; Gilchrist, R.; Pegg I., "Reducing Energy 
Losses from Automotive Engine Lubricants by Thermal Isolation of the Engine 
Mass," SAE Technical Paper 2014-01-0672, 2014 
 
x Roberts, A.; Brooks, R.; Shipway P., Internal combustion engine cold-start 
efficiency: A review of the problem, causes and potential solutions. Energy 
Conversion and Management, 2014. 82(0): p. 327-350 
 
 
 
 
 
 
 
 
 
 
 
 
  
