Abstract. Flow cytometry is a research technique for the rapid analysis of phytoplankton abundance and distribution in marine waters. Although the technique is inherently much faster than optical microscopy for counting phytoplankton. its capability for analysing individual taxa is restricted, due largely to the lack of suitable data analysis protocols. These protocols, which use univariate and bivariate plots, can typically differentiate a maximum of three or four phytoplankton taxa under laboratory conditions. We present here two multivanate statistical techniques, quadratic discriminant analysis (QDA) and canonical variate analysis (CVA). used to identify 32 species of phytoplankton from flow cytometric data. CVA was shown to be a useful graphical technique for analysing and displaying data, while QDA was successful at discriminating over two-thirds of the phytoplankton species, with classification rates >70%. QDA was also shown to be more than two orders of magnitude faster than conventional flow cytometric analyses for discriminating and enumerating phytoplankton species. We discuss the potential of multivariate analysis, and ways of developing these techniques for the detailed analysis of complex natural phytoplankton populations in the marine environment.
Introduction
The distribution and abundance of phytoplankton have traditionally been determined from samples, collected and preserved at sea, and subsequently analysed in the laboratory by optical microscopy (Colebrook, 1960) . Recently, however, protocols have been developed to analyse plankton populations at sea by flow cytometry (Chisholm etal., 1988; Olsen etal., 1990; Li etal., 1992) . These protocols can differentiate phytoplankton from other cells and detritus in seawater, using the red autofluorescence of chlorophyll that characterizes all phytoplankton.
Flow cytometric analysis of phytoplankton offers several advantages over traditional approaches. Whereas conventional microscopic analysis of phytoplankton takes a few hours per sample and requires stable laboratory facilities, flow cytometric analysis can be performed in minutes on board ship. This rapid throughput also obviates fixation and so small delicate species are more likely to be enumerated. However, although flow cytometry offers many advantages over optical microscopy, several challenges remain to be addressed. One of these is the identification and enumeration of individual taxonomic groups of phytoplankton from their flow cytometric signatures.
Commercially available flow cytometers, designed for biomedical use, have certain limitations when used in marine science. These include the lack of suitable data analysis protocols for the discrimination of the many cell types present in complex mixtures. In the biomedical sciences, there are few (typically less than five) cell types and these can usually be discriminated using two or three flow cytometric parameters. In contrast, natural plankton populations have many more cell types. Although some progress has been made in differentiating groups of species using histograms and bivariate scatterplots (Olson et al., 1989) , such methods are slow and underexploit the multivariate nature of the cytometric data.
To address these limitations, the use of various pattern recognition techniques has recently been explored. This has included the use of principal component analysis for dimension reduction, and the fitting of mixture distributions to samples of cultured algae (Demerse/a/., 1992) and to natural samples (Li, 1990) . Such techniques are examples of so-called 'unsupervised learning'. Supervised learning techniques, such as back-propagation neural networks, have been applied to cultured algae (Balfoort et al., 1992; Boddy et al., 1994) and to natural samples (Frankel et al., 1989) . However, no attempt has been made to apply supervised learning techniques from the statistical field.
In this paper we show that two techniques, quadratic discriminant analysis (QDA) and canonical variate analysis (CVA) (Seber, 1984) , can be used to differentiate between 32 cultured species of phytoplankton using flow cytometric signatures. The successes, limitations and future potential of this approach to the identification of phytoplankton are discussed.
Method

Cytometric analysis of phytoplankton
Phytoplankton cultures from the Plymouth Culture Collection (CCMS, Plymouth Marine Laboratory/Marine Biological Association, UK) were maintained in F/2 enriched seawater medium (Guillard, 1975) , under continuous illumination at 200 u.E nr 2 s" 1 , at 17°C. Cultures were maintained under constant conditions for 1 month before analysis. Subculturing was carried out at 1-2 week intervals and at 4 days before analysis to obtain cells in the exponential phase of growth. In total, 32 species, found in Northern European shelf seas, were selected from seven taxonomic groups (Table I) , with a wide range of sizes and morphologies (Figure 1 ).
Cultures were analysed using a Coulter EPICS 741 flow cytometer (Coulter Electronics, Luton, UK) using standardized instrument conditions. Illumination was provided by a vertically polarized Coherent 90 (Coherent, Cambridge, UK) argon ion laser exciting at 488 nm. The laser was focused to an ellipse 16.5 u.m high and 130 ^.m across. Cells crossed the laser beam within a Coulter Biosense flow tip with a square-sided, 250 (xm orifice. Log forward light scatter (10-19°) was measured in both the vertical (LVFLS) and horizontal (LHFLS) planes using a quadscat detector (preceded by a 1.0 neutral density filter). This detector comprised two photodiodes arranged to allow the transmission of either vertically polarized (upper photodiode) or horizontally polarized (lower photodiode) light. Three other signals were measured at 90° to the laser beam: (i) 488 nm light scatter (LI90) that provided information on the internal granularity of the cells, and fluorescent light that was spectrally filtered to measure (ii) chlorophyll fluorescence (>660 nm) (LIRFL) and (iii) phycoerythrin fluorescence (530-590 nm) (LIOFL) using photomultiplier tubes.
Coulter Standard Brite 10 p.m fluorospheres were used to align the flow cytometer before samples were analysed and after each sample to check that the machine calibration remained constant. All samples were pre-screened through Murrivariate analysis of marine phytoplankton 50 ^.m gauze and analysed. Analysis for all parameters was carried out in log mode using a scale of 0-255 that represented three logarithmic decades. Data for the five measured parameters were stored in list mode format for up to 10 000 events per species. These data were transferred from the Coulter MDADS computer to a personal computer using an RS232 cable and Coulter CytoLogic software. Analysis of data using conventional flow cytometric analysis software was achieved by displaying events from any two parameters as a bivariate scatterplot. The list mode data for the chosen parameters were then run and visualized as dots within the scatterplot boundaries. For a single species the dots typically formed an elliptical cluster of points. Points within these clusters were enumerated by drawing a polygonal analysis region around the cluster, which provided a total count, a mean (sensitivity values) for each of the parameters used and a measure of variation about the mean.
For the analysis of phytoplankton mixtures, containing up to five species, a combination of bivariate scatterplots was created to determine which combination of parameters best separated the species. Control list mode files of the single species in the mixture were then run to determine their parameter values. Reference regions could then be drawn around the approximate areas for each species in the mixture for enumeration. 
Multivariate analysis of marine phvtoplankton
Statistical analysis
CVA (Seber, 1984) was used to obtain two-dimensional graphical representations of the five-dimensional cytometric data. In this method, the multiparametric data are reduced to the best two-dimensional graphical form which maximizes the separation of the group means. The goodness of fit of the two-dimensional representation was assessed using the percentage of variation explained. The standardized coefficients were also used to assess the relative contribution of each parameter to each canonical variate.
QDA (Seber, 1984) was used as an objective method for discriminating phytoplankton taxa. This method assumes that the data for each species follow a separate multivariate normal distribution. By assigning an unknown data point to the most probable distribution, quadratic boundaries (rules) between the different distributions are derived ( Figure 2a ). In practice, training data for each species are used to derive a set of rules and these rules are applied to test data to derive a matrix of classification rates known as the confusion matrix ( Figure 2b ).
The training data were obtained by gating out noise due to cell debris, dead cells and bacteria, and then selecting a random subset of 500 from each species data set.
Noise was gated out by plotting histograms and bivariate scatterplots, and defining rectangular gates. Having removed the noise, most of the species exhibited unimodalty and many species distributions were approximately multivariate normal. Hence, the assumptions for QDA were approximately satisfied for many species. However, one species Chlamydomonas reginae, was clearly bimodal. This was due to the presence of a small (-1.5 u,m) phytoflagellate co-occurring with C.reginae, and for this species only the upper part of the distribution was used.
The test data were derived by first applying as common dating, by excluding observations with LIRFL <35 in each species data set, and then selecting a random subset of 500 observations. When analysing a sample containing unknown proportions of different species, the estimated proportions are biased due to misclassifications. However, unbiased estimates of the proportions iT d can be found using the confusion matrix, J.
where m t is the number assigned to group i and m = m, + ... + m g .
The mean values of the parameters were calculated for each species using the training data. These values were used as input to CVA based on the five taxonomic groups: dinoflagellates, diatoms, cryptomonads, prymnesiids and other flagellates. CVA was also used with a small subset of five species in order to compare a typical scatterplot of LVFLS against LIRFL with a scatterplot of the first two canonical variates.
All the analyses were carried out using the procedures CANDISC and DISCRIM in the Statistical Analysis Systems (SAS) (1989). 
Results
Statistical analysis of the 32 species
CVA was carried out on the means for all phytoplankton species (Figure 3) . The first two canonical variates (based on standardized parameters) were 0.23 LHFSL -0.28 LVFLS -1.93 LIRFL + 3.71 LIOFL -0.56 LI90 and 0.12 LHFLS + 1.79 LVFLS -0.04 LIRFL -0.24 LIOFL -0.11 LI90.
These explain 98% (74 and 24%, respectively) of the variation in the species means. The cryptomonads (C) were clearly separated from other taxa on the first canonical variate because of their high orange to red fluorescence ratios due to significant cellular phycoerythrin contents. Many of the dinoflagellates (A) were clearly separated from other taxa on the second canonical variate because of their high LVFLS values. Other orders and groups could not be so well differentiated using CVA.
QDA was carried out at the species level and achieved classification rates of >70% for two-thirds of the species (Table II) . Of the five groups, the dinoflagellates and cryptomonads had particularly high classification success rates (Table  II) . The off-diagonal values of the confusion matrix (Table II) showed that most species were well separated from the others, represented by zero or very low classification rates. In 55% of all comparisons, there was no overlap with other species, and only 6% of the comparisons had misclassification rates >5%.
The lowest classification rates were observed in the diatoms. Most of the species in this group typically form chains of between 2 and 40 individuals, each chain being analysed by the flow cytometer as a single event. This would lead to a wide range of values for all the parameters, overlapping those for many other species and increasing the misclassification rate of diatoms with other phytoplankton species (Table II) . The most notable example in this case was Chaetoceros calcitrans, B2 which was misclassified as several species; in particular Chrysochromulina camella, Dl (23%) and Pseudopedinella sp., E2 (16%). 
Comparison of statistical techniques with AFC software
Flow cytometric data from five species were combined and analysed using conventional flow cytometry (AFC) software and CVA. Figure 4a illustrates a typical bivariate scatterplot of LVFLS (approximating to particle size) and LIRFL (approximating to cellular chlorophyll content). Considerable overlap between the distributions of the five species can be seen, making it impossible to separate any of the species. Figure 4b and c shows the bivariate scatterplots of LVFLS with LIOFL (approximating to phycoerythrin fluorescence) and LVFLS with LI90 (approximating to granularity). Both plots show some separation of the Chroomonas and Amphora species. When CVA was applied using all of the AFC parameters, Chroomonas was clearly separated from the other species, and Amphora and Chrysochromulina were also well defined, with a small degree of overlap (Figure 4d) . Although Gymnodinium and Prymnesium overlapped with each other, In (a-c), a maximum of two variables can be compared at any one time, whereas with a multivariate statistical approach (d) all four variables are analysed simultaneously to provide the best two-dimensional representation of the data.
they were well separated from the other three species. CVA, therefore, can represent a useful initial step for visualizing flow cytometric data. The speed and accuracy of the AFC software and QDA for phytoplankton identification and enumeration were compared using pre-defined data sets. Identical data sets were analysed 'blind', i.e. without knowing the abundance composition of the mixtures, by QDA and by AFC software. The results of the analyses are summarized in Table III. QDA estimates for all four mixtures were accurate. A slight variation between Gymnodinium simplex and Prymnesium parvum in mixtures 2 and 4 was observed, in which the QDA estimate differed by 1% from the true proportion. In each case, QDA accounted for 100% of the true observations. With AFC software, although many of the estimates were close to the true proportions, there was a great deal of variation. The worst case was in mixture 4, where P.parvum was overestimated by a factor of four. In addition, none of the totals equalled 100%. This was due to mis-assignments of some observations to one of the five species in mixtures 1 and 2, and to slight overlaps in the analysis gates for mixtures 3 and 4.
The most striking aspect of the comparison between the two techniques was the difference in the analysis times. Using the AFC software, each mixture took 
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between 35 and 49 min to analyse, whereas the QD A was 2-3 orders of magnitude faster.
Analysis of large mixtures of phytoplankton by QDA
Three data sets were produced using variable combinations of 17 species of phytoplankton from the total database of 32 species. Each data set contained a total of 10 000 events, split into either equal or variable proportions between the 17 species used. QDA was then carried out on the mixtures to test its accuracy in estimating individual phytoplankton species abundance in the mixtures. The results for all three mixtures were very similar in terms of their overall accuracy at estimating phytoplankton abundance, regardless of the species used or the proportions of observations for each species (Table IV) . In most cases, the abundance estimates were within 5% of the actual value and in only 13 out of 51 cases did the abundance estimate vary >10% from the actual value for any one species.
At the group level, the abundance estimates of dinofiagellates (A) were generally within 3-4% of the actual abundances. The only exception was Scrippsiella trochoidea (Table IV; A7) which had an abundance estimate in mixture 3 which was 17% lower than the actual abundance. Both the cryptomonads (C) and other flagellates group (E) were enumerated accurately, with all but one of the abundance estimates being within 10% of the actual abundance. Most of the prymnesiids (D) were accurately estimated, with two exceptions. Chrysochromulina camella (Table IV; Dl) was consistently overestimated, even when it was not actually in the mixture, and the naked, uncalcified morph of Emiliania huxleyi (Table IV; D3) was overestimated by 33% in mixture 3.
The abundance estimates of diatoms (B) were generally poor, except for T.pseudonana (Table IV; B4) . Amphora coffaeformis and Thalassiosira weissflogii (Table IV ; Bl and B5, respectively) were always overestimated, whereas Chaetoceros calcitrans and S.costatum (Table IV; B2 and B3, respectively) were always underestimated. These results contrast with the QDA results in Table II , in which T.pseudonana had the highest classification percentage of the diatoms.
Discussion
Group-level and species-level analysis using CVA
One of the original aims of the study was to investigate whether multivariate techniques offered an improvement in the differentiation of phytoplankton taxa. The first step was, therefore, to see whether it was possible to differentiate the phytoplankton into their taxonomic orders, i.e. diatoms, dinofiagellates, cryptomonads, etc. CVA was used to see whether taxonomic order separation was possible. The CVA plot of the species means (Figure 3) showed that the cryptomonads (C) were completely separated from the others. Species of this group typically have high orange to rend fluorescence ratios due to the presence of cellular phycoerythrin, and it was this property which resulted in their discrimination from other species. Most dinofiagellates (A) were also clearly separated. As the dinofiagellates tended to be the largest species analysed, it was likely that their LVFLS signals would be higher than those for other species, and this turned out to be true. Table IV . Comparisons of actual and estimated phytoplankton abundance for mixtures of 17 phytoplankton species using quadratic discriminant analysis "trained" for all species Species identification (see Table I ) The other groups could not be discriminated, suggesting that differences in morphological characteristics between the taxonomic groups are not reflected in light scattering and fluorescence properties alone.
CVA was also applied to the analysis of data from five species (Figure 4) . The results here clearly showed that CVA can be a useful preliminary graphical method to apply when analysing a small number of groups.
Species-level analysis using QDA
QDA proved to be successful at discriminating individual phytoplankton species (Table II) . The results of the QDA showed many species to be well separated, with classification rates exceeding 70% for more than two-thirds of the species. QDA also had few misclassifications of one species as another, as can be seen in the rows of Table II . Only the diatoms had low classification rates, probably due to their chain-forming habit which caused them to overlap with many other species.
Flow cytometric signatures are well suited to QDA, as they tend to exhibit multivariate normal distributions. Even for those distributions which were clearly nonnormal, the effects of non-normality could, in many cases, be ignored due to the clear separation of many of the species. However, the chain-forming diatoms exhibited non-normal distributions and this, along with the large variations in their distributions, led to overestimates or underestimates of abundance (Table IV) .
QDA was shown to be a great improvement over conventional AFC software, both in terms of accuracy and analysis time (Table III) . QDA also performed well in the artificial mixtures tests shown in Table IV , with the abundance estimates for most species being very accurate. However, there were a number of cases of species being identified which were not present. This is to be expected since the training data consist of more species than are likely to be present in a single mixture and because natural variation will lead to observations being misclassified (due to the overlap of species distributions).
The statistical approach in our study compares favourably with a study using back-propagation neural networks to identify 42 marine phytoplankton strains (Boddy et al., 1994) . Although the data sets were different, 25 species were common in both studies. In these instances, QDA tended to produce higher classification rates than the neural networks. However, the neural network study used more species and this is likely to be the reason why neural nets gave a slightly poorer performance. It would be interesting to compare directly the performances of QDA and neural nets in discriminating phytoplankton using identical test data.
QDA has some advantages over other, more complex analysis techniques such as back-propagation neural networks. QDA only takes a few minutes to train, whereas back-propagation neural networks may take several hours. It is also easy to add new species with QDA since it is only necessary to fit a multivariate normal distribution to the new data. In contrast, back-propagation neural networks may require further hidden layers if more species need to be identified which would require retraining the network.
Applications and future development
There are many laboratory-based studies in which QDA is likely to be of great benefit in marine research. This is particularly true for trophodynamic experiments in which phytoplankton are grazed by other organisms, and for interspecific competition experiments between phytoplankton. At present, it is generally only possible to discriminate between three or four species of phytoplankton using conventional flow cytometry software. Using QDA, it should be possible to differentiate routinely many more species in experimental mixtures providing the flow cytometric signatures do not vary over the course of the experiment.
A longer-term goal is to use flow cytometry to analyse phytoplankton populations in the field with the same degree of confidence as for laboratory cultures. Making this step represents a complex challenge. There are a number of factors that need to be considered for the analysis of field samples. We cannot be sure that the flow cytometric signatures obtained from laboratory cultures are representative of those present in the field. The signatures will vary according to environmental conditions, such as nutrient availability, temperature or light. Of these, light is likely to be the most important variable as phytoplankton are capable of photoadaptation in a few hours, altering their pigment composition to suit the ambient light levels. To assess the importance of the variation in environmental conditions, it will be necessary to carry out growth studies on a number of phytoplankton species over a range of conditions likely to be encountered in the natural environment. If the distribution changes are small, QDA may prove to be sufficiently robust since it relies on defining boundaries rather than explicitly modelling the distributions and defining cut-off points. However, if the distribution changes are significant, then it will be necessary to incorporate such data into the training data set. As an additional improvement, it may be possible to include the light level or equivalent depth of the species, as has been done by Frankel et al. (1989) .
QDA has been shown to be a useful technique for identifying marine phytoplankton. In particular, it is faster and simpler to train than more complex techniques. However, there are a number of cases in which more complex techniques, such as neural networks or kernel discriminant analysis, may prove useful. For example, a low classification rate may be due to the assumption of a multivariate normal distribution being a poor representation of the true distribution. By modelling the distribution more precisely (e.g. by kernel discriminant analysis), better classification rates would be achieved. Noise can also adversely affect the estimated proportions for a few species, and in these cases it will be useful to model the noise as well as the real data. This has already been achieved by Frankel et al. (1989) using a back-propagation neural network. It is also possible to classify an observation as unknown by specifying a cut-off value. This may be an improvement on QDA, which assigns all events to one of the classifications in the original training data set, and may be necessary for field samples which may contain unknown species. However, if the distributions change, an approach based on defining boundaries may prove to be more robust than explicitly modelling distributions and defining cut-off points. Discrimination of chain-forming colonial species could be improved by increasing the number of parameters measured per event. For data sets containing such a large number of parameters, QDA is unlikely to be useful and techniques such as neural networks are likely to prove more successful. For example, Errington and Graham (1993) used 17 parameters as input to a multilayer perceptron neural network designed to identify 24 chromosomes. In the best case, the classification error rate was only 6.2%, after network optimization. Most of the input parameters were in the form of grey level profiles consisting of a series of peaks, corresponding to the banding on the chromosomes. Particle profiles can also be measured by flow cytometry (Cunningham, 1990) . Such information could be useful for identifying colonial species such as chainforming diatoms, as each individual cell within a chain would appear as a distinct peak within the overall flow cytometric profile.
In conclusion, the long-term goal of the present studies is to develop fast and efficient techniques for the identification and enumeration of phytoplankton. The combination of multiparametric data sets with multivariate data analysis techniques has been shown to be successful at discriminating many species of phytoplankton. Future studies will focus on refining these techniques and investigating the use of more complex statistical approaches to improve upon the current level of discrimination.
