Abstract. The unfold/fold framework constitutes the spine of many program transformation strategies. However, by unrestricted use of folding the target program may terminate less often than the source program. Several authors have investigated the problem of setting up conditions of syntactic nature, i.e. not based on some well-founded ordering of the arguments, which guarantee preservation of termination properties. These conditions are typically formulated in a way which makes it hard to grasp the basic intuition why they work, and in a way which makes it hard to give elegant proofs of correctness. The aim of this paper will be to give a more unified treatment by setting up a model which enables us to reason about termination preservation in a cleaner and more algebraic fashion. The model resembles a logic language and is parametrized with respect to evaluation order, but it should not be too difficult to transfer the ideas to other languages.
Introduction
The unfold/fold framework for program transformation dates back to (at least) [BD77] and has since been the subject of much interest, primarily aimed at making the process of finding "eureka"-definitions more systematic, e.g. [Wad90] , [NN90] , [PP91b] . Also supercompilation [Tur86] can be seen as a variant over the concept.
A major problem with the technique is that one, due to "too much folding", may risk that the program resulting from transformation (the target program) loops while the original (the source program) does not. A classical example is the following, expressed in a logic language: Example 1. Suppose we have a source program S 1 containing the clauses p(X) ← q(X); q(a) ← 2 By innocent abuse of terminology, we will say that a transformation is partially correct iff each time the target program terminates with some result also the source program terminates and with the same result; whereas we will define total correctness to mean partial correctness together with the condition that if the target program does not terminate then neither does the source program. Whether a transformation process itself terminates is beyond the scope of this paper, but e.g. [Wad90] , [PP91b] address this problem for certain transformation strategies. For the related technique of partial evaluation (cf. [JSS89] , [BD91] ), the problem of ensuring termination of the partial evaluation process is addressed in [Hol91] . Upper bounds for the speedup possible by applying unfold/fold transformations have been given in [Han91] , [Hon91] .
Several ways to guarantee total correctness have been proposed in the literature, e.g. [TS84] , [KK90] , [Sek91] , [Kot85] , [GS91] , [PP91a] . They all work by putting forward some restrictions on the types of foldings allowed. For a more detailed description (and comparison with our approach), see Sect. 5.
The purpose of this paper is to present a model for unfold/fold-transformations which enables one to express conditions which are provably sufficient for total correctness. We want the model to include (most of) the results from the literature as special cases (after the frameworks in question have been encoded into our framework); and we want the model to have a clean algebraic structure.
Lack of space prevents us from giving detailed descriptions of how to translate other formalisms into our model -however, we hope our examples will provide the reader with sufficient intuition.
Our framework is primarily aimed at modeling logic programming -even though the machinery differs from the one usually used when treating logic languages, as done in e.g. [Llo84] , [Søn89] . However, we believe that the main ideas can be carried over to other types of languages as well.
Two-level Transitions
The meaning of programs will be defined in terms of a transition semantics (cf. [Plo81] ). The reason for this is that we feel this is more appropriate for capturing the essence of unfolding and folding: unfolding corresponds to a transition being made in the "right" direction; folding corresponds to a transition being made in the "wrong" direction. By using a denotational approach, this cannot be expressed directly. We believe that the reason why conditions for unfold/fold transformations to be termination preserving apparently is a more hot topic in the logic programming community than in the functional community is that in the former operational semantics (typically derivation trees) has a more respectable status than in the latter.
Main Idea. We will now, in a very informal and simplified way, present the basic intuition underlying this work. Execution of the source program on a goal configuration C 1 corresponds to a transition sequence
where each C i → C i+1 corresponds to an atom in C i being unfolded. For the transition system in question, a "Church-Rosser property" says that if there is a transition from C to C 1 using n 1 inference steps (i.e. unfoldings), and also a transition from C to C 2 using n 2 inference steps, then there exists a configuration C ′ and numbers n ′ 1 and n ′ 2 such that there is a transition from C 1 to C ′ using n ′ 1 inference steps, and a transition from C 2 to C ′ using n ′ 2 inference steps. Moreover, it will hold that n 1 + n
A clause in the target program takes the form
This means that first we have unfolded C 1 into C ′ (using u inference steps), and then folded back into C 2 -or equivalently unfolded C 2 into C ′ , using f inference steps.
Now suppose the target program loops. This means that there exists an infinite sequence C 1 . . . C i . . . where each step from C i to C i+1 represents an application of a clause in the target program, i.e. for all i there exists
In order for the transformation in question to be termination preserving, we must demand the source program to loop on C 1 as well. Our task is to find sufficient conditions for this. First we can draw the Church-Rosser completion of the situation, as sketched in Fig. 1 . Now, if for all i we have u i > f i then the path
will represent infinitely many inference steps -too see this, note that e.g.
Observe that the u i 's and f i 's do not necessarily have to denote the total number of inference steps. By e.g. letting them denote only the number of steps where certain predicates are unfolded, the same reasoning applies. More generally, one can -as will be done in this paper -assign a weight to each predicate symbol.
Of course, several features are not accounted for in the treatment above -we will repair on this in the following.
Configurations.
A basic configuration is a sequence of goals together with some information about which values the variables in the goals can assume. One usually represents this information as a substitution, cf. [Llo84] . As substitutions are hard to reason about from an algebraic point of view (even though e.g. [Søn89] and [Pal89] show that certain sets of substitutions carry some structure), we will represent the information as a family of sets of ground values. As an example take the goal sequence (p(X),q(Y),r(Z)) together with the substitution {X → f(Y), Z → a} Assuming that D is a universal data domain, this in our framework could be represented as the goal sequence (p,q,r) together with the D-indexed family where the d'th element is the singleton set {(f (d), d, a)} -on the other hand, one might also use the family consisting of one element only, namely the set
The latter representation will be needed for dealing with "variables occurring on the right hand side but not on the left hand side"; we will elaborate on this issue later in this section.
A configuration is a multiset of basic configurations (whose "information families" are indexed over the same set). A configuration can be thought of as representing the current frontier of the search tree (we need multiset instead of just set in order to model multiple identical solutions).
A basic configuration is failure if its information family consists of empty sets only. A non-failure basic configuration is solved if the goal sequence is empty. A configuration where all basic configurations are non-failure is said to be pruned. A pruned configuration where all basic configurations are solved is said to be in normal form. Given a configuration C, we define P(C) as the configuration obtained by removing all failure basic configurations from C. If P(C) = ∅ we say C is failure.
We define some operations on configurations:
+: C 1 +C 2 is just the union (taken as multisets) of C 1 and C 2 (only defined if the information families are indexed over the same set). Intuitively, this models "or". &: Intuitively, this models "and". On basic configurations, this is defined as follows: let B i , i = 1, 2, consist of goal sequence H i and an information family Q i indexed over K i . Now B 1 &B 2 consists of the goal sequence H 1 H 2 together with an information family Q indexed over K 1 × K 2 , where Q is given by
The extension to (non-basic) configurations is determined by the desire to make & distributive over +. U ( ): Intuitively, this models instantiation. Let B be a basic configuration with goal sequence H and an information family Q indexed over K. Let s be a mapping from some other index set K ′ into P(K). Then U s (B) is the goal sequence H together with the K ′ -indexed information family Q ′ , where
As an example of how these operations work together, consider how the goal sequence p(X),q(X) will be represented in our framework. Define B 1 as the basic configuration consisting of goal sequence p and D-indexed information family Q 1 given by Q 1 (d) = {d}; and let B 2 consist of goal sequence q and (again) Q 1 . Now B = B 1 &B 2 will consist of goal sequence (p,q) and D × D-indexed family Q, where
will contain goal sequence (p,q) and D-information family Q ′ , where
enabling us to conclude that p(X),q(X) can be represented as U s (B 1 &B 2 ).
Transitions. If there is a transition between configurations C and C ′ , the index sets of the information families of C and C ′ must be isomorphic. There exist some operations on transitions:
This models "or-parallelism", cf. [Gre87] . &: If t 1 is a transition from C 1 to C ′ 1 , and if t 2 is a transition from C 2 to C ′ 2 , then t 1 &t 2 will be a transition from
This models "and-parallelism". U ( ): If t is a transition from C 1 to C 2 , and s is a function (having an appropriate functionality), U s (t) will be a transition from U s (C 1 ) to U s (C 2 ). ⋆: If t 1 is a transition from C 1 to C 2 , and t 2 is a transition from C 2 to C 3 , then t 1 ⋆t 2 is a transition from C 1 to C 3 . This modeles sequential execution. Id : For all configurations C, there exists an identity transition Id C from C to C. P( ): If t is a transition from C 1 to C 2 , then P(t) (the pruning of t) is a transition from P(C 1 ) to P(C 2 ).
Not all transitions are valid. We have a hierarchy as follows:
1. The source program is represented as rules at level 0. For instance, if p is defined by the clauses
then this will be represented as a transition from the configuration [p],{{d}|d ∈ D} to the configuration consisting of the basic configurations B 1 and B 2 , where
, Q 2 ) and where the information families Q 1 and Q 2 , both indexed by D, are defined by
2. As soon as the rules at level 0 have been given, the valid transitions at level 1 (also called the 1-valid transitions) and the t-valid transitions at level 1 (also called the 1t-valid transitions) will be fixed. The intuition behind the 1-valid transitions is that they should model standard execution of the source program; therefore the set of 1-valid transitions is defined to be the closure of the set of level 0 rules wrt. the operations +, &, U ( ), ⋆, Id and P( ). The intuition behind the 1t-valid transitions is that they should model transformation ("symbolic evaluation") of the source program, thus the set of 1t-valid transitions will be the closure (wrt. the operations +, &, U ( ), ⋆, Id , P( )) of the set consisting of the level 0 rules together with "legal reversals" of those.
What constitutes a legal reversal will be defined in the following.
If there is a 1-valid transition from C to D we write 1 ⊢ u C → D; if there is a 1t-valid transition from C to D we write 1 ⊢ C → D. One can also define the closure of the set of legal reversals of level 0 rules (without the level 0 rules themselves); if there is a transition in this set from C to D we write 1 ⊢ f C → D. 3. Among all the 1t-valid transitions, some are chosen to be rules at level 1. These rules can be interpreted as the target program. 4. As soon as the rules at level 1 have been given, the valid transitions at level 2 (also called the 2-valid transitions) will be fixed as the closure of the level 1 rules (wrt. the operations +, &, U ( ), ⋆, Id , P( )). Intuitively, 2-valid transitions model (standard) execution of the target program. If there is a 2-valid transition from C to D, we write 2 ⊢ C → D.
A key point of our approach is that "standard evaluation" (the 1-valid transitions) is a special case of "symbolic evaluation" (the 1t-valid transitions) -this greatly facilitates reasoning about the properties of the target program. This lack of distinction between standard evaluation and symbolic evaluation comes almost for free in a logic language, but also in the functional world one gains from viewing the latter as a generalization of the former [DP88] . However, an important difference between standard and symbolic evaluation is that during symbolic evaluation any atom in the goal sequence may be unfolded, whereas during standard evaluation one for efficiency reasons often chooses a fixed strategy, typically the strategy always to unfold the leftmost goal -this strategy will be denoted LR.
Legal Reversals. We are left with the question of what constitutes a legal reversal of a level 0 rule. Let the level 0 rule (defining p) be a transition from basic configuration B = ([p], {{d}|d ∈ D}) to configuration B 1 + . . . +B n . Now suppose s(p, i) (a function of p and i) is such that
Then there will be a transition (a legal reversal) from
. Some noteworthy points:
-To motivate why we demand the information family of U s(p,i) (B i ) to consist of non-empty sets only, observe that otherwise there might be a fold transition from a failure configuration into a non-failure configuration, something which would render our theorems about termination preservation void: referring back to Fig. 1 , this corresponds to e.g. C ′′ 1 being failure while C 3 not. In the standard framework, the condition can be explained as follows: if there is a program clause p(a) ←q(a) and one encounters the goal q(a), one should fold it back into p(a) and not into p(X) -even though unifying the goal p(X) against the above clause gives us the goal q(a) as result. (f(X,Y) ) is translated into a transition from
Thus Q does not consist of singletons only, and hence -switching back and forth between our framework and the standard framework -it will be impossible to instantiate Y by means of the U ( )-operation. This gives a nice solution to the problems arising when folding against a clause containing variables not occurring in the head -a problem to which some incorrect solutions have been proposed in the literature (and yet proved correct!), for a survey see [GS91] .
An Overview of This Paper
In Sect. 2 we give a semantics for the language sketched above and state some of its properties. In Sect. 3 we state some conditions ensuring preservation of semantics. These conditions will be "global", i.e. not relate to a single rule at level 1. In Sect. 4 we for each such global condition states a local condition, i.e. a condition concerning the form of a level 1-rule, which implies the global condition (and hence termination preservation). In Sect. 5 we discuss other approaches to the problem of ensuring total correctness and relate them to our model. Section 6 concludes. Some important theorems will, due to lack of space, be given without proof (or only a loose sketch of such); these will appear in [Amt92] .
Two-level Semantics
First the Church-Rosser property can be formulated:
This proposition only holds because we imposed no ordering on the elements of a configuration, which thus is a multiset and not a sequence of basic configurations. In [PP91a] one wants to model the fact the standard PROLOG explores the branches in sequential order, and therefore unfolding of the leftmost atom only is allowed (unless extra conditions are satisfied).
Suppose we have a function E which from a basic configuration B and a configuration C in normal form (where there is a transition from B to C) extracts the "final result" E(B, C). E(B, C) will correspond to the multiset of answer substitutions. For Exploiting Theorem 1, one can easily check that this is well-defined. Notice that a program which e.g. returns an answer and then loops is identified with a program which loops without producing any answer. It should not be too hard to modify the semantics so it distinguishes between such programs.
The following theorem comes almost immediately from the definitions:
Next comes a most crucial theorem, stating that an arbitrarily mixed sequence of unfoldings and foldings is equivalent to a sequence of unfoldings followed by a sequence of foldings -this bears some similarities to proof normalization [GLT89] .
Proof. (A sketch only) Consider the transition sequence leading from C to D (which we can assume leads through pruned configurations only). If no folding precedes an unfolding, we are through. Otherwise, the situation is that some C i has been folded into C i+1 and then unfolded into C i+2 . As a folding represents an inverse unfolding, we can apply theorem 1 to find C ′ i+1 such that C i and C i+2 both can be unfolded into C ′ i+1 . Moreover, it is not too hard to see that the latter unfolding can be reversed into a folding from C ′ i+1 into C i+2 . By repeating the process above, we eventually gets a transition sequence in the desired form. Using Corollary 5 we see that this is well-defined. Moreover, we get a theorem expressing that transformation is partial correct:
In order to give conditions for total correctness we need some definitions. We say that B loops at level 1 iff there exists an infinite sequence of pruned, non-empty configurations C 1 . . . C n . . . with B = C 1 such that for all i there exists a 1-valid transition from C i to C i+1 where this transition represents (at least) one unfolding step. Similarly, we can define that B loops at level 2.
Notice that it does not necessarily hold that [[B]] 2 =⊥ (or [[B]]
1 =⊥) implies that B loops at level 2 (level 1), since a given configuration may be stuck, i.e. it is not in normal form but it is not possible to unfold any goals. However, we shall assume that the rules are "exhaustive", excluding such behavior.
As is well known, it may happen that B loops at level 1 (due to some ineffective strategy) while [ 
Global Conditions for Total Correctness
We start by proposing some conditions which may be helpful for proving total correctness. Here B will be a basic configuration.
Definition 9. We say that F (for Fair) is satisfied iff for any B it holds that if B loops at level 2 by a fair strategy then it also loops at level 1 by a fair strategy.
We say that L (for Leftmost) is satisfied iff for any B it holds that if B loops at level 2 by the LR strategy then it also loops at level 1 by the LR strategy.
We say that A (for Any) is satisfied iff for any B it holds that if B loops at level 2 by some strategy then it also loops at level 1 by some strategy. 
As is well known, we cannot hope
L 1 to hold in general (unless some tight restrictions are made). This corresponds, in the functional world, to the fact that the call-by-name nature of symbolic evaluation may increase the domain of termination in a call-by-value language. Now let us consider what must be fulfilled in order for the opposite inclusion to hold: 
Local Conditions for Total Correctness
This section will be devoted to formulating conditions F, L, A for the 1t-valid transition sequences leading to the level-1-rules, such that F implies F, L implies L and A implies A.
In order to reason about 1t-valid transition sequences we represent them as Umirrors, which models the fact (cf. Theorem 4) that such a sequence is equivalent to a sequence of unfoldings followed by a sequence of foldings. Before stating a formal definition we will give an example.
Example 2. Let the source program S 2 be given by (as it is the control aspect which has our primary interest, we use substitutions to describe data)
We can transform the definition of p by first unfolding q (into q) and then fold back into p. By leaving q and r unchanged, we arrive at the target program T 2 : We see that u has an arrow from the topmost node labeled q to the node below (representing the unfolding of q), and the folding step is represented by the arrows going up from the bottom node.
As can be seen, also the arcs are labeled. For instance the arc from p to r is labeled with (1, 2) (inside the diagram) and with 0 (outside the diagram). The label (1, 2) means that the 2nd conjunct in the 1st rule (in this case, there are no other rules) for p is r. The label 0 is the weight of the arc, more about that later.
⊓ ⊔ Now we will embark on giving a formal definition of U-mirrors. First, the control aspect (ctr. the data aspect) of a source program must be represented:
Definition 15. A control representation of a source program consists of -A universe U of predicate symbols. Let U ′ = U ∪ {2} -A function OI (for Or Indices) which for each G ∈ U returns a non-empty index set OI(G). -A function AI (for And Indices) which for each G ∈ U and each i ∈ OI(G) returns a non-empty index set AI(G, i). This set must be equipped with a total order ≺, j 1 ≺ j 2 modelling "j 1 is to the left of j 2 ". -A function P which for each G ∈ U , each i ∈ OI(G) and each j ∈ AI(G, i)
Except for the weight part it is rather obvious how one, given a source program, arrives at a control representation:
Example 3. For the source program S 2 from Example 2 we have among others U = {p,q,r}, OI(p) = {1} (or any one-element set), AI(p, 1) = {1, 2} (or any two-element set) with 1 ≺ 2, P (p, 1, 1) = q, P (p, 1, 2) = r, P (r, 1, 1) = 2.
⊓ ⊔
The weights, on the other hand, can be assigned in a completely arbitrary fashionbut if one wants to prove that a given transformation is correct using the techniques given in this paper, one may have to be a bit clever about the assignment. In Fig.  2 , one has e.g. made the choices W (p, 1, 2) = 0, W (q, 1, 1) = 1.
Definition 16. A goal sequence (J, H) is a totally ordered index set J and a mapping H from J to U .
Definition 17. A U-forest over a goal sequence (J, H) is a J-indexed family of trees where -All nodes are labeled by a member of U ′ . -All arcs are labeled by a direction label (i, j) and a weight label w.
-For all j ∈ J, the root of the j ′ th tree must be labeled by H(j) -Let N be a node which is not a leaf. Then its label G must belong to U (i.e. not be 2), and there must exist an i ′ ∈ OI(G) such that (i, j) is the label of an arc from N if and only if i = i ′ , j ∈ AI(G, i). The arcs from N inherit the ordering of AI(G, i).
-If a is an arc with direction label (i, j) from a node labeled G to a node N , then the label of N must be P (G, i, j), and the weight label of a must be W (G, i, j) -There is a total ordering among the leaves (and thus also among the paths, where a path starts at a root and ends at a leaf), determined in the "natural way" by the ordering on J and the ordering on the arcs leaving each node.
We say that a U-forest is foldy iff no nodes are labeled 2. The intuition is that if one has a clause say r ← 2 then one is not allowed to make a fold transition from p to p,r.
We define the weight of a path as the sum of the weight labels encountered when walking along the path. We define the weight of a U-forest as the sum of all the weight labels occurring in the tree.
Definition 18. A U-mirror (u, v, ∼) over goal sequences H and H ′ consists of a U-forest u over H, a foldy U-forest v over H ′ , and a bijection ∼ between the paths of u not containing 2 and the paths of v which preserves the ordering on these, and which satisfies that if p ∼ q then p and q end with the same symbol.
A path in (u, v, ∼) is either of the form (p, q) with p ∈ u, q ∈ v and p ∼ q or is of the form p, where p ∈ u and p ends with 2. There is a natural total order on paths.
Referring back to Fig. 2 , it can be checked that u is a U-mirror over (p) and (p).
We can assign weights to paths in a U-mirror as follows: if the path is of form (p, q), the weight is the difference between the weight of p and the weight of q; otherwise the path is of form p and its weight is simply the weight of p. Likewise, we can define the weight of the U-mirror as the difference between the weight of u and the weight of v. This theorem is essentially the main content of (but is more general than) [Sek91] Theorem 21. Suppose all rules at level 1 satisfy L. Then L holds, and thus
More specific versions of this theorem are stated in [PP91a] and [Han91] . As the correctness condition for folding, [TS84] and [KK90] essentially use (a special case of) A.
For proofs of Theorem 20, 21 and 22 (which all elaborate on the intuition presented in section 1), see [Amt92] .
Example 5. Continuing from Example 4, we by Theorem 21 can conclude that L holds -which is as expected since S 2 loops on p(t) by the LR strategy iff t unifies with a iff T 2 loops on p(t) by the LR strategy.
On the other hand, our theorems do not allow us to conclude that F holds -and neither it does, since S 2 terminates by a fair strategy on p(t) for any t while T 2 loops (by any strategy) on e.g. p(a).
Notice that if we e.g. had chosen W (q, 1, 1) = 0, we had not been able to infer that L holds.
Related Work
-In the literature on unfold/fold transformations in logic languages transformation typically proceeds in a "step by step fashion"; after a goal in the body of a clause has been unfolded the clause is deleted from the program and replaced by the clause resulting from the unfolding -this is the approach taken in e.g. [GS91] , [KK90] , [PP91a] , [Sek91] , [TS84] . As pointed out in [GS91] , one by applying this method loses some power -to see this, consider the clause C = p(f(X)) ← p(X). By our or similar techniques one is able to derive the clause C ′ : p(f(f(f(X)))) ← p(X) but this is impossible by the step-by-step method, since one -after having unfolded C against itself obtaining p(f(f(X))) ← p(X) -has lost C. Aside from being less powerful, we also think that the step-by-step strategy conceptually is much less clean than our approach -a similar view being held in [Tur86] . -In the literature, one is typically (contrary to our framework) not allowed to fold against a (direct or indirect) recursive predicate [KK90] , [PP91a] , [Sek91] , [TS84] . This mirrors the view that folding corresponds to abbreviation, a view also held in [Han91] . On the other hand, as pointed out in [PP91b] this is essentially no restriction for applications. - [TS84] and [KK90] divide the predicates into two classes: the new (corresponding to "eureka-definitions") and old, where folding is allowed against new predicates only. In order for folding to be valid, they require that in the body of the clause defining a new predicate (where only old predicates can occur) at least one predicate must have been unfolded. We can translate this into our framework: new predicates are assigned weight 0, old predicates are assigned weight 1, and A must hold. As we have seen in Sect. 3, this condition is (too) weak, since failing branches may convert to loops. -[Sek91] improves on the above, essentially by demanding that F must hold (still when new predicates have been assigned weight 0 and old predicates weight 1). - [Kot85] treats a functional language, where there apparently is no branching.
The situation is that first a number of unfoldings are made, then some laws are applied (not catered for by our framework), then some foldings are made. It is claimed that folding is safe if the number of unfoldings is greater than the number of foldings. In some sense, this can be modeled in our framework by assigning all predicates weight 1. -[GS91] allows folding against existing clauses (recall clauses are deleted after having been unfolded) only (not allowing a clause to be folded against itself).
This greatly limits the applications, since it seems impossible to arrive at recursive definitions of eureka-predicates. On the other hand, it becomes possible to give a relatively simple proof of termination preservation. -In contrast to the authors mentioned so far, [PP91a] impose an order on a sequence of goals, i.e. consider PROLOG's LR strategy. The crucial condition on folding is that the leftmost atom has been unfolded. Again by assigning the predicates folded against weight 0 and the others 1, the essence of this translates into our condition L.
Final Remarks
We hope this paper has contributed to giving a better understanding of the notion of folding, making the duality between folding and unfolding more explicit. Still, not every unfolding can be reversed into a folding, and even though we cannot hope for this, the set of legal reversals might be extended:
-If there is a transition from B to B 1 +B 2 , we in order to make a fold step from B 1 to B had to ensure that B 2 was failure. Under some conditions it will be enough if there is a transition from B 2 to a failure configuration -such an extension is essential if one is to model folding against clauses derived during transformation but not present in the original source program. -If there is a transition from B to B 1 +B 2 , we may even consider folding the non-singleton configuration B 1 +B 2 back into B -this bears some similarity to the process of converting a nondeterministic automaton into a deterministic equivalent.
Work in progress includes setting up a model for a functional language in which results similar to the ones presented here can be obtained. Thanks are due to Jens Palsberg, Jesper Träff and Brian Mayoh for reading drafts of this paper; also thanks to the anonymous referees for useful suggestions.
