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Bodily aware soft robots: integration of proprioceptive and
exteroceptive sensors
Gabor Soter, Andrew Conn, Helmut Hauser and Jonathan Rossiter
Abstract— Being aware of our body has great importance in
our everyday life. It helps us to complete difficult tasks, such
as movement in a dark room or grasping a complex object.
These skills are important for robots as well, however, robotic
bodily awareness is still an open question, and the nonlinearity
of soft robots adds even more complexity. In this paper we
address this problem and present a novel method to implement
bodily awareness into a real soft robot by the integration
of its exteroceptive and proprioceptive sensors. We use an
octopus inspired arm as an example where the proprioceptive
representation is approximated by four bend sensors integrated
in the soft body, while a camera records the movement of the
arm capturing its exteroceptive representation. The internal
sensory signals are mapped to the visual information using a
combination of a stacked convolutional autoencoder (CAE) and
a recurrent neural network (RNN). As a result, the soft robot
can learn to estimate and, therefore, to imagine its motion even
when its visual sensor is not available.
I. INTRODUCTION
Bodily awareness is essential for human beings. We use
it to understand the state of our body, to be aware of its
position, movement, and to process sensations, such as pain
or temperature. The sense of body-ownership is produced
by the integration of a wide range of sensors [1]. These pro-
vide information either on the outside world (exteroceptive
signals), such as our vision and touch sensors, or on the
state of the inner body. The latter can be further divided
into two groups: proprioceptive sensors, e.g. muscle spindles,
that we use to sense our body position and movement, and
interoceptive sensors, that allows us to monitor our internal
body. Recent studies have shown that the brain integrates
these signals and interoceptive or proprioceptive awareness
can modulate external representations [2], [3].
The first of these representations are developed in the fetal
stage [4]. Over the early course of our lives bodily awareness
evolves as our brain learns to map the proprioceptive and
exteroceptive signals, this mapping plays a crucial role
later in accomplishing tasks in which the body is involved.
Given the importance of this integration and its obvious
usefulness in robotics, several groups addressed the problem
of robotic bodily awareness, since its underlying mecha-
nisms are co-responsible for controlling complex bodies,
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adapting to growth, and using tools [5], [6]. Most of these
implementations used conventional robots that have hard
components, relatively simple and constrained behaviour and
can be modelled with few degrees of freedom [7]. However,
when applied to soft robots these approaches fail due to
the complexity of the body dynamics. As results, it still
remains an open question on how soft robots can sense their
bodies and integrate their sensory signals to develop bodily
awareness. In this paper we try to address this question,
more specifically, we propose an approach that integrates
exteroceptive and proprioceptive signals for soft robots.
Soft robots are flexible, compliant and predominantly
made of elastic materials. There has been significant progress
in the development of novel actuation [8], [9], sensing [10],
[11], and control techniques [12]. These developments are
often inspired by biological organisms whose soft body parts
have been developed and finetuned by evolution. The soft
wing of the bat [13], the soft body of the ray [14] or
the soft arm of the octopus [15] are all good examples.
They are lighter, safer and able to adapt to unstructured
environments. Soft robots have a very high number of
degrees of freedom and their movement is complex. They
are often underactuated [16], [17], which means that their
control is not trivial. In the past few years data driven,
model-free control methods have gained great interest due to
their ability to learn from data and to approximate nonlinear,
hyperelastic behaviour [18], [19], [20]. This usually exploits
artificial neural networks to create generalised models [21].
In this work our goal was to use model-free techniques to
describe the body and the motion of a soft octopus arm [22]
and to implement bodily awareness by the integration of
proprioceptive and exteroceptive information.
The proprioceptive representation in our setup was esti-
mated by bend sensors integrated in the soft body. This is a
biologically inspired approach: a wide variety of species in-
cluding the octopus have proprioceptive sensors around their
muscles [23] that are used for self sensing. The arm itself
was immersed in a tank filled with water, and it was excited
externally by a DC motor. The exteroceptive representation
was captured by a camera and the dimensionality of the
video frames was reduced by a convolutional autoencoder.
A recurrent neural network was trained to map the temporal
signals of the soft bend sensors to this low-dimensional,
exteroceptive representation of the soft body. Finally, the
bend sensor signals and the RNN were used to predict the
encoded representation in the next time step allowing the
robot, for example, to imagine its body even when the visual
sensor was not available.
II. SYSTEM DESIGN
In this section we describe the setup (see Figure 1), which
consists of three main elements: the supporting structure
with the linear rail, the octopus inspired soft arm with the
embedded bend sensors and the learning software.
A. Hardware
In order to produce complex and nonlinear motion the soft
arm was attached to a carriage. The carriage was driven by
a DC motor through a belt and the motion was prevented
in vertical direction. Data-driven approaches require a rich,
diverse dataset, therefore, the arm was excited by a product
of sinusoidal functions
f(t) = A · sin(2pif1t) · sin(2pif2t) · sin(2pif3t), (1)
where A is the amplitude, f1 = 0.26 Hz, f2 = 0.47
Hz and f3 = 0.54 Hz are the frequencies of excitation.
Choosing these particular frequency values guarantees that
the excitation is not periodic, so we get enough data points
for learning and evaluation without repeating the same signal
[24].
In order to ensure that the carriage follows the motion
prescribed by Equation 1 a closed-loop control system was
implemented in an Arduino Uno microcontroller. The DC
motor was driven by a motor shield and was powered by
a 12 V power supply. The feedback signal was generated
by an incremental linear encoder, which measured the actual
position of the carriage with an accuracy of 0.3 mm. The
sensor consisted of an infrared emitter and receiver pair
that counted the number of changes between the transparent
and opaque areas of a plastic strip. The output ports of
the encoder were connected to the external interrupt ports
of the microcontroller that trigger software interrupts when
the digital values (high or low) of the input pin change.
The triggers were interpreted by hardware. Therefore, the
interrupts were very fast which enabled rapid and precise
control.
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Fig. 2: The result of the closed-loop control. The desired
position (shown in orange) of the carriage is described by
Equation 1. The actual position was measured by the linear
encoder (shown in blue) and the signal was fed back to the
microcontroller, which produced a signal (shown in gray) to
drive the DC motor.
Fig. 1: Experimental setup. The octopus inspired soft arm (a)
is attached to a horizontally moving carriage (b) and it is im-
mersed in a tank filled with water (c). The carriage is driven
by a DC motor (d - hidden) through a belt (e) and its motion
is allowed only in horizontal direction. Due to the interaction
between the soft material and the water the deformation of
the body is highly nonlinear. Four commercially available
flexible bend sensors were embedded in the soft material,
that provided proprioceptive information on the motion of
the arm. The exteroceptive representation was captured by a
camera, that was placed in front of the tank. The data from
the visual and bend sensors are synchronised using an LED
(f), which was turned on at the beginning and at the end of
the measurement.
B. Fabrication
The octopus inspired soft arm had a sandwich structure
that included a 2 mm thick, flat, middle layer for the sensors
and two passive layers around it. All layers were made of
Ecoflex-10 silicone. The mold for the arm was 3D printed
and the soft body was made by casting. Four commecially
available resistive bend sensors produced by Flex and their
cables were integrated in the middle layer (shown in Figure
3). The cables had flexible silicon coating to avoid reducing
the flexibility of the arm significantly, but at the same time
they were robust enough against the dynamic load. The
fabrication process involved three steps:
1) First, the half of the arm was cast in the 3D printed
mold and the silicon was degassed using a vacuum
chamber.
2) Then, the four bend sensors and their cables were
placed horizontally on the arm and adhered to it with
silicon glue. A thin silicone layer was cast on the top
of the cured silicone so that the sensors and cables
could be embedded along the neutral axis, which does
not extend or compress when the tentacle is bent.
Note that the plastic backing of the bend sensors was
removed in order to increase the flexibility of the arm.
Furthermore, heat shrink tubing was used to protect
the connection between the cables and the sensors.
3) Finally, the other half of the arm was made by another
casting and degassing process and the cured half was
placed on the top of the uncured one.
Fig. 3: The sandwich structure of the octopus arm. The arm
had a length of 32 cm, and four 2.2” (∼5.59 cm) long,
flexible bend sensors were embedded in the middle layer.
The resistance values of the bend sensors were measured
using voltage divider circuits with 10 kΩ resistors.
C. Software
In order to make the robot learn to imagine its body using
only its proprioceptive bend sensors, the temporal signal of
these sensors should be mapped to the video frames. Our
goal was to train a single layer, long short-term memory
(LSTM) type of recurrent neural network (RNN) using data
from four bend sensors as inputs and the video frames as
outputs. However, in this case the number of neurons on
the output layer (which equals to the number of pixels in
each frame) was three orders of magnitude higher than on
the input layer and the trained recurrent neural network
was underfit. Therefore, we used a stacked convolutional
autoencoder [25] in order to decrease the dimensionality
of the video frames and to be able to train the RNN with
reasonable accuracy. The architecture of the proposed system
and the learning process is shown in Figure 4. First, the
stacked convolutional autoencoder was trained on the visual
images in order to find a low-dimensional representation of
the soft body’s movement. Next, these features and the bend
sensors’ data were used to train the recurrent neural network.
Finally, the trained decoder component was connected to the
RNN creating a path for the information flowing from the
bend sensors to the visual output.
Before the training, the raw data received from both the
bend sensors and camera needed to be preprocessed. The
resistance values of the bending sensors were collected by a
National Instruments USB-6001 data acquisition device with
sampling rate 5000 samples/second. In order to remove the
noise we used a 6th order low pass filter with the cutoff
frequency fcutoff = 10 Hz. The result of the filtering is shown
in Figure 5. Since the two measurements were not taken
using a common clock, the data collected from the bend
sensors were resampled using linear interpolation such that
each datapoint in the new dataset had one frame pair in the
video. In order to synchronise the bending sensor values and
video footage the recorded video was cut in a way that its
first and last frame represented the beginning and the end
of the measurement with the LED turned on. The video
frames were transformed using grayscale, blur and threshold
operations, the final images contained only black or white
pixels. Finally, the pixel values and the bend sensor signals
were transformed to the range [−1, 1].
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Fig. 5: The effect of the low pass filter on the bend sensor
signal. The high and low cutoff frequencies were determined
for all four signals empirically.
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Fig. 4: The system architecture and the learning process. First, we used a stacked convolutional model to reduce the
dimensionality of the exceroceptive (visual) representation of the body. Both the encoder (a) and decoder (b) components
had five hidden layers. (c) After training them, we mapped the temporal data received from stretch sensors to this low-
dimensional representation (shown in green). Finally, by attaching the previously trained decoder component the robot could
imagine its body even when the visual sensor was not available.
(a) original (b) preprocessed (c) decoded
Fig. 6: The original (a), the preprocessed (b) and the decoded
(output) (c) images. The original video was recorded at 29.97
frames per second. The decoded and the preprocessed images
are almost identical, which means that the CAE is able
to find a low-dimensional representation of the soft arm’s
movement.This allows us to create a black box type of model
about the arm and its environment without using complex
modeling techniques.
III. EXPERIMENTAL RESULTS
We trained and tested the system using the data collected
over a 600 s long (15000 time steps) measurement. We used
the first 510 s (12750 frames) to train, the next 60 s (1500
frames) to test the stacked convolutional autoencoder and
the last 30 s (750 frames) to validate the whole system.
All the images were black and white and contained 124×60
pixels. The hidden layers had ReLu activation functions and
the ADADELTA [26] algorithm was used to optimize the
autoencoder. In order to measure the error of the trained
model, we calculated the binary cross-entropy testing loss
between the original and reconstructed images, which is
defined by
l(xk, xˆk) =
N∑
k=1
−xklog(xˆk)− (1− xk)log(1− xˆk), (2)
where N represent the number of images, k is the number
of pixels, and xk and xˆk are the normalised pixel values of
the original and reconstructed images. Figure 7a shows the
convergence of the loss function.
After this, we trained the recurrent neural network with
the same dataset to map the temporal data received from the
bend sensors to the previously trained features. However,
analysing these showed that a small number of features do
not change while the body was moving. These are minor
features and they do not seem to correspond to the dynamics
captured by the bend sensors. To remove these unwanted
static features from the training data we used a high pass
filter. The recurrent neural network had 400 neurons on its
hidden layer and the previous 25 data points (1 s long time
window) were used to predict the next value of the signals.
The encoded features predicted by the recurrent neural
network are shown in Figure 7c. Mean squared error was
used as loss function and its convergence is shown in Figure
7b. As shown in Figure 4, the predicted signals were fed into
the previously trained decoder and the images representing
the soft body could be reconstructed. We note that this was
achieved using the data of the last 30 s of the measurement,
that have not been used before for training. Since the
recurrent neural network predicts the next value of the signal
using the previous 30 data points, we used the remaining 725
to generate the plot.
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Fig. 7: (a) Loss function of the convolutional autoencoder over the training. (b) Loss function of the recurrent neural network
training. (c) Comparison between the simulated and predicted signals of two encoded features. The figure also shows the
images reconstructed (shown in red) by our system from the bend sensor input and the original images (shown in blue). We
note that these data points have not been used before for training. The root mean square error (RMSE) between the two
images are shown in yellow. Two identical images produce RMSE=0, two completely different images produce RMSE=1.
IV. CONCLUSION
In this paper we implemented bodily awareness in a soft
robot by the integration of exteroceptive and proprioceptive
sensors. We fabricated an octopus inspired soft robotic arm
equipped with four integrated flexible bend sensors. The
proprioceptive data were collected from these sensors, while
for exteroceptive representation we used visual data captured
by a camera. The dimensionality of the video frames were re-
duced by a stacked convolutional autoencoder. We connected
and trained a recurrent neural network to the previously
trained decoder component and mapped the temporal data
received from the proprioceptive sensors of the robot to the
encoded features. The predicted features were fed into the
decoder and the motion of the soft arm was reconstructed.
Using this system the robot could imagine its body moving.
The images reconstructed by the convolutional autoen-
coder are very close to the images of the real robot arm.
This suggests that the complex motion of a soft body has
a low dimensional representation which can be found by
encoding techniques. This method can be used for complex,
nonperiodic and nonlinear movements produced by soft
robotic bodies. Its advantage is that not only the shape of the
body, but also the material properties, the excitation function
and the enviromental effects are captured and stored in the
encoded representation.
Currently our method has few limitations. In this paper
we used a fixed excitation function, therefore, the error of
the prediction of signals with other excitation functions is
more significant. However, by collecting data using various
excitation functions the generalisation ability of the network
could be extended.
The proposed method has the potentional to be used to
sense the shape of soft robotic implement bodily awareness
and to improve the efficiency of soft robots in all kinds
of tasks in which the body is involved, e.g. locomotion in
uncertain environments and manipulation of complex objects.
In the future our goal is to extend it for three dimensional
problems to enable soft robots to model and sense their
complex body only with a small number of sensors.
REFERENCES
[1] Joel Smith. Bodily awareness, imagination and the self. European
Journal of Philosophy, 14(1):49–68, 2006.
[2] Manos Tsakiris, Ana Tajadura-Jime´nez, and Marcello Costantini. Just
a heartbeat away from one’s body: interoceptive sensitivity predicts
malleability of body-representations. Proceedings. Biological sciences,
278 1717:2470–6, 2011.
[3] Lee D Walsh, G Lorimer Moseley, Janet L Taylor, and Simon C
Gandevia. Proprioceptive signals contribute to the sense of body
ownership. The Journal of Physiology, 589(Pt 12):3009–3021, 06
2011.
[4] Hugo Gravato Marques, Arjun Bharadwaj, and Fumiya Iida. From
spontaneous motor activity to coordinated behaviour: A developmental
model. PLOS Computational Biology, 10(7):1–20, 07 2014.
[5] B. Jerbic, T. Stipancic, and T. Tomasic. Robotic bodily aware
interaction within human environments. In 2015 SAI Intelligent
Systems Conference (IntelliSys), pages 305–314, Nov 2015.
[6] K. Hosoda, H. Saito, and S. Ikemoto. Muscular-skeletal humanoid
robot for body image construction. In 2016 International Symposium
on Micro-NanoMechatronics and Human Science (MHS), pages 1–3,
Nov 2016.
[7] M. Hoffmann, H. Marques, A. Arieta, H. Sumioka, M. Lungarella, and
R. Pfeifer. Body schema in robotics: A review. IEEE Transactions on
Autonomous Mental Development, 2(4):304–324, Dec 2010.
[8] Robert F. Shepherd, Filip Ilievski, Wonjae Choi, Stephen A. Morin,
Adam A. Stokes, Aaron D. Mazzeo, Xin Chen, Michael Wang, and
George M. Whitesides. Multigait soft robot. Proceedings of the
National Academy of Sciences, 108(51):20400–20403, 2011.
[9] A T Conn and J Rossiter. Towards holonomic electro-elastomer
actuators with six degrees of freedom. Smart Materials and Structures,
21(3):035012, 2012.
[10] Benjamin Winstone, Gareth Griffiths, Tony Pipe, Chris Melhuish, and
Jonathon Rossiter. TACTIP - Tactile Fingertip Device, Texture Analysis
through Optical Tracking of Skin Features, pages 323–334. Springer
Berlin Heidelberg, Berlin, Heidelberg, 2013.
[11] Michael D. Dickey. Stretchable and soft electronics using liquid
metals. Advanced Materials, 29(27):1606425–n/a, 2017. 1606425.
[12] C. M. Best, M. T. Gillespie, P. Hyatt, L. Rupert, V. Sherrod, and
M. D. Killpack. A new soft robot control method: Using model
predictive control for a pneumatically actuated humanoid. IEEE
Robotics Automation Magazine, 23(3):75–84, Sept 2016.
[13] Alireza Ramezani, Soon-Jo Chung, and Seth Hutchinson. A
biomimetic robotic platform to study flight specializations of bats.
Science Robotics, 2(3), 2017.
[14] Sung-Jin Park, Mattia Gazzola, Kyung Soo Park, Shirley Park,
Valentina Di Santo, Erin L. Blevins, Johan U. Lind, Patrick H. Camp-
bell, Stephanie Dauth, Andrew K. Capulli, Francesco S. Pasqualini,
Seungkuk Ahn, Alexander Cho, Hongyan Yuan, Ben M. Maoz, Ragu
Vijaykumar, Jeong-Woo Choi, Karl Deisseroth, George V. Lauder,
L. Mahadevan, and Kevin Kit Parker. Phototactic guidance of a tissue-
engineered soft-robotic ray. Science, 353(6295):158–162, 2016.
[15] M. Cianchetti, A. Arienti, M. Follador, B. Mazzolai, P. Dario, and
C. Laschi. Design concept and validation of a robotic arm inspired
by the octopus. Materials Science and Engineering: C, 31(6):1230 –
1239, 2011. Principles and Development of Bio-Inspired Materials.
[16] Kohei Nakajima, Helmut Hauser, Tao Li, and Rolf Pfeifer. Information
processing via physical soft body. 5:10487 EP –, 05 2015.
[17] H. Tsutsui, Y. Murashima, N. Honma, and K. Akazawa. Robot hand
with soft tactile sensors and underactuated control. In 2013 35th
Annual International Conference of the IEEE Engineering in Medicine
and Biology Society (EMBC), pages 4148–4151, July 2013.
[18] V. Vikas, P. Grover, and B. Trimmer. Model-free control framework for
multi-limb soft robots. In 2015 IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS), pages 1111–1116, Sept 2015.
[19] M. Ja¨ntsch, S. Wittmeier, K. Dalamagkidis, G. Herrmann, and
A. Knoll. Adaptive neural network dynamic surface control: An
evaluation on the musculoskeletal robot anthrob. In 2015 IEEE
International Conference on Robotics and Automation (ICRA), pages
4347–4352, May 2015.
[20] Kohei Nakajima, Helmut Hauser, Rongjie Kang, Emanuele
Guglielmino, Darwin Caldwell, and Rolf Pfeifer. A soft body
as a reservoir: case studies in a dynamic model of octopus-inspired
soft robotic arm. Frontiers in Computational Neuroscience, 7:91,
2013.
[21] Thomas George Thuruthel, Egidio Falotico, Federico Renda, and
Cecilia Laschi. Learning dynamic models for open loop predictive
control of soft robotic manipulators. Bioinspiration and Biomimetics,
2017.
[22] F. Renda, M. Giorelli, M. Calisti, M. Cianchetti, and C. Laschi.
Dynamic model of a multibending soft robot arm driven by cables.
IEEE Transactions on Robotics, 30(5):1109–1122, Oct 2014.
[23] M. J. Wells. Proprioception and visual discrimination of orientation
in octopus. Journal of Experimental Biology, 37(3):489–499, 1960.
[24] Helmut Hauser, Auke J. Ijspeert, Rudolf M. Fu¨chslin, Rolf Pfeifer,
and Wolfgang Maass. Towards a theoretical foundation for morpho-
logical computation with compliant bodies. Biological Cybernetics,
105(5):355–370, 2011.
[25] Jonathan Masci, Ueli Meier, Dan Cires¸an, and Ju¨rgen Schmidhuber.
Stacked Convolutional Auto-Encoders for Hierarchical Feature Ex-
traction, pages 52–59. Springer Berlin Heidelberg, Berlin, Heidelberg,
2011.
[26] Matthew D. Zeiler. ADADELTA: an adaptive learning rate method.
CoRR, abs/1212.5701, 2012.
