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It has been shown recently [1] that the mathematical status of the operator product
expansion (OPE) is better than was expected before: namely considering massive
Euclidean ϕ44 -theory in the perturbative loop expansion, the OPE converges at any
loop order when considering (as is usually done) composite operator insertions into
correlation functions.
In the present paper we prove the same result for the massless theory. While the
short-distance properties of massive and massless theories may be expected to be
similar on physical grounds, the proof in the massless case requires entirely new
techniques. In our inductive construction we have to control with sufficient precision
the exceptional momentum singularities of the massless correlation functions. In
fact the bounds we state are expressed in terms of weight factors associated to certain
tree graphs. Our proof is again based on the flow equations of the renormalisation
group.
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1. Introduction
The operator product expansion (OPE) [2, 3] plays an important role in quantum field theory,
both from a practical as well as a conceptual viewpoint. It states that
OA(x)OB(y)∼∑
C
CCAB(x− y)OC(y) (1)
where {OA} denotes the collection of all local operators of a theory. The numerical coefficients
CCAB depend on the theory under consideration and are called “Wilson coefficients”. More
precisely, the OPE is normally understood as an asymptotic short-distance expansion for the
operator product OA(x)OB(y), inserted into some correlation function with other arbitrary
“spectator” fields. The common opinion is that, in order to obtain an approximation as good
as O(|x− y|∆) as |x− y| → 0, one should include all terms in the sum up to a sufficiently high
operator dimension (depending on ∆).
Both for practical and conceptual purposes, one would like to understand in quantitative
detail how well the OPE actually approximates correlation functions in concrete models. For
example, one would like to know how the approximation depends on the specific choice of the
spectator fields, or whether the OPE might even be a convergent – rather than only asymptotic –
expansion. For this, one must have detailed quantitative bounds on the remainder in the OPE.
In the case of massive, perturbative ϕ4-theory in 4-dimensional Euclidean space, such bounds
were established in [1]. These bounds showed in particular that the status and range of validity
of the OPE is in fact much better than originally anticipated: The OPE (i.e. sum over C) actually
converges, in the sense of insertions into a correlation function, for arbitrary but fixed loop order
L, and for arbitrary (!) distances |x− y|> 0.
In practice, the OPE is mostly used in the context of asymptotically free gauge theories
of Yang-Mills type, and these theories contain massless fields. At first sight, it might appear
trivial to extend the convergence results [1] to massless theories – such as massless ϕ4-theory
in the simplest case: After all, the OPE is supposed to capture the short distance behaviour of
correlation functions, and, as is well-known, massless theories do not differ substantially in
this respect from massive ones. The difficulty, however, arises from the fact that the OPE must
be understood in the sense of an insertion into a correlation function with additional spectator
fields. Correlation functions are sensitive also to the infrared behaviour of the theory. In the
case of massless theories, this is considerably more involved and must be reflected by a more
complicated structure of any bounds on these functions. In the present paper, we tackle this
problem and are able to show that the OPE is still convergent in massless, Euclidean ϕ4-theory.
To state our first result, we introduce test functions Fi ∈S (R4) for i = 1, ...,N and Schwartz
norms1
‖F‖n := sup
x∈R4
|(M2+ x2)nF(x)| . (2)
Here M is some fixed renormalisation scale. The test functions are used to define “averaged
fields” ϕ(Fi) =
∫
d4xϕ(x)Fi(x). Then our first main result is:
1These are finite for any F in the spaceS (R4) by definition.
2
Theorem 1: For any N,L ∈ N there exists K > 0 such that the remainder of the operator
product expansion, carried out up to operators of dimension D = [A]+ [B]+∆, at L loops, is
bounded by∣∣〈OA(x)OB(0)ϕ(F1) · · ·ϕ(FN)〉− ∑
C:[C]≤D
CCAB(x)
〈
OC(0)ϕ(F1) · · ·ϕ(FN)
〉∣∣
L−loops
≤
√
[A]![B]! (KM)D
|x|∆√
∆!
MN
(D+2)(N+2L+3)
∑
µ=0
∑
µ1+...+µN=µ
∏Ni=1 ‖Fˆi‖ µi2
Mµ
,
(3)
where [A] is the dimension of a composite operator OA.
One can draw the following conclusions from this theorem:
1. The remainder of the OPE is a tempered distribution, which is of order O(|x|∆) for |x| → 0.
2. If one restricts to test functions whose Fourier transforms have compact support, the
theorem even implies convergence of the OPE. This can be seen as follows: Assume that
Fˆi(p) = 0 for all |p| ≥ P and for all i. One then has the bound ‖Fˆ‖n < (cst.P)2n on the
Schwartz norms. It follows that the right side of (3) behaves as P∆(N+2L+3)/
√
∆! for large
∆. Therefore, the remainder vanishes in the limit ∆→ ∞ .
3. One can also deduce convergence of the OPE under slightly less restrictive conditions
on the test functions. For instance, if |Fˆi(p)| decay more rapidly than e−|p|a for some
a > 2(N+2L+3), convergence follows again.
To understand better how the remainder behaves as a function of the momenta of the spectator
fields, we also derive a bound for a more restricted class of test functions. Namely, consider
now test functions such that the support of Fˆ1(p1) · · · FˆN(pN) contains only configurations of
4-momenta p1, . . . , pN whose magnitude is less than some P, and such that their distance to
“exceptional”2 momentum configurations is at least ε > 0 [see (163)]. Under these conditions,
one has:
Theorem 2: The remainder of the operator product expansion, carried out up to operators of
dimension D = [A]+ [B]+∆, at L loops, is bounded by∣∣〈OA(x)OB(0)ϕ(F1) · · ·ϕ(FN)〉− ∑
C:[C]≤D
CCAB(x)
〈
OC(0)ϕ(F1) · · ·ϕ(FN)
〉∣∣
L−loops
≤ PN
√
[A]![B]!
(
K M sup(1,
P
M
)(N+2L+1)
)[A]+[B] ( P
inf(M,ε)
)3N
∏
i
sup |Fˆi|
× 1√
∆!
(
K M |x| sup(1, P
M
)(N+2L+1)
)∆
P2L+N2
(
log+
P
inf(M,ε)
)
,
(4)
where K is a constant depending on N,L, andPn is a polynomial of degree n with nonnegative
coefficients which depend on N,L.
2By an exceptional configuration one means a set (p1, ..., pN) such that a strict subsum of momenta vanishes.
Singularities at such configurations are common in massless theories.
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One can draw the following conclusions from this theorem:
1. For large ∆, the bound on the remainder behaves as P∆(N+2L+1)/
√
∆!. Therefore, we
conclude again that the OPE converges, but it converges more slowly for large P. This
is physically plausible, because P is an upper bound on the momentum space support of
the spectator fields. Hence, the factorisation phenomenon exhibited by the OPE sets in
more slowly if the “state” generated by the smeared spectator fields from the “vacuum”
contains more “UV modes”.
2. We see that if the quantity ε becomes small, then the bound on the remainder is also
larger due to the inverse powers such as ε−3N and powers of logε . This is also physically
plausible, because ε characterises how close the momenta in the support of the spectator
fields are to becoming “exceptional”. Exceptional momentum configurations are in fact
well known to lead to IR singularities in massless theories, as one can see already at tree
level from the fact that the propagator associated with a line is 1/k2.
To prove theorems 1 and 2 we use the renormalisation group flow equation method proposed first
in [4], and developed significantly further in [5, 6, 7]. This method characterises the quantities
of interest in QFT (correlation functions, OPE coefficients, etc.) as solutions to certain flow
equations, where the flow parameter Λ plays the role of a cutoff. It is possible to establish
bounds on the solutions of the flow equations which ultimately yield the bound on the remainder
presented in the theorems. While the general strategy is thereby rather similar to that employed
in [1] in the massive case, the structure of the actual bounds and the proofs are very different in
the massless case. In fact, we need to make use of, and considerably extend the technique of
“tree bounds”. Such tree structures are needed in order to control the (physical) IR-singularities
present in massless theories. Tree structures of this nature have appeared previously in the study
of massless theories [8, 9], and we partly rely on – but considerably extend – these techniques.
We believe that our methods can also establish a convergence results 1, 2 for the OPE of
gauge invariant local fields analogous to theorem 1 in Yang-Mills theories. For this, one should
combine the tools of the present paper with the well-known BRST-method to isolate the physical
degrees of freedom.
2. Notation and conventions
We use a standard multi-index notation. Our multi-indices are elements w = (w1, . . . ,wn) ∈ N4n,
so that each wi ∈ N4 is a four-dimensional multi-index whose entries are wi,µ ∈ N and µ =
1, . . . ,4. We often write ~p = (p1, . . . , pn) ∈ R4n for tuples of four-vectors. If f (~p) is a smooth
function on R4n, we set
∂w~p f (~p) =∏
i,µ
(
∂
∂ pi,µ
)wi,µ
f (~p) , and w! =∏
i,µ
wi,µ ! , |w|=∑
i,µ
wi,µ . (5)
Taking derivatives ∂w of a product of functions f1 . . . fn, such derivatives get distributed over the
factors, resulting in the sum of all terms of the form c{vi} ∂
v1 f1 . . .∂ vr fr. Here each vi is now a
4n-dimensional multi-index, where v1+ · · ·+ vr = w, and where
c{vi} =
(v1+ · · ·+ vr)!
v1! . . .vr!
≤ r|w| (6)
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is the associated weight factor. We also note the bound
∑
v1+...+vr=w∈N4n
≤ ∑
v1+...+vr=w∈N4n
c{vi} = r
|w| . (7)
For later convenience, we introduce the shorthand notations
|~p|= |(p1, . . . , pn)| := sup
I⊆{1,...,n}
|∑
e∈I
pe| , (8)
|~p|a = sup(|~p|,a), a ∈ R , (9)
η(~p) = η(p1, . . . , pn) := inf
I({1,...,n}
I 6= /0
|∑
e∈I
pe| , (10)
η¯(~p) := inf
I⊆{1,...,n}
I 6= /0
|∑
e∈I
pe| (11)
and
κ(Λ,~p,M) := sup(Λ, inf(η(~p),M)) . (12)
When considering Schwinger functions without operator insertions, we will refer to momentum
configurations satisfying η(~p) = 0 as exceptional, while in the case with operator insertions the
corresponding condition is η¯(~p) = 0. We write
log+(x) = logsup(1,x) (13)
for the “positive part of the logarithm”. For the Fourier transform, we use the convention
f (x) =
∫
p
fˆ (p) eipx :=
∫
R4
d4 p
(2pi)4
eipx fˆ (p) . (14)
Weighted Trees: Our bounds on the various quantities of interest will be expressed in terms
of weighted trees (i.e. connected graphs with no loops), which will be defined3 in the following
(cf. [8]).
Definition 1: Let 4 ≤ N ∈ N, R ∈ N , w ∈ N4(N−1) and ~p = (p1, . . . , pN) ∈ R4N with pN =
−(p1+ . . .+ pN−1). Let TN,R,w(~p) be the set of all weighted trees T = (τ,ρ,σ) satisfying the
following properties:
1. The tree τ has N external lines and vertices of coordination number 2,3 or 4.
2. Each vertex of coordination number 2 is incident to one and only one internal line.
3. Denoting by V2,V3 the number of vertices of coordination number 2 and 3 respectively,
we require that
2V2+V3 ≤ R . (15)
3In order to shorten the text we appeal to the reader’s intuition, assuming that concepts such as external/internal
lines of a tree are evident. For more details see [8].
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4. To each external line we associate (bijectively) one of the “momentum four-vectors” pi in
the tuple ~p = (p1, . . . , pN) ∈ R4N .
5. We denote by I (T ) the set of internal lines of the tree τ . We associate a momentum
ki ∈ R4 “flowing through” the internal line i ∈I by demanding momentum conservation
at each vertex (note that this assignment is unique).
6. To every internal line i ∈I (T ) we associate a weight ρi ∈ {0,1,2}. The sum of these
weights satisfies the rule
ρ := ∑
i∈I (T )
ρi = N−4 . (16)
7. To every internal line i ∈I (T ) we further associate a weight σi ∈ N such that
σ := ∑
i∈I (T )
σi = |w| , ∑
i∈I (T )
p j flows through i
σi = |w j| . (17)
8. The total weight θi ∈ N associated to an internal line i ∈I (T ) is strictly positive, i.e.
θi = ρi+σi > 0 ∀i ∈I (T ) . (18)
9. To each internal line i with weight ρi = 1 is associated a vertex of coordination number 3
to which this line is incident. To each internal line i with weight ρi = 0 is associated either
• a vertex of coordination number 2 to which this line is incident
• or a pair of vertices of coordination number 3 which are connected by this line.
In this way every vertex of coordination number smaller than 4 is associated to exactly
one internal line with ρi < 2 .
Remark: For an example of a tree in TN,R,w, see e.g. fig.1. We note a few properties of such
trees, which are proven in [8]:
• Nestedness: TN,R,w ⊂TN,R+1,w
• Saturation: TN,R,w =TN,3N−2,w for any R≥ 3N−2
• The total weight associated to the internal lines of a tree is
θ = ∑
i∈I
θi = N+ |w|−4 (19)
• The number of internal lines in a tree T ∈TN,2L,w satisfies the inequality
|I (T )| ≤ N−4
2
+L . (20)
This follows from property 3 in definition 1 combined with the general formula (see [8])
|I |= N−4
2
−
∞
∑
n=1
n−4
2
Vn , (21)
where Vn is the number of vertices of coordination number n.
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• Note also that the trees in TN,R,w actually only depend on (|w1|, . . . , |wN |) ∈ NN . Thus,
the trees in TN,R,w and in TN,R,w′ are the same when |wi|= |w′i| for all 1≤ i≤ N.
Our bounds for the Schwinger functions with operator insertions will be formulated in terms of
trees with a “special vertex”.
Definition 2: Let R,N ∈ N, w ∈ N4N and ~p ∈ R4N . The elements of TN,R,w(~p) are weighted
trees T = (τ,ρ,σ) defined as before in def. 1, satisfying in addition the following conditions:
• The tree τ has one special vertex, called V , of coordination number NV ∈ {0, . . . ,N}, at
which momentum conservation is not imposed (all momenta “flow into” V ). We do not
count this vertex in the requirements 1 - 3 and 9 of def. 1.
• We define ~pV ∈R4NV as the set of momenta “flowing into” the vertex V , i.e. the collection
of momenta
(
(pV )1, . . . ,(pV )NV
)
associated to the lines directly attached to the vertex
V .
• The requirement 6 in def. 1 is replaced by
ρ := ∑
i∈I (T )
ρi = N−NV , (22)
and the requirement N ≥ 4 is replaced by N ∈ N.
Remark: See e.g. fig.5 below for an example tree in TN,R,w. We again collect a few properties
of trees in TN,R,w(~p):
• The nestedness and saturation properties mentioned in the previous remark are unchanged.
• The total weight associated to the internal lines of a tree is
θ = ∑
i∈I
θi = N−NV + |w| . (23)
• The number of internal lines in a tree T ∈ TN,2L,w satisfies the inequality
|I (T )| ≤
{
N−2
2 +L for N ≥ 2
0 for N = 0
. (24)
The proof of the first two properties follows the same arguments as in the TN,R,w case. The
bound on the number of internal lines follows again from the general formula (21) (the case
N = 0 is trivial in the sense that it only contains the vertex V and no external or internal lines).
We will later also need a bound on the number of weighted trees in the forests TN,2L,w and
TN,2L,w:
Lemma 1: The cardinality of TN,2L,w(~p) satisfies the bound
|TN,2L,w(~p)| ≤ N! ·43N−2 · [3(|w|+1)]N−42 +L . (25)
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Proof. 5 Let T ∈ TN,2L,w(~p). Note that the vertices in our trees are “unlabelled”. An upper
bound on the number of different unlabelled trees with V vertices and N external lines is given
by 4V+N−1, see e.g. [10, Theorem 8.5.1]. How many vertices do our trees T have? Recall that
we denote by Vi the number of vertices of coordination number i. Using the formula (see [8])
V3+2V4 = N−2 (26)
as well as (this follows from the requirement that vertices of coordination number 2 are incident
to only one internal line)
V2 ≤ N , (27)
we find that
N−2
2
≤V =V2+V3+V4 ≤ 2N−2 . (28)
Thus, we find that up to weightings and momentum assignments, the number of trees in
TN,2L,w(~p) is bounded by
2N−2
∑
V=N−2/2
4V+N−1 < 43N−2 . (29)
Let us come to the weightings of our trees. To every internal line we associate a weight
σi ∈ {0, . . . , |w|} and a weight ρi ∈ {0,1,2}. The number of possible weight assignments is
therefore bounded by the factor [3(|w|+ 1)]|I |. Using (20), we see that there are at most
[3(|w|+1)]N−42 +L possible assignments of weights. Finally, we also associate to every external
line of our trees one of the four momenta p1, . . . , pN , which can be realised in N! distinct ways.
Combining these estimates, we arrive at the bound (25).
Lemma 2: The cardinality of TN,2L,w(~p) satisfies the bound
|TN,2L,w(~p)| ≤ (N+1)! ·43N · [3(|w|+1)]
|N−2|+
2 +L . (30)
Proof. For N > 0, one proceeds essentially as in the proof of lemma 1. Due to the additional
vertex V , our bound on the number of trees in TN,2L,w up to decorations is 43N−1. Since one
vertex in these trees is in fact labelled, we have to multiply this bound by the number of vertices
V < 2N. We account for this factor by increasing the factorial to (N+1)! and by increasing the
exponent of 4 by one. Noting that the number of internal lines for the trees TN,2L,w is bounded
by (24), we obtain a factor [3(|w|+1)] |N−2|2 +L from the possible weightings of the internal lines.
The case N = 0 corresponds to the trivial situation where we only have the unique “tree”
containing only the vertex V and no lines.
3. The flow equation framework
In this paper we consider the perturbative quantum field theory of a massless scalar field with
self-interaction gϕ4 on 4-dimensional Euclidean space. We adopt the renormalisation group flow
equation framework [4, 11, 12, 13]. In the following we will give a brief review of the general
formalism and define the objects of interest for the purpose of this paper. See [5, 8, 14, 15] for
more comprehensive reviews of the flow equation approach, and [1, 7, 16] for a discussion of
the OPE in the massive case.
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3.1. Connected amputated Schwinger functions
At first, we formulate our quantum field theory with ultraviolet (UV) cutoff Λ0 and infrared (IR)
cutoff Λ in the standard path integral formalism. This requires two main ingredients:
1. We define the regularised momentum space propagator as
CΛ,Λ0(p) =
1
p2
[
exp
(
− p
2
Λ20
)
− exp
(
− p
2
Λ2
)]
, (31)
For p2 6= 0, one checks that upon removal of the cutoffs, i.e. in the limit Λ→ 0,Λ0→ ∞,
we indeed recover the massless propagator 1/p2.
2. The interaction Lagrangian is given by
LΛ0(ϕ,M) =
∫
d4x
(
aΛ0 ϕ(x)2+bΛ0 (∂ϕ(x))2+
( g
4!
+ cΛ0
)
ϕ(x)4
)
. (32)
Here the basic field ϕ is assumed to be in the Schwartz space S (R4). The counter
terms aΛ0(h¯,M),bΛ0(h¯,M) and cΛ0(h¯,M) are formal power series in h¯ of order ≥ 1, whose
coefficients will be adjusted order by order to satisfy appropriate renormalisation condi-
tions. They also depend on an arbitrary but fixed renormalisation scale M > 0, which
is introduced in the massless theory in order to avoid infrared divergences (see (40)-(43)
below). In order to obtain a well defined limit of the quantities of interest, the counterterms
need to be chosen as appropriate functions of the ultraviolet cutoff Λ0.
The correlation (= Schwinger- = n-point-) functions of n basic fields with cutoff are defined by
the expectation values
〈ϕ(x1) · · ·ϕ(xn)〉 ≡ EµΛ,Λ0
[
exp
(
− 1
h¯
LΛ0
)
ϕ(x1) · · ·ϕ(xn)
]/
ZΛ,Λ0
=
∫
dµΛ,Λ0 exp
(
− 1
h¯
LΛ0
)
ϕ(x1) · · ·ϕ(xn)
/
ZΛ,Λ0 .
(33)
This expression is simply the standard Euclidean path-integral, but with the free part in the
Lagrangian absorbed into the normalised Gaussian measure4 dµΛ,Λ0 of covariance h¯CΛ,Λ0 . The
normalisation factor ZΛ,Λ0 is chosen so that 〈1〉= 1. In the perturbative approach to quantum
field theory, which we will follow in this paper, the exponentials in the path integral are expanded
out and the Gaussian integrals are then performed. In this way, we obtain a formal series in h¯.
But we note that, for finite values of the cutoffs 0<Λ<Λ0 <∞ and on imposing a finite (space)
volume, the functional integral (33) exists in the non-perturbative sense. In the perturbative
theory it is shown that one can remove the cutoffs, Λ0→ ∞ and Λ→ 0, for a suitable choice
of the running couplings at each given but fixed order in h¯. The correct behaviour of these
couplings is determined, in the flow equation framework, by deriving first a differential equation
in the parameter Λ for the Schwinger functions, and by then defining the running couplings
implicitly through the boundary conditions for this equation.
4 See the Appendix to Part I of [17] for mathematical details about Gaussian functional integrals.
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These differential equations, referred to from now on as flow equations, are written more
conveniently in terms of the hierarchy of “connected, amputated Schwinger functions” (CAS’s),
whose generating functional is given by the following convolution5 of the Gaussian measure
with the exponentiated interaction,
−LΛ,Λ0 :=h¯ log
[
µΛ,Λ0 ? exp
(
− 1
h¯
LΛ0
)]
−h¯ logZΛ,Λ0 . (34)
The full Schwinger functions can be recovered from the CAS’s in the end. One can expand the
functionals LΛ,Λ0 as formal power series in terms of Feynman diagrams with L loops, N external
legs and propagator CΛ,Λ0(p). One can show that, indeed, only connected diagrams contribute,
and the (free) propagators on the external legs are removed. While we will not use diagrammatic
decompositions in terms of Feynman diagrams here, we will analyse the functional (34) in the
sense of formal power series (in momentum space)
LΛ,Λ0(ϕ,M) :=
∞
∑
N>0
∞
∑
L=0
h¯L
∫ d4 p1
(2pi)4
. . .
d4 pN
(2pi)4
L¯ Λ,Λ0N,L (p1, . . . , pN ;M) ϕˆ(p1) · · · ϕˆ(pN) . (35)
No statement is made about the convergence of these series. Translation invariance of the
connected amputated functions in position space implies that the functions L¯ Λ,Λ0N,L (p1, . . . , pN ;M)
are supported at p1+ . . .+ pN = 0 (momentum conservation), and thus only depend on N−1
independent momenta. We write
L¯ Λ,Λ0N,L (p1, . . . , pN ;M) =
δ 4(∑Ni=1 pi)
(2pi)4
L Λ,Λ0N,L (p1, . . . , pN ;M) . (36)
In the following we will use the convention that the variable pN is determined in terms of
the remaining N− 1 four-vectors by momentum conservation, i.e. pN = −p1− . . .− pN−1.
One should keep in mind, however, that the functions L¯ Λ,Λ0N,L (p1, . . . , pN ;M) are in fact fully
symmetric under permutation of p1, . . . , pN .
To obtain the flow equations for the CAS’s, we take the Λ-derivative of eq.(34):
∂ΛLΛ,Λ0 =
h¯
2
〈 δ
δϕ
,C˙Λ ?
δ
δϕ
〉LΛ,Λ0 − 1
2
〈 δ
δϕ
LΛ,Λ0,C˙Λ ?
δ
δϕ
LΛ,Λ0〉+h¯∂Λ logZΛ,Λ0 . (37)
Here we use the following notation: We write C˙Λ for the derivative ∂ΛCΛ,Λ0 , which, as we note,
does not depend on Λ0. Further, by 〈 , 〉 we denote the standard scalar product in L2(R4,d4x) ,
and ? stands for convolution in R4. As an example,
〈 δ
δϕ
,C˙Λ ?
δ
δϕ
〉=
∫
d4xd4y C˙Λ(x− y) δ
δϕ(x)
δ
δϕ(y)
(38)
is the “functional Laplace operator”. We can also write the flow equation (37) in an expanded
version as
∂ΛL
Λ,Λ0
N,L (p1, . . . , pN ;M) =
(
N+2
2
) ∫
k
C˙Λ(k)L Λ,Λ0N+2,L−1(k,−k, p1, . . . , pN ;M)
− 1
2 ∑l1+l2=L
n1+n2=N+2
n1n2S
[
L Λ,Λ0n1,l1 (p1, . . . , pn1−1,q;M)C˙
Λ(q)L Λ,Λ0n2,l2 (−q, pn1, . . . , pN ;M)
]
,
(39)
5The convolution is defined in general by (µΛ,Λ0 ?F)(ϕ) =
∫
dµΛ,Λ0(ϕ ′) F(ϕ+ϕ ′).
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with q= pn1 + . . .+ pN =−p1− . . .− pn1−1) and where S is the symmetrisation operator acting
on functions of the momenta (p1, . . . , pN) by taking the mean value over all permutations pi of
1, . . . ,N satisfying pi(1)< pi(2)< .. . < pi(n1−1) and pi(n1)< .. . < pi(N). We also note that
for the theory proposed through (32), only even moments of the CAS’s (i.e. even N) will be
non-vanishing due to the symmetry ϕ →−ϕ . Further, it follows from (32) and (39) thatL Λ,Λ02,0
vanishes identically.
The CAS’s are defined uniquely as a solution to this differential equation only after we impose
suitable boundary conditions, which are fixed by adjusting the counter terms aΛ0,bΛ0,cΛ0 in the
Lagrangian. In this paper, we make the following choice (cf. [8]):
L 0,Λ02,L (
~0;M) = 0 (40)
∂pµ∂pνL
0,Λ0
2,L (Me0;M) = 0 (41)
L 0,Λ04,L (Me1,Me2,Me3;M) =
g
4!
δL,0 (42)
∂w~pL
Λ0,Λ0
N,L (~p;M) = 0 for N+ |w|> 4 (43)
Here the parameter M > 0 specifies a renormalisation scale, e0 ∈R4 \{0} and (e1,e2,e3,−(e1+
e2+e3))∈R4×4 are unit vectors satisfying η(~e)> 0 (we refer to such combinations of momenta
as “non-exceptional”)6. The parameter M is not needed in the case of massive fields, where
one can simply impose renormalisation conditions at zero momentum. This is not possible in
the massless case, where Schwinger functions will generally be divergent at vanishing external
momentum.
The last boundary condition, (43), simply follows by noting that LΛ0,Λ0 = LΛ0 , see (34), and
by recalling the definition of the interaction LΛ0 , (32). As will turn out in (99), the condition
(40) is necessary in order to guarantee IR-finiteness of the massless theory.
The CAS’s are then uniquely determined by integrating the flow equations subject to these
boundary conditions, see e.g. [5, 14]. The existence of the limits Λ→ 0,Λ0→ ∞ follows from
the uniform bounds given below7.
3.2. Composite field insertions
In the previous section we have defined Schwinger functions of products of the basic field. We
now turn to the so called composite operators, or composite fields, which are given by the
monomials
OA = ∂w1ϕ · · ·∂wNϕ , A = {N,w} . (44)
Here w = (w1, . . . ,wN) ∈ N4N is a multi-index [see (5)], and we define the canonical dimension
of such a field by
[A] := N+∑
i
|wi| . (45)
6Changing e0, ...,e3 corresponds to a finite change of the renormalisation conditions imposed. The dependence of
the Schwinger functions on these vectors is not explicitly shown in our notation.
7More precisely, we show in the present paper that Schwinger functions are bounded in the limit Λ→ 0,Λ0→ ∞.
To show that the limit is in fact convergent (i.e. does not oscillate within the bounds), one has to derive in
addition bounds on the Λ0-derivative of the CAS’s. This has been carried out in [8].
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The Schwinger functions with insertions of composite operators OA1, . . . ,OAr are obtained
by replacing the action LΛ0 with an action containing additional sources, expressed through
smooth functionals. Particular examples of such functionals are local ones. We consider local
functionals
F(ϕ) =
r
∑
i=1
∫
d4x OAi(x) f
Ai(x) , f Ai ∈C∞(R4) , (46)
where the composite operators OAi are as in eq. (44). We now modify the action L
Λ0 by adding
sources f A as follows:
LΛ0 → LΛ0F := LΛ0 +F +
r
∑
j=0
BΛ0j (F, · · · ,F︸ ︷︷ ︸
j
) (47)
The expression BΛ0j represents the counter terms which are needed to eliminate the additional
divergences arising from composite field insertions in the limit Λ0 → ∞. It is a symmetric,
multilinear map acting on local functionals of the type (46), and returns again a local functional.
More explicitly, we can write (denoting by I subsets of {1, ...,r} and writing ~xI = (xi)i∈I ∈
R4|I|,~AI = (Ai)i∈I as well as 〈~x〉I = |I|−1∑i∈I xi for the “center of mass”)
BΛ0j (F, . . . ,F) := ∑
I⊆{1,...,r}
|I|= j
∏
i∈I
∫
d4xi f Ai(xi) ∑
[C]≤∑i∈I [Ai]
bΛ0,C~AI
(~xI) OC(〈~xI〉) (48)
for the counter terms. The j = 2 term, for example, is of the form
BΛ02 (F,F) = ∑
{i, j}⊆{1,...,r}
∫
d4xi
∫
d4x j f Ai(xi) f A j(x j) ∑
[C]≤[Ai]+[A j]
bΛ0,CAiA j (xi− x j)OC(
xi+ x j
2
) .
(49)
The counter terms are defined implicitly below through a flow equation and boundary conditions,
see eqs. (59), (57) and (58). They are (at least) of order h¯ . To obtain the Schwinger functions with
insertion of the composite operators OA1, . . . ,OAr , we now simply take functional derivatives
with respect to the sources, setting the sources f Ai = 0 afterwards:
〈OA1(x1) · · ·OAr(xr)〉 :=
(−h¯)rδ r
δ f A1(x1) . . .δ f Ar(xr)
(ZΛ,Λ0)−1
∫
dµΛ,Λ0 exp
(
− 1
h¯
LΛ0F (ϕ)
)∣∣∣
f Ai=0
.
(50)
Note that the Schwinger functions from (33) are a special case of this equation; there we take
F =
∫
d4x f (x) ϕ(x), and we have BΛ0j = 0, because no extra counter terms are required for this
insertion. As above, we can define a corresponding effective action as
−LΛ,Λ0F :=h¯ log µΛ,Λ0 ? exp
(
− 1
h¯
(LΛ0 +F +
∞
∑
j=0
BΛ0j (F
⊗ j))
)
−h¯ logZΛ,Λ0 (51)
which now depends on the sources f Ai , as well as on ϕ . From this modified effective action we
determine the generating functionals of the CAS’s with r operator insertions:
LΛ,Λ0(OA1(x1)⊗·· ·⊗OAr(xr);M) :=
δ r LΛ,Λ0F
δ f A1(x1) . . .δ f Ar(xr)
∣∣∣∣
f Ai=0
. (52)
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The CAS’s with insertions defined this way are multi-linear, as indicated by the tensor product
notation, and symmetric in the insertions. We can also expand the CAS’s with insertions in ϕˆ
and h¯ again (in momentum space):
LΛ,Λ0
( r⊗
i=1
OAi(xi);M
)
= ∑
N,L≥0
h¯L
∫ d4 p1
(2pi)4
. . .
d4 pN
(2pi)4
L Λ,Λ0N,L
( r⊗
i=1
OAi(xi); p1, . . . , pN ;M
) N
∏
j=1
ϕˆ(p j) .
(53)
Due to the insertions inL Λ,Λ0N,L (⊗iOAi(xi),~p;M), there is no restriction on the momentum set ~p in
this case. Translation invariance, however, implies that the CAS’s with insertions at a translated
set of points x j + y are obtained from those at y = 0 through multiplication by eiy∑
n
i=1 pi , i.e.
L Λ,Λ0N,L
( r⊗
i=1
OAi(xi+ y); p1, . . . , pN ;M
)
= eiy∑
N
i=1 pi L Λ,Λ0N,L
( r⊗
i=1
OAi(xi); p1, . . . , pN ;M
)
. (54)
From (51) we can determine the flow equation for CAS’s with insertions. In this paper, we
are interested in CAS’s with one or two operator insertions. For those cases, the flow equation
reads [6, 7]
∂ΛLΛ,Λ0(OA) =
h¯
2
〈 δ
δϕ
,C˙Λ ?
δ
δϕ
〉LΛ,Λ0(OA) − 〈 δδϕ L
Λ,Λ0(OA),C˙Λ ?
δ
δϕ
LΛ,Λ0〉+h¯∂Λ logZΛ,Λ0
(55)
and
∂ΛLΛ,Λ0(OA⊗OB) = h¯2 〈
δ
δϕ
,C˙Λ ?
δ
δϕ
〉LΛ,Λ0(OA⊗OB)
− 〈 δ
δϕ
LΛ,Λ0(OA⊗OB),C˙Λ ? δδϕ L
Λ,Λ0〉
− 〈 δ
δϕ
LΛ,Λ0(OA),C˙Λ ?
δ
δϕ
LΛ,Λ0(OB)〉+h¯∂Λ logZΛ,Λ0 .
(56)
To complete the definition of the CAS’s with insertions, we again have to specify boundary
conditions on the corresponding flow equation. For CAS’s with one insertion we choose the
convention (here A = {N′,w′})
∂w~pL
M,Λ0
N,L (OA(0);~0;M) = i
|w|w!δw,w′δN,N′δL,0 for N+ |w| ≤ [A] (57)
∂w~pL
Λ0,Λ0
N,L (OA(0);~p;M) = 0 for N+ |w|> [A] . (58)
Our freedom to choose boundary conditions different from (57) can be seen to correspond to
composite field redefinitions. Due to the linearity of the flow equation (55), linear superpositions
of CAS’s with one insertion are again solutions to the system of flow equations, with boundary
values given by the corresponding superpositions.
The simplest choice of boundary conditions in the case of two insertions is
∂w~pL
Λ0,Λ0
N,L (OA(x)⊗OB(0);~p;M) = 0 for all w,N,L. (59)
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Imposing these boundary conditions means that no regularising counter terms for the correspond-
ing operator product are introduced. We also define subtracted versions of the CAS functions
with two insertions, i.e. versions which are more regular on the diagonal x = 0. These “normal
products” also satisfy the flow equation (56), but subject to the boundary conditions
∂w~pL
M,Λ0
D,N,L(OA(x)⊗OB(0);~0;M) = 0 for N+ |w| ≤ D (60)
∂w~pL
Λ0,Λ0
D,N,L (OA(x)⊗OB(0);~p;M) = 0 for N+ |w|> D . (61)
The parameter D≥−1 controls the degree of oversubtraction. For D =−1, the normal products
coincide with the previously defined Schwinger functions with two insertions.
In (57) and (60), we have fixed the renormalisation conditions at the finite scale Λ= M > 0.
This differs slightly from the conventions used in the massive case (see [1]), where one usually
specifies renormalisation conditions at Λ= 0. As long as no infrared singularities appear, both
schemes are strictly equivalent. The boundary conditions at Λ= 0 may be calculated in terms
of those at Λ= M and vice versa. However, since CAS’s at Λ= 0 may diverge at exceptional
momenta, in particular at zero momentum, it is technically simpler and safer to impose the
boundary conditions at Λ= M > 0 and ~p = 0. Then we may still calculate the boundary values
at Λ = 0 and any non-exceptional momentum configuration as a function of those given in
(57)-(61).
To conclude this section, we state useful identities of the CAS’s with insertions, which go by
the name of Lowenstein rules in the literature. Namely, it is known that [6, 7, 18]
∂wx L
Λ,Λ0(OA(x)) = LΛ,Λ0(∂wx OA(x)) (62)
and
∂wx L
Λ,Λ0
D (OA(x)⊗OB(0)) = LΛ,Λ0D (∂wx OA(x)⊗OB(0)) . (63)
The relations are non-trivial, since the x-derivatives act on the Schwinger functions on the left
hand side, whereas they act on the composite operators OA themselves on the right hand side. To
prove these equations, one has to show that both sides satisfy the same linear flow equations and
boundary conditions. This can be verified using the definitions above as well as the translation
property (54).
3.3. The Operator Product Expansion
We are finally ready to give the definition of the OPE coefficients in our theory. To have a more
compact notation, let us define the operator DA acting on differentiable and sufficiently regular
functionals F(ϕ) of Schwartz space functions ϕ ∈S (R4) by
DAF(ϕ) =
(−i)|w|
N!w!
∂w~p
δN
δ ϕˆ(p1) · · ·δ ϕˆ(pN) F(ϕ)
∣∣∣∣∣
ϕˆ=0,~p=0
, (64)
where A = {N,w}. Further, let us also define the Taylor expansion operator
T jx f (x) = ∑
|w|= j
xw
w!
∂w f (0) (65)
where f is a sufficiently smooth function on R4.
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Definition 3 (OPE coefficients [1, 7]): Let ∆ := [C]− ([A] + [B]). The OPE coefficients
are defined as
CCAB(x) := D
C
{
(1− ∑
j<∆
T jx )
[
LM,Λ0(OA(x))LM,Λ0(OB(0))−LM,Λ0[C]−1 (OA(x)⊗OB(0))
]}
,
(66)
where M > 0 is the renormalisation scale introduced above.
This definition is ultimately motivated by thm. 2.
4. Bounds on Schwinger functions
In this section, we prove bounds on Schwinger functions with up to two operator insertions, using
an induction scheme based on the renormalisation group flow equations [4, 5, 14]. These bounds
are uniform in the cutoffs and imply in particular that it is safe to take the limits Λ→ 0,Λ0→ ∞.
To obtain the bounds for the connected amputated Schwinger functions without insertions,
one basically integrates (39) over Λ for increasing values of N+2L and for given N+2L for
increasing values L. In this way, the right hand side of the equation is always known inductively.
The “integration constants” are fixed through the boundary conditions on the CASs. Since
these were given at different values of Λ (see (40) - (43)), we have to distinguish the cases
N + |w| ≤ 4 (“relevant terms”) and N + |w| > 4 (“irrelevant terms”) and adjust the limits of
integration accordingly (integrate from 0 to Λ in the former-, and from Λ to Λ0 in the latter case).
The procedure for CAS’s with insertions is a relatively straightforward extension of the same
idea: The CAS’s without insertions enter the construction of CAS’s with one insertion via their
flow equation, which in turn serve as an input for CAS’s with two insertions, etc.
In either case, one wants to take the limits Λ→ 0,Λ0→∞, and for this one must have suitable
uniform bounds on the CASs. The above inductive procedure in principle gives a means to
obtain these if one can show that the form of the bound is reproduced in the induction step. In
massless theories, the behavior of the CAS’s in momentum space is more complicated owing to
their more complicated IR behaviour, and the bounds will clearly have to take this into account.
In particular, straightforwardly taking the limit m→ 0 in the known bounds for massive fields
such as [1, 5, 6, 7, 16] does not work, and a more refined control over the momentum dependence
of the Schwinger functions is needed in the massless case. Our methodology for obtaining
such bounds on the CAS’s with and without insertions can be viewed as an extension of the
ideas developed in [8, 9], relying also on [1, 6]. Our results are presented in sections 4.1 (no
insertions), 4.2 (one insertion) and 4.3 (two insertions).
In the following we will set g= 1 for convenience. The dependence of the Schwinger functions
on the coupling constant can in general be determined by relatively simple considerations. For
example, the connected amputated Schwinger functions without insertionsL Λ,Λ0N,L carry a power
of g
N−2
2 +L.
4.1. Schwinger functions without operator insertion
In all what follows, M > 0 is the renormalisation scale and PL are - each time they appear
possibly new - polynomials of degree L with non-negative coefficients depending on N and L.
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TN,2L,w(~p) are the trees specified in def. 1, ki ∈R4 is the momentum flowing through the internal
line i ∈I (T ) (i.e. the unique momentum associated to that line by momentum conservation
at the vertices), and θi > 0 is the total weight associated to the line i . The weight function
fΛ(k;N,L,θ) is defined as
fΛ(k;N,L,θ) = e
− k2
α(N,L)Λ2 Λ−θ−1 , (67)
where
α(N,L) = 2
(
N
2
+2L
)2
. (68)
Our result is:
Theorem 3: For N = 2 and any L≥ 1 and w ∈ N4 with |w|> 2 there exists a constant K > 0
such that
|∂w~pL Λ,Λ02,L (~p;M)| ≤
√
|w|! K(4L−2)(|w|+1)
∫ Λ0
Λ
dλ
e
− p2
α(2,L)λ2
λ |w|−1
PL
(
log+ sup
( |p|M
λ
,
λ
M
))
.
(69)
For any N ≥ 4, any L≥ 0 and any multi-index w ∈ N4(N−1) satisfying N+ |w|> 4 there exists
K > 0 such that
|∂w~pL Λ,Λ0N,L (~p;M)| ≤
√
|w|! K(N+4L−4)(|w|+1) ∑
T∈TN,2L,w(~p)
× ∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;N,L,θi)PL
(
log+ sup
( |~p|M
min j∈I λ j
,
max j∈I λ j
M
))
,
(70)
where 0≤ Λ≤ Λ0 and ~p = (p1, . . . , pN) ∈ R4N with pN =−(p1+ . . .+ pN−1).
Proof of theorem 3: To begin with, we recall that CAS functions with odd N vanish identically
due to the symmetry ϕ →−ϕ , so the bound (70) is satisfied trivially in that case. We therefore
assume N to be even in the following. As mentioned above, we prove the claimed bounds
inductively, using a standard scheme based on the flow equation (39) [4, 5, 8, 14]. The induction
goes up in N+2L≥ 2, for given N+2L ascends in L, and for given N,L descends in |w|.
Theorem 3 states bounds only for values of the parameters satisfying N+ |w|> 4 (“irrelevant
terms”). In order to perform the induction, we will also need bounds for the remaining values of
the parameters N,w, i.e. for N+ |w| ≤ 4 (“relevant terms”). For this purpose, we will make use
of the bounds established in [8], which state that
|L Λ,Λ04,L (~p;M)| ≤ PL
(
log+ sup
( |~p|M
κ(Λ,~p,M)
,
Λ
M
))
(71)
as well as for |w| ≤ 2
|∂wpL Λ,Λ02,L (~p;M)| ≤ |p|2−|w|Λ PL−1
(
log+ sup
( |p|M
κ(Λ, p,M)
,
Λ
M
))
, (72)
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with κ(~p,Λ,M) as defined in eq.(12). Note that this bound implies vanishing of the two point
function at zero momentum as Λ→ 0.
To start the induction, we recall that for N+2L = 2 the 0-loop two point function vanishes
identically. We then fix an arbitrary |w0|> 0 and proceed in the order indicated above considering
|w| ≤ |w0|. To verify the induction step we integrate both terms on the r.h.s. of the flow equation
over λ between Λ and Λ0 and use the induction hypothesis (i.e. the bounds stated in the theorem)
in order to prove bounds consistent with theorem 3.
4.1.1. First term on the r.h.s. of the flow equation (39)
Since our inductive bounds in theorem 3 have a different structure for the cases N ≥ 4 and N = 2,
we also have to distinguish these cases in our induction. We may restrict to values L≥ 1 for this
term.
The case N ≥ 4, |w|> 0: Integrating the flow equation over λ between Λ and Λ0, inserting
our inductive bound, (70), for the first term on the r.h.s. of the flow equation and using also the
formula
C˙Λ(p) =− 2
Λ3
e−
p2
Λ2 (73)
for the Λ-derivative of the propagator, we arrive at the bound∣∣∣∣∫ Λ0Λ dλ
(
N+2
2
) ∫
`
C˙λ (`)∂w~pL
λ ,Λ0
N+2,L−1(`,−`,~p;M)
∣∣∣∣
≤
(
N+2
2
)∫ Λ0
Λ
dλ
∫
`
2e−
`2
λ2
λ 3
√
|w|! K(N+4L−6)(|w|+1) ∑
T∈TN+2,2L−2,(0,0,w)(`,−`,~p)
× ∏
i∈I (T )
∫ Λ0
λ
dλi fλi(ki(`);N+2,L−1,θi)PL−1
(
log+ sup
( |(~p, `)|M
min j∈I λ j
,
max j∈I λ j
M
))
≤
√
|w|! K(N+4L−6)(|w|+1) ∑
T∈TN+2,2L−2,(0,0,w)(0,0,~p)
×
∫ Λ0
Λ
dλ λ ∏
i∈I (T )
∫ Λ0
λ
dλi fλi(ki;N,L,θi)P
′
L−1
(
log+ sup
( |~p|M
min j∈I λ j
,
max j∈I λ j
M
))
≤
√
|w|! K(N+4L−6)(|w|+1) ∑
T∈TN+2,2L−2,(0,0,w)(0,0,~p)
× ∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;N,L,θi)P
′
L−1
(
log+ sup
( |~p|M
min j∈I λ j
,
max j∈I λ j
M
))
·min
j∈I
λ 2j .
(74)
Here we have used the notation ki(`) in order to indicate that the momenta associated to the
internal lines of a tree may depend on the integration variable `. The second inequality is
obtained with the help of lemma 5 for d = 0 (see the appendix), which allows us to bound the
`-integral. To see that the conditions stated in this lemma are met, we note that the number
17
of factors in the product over i ∈ I (T ) is bounded by N−42 + L, as required (this number
corresponds to N′ in the lemma). We have further absorbed some constants as well as the N
and L dependent factors into the “new” (larger) polynomialsP ′L−1. Note that the degree of the
polynomial does not change in the process, so it is at most equal to L−1. The last inequality
follows from the bound∫ Λ0
Λ
dλ λ
∫ Λ0
λ
dλ1 . . .
∫ Λ0
λ
dλ|I | =
∫ Λ0
Λ
dλ1 . . .
∫ Λ0
Λ
dλ|I |
∫ mini λi
Λ
dλ λ
≤
∫ Λ0
Λ
dλ1 . . .
∫ Λ0
Λ
dλ|I | mini
λ 2i .
(75)
The factor min j∈I λ 2j now allows us to “reduce” the weights fλi in (74):
• Let us fix an internal line a ∈ I (T ). If the weight factor of this internal line satisfies
θa > 1, then the trivial bound fλa(ka;N,L,θa) ·min j∈I λ j ≤ fλa(ka;N,L,θa−1) holds.
• If θa = 1, we can use one of the factors min j∈I λ j to “remove” the corresponding integral
over λa using the bound (see lemma 7 in the appendix for the proof)∫ Λ0
Λ
dλa fλa(ka;N,L,θa = 1)PL−1
(
log+ sup
( |~p|M
min j∈I λ j
,
max j∈I λ j
M
))
·min
j∈I
λ 2j
≤P ′L−1
(
log+ sup
(
|~p|M
min j∈I \{a}λ j
,
max j∈I \{a}λ j
M
))
· min
j∈I \{a}
λ j ,
(76)
whereP ′L−1 is again a larger polynomial. In terms of our trees, the process of removing
the integral over λa corresponds to removing the internal line a.
In summary, following [8, 9], we can use the factor min j∈I λ 2j in (74) to decrease the weight of
any two internal lines. We can organise this “reduction procedure” systematically on the level of
trees, which will yield a relation between trees in TN+1,2L−1,(0,w)(0,~p) and trees in TN,2L,w(~p).
Thus, by applying this reduction procedure twice, we can relate the trees appearing in (74) to
the ones which appear in the claimed bound (70).
Reduction procedure for trees: Given a tree T ∈TN+1,L−1,(0,w)(`, p1, . . . , pN), where w ∈
N4(N−1), we define the reduced tree R`(T ) ∈ TN,L,w(p1, . . . , pN) by the following successive
operations (see fig.1 for a visualisation and see [8] for a proof that the procedure indeed yields a
tree in TN,L,w):
1. Delete the external line with associated momentum ` from the tree T . Imposing momentum
conservation at the vertices, it follows that the momenta associated to the internal lines of
the resulting treeR`(T ) do not depend on `.
2. Reduce by one the weight ρr > 0 of an internal line r ∈I (T ) which is either8
8The cases a) and b) are exclusive, and there always exists a line r satisfying one of the conditions (see [8]).
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a) adjacent to the vertex where the external line with momentum ` was suppressed.
b) adjacent to an internal line r0 with weight ρr0 = 0 which in turn is adjacent to the
removed external line.
3. If an internal line has acquired the weight θ j = 0 in this process, delete that line by
merging the adjacent vertices.9
4. If a vertex has acquired coordination number two, and if it is adjacent to two internal lines,
then fuse these lines into one, adding up their weights.
θ2
p1
p2
p3p4p5
θ3
θ4
p6
θ1−1
−(p1+ . . .+ p6)
p1
−(p1+ . . .+ ℓ)
p2
p3p4p5
p6 ℓ
θ3
θ2
θ1 θ4
Rℓ
Figure 1: The reduction procedure acting on a tree T ∈T8,4,w.
The last point demands further explanation. It follows from the bound (note that two lines
connected by a vertex of coordination number two carry the same momentum)
∫ Λ0
Λ
dλiλ−θi−1i e
− k2
α(N,L)λ2i ·
∫ Λ0
Λ
dλ j λ
−θ j−1
j e
− k2
α(N,L)λ2j PL−1
(
log+ sup
( |~p|M
min(λi,λ j)
,
max(λi,λ j)
M
))
=
∫ Λ0
Λ
dλiλ−θi−1i e
− k2
α(N,L)λ2i ·
∫ Λ0
λi
dλ j λ
−θ j−1
j e
− k2
α(N,L)λ2j PL−1
(
log+ sup
( |~p|M
λi
,
λ j
M
))
+ “(i↔ j)′′
≤
∫ Λ0
Λ
dλiλ
−θi−θ j−1
i e
− k2
α(N,L)λ2i P ′L−1
(
log+ sup
( |~p|M
λi
,
λi
M
))
,
(77)
where we used lemma 6 to bound the λ j-integral. Thus, applying the reduction operation twice to
remove the external lines carrying the loop momenta `,−` from the trees inTN+2,2L−2,(0,0,w)(`,−`,~p),
9Property 9 in definition 1 guarantees that this procedure does not produce vertices with coordination number
larger than four.
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we arrive at the bound
r.h.s. of (74)≤
√
|w|! K(N+4L−6)(|w|+1) ∑
R`◦R−`(T )
T∈TN+2,2L−2,(0,0,w)(`,−`,~p)
× ∏
i∈I (R`◦R−`(T ))
∫ Λ0
Λ
dλi fλi(ki;N,L,θi)PL−1
(
log+ sup
( |~p|M
min j∈I λ j
,
max j∈I λ j
M
))
.
(78)
As mentioned above, we know from [8] that the reduction operation R maps trees from
TN+1,2L−1,(0,w) into TN,2L,w. However, different trees T ∈TN+1,2L−1,(0,w) may yield the same
reduced tree T ′ =R(T ) ∈ TN,2L,w, i.e. the reduction map is not injective. Since we want to
write (78) as a sum over trees in TN,2L,w, we have to know how many different trees T can yield
the same reduced tree T ′ and multiply our bound by this factor. We claim that this number is
bounded by the following expression:
2L+N+(N−4+2L) · (|w|+1) . (79)
To verify this bound, we fix a tree T ′ ∈ TN,2L,w and “invert” the reduction procedure, i.e. we
attach an additional external line to the tree T ′ in any possible way such that it yields a tree
T ∈TN+1,2L−1,(0,w). How many different trees T can be obtained this way?
Vertices: We can attach the additional external line to any vertex of coordination number two or
three of the tree T ′ and end up with a different tree in T . As there are V2(T ′)+V3(T ′)≤ 2L
[cf. item 3 in def. 1] vertices of this kind, we obtain up to 2L different trees this way.
Lines: We can attach the additional external line to any internal or external line of T ′, creating
a vertex of coordination number three and splitting the initial line into two. If the initial
line was internal, its weights σ ,ρ are distributed over the two resulting lines, which can
be done in 2(σ +1)≤ 2(|w|+1) ways. As there are |I (T ′)| ≤ N−42 +L internal lines in
T ′, we obtain up to (N−4+2L)(|w|+1) different trees T this way. If the initial line was
external, the weights of the resulting internal line are uniquely determined to be ρ = 0= σ .
Thus, we obtain up to N different trees this way. In total, we can bound the number of
different trees T obtained by attaching a line to T ′ by (N−4+2L)(|w|+1)+N.
Since we apply the reduction operation twice on trees T ∈TN+2,2L−2,(0,0,w), we pick up a factor
[2L+N+(N−4+2L) · (|w|+1)]2 (80)
in total. Hence, we infer that the following bound holds:
r.h.s. of (78)≤ (|w|+1)2
√
|w|! K(N+4L−6)(|w|+1) ∑
T∈TN,2L,w(~p)
× ∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;N,L,θi)P
′
L−1
(
log+ sup
( |~p|M
min j∈I λ j
,
max j∈I λ j
M
))
.
(81)
Here we have again absorbed N and L dependent factors into the polynomialsP ′L−1. We find
that this contribution satisfies the inductive bound (70), provided that K is chosen sufficiently
large such that
K−2(|w|+1) (|w|+1)2 ≤ 1 . (82)
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The case N = 2, |w|> 2: Following the same steps as in (74), we find that this contribution
is bounded by∣∣∣∣∫ Λ0Λ dλ
(
4
2
) ∫
`
C˙λ (`)∂wpL
λ ,Λ0
4,L−1(`,−`, p,−p;M)
∣∣∣∣≤√|w|! K(4L−4)(|w|+1) ∑
T∈T4,2L−2,(0,0,w)(0,0,p,−p)
× ∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;2,L,θi)PL−1
(
log+ sup
( |p|M
min j∈I λ j
,
max j∈I λ j
M
))
·min
j∈I
λ 2j .
(83)
There are three types of trees in the set T4,2L−2,(0,0,w)(0,0, p,−p), see fig.2 (see [8] for more
details).
p
−p
p
−p
p
−p
θ = |w|
θ = |w|
θ1 = w1
θ2 = w2
, ,
Figure 2: The trees in T4,2L−2,(0,0,w)(0,0, p,−p). Here w1+w2 = w and |wi|> 0.
The contribution of each of those trees is bounded by√
|w|! K(4L−4)(|w|+1)
∫ Λ0
Λ
dλ λ 2−|w|−1 e
− p2
α(2,L)λ2 PL−1
(
log+ sup
( |p|M
λ
,
λ
M
))
(84)
in accordance with the claimed bound (69). For the trees with one internal line this follows
trivially from (83), and for the trees with two internal lines we have also used the bound (77). It
remains to bound the cardinality of T4,2L−2,(0,0,w)(0,0, p,−p). The two trees with one internal
line are unique, and there are |w|+1 combinations of trees with two internal lines. Thus, we
pick up a factor of (|w|+1) from the sum over T ∈ T4,2L−2,(0,0,w)(0,0, p,−p), and we verify
that the contribution at hand satisfies the claimed bound, (69), provided that K is chosen large
enough that
(|w|+1)≤ K2(|w|+1) . (85)
4.1.2. Second term on the r.h.s. of the flow equation (39)
We distinguish the following cases in the sum over n1+n2 = N+2 in (39):
1. The case n1,n2 ≥ 4
2. The case n1 ≥ 4, n2 = 2
3. The case n1 = 2 = n2
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For n1,n2 ≥ 4: For the sake of brevity, it will be useful to combine the inductive bound
(70) and the known bound (71) into one slightly weaker bound by writing for N ≥ 4 and any
w ∈ N4(N−1)
|∂wL Λ,Λ0N,L (~p;M)| ≤
√
|w|! K(N+4L−4)(|w|+1) ∑
T∈TN,2L,w(~p)
× ∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;N,L,θi)PL
(
log+ sup
( |~p|M
Λ
,
max j∈I (λ j,Λ)
M
))
,
(86)
where we use the convention
∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;N,L,θi) = 1 if I (T ) = /0 . (87)
Integrating the flow equation (39), inserting the bound (86) and making use of the inequality [1]
∣∣∂wq e− q2Λ2 | ≤ k Λ−|w|√|w|! 2 |w|2 e− q22Λ2 , k = 1.086 . . . , (88)
we find that an entry in the sum over ni in the second term on the r.h.s. of the flow equation
satisfies the bound∣∣∣∣∣∣∣
∫ Λ0
Λ
dλ ∑
v1+v2+v3=w
l1+l2=L
c{vi}∂
v1
~p L
λ ,Λ0
n1,l1
(p1, . . . , pn1−1,q;M)∂
v3
~p C˙
λ (q)∂ v2~p L
λ ,Λ0
n2,l2
(−q, pn1 , . . . , pN ;M)
∣∣∣∣∣∣∣
≤
∫ Λ0
Λ
dλ ∑
v1+v2+v3=w
(v1) j=0∀ j≥n1
l1+l2=L
c{vi}2k
√
|v3|!2|v3| e−
q2
2λ2
λ 3+|v3|
×
[√
|v1|! K(n1+4l1−4)(|v1|+1) ∑
T1∈Tn1,2l1,v˜1(~p1)
× ∏
i∈I (T1)
∫ Λ0
λ
dλi fλi(ki;n1, l1,θi)Pl1
log+ sup
 |~p1|M
λ
,
max
j∈I (T1)
(λ j,λ )
M
]
×
[√
|v2|! K(n2+4l2−4)(|v2|+1) ∑
T2∈Tn2,2l2,v˜2(~p2)
× ∏
i∈I (T2)
∫ Λ0
λ
dλi fλi(ki;n2, l2,θi)Pl2
log+ sup
 |~p2|M
λ
,
max
j∈I (T2)
(λ j,λ )
M
] .
(89)
Here we use the notation ~p1 = (p1, . . . , pn1−1,q),~p2 = (−q, pn1, . . . , pN) and q as in the flow
equation, see (39). We made use of the fact that the sum over v1 is non-vanishing only if (v1) j = 0
for j≥ n1, since the CASL λ ,Λ0n1,l1 (p1, . . . , pn1−1,q;M) does not depend on pn1, . . . , pN−1. Here we
used the notation (v1) j ∈N4 for the four-indices in the tuple v1 = ((v1)1, . . . ,(v1)N−1)∈N4(N−1).
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The multi-indices v˜i ∈ N4(ni−1) appearing in the trees are related to the summation indices
vi ∈ N4(N−1) via
v˜1 := ((v1)1, . . . ,(v1)n1−1) (90)
v˜2 := (
n1−1
∑
i=1
(v2)i,(v2)n1, . . . ,(v2)N−1) . (91)
We can “merge” the logarithmic polynomials with the help of the inequality
Pl1
log+ sup
 |~p1|M
λ
,
max
j∈I (T1)
(λ j,λ )
M
 ·Pl2
log+ sup
 |~p2|M
λ
,
max
j∈I (T2)
(λ j,λ )
M

≤PL
log+ sup
 |~p|M
λ
,
max
j∈I (T1)∪I (T2)
(λ j,λ )
M
 .
(92)
Noting also that
e−
q2
2λ2
λ 3+|v3|
≤ fλ (q;N,L,θ = 2+ |v3|) , (93)
and that
|v1|!|v2|!|v3|!≤ |w|! for v1+ v2+ v3 = w , (94)
we find that (89) is smaller than√
|w|!2|w| K(N+4L−6)(|w|+1) ∑
v1+v2+v3=w
(v1) j=0∀ j≥n1
l1+l2=L
c{vi}
∫ Λ0
Λ
dλ fλ (q,N,L,θ = 2+ |v3|) ∑
T1∈Tn1,2l1,v˜1 (~p1)
T2∈Tn2,2l2,v˜2 (~p2)
× ∏
i∈I (T1)∪I (T2)
Λ0∫
Λ
dλi fλi(ki;N,L,θi)PL
log+ sup
 |~p|M
λ
,
max
j∈I (T1)∪I (T2)
(λ j,λ )
M
 .
(95)
Here we have also made use of the bound fλi(ki;na, la,θi)≤ fλi(ki;N,L,θi), where a ∈ {1,2}.
This inequality follows directly from our definition of the weight functions, eq.(68), combined
with the inequality10 na/2+2la ≤ N/2+2L.
It remains again to express this bound in terms of trees T ∈ TN,2L,w(~p) in order to verify
consistency with our hypothesis (70). This is achieved as follows (see fig.3):
10Recall thatL Λ,Λ02,0 (p) = 0 by definition, so non-vanishing contributions even satisfy, in view of n1+n2 = N+2
and l1+ l2 = L,
n2/2+2l2 ≥ 2 ⇒ n1/2+2l1 = N/2+2L+1− (n2/2+2l2)≤ N/2+2L−1 . (96)
Exchanging the roles of the indices 1 and 2, one also verifies n2/2+2l2 ≤ N/2+2L−1.
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qq
−q
Figure 3: Merging two trees T1 ∈ T8,2,v˜1 ,T2 ∈ T6,4,v˜2 into a tree T ∈ T12,6,w. The weight θi of the
new internal line connecting the two trees is set to be |v3|+σ j + 2, where the index j
corresponds to the internal line adjacent to the external line with momentum −q in the
tree T2 on the top right.
To every pair of trees T1 ∈ Tn1,2l1,v˜1(~p1) and T2 ∈ Tn2,2l2,v˜2(~p2) we associate the tree T ∈
TN,2L,w(~p), which results from joining T1 and T2 along the external lines carrying momentum
q and −q, respectively (note that the trees have such a line by definition). The resulting new
internal line therefore carries momentum −q, and we associate the weights ρ = 2,σ = |v3| (thus
θ = 2+ |v3|) to it. If one of the external lines with momenta q,−q in T1 and T2 is adjacent to
a vertex of coordination number two (as in the right tree in fig.3), then this procedure yields a
vertex of coordination number two adjacent to two internal lines in the tree T . In that case, we
remove this vertex and fuse the adjacent lines, adding up their weights (just as in item 4. of
the reduction procedure, see page 18). One can show that this procedure indeed yields a tree
T ∈TN,2L,w(~p) (see [8]).
For fixed v1,v2,v3, this merging procedure is injective (different combinations of trees T1,T2
yield different trees T ). Using (7) to bound the sum over v1,v2,v3 and using ∑l1+l2=L = L+1,
we thus find that (95) is bounded by√
|w|!2|w| 3|w|K(N+4L−6)(|w|+1) ∑
T∈TN,2L,w(~p)
× ∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;N,L,θi)PL
(
log+ sup
( |~p|M
min j∈I λ j
,
max j∈I λ j
M
))
,
(97)
where we have absorbed the factor L+1 into the logarithmic polynomial. We conclude that the
claimed bound (70) is satisfied by this contribution provided that K is chosen large enough that
3|w| ·2|w|/2 ≤ K2(|w|+1) . (98)
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For n1 ≥ 4,n2 = 2: For the two point function |∂ v2L Λ,Λ02,l2 (q,−q;M)| we can use
|∂ v2L Λ,Λ02,l2 (q,−q;M)| ≤
√
|v2|! K(4l2−2)(|v2|+1) |q|2ΛΛ−|v2|Pl2−1
(
log+ sup
( |q|M
Λ
,
Λ
M
))
.
(99)
If |v2| ≤ 2, this bound follows trivially from (72), while for |v2|> 2 it follows from (69) after
application of formula (185) from the appendix and after absorbing l2 dependent factors into
the polynomialsPl2−1. Let us also mention that the inequality (72), and thus also (99), relies
crucially on the boundary condition (40). Using the inequality (99) along with our inductive
bound (86), we find that the contribution at hand is bounded by∣∣∣∣∣∣∣
∫ Λ0
Λ
dλ ∑
v1+v2+v3=w
l1+l2=L
c{vi}∂
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~p L
λ ,Λ0
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(p1, . . . , pN−1,q;M)∂ v3~p C˙
λ (q)∂ v2~p L
λ ,Λ0
2,l2
(−q,q;M)
∣∣∣∣∣∣∣
≤
∫ Λ0
Λ
dλ ∑
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l1+l2=L
c{vi}2k
√
|v3|!2|v3| e−
q2
2λ2
λ 3+|v3|
×
[√
|v1|! K(N+4l1−4)(|v1|+1) ∑
T∈TN,2l1,v1(~p)
× ∏
i∈I (T )
∫ Λ0
λ
dλi fλi(ki;N, l1,θi)Pl1
(
log+ sup
( |~p|M
λ
,
max j∈I (λ j,λ )
M
))]
×
√
|v2|! K(4l2−2)(|v2|+1) |q|2λ λ−|v2|Pl2−1
(
log+ sup
( |q|M
λ
,
λ
M
))
≤ K(N+4L−6)(|w|+1)
√
|w|!2|w| ∑
v1+v2+v3=w
l1+l2=L
c{vi}
∫ Λ0
Λ
dλ fλ (q,N,L,θ = |v2|+ |v3|) ∑
T∈TN,2l1,v1(~p)
× ∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;N,L,θi)PL−1
(
log+ sup
( |~p|M
λ
,
max j∈I (λ j,λ )
M
))
.
(100)
Here we made use of the elementary bound
|q|2λ e−
q2
4λ2 ≤ 2λ 2 . (101)
To see that (100) is indeed bounded by (70), we associate to every tree T ∈TN,2l1,v1(~p) another
tree T ′ ∈TN,2L,w(~p) as follows:
• Add a vertex of coordination number two to the external line of T carrying momentum
q, as shown in fig. 4. To the resulting new internal line i associate the weight ρi = 0,
σi = |v2|+ |v3|.
• If this procedure yields two internal lines adjacent to a vertex of coordination number two,
fuse these lines into one by removing that vertex and add up their weights (as in item 4. of
the reduction procedure).
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p1
pN−1
q
p1
pN−1
q q
θi
Figure 4: If the external line carrying momentum q is incident to a vertex of coordination number
greater than 2, we separate this line into two by adding a vertex of coordination number
2. The resulting new internal line, which carries momentum q, is assigned the weight
θi = |v2|+ |v3|.
Again, for fixed values of v1,v2,v3, this procedure is injective. Using (7) to bound the sum
over the vi, and bounding the sum over l1, l2 again by a factor L+1, which we absorb into the
polynomialPL−1, it follows that the expression (100) is smaller than
K(N+4L−6)(|w|+1)3|w|
√
|w|!2|w| ∑
T∈TN,2L,w(~p)
× ∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;N,L,θi)PL−1
(
log+ sup
( |~p|M
min j∈I λ j
,
max j∈I λ j
M
)) (102)
which is consistent with our claim (70), provided that (98) holds true.
For n1 = 2 = n2: We make use of (99) and bound the second term in the flow equation by∣∣∣∣∣∣∣
∫ Λ0
Λ
dλ ∑
v1+v2+v3=w
l1+l2=L
c{vi}∂
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(p,−p;M)∂ v3p C˙λ (−p)∂ v2p L λ ,Λ02,l2 (−p, p;M)
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≤
∫ Λ0
Λ
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l1+l2=L
c{vi}2k
√
|v3|!2|v3| e−
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2λ2
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×
√
|v1|! K(4l1−2)(|v1|+1) |p|2λ λ−|v1|Pl1−1
(
log+ sup
( |p|M
λ
,
λ
M
))
×
√
|v2|! K(4l2−2)(|v2|+1)|p|2λ λ−|v2|Pl2−1
(
log+ sup
( |p|M
λ
,
λ
M
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≤
∫ Λ0
Λ
dλ ∑
v1+v2+v3=w
c{vi}
√
|w|!2|w| e−
p2
4λ2
λ |w|−1
K(4L−4)(|w|+1)PL−2
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log+ sup
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λ
,
λ
M
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.
(103)
To obtain the last inequality we used the bound
|p|4λ e−
p2
4λ2 ≤ 9λ 4 (104)
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and we absorbed some constants into the polynomialsPL−2. The bound is compatible with our
claim (69), provided that
K−2|w| 3|w| 2|w|/2 ≤ 1 . (105)
We have verified that any item (n1,n2) in the second term on the r.h.s. of the flow equation (39)
satisfies the inductive bounds (69) and (70). It remains to bound the sum over these parameters,
for which we use
∑
n1+n2=N+2
n1n2 ≤ (N+1)3 . (106)
Absorbing this factor into the logarithmic polynomials, we find that the complete second term on
the r.h.s. of the flow equation satisfies the claimed bounds. This finishes the proof of theorem 3.
For Λ= 0 we may now state the following bounds on the massless (connected amputated)
Schwinger functions:
Corollary 1: For any N,L ∈ N and w ∈ N4(N−1) there exists K > 0 such that for η(~p)> 0
|∂wL 0,Λ0N,L (~p;M)| ≤ |w|! K(N+4L−3)(|w|+1)η(~p)−(N+|w|−4)PL
(
log+
|~p|M
inf(η(~p),M)
)
, (107)
where η is defined as in (10).
Proof. For N+ |w| ≤ 4, this follows directly from the bounds (71) and (72). For N+ |w|> 4,
we start from our bounds established in theorem 3 and first rewrite the product of λi integrals as
follows:
∏
i∈I (T )
∫ Λ0
0
dλi fλi(ki;N,L,θi)PL
(
log+ sup
( |~p|M
min j∈I λ j
,
max j∈I λ j
M
))
= ∑
pi∈S(I )
∫ Λ0
0
dλpi1
∫ Λ0
λpi1
dλpi2 . . .
∫ Λ0
λpi|I |−1
dλpi|I |
× fλpi1 (kpi1;N,L,θpi1) · · · fλpi|I | (kpi|I |;N,L,θpi|I |)PL
(
log+ sup
(
|~p|M
λpi1
,
λpi|I |
M
))
,
(108)
where S(I ) is the set of permutations of the internal lines of the tree T (i.e. the symmetric
group on I ). This way of writing the integral allows us to apply lemma 6 (see the appendix) in
order to bound the integral over λpi|I |
∏
i∈I (T )
∫ Λ0
0
dλi fλi(ki;N,L,θi)PL
(
log+ sup
( |~p|M
min j∈I λ j
,
max j∈I λ j
M
))
≤ ∑
pi∈S(I )
∫ Λ0
0
dλpi1
∫ Λ0
λpi1
dλpi2 . . .
∫ Λ0
λpi|I |−2
dλpi|I |−1
× fλpi1 (kpi1;N,L,θpi1) · · · fλpi|I |−1 (kpi|I |−1;N,L,θpi|I |−1) ·λ
−θpi|I |
pi|I |−1 PL
(
log+ sup
(
|~p|M
λpi1
,
λpi|I |−1
M
))
,
(109)
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where L dependent factors were absorbed into the polynomialsPL. Repeating this procedure,
we can bound all the λpii-integrals except the first one (over λpi1), which leads us to
∏
i∈I (T )
∫ Λ0
0
dλi fλi(ki;N,L,θi)PL
(
log+ sup
( |~p|M
min j∈I λ j
,
max j∈I λ j
M
))
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∫ Λ0
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≤ (N−4
2
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0
dλ e
− η(~p)2
α(N,L)λ2 λ−(N+|w|−3)PL
(
log+ sup
( |~p|M
λ
,
λ
M
))
.
(110)
In the last line we used the condition ∑iθi = N−4+ |w|, the obvious relation
inf
r∈I (T )
|kr| ≥ η(~p) for T ∈TN,2L,w(~p) (111)
as well as the bound (20) on the number of internal lines of a tree, which allows us to bound
the sum over index permutations. To bound the remaining λ -integral, we use lemma 8 from the
appendix, which yields
∏
i∈I (T )
∫ Λ0
0
dλi fλi(ki;N,L,θi)PL
(
log+ sup
( |~p|M
min j∈I λ j
,
max j∈I λ j
M
))
≤ (N−4
2
+L)! ·
√
(N−4+ |w|)!
( √
α
η(~p)
)N+|w|−4
PL
(
log+
|~p|M
inf(|η(~p)|,M)
)
≤
√
|w|!(2α)|w|η(~p)−(N+|w|−4)PL
(
log+
|~p|M
inf(|η(~p)|,M)
)
.
(112)
The last inequality follows by absorbing N and L dependent factors into the polynomial PL.
Using this bound in theorem 3, we arrive at
|∂wL 0,Λ0N,L (~p;M)| ≤ |w|! K(N+4L−4)(|w|+1) (2α)
|w|
2 ∑
T∈TN,2L,w(~p)
η(~p)−(N+|w|−4)PL
(
log+
|~p|M
inf(|η(~p)|,M)
)
.
(113)
It remains to bound the sum over T ∈TN,2L,w. Here we use lemma 1, which states that TN,2L,w
satisfies the bound |TN,2L,w| ≤ N! ·43N−2 · [3(|w|+1)]N−42 +L. Absorbing the purely N dependent
part into the polynomialPL and choosing the constant K large enough in order to guarantee
(here we denote by K0 the constant from theorem 3)
(|w|+1)N−42 +L (2α)|w|/2 K(N+4L−4)(|w|+1)0 ≤ K(N+4L−3)(|w|+1) (114)
we finally arrive at the bound (107).
We can also use theorem 3 to bound the smeared, connected Schwinger functions:
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Corollary 2: For any N,L ∈ N there exists K > 0 such that∣∣∣∣∣
∫
p1,...,pN
L 0,∞N,L (~p)
N
∏
i=1
Fˆi(pi)
p2i
∣∣∣∣∣≤ K MN N+2∑µ=0 ∑µ1+...+µN=µ ∏
N
i=1 ‖Fˆi‖µi/2
Mµ
(115)
for arbitrary test functions Fi ∈S (R4) and for ‖ · ‖n as in (2).
The bound implies that the Schwinger functions are tempered distributions. See appendix B for
the proof of an analogous bound for the Schwinger functions with two operator insertions. The
proof of corollary 2 follows along the same lines.
4.2. Schwinger functions with one insertion
Using our bounds from the previous subsection, we next give bounds on the CAS’s with one
insertion. Recall from section 3.2 that the CAS’s with insertion of the composite operator OA,
where A = {N′,w′} is a multi-index, are defined through the flow equation
∂Λ∂w~pL
Λ,Λ0
N,L (OA;~p;M) =
(
N+2
2
) ∫
k
C˙Λ(k)∂w~pL
Λ,Λ0
N+2,L−1(OA;k,−k,~p;M)
− ∑
l1+l2=L
n1+n2=N+2
v1+v2+v3=w
n1n2 c{vi}S
[
∂ v1~p L
Λ,Λ0
n1,l1
(OA; p1, . . . , pn1−1,q;M)∂
v3
~p C˙
Λ(q)∂ v2~p L
Λ,Λ0
n2,l2
(−q, pn1 , . . . , pN ;M)
]
,
(116)
where q = pn1 + . . .+ pN , through the boundary conditions
∂w~pL
M,Λ0
N,L (OA(0);~0;M) = i
|w|w!δw,w′δN,N′δL,0 for N+ |w| ≤ [A] , (117)
∂w~pL
Λ0,Λ0
N,L (OA(0);~p;M) = 0 for N+ |w|> [A] , (118)
where 0 < M < Λ0 is a finite renormalisation scale, and through the translation property (54).
For the sake of simplicity we assume N′ to be even in the following, i.e. we consider even
monomials in ϕ . The odd case can be treated similarly. It follows directly from the flow equation
and boundary conditions thatL Λ,Λ00,0 (OA;M) = 0 (assuming [A]> 0). For other values of N,L,
we have:
Theorem 4: For any N,L ∈ N with N+L > 0 and w ∈ N4N there exists K > 0 such that for
0≤ Λ≤M, and the following bound holds:
|∂wL Λ,Λ0N,L (OA(0);~p;M)| ≤
√
|w|! |w′|! K(2N+8L−4)(|w|+1)K[A](N/2+2L)3 ∑
v1+v2=w
× ∑
T∈TN,2L,v1(~p)
M[A]−NV −|v2|
[A](N+2L+1)
∑
µ=0
1√
µ!
( |~pV |
M
)µ
∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;N,L,θi)
×P2L+N2−1
(
log+ sup
( |~p|
M
,
|~p|M
min j∈I λ j
,
max j∈I λ j
M
))
.
(119)
Here f is given in (67) and the trees TN,2L,w and momentum ~pV are defined in def. 2.
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Remark: We use the convention (87) for the case I = /0, and it is understood that
sup
( |~p|
M ,
|~p|M
min j∈I λ j
,
max j∈I λ j
M
)
= |~p|M in that case.
Proof. Note first that we can again restrict to even N, since the CAS functions with insertion of
an even monomial in ϕ vanish due to the symmetry ϕ →−ϕ . Our general strategy of proof is
as follows:
1. Our bounds obtained for massive fields [1] imply corresponding bounds for massless
fields as long as the infrared cutoff Λ is above the chosen renormalisation scale M.11 More
precisely, we obtain12
|∂w~pL M,Λ0N,L (OA(0);~p;M)| ≤
√
|w|! |w′|!K(2N+8L−4)|w|K[A](N/2+2L)3 M[A]−N−|w|
×
[A](N+2L+1)
∑
µ=0
1√
µ!
( |~p|
M
)µ
P2L+N2−1
(
log+
|~p|
M
)
.
(120)
2. We can then bound |∂wL Λ,Λ0N,L (OA;~p;M)| for 0≤ Λ≤M by integrating the flow equation
(116) over λ betweenΛ and M, using the bound established in step 1 as boundary condition
at the upper limit of integration. This amounts to “integrating out” the momenta below the
chosen scale M (IR-region).
Thus, we only need to complete the second step mentioned above, i.e. the integration of the flow
equation (116) from Λ = M to small Λ. In this step, we will again use the induction scheme
based on the flow equations, which goes up in N+2L, for given N+2L ascends in L, and for
given N,L descends in |w|. At each induction step, we have three contributions: A boundary
term from Λ= M, the integral of the first term on the right side, and the integral of the second
term on the right side from Λ= M to general Λ. We look at these separately.
4.2.1. Boundary contributions
When integrating the flow equation (116) between Λ and M, we obtain boundary contributions
from the upper limit of integration, i.e.
L Λ,Λ0N,L (OA;~p) =L
M,Λ0
N,L (OA;~p)−
∫ M
Λ
dλ “r.h.s. of eq.(116)” . (121)
These boundary contributionsL M,Λ0N,L (OA;~p) satisfy the bound (120), which, crucially, is consis-
tent with our hypothesis (119) (it corresponds to the case NV = N, i.e. all external legs directly
attached to the vertex V ).
With boundary contributions taken care of, we are now ready to verify the induction step, i.e.
we verify that the integral over the r.h.s. of the flow equation (116) reproduces the inductive
bound (119).
11The underlying reason for this is that for Λ≥M one has |C˙Λ(p;m = 0)| ≤ 1e |C˙Λ(p;m = M)|, i.e. the massless
propagator is bounded by the one with mass M up to a constant.
12 Strictly speaking, the bounds in [1] are derived for different boundary conditions. The condition (57) is taken
at M = 0 there. The proof of the bounds however remains largely unaffected, so we are not going to repeat it
here. We note that, using our boundary conditions (57), one can replace the mass parameter m appearing in the
logarithms by the scale M. This is found by adapting the inequality (89) in [1] to our situation, where Λ≥M in
the induction.
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4.2.2. First term on the r.h.s. of the flow equation (116)
Inserting our inductive bound, (119), for the first term in the flow equation, (116), and integrating
over λ , we find the bound∣∣∣∣∫ MΛ dλ
(
N+2
2
) ∫
`
C˙λ (`)∂w~pL
λ ,Λ0
N+2,L−1(OA(0);`,−`,~p;M)
∣∣∣∣
≤
(
N+2
2
)√
|w|! |w′|! K(2N+8L−8)(|w|+1)K[A](N/2+2L−1)3 ∑
v1+v2=w
∑
T∈TN+2,2L−2,(0,0,v1)(`,−`,~p)
×M[A]−NV −|v2|
∫ M
Λ
dλ
∫
`
2e−
`2
λ2
λ 3
[A](N+2L+1)
∑
µ=0
1√
µ!
( |~pV (`)|
M
)µ
∏
i∈I (T )
∫ Λ0
λ
dλi
× fλi(ki(`);N+2,L−1,θi)P2L+N2−2
(
log+ sup
( |(~p, `)|
M
,
|(~p, `)|M
min j∈I λ j
,
max j∈I λ j
M
))
.
(122)
Here we have again used the notation ki(`) and ~pV (`) in order to indicate that these momenta
may implicitly depend on the “loop variable” `. Recall from (24) that |I (T )| ≤ N2 +L, which
allows us to use lemma 5 in order to bound the `-integral. Noting further that (N/2+2L−1)3 =
(N/2+2L)3−3(N/2+2L)(N/2+2L−1)−1, we arrive at the bound (absorbing constants and
purely N,L dependent factors into the polynomialP)
|r.h.s. of (122)| ≤
√
|w|! |w′|! K(2N+8L−8)(|w|+1)K[A](N/2+2L)3K−3[A](N/2+2L)(N/2+2L−1)−[A] 2[A](N+2L+1)
× ∑
v1+v2=w
∑
T∈TN+2,2L−2,(0,0,v1)(0,0,~p)
M[A]−NV −|v2|
∫ M
Λ
dλ λ
[A](N+2L+1)
∑
µ=0
1√
µ!
( |~pV |
M
)µ
× ∏
i∈I (T )
∫ Λ0
λ
dλi fλi(ki;N,L,θi)P2L+N2−2
(
log+ sup
( |~p|
M
,
|~p|M
min j∈I λ j
,
max j∈I λ j
M
))
.
(123)
We can bound the λ -integral as in (75). Taking into account also the fact λ ≤M, this yields a
factor min j∈I (λ j,M)2. Thus, we have the bound
|r.h.s. of (123)| ≤
√
|w|! |w′|! K(2N+8L−8)(|w|+1)K[A](N/2+2L)3K−3[A](N/2+2L)(N/2+2L−1)−[A] 2[A](N+2L+1)
× ∑
v1+v2=w
∑
T∈TN+2,2L−2,(0,0,v1)(0,0,~p)
M[A]−NV −|v2|
[A](N+2L+1)
∑
µ=0
1√
µ!
( |~pV |
M
)µ
∏
i∈I (T )
∫ Λ0
Λ
dλi
× fλi(ki;N,L,θi)P2L+N2−2
(
log+ sup
( |~p|
M
,
|~p|M
min j∈I λ j
,
max j∈I λ j
M
))
·min
j∈I
(λ j,M)2 .
(124)
Note that each factor of min j∈I (|λ j|,M) can be absorbed by decreasing the value θi for some
internal line i∈I (T ) [cf. the discussion following (75)], or alternatively by decreasing the value
of NV (keeping N−NV fixed). This procedure of decreasing weights can again be organised
with the help of a “reduction procedure on trees”.
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Reduction procedure for trees II: Given a tree T ∈ TN+1,L−1,(0,w)(`,~p) we define the
reduced treeR`(T ) ∈ TN,L,w(~p) as follows:
1. If the external line with momentum ` is not directly attached to the vertex V , then proceed
as specified on page 18. This reduces the number of external lines, N, as well as the weight
θ j of some adjacent internal line by one. The reduction of the weight θ j corresponds to
absorbing a factor of λ j.
2. If the external line with momentum ` is directly attached to the vertex V , then simply
delete this line. This reduces the value of both N and NV by one. This procedure
corresponds to absorbing a factor of M.
Thus, by applying this reduction procedure twice, we can remove the external legs with associ-
ated momenta `,−`, which allows us to express the bound (124) in terms of trees in TN,L,w(~p)
(see fig. 5 for an example).
V V
θ j θ j− 1
Figure 5: To express our bound in terms of trees T ′ ∈ TN,2L,v1(~p), we delete from T ∈
TN+2,2L−2,(0,0,v1)(`,−`,~p) the external lines carrying momentum `,−` using the reduction
procedure.
As in the case without insertion, the reduction procedure is not injective, i.e. different trees
in T ∈ TN+1,L−1,(0,w)(`,~p) may yield the same reduced tree (see the discussion following (78)).
To account for this, we again multiply our bound by the factor (80) (it is not hard to check that
this factor is again suitable). The resulting bound is∣∣∣∣∫ MΛ dλ
(
N+2
2
) ∫
`
C˙λ (`)∂w~pL
λ ,Λ0
N+2,L−1(OA(0);`,−`,~p;M)
∣∣∣∣
≤ (|w|+1)2
√
|w|! |w′|! K(2N+8L−8)(|w|+1)K[A](N/2+2L)3K−3[A](N/2+2L)(N/2+2L−1)−[A] 2[A](N+2L+1)
× ∑
v1+v2=w
∑
T∈TN,2L,v1(~p)
M[A]−NV −|v2|
[A](N+2L+1)
∑
µ=0
1√
µ!
( |~pV |
M
)µ
× ∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;N,L,θi)P2L+N2−2
(
log+ sup
( |~p|
M
,
|~p|M
min j∈I λ j
,
max j∈I λ j
M
))
(125)
which is consistent with our hypothesis (119) provided that
K−3[A](N/2+2L)(N/2+2L−1)−[A]−4(|w|+1) 2[A](N+2L+1) (|w|+1)2 ≤ 1 . (126)
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4.2.3. Second term on the r.h.s. of the flow equation (116)
We distinguish the cases n2 ≥ 4 and n2 = 2 in the sum over n1+n2 = N+2.
For n2 ≥ 4: The bound (86) on the CAS’s without insertion combined with the inductive
bound (119) for the CAS’s with one insertion implies that this contribution to the second term
on the r.h.s. of the flow equation satisfies the bound∣∣∣∣∣∣∣∣∣∣
∫ M
Λ
dλ ∑
v1+v2+v3=w
n1+n2=N+2,n2≥4
l1+l2=L
n1n2c{vi}∂
v1
~p L
λ ,Λ0
n1,l1
(OA(0);~p1;M)∂ v3~p C˙
λ (q)∂ v2~p L
λ ,Λ0
n2,l2
(~p2;M)
∣∣∣∣∣∣∣∣∣∣
≤
∫ M
Λ
dλ ∑
n1+n2=N+2,n2≥4
l1+l2=L
∑
v1+v2+v3=w
(v2)i=0=(v3)i∀i<n1
n1n2c{vi}2k
√
|v3|!2|v3| e−
q2
2λ2
λ 3+|v3|
×
[√
|v1|! |w′|! K(2n1+8l1−4)(|v1|+1)K[A](n1/2+2l1)3 ∑
u1+u2=v1
∑
T1∈Tn1,2l1,u˜1(~p1)
×M[A]−NV −|u2|
[A](n1+2l1+1)
∑
µ=0
1√
µ!
( |~pV |
M
)µ
∏
i∈I (T1)
∫ Λ0
λ
dλi fλi(ki;n1, l1,θi)
×P2l1+ n12 −1
log+ sup
 |~p1|
M
,
|~p1|M
min
j∈I (T1)
λ j
,
max
j∈I (T1)
λ j
M
]
×
[√
|v2|! K(n2+4l2−4)(|v2|+1) ∑
T2∈Tn2,2l2,v˜2(~p2)
× ∏
i∈I (T2)
∫ Λ0
λ
dλi fλi(ki;n2, l2,θi)Pl2
log+ sup
 |~p2|M
λ
,
max
j∈I (T2)
(λ j,λ )
M
] .
(127)
Here we used the notation ~p1 = (p1, . . . , pn1−1,q) and ~p2 = (pn1 , . . . , pN ,−q) with q = pn1 +
. . .+ pN , and we write vi = ((vi)1, . . . ,(vi)N) with (vi) j ∈ N4. Note that the l.h.s. of (127)
vanishes unless (v2)i = 0 = (v3)i for i < n1, since neither q, nor ~p2 depend on the variables
p1, . . . , pn1−1. This explains the restriction in the sum over v1,v2,v3 in the second line. In the
summation over the trees, we have used the notation
u˜1 := ((u1)1, . . . ,(u1)n1−1,
N
∑
j=n1
(u1) j) ∈ N4n1 , (128)
v˜2 := ((v2)n1, . . . ,(v2)N) ∈ N4(n2−1) . (129)
Using the inequality n1/2+2l1 ≤ N/2+2L−1 (cf. footnote 10) in order to bound the exponent
of K, bounding the factorial factors with the help of (94) and combining the two polynomials
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into one as in (92) (the degree of this polynomial is at most 2l1+n1/2−1+ l2 ≤ 2L+N/2−1),
we find that (127) is smaller than
∫ Λ0
Λ
dλ ∑
n1+n2=N+2,n2≥4
l1+l2=L
∑
v1+v2+v3=w
(v2)i=0=(v3)i∀i<n1
n1n2c{vi}2k
√
|w|!2|w| e−
q2
2λ2
λ 3+|v3|
×
[√
|w′|! K(2N+8L−6)(|w|+1)K[A](N/2+2L−1)3 ∑
u1+u2=v1
∑
T1∈Tn1,2l1,u˜1 (~p1)
T2∈Tn2,2l2,v˜2 (~p2)
×M[A]−NV −|u2|
[A](N+2L+1)
∑
µ=0
1√
µ!
( |~pV |
M
)µ
∏
i∈I (T1)∪I (T2)
∫ Λ0
λ
dλi fλi(ki;N,L,θi)
×P2L+N2−1
log+ sup
 |~p|
M
,
|~p|M
λ
,
max
j∈I (T1)∪I (T2)
(λ j,λ )
M
] .
(130)
Here we also used the bound fλi(ki;na, la,θi)≤ fλi(ki;N,L,θi), where a ∈ {1,2}, which holds
since na/2+2la ≤ N/2+2L.
In order to express the bound (130) in terms of trees T ∈ TN,2L,u1+v2+v3(~p) we perform a
“gluing procedure”, which is analogous to the one described in fig.3 and the corresponding
discussion. Namely, we take the trees T1 ∈ Tn1,2l1,u˜1(~p1) and T2 ∈Tn2,2l2,v˜2(~p2) and join them
along the external lines carrying momentum q and −q, respectively. The resulting new internal
line therefore carries momentum q, and we associate the weights ρ = 2, σ = |v3| to it (see fig.6
for a sketch of the procedure). If the procedure yields a vertex of coordination number two
adjacent to two internal lines (this is the case if one of the joined external lines is adjacent to a
vertex of coordination number two), we remove this vertex and join the internal lines, adding up
their weights.
q −q q
θ = |v3|+ 2
Figure 6: Gluing the trees T1 ∈ Tn1,2l1,u˜1(~p1) and T2 ∈Tn2,2l2,v˜2(~p2) in the way sketched above, we
obtain a tree T ∈ TN,2L,u1+v2+v3(~p)
It is straightforward to check that the resulting tree is indeed in TN,2L,u1+v2+v3(~p). Note also
that for fixed values of u1,v2,v3, the procedure is injective (i.e. it yields different trees T for
different T1,T2). Thus, renaming the summation variables u1+ v2+ v3→ v1 and u2→ v2 and
using the inequality (7) to bound the sum over different combinations of u1,v2,v3, we conclude
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that (130) implies the bound
2|w|/2 ·3|w| ∑
v1+v2=w
[√
|w|!|w′|! K(2N+8L−6)(|w|+1)K[A](N/2+2L−1)3
× ∑
T∈TN,2L,v1(~p)
M[A]−NV −|v2|
[A](N+2L+1)
∑
µ=0
1√
µ!
( |~pV |
M
)µ
∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;N,L,θi)
×P2L+N2−1
(
log+ sup
( |~p|
M
,
|~p|M
min j∈I λ j
,
max j∈I λ j
M
))]
.
(131)
Here the sums over l1, l2 and n1,n2 have been bounded by L+1 and N3, respectively, and we
have absorbed these factors into the polynomialP . Raising the upper limit of integration for
the integral over λ to Λ0, we therefore arrive at a bound that is consistent with our claim, (119),
provided that K is chosen large enough that
2|w|/2 ·3|w| ≤ K2|w| . (132)
For n2 = 2: In this case, we combine the bound (99) with our inductive bound (119), which
implies that the contribution at hand satisfies the inequality∣∣∣∣∣∣∣
∫ M
Λ
dλ ∑
v1+v2+v3=w
l1+l2=L
2N c{vi}∂
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[A](N+2L+1)
∑
µ=0
1√
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M
)µ
× ∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;N,L,θi)P2L+N2−2
log+ sup
 |~p|
M
,
|~p|M
min
j∈I
(λ j,λ )
,
max
j∈I
(λ j,λ )
M
] .
(133)
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Here we used (101), combined the logarithmic polynomials as in (92) and absorbed N and
L dependent factors into the new polynomial. We can express the bound in terms of trees
T ′ ∈ TN,2L,u1+v2+v3(~p) by adding a vertex of coordination number two to the external line of
T ∈ TN,2l1,u1(~p) carrying momentum q, see fig.7. To the resulting new internal line, which
also carries momentum q, we associate the weights ρ = 0, σ = |v2|+ |v3|. If this process has
created a vertex of coordination number two adjacent to two internal lines, then we remove this
vertex and fuse the adjacent lines, adding up their weights. Renaming the summation variables
q q
θ = |v2|+ |v3|
Figure 7: We add a vertex of coordination number two to the external line in T1 ∈ TN,2l1,u1(~p) which
carries momentum q. This yields a tree T ∈ TN,2L,u1+v2+v3(~p).
(u1 + v2 + v3 → v1, u2 → v2) and using (7) we find that the inductive bound is reproduced,
provided that (132) holds true.
This concludes the proof of theorem 4.
We can again simplify the bound established in theorem 4 into a version without λi-integrals:
Corollary 3: For N,L,w as in theorem 4 and non-exceptional momenta ~p ∈ R4N (i.e. for
η¯(~p)> 0), there exists K > 0 such that
|∂wL 0,Λ0N,L (OA(0),~p;M)| ≤ |w|!
√
|w′|! K(2N+8L−3)(|w|+1)K[A](N/2+2L)3 M[A] inf(η¯(~p),M)−(N+|w|)
× sup(1, |~p|
M
)[A](N+2L+1)P2L+N2−1
(
log+
|~p|M
inf(η¯(~p),M)
)
,
(134)
where η¯ is defined in (11).
Proof. The proof is largely analogous to the proof of corollary 1. Starting from the bound stated
in theorem 4, we first rewrite the λi-integrals in the form (108). This allows us to use lemma 6
repeatedly to bound all but one of these integrals, and to finally use lemma 8 to bound the final
integral. Absorbing N and L dependent factors in the polynomial, we thereby arrive at the bound
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|∂wL 0,Λ0N,L (OA(0);~p;M)| ≤
√
|w|! |w′|! K(2N+8L−4)(|w|+1)K[A](N/2+2L)3 ∑
v1+v2=w
∑
T∈TN,2L,v1(~p)
×M[A]−NV −|v2|
[A](N+2L+1)
∑
µ=0
1√
µ!
( |~pV |
M
)µ
η¯(~p)−(N−NV +|v1|) ·
√
|v1|![2α(N,L)]|v1|
×P2L+N2−1
(
log+
|~p|M
inf(η¯(~p),M)
)
,
(135)
where we used the fact that the weights of the tress T ∈ TN,2L,v1 satisfy ∑iθi = N−NV + |v1|.
We also made use of the inequality13
inf
r∈I (T )
|kr| ≥ η¯(~p) for T ∈ TN,2L,v1(~p) . (136)
Note that N−NV + |v1| is always positive, which allows us to use the inequality
η¯(~p)−(N−NV +|v1|) ≤ inf(M, η¯(~p))−(N−NV +|v1|) . (137)
To bound the cardinality of the set TN,2L,v1 we make use of lemma 2, which tells us that we pick
up a factor 43N · [3(|w|+1)]N−22 +L. Absorbing N and L dependent factors into the polynomial
and using (7), we verify the bound claimed in the corollary for K large enough such that (here
K0 is the constant from theorem 4)
23|w|/2(|w|+1)N−22 +L [α(N,L)]|w|/2K(N+4L−4)(|w|+1)0 ≤ K(N+4L−3)(|w|+1) . (138)
Theorem 4 implies the following bound for the smeared, connected Schwinger functions with
one insertion:
Corollary 4: For any N,L ∈ N there exists K > 0 such that
∣∣∣∣∣
∫
~p
L 0,∞N,L (OA(0);~p)
N
∏
i=1
Fˆi(pi)
p2i
∣∣∣∣∣≤√[A]! K[A]M[A]+N ([A]+2)(N+2L+1)∑µ=0 ∑µ1+...+µN=µ
N
∏
i=1
‖Fˆi‖ µi
2
Mµ
,
(139)
for arbitrary test functions Fi ∈S (R4) and with ‖ · ‖n as in (2).
The proof of this corollary follows essentially the same arguments as that of corollary 6, which
can be found in appendix B.
13In the case where NV = 1, an internal line may be assigned the sum of all momenta p1+ . . .+ pN , which is not
possible in the case without insertions. This explains why η¯ appears in the bound (136) whereas η appears
in (111), and it also explains why the notion of exceptional momenta is slightly different for the cases with and
without insertions.
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4.3. Schwinger functions with two insertions
We next derive bounds on (subtracted) CAS’s with two insertions using our previous results on
the CAS’s without and with one insertion. The CAS’s with insertion of two composite operators
OA = {N′,w′} and OB = {N′′,w′′} and with subtraction to degree D≤ [A]+ [B] were defined in
section 3.2 via the flow equation
∂ΛL
Λ,Λ0
D,N,L(OA(x)⊗OB(0);~p;M) =
(
N+2
2
) ∫
`
C˙Λ(`)L Λ,Λ0D,N+2,L−1(OA(x)⊗OB(0);`,−`,~p;M)
− ∑
l1+l2=L
n1+n2=N+2
n1n2S
[
L Λ,Λ0D,n1,l1(OA(x)⊗OB(0); p1, . . . , pn1−1,q;M)C˙
Λ(q)L Λ,Λ0n2,l2 (−q, pn1, . . . , pN ;M)
+
∫
`
L Λ,Λ0n1,l1 (OA(x); p1, . . . , pn1−1, `;M)C˙
Λ(`)L Λ,Λ0n2,l2 (OB(0);−`, pn1, . . . , pN ;M)
]
(140)
and the boundary conditions (see (60) and (61))
∂w~pL
M,Λ0
D,N,L(OA(x)⊗OB(0);~0;M) = 0 for N+ |w| ≤ D (141)
∂w~pL
Λ0,Λ0
D,N,L (OA(x)⊗OB(0);~p;M) = 0 for N+ |w|> D . (142)
For simplicity, we again assume that both N′ and N′′ are even. One can show:
Theorem 5: For M ≥ Λ ≥ 0 , for any N,L ∈ N,w ∈ N4N and for [A] + [B] ≥ D ≥ −1 there
exists a constant K > 0 such that the bound
|∂wL Λ,Λ0D,N,L(OA(x)⊗OB(0);~p;M)|
≤
√
(|w|+[A]+ [B]−D)! |w′|! |w′′|! K(2N+8L−3)(|w|+1)K([A]+[B])(N/2+2L)3 ∑
v1+v2=w
∑
T∈TN,2L+2,v1(~p)
×MD−NV · sup
(
M,
1
|x|
)[A]+[B]−D
sup
(
|x|, 1
M
)|v2|
·
([A]+[B])(N+2L+3)
∑
µ=0
1√
µ!
( |~pV |
M
)µ
× ∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;N−2,L+1,θi)P2L+N2
(
log+ sup
( |~p|
M
,
|~p|M
min j∈I λ j
,
max j∈I λ j
M
))
(143)
holds, with the same notation as in theorem 4.
Proof. The l.h.s. of (143) vanishes for odd N due to the ϕ →−ϕ symmetry. For even N, our
strategy is again to prove this bound in two steps:
1. Derive a bound for |∂wL M,Λ0D,N,L(OA(x)⊗OB(0);~p;M)| using the flow equation (140) and
boundary conditions (141), (142).
2. Derive a bound for |∂wL Λ,Λ0D,N,L(OA(x)⊗OB(0);~p;M)| with 0≤ Λ≤M, employing again
the flow equation (140), but using the bounds derived in step 1 as boundary conditions at
Λ= M.
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To implement the first step, we appeal, as in the proof of theorem 4, to the results of [1, 16] (see
in particular corollary 1 in [16]). The bounds given there imply in the limit m→ 0 for finite
infrared cutoff Λ= M (the subtlety discussed in footnote 12 applies here as well):
|∂w~pL M,Λ0D,N,L(OA(x)⊗OB(0);~p;M)|
≤ K(2N+8L−3)|w|K([A]+[B])(N/2+2L)3
√
(|w|+[A]+ [B]−D)! |w′|! |w′′|!
× M
D−N−|w|
|x|[A]+[B]−D ·
([A]+[B])(N+2L+3)
∑
µ=0
1√
µ!
( |~p|
M
)µ
P2L+N2
(
log+
|~p|
M
)
.
(144)
Note that this bound is consistent with our hypothesis (143). It corresponds to the case NV = N,
i.e. all external legs of the tree are directly attached to the special vertex V . This guarantees
that boundary contributions, which appear when integrating the flow equation, satisfy the bound
(143) (cf. section 4.2.1). It remains to carry out step 2, i.e. integrating the flow equation between
Λ and M. Let us start the induction.
4.3.1. First and second term on the r.h.s. of the flow equation (140)
To verify that these contributions are consistent with our induction hypothesis, (143), we follow
essentially the same steps as in the proof of our bound for the CAS’s with one insertion (cf.
section 4.2). Since the necessary adjustments are minor, we refrain from repeating the lengthy
calculations.
4.3.2. Third term on the r.h.s. of the flow equation (140)
To begin with, we make use of the translation properties of the CAS’s with one insertion in order
to write∣∣∂w~p ∫ M
Λ
dλ
∫
`
∑
l1+l2=L
n1+n2=N+2
n1n2L
λ ,Λ0
n1,l1
(OA(x); p1, . . . , pn1−1, `;M)C˙
λ (`)L λ ,Λ0n2,l2 (OB(0);−`, pn1, . . . , pN ;M)
∣∣
=
∣∣∂w~p ∫ M
Λ
dλ
∫
`
∑
l1+l2=L
n1+n2=N+2
n1n2 ei(p1+...+p2n1−1+`)x
×L λ ,Λ0n1,l1 (OA(0);~p1, `;M)C˙
λ (`)L λ ,Λ0n2,l2 (OB(0);−`,~p2;M)
∣∣
≤ ∑
v1+v2=w
∑
l1+l2=L
n1+n2=N+2
n1n2 c{vi}|x||v2|
∫ M
Λ
dλ
∫
`
× ∣∣[n1−1∏
i=1
∂ (v1)ipi L
λ ,Λ0
n1,l1
(OA(0);~p1, `;M)]C˙λ (`) [
N
∏
i=n1
∂ (v1)ipi L
λ ,Λ0
n2,l2
(OB(0);−`,~p2;M)]
∣∣ .
(145)
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In order to bound this “source term”, we make use of our bounds on the CAS’s with one insertion
derived above in section 4.2. Using also (6) for c{vi}, this yields
|r.h.s. of (145)| ≤ ∑
l1+l2=L
n1+n2=N+2
∑
(v1,v2)+v3=w
v1∈N4(n1−1)
v2∈N4(n2−1)
n1n2 2|w||x||v3|
∫ M
Λ
dλ
∫
`
2e−
`2
λ2
λ 3
×
[√
|v1|! |w′|! K(2n1+8l1−4)(|v1|+1)1 K[A](n1/2+2l1)
3
1 ∑
u1+u2=v1
∑
T1∈Tn1,2l1,(0,u1)(`,~p1)
×M[A]−NV1−|u2|
[A](n1+2l1+1)
∑
µ=0
1√
µ!
( |~pV1(`)|
M
)µ
∏
i∈I (T1)
∫ Λ0
λ
dλi fλi(ki(`);n1, l1,θi)
×P2l1+ n12 −1
log+ sup
 |(~p1, `)|
M
,
|(~p1, `)|M
min
j∈I (T1)
λ j
,
max
j∈I (T1)
λ j
M
]
×
[√
|v2|! |w′′|! K(2n2+8l2−4)(|v2|+1)1 K[B](n2/2+2l2)
3
1 ∑
u3+u4=v2
∑
T2∈Tn2,2l2,(0,u3)(−`,~p2)
×M[B]−NV2−|u4|
[B](n2+2l2+1)
∑
µ=0
1√
µ!
( |~pV2(`)|
M
)µ
∏
i∈I (T2)
∫ Λ0
λ
dλi fλi(ki(`);n2, l2,θi)
×P2l2+ n22 −1
log+ sup
 |(~p2, `)|
M
,
|(~p2, `)|M
min
j∈I (T2)
λ j
,
max
j∈I (T2)
λ j
M
] .
(146)
Here we denote by K1 the constant (called K there) appearing in our bound for the CAS’s with
one insertion, (119). Since 2≤ n1,n2 ≤ N, one has
[A](n1/2+2l1)3 · [B](n2/2+2l2)3 ≤ ([A]+ [B])(N/2+2L)3 (147)
and also
[A](n1+2l1+1)+ [B](n2+2l2+1)≤ ([A]+ [B])(N+2L+1) . (148)
The relation (148) allows us to combine the sums over µi:[
[A](n1+2l1+1)
∑
µ1=0
1√
µ1!
( |~pV1|
M
)µ1]
×
[
[B](n2+2l2+1)
∑
µ2=0
1√
µ2!
( |~pV2 |
M
)µ2]
≤
√
2
([A]+[B])(N+2L+1)
([A]+[B])(N+2L+1)
∑
µ=0
1√
µ!
(
sup(|~pV1|, |~pV2|)
M
)µ
.
(149)
For the weight functions, we use again that fλi(ki;na, la,θi)≤ fλi(ki;N,L,θi) .
The loop integral over ` can again be bounded with the help of lemma 514, which yields a factor
2([A]+[B])(N+2L+1) along with some purely N,L dependent terms. Combining the two logarithmic
14Note that |I (T1)|+ |I (T2)| ≤ n1+n2−42 + l1+ l2 = N−22 +L, so the conditions in the lemma are met.
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polynomials and renaming summation indices u1→ v1,(u2,u4)→ v3,u3→ v2,v3→ v4, we may
infer
|r.h.s. of (146)| ≤ 4([A]+[B])(N+2L+1) 2|w| ∑
l1+l2=L
n1+n2=N+2
n1n2
×
√
|w|! |w′|!|w′′|! K(2N+8L−4)(|w|+1)1 K([A]+[B])(N/2+2L)
3
1 ∑
(v1,v2)+v3+v4=w
× ∑
T1∈Tn1,2l1,(0,v1)(0,~p1)
T2∈Tn2,2l2,(0,v2)(0,~p2)
M[A]+[B]−NV1−NV2−|v3| |x||v4|
([A]+[B])(N+2L+1)
∑
µ=0
1√
µ!
(
sup(|~pV1|, |~pV2|)
M
)µ
×
∫ M
Λ
dλ λ ∏
i∈I (T1)
∫ Λ0
λ
dλi fλi(ki;N−2,L+1,θi) ∏
j∈I (T2)
∫ Λ0
λ
dλ j fλi(k j;N−2,L+1,θ j)
×P2L+N2
log+ sup
 |~p|
M
,
|~p|M
min
j∈I (T1)∪I (T2)
λ j
,
max
j∈I (T1)∪I (T2)
λ j
M
 .
(150)
The λ -integral is bounded as in (75), leading to a factor of min j(λ j,M)2. This additional
factor can again be absorbed by our reduction operation on trees (cf. pages 49 and 31). As
we have explained on page 31, this procedure “eats” a factor min j(λ j,M) and maps a tree
T ∈ TN+1,2L,(0,w)(0,~p) to a tree T ′ ∈ TN,2L+1,w(~p). Applying this procedure twice to remove
the external lines corresponding to the loop momenta `,−` (recall also that we pick up the
additional factor (79) due to the fact that the reduction is not-injective), we find
|r.h.s. of (150)| ≤ 2|w|4([A]+[B])(N+2L+1)(|w|+1)2 ∑
l1+l2=L
n1+n2=N+2
n1n2
×
√
|w|! |w′|!|w′′|! K(2N+8L−4)(|w|+1)1 K([A]+[B])(N/2+2L)
3
1 ∑
(v1,v2)+v3+v4=w
× ∑
T1∈Tn1−1,2l1+1,v1 (~p1)
T2∈Tn2−1,2l2+1,v2 (~p2)
M[A]+[B]−NV1−NV2−|v3| |x||v4|
([A]+[B])(N+2L+1)
∑
µ=0
1√
µ!
(
sup(|~pV1|, |~pV2|)
M
)µ
× ∏
i∈I (T1)∪I (T2)
∫ Λ0
Λ
dλi fλi(ki;N−2,L+1,θi)
×P2L+N2
log+ sup
 |~p|
M
,
|~p|M
min
j∈I (T1)∪I (T2)
λ j
,
max
j∈I (T1)∪I (T2)
λ j
M
 .
(151)
Finally, to express the bound in terms of trees T ∈ TN,2L+2,(v1,v2)(~p), we merge the two trees
T1 ∈ Tn1−1,2l1+1,v1(~p1) and T2 ∈ Tn2−1,2l2+1,v2(~p2) by combining the vertices V1 and V2 into
one vertex V of coordination number NV = NV1 +NV2 , see fig.8.
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V1 V2 V
Figure 8: We merge two trees T1 ∈ Tn1−1,2l1+1,v1(~p1) and T2 ∈ Tn2−1,2l2+1,v2(~p2) by combining the
vertices V1 and V2 into one vertex V
Noting that |~pV | ≥ sup(|~pV1 |, |~pV2|) and renaming multi-indices (v1,v2)→ v1,v3+ v4→ v2,
we arrive at the bound
|r.h.s. of (151)|
≤ 4|w|4([A]+[B])(N+2L+1)
√
|w|! |w′|!|w′′|! K(2N+8L−4)(|w|+1)1 K([A]+[B])(N/2+2L)
3
1 ∑
v1+v2=w
× ∑
T∈TN,2L+2,v1(~p)
M[A]+[B]−NV sup(|x|, 1
M
)|v2|
([A]+[B])(N+2L+1)
∑
µ=0
1√
µ!
( |~pV |
M
)µ
× ∏
i∈I (T )
∫ Λ0
Λ
dλi fλi(ki;N−2,L+1,θi)P2L+N2
(
log+ sup
( |~p|
M
,
|~p|M
min j∈I λ j
,
max j∈I λ j
M
))
.
(152)
Here we picked up another factor of 2|w| from the redefinition v3+ v4→ v2 . We also bounded
the sums over l1, l2 and n1,n2 by L+1 and N3, respectively, and absorbed these factors into the
logarithmic polynomial. The bound (152) is consistent with our induction hypothesis provided
that the constant K is chosen large enough that
K(2N+8L−4)(|w|+1)+([A]+[B])(N/2+2L)
3
1 4
|w|+([A]+[B])(N+2L+1)≤K(2N+8L−3)(|w|+1)K([A]+[B])(N/2+2L)3 .
(153)
This establishes theorem 5.
We can again establish a bound where the λi-integrals do not appear anymore:
Corollary 5: For any N,L ∈ N and η¯(~p)> 0 there exists K > 0 such that
|L 0,Λ0D,N,L(OA(x)⊗OB(0),~p;M)|
≤
√
([A]+ [B]−D)!([A]+ [B])! K([A]+[B])(N/2+2L)3MD inf(η¯(~p),M)−N sup(M, 1|x|)
[A]+[B]−D
× sup(1, |~p|
M
)([A]+[B])(N+2L+1)P2L+N2
(
log+
|~p|M
inf(η¯(~p),M)
)
,
(154)
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where η¯ is defined as in (11).
The proof is analogous to that of corollaries 1 and 3. One can also derive a bound on the smeared,
connected Schwinger functions with two insertions:
Corollary 6: For any N,L ∈ N there exists K > 0 such that∣∣∣∣∣
∫
p1,...,pN
L 0,∞D,N,L (OA(x)⊗OB(0);~p)
N
∏
i=1
Fˆi(pi)
p2i
∣∣∣∣∣
≤
√
[A]![B]! K[A]+[B] sup(M,
1
|x|)
[A]+[B]−DMD+N
([A]+[B]+2)(N+2L+3)
∑
µ=0
∑
µ1+...+µN=µ
∏Ni=1 ‖Fˆi‖ µi2
Mµ
,
(155)
for arbitrary test functions Fi ∈S (R4).
See appendix B for the proof of this corollary.
5. Convergence of the Operator Product Expansion
With the bounds on Schwinger functions with operator insertions at our disposal, we are now
in a position to prove convergence of the operator product expansion. We would like to insert
the OPE into a correlation function with suitable spectator fields and estimate the difference
between the left- and right hand side of the expansion. The spectator fields play the role of a
quantum state in the Euclidean context. In order to have spectator fields with sufficient regularity,
we average the i-th spectator field against a test function, Fi ∈S (R4), i = 1, ...,N. We write
ϕ(F) :=
∫
d4xϕ(x)F(x). We can then express the remainder of the OPE, truncated at dimension
D ∈ N, as follows:∣∣〈OA(x)OB(0)ϕ(F1) · · ·ϕ(FN)〉− ∑
C:[C]≤D
CCAB(x)
〈
OC(0)ϕ(F1) · · ·ϕ(FN)
〉∣∣=
N
∑
j=1
∑
I1∪...∪I j={1,...,N}
Ii∩I j= /0
l1+...+l j=L
∫
~q
RΛ,Λ0D,|I1|,l1(OA(x)⊗OB(0);~qI1)L¯
Λ,Λ0
|I2|,l2(~qI2) · · ·L¯
Λ,Λ0
|I j|,l j (~qI j)
N
∏
i=1
Fˆi(qi)CΛ,Λ0(qi) ,
(156)
where L¯ Λ,Λ0N,L are the moments of the generating functional L¯
Λ,Λ0(ϕ)=−LΛ,Λ0(ϕ)+ 12〈ϕ, (CΛ,Λ0)−1?
ϕ〉 without the momentum conservation delta functions taken out [recall (36)], and where we
defined the remainder functional (i.e. the functional generatingRΛ,Λ0D,N,L)
RΛ,Λ0D (OA(x)⊗OB(0)) :=
LΛ,Λ0(OA(x))LΛ,Λ0(OB(0))−LΛ,Λ0 (OA(x)⊗OB(0))− ∑
C:[C]≤D
CCAB(x)L
Λ,Λ0(OC(0)) . (157)
Our definition of the OPE coefficients, def. 3, implies the following lemma:
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Lemma 3: The remainder functionals RΛ,Λ0D can be written as
RΛ,Λ0D (OA(x)⊗OB(0)) = (1− ∑
j≤∆
T jx)
[
LΛ,Λ0(OA(x))LΛ,Λ0(OB(0))−LΛ,Λ0D (OA(x)⊗OB(0))
]
(158)
with ∆= D− ([A]+ [B]).
A proof of this lemma for the case of massive fields can be found in [1]. The proof within the
massless theory studied in the present paper is analogous and will therefore be omitted here.
Lemma 3 combined with our bounds on the smeared connected Schwinger functions with up to
two insertions, corollaries 4 and 6, allows us to bound the smeared remainder functional:
Lemma 4: For any N,L ∈ N there exists K > 0 such that∣∣∣∣∫
~p
R0,∞D,N,L(OA(x)⊗OB(0);~p)
N
∏
i=1
Fˆi(pi)
1
p2i
∣∣∣∣
≤
√
[A]![B]!
∆!
(K M)[A]+[B] (K M |x|)∆ MN
(D+2)(N+2L+3)
∑
µ=0
∑
µ1+...+µN=µ
∏Ni=1 ‖Fˆi‖ µi2
Mµ
,
(159)
with ‖ · ‖n as in (2).
Proof. Writing (1−∑ j≤∆T jx) = (1−∑ j≤∆−1T jx)−T∆x and using the integral formula
(1− ∑
j≤∆−1
T jx) f (x) = ∑
|v|=∆
xv
(∆−1)!
∫ 1
0
dτ (1− τ)∆−1∂ v f (τx) (160)
for the remainder of the Taylor expansion, we can express the r.h.s. of (158) as
RΛ,Λ0D (OA(x)⊗OB(0))
= ∑
|v|=∆
xv
∫ 1
0
dτ
(1− τ)∆−1
(∆−1)!
[
LΛ,Λ0D (∂
vOA(τx)⊗OB(0))−LΛ,Λ0(∂ vOA(τx))LΛ,Λ0(OB(0))
]
+ ∑
|v|=∆
xv
v!
[
LΛ,Λ0D (∂
vOA(0)⊗OB(0))−LΛ,Λ0(∂ vOA(0))LΛ,Λ0(OB(0))
]
.
(161)
Here we have also made use of the Lowenstein rules (62) and (63) in order to pull the derivatives
into the CAS’s. Substituting this formula on the l.h.s. of (159) one can use our bounds on
the smeared Schwinger functions with up to two insertions, corollaries 4 and 6, to verify the
lemma.
Combining this lemma with our bounds on the smeared connected Schwinger functions without
insertion, corollary 2, we finally arrive at the first main result of this paper:
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Theorem 1: Let Fi ∈ S (R4), i = 1, ...,N. For any N,L ∈ N there exists K > 0 such that
remainder of the operator product expansion, carried out up to operators of dimension D =
[A]+ [B]+∆, at L loops, is bounded by∣∣〈OA(x)OB(0)ϕ(F1) · · ·ϕ(FN)〉− ∑
C:[C]≤D
CCAB(x)
〈
OC(0)ϕ(F1) · · ·ϕ(FN)
〉∣∣
L−loops
≤
√
[A]![B]! (KM)D
|x|∆√
∆!
MN
(D+2)(N+2L+3)
∑
µ=0
∑
µ1+...+µN=µ
∏Ni=1 ‖Fˆi‖ µi2
Mµ
.
(162)
To derive our second main result, theorem 2, let us now consider test functions which are
localised in momentum space away from exceptional configurations and which have bounded
total momentum. Thus, we introduce as a condition on the collection of test functions, {Fi(x)},
that
N
∏
i=1
Fˆi(pi) 6= 0 ⇔ η¯(~p)≥ ε and |~p| ≤ P . (163)
Here P characterises, broadly speaking, the maximum momentum admitted and ε the minimal
distance to the set of exceptional momenta admitted in the support of Fˆ1(p1) . . . FˆN(pN). Under
these conditions, we can simply bound (156) by taking the supremum of the integrand for all
~p in the support of the test functions, and bounding the momentum integrals simply by P4N .
Combining lemma 3 with corollaries 1,3 and 5 to bound the CAS’s with up to two insertions,
one thereby immediately arrives at
Theorem 2: Suppose the smearing functions Fi, i = 1, ...,N, satisfy (163). Then the remainder
of the operator product expansion, carried out up to operators of dimension D = [A]+ [B]+∆,
at L loops, is bounded by∣∣〈OA(x)OB(0)ϕ(F1) · · ·ϕ(FN)〉− ∑
C:[C]≤D
CCAB(x)
〈
OC(0)ϕ(F1) · · ·ϕ(FN)
〉∣∣
L−loops
≤ PN
√
[A]![B]!
(
K M sup(1,
P
M
)(N+2L+1)
)[A]+[B] ( P
inf(M,ε)
)3N
∏
i
sup |Fˆi|
× 1√
∆!
(
K M |x| sup(1, P
M
)(N+2L+1)
)∆
P2L+N2
(
log+
P
inf(M,ε)
)
,
(164)
where K is a constant depending on N,L, andPn is a polynomial of degree n whose coefficients
depend on N,L.
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A. Useful formulas
In this appendix we collect a number of explicit bounds which are used in our inductive proofs.
The first one is an inequality which allows us to bound the “loop-integrals” in the induction:
Lemma 5: Let N,N′,L,d ∈N and λ1, . . . ,λN′,λ ∈R+. For 0≤ N′ ≤ N2 +L, L≥ 1, N ≥ 0, for
α as in eq.(68) and for λi ≥ λ , we have∫
`
e−`
2/λ 2
N′
∏
i=1
e
− (ki+`)2
α(N+2,L−1)λ2i logn+ sup
( |(~p, `)|M
min j λ j
,
max j λ j
M
)
·
d
∑
µ=0
1√
µ!
( |(~p, `)|
M
)µ
≤ 4pi2λ 4
N′
∏
i=1
e
− k
2
i
α(N,L)λ2i
[
logn sup
( |~p|M
min j λ j
,
max j λ j
M
)
+
√
n!
]
(N′+1)(n+4)/2
×2d sup
(
1,
λ
M
)d d
∑
µ=0
1√
µ!
( |~p|
M
)µ
.
(165)
Proof. To begin with, we rewrite the integral in the form
∫
`
N′
∏
i=1
(
e
− (ki+`)2
α(N+2,L−1)λ2i e
− `2
2(N′+1)λ2
)(
logn+ sup
( |(~p, `)|M
min j λ j
,
max j λ j
M
)
e
− `2
2(N′+1)λ2
)
×
d
∑
µ=0
1√
µ!
( |(~p, `)|
M
)µ
e−`
2/2λ 2 .
(166)
We use xne−x2 ≤√n! to bound the polynomial factor in the second line (cf. (77) in [1])
e−`
2/2λ 2
d
∑
µ=0
1√
µ!
( |(~p, `)|
M
)µ
≤ 2d sup
(
1,
λ
M
)d d
∑
µ=0
1√
µ!
( |~p|
M
)µ
. (167)
For the exponential factors, we apply the bound
exp
(
− `
2
2(N′+1)λ 2
)
· exp
(
− (ki+ `)
2
α(N+2,L−1)λ 2i
)
≤ exp
(
− k
2
i
α(N,L)λ 2i
)
, (168)
which can be verified as follows: Define ξ > 0 such that |`|= ξ |ki|. Then
exp
(
− `
2
2(N′+1)λ 2
)
·exp
(
− (ki+ `)
2
α(N+2,L−1)λ 2i
)
≤ exp
(
− k
2
i
λ 2i
[
ξ 2
2(N′+1)
+
(1−ξ )2
α(N+2,L−1)
])
(169)
The expression in square brackets is minimal for ξ = 2(N
′+1)
2(N′+1)+α(N+2,L−1) , where it takes the
value 12(N′+1)+α(N+2,,L−1) . Thus,
exp
(
− `
2
2(N′+1)λ 2
)
·exp
(
− (ki+ `)
2
α(N+2,L−1)λ 2i
)
≤ exp
(
− k
2
i
λ 2i
[
1
2(N′+1)+α(N+2, ,L−1)
])
.
(170)
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The bound (168) then follows by noting that
1
2(N′+1)+α(N+2, ,L−1) ≥
1
α(N,L)
, (171)
which in turn follows from (recall that L≥ 1 by assumption)
α(N,L) = 2
(
N
2
+2L
)2
= α(N+2,L−1)+4
(
N
2
+2L
)
−2≥ α(N+2,L−1)+2N′+4 .
(172)
It remains to find a bound for the integral over the logarithm in (166). We use the inequality∫
`
e
− `2
2(N′+1)λ2 logn+ sup
( |(~p, `)|M
min j λ j
,
max j λ j
M
)
= (N′+1)2
∫
`
e−
`2
2λ2 logn+ sup
( |(~p, ` ·√N′+1)|M
min j λ j
,
max j λ j
M
)
≤ (N′+1)(n+4)/2
∫
`
e−
`2
2λ2 logn+ sup
( |(~p, `)|M
min j λ j
,
max j λ j
M
)
≤ λ 4 (N′+1)(n+4)/2
[
logn+ sup
( |~p|M
min j λ j
,
max j λ j
M
)
+
√
n!
]
,
(173)
which follows from an inequality in [1, cf. (52)]. Inserting the bounds (167), (168) and (173)
into (166) finishes the proof of the lemma.
The next three lemmas help us to bound the “flow integrals” in the induction:
Lemma 6: Let n ∈ N, 1 ≤ s ∈ N and a,b,M,Λ0 ∈ R+ with 0 < a < Λ0. Then the following
bound holds:∫ Λ0
a
dλ logn+
[
sup
(
b,
λ
M
)]
λ−1−s ≤ 1
as
n
∑
j=0
3n! log j+
[
sup
(
b, aM
)]
j!
. (174)
Proof. We decompose the integral:∫ Λ0
a
dλ logn+
[
sup
(
b,
λ
M
)]
λ−1−s ≤
∫ Λ0
a
dλ
(
logn+ b+ log
n
+
λ
M
)
λ−1−s (175)
Combining the trivial inequality∫ Λ0
a
dλ logn+(b) λ
−s−1 ≤ a−s log
n
+ b
s
(176)
with the bound∫ Λ0
a
dλ logn+
(
λ
M
)
λ−1−s =
∫ sup(a,M)
a
λ−1−s+
∫ Λ0
sup(a,M)
dλ logn
(
λ
M
)
λ−1−s
≤ 1
as · s +
1
as
n
∑
j=0
n! log j+
( a
M
)
j! · sn− j+1 ,
(177)
we verify the lemma (recall that s≥ 1).
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Lemma 7: Using the notation of section 4, in particular (67), have the bound∫ Λ0
Λ
dλa fλa(ka;N,L,θa = 1)PL−1
(
log+ sup
( |~p|M
min j∈I λ j
,
max j∈I λ j
M
))
·min
j∈I
λ 2j
≤P ′L−1
(
log+ sup
(
|~p|M
min j∈I \{a}λ j
,
max j∈I \{a}λ j
M
))
· min
j∈I \{a}
λ j ,
(178)
whereP ′L−1 is a polynomial of the same degree asPL−1 with coefficients depending on N, L.
Proof. The bound (178) follows from the decomposition∫ Λ0
Λ
dλa fλa(ka;N,L,θa = 1)PL−1
(
log+ sup
( |~p|M
min j∈I λ j
,
max j∈I λ j
M
))
·min
j∈I
λ 2j
=
∫ min j∈I \{a} λ j
Λ
dλa fλa(ka;N,L,θa = 1)P
′
L−1
(
log+ sup
( |~p|M
λa
,
max j∈I λ j
M
))
·λ 2a
+
Λ0∫
min
j∈I \{a}
λ j
dλa fλa(ka;N,L,θa = 1)P
′′
L−1
log+ sup
 |~p|M
min
j∈I \{a}
λ j
,
max
j∈I
λ j
M
 min
j∈I \{a}
λ 2j
(179)
combined with the inequalities
∫ min j∈I \{a} λ j
Λ
dλa e
− k2a
αλ2a PL−1
(
log+ sup
( |~p|M
λa
,
max j∈I λ j
M
))
≤
∫ min j∈I \{a} λ j
0
dλaPL−1
(
log+ sup
( |~p|M
λa
,
max j∈I \{a}λ j
M
))
≤ min
j∈I \{a}
λ j ·P ′L−1
(
log+ sup
(
|~p|M
min j∈I \{a}λ j
,
max j∈I \{a}λ j
M
)) (180)
and
∫ Λ0
min j∈I \{a} λ j
dλa PL−1
log+ sup
 |~p|M
min
j∈I \{a}
λ j
,
max
j∈I
λ j
M
λ−2a
=
∫ Λ0
min j∈I \{a} λ j
dλa PL−1
log+ sup
 |~p|M
min
j∈I \{a}
λ j
,
max
j∈I \{a}
λ j
M
,
λa
M
λ−2a
≤ min
j∈I \{a}
λ−1j P
′
L−1
log+ sup
 |~p|M
min
j∈I \{a}
λ j
,
max
j∈I \{a}
λ j
M
 .
(181)
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The last inequality in (180) follows from the relation (note that N and L dependent factors were
again absorbed into the new polynomialsP ′L−1)∫ a
0
dλ logn sup
( |~p|M
λ
,b
)
≤
∫ a
0
dλ
[
logn sup
( |~p|M
λ
)
+ logn(b)
]
= a
n
∑
m=0
( n
m
)
logn−m
( |~p|M
a
)
m!+a · logn(b)≤ 2a
n
∑
m=0
( n
m
)
logn−m sup
( |~p|M
a
,b
)
m! ,
(182)
and (181) follows from lemma 6.
Lemma 8: For any n,α ∈ N, 1 ≤ θ ∈ N,0 < M < Λ0 ∈ R and for |k| ≤ |~p|, the following
bound holds:
∫ Λ0
0
dλ
e−
k2
αλ2
λ θ+1
logn sup
( |~p|M
λ
,
λ
M
)
≤
√
θ !
(√
α
|k|
)θ n
∑
m=0
3n!
(n−m)! log
n−m
( |~p|M
inf(|k|,M)
)
(
α
2
)m .
(183)
Proof. We decompose the integral into two parts:
∫ Λ0
0
dλ
e−
k2
αλ2
λ θ+1
logn sup
( |~p|M
λ
,
λ
M
)
=
(∫ |k|
0
dλ +
∫ Λ0
|k|
dλ
)
e−
k2
αλ2
λ θ+1
logn sup
( |~p|M
λ
,
λ
M
)
.
(184)
To bound the integral over large λ , we make use of the inequality∫ Λ0
a
dλ λ−θ−1 logn sup
( |~p|M
λ
,
λ
M
)
≤ a−θ
n
∑
m=0
2n!
(n−m)! log
n−m sup
( |~p|M
a
,
a
M
)
, (185)
which follows from∫ Λ0
a
dλ λ−θ−1 logn sup
( |~p|M
λ
,
λ
M
)
≤
∫ Λ0
a
dλλ−θ−1 logn
( |~p|M
λ
)
+
∫ Λ0
sup(a,
√
M|~p|M)
dλλ−θ−1 logn
(
λ
M
)
,
(186)
and from ∫ Λ0
a
dλλ−θ−1 logn
( |~p|M
λ
)
≤ a−θ logn
( |~p|M
a
)
(187)
∫ Λ0
sup(a,
√
M|~p|M)
dλλ−θ−1 logn
(
λ
M
)
≤
∫ Λ0
sup(a,M)
dλλ−θ−1 logn
(
λ
M
)
≤ 1
sup(a,M)θ
n
∑
m=0
n! logn−m+
( a
M
)
(n−m)! .
(188)
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Setting a = |k| in (185) and recalling that |k| ≤ |~p|, we see that this contribution is consistent
with the bound claimed in lemma 8. It remains to bound the integral over λ ≤ |k| in (184).
Combining the bound
logn
( |~p|M
λ
)
e−
k2
2αλ2 =
n
∑
m=0
( n
m
)
logn−m
( |~p|M
|k|
)
logm
( |k|
λ
)
e−
k2
2αλ2
≤
n
∑
m=0
( n
m
)
logn−m
( |~p|M
|k|
) (
k2
2λ 2
)m
e−
k2
2αλ2 ≤
n
∑
m=0
( n
m
)
logn−m
( |~p|M
|k|
)
(
α
2
)m m!
(189)
with the relation
∫ ∞
0
dλ λ−θ−1 · e− k
2
2αλ2 =
Γ(θ/2)
2
(√
2α
|k|
)θ
≤
√
θ !
(√
α
|k|
)θ
(190)
we obtain the bound
∫ |k|
0
dλ
e−
k2
αλ2
λ θ+1
logn sup
( |~p|M
λ
,
λ
M
)
≤
√
θ !
(√
α
|k|
)θ n
∑
m=0
n!
(n−m)! log
n−m sup
( |~p|M
|k| ,
|k|
M
)
(
α
2
)m
(191)
which, combined with (185), establishes the lemma in view of our assumption |k| ≤ |~p|.
B. Proof of corollary 6
Here we prove the bound (155) stated in corollary 6. For N = 0 there is nothing to show, as the
claimed bound follows directly from corollary 5. For N > 0 we start from the bounds given in
theorem 5, which immediately give for some constant K = K(N,L)∣∣∣∣∣
∫
p1,...,pN
L 0,∞D,N,L (OA(x)⊗OB(0);~p)
N
∏
i=1
Fˆi(pi)
p2i
∣∣∣∣∣≤√[A]![B]! K[A]+[B]
×
∫
~p
N
∏
i=1
|Fˆi(pi)|
p2i
∑
T∈TN,2L+2,0(~p)
sup
(
M,
1
|x|
)[A]+[B]−D
MD−NV
([A]+[B])(N+2L+3)
∑
µ=0
1√
µ!
( |~pV |
M
)µ
× ∏
i∈I (T )
∫ ∞
0
dλi fλi(ki;N−2,L+1,θi)P2L+N2
(
log+ sup
( |~p|
M
,
|~p|M
min j∈E λ j
,
max j∈E λ j
M
))
,
(192)
where Fi ∈S (R4). Since the test functions Fˆi(p) decay rapidly for large p, they will allow us
to control the UV-behaviour of the momentum integrals. It is convenient to exploit this decay
50
with the inequality
|p|µ−2 |Fˆ(p)| ≤
‖Fˆ‖ s+µ
2
p2 · (M2+ p2)s/2 =
s
2
·
∫ 1
0
dτ
τs/2−1 ‖Fˆ‖ s+µ
2
[τ(M2+ p2)+(1− τ)p2] s+22
= ‖Fˆ‖ s+µ
2
· 2
Γ(s/2)
∫ ∞
0
dλ λ−s−3e−
p2
λ2
∫ 1
0
dτ τs/2−1e−
τM2
λ2 ,
(193)
which holds for s > 0 and µ ≥ 0, and where ‖ · ‖n is defined in (2). Upon substitution into (192)
and using the inequalities |~pV | ≤ |~p| ≤ |p1|+ . . .+ |pN |, we get∣∣∣∣∣
∫
p1,...,pN
L 0,∞D,N,L (OA(x)⊗OB(0);~p)
N
∏
i=1
Fˆi(pi)
p2i
∣∣∣∣∣≤√[A]![B]! K[A]+[B]
× ∑
T∈TN,2L+2,0(~p)
sup
(
M,
1
|x|
)[A]+[B]−D
MD−NV
([A]+[B])(N+2L+3)
∑
µ=0
∑
µ1+...+µN=µ
∏Ni=1 ‖Fˆi‖ µi+si
2
Mµ
×
∫
~p
∏
i∈E (T )
∫ ∞
0
dλi f˜λi(ki;α,θi)P2L+N2
(
log+ sup
( |~p|
M
,
|~p|M
min j∈E λ j
,
max j∈E λ j
M
))
,
(194)
where E (T ) denotes the set of all lines (internal and external) of the tree T , and where we define
modified weight factors by [compare eq.(67)]
f˜λi(ki;α,θi) :=

λ−θi−1i e
−k2i /αλ 2i for i ∈I internal line
λ−si−3i e
−k2i /αλ 2i ∫ 10 dτ τsi/2−1e− τM2λ2i for i an external line of T if si > 0
λ−3i e
−k2i /αλ 2i for i an external line of T if si = 0 ,
(195)
with α = α(N−2,L+1) as before. The parameters si ∈ N can be chosen freely at this stage.
Next we decompose the λi integrations into ’sectors’, i.e. we write the last line of (194) as
∑
pi∈S(E )
∫
~p
∫ ∞
0
dλpiE f˜λpiE (kpiE ;α,θpiE )
∫ λpiE
0
dλpiE−1 . . .
∫ λ2
0
dλpi1 f˜λpi1 (kpi1;α,θpi1)
×P2L+N2
(
log+ sup
( |~p|
M
,
|~p|M
λpi1
,
λpiE
M
))
,
(196)
where S(E ) is the set of permutations of the internal and external lines of T [i.e. the symmetric
group on E (T )] and where we denote by E = |E (T )| the total number of lines of T . Writing the
λi-integrals in this form will allow us to bound the momentum integrals one-by-one successively.
Since the pi are related to the momenta kpi j by momentum conservation in the tree T , we may
assume that p1 is the momentum flowing through15 the line pi1. Then our independent integration
variables are (kpi1 , p2, . . . , pN). To get a bound, we use lemma 5. We distinguish two cases:
15We note that there are no other lines in the tree with the same associated momentum kpi1 , since vertices of
coordination number two are not allowed in trees TN,L,0. This follows from the conflicting requirements ρ = 0
and θ > 0 for lines associated to such a vertex.
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1. Let us first assume that pi1 is an internal line of T . To bound the integral over kpi1 we
proceed as in the proof of lemma 5, i.e. we use (170) to bound the exponential factors and
(173) to bound the remaining integral over the logarithms. Adapting these inequalities
to the case at hand, we have to replace (N′+1) by Eα , because there are E exponential
weight factors in (196) (as opposed to (N′+1) in lemma 5), and because we have a factor
exp(−k2pi1/αλ 2pi1) in (196) (as opposed to a factor exp(−`2/λ 2) in lemma 5). Thus, one
finds for each term inside the sum in (196) (i.e. for each sector) the bound∫
(p2,...,pN)
∫ ∞
0
dλpiE
∫ λpiE
0
dλpiE−1 . . .
∫ λpi3
0
dλpi2 ∏
i∈E (T )
i6=pi1
f˜λi(ki; α˜,θi)
×
∫ λpi2
0
dλpi1λ
3−θpi1
pi1 P2L+N2
(
log+ sup
( |~p|
M
,
|~p|M
λpi1
,
λpiE
M
))∣∣∣∣
kpi1=0
,
(197)
where α˜ = α˜(N,L) has to satisfy 1α˜ ≤ 12Eα+α , and where we have absorbed N and L
dependent constants in the polynomialsP . The condition on α˜ follows from (170).
Next we observe that the exponent of λpi1 is positive, because one has θi ≤ 2 for the trees
under consideration. We can therefore bound the integral over λpi1 , using λ
3−θpi1
pi1 ≤ λ
3−θpi1
pi2
and using (182). We obtain a factor λ 4−θpi1pi2 in the process. To put the resulting expression
into a more convenient form in terms of trees, we next perform a cutting procedure on our
tree T (see fig.9):
a) Split the tree T into two pieces by cutting the internal line pi1.
b) If the line pi1 had a weight θpi1 = 2, then this automatically yields a pair of trees
T1 ∈Tn1+1,l1,0 and T2 ∈Tn2+1,l2,0 with n1+n2 =N, l1+ l2 = L, and one can proceed
to step 1c. If however θpi1 = 1, then one of the trees will have an illegal weight:
Recall from condition 9 of def. 1 that we associate to vertices of coordination number
< 4 adjacent internal lines with weight ρi < 2. Cutting a line with ρi = 1 will leave a
3 vertex without an associated “partner-line”. We use a factor λpi2 in order to reduce
the weight of another line adjacent to that vertex (if that line reaches weight 0, we
delete it and fuse the adjacent vertices), which yields two legally weighted trees
T1 ∈Tn1+1,l1,0 and T2 ∈ Tn2+1,l2,0. See fig. 9 for an example.
c) On each of those trees T1 and T2 perform a reduction procedure of the kind introduced
previously (see pages 18 and 32), removing the external line pi1 from each tree. This
procedure eats a factor λ 2pi2 and it produces two trees in Tn1,l1+1,0 and Tn2,l2+1,0,
respectively. If pi1 is directly attached to the vertex V in the tree T2, then we can
remove that line without any reduction procedure, and we only use up one power of
λpi2 .
d) So far we have in fact only defined trees T ∈ Tn,l,0 with n ≥ 4 , see def. 1. The
extension to n < 4 is simple: The sets T3,l,0,T2,l,0,T1,l,0 contain only the 3-vertex,
the 2-vertex and the single (external) line, respectively. None of these trees have
any internal lines. To extend the reduction procedure, which has so far only been
defined for trees T ∈ Tn,l,0 with n > 4, to trees with n≤ 4, we proceed as follows
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θπ1 = 1
θπ3 = 2
θπ2 = 1
θπ3 = 2
θπ2 = 1
θπ2 = 1
θπ3 = 1
θπ4 = 2
V
a)
b)
c)
θπ4 = 2 θπ4 = 2
θπ4 = 2
Figure 9: We cut the tree T along the line pi1 (marked red), obtaining two trees T1 and T2 as a result
[step a)]. The line pi3 of the tree T1 has an illegal weight θpi3 = 2. We reduce this weight
by one, using up a factor λpi2 , and we arrive at two legally weighted trees [step b)]. We
then perform a reduction procedure on each of those trees, removing the external line pi1
[step c)].
2 + sπi 2 + sπj
2 + sπk 1 + sπk
2 + sπj2 + sπi
2 + sπj1 + sπi
2 + sπi + sπj
Figure 10: Reduction of trees in Tn,l,0 with n ≤ 4: We remove the red line (corresponding to pi1
in the discussion above) and reduce the weight of another external line by one. A line
labelled a+ spii comes with a factor λ
−spii−a−1
pii e
−k2pii/αλ 2pii
∫ 1
0 dτ τ
spii/2−1e−τM
2/λ 2pii if spii > 0
and with a factor λ−a−1pii e
−k2pii/αλ 2pii if spii = 0.
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(see fig.10): We delete the external line pi1 of the tree and reduce by one the weight
(i.e. the power of 1/λpii in the factor (195)) of another external line of the tree. For
concreteness, we use the convention that the weight of the line with the largest λpii is
reduced. If a vertex of coordination number 2 is created in the process, we delete
that vertex and fuse the adjacent external lines, adding up their weights. Thus, no
vertices with coordination number two appear in our trees.
To sum up, we can bound the expression inside the sum in (196) by∫
(p2,...,pN)
∫ ∞
0
dλpiE1+E2+1 . . .
∫ λpi3
0
dλpi2 ∏
i∈E (T1)∪E (T2)
f˜λi(ki; α˜,θi)
×P2L+N2
(
log+ sup
(
|~p|
M
,
|~p|M
λpi2
,
λpiE1+E2+1
M
))
×
{
λpi2 if pi1 is directly attached to V
1 otherwise
,
(198)
where Ei is the number of lines in the tree Ti.
2. Consider now the case where pi1 is an external line of the tree T . Recall that we are free to
choose the parameter spi1 affecting the weight of this line [cf. (195)]. The most convenient
choice at this stage is simply spi1 = 0. Using lemma 5, we obtain again the bound (197),
but with a factor λpi1 instead of λ
3−θpi1
pi1 in the last line. Integrating over λpi1 , we therefore
obtain a factor λ 2pi2 . If pi1 is not directly attached to V , we can use one power of λpi2 to
remove the external line pi1 from the tree, using the now familiar reduction procedure. If
pi1 is directly attached to V , then we can simply delete that line without any reduction
procedure. As a result, we obtain a tree T3 ∈ TN−1,2L+4,0, i.e. we have the following
bound on the terms inside the sum in (196)∫
(p2,...,pN)
∫ ∞
0
dλpiE(T3)+1 . . .
∫ λpi3
0
dλpi2 ∏
i∈E (T3)
f˜λi(ki; α˜,θi)
×P2L+N2
(
log+ sup
(
|~p|
M
,
|~p|M
λpi2
,
λpiE(T3)+1
M
))
×
{
λ 2pi2 if pi1 is directly attached to V
λpi2 otherwise
.
(199)
Since the trees T1,T2 and T3 are again in either of the sets T and T, we can repeat the procedure
with the line pi2. After N−1 iterations of this scheme, only one momentum integral remains.
As regards the trees in the resulting bound we are left with only one external line for all of them.
Therefore the bound is expressed in terms of k ≤ N trees T1 ∈ Tn1,l1,0, T2 ∈ Tn2,l2,0, . . . ,Tk ∈
Tnk,lk,0 with ni = 1 for some i ≤ k and n j = 0 for all j 6= i. Since no vertices of coordination
number 2 are allowed, these trees contain no internal lines. The corresponding bound hence
contains only one momentum integral and one λ -integral.
While iterating the cutting procedure, we have picked up positive powers of the λpii at various
stages. The final exponent of λpiN after (N−1)-iterations can be checked via power counting:
We performed (N−1) momentum integrals, which yield a power λ 4(N−1)piN . The removed (N−1)
54
external lines contribute a power of λ−2(N−1)piN , and the internal lines a power of λ
NV −N
piN . Thus,
each term in the sum in (196) is bounded by∫ ∞
0
dλpiN
∫
p
λN+NV −2piN f˜λpiN (p; α˜,θpiN )P2L+N2
(
log+ sup
( |p|
M
,
|p|M
λpiN
,
λpiN
M
))
. (200)
The final momentum integral can be bounded as before. Choosing the weight spiN of the final
external line larger than zero, we arrive at∫ ∞
0
dλpiN λ
N+NV −1−spiN
piN
∫ 1
0
dτ τspiN /2−1e−τM
2/λ 2piNP2L+N2
(
log+ sup
(
M
λpiN
,
λpiN
M
))
. (201)
For the integral over λpiN to be convergent, we need to choose spiN > N+NV . In particular we
are free to pick for example spiN = N+NV +1, which allows us to bound the final λ -integral as
follows: ∫ ∞
0
dλpiNλ
N+NV −1−spiN
piN e
−τM2/λ 2piNP2L+N2
(
log+ sup
(
M
λpiN
,
λpiN
M
))
≤ K˜
∫ ∞
0
dλpiN λ
−2
piN e
−τM2/2λ 2piN
(
M
λpiN
+
λpiN
M
)1/2
≤ K˜ τ
−1/2
M3/2
,
(202)
for some positive constant K˜ = K˜(N,L). Using this inequality, it is easy to bound the τ-integral
in (201) (recall that we consider the case N > 0):
(201)≤ K˜ M−3/2
∫ 1
0
dτ τ
N+NV −2
2 ≤ K˜ M−3/2 . (203)
To sum up, we have found that, choosing the parameters spii as discussed above, every term in
the sum in (196) is bounded simply by K˜ M−3/2. Since the bound holds for any tree T in the
sum over TN,2L+2,0 in (194), we obtain in total∣∣∣∣∣
∫
p1,...,pN
L 0,∞D,N,L (OA(x)⊗OB(0);~p)
N
∏
i=1
Fˆi(pi)
p2i
∣∣∣∣∣
≤
√
[A]![B]! K[A]+[B] sup(M,
1
|x|)
[A]+[B]−D
N
∑
n=0
MD−n−3/2
([A]+[B])(N+2L+3)
∑
µ=0
∑
s1+...+sN=N+n+1
µ1+...+µN=µ
∏Ni=1 ‖Fˆi‖ µi+si
2
Mµ
.
(204)
The constant K = K(N,L) absorbs K˜ as well as additional N,L dependent factors from the
summations over TN,2L+2,0 and S(E ). The desired inequality (155), and thereby corollary 6,
finally follows after combining the sums over n and µ into one, where we use the inequality
([A]+ [B])(N+2L+3)+N+n+1≤ ([A]+ [B]+2)(N+2L+3).
The proofs of corollaries 2 and 4 for the smeared connected Schwinger functions with one
and no insertion are analogous, but simpler.
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