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Summary
Multiphase flows are very common both in nature and in many industrial ap-
plications. One example is the rise of bubbles in viscous liquids, which is also
an important fundamental problem in fluid physics. This study describes the
development of a robust, fully three-dimensional direct numerical simulation
algorithm and its application to the aforementioned flows. The algorithm is
based on the front tracking method, originally proposed by Tryggvason and
his co-workers, and has been validated against experiments over a wide range
of intermediate Reynolds and Bond numbers using an axisymmetric model [J.
Hua, J. Lou, Numerical simulation of bubble rising in viscous liquid, J. Com-
put. Phys. 22 (2007) 769-795]. In the current work, this numerical algorithm
is further extended to simulate 3D bubbles rising in viscous liquids with high
Reynolds and Bond numbers and with large density and viscosity ratios repre-
sentative of the common airwater two-phase flow system. To facilitate the 3D
front tracking simulation, mesh adaptation is implemented for both the front
mesh on the bubble surface and the background mesh. On the latter mesh, the
governing NavierStokes equations for incompressible, Newtonian flow are solved
using a finite volume scheme based on the Semi-Implicit Method for Pressure-
Linked Equations (SIMPLE) algorithm, and it appears to be robust even for
high Reynolds numbers and high density and viscosity ratios. A non-inertial ref-
erence frame that moves with the rising bubble is introduced, allowing long-term
vii
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simulations of rising bubbles without having to increase the size of the compu-
tational domain. The 3D bubble surface is tracked explicitly using an adaptive,
unstructured triangular mesh. The numerical model is integrated with the soft-
ware package PARAMESH, a block-based adaptive mesh refinement (AMR)
tool developed for parallel computing. PARAMESH allows background mesh
adaptation as well as the solution of the governing equations in parallel on a
supercomputer. Further, Peskin distribution function is applied to interpolate
the variable values between the front and the background meshes.
Detailed sensitivity analysis of the numerical modelling algorithm has been
carried out, and simulation results are typically compared with experimental
data in terms of bubble shapes and rise velocities. Air bubbles rising in water are
simulated for a wider range of initial bubble diameters than reported elsewhere,
and we also investigate Leonardo’s paradox by simulating the path instability of
rising bubbles. Another application studies the interaction between two rising
bubbles and illustrates how the current method handles the merging of bubbles.
In the pursuit of improving the flow solver further, we also investigate the
reformulation of the governing flow equations through the use of a sequential
regularization method, a novel approach in the context of multiphase flows. We
conclude that the new approach appears feasible, though further work would be
required for a more definite assessment.
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Mankind has been captivated by fluid flows for millennia due to their practical
importance: the flow of water in rivers, ocean currents, wind and weather in
the atmosphere or the flow of blood in our veins. While these naturally occur-
ring phenomena remain a source of fascination, advanced industrial applications
involving complex fluid flows have also become very important in the modern
day. Examples include flow of oil and gas in wells and pipelines, fluidized beds,
distillation and bubble columns and fuel cell systems. It is clear that fluid flows
are crucial in many industries, and the understanding of these flows is therefore
essential to design safe and efficient equipment and processes. Experiments have
traditionally been used to gain insights into relevant flow physics, though this
approach has certain limitations due to one or more of the following reasons:
• Excessively expensive in terms of time or finances
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• Infeasible operating conditions, e.g. explosions (too high pressures), fires
(too high temperatures) and pollution (toxic effects).
• Unacceptable interference on flow patterns from the measurement equip-
ment
An alternative way of obtaining the desired knowledge is to develop and
solve physical models describing the phenomena. The Navier-Stokes equations
form the fundamental basis for the modelling of most fluid flows and were for-
mulated almost 200 years ago. Yet, due to their complexity, it was only with
the development of the electronic computer that the early numerical solutions
could be obtained in the 1950s. Since then numerical algorithms have continu-
ously been developed and improved, and at the same time computing power has
evolved dramatically as well as become much more affordable. This has led to
the emergence and rapid growth of the field of Computational Fluid Dynamics
(CFD). While CFD has come a long way in providing key tools to a wide range
of industries, the field continues to develop and still faces many challenges in
the pursuit of ever more accurate results for increasingly complex systems.
Categories of fluid flow
It is often useful to categorize the abundance of both natural and industrial
occurring fluid flows, and a variety of categorizations are possible depending on
the point of interest. In the current work we make a distinction between single
and multiphase flows. Single phase flows involve fluids consisting of one or more
components where all components are either in the gas phase (e.g. air) or liquid
phase (e.g. sea water). Put simply we may then say that multiphase flows
encompass all other types of fluid flows. Another category is interfacial flows
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which is characterized by the presence of an interface due the immiscibility of
two or more fluids. Single phase flows may be interfacial, e.g. flow involving
oil and water, while an interface will always be present in multiphase flows.
It is multiphase and interfacial flows that will be investigated in this thesis -
specifically in the context of gas bubbles rising in viscous liquids.
Current work and contribution
Researchers Jinsong Hua and Jing Lou at the Institute of High Performance
Computing (IHPC) in Singapore validated an improved numerical algorithm
based on the front tracking method against experiments over a wide range of
intermediate Reynolds and Bond numbers for gas bubbles rising in viscous liq-
uids using an axisymmetric model [50]. That formed the starting point of the
current work which was carried out as a research collaboration between the De-
partment of Mathematics at the National University of Singapore (NUS) and
the Computational Fluid Dynamics group at IHPC. The main objective was as
follows:
Develop a state-of-the-art three-dimensional solution algorithm ca-
pable of simulating realistic bubble flows and hence providing more
insights into the fundamentals of bubble dynamics.
The aptitude of the method that has been developed lies in the combination
of several powerful components, modifying and integrating them to obtain an
overall simulation algorithm with cutting-edge capabilities. Present contribu-
tions include:
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• The development and implementation of a robust, fully three-dimensional
simulation algorithm with these key components:
– The moving interface is handled using a front tracking approach
– A Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) is
adopted and modified to handle discontinuities present in the gov-
erning Navier-Stokes equations due the interface
– The SIMPLE flow solver is integrated with PARAMESH: a block-
based, adaptive mesh refinement (AMR) tool for multi-processing
• Simulation of flows in an extended, wider range of Reynolds and Bond
numbers for large, realistic ratios of the density and viscosity of the fluids:
– Simulation of air bubbles rising in pure water for bubble diameters
from 0.5 mm to 30 mm, far wider than other simulations reported in
the literature
– Reproduction of path instability for rising bubbles through the use
of a non-inertial moving reference frame, using less simplifying as-
sumptions than reported elsewhere in the literature
• Reformulation of the governing equations through the use of a sequential
regularization method - a novel approach in the context of multiphase
flows.
Some results of this work have been published in the Journal of Computa-
tional Physics [49] and in Moving Interface Problems and Applications in Fluid
Dynamics, a volume of Contemporary Mathematics by the American Mathe-
matical Society [47]. Highlights were also presented at the 6th International
Conference on Multiphase Flow in Leipzig, Germany, in 2007 [48], and these
publications form a very important part of this thesis.
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Thesis outline
This thesis is structured as follows. Motivation and a detailed statement of
the model problem is given in Chapter 2 along with an overview of the main
computational techniques typically deployed to solve the problem. The specific
method of choice that is adopted and further developed in the current work is
then comprehensively described in Chapter 3. The implementation and feasibil-
ity of this method is then assessed thoroughly in Chapter 4 through sensitivity
analyses and validation against experimental results. The powerful capabilities
of the simulation algorithm is further demonstrated when applied to study two
complex multiphase phenomena: path instability of rising bubbles and the inter-
action of two rising bubbles in Chapters 5 and 6, respectively. A reformulation
of the model problem through sequential regularization and a modified solution
algorithm is investigated in Chapter 7, while Chapter 8 finally concludes this
thesis with a summary of the main conclusions and recommendations for further
work.





In the previous chapter we illustrated how multiphase flows play an important
role in both everyday life and engineering practice. It is clear that various types
of multiphase flows can vary dramatically in terms of complexity. One basic and
important example is the rise of a single gas bubble in an otherwise quiescent
viscous liquid, e.g. a bubble of air rising in water. The understanding of the flow
dynamics of this system is of great importance in engineering applications and
to the fundamental understanding of multiphase flow physics, and it is indeed
this system that will be the model problem of choice in this thesis.
Rising bubbles have long been studied theoretically [24, 76], experimentally
[6] as well as computationally through numerical modelling [97]. While all these
efforts have provided us with valuable insights into the dynamics of bubbles
rising in viscous liquids, there are still many questions that remain unanswered
due to the involvement of complex physics. The behaviour of a bubble rising in
a viscous liquid is not only affected by the physical properties such as density
7
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and viscosity of both phases (see [21]), but also by the surface tension on the
interface between the two phases and by the bubble shape evolution [82, 8]. The
difficulties in describing and modelling the complex behaviour of a rising bubble
are to a large extent due to the coupling of factors such as buoyancy, surface
tension, bubble/liquid momentum inertia, viscosity, bubble shape evolution and
rise history of the bubble. Several of these factors are coupled in a highly
nonlinear manner, making the situation even more complex. In addition, the
physics of the behaviour of bubbles is of a three-dimensional nature. Due to
the enormous complexity of the fully three-dimensional governing equations,
most of the past theoretical works were done with a lot of assumptions, and the
results are thus only valid for certain flow regimes [76, 109]. Furthermore, the
experimental works were limited by the available technologies to monitor, probe
and sense the moving bubbles without interfering with their physics [6, 111, 104].
We have mentioned both theoretical and experimental difficulties that re-
searchers face when studying bubbles rising in a viscous liquid. With the rapid
advance of computing power and the continuous improvement of numerical
methods, first principle based numerical simulations promise great potential in
extending our knowledge of multiphase flows in general, and of the fundamental
system of a single bubble rising in a viscous liquid in particular. Neverthe-
less, there are still great challenges and difficulties in simulating such a system
accurately. This may be attributed to the following facts:
1. the sharp interface between the gas bubble and the surrounding liquid
should be tracked accurately without introducing excessive numerical smear-
ing
2. the surface tension gives rise to a singular source term in the governing
equations, leading to a sharp pressure jump across the interface
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3. the discontinuity of the density and viscosity across the fluid interface may
lead to numerical instability, especially when the jumps in these properties
are high. For example, the density ratio of liquid to gas could be as high
as 1000
4. the geometric complexity caused by bubble deformation and possible topo-
logical change is the main difficulty in handling the geometry of the inter-
face; a large bubble may break up into several small ones, and a bubble
may also merge with other bubbles
5. the complex physics on the interface, e.g. the effects of surfactants, film
boiling and phase change (heat and mass transfer) and chemical reactions
Fortunately, various methods for multiphase flow have been developed to
address these difficulties, and each method typically has its own characteristic
strengths and weaknesses. An overview of various relevant numerical methods
will follow in Section 2.3, while the numerical methodology adopted in this thesis
is described in detail in Chapter 3. However, let us first turn our attention to
the mathematical formulation of the model problem, which will be presented in
Section 2.2
2.2 Model and governing equations
This section will establish the mathematical formulation of our model problem
and its associated notation. Much of the derivations and equations presented
here are quite standard and can be found in numerous publications on fluid
dynamics - the author found Batchelor’s classic book from 1967 particularly
useful [5]. More recent references used for this section include the Von Karman
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lecture notes [112] by Tryggvason et al. as well as the review paper [102] by
Scardovelli and Zaleski.
2.2.1 Mass conservation
The principle of conservation of mass is the basis for the continuity equation.
Consider a closed piecewise smooth surface S that encloses a volume V within
our fluid domain. The total fluid mass in V at time t can then be expressed
as MV (t) =
∫
ρdV . Further, the mass leaving the volume V at time t can be
expressed as
∫
ρu · ndS, where n is the outer unit normal of the surface S.
Ignoring any mass sources/sinks, the rate of change of the mass in the volume








ρu · ndS. (2.1)
Assuming that the velocity u is continuously differentiable, we can apply the
divergence theorem to the right-hand side of Equation (2.1):
∫∫
∂V
ρu · ndS =
∫∫∫
V
∇ · (ρu)dV (2.2)
Substituting the right-hard side of Equation (2.2) into Equation (2.1) and dif-








dV = 0 (2.3)
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Now this equation is valid for an arbitrarily chosen volume V with a piecewise
smooth boundary, and hence
∂ρ
∂t
+∇ · (ρu) = 0 (2.4)
at all points in the fluid domain. In this thesis we shall generally assume that









+ u · ∇ρ = 0 (2.5)
Combining Equation (2.4) and (2.5) then yields this simple mass conservation
condition for incompressible flow:
∇ · u = 0. (2.6)
2.2.2 Momentum conservation
Single phase flow
The general form of the Navier-Stokes equation for a single compressible New-
tonian fluid can be expressed in vector form as:
∂(ρu)
∂t
+∇ · ρuu = −∇p+∇ · (µ(∇u + (∇u)T )) + ρg, (2.7)
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where uu = uuT is a matrix. Assuming incompressible flow with constant




+ u · ∇u) = −∇p+ µ∇2u + ρg, (2.8)
where ∇2u = ∇ · (∇u).
Two-phase flow
Assume that we have two immiscible Newtonian fluids. We will now have an
additional force at the interface between the two fluids due to surface tension,
leading to an additional term in the momentum equation as compared to Equa-
tion (2.7) governing single phase flow. The modified equation is
∂(ρu)
∂t




σκnδ(x− xΓ)dS + (ρ− ρL)g.
(2.9)
It is here worth pointing out that the density ρ and viscosity µ will be discontin-
uous across the two-fluid interface Γ, for example, across a liquid-gas interface
which we shall focus on in this thesis. The equation is then valid through-
out the domain for both phases and is often referred to as the ’one-fluid’ or
’whole-domain’ formulation.
The surface tension term is a singular source term that is non-zero only at
the interface between the liquid and the gas phase. In Equation 2.9 this is ex-
Chapter 2. Model Problem and Computational Techniques 13
pressed by the use of three-dimensional delta distribution δ(x) = δ(x1)δ(x2)δ(x3),
where x = (x1, x2, x3).
Two-fluid formulation
An alternative formulation of the governing equation can be obtained by split-
ting the flow domain into two parts: one part contains the liquid phase and
the other part contains the gas phase. In this case we may write down the




+ u · ∇u) = −∇p+ µL∇2u + ρLg (2.10)




+ u · ∇u) = −∇p+ µG∇2u + ρGg (2.11)
for the gas phase. Each of these equations will be accompanied by the continuity
equation∇·u = 0. The surface tension between the two phases then couples the
two momentum equations through the following stress balance on the interface:
[−p+ µ(∇u +∇Tu)] · n = σκn and [µ(∇u +∇Tu)] · t = 0, (2.12)
where [z] represents the jump of the variable z at the interface. Further
details on these interfacial jump conditions may be found in either [112] or
[102].
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A note on the incompressibility assumption
Above we have assumed that the fluid is incompressible throughout the domain.
Whereas this is a very common assumption for many liquid flows, single phase
gas flows are often treated as compressible. As such we here briefly justify our
assumption of an incompressible gas phase inside the rising bubble.
Batchelor [5, pp. 167–169] gives a detailed theoretical discussion on the
necessary conditions for a fluid to be approximately incompressible. The most
important condition applicable to our system is u
2
c2
<< 1, where u is the mag-
nitude of the fluid velocity u and c is the local speed of sound. The speed of
sound in air at typical atmospheric conditions is approximately 340 m/s, which
roughly means that the condition is satisfied if the fluid velocity is less than 100
m/s.
In Chapter 4.3 numerical results based on the incompressible fluid assump-
tion are compared with experimental data in terms of velocity and shape of
single air bubbles rising in liquid. The model predictions agree well with ex-
perimental results, indicating that the incompressibility assumption for the gas
phase is reasonable. This observation is supported by Pianet et al. [89] who
carried out two sets of numerical simulations, considering both incompressible
and compressible single gas bubbles rising in liquid. The two sets of results
that were obtained are very similar and thus show only a negligible effect of
compressibility.
It should be noted, however, that there are other two-phase flow systems
where the gas phase may not be considered incompressible. In such cases one
may model the liquid phase as incompressible and the gas phase as compressible
as done in the work by Caiden et al. [17].
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2.2.3 Non-dimensional governing equations
To gain further insight into a physical system, it is often beneficial to express
its governing equations in a non-dimensional form. We here define the effective
bubble diameter D = 3
√
6VB/pi as the characteristic length, where VB is the bub-



























where g = ‖g‖. Let us also introduce two useful dimensionless numbers - namely











respectively. Utilizing these quantities, we may re-express the governing equa-
tions in non-dimensional form as follows:
∇ · u∗ = 0 (2.15)
and
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∂(ρ∗u∗)
∂t∗
+∇ · ρ∗u∗u∗ =−∇p∗ + 1
Ar






κ∗nδ(x∗ − x∗Γ∗)dS∗ + (ρ∗ − 1)g∗.
(2.16)
The non-dimensionalization of the surface integral term is non-trivial and






















For simplicity and ease of notation, we shall subsequently omit the (*)
superscript, such that the final form of the non-dimensional governing equations
are expressed as:




+∇ · ρuu =−∇p+ 1
Ar






κnδ(x− xΓ)dS + (ρ− 1)g.
(2.18)
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It is indeed Equations (2.17) and (2.18) that will be the starting point for our
numerical solution methodology.
A note on dimensionless numbers
By studying the non-dimensional formulation, it can be noticed that the flow
is entirely characterized by the following four dimensionless parameters: the
density and viscosity ratios of the fluids, the Archimedes number and the Bond
number. The Archimedes number was also used in the previous work [8] to
characterize the rise of a bubble in liquid due to buoyancy, reflecting the ratio
of buoyancy to viscous forces. In experimental work it is common to use a
different set of dimensionless numbers [6], the most important one being the





where U∞ is the experimentally measured terminal velocity of the rising bubble.






We thus have the following relationship between the Archimedes number of
our formulation and the Reynolds number used in experiments: Re = Ar ·
Fr. Finally, we mention two other dimensionless numbers frequently used by
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experimentalists, namely the Eo¨tvo¨s number (E), which is exactly the same as








2.3 Overview of main computational techniques
The purpose of this section is to provide the reader with an overview of some of
the main computational techniques that are used for multiphase and interfacial
flow simulations. More comprehensive reviews of such numerical methods have
been given by Scardovelli and Zaleski [102] and Annaland et al. [116]. For
even more in-depth description of computational methods for multiphase flows
the reader is referred to very recent books on the topic by Prosperetti and
Tryggvason [91] from 2007 and by Yeoh and Tu [121] from 2009.
Most of the current numerical techniques applied in the simulation of mul-
tiphase/interfacial flows have been developed with focus on the following two
main aspects: (i) capturing/tracking the sharp interface, e.g. interface captur-
ing, grid fitting, front tracking or hybrid methods as elaborated in Section 2.3.1;
and (ii) stabilizing the flow solver to handle discontinuous fluid properties and
highly singular interfacial source terms, e.g. the projection-correction method
[116] and the SIMPLE algorithm [21, 50]. More details on flow solvers follow in
Section 2.3.2.
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2.3.1 The fluid-fluid interface
The volume of fluid [44, 11, 95, 16], level-set [85, 107, 103, 83, 84] and phase-
field [1, 52, 122, 18] approaches fall into the first category of front capturing
methods. In these methods the interface is captured using various volume func-
tions defined on the grid that is used to solve the one-fluid formulation of the
governing equations for multiphase flow. Since the interface capturing method
uses the same grid as the flow solver, it is relatively easy to implement. How-
ever, the accuracy of this approach is limited by the numerical diffusion from
the solution of the convection equation of the volume function. Various schemes
have been developed to advect, reconstruct / reinitialize the volume function
to improve the accuracy in calculating the interface position. One example is
the high-order shock-capturing scheme used to treat the convective terms in the
governing equations [51]. Although the explicit reconstruction of the interface
is circumvented, the implementation of such high-order schemes is quite sophis-
ticated, and they do not work well for the sharp discontinuities encountered in
multiphase/interfacial flows. In addition, a relatively fine grid is needed in the
vicinity of the interface to obtain good resolution. Nevertheless, some impres-
sive fully 3D results of single bubbles rising using a VOF method have been
presented by Bothe and coworkers [58, 9].
The second category of approaches tries to track the moving interface by
fitting the background grid points to the interface. The fitting is achieved
through re-meshing techniques such as deforming, moving, and adapting the
background grid points. This method is also well-known as boundary-fitting
approach, and the boundary here refers to the interface between the fluids. The
grid-fitting approach [97, 56, 10] is capable of capturing the interface position
accurately. Early development on this approach was done by Ryskin and Leal
[97]. Curvilinear grids were used to follow the motion of a rising bubble in liq-
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uid. This method is suitable for relatively simple geometries undergoing small
deformations, and applications to complex, fully three-dimensional problems
with unsteady deforming phase boundaries are very rare. This is mainly due
to difficulties in maintaining the proper volume mesh quality and in handling
complex interface geometry such as topological change. In spite of these diffi-
culties, recent work by Hu et al. [46] showed some very impressive results on
3D simulations of moving spherical particles in liquid.
The third category is the front tracking method. This method generally
solves the flow field on a fixed grid and tracks the interface position in a La-
grangian manner by a separate set of interface markers. The approach used in
this work is based on front tracking, and a review of front tracking in general
can be found in Section 3.1.1. This is then followed by a detailed description of
the approach adopted in this thesis in Section 3.2.
2.3.2 The equations governing the flow field
Besides the numerical techniques employed to capture/track the moving inter-
face, it is also very important to develop a stable numerical method to solve the
governing equations of the flow field. Some investigators have considered sim-
plified models such as Stokes flow [90], where inertia is completely ignored, and
inviscid potential flow [45], where viscous effects are ignored in. In both cases,
the motion of deformable boundaries can be simulated with boundary integral
techniques. However, when considering the transient Navier-Stokes equations
for incompressible, Newtonian fluid flow, the so-called ”one-fluid” formulation
for multiphase flow has proved most successful [11, 107, 113]. The governing
equation for this approach is given by (2.9) and also comes with certain chal-
lenges: the fluid density and viscosity are discontinuous across the fluid inter-
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face, and the surface tension is a singular source term. Various techniques have
been developed to deal with these difficulties, including the immersed boundary
method by Peskin that dates back to 1977 [87] - see [88] for a recent review of
the method. A notable method motivated by Peskin’s approach is the immersed
interface method by LeVeque and Li [60, 61]. Other popular modern methods
that use the ”one-fluid” formulation include the projection-correction method
[111, 116] and the SIMPLE algorithm [21, 50]. Various multiphase/interfacial
flow problems have been successfully simulated by the front tracking method
[113] with a projection-correction flow solver. It appears that previously re-
ported results have been limited to flows with low to intermediate Reynolds
numbers (<100) and small density ratios (<100) [15]. It is thus natural to re-
examine the approach with an aim to make it more robust and applicable to
wider flow regimes. Some revised versions of the project-correction method have
been proposed to improve its capability in handling situations with large density
and viscosity ratios [116]. Recently, Hua and Lou [50] tested a SIMPLE-based
algorithm to solve the incompressible Navier-Stokes equations. Their axisym-
metric simulation results indicate that the newly proposed method can robustly
solve the Navier-Stokes equations with large density ratios up to 1000 and large
viscosity ratios up to 500. Due to its apparent robustness, this solver has been
extended to full 3D and deployed in this study. A detailed description of the
approach follows in Chapter 3.
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Chapter 3
Front Tracking for Two-Phase
Flow: The Method
3.1 Introduction
The historical evolution of the front tracking approach up and its current adap-
tation in this thesis is discussed later on in this introduction. Section 3.2 gives
a detailed description of the treatment of the moving interface, while the solver
for the governing flow equations is the topic of Section 3.3. The implementation
of a moving reference frame is then discussed in Section 3.4, and Section 3.5
presents the relevant boundary conditions. Finally the chapter is concluded by
a summary of the solution algorithm in Section 3.6.
3.1.1 A brief history of the front tracking approach
The idea of front tracking was introduced by Richtmyer and Morton in the 1960s
[94]. Front tracking methods have evolved and been continually improved on
ever since, and several variations of what is referred to as front tracking methods
exist today. Generally these methods solve the flow field on a background grid
23
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and tracks the interface position in a Lagrangian manner by a set of separate
interface markers. These interface markers can be free particles without connec-
tion, or they can be logically connected elements, possibly containing accurate
geometric information about the interface such as area, volume, curvature, de-
formation, etc. The background grid used for solving the flow equations may be
completely fixed and used with the one-fluid formulation, or it may be modified
near the interface for use with the two-fluid formulation.
One early implementation of the front tracking technique was proposed by
pioneer researchers Glimm and his coworkers in the early 1980s [37]. That
variation of front tracking has been developed extensively [38, 35, 36, 99], and
includes their well-established FronTier code, part of which has been made
publicly available [30]. Applications have typically been to hyperbolic systems
such as the Euler equations of compressible gas flow. They represent the front
interface using a set of moving markers and solve the flow field on a separate
background grid. The background grid is modified only near the front to make
background grid points coincide with the front markers of the interface. In this
case, some irregular grids are reconstructed and special finite difference stencils
are created for the flow solver, increasing the complexity of the method and
making it more difficult to implement.
Independently, another front tracking technique was developed by Peskin
and collaborators [34, 87]. In their method, the interface is represented by a
connected set of particles that carry forces, either imposed externally or adjusted
to achieve a specific velocity at the interface. A fixed background grid is kept
unchanged even near the front interface, and the interface forces are distributed
onto the background to solve the ”one-fluid” formulation of the flow equations.
A number of combinations and improvements of these basic approaches have
been proposed to enhance the capabilities in dealing with the sharp, moving in-
Chapter 3. Front Tracking for Two-Phase Flow: The Method 25
terface where complex physical phenomena and processes could occur. One of
the most promising approaches is arguably the front tracking method as pro-
posed by Tryggvason and his collaborators. Its origin can be traced back to the
landmark paper [114] by Unverdi and Tryggvason in 1992. Numerous modifica-
tions and improvements have since been introduced and applied to various two-
and three-dimensional multiphase problems [108, 55, 41, 42, 113, 15, 33, 67, 77,
110]. Dijkhuizen et. al. also very recently published work in this area with
three accompanying papers: one paper described their improved front tracking
method [28], while the two other papers validated their method with particular
focus on the lift [26] and drag [27] forces on single rising bubbles.
Actually, this approach may be viewed as a hybrid method: a fixed back-
ground grid is used to solve the fluid flow just as in traditional front capturing
methods, while a separate interface mesh is used to track the interface position
explicitly in a typical of front tracking manner. The tracked interface carries
information about jumps in the density and the viscosity and also about inter-
facial forces such as surface tension. Fluid properties are then distributed onto
the fixed background grid according to the position of the interface. The surface
tension can be calculated according to the geometry of the interface and is also
distributed onto the background grid in the vicinity of the interface.
Inspired by the Tryggvason approach of dealing with the interface, Hua and
Lou [50] presented a 2D axisymmetric model using a robust SIMPLE-based
solver for the flow equations. They presented extensive simulations and model
validation on a single bubble rising in a quiescent liquid. The comprehensive
simulations showed good results in a wide flow regime with high density and
viscosity ratios, and the algorithm is as such promising in the direct numerical
simulation of multiphase flow. It is indeed this very approach that is the origin
of the method adopted in this thesis.
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3.1.2 Motivation and strengths of current approach
Even though the studies by Hua and Lou [50] showed great promise, they were
unfortunately limited to the 2D axisymmetric model where fluid flows and bub-
ble shapes are assumed to be axisymmetric. Hence, it would be interesting to
investigate the robustness of the proposed numerical approach for multiphase
flow in flow regimes of higher Reynolds and Bond numbers where the bubble
may not be axisymmetric anymore. Therefore, a fully three-dimensional mod-
elling approach is proposed in this study. In addition, other features such as
mesh adaptation, a moving reference frame and parallel processing are intro-
duced to enhance the model capability in simulating the rise of a 3D bubble in
a viscous liquid.
The governing Navier-Stokes equations are solved on a fixed Cartesian grid
with an adaptive block structure, while the interface is represented by a set of
explicitly tracked front markers. These markers form an adaptive triangular
surface mesh that is advected with a velocity interpolated from the surrounding
fluid. An illustration of such a mesh system is shown in Figure 3.1. A single
set of the governing equations is solved in the entire computational domain by
treating the two fluids as one single fluid with variable fluid properties across
the interface - often referred to as the ”one-field” or ”one-fluid” approach. The
interface is assumed to have a given finite thickness (normally about two to
four times the background grid size) so that jumps in the fluid properties across
the surface can be reconstructed smoothly by solving a Poisson equation. A
parallel adaptive mesh refinement (AMR) tool, PARAMESH [70], is integrated
with the modified SIMPLE flow solver, and the governing equations are solved
in a non-inertial moving reference frame attached to the rising bubble.
The AMR feature crucially allows a relatively high-resolution mesh in the
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vicinity of the bubble surface. The non-inertial moving reference frame tech-
nique translates the computational domain with the rising bubble, allowing the
computational domain to be relatively small and always centred around the
bubble. The latter feature is particularly useful for studying the path instabil-
ity of a rising bubble or the interaction of multiple bubbles, which may need
very long simulation periods. For example, it is observed in experiments that
the paths of millimetre-sized air bubbles rising in water normally stabilize after
a rise distance of 50-100 times the initial bubble diameter. If a stationary frame
were applied to simulate this situation, the computational domain would be
huge compared to the domain of interest, and the total number of grid points
could too large even though an AMR feature is adopted. The SIMPLE-based
flow solver avoids solving the pressure equation directly and is shown to be
robust even for large density and viscosity ratios.
In conclusion, this front tracking approach combined with several powerful
features as described above have proven to be a very capable methodology for
simulating the rise of fully three-dimensional bubbles in a viscous liquid. We
now turn our attention to details of its implementation.
3.2 Front tracking as adopted in this study
3.2.1 Overview
When the governing Navier-Stokes equations are solved numerically on a fixed
grid, the values of the density and viscosity on these grid points are required.
Hence the density and viscosity are physically discontinuous across the interface
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Figure 3.1: Simulation of a single bubble rising using the front track-
ing method. Multiple unstructured blocks with Cartesian mesh are
used for the flow solver while the bubble surface is represented by an
unstructured triangular mesh.
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between the two immiscible fluids, and this abrupt jump at grid points adja-
cent to the interface has traditionally caused great problems in many numerical
methods. In Tryggvason et al. [114, 113] a fixed background mesh is adopted
to solve the governing flow equations, and a separate mesh is applied to track
the position of the interface as well as the discontinuities across the front. An
illustration of such a mesh system is shown in Figure 3.1. The discontinuities
across the front are distributed from the front mesh to the background mesh,
and continuous distributions of the fluid properties can be reconstructed on the
fixed background mesh. The singular source term on the interface is distributed
to the background grid similarly, and the governing equations can thus be solved
on the fixed background grid using any preferred numerical approach.
3.2.2 A smooth indicator function
It is a reasonable assumption that each fluid is incompressible, and fluid proper-
ties such as density and viscosity are constant in each fluid phase. Consequently
an important feature of the governing Navier-Stokes Equation (2.18) is that the
material properties density ρ and viscosity µ will be discontinuous across the
bubble interface. A preliminary step in solving Equation (2.18) is therefore to
determine the value of the material properties throughout the fluid domain. Let
b(x, t) represent either the density or viscosity, and let I(x, t) be an indicator
function that is zero in the liquid phase and 1 in the gas phase. We may then
define the material property in terms of the indicator function:
b(x, t) = bL + (bG − bL) · I(x, t) (3.1)
where L and G refer to the liquid and gas phase, respectively. Further let Ω be
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the domain of the gas phase and let Γ be the interface between the two phases.














where n is the outer unit normal vector of the interface. Proceeding by taking
the divergence then yields a Poisson equation for the indicator function:




By solving this equation we can then obtain the distribution of material prop-
erties from Equation (3.1). However, the integrand of Equation (3.4) is discon-
tinuous across the front and therefore poses considerable numerical difficulties.
Using the ideas of Peskin [87], Unverdi and Tryggvason [114] addressed
the sharp jump in fluid properties across the interface in their front tracking
algorithm. They introduced an artificial thickness of the interface inside which
the material properties vary continuously from one fluid to the other. According
to this idea, a distribution function D(x) is introduced to approximate the delta
function δ(x) with the assumption of an artificial thickness of the interface. We
here adopt the traditional Peskin distribution function [87],














if |x| < 2h,
0 otherwise.
(3.5)
Here the artificial thickness is equal to 2h. One may now replace the delta
function in Equation (3.4) with this continuous D(x, t) to obtain




Solving this modified Poisson equation will result in a smooth indicator function
which will be zero in the liquid phase, vary continuously from zero to one in
the artificial thickness region, and be one in the gas phase. Therefore Equation
(3.6) is far more feasible to solve numerically than Equation (3.4).
3.2.3 The surface tension term
In addition to the discontinuity in fluid properties across the bubble interface,
the surface tension is a singular source term that represents another significant
challenge for numerical methods in multiphase flow. From Equation (2.9) we





There are two clear challenges in dealing with this term. Firstly, the delta
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function poses the same problems as mentioned previously, and we will address
this by using the approximate D(x) as defined in Equation (3.5). Secondly, the
curvature κ is defined in terms of second-order derivatives which are challeng-
ing to compute numerically. Therefore an alternative method is used in the
current work to compute the surface tension force Fσ. The bubble interface is
triangulated and represented by N triangles. This allows the net force Fσ to be






where xk is the mass centre of the k-th surface element. The net surface tension
force Fσ,k on the k-th element is then simply calculated as the sum of the surface





The remaining question now is how do we calculate the surface tension force
Fσ,k,i on the i-th edge of the k-th triangle? Based on the quantities defined in
Figure 3.2 we get
Fσ,k,i = σ(tk,i × nk,i,0) (3.10)
Thus we finally obtain the following expression for the surface tension force
term:












Figure 3.2: The surface tension forces (F1, F2 and F3) exerted on
a central surface element (E0) by the neighbouring elements (E1, E2
and E3). Here n1, n2 and n3 represent the normal of element E1,
E2 and E3, respectively, while n1,0, n2,0 and n3,0 is the normal on the
three edges of element E0, respectively. Further, t1, t2 and t3 indicate
the three edge vectors of element E0.
3.2.4 Evolving the interface
With the techniques introduced in the previous sections, the governing equa-
tions can be solved on a fixed background grid to obtain the flow field. An
adaptive, unstructured triangular mesh (front markers) is used to represent the
interface between the two fluid phases. The velocity uΓ(xΓ, t) of these moving
front markers may then be obtained by interpolation from the flow field on the
background mesh. Subsequently, the front mesh points can be advected in a
Lagrangian manner from a position xnΓ at the n-th time step to a position x
n+1
Γ
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at the (n+ 1)-th time step. Thus the front moves with the same velocity as the
surrounding fluid, and the so-called no-slip condition of the interface is satis-
fied. In this thesis, the interpolation is carried out using the same distribution
function as the one used for the transfer of fluid properties to the background




u(x, t)D(x− xΓ)dS. (3.12)
We may now use the front marker velocity obtained in Equation (3.12) to







where ∆t is the chosen time step.
As the front marker points are advected, the mesh size and quality may
consequently change. The resolution of the front mesh has a strong effect on
the information exchange with the fixed background grid, which may eventually
affect the accuracy of the simulation results. Therefore, it is of key importance
that the front mesh has a more or less constant quality and uniform resolution
throughout the duration of the simulation. In this study, the resolution of the
triangular mesh for the 3D surface of the bubble is maintained more or less
uniform through adaptation as the interface evolves.
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3.2.5 Mesh adaptation: The front mesh
As two sets of mesh are applied in the current front tracking method, the res-
olution of both the front mesh and the background mesh near the front plays
an important role in resolving the interfacial physics of the multiphase flow.
From physical principles it is known that fluid particles on the bubble interface
will move downwards along the surface towards the bottom of the bubble as it
rises. In the front tracking simulation, the mesh points on the bubble interface
also move in a similar pattern. As a result, the mesh on the upper part of the
bubble becomes coarser. On the other hand, the mesh at the lower part of the
bubble becomes increasingly dense. The top front mesh in Figure 3.3 shows an
example of a uniform mesh quality at initial time t = 0 before the bubble has
started rising, whereas the bottom left and bottom right front mesh shows the
same bubble after it has risen for a while, without and with mesh adaptation,
respectively. It is obvious from the bottom left front mesh that the accuracy
will be affected when the mesh on the top is too coarse, and that the dense
fine mesh at the bottom of the bubble will consume excessive computing power
without much benefit in accuracy. Thus, the front mesh adaptation as shown in
the bottom right of Figure 3.3 is essential to ensure the accuracy and efficiency
of the simulation. In this aspect, three basic operations are adopted to adapt
the front mesh, namely edge swap, edge split and edge deletion. For long edges,
the edge swap operation as shown in Figure 3.4 (a). This is a simple and easy
operation to improve the mesh quality. In the edge split operation as shown in
Figure 3.4 (b), a new point is generated by surface fitting of the existing neigh-
bouring mesh points. This new point is then inserted into the two associated
meshes, and new and finer triangles are generated to replace the old ones. Thus
edge split is important to refine the front mesh. For the deletion of short edges
as shown in Figure 3.4 (c), the triangles associated with the short edge will be
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Figure 3.3: The front mesh representing a bubble at initial time t = 0
(top) and its evolution at a later time without (bottom left) and with
(bottom right) mesh adaptation.
deleted, and the resulted gap will be sealed through merging the old nodes of
the short edge. Hence, edge deletion is important to coarsen the front mesh.
In addition, consistent checking of the mesh connectivity is also important to
ensure the accuracy in calculating the surface tension.
A note on volume conservation
As discussed in Chapter 2.2.2, the flow inside the gas bubble is assumed to
be incompressible. A consequence of this assumption is that the volume of the
bubble should remain constant throughout the simulations. Above we explained
why it is necessary to adapt the front mesh, and it turns out that this adaptation
may lead to changes in the volume enclosed by the mesh. At each time step any
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Figure 3.4: Basic operations: (a) edge swap, (b) edge split and (c)
edge delete for the triangular mesh adaptation of the bubble surface
mesh. E stands for existing element to be removed and NE for the
new element to be created.
such volume change would be very small, but in simulations involving thousands
of time steps, the accumulated volume change could be significant. To avoid
a potential violation of the incompressibility assumption, volume conservation
has therefore been enforced in a geometric manner by adjusting the position of
the front markers every time the mesh has been adapted.
3.3 The flow solver: Modified SIMPLE
3.3.1 A projection-correction solver
A projection method was used to solve the Navier-Stokes equations in the previ-
ous works of Tryggvason et al. [114]. They used a fixed, regular, staggered grid
and discretized the momentum equations using a second-order central difference
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scheme for the spatial variables and explicit second-order time integration. In
their method, the front is advected first, and followed by density update. Once
the density is updated, the velocity can be computed in the following two steps.
In the first step of the projection scheme, the effects of pressure are ignored in
the momentum equation, and the flow velocity is projected as follows:
ρn+1u∗ − ρnun
∆t
= −∇ · ρnunun +∇ · µn(∇un +∇Tun) + Fst, (3.14)
where u∗ is an intermediate velocity field, ∆t is the time step size, and the
superscripts n and n+1 refer to the current and the next time step, respectively.




With the incompressibility condition (∇ · un+1), the pressure can be obtained
by solving the following nonseparable elliptic Poisson equation:
∇ 1
ρn+1
· ∇p = 1
∆t
∇ · u∗ (3.16)
A number of difficulties have been reported in the literature while solving the
above pressure equation. For example, an artificial boundary condition for the
pressure has to be provided (See [39] and [62]), and a large density ratio may
lead to a problem in convergence [114, 15].
Next we will introduce the well-developed SIMPLE algorithm to solve the
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one-fluid flow equations. Later on in Chapter 7 we shall introduce a relatively
new sequential regularization formulation which is designed to avoid solving the
pressure Poisson equation and thus has a great potential to overcome difficulties
associated with the pressure equation.
3.3.2 A semi-implicit finite volume solver
In order to overcome the difficulties in solving the pressure equation (3.16),
an alternative approach is implemented in the present work. Similar to that
of Tryggvason et al. [114], we also use a fixed, regular, staggered grid, but
discretize the momentum equations using a finite volume approach. As the front
is advected explicitly, the fluid property field and surface tension are updated
subsequently. Then, the coupling between flow velocity and pressure is updated
by solving the momentum equations and continuity equation using SIMPLE
scheme [86] instead of projection method. The simulation process is more robust
even in case of large density ratio because of the semi-implicit solving approach:
ρn+1un+1 − ρnun
∆t
+∇·ρn+1un+1un+1 = ∇pn+1+∇·µn+1(∇un+1+∇Tun+1)+Fn+1st .
(3.17)
Similar to the conventional approach, the above equation can be solved itera-
tively, together with the continuity equation, using the volume flux conserved
SIMPLE algorithm [86]. In a multi-fluid system, due to the density jump over
the interface, the traditional mass flux conservation in the control volume cross-
ing the front interface is not valid. Instead, the volume flux conservation is
adopted here to modify the SIMPLE algorithm. The divergence of velocity field
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over the whole solution domain will be kept at zero, as long as both liquid and
gas can be reasonably treated as incompressible fluids. Based on this assump-
tion, SIMPLE algorithm is used to calculate the correction value of pressure
and velocity after solving the momentum equation as describe in the following.
Discretization







n,p + Sp −B∇P ∗p (3.18)
in which n indicates the neighbouring point surrounding the centre point p,
and the coefficient an,p involves the flow properties of convection, diffusion and
geometrical property of the control volume. Sp refers the source term and B
the coefficient for the pressure gradient term. Details about these coefficients
can be obtained in the work of Patankar [86]. Improved pressure field (P ∗∗p ) and
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Substituting the above equation into Equation (3.18), we have the relationship
about correction velocity (U
′









n,p/ap −B/ap · ∇P
′
p. (3.21)
Applying incompressible fluid condition to the improved velocity field (∇·U∗∗p =
0), the velocity correction (U
′
) should satisfy the following condition:
∇ ·U′ = −∇ ·U∗. (3.22)
By taking divergence to the both sides of Equation (3.21), ignoring the first term
(with high order) on the right hand side of Equation (3.21) and substituting
it into Equation (3.22), the pressure correction can be obtained by solving the
following equation:
∇ · [(B/ap)∇P ′ ] = ∇ ·U∗. (3.23)
Based on the pressure correction, the velocity correction can also be derived
according to Equation (3.21). The updated velocity and pressure are then used
as the guessed field for the next iteration for solving the momentum Equation
(3.18). Such iterations will be repeated until the convergence of both momentum
and continuity equations. Compared with the projection method, the SIMPLE
algorithm avoids directly solving the pressure equation, which enhances the
numerical robustness for the cases with large density/viscosity jumps across the
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two-fluid interface [21].
3.3.3 Mesh adaptation: The background grid
In Section 3.2.5 we studied the resolution of the front mesh. Accordingly, the
resolution of the background mesh also plays an important role in capturing the
flow behaviour particularly so in the vicinity of the interface. If the background
mesh resolution is too low, then the detailed flow dynamics will not be captured
reasonably well, resulting in unreliable and inaccurate simulations. Therefore, it
is desirable to have relatively high-resolution grids, particularly near the inter-
face, while coarse grids may be used away from the interface. This is achieved
in our model by the use of the block-based adaptive mesh refinement (AMR)
tool PARAMESH [70]. In this study, the refining and coarsening of the grid
blocks is based on whether there exists a bubble front within the blocks. An ex-
ample of the block-wise Cartesian mesh refinement generated by PARAMESH
is showed in Figure 3.5. It can be seen that fine background grids are located in
the vicinity of the bubble, while coarser background grids are applied in regions
further away from the bubble front. This feature makes it more efficient to solve
the governing equations and to capture the flow physics near the interface accu-
rately. Another excellent feature of PARAMESH is that all blocks of Cartesian
grid points have the same structure at any level of refinement. Hence, once the
flow solver is developed for one grid block, it can be easily applied to all other
blocks independent of the level of refinement. In addition, the different blocks
can be distributed to different CPUs in an MPI parallel environment, which
speed up the problem solving cycle.
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(a) Refinement level 1
(b) Refinement level 2
(c) Refinement level 3
Figure 3.5: Illustration of the successive refinement levels in
PARAMESH.
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3.4 Moving reference frame
In many applications of multiphase flow it is often desirable to study the long-
term behaviour and evolution of the moving interface between the fluids. In
such applications the front may move a considerable distance, and the study of
the rise path of an air bubble in water is a typical example. The computational
domain must then be correspondingly large to accommodate such extensive
movement. However, in a three-dimensional model with a high-resolution grid, a
large computational domain is computationally very expensive. Computational
cost may therefore limit the domain size and thus also long-time simulations.
To remedy this problem, we have therefore incorporated a moving reference
frame into our numerical algorithm. The idea is to move the reference frame
together with the front such that the front (e.g. a bubble) remains more or less
fixed in the computational domain. The size of the computational domain may
then be chosen independently of the duration of the simulation, and this will in
turn reduce the computational cost significantly. As a result, we may carry out
long-time simulations of moving interface problems which could not have been
done in a stationary reference frame. Figure 3.6 illustrates a moving reference
frame. There, the frame XY stands for a stationary reference frame and the
frame X ′Y ′ for a moving reference frame. The positions of a monitoring point
in the frames XY and X ′Y ′ are represented as xp and x′p, respectively, which
are correlated with the position of the moving reference frame (xm) according
to (3.24). The velocity of the monitoring point P is u(x, t) in the frame XY
and u′(x′, t) in the moving frame X ′Y ′, and the velocity of the moving frame is
um(t). The following correlations can be obtained:
xp = xm + x
′
p (3.24)
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and
u(x, t) = um(t) + u
′(x′, t). (3.25)
Allowing translational, but not rotational, movement of the frame in the present
study, the following is the updated governing flow equations in the moving
reference frame:













κnδ(x′ − x′Γ)dS + (ρ− 1)g.
(3.27)
The moving front will generally be accelerating and so will the moving
reference frame. Thus the frame of reference in which we solve the governing
equations is no longer an inertial frame, and we must therefore modify the
momentum equations to take into account the acceleration of the frame. In
addition, according to (3.25), when the governing equations are solved in a
moving reference frame, the velocity condition on the boundary (x′B) should be
modified as u′(xB, t) = u(xB, t)− um(t).
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Notice the additional term on the left-hand side of the momentum equation
(3.27), dum
dt
, which denotes the acceleration am of the moving reference frame.
We aim to choose am so that the rising bubble remains as fixed as possible
in the moving frame, i.e. ideally the acceleration of the frame is equal to the
acceleration of the bubble. The bubble acceleration is of course unknown, so
we need to approximate this acceleration at each time step. We shall adopt the














Here xjd is the position of the bubble mass centre relative to the moving
frame at time step j, (∆t)n = tn − tn−1, and λ1 and λ2 are appropriate under-
relaxation factors. It was found that λ1 = λ2 = 0.1 gave good results in the
present study.
3.5 Boundary conditions
One aim of the current study is to investigate the dynamics of a single bubble
rising in liquid. This system has been extensively studied experimentally, and
can therefore be used as a good study case to validate the current numerical
modelling algorithm. In experiments, the bubble rises in a liquid tank which
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Figure 3.6: Schematic diagram showing the implementation of a mov-
ing reference frame attached to the rising bubble. Frame XY rep-
resents a stationary frame and Frame X0Y0 a moving frame. P is a
point associated with the bubble surface where the moving frame is
to be attached.
is typically much larger than the bubble size (about 20 bubble diameters) to
minimize the tank wall effect. In the present simulations, the side length of
the cubic simulation domain is selected to be eight times the bubble diameter,
which is large enough to neglect wall containment effects as concluded in the
domain size sensitivity analysis presented in Section 4.2.1. In addition, free
slip boundary conditions are applied on the four vertical walls of the cubic
simulation domain. A pressure inlet boundary condition is applied on the top
of the computational domain. Here the pressure is fixed to be zero, the vertical
velocity component has a zero normal gradient, and the horizontal velocity
components are assumed to be zero. A velocity outflow boundary condition is
applied on the bottom of the simulation domain, where the flow velocity is set to
be the moving speed of the reference frame and zero normal gradient condition is
applied to the pressure. The moving speed for the stationary reference frame is
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set to be zero, while the speed for the moving reference frame can be calculated
according to the method introduced in the previous section.
3.6 Summary: Solution procedure
We may now summarize the main steps in advancing the solution from one time
step to the next as follows:
1. The velocity of the front marker points, unΓ, is calculated through inter-
polation of the fluid velocity field un according to (3.12).
2. The front is advected to its new position xn+1Γ by using the interface
velocity unΓ found in step (1), see (3.13). The front elements are then
subject to examination for adaptation and topological change. Meanwhile,
volume conservation is enforced.
3. The indicator function In+1(xn+1Γ ) is computed based on the interface
position xn+1Γ . This is done by solving the Poisson problem in (3.4) with
the discrete delta distribution from (3.5). Subsequently, the distribution
of the density ρn+1, the viscosity µn+1 and the surface tension Fn+1σ is
updated on the flow solver grid points.
4. We find the velocity field un+1 and the pressure pn+1 by solving the mass
continuity and momentum equations using a modified version of the SIM-
PLE algorithm. Appropriate boundary conditions are applied according
to Section 3.5
5. Repeat steps (1) - (4) to advance the solution to time tn+2.
Chapter 4
Front Tracking for Two-Phase
Flow: Numerical Results
4.1 Introduction
In this chapter we thoroughly test the implementation of the numerical method-
ology presented in Chapter 3 for solving the mathematical model represented by
Equations (3.26) - (3.29). A detailed sensitivity analysis of the computational
set-up is presented in Section 4.2 where the impact of the domain size, mesh
resolution and moving reference frame is scrutinized. Additionally, the validity
of the mathematical model itself is assessed in Section 4.3 through compar-
isons of numerical predictions with available experimental data on gas bubbles
rising in liquids. Data considered include terminal bubble rise velocities and
bubble shapes, and validation results for the common air-water system are also
presented.
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4.2 Sensitivity analysis
A large number of sensitivity studies were carried out to gain insight into how
some key parameters impacts on the numerical solution. These results and
subsequent conclusions will be presented in this section.
4.2.1 Domain size
Extensive experiments have been performed in the past to study the rise and
deformation of single gas bubbles in quiescent liquids. Often these experiments
have been conducted in large containers with a size of at least 20 bubble di-
ameters in each spatial direction to avoid wall containment effects [6]. In this
study, we intend to validate simulation results against such experiments. To
achieve this, the computational domain should also be rather large to avoid
any significant effects caused by the wall confinement. On the other hand, if
the domain is chosen too large, excessive computing time would be required to
complete the simulations. To analyse the influence of the domain size, a num-
ber of numerical tests were run with cubic domain sizes ranging from two to
12 bubble diameters in each of the spatial dimensions. The grid resolution was
kept constant and corresponded to approximately 20 cells inside the bubble in
each direction. All computations were carried out in a moving reference frame.
The terminal rise velocity and the terminal bubble shape were used to assess
the wall confinement effects for various domain sizes. The aim of this particular
sensitivity analysis was to find the smallest possible computational domain in
which wall containment effects have negligible impact on the bubble terminal
velocity and shape.
Figure 4.1 presents the simulation results of the terminal bubble shape and
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the rise velocity using different domain sizes under the conditions of Bo = 243.0,
Ar = 15.24, ρL/ρG = 1000 and µL/µG = 100 (Case A4). There is a notable
change in the terminal bubble shape and rise velocity as the domain size is
increased from two to six bubble diameters. When the domain size is increased
beyond six bubble diameters, no significant change in the simulation results is
observed. Moreover, it is noted that the wall confinement has a strong effect on
the terminal velocity for small domain sizes from two to six bubble diameters.
However, the change in terminal velocity is only around 1% when increasing the
computational domain size from eight to 10 bubble diameters in each spatial
dimension.
Terminal bubble shapes and the rise velocities for different domain sizes were
also studied in a regime with higher rise velocities: Bo = 115.0, Ar = 134.6,
ρL/ρG = 1000 and µL/µG = 100 (Case A5). The results are presented in Figure
4.2, and the trends are similar to those seen for case A4. To the naked eye
there is negligible change in the bubble shapes, though the terminal velocity
does clearly change. The change in velocity is only about 1% when the cubic
domain size goes beyond eight bubble diameters.
Based on these observations for two different flow regimes, we conclude that
a domain size with side length of eight bubble diameters should be sufficient
in our simulations. This conclusion is in good agreement with experimental
results by Krishna et al. [59] who indicate that wall effects on a rising bubble
is negligible when the diameter of the cylindrical liquid container is eight bub-
ble diameters or larger. In addition, our results are consistent with the results
reported in a numerical study of wall effects on gas bubbles rising in liquid by
Mukundakrishnan et al. [81].
Chapter 4. Front Tracking for Two-Phase Flow: Numerical Results 52
(a) Domain size D = 2,
terminal velocity 0.311
(b) Domain size D = 4,
terminal velocity 0.454
(c) Domain size D = 6,
terminal velocity 0.485
(d) Domain size D = 8,
terminal velocity 0.499
(e) Domain size D = 10,
terminal velocity 0.502
(f) Domain size D = 12,
terminal velocity 0.504
Figure 4.1: Sensitivity analysis about the effects of the computational
domain size on terminal bubble shape and terminal rise velocity for
the case A4.
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(a) Domain size D = 2,
terminal velocity 0.354
(b) Domain size D = 4,
terminal velocity 0.592
(c) Domain size D = 6,
terminal velocity 0.623
(d) Domain size D = 8,
terminal velocity 0.666
(e) Domain size D = 10,
terminal velocity 0.658
(f) Domain size D = 12,
terminal velocity 0.650
Figure 4.2: Sensitivity analysis about the effects of the computational
domain size on terminal bubble shape and terminal rise velocity for
the case A5.
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4.2.2 Mesh resolution
In Section 3.3.3 we discussed the importance of having a high-resolution back-
ground grid to ensure that the flow physics is captured accurately, particularly
near the interface. At the same time, higher grid resolution means more grid
points and obviously increased computational demands both in terms of mem-
ory and CPU time. These demands may indeed be significant as we are dealing
with a fully three-dimensional problem, and it is therefore desirable to obtain a
compromise between grid resolution and computational cost. In this section we
therefore carry out a study to find the minimum resolution needed such that
increasing the resolution beyond this does not affect results significantly.
In our methodology, the flow equations are solved on a Cartesian back-
ground grid through the use of PARAMESH [70], a block-based adaptive mesh
refinement tool discussed in Section 3.3.3. The computational domain is di-
vided into a number of blocks in each spatial direction as illustrated in Figure
3.5. Each block consists of a certain number of grid cells in each direction, and
the governing equations are discretized and solved numerically on these grid
cells. For a computational domain of fixed size, there are therefore two ways to
change the grid resolution using PARAMESH: either by changing the number
of blocks, which is determined by the maximum number of refinement levels, or
by changing the number of cells in each block. In this grid sensitivity analysis
we kept the maximum refinement level (blocks) fixed and changed the number
of cells in each block. All simulations were done in a moving, cubic computa-
tional domain with side length equal to eight bubble diameters using equal grid
spacing in each of the spatial directions.
Similar to the sensitivity analysis carried out for the domain size in Section
4.2.1, we again use terminal bubble shape and velocity to assess the computa-
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tional results. The first set of grid sensitivity analysis results can be found in
Figure 4.3 under the conditions of Bo = 243.0, Ar = 15.24, ρL/ρG = 1000 and
µL/µG = 100 (Case A4). It is noted that the terminal bubble velocity is highly
sensitive to the mesh resolution up until 16 cells per bubble in each space direc-
tion. However, increasing the number of cells from 16 to 20 yields less than 1%
change in terminal velocity. The terminal bubble shape also has a very strong
dependence on the grid resolution – especially when the grid resolution is rel-
atively low. In fact, we can even see a slight change in shape when increasing
the number of cells per bubble diameter from 16 to 20. However, increasing the
number of cells per bubble diameter further to 32 does not lead to any visually
detectable change in the bubble shape.
Results from a higher velocity regime are given in Figure 4.4, the conditions
being Bo = 115.0, Ar = 134.6, ρL/ρG = 1000 and µL/µG = 100 (Case A5).
The trends are practically identical to those found in the lower velocity regime:
Increasing the grid resolution beyond 16 cells per bubble in each space direction
gives practically no change in the terminal velocity, while the bubble shape
changes marginally when increasing the number of cells from 16 to 20. No
changes are observed by increasing the number of cells to 32.
Based on the above studies one may conclude that it would be sufficient to
use a resolution of 16 cells per bubble diameter in each space direction for our
simulations of bubbles rising in viscous liquids. However, since minor bubble
shape changes were observed when increasing the resolution to 20 cells, we have
chosen this higher resolution to be the default value for our computations.
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(a) Grid cells per bubble
diameter: 4,
Terminal velocity: 0.457
(b) Grid cells per bubble di-
ameter: 8,
Terminal velocity: 0.425
(c) Grid cells per bubble di-
ameter: 16,
Terminal velocity: 0.494
(d) Grid cells per bubble
diameter: 20,
Terminal velocity: 0.499
(e) Grid cells per bubble
diameter: 32,
Terminal velocity: 0.504
Figure 4.3: Sensitivity analysis about the effects of the background
grid resolution on terminal bubble shape and terminal rise velocity
for the case A4.
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(a) Grid cells per bubble di-
ameter: 4,
Terminal velocity: 0.515
(b) Grid cells per bubble diameter:
8,
Terminal velocity: 0.338
(c) Grid cells per bubble
diameter: 16,
Terminal velocity: 0.663
(d) Grid cells per bubble
diameter: 20,
Terminal velocity: 0.666
(e) Grid cells per bubble di-
ameter: 32,
Terminal velocity: 0.663
Figure 4.4: Sensitivity analysis about the effects of the background
grid resolution on terminal bubble shape and terminal rise velocity
for the case A5.
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4.2.3 Moving reference frame
A moving reference frame (MRF) is introduced in our numerical solution algo-
rithm as detailed in Section 3.4. This was done to enable long-time simulations
of both single bubbles rising and two bubbles interacting, and it is important to
evaluate and verify the accuracy and impact of using a moving as opposed to a
stationary reference frame (SRF). For this purpose, simulation results for Case
A5 obtained in a stationary and in a moving reference frame are compared.
The bubble shapes predicted in both stationary and moving frames at dif-
ferent time steps are shown in Figure 4.5. A closer look at this figure shows
that the differences between the shapes obtained in the two reference frames are
negligible. A comparison of the velocity profiles of bubbles rising in a stationary
and a moving reference frame is shown in Figure 4.6, and they are in reasonable
agreement. Note that the velocity of the moving frame itself has been added
to the bubble rise velocity obtained in the moving reference frame to enable
a direct comparison with the bubble rise velocity in the stationary frame. In
addition to comparing bulk behaviour of rising bubbles, we would also like to
compare the detailed flow patterns around the bubbles. A comparison of the
streamlines predicted in a stationary and a moving frame can be found in Fig-
ure 4.7. Since one frame is at rest and one is moving, comparing streamlines
would only be sensible if we modify the velocity in one of the frames to account
for the different velocities of the frames. Here we have chosen to subtract the
velocity of the moving reference frame from the velocity field computed in the
stationary frame before comparison. It can be seen from Figure 4.7 that an
excellent agreement of the streamline patterns in the stationary and the moving
frame is obtained. Furthermore, pressure distributions around the rising bub-
bles predicted in a stationary and a moving frame are compared in Figure 4.8,
and again the results agree well.
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Figure 4.5: A comparison of the evolution of the predicted bubble
shapes in a stationary (the left-most column) and a moving reference
frame (the two right-most columns) for the case A5.
Based on the various tests and comparisons of different flow characteristics
carried out as described above, we can conclude that the use of a moving refer-
ence frame yields numerical results in reasonable agreement to those obtained
in a stationary reference frame.
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Figure 4.6: A comparison of the transient rise velocity of the bubble
in a stationary and a moving reference frame for the case A5.
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(a) SRF, time t=2 (b) MRF, time t=2
(c) SRF frame,
time t=4
(d) MRF, time t=4
(e) SRF, time t=6 (f) MRF, time t=6
Figure 4.7: Continued on the next page.
Chapter 4. Front Tracking for Two-Phase Flow: Numerical Results 62
(g) SRF frame,
time t=8
(h) MRF, time t=8
(i) SRF frame, time
t=10
(j) MRF, time t=10
Figure 4.7: Comparison of flow streamlines near the bubble at differ-
ent times computed in a stationary and a moving frame for case A5.
To enable a direct comparison, the velocity of the moving frame was
subtracted from the velocity computed in the stationary frame.
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(a) SRF, time t=2 (b) MRF, time t=2
(c) SRF frame, time t=4 (d) MRF, time t=4
(e) SRF, time t=6 (f) MRF, time t=6
Figure 4.8: Continued on the next page.
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(g) SRF frame, time t=8 (h) MRF, time t=8
(i) SRF frame, time t=10 (j) MRF, time t=10
Figure 4.8: Comparison of pressure distributions near the bubble at
different times computed in a stationary and a moving frame for case
A5.
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4.3 Validation
In Section 4.2 we carried out sensitivity analysis and decided on what would be
an adequate size of the computational domain and grid resolution. We also saw
that the use of a moving reference frame gave results as expected. The next
natural step to increase our confidence in the adopted mathematical model and
the numerical method and its implementation would be to compare numerical
results with actual experimental data.
The problem of a single gas bubble rising in a viscous liquid has been widely
used as a typical validation case for the development of new numerical methods
for multiphase flow [21, 115, 116]. Due to numerous experimental and numerical
studies in the past, the physical understanding of the bubble rise behaviour in
liquid has been well-established in some flow regimes, e.g. regimes with lower
Reynolds and Bond numbers [23, 6]. However, due to the complexity of multi-
phase flow physics and the difficulties in both experiments and simulations, the
behaviour of a rising bubble with high Reynolds number is still not understood
well [80, 58]. In this work, we validate our model through comparing computa-
tional results of a single bubble rising with experimental results [6] in aspects of
both bubble shapes and terminal velocities. In addition, we apply the 3D model
to simulate air bubbles rising in water, and we compare the terminal velocities
and shapes of the bubbles predicted in our simulations with experimental data
within a large range of initial bubble diameters: from 0.5 mm to 30 mm. There
have been few numerical studies on this topic except some recent ones [29, 58].
However, since the process of air bubbles rising in water is so common in both
our daily life and industrial applications, a better understanding of this system
is of great importance.
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4.3.1 Rising bubbles: Shapes and terminal velocities
Bhaga and Weber presented experimental data of shapes and terminal velocities
of bubbles rising in viscous liquids in their popular paper from 1981 [6]. They
carried out numerous experiments and correlated the terminal rise velocity to
shape regimes, and we will here compare their results with predictions obtained
by our numerical method.
In Figure 4.9, we compare observed and predicted terminal bubble shapes
for a range of Reynolds and Bond numbers, and the results agree very well.
Table 4.1 shows a comparison of the corresponding terminal rise velocities in
terms of Reynolds numbers, and again there is generally good agreement be-
tween experiments and our numerical predictions.
However, it is noted that the relative deviation in Case A2 is a little bit
high as the numerically predicted Reynolds number is about 20% lower than
that observed in experiments. This deviation may be due to the low rise velocity
where the relative error will be high even for small absolute errors though there
is no change in the simulation accuracy. Another possible reason is that the
hindrance effect due to the limited size of the domain becomes significant at low
Reynolds numbers. Since free slip boundary is applied in the current simulation,
the computation of a single bubble rising corresponds rigorously to the rise of
a homogeneous swarm of bubbles. Sangani [101] calculated the sedimentation
velocity of a swarm of spherical bubbles at low Reynolds numbers for a complete
range of volume fractions. As the cubic simulation domain has a side length
equal to eight bubble diameters (8D), the volume fraction of the bubble swarm
is α = 4/3 ·pi(D/2)3/(8D)3 ≈ 1.023×10−3. In this case α 1, and the velocity
of the bubble swarm is given by Uswarm/Us = 1 − 1.76K+2/3K+1 α1/3, where US is
the velocity of the single bubble, and K = µG/µL. Calculations then yield
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Figure 4.9: Comparison of terminal bubble shapes observed in exper-
iments [6] and predicted by numerical simulations.
Uswarm/Us ≈ 0.88 as K = 0.01 for Case A2. Hence, due to the limited size of
the computational domain, the estimated bubble swarm velocity is about 12%
lower than the velocity of a single free rising bubble. This could explain the
discrepancy observed for Case A2.
In conclusion, the numerical predictions, which cover regimes 1.671 < Ar <
134.6 and 17.7 < Bo < 339, match very well with the experiments presented in
[6].
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Test cases Experimental Re Ar Fr Rec Deviation [%]
A2 0.232 1.671 0.109 0.182 21.49
A3 55.3 79.88 0.686 54.798 0.91
A4 7.77 15.24 0.499 7.605 2.13
A5 94.0 134.6 0.666 89.644 4.63
A7 18.3 30.83 0.576 17.758 2.96
Table 4.1: Comparison of terminal rise velocities found in experiments
[6] and predicted by numerical simulations.
4.3.2 The air-water system
One extremely common system that has proven notoriously challenging to study
both experimentally and numerically is that of air bubbles rising in water. We
here present our results for a wide range of initial bubble diameters and compare
terminal rise velocities with experimental results.
Air bubbles rising in water are common in many industrial processes. Ex-
amples in chemical engineering include bubble columns, loop reactors, agitated
stirred reactors, flotation, and fermentation reactors. For the design of efficient
two-phase reactors, detailed knowledge of bubble sizes and shapes, slip veloc-
ities, internal circulations, swarm behaviours, bubble induced turbulence and
mixing, and bubble size distributions (including coalescence and breakup) is of
fundamental importance. In such industrial applications, bubbles often have
non-spherical and even dynamic shapes as well as asymmetric wake structures.
Extensive experimental studies have been performed to study air bubbles
rising in water, e.g. by Clift et al. [23] and Tomiyama et al. [111]. Their
measurements of the terminal rise velocity of air bubbles in water are presented
in Figure 4.10 as a function of the bubble size. It is found that the measured
terminal velocity vary significantly (bifurcation) when the bubble diameter is
greater than 0.5 mm and smaller than 10 mm. Traditionally this variation has
been explained by the presence of surfactants of varying degree [23], but more
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Figure 4.10: Comparison of the terminal velocity of air bubbles of
different size rising in water predicted in the present simulations and
observed in experiments by Clift et al. [23] and Tomiyama et al. [111].
recently both Wu and Gharib [119] and Tomiyama et al. [111] attributed this
variation to the manner in which the bubbles were initially generated. The issue
continues to be a matter of discussion – refer to Yang et al. [120].
Due to difficulties in measuring the physical properties on the bubble, a fun-
damental understanding of the system of a single bubble rising in high Reynolds
number regimes is not well established. With the recent rapid increase in com-
puting power, numerical simulations of two-phase flows based on continuum
mechanics models with moving free interfaces have become feasible and proved
extremely useful for a better understanding of fundamental processes and phe-
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nomena. However, numerical modelling of the multi-fluid system of air bubbles
rising in water is still quite challenging due to the large density ratio of water to
air, the low liquid viscosity of water, high Reynolds numbers, and large bubble
deformations. Koebe et al. [58] started early trials of 3D direct numerical sim-
ulation of air bubbles rising in water at high Reynolds number using a volume
of fluid (VOF) method. They studied bubbles with diameters from 0.5 to 15
mm, and their numerical predictions on the terminal rise velocity of the bubbles
agree reasonably with experimental data. However, they introduced some initial
white noise in the simulations, which may introduce non-physical perturbations
to the simulation system. The recent work by Dijkhuizen et al. [29] reported
their trial on simulation of single air bubbles rising in initially quiescent pure
water using both a 3D front tracking method and a 2D VOF method for bub-
ble diameters ranging from 1 to 8 mm. The calculated terminal rise velocities
by the 3D front tracking method are quite close to the experimental observa-
tions by Tomiyama et al. [111], but they over-predicted the velocity for bubble
diameters larger than 3 mm.
In this thesis, we use the front tracking method with features of mesh adap-
tation and moving reference frame, allowing a finer mesh in the region of the
bubble surface. Consequently, better accuracy is obtained in the current simu-
lations. We simulate a single air bubble rising in initially quiescent pure water
with bubble diameters ranging from 0.5 to 30 mm. The numerically predicted
rise velocities of the bubbles agree well with the upper bound of the experimen-
tal measurements by Tomiyama et al. [111] within the whole range of different
bubble sizes as shown in Figure 4.10. The variation of terminal shapes for ris-
ing bubbles with initial bubble diameters ranging from 0.5 to 30 mm is shown
in Figure 4.11, and the results are in reasonable agreement with experimental
observations [23]. When the bubble diameter is in the range from 2.0 to 10
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Figure 4.11: Numerically predicted terminal shapes of air bubbles
rising in water for bubble diameters ranging from 0.5 to 30 mm. The
points A to L correspond to the bubble size of 0.5, 0.7, 1.0, 1.5, 2.0,
2.5, 3.0, 4.0, 7.0, 10.0, 20.0 and 30.0 mm, respectively.
mm, simulation results predict an oscillation of the bubble rise velocity and the
bubble shape. The terminal bubble rise velocity is therefore calculated through
averaging the instantaneous rise velocity over a period of time. Since we assume
the initial bubble shape to be spherical and the surface tension coefficient to
be constant, the bifurcation of the bubble rise velocity is not revealed in the
current simulation. However, this is an interesting topic to be explored in the
future.
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Chapter 5
Path Instability of Rising
Bubbles
5.1 Introduction
It is a well-known fact that gas bubbles rising in still liquids do not gener-
ally rise along a rectilinear path - they may follow a zigzag or spiral trajec-
tory. In Prosperetti’s delightful paper ”Bubbles” [92] from 2004, the author
refers to this rise behaviour as Leonardo’s paradox. This is to acknowledge that
Leonardo da Vinci’s (1452 – 1519) observations and comments on this fasci-
nating phenomenon may have been the first ones of a scientific nature. An
in-depth review of studies on the path instability of rising bubbles was given
by Magnaudet and Eames in 2000 [71]. They concluded that despite extensive
theoretical [98, 43, 75], experimental [4, 66, 31, 69] and, to a certain extent,
numerical [97, 7, 54] investigations in the area, the understanding of Leonardo’s
paradox is not satisfactory. They attributed the reasons for this short-coming
to the possible complex interactions between the following phenomena:
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1. Surfactants. Experiments have shown that impurities in the liquid can
have dramatic impact on the flow dynamics, but it is difficult to measure
or characterize the degree of surfactants.
2. Shape oscillations. For certain bubble sizes, their shapes have been ob-
served to oscillate periodically, influencing the rise behaviour.
3. Wake instabilities. It is not well-understood how the complex wake struc-
tures and vortex shedding influences the rise path and vice-versa.
Efforts to gain further insight into Leonardo’s paradox are ongoing, and
significant progress has been made since the review paper of Magnaudet and
Eames in year 2000. Recent experimental contributions include [32, 25, 78, 119,
80, 117], and numerical investigations are also becoming increasingly impor-
tant. Indeed, the main purpose of this Chapter is to apply our front tracking
methodology to reproduce Leonardo’s paradox and to shed some light on the
mechanisms behind it - see Section 5.2.2. However, we first review other direct
numerical simulation attempts on bubble path instability in Section 5.2.1.
5.2 Numerical simulation of bubble path insta-
bility
5.2.1 Review of existing numerical results
The purpose of this Section is to provide an overview of literature presenting
direct numerical simulation results for path instability of gas bubbles rising in
liquids.
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In 1989 Meiron [75] presented numerical results for bubbles rising in an ax-
isymmetric inviscid flow. A stability analysis was carried out similar to what
was done by Hartunian and Sears [43] in 1957. Meiron’s main conclusion was
that the interaction between hydrodynamic pressure forces and surface tension
alone does not lead to linear instability of the bubble path; a conclusion con-
tradicting the previous findings of Hartunian and Sears.
A common assumption in past numerical investigations is that the rising
bubble has a fixed spherical shape, even though it is well-known that bubble de-
formation usually becomes important for increasing Reynolds numbers. Blanco
and Magnaudet [7] (1995) relaxed the assumption of a fixed spherical shape
and allowed for a fixed oblate ellipsoidal shape, a shape more appropriate to for
example millimetric air bubbles in water. However, the fixed shape assumption
remained, and, like Meiron, their investigations also assumed axisymmetry.
In 2002 Mougin and Magnaudet [78, 79] then solved the unsteady three-
dimensional Navier-Stokes equations in a fluid domain surrounding a fixed-shape
spheroidal bubble. They coupled these fluid equations with force and torque
balances that determine the motion of the bubble to see if such a system would
be sufficient to reproduce path instability. For certain values of the control
parameters, results did indeed show both zigzagging and spiralling bubbles, in-
dicating that small-scale bubble deformation is not necessary for path instability
to occur.
A similar system was studied extensively by Jenny and co-workers [53]
(2004), though they studied a sphere, both falling and rising, rather than a
spheroid. Detailed numerical results were presented for the instability patterns
of the sphere, with particular focus on the transition between different flow
regimes in terms of density ratios and Galileo numbers.
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In 2006 Mougin and Magnaudet [80] published an in-depth analysis of the
forces and torques acting on a bubble as it rises. These results were based on
processing the numerical results previously obtained in 2002 [78, 79], and they
make observations on the influence of the wake and draw conclusions on what
forces are important in determining the bubble path. A year later, Magnaudet
and Mougin then presented further numerical results [72], this time considering
the simpler system of unsteady three-dimensional flow around a fixed, oblate
spheroidal bubble. A sensitivity analysis of the bubble aspect ratio was carried
out, and a threshold value at which the flow becomes unstable was identified.
Further analysis of the relationship between the wake structure and flow insta-
bility was also carried out.
In a recent paper [93], Rabha and Buwa presented fully three-dimensional
results for air bubbles rising in both water (low viscosity) and a water-glycerol
solution (high viscosity) using a VOF method. There was no assumption about
a fixed-shape bubble as in previous studies by Mougin, Magnaudet and Jenny.
However, the authors did not use adaptive grid refinement nor a moving refer-
ence frame, and due to computational constraints they therefore had to impose
a velocity field rather than letting the bubbles rise freely due to buoyancy.
5.2.2 Our numerical results
The review above illustrates how direct numerical simulation methods have been
contributing to an improved understanding of Leonardo’s paradox. However,
the review also reveals that one or more of the following simplifying assumptions
have traditionally been enforced in DNS studies:
• Inviscid flow: Inviscid theory does not predict path instability and is
therefore not an apt assumption in this context.
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• Axisymmetric flow: For increasing Reynolds number, the axisymmetric
wake breaks up and fully three-dimensional computations are needed.
• Fixed-shape bubbles: In reality the shape of the bubble evolves, and in
certain flow regimes the shape will oscillate. Such oscillations, in particu-
lar, are important for the overall movement of the bubble and cannot be
ignored if a realistic bubble path is to be predicted.
In this Section we have applied our front tracking methodology to simu-
late the rise behaviour of a single, initially stationary and spherical bubble in
a quiescent viscous liquid without any of the above simplifying assumptions.
The aim is to demonstrate the capabilities of the current simulation algorithm
by reproducing path instability, and we also make some observations on the
relationship between rise patterns and associated wake structures.
A zigzag path
Figure 5.1 shows that the numerically predicted rise path of the bubble is a
zigzag when the simulation parameters are set to be Bo = 10.0, Ar = 1000,
ρL
ρG
= 1000 and µL
µG
= 100. A 3D view of the trajectory of the bubble mass centre
is shown in Figure 5.1a. It clearly illustrates that the bubble moves laterally
as it starts rising. When the velocity of the bubble becomes high enough, the
bubble starts following a zigzag path. A projection of the trajectory into the
XY -plane is shown in Figure 5.1b, revealing that the zigzag path lies almost
entirely in one single vertical plane.
The mechanism of the bubble rising behaviour is closely related to the wake
structure created by the rising bubble. A careful study of the wake structure of
the rising bubble is illustrated in Figure 5.2, which shows the flow stream line
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path around the bubble and a pressure contour in the bubble wake. When the
rise velocity is low, a bubble wake with symmetric, closed recirculation rings is
formed, and a low pressure zone is generated at the recirculation centre as shown
in Figure 5.2a. As the rise velocity increases, the flow instability is amplified
and the bubble wake starts detaching from one side of the bubble bottom as
shown in Figure 5.2b. Due to the asymmetric wake structure, the drag and lift
forces acting on the bubble will now also become unbalanced, and the bubble
is tilted as shown in Figure 5.2b. As the bubble speed increases further, the
bubble wake becomes more asymmetric and the bubble tilting becomes more
pronounced. As a result, the recirculation ring of the bubble wake is fully
broken on one side as shown in Figure 5.2c, whereas the opposite end of the
recirculation ring starts attaching itself to one bottom side of the oblate bubble
as shown in Figure 5.2d. Consequently, two open recirculation rings attached to
one side of the bubble bottom are finally formed, resulting in tilting and lateral
movement of the bubble. The lateral movement makes the open recirculation
rings in the bubble wake switch from one side to the other side of the bubble
bottom as shown in Figures 5.2e and 5.2f. This oscillation of the two open wake
recirculation rings from one side of the bubble bottom to the other causes the
bubble to rise on a zigzag path.
A spiral path
The parameters that produced a zigzagging bubble rise path were Bo = 10.0,
Ar = 1000, ρL
ρG
= 1000 and µL
µG
= 100. Increasing the Bond number to Bo = 32.0
and the Archimedes number to Ar = 1400, the numerical predictions now show
a spiral pattern for the bubble rise path as pictured in Figure 5.3. A 3D view
of the trajectory of the mass centre of the bubble is shown in Figure 5.3a, and
it clearly reveals that the bubble starts rising in a spiral with increasing radius
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(a) A 3D view (b) A 2D view from above
Figure 5.1: The trajectory of the mass centre of a bubble rising on a
zigzag path.
until an almost constant radius is eventually obtained. The top view of the
bubble rise trajectory shown in Figure 5.3b indeed confirms an almost constant
spiral radius as the bubble rises. A careful study of the bubble wake structure is
shown in Figure 5.4. It is found that the wake structure for a spiralling bubble
is totally different from the one observed for a zigzagging bubble. For the
spiralling bubble, only one single strong, open recirculation ring is attached to
one side of bubble bottom, with the point of attachment being the lowest point
of the bubble. This might be due to the higher deformability of the spiralling
bubble given the higher Bond number. The point of attachment of the open
recirculation ring moves along the bottom side edge of the oblate bubble and
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(a) (b) (c)
(d) (e) (f)
Figure 5.2: Variations of the bubble wake structure for a bubble rising
on a zigzag path.
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(a) A 3D view (b) A 2D view from above
Figure 5.3: The trajectory of the mass centre of a bubble rising on a
spiral path.
(a) (b)
Figure 5.4: Variations of the bubble wake structure for a bubble rising
on a spiral path.
Chapter 5. Path Instability of Rising Bubbles 82




The problem of a single bubble rising in a viscous liquid is an ideal case for
numerical model validation as illustrated in Chapters 4 and 5. However, the
final goal when developing a numerical model for multiphase flow is not just
investigating the flow behaviour of single bubbles rising in viscous liquids, but
also investigating multi-fluid systems with multiple bubbles. With the confi-
dence from validating the current model for a single bubble rising in a viscous
liquid, we therefore extend the model in this Chapter to explore the complex
interaction between two bubbles rising in a liquid.
Some background information on bubble-bubble interaction is presented in
Section 6.1.1. A review of existing numerical simulation results of this phe-
nomenon is then given in Section 6.2.1, and this Chapter is then concluded by
presenting our own numerical results in Section 6.2.2.
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6.1.1 Background and motivation
In the Introduction of this thesis we mentioned how numerous bubbly flows
are both in nature and in engineering and industrial applications. For this
reason such flows have been and still are of great interest to both academics and
engineers. Several experiments focussing on the interaction of multiple bubbles
have been carried out and include work by Brereton and Korotney [13], Manga
and Stone [73], Katz and Meneveau [57], Maxworthy and coworkers [74], and
more recently by Sanada et. al. [100]. The work of such experimentalists have
undoubtedly helped improve our knowledge and understanding of the complex
dynamics of interacting bubbles. Yet many questions remain unanswered, and
direct numerical simulation methods are increasingly contributing to answering
these questions as will become apparent in the following Section. Key issues
of interest often include bubble deformation, bouncing, coalescence, and rise
velocities.
6.2 Numerical simulations of bubble-bubble in-
teraction
6.2.1 Review of existing numerical results
The dynamics of a single gas bubble rising in a viscous liquid is fairly well-
understood, though it is only recently that improved experimental techniques
as well as DNS have helped in gaining more extensive insight into Leonardo’s
paradox as presented in Chapter 5. Moving on from the study of a single bubble
rising, the next natural step is to investigate two bubbles rising and the complex
interaction behaviour that consequently may occur. Several DNS studies have
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been carried out in this respect over the past fifteen years, and some of these
will be briefly reviewed below. It will become evident that a range of different
numerical methods have been applied to study bubble-bubble interaction.
Early three-dimensional simulations of two interacting bubbles were pre-
sented by Unverdi and Tryggvason [114] through the use of their front tracking
method. The density and viscosity ratios considered were very modest, but the
results were nevertheless impressive at the time (1992).
Chen and coworkers later investigated bubble-bubble interactions by us-
ing a modified VOF method taking surface tension into account and using a
SIMPLE method for the velocity-pressure coupling [19, 20]. The focus was on
the interaction between two equally sized bubbles rising in line, with Reynolds
numbers from 10 to 100 and Bond numbers from 5 to 50. They concluded
that the bubbles are more likely to merge for high-viscosity liquids and that a
jet form behind the leading bubble in low-viscosity liquids, preventing bubble
coalescence. Axisymmetry was assumed in these calculations.
The axisymmetric assumption was later relaxed in numerical computations
carried out by Koebe [58], also using a VOF approach. Two air bubble pairs
of sizes 6 mm and 8 mm rising in water were simulated, mainly for illustra-
tion purposes as the runs presented were limited and no conclusions about the
bubble-bubble interaction dynamics were drawn. Initial white noise was added
to the simulations to induce asymmetric rise behaviour. However, for large
enough bubbles such asymmetry should be revealed by the numerical computa-
tions themselves without the need for artificial disturbances if the bubbles are
allowed to rise for a long enough time period.
A different approach to simulating a rising pair of gas bubbles in viscous liq-
uid was taken by Smolianski et. al. [106] as they applied a finite element method
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combined with the level set method to carry out two-dimensional computations.
The coalescence of two bubbles rising in line were studied for a range of different
shape regimes and reasonable agreement was found with experiments and other
numerical results. However, the computations were limited by assuming two
dimensions, and results for high density and viscosity ratios typical of e.g. the
air-water system were not presented.
Around the same time, Watanabe and Sanada presented their axisymmet-
ric numerical results on the in-line motion of a pair of rising bubbles [118].
Like Smolianski et. al. they also used a finite-element method, but they did
not couple it with the level set method. Rather, they applied a deforming-
spatial-domain/space-time approach to handle the moving and deforming bub-
bles. Their main focus was on investigating whether there exists an equilibrium
distance between two bubbles rising in-line, and both experimental and numer-
ical evidence of such an (unstable) equilibrium was presented.
Yet another computational approach was taken by Cheng et. al. [22] as
they introduced a fully three-dimensional lattice Boltzmann method (LBM)
to simulate the interaction of two gas bubbles rising in liquid. The LBM is
interesting in that it is fundamentally different to the above methods as it
solves single particle distributions rather than the macroscopic Navier-Stokes
equations. In-line and oblique coalescence of bubbles of equal and un-equal size
was considered for a wide range of liquid-gas density ratios, and observations
were found to agree well with experimental data.
6.2.2 Our numerical results
One of the disadvantages most commonly mentioned about the front track-
ing method is that it does not handle topological change of the interface such
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as bubble coalescence and break up in a ’natural manner’ as for example the
VOF method does. On the other hand, the improved accuracy of the interface
handling offered by front tracking count in its favour and has motivated sev-
eral studies applying front tracking to simulate bubbles undergoing topological
change, even in three space dimensions, e.g. [114, 105].
In the present study, three-dimensional bubble coalescence is also modelled.
The coalescence process is simplified and based purely on geometric criteria
rather than criteria related to the complex interface physics. This means that
coalescence occurs when nodes on the two bubble surfaces get close enough,
e.g. less than one fifth of the average triangle side length in the surface mesh.
The associated topological change and volume conservation is also dealt with
in a geometric manner. A similar modelling strategy can also been found in the
work by Shin and Juric [105]. In the following we will present two simulations
of the interaction of two initially spherical bubbles rising in a quiescent liquid
due to buoyancy.
Bubble-bubble interaction case I
Figure 6.1 shows the interaction of two initially spherical bubbles rising in a
quiescent liquid due to buoyancy. Let D represent the effective diameter of the
big bubble, and the diameter of the small bubble is half that of the big bubble.
The smaller bubble is initially located 2.5D above the big bubble in vertical
direction, and 0.5D axis-off from the big bubble in the horizontal direction of
Y . The flow conditions are Bo = 115.0 and Ar = 134.6 for the big bubble, while
Bo = 28.75 and Ar = 47.6 for the smaller bubble. The density and viscosity
ratios are ρL
ρG
= 1181 and µL
µG
= 5000, respectively, for both bubbles. Figure
6.1 shows the temporal bubble shape evolution of two ring bubbles. As the big
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bubble has a higher rise velocity, it catches up with and approaches the small
bubble. When they are close enough, the trailing big bubble is significantly
affected by the low-pressure zone in the wake of the leading small bubble. The
trailing bubble therefore undergoes large deformations and moves towards the
bottom wake zone of the leading bubble as shown in Figure 6.1c. Finally,
the trailing big bubble merges with the leading smaller bubble, and a toroidal
bubble ring as shown in Figure 6.1e is formed. In addition, Figure 6.2 shows the
temporal variation of the position of the bubbles in both vertical and horizontal
directions. It can be seen from Figure 6.2a that the trailing big bubble has a
higher rise speed than the small leading bubble. The interesting finding is that
when the two bubbles are close enough, then the rise speed of both bubbles
increases significantly. After the coalescence of the two bubbles, the resulting
merged bubble represents the familiar situation of a single bubble rising in
a liquid. The lateral movement of the trailing bubble caused by the leading
bubble can be seen in Figure 6.2b. Even though the leading bubble initially
moves slightly away from the trailing bubble laterally, this distance is quite
small. However, the trailing bubble, despite its big size, is significantly affected
by the leading bubble and moves towards it.
Bubble-bubble interaction case II
In the second simulation, we still let D be the effective diameter of the bigger
bubble, while the diameter of the smaller bubble remains half that of the bigger
bubble. The smaller bubble is initially located 2.5D above the bigger bubble in
vertical direction just like in case I, but the horizontal centre-off position from
the big bubble in the direction of Y is now increased from 0.5D to 1.0D. The
flow conditions for the bigger bubble are Ar = 15.24 and Bo = 243.0, while
Chapter 6. Bubble-bubble Interaction 89
(a) t=2 (b) t=4
(c) t=6 (d) t=8
(e) t=10
Figure 6.1: The interaction of two initially spherical bubbles rising
due to buoyancy.
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(a) (b)
Figure 6.2: Numerical predictions of (a) the vertical position and (b)
the lateral position of the rising bubbles before and after coalescence.
the smaller bubble has Ar = 5.38 and Bo = 60.75. The density and viscosity
ratios remain the same as in case I (i.e. ρL
ρG
= 1181 and µL
µG
= 5000). Figure 6.3
shows the temporal evolution of the two rising bubbles. In this case the initial
horizontal off-set between the bubbles is larger than in the previous case, and as
a result the bigger bubble now actually overtakes the smaller one. It can be seen
from Figures 6.3 and 6.4b that the leading bubble first starts moving laterally
away from the trailing bubble, whereas the trailing bubble then starts moving
towards the leading bubble before the overtaking occurs (t = 4.0, t = 6.0,
t = 8.0). After the bigger bubble has overtaken the smaller one, the smaller
bubble is significantly affected by the wake of the bigger bubble. In fact, the
smaller bubble is attracted to the wake of the bigger bubble, resulting in a
highly deformed and elongated bubble shape as shown in Figure 6.3 (t = 12.0,
t = 14.0, t = 16.0). It is also noticed from Figure 6.4a that the smaller bubble
is accelerated and rises fast in the wake of the bigger bubble, and eventually
it catches up and merges with the bigger bubble as is also shown in Figure 6.3
(t = 18.0, t = 20.0, t = 22.0). On the contrary to case I, the smaller trailing
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(a) t=2 (b) t=4 (c) t=6
(d) t=8 (e) t=10 (f) t=12
Figure 6.3: The interaction of two initially spherical bubbles rising
due to buoyancy.
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(g) t=14 (h) t=16 (i) t=18
(j) t=20 (k) t=22 (l) t=24
Figure 6.3: (cont.) The interaction of two initially spherical bubbles
rising due to buoyancy.
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(a) (b)
Figure 6.4: Numerical predictions of (a) the vertical position and (b)
the lateral position of the rising bubbles before and after coalescence.
bubble in this case has little or no effect on the rising speed of the bigger bubble.
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Chapter 7
A Sequential Regularization
Method for Two-phase Flow
7.1 Introduction
In this Chapter we explore the possibility of applying a sequential regularization
formulation based flow solver to our front tracking methodology as presented in
Chapter 3. The aim of developing such a method is two-fold: obtaining a more
efficient flow solver which avoids solving the pressure equation and difficulties
associated with it, as well as investigating the feasibility of applying sequential
regularization methods to multiphase flows in its own right.
Background information and motivation of the proposed approach follows
in Section 7.1.1, while a detailed description of the new scheme and its two
main constituents are given in Section 7.2 for two space dimensions. Numerical
results obtained using the new method then conclude this Chapter in Section
7.3.
95
Chapter 7. A Sequential Regularization Method for Two-phase Flow 96
7.1.1 Background and motivation
More efficient flow solver
The overall solution algorithm proposed in this thesis is summarized in Section
3.6. In that summary, three out of the five steps is concerned with handling the
front representing the interface between the gas and the liquid. However, it is
step four, namely solving the governing flow equations, that is by far the most
expensive step in the entire algorithm. To improve the efficiency of our method
it is therefore natural to examine whether this step can be carried out in an
alternative manner. Indeed, numerous solution methods have been proposed
in the literature that could possibly be adapted in step four. However, unlike
some other methods, the SIMPLE method has proven to be a robust solver even
for large density and viscosity ratios - a crucial property in our context of two-
phase flow. We would therefore like to retain this robustness of SIMPLE but at
the same time somehow reduce the overall computational cost. One approach
that have given rise to many methods is to perform an initial reformulation
and/or regularization of the governing equations with the aim of obtaining an
alternative formulation that is hopefully better posed and easier to solve than
the original formulation. It is indeed such an approach we shall explore here -
namely a sequential regularization method (SRM).
SRM in a new context
Sequential regularization methods were first introduced for differential-algebraic
equations (DAEs), a special case of which is simply ordinary differential equa-
tions with equality constraints. See for example [12, 40] for more details. One
particular SRM to solve DAEs was proposed by Ascher and Lin [3, 2], and Lin
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later extended this approach to partial differential-algebraic equations (PDAEs)
[62]. Specifically, the SRM was applied to the incompressible Navier-Stokes
equations for single phase flow. Lin and coworkers developed the method fur-
ther in the Navier-Stokes context: a discussion on the method itself can be
found in [64] where a fully explicit method was introduced. The application of
SRM in a finite element context was then given in [63], while further numerical
analysis of the method was presented in [68]. An application to a long time
solution of the Navier-Stokes equations was also given in [65].
All of the above work considered single phase flow. We here extend the
SRM to apply to two-phase flow using the one-fluid formulation as introduced
in Section 2.2.2. We remember that the density and viscosity now is discon-
tinuous across fluid interfaces and that there is also a singular source term on
the interface due to surface tension. For this system we obtain the following
formulation for the SRM: Let p0(x, t) be an initial guess for the pressure and
α1, α2 ≥ 0. For s = 1, 2, ..., solve the system
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(7.2)
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7.2 A SIMPLE-SR method in two dimensions
Our development and assessment of a combined SIMPLE-SR scheme shall for
simplicity be carried out in two space dimensions. However, the extension to a
three-dimensional method is in principle straight forward.
Governing equations in component form
First we introduce notation applicable to the two-dimensional setting. Let u and
v be the velocity components of the flow field in x- and y-direction, respectively,
ρ the fluid density, p the pressure, µ the fluid viscosity, ρl the density of the
liquid, gx and gy the gravitational components, and Sx and Sy the components
of the source term. Note that in the case of two-phase flow, surface tension
will be taken into account and consequently the sources will include a singular
surface term.
The vector formulation of the flow equations as given by Equation (2.9)
































Now note that the continuity equation (2.4) reads as follows in the two-dimensional
case:










From this we observe that the three last terms of Equation (7.4) are the con-































A corresponding identity can be shown for the momentum equation in y-direction,
and in component form we thus have the following three simultaneous equations













































































+ Sy + (ρ− ρl)gy. (7.10)
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7.2.1 The SIMPLE algorithm in 2D
Equations (7.8) - (7.10) have been solved previously in this work by using the
SIMPLE algorithm. This is a finite volume method where the velocity and
the pressure are calculated at staggered grid points. Equations (7.9) and (7.10)
above may be re-expressed such that the terms that are treated implicitly appear





























































































+ Sy + (ρ− ρl)gy. (7.12)
The SIMPLE method for solving Equations (7.8), (7.11) and (7.12) is then:
1. Guess the initial pressure distribution p∗.
2. Solve a discrete form of the momentum equations (7.11) and (7.12) to
obtain an intermediate velocity field, u∗ and v∗. Note that when solving
for u∗, then v∗ is treated as known (e.g. value from previous time step),
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so the momentum equations are de-coupled. When solving for v∗, then u∗
is treated as known (the one calculated previously).
3. Solve a pressure-correction equation to obtain the corrected pressure p.
4. Evaluate the corrected velocity field u and v.
5. Treat the corrected pressure p as a new guessed pressure p∗ and repeat
the whole procedure until a converged solution is obtained.
6. After having obtained a converged solution, all the coefficients will be
updated. Repeat Steps 1 - 5 to march to the next time step.
Numerical results indicate that the above algorithm is quite robust. How-
ever, there is still difficulty in dealing with the pressure-correction equation in
step 3 (e.g. artificial boundary condition for the pressure), and the number
of iterations required in Step 5 for convergence is usually quite high, making
the algorithm computationally expensive. Seeking a more efficient method, we
would like to investigate the feasibility of combining the sequential regularization
approach with the SIMPLE algorithm.
7.2.2 The sequential regularization method in 2D
The vector Equations (7.1) and (7.2) can be re-expressed in component form in

















= −(ps − ps−1), (7.13)


























































































































Note that the subscript s refers to the number of the iteration of the sequential
regularization.
7.2.3 Combining SIMPLE and SRM
The sequential regularization formulation (7.13) - (7.15) brings in some addi-






























































































The SIMPLE algorithm described in Section 7.2.1 solves Equations (7.8) -
(7.10). The idea is to modify the algorithm using the SR formulation as stated
in Equations (7.13) - (7.15), that is, Step 3 of the algorithm may be removed and
the pressure updating in Step 5 may be done using Equation (7.13). Thus the
modified algorithm avoids solving the pressure-correction equation, and from
the theory of the SR formulation the computation of the pressure may be more
stable if α1 6= 0. The details for this modification will be presented in Section
7.2.4 as we first present the main steps of the SIMPLE-SR algorithm:
SIMPLE-SR algorithm
Notation: Subscript s refers to the number of the iteration of the sequential
regularization, while superscript n refers to the time step.
1. Make an initial guess for the pressure at all time steps: pn0 , n = 1, 2, 3, 4, ....
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1 for all s since the initial velocity field is














3. The first time step:
Calculate u11 and v
1
1 by solving the momentum equations (7.14) and (7.15)
that are modified for sequential regularization. The pressure used in the




0. Similarly, one may find u
1
s
and v1s by using the pressure p
0
s−1 in the momentum equations.

























4. The n-th time step:




s−1 ) using the modified SIMPLE algorithm with
the pressure already obtained in the previous step, for s = 1, 2, 3, 4, ....

























5. Advance the solution in time by repeating the previous step as many times
as required.
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7.2.4 A special case
Note that the additional terms in (7.16) and (7.17) include terms with mixed
space-time derivatives of the third-order if α1 6= 0. For simplicity, we therefore
here suggest to consider the special case when α1 = 0. The additional terms
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, will be treated explicitly, while the remain-








, will be treated implicitly. Collecting all the
implicit terms on the left and the explicit terms on the right, Equations (7.26)














































































































If we compare the sequential regularization momentum equations (7.28) and
(7.29) with the original momentum equations (7.11) and (7.12), we see a striking
resemblance. This means that the original SIMPLE solver can be deployed to
solve the momentum equations in the sequential regularization formulation by
merely changing the value of some coefficients.
We repeat the solution algorithm in this special case:
1. Make an initial guess for the pressure at all time steps: pn0 , n = 1, 2, 3, 4, ....
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1 for all s since the initial velocity field is














3. The first time step:
Calculate u11 and v
1
1 by solving the momentum equations (7.28) and (7.29)
that are modified for sequential regularization. We apply the modified
SIMPLE algorithm as described above where one of the additional terms
due to SR are incorporated in the source term and the other is treated
implicitly. The pressure used in the momentum equations to find u11 and
v11 is p
0





















4. The n-th time step:




s−1 ) using the modified SIMPLE algorithm, for
s = 1, 2, 3, 4, ....













5. Advance the solution in time by repeating the previous step as many times
as required.
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7.3 Numerical results
There are several numerical parameters involved in the SR method, and in this
section we present results from a detailed sensitivity analysis of a selection of
these parameters. We then draw some conclusions and recommendations for
values with respect to the parameters of interest.
7.3.1 Parameters of interest
When applying sequential regularization (SR) in combination with an iterative
solver for the momentum equations, there are a number of parameters related
to the solution process. Parameters controlling the SR include the number of
relaxation steps M at each time step and the penalty constant , while the
number of iterations N regulates the solver for the momentum equations. We
will in the following study what impact variations of these parameters have on
the computed results of a single bubble rising.
Bubbles in two different flow regimes will be considered: regime A, which is
in the regime of spherical bubbles, and regime B, which is in the skirted bubble
regime. Further details on the physical properties of the liquid and gas bubble
in these two regimes may be found in Table 7.1. Furthermore, a range of rele-
vant parameters kept constant in all simulations are listed in Table 7.2. Eleven
different cases with a variation of certain parameters where run for both regime
A and regime B - see Table 7.3 for details.
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Table 7.1: Physical parameters for two different bubble regimes
Computational domain: [0, 8]× [0, 4]
Grid cells in x-direction: 200
Grid cells in y-direction: 100
Grid size ∆x = ∆y: 0.04
Time step: 0.002
Total time steps: 2000
End time: 4.0
Table 7.2: Computational set-up for testing the SIMPLE-SR method
Case Penalty parameter  Sequential regularization steps M Solution iterations N
1 0.5 5 30
2 0.5 5 10
3 0.5 5 50
4 0.5 10 30
5 0.5 15 30
6 0.25 5 30
7 0.1 5 30
8 0.75 5 30
9 1 5 30
10 2 5 30
11 0.5 30 30
Table 7.3: List of test cases with variation of the parameters
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Figure 7.1: The initial set-up. The computational domain is indicated
in red, and the original position of the bubble in blue. Note that
gravity here points in the negative x-direction.
7.3.2 Results from the parameter study
The computational set-up can be seen in Figure 7.1.
Value of the relaxation parameter α2
By studying the governing equations, one can see that the relaxation parameter




we therefore fix the relaxation parameter α2 = 1 and only vary the penalty
parameter .
Value of the penalty parameter 
The value of the penalty parameter  is important in the sequential regulariza-
tion approach. This parameter influences the convergence properties of the SR
method, and it is this influence that will be the topic of investigation in this
section. All simulations in this section are done using five sequential regular-
ization steps at each time level. Figures 7.2 and 7.3 show the u residual and
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Figure 7.2: Residual in velocity u as a function of the penalty param-
eter .
divergence of the velocity, respectively, as a function of the penalty parameter .
Figure 7.2 shows that the u residual decreases monotonically with an increasing
value of , while we have the opposite situation for the divergence as indicated
in Figure 7.3: The divergence of the velocity field increases monotonically with
increasing values of . So we have to choose a large value of  to get a desired
small value for the u residual, but this leads to a non-desirably large value for
the divergence. Conversely, choosing a small value for  leads to a desired small
value of the divergence, but a non-desirably large value for the u residual. It
therefore appears that the choice of value for the penalty parameter  must be
a compromise; an intermediate value of 0.5 or 0.75 would be expected to give
the most accurate results overall.
Number of iterations for the momentum equations
In the SR approach, a modified set of momentum equations are solved through
the use of an iterative method. Basically the momentum equations are decou-
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Figure 7.3: Divergence of the velocity as a function of the penalty
parameter .
pled, and at each iteration step one first solves for u assuming a previous known
value for v, and one then solves for v using the recently obtained u. Obtaining
an accurate velocity field is important for the success of the SR approach. In
this section we would therefore like to investigate the impact of the number of
iterations on the simulation results. All simulations in this section are done
with five sequential regularization steps and a penalty parameter  = 0.5.
Table 7.4 displays the residuals in the u velocity and the divergence of the
velocity field at two different output times for each of the regimes A and B. We
observe that the residuals for u decrease with an increasing number of iterations,
as expected. The divergence of the velocity should ideally be zero, and Table
7.4 shows a decreasing divergence when the number of iterations increase.
In addition to studying the effect of the number of iterations on the velocity
residual and the divergence of the velocity, we would also like to find out the
effect the number of iterations has on the solution itself. One way of examining
this is to compare the location and shape of the bubble front obtained by using
different numbers of iterations. In particular, Figures 7.4 - 7.7 compare the
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Regime Time N u residual Divergence
10 1.64E-01 3.73E-03
t = 2.0 30 2.03E-02 2.93E-03
A 50 4.06E-03 2.81E-03
10 1.30E-01 2.04E-03
t = 4.0 30 1.42E-01 8.87E-04
50 4.20E-03 7.93E-04
10 3.01E-01 4.45E-03
t = 2.0 30 5.82E-02 3.07E-03
B 50 3.07E-02 2.98E-03
10 3.74E-01 1.18E-03
t = 4.0 30 9.76E-02 2.57E-03
50 5.98E-02 2.83E-03
Table 7.4: Residuals for the velocity u and the computed divergence
for an increasing number of iteration steps N
bubble front obtained using 10, 30, and 50 iterations for two different output
times for regimes A and B. The four figures all show that there is a considerable
difference between the position of the bubble front found using 10 iterations and
when using 30 or 50 iterations. However, the differences in the bubble position
obtained by using 30 and 50 iterations are very small. All the differences are
considerably larger for regime B than regime A - this is natural as the rise
velocity is larger in regime B than in regime A. The results indicate that 10
iterations is insufficient, while 30 iterations may be sufficient.
Number of sequential regularization steps M
One of the important choices one have to make when applying the sequential
regularization approach, is to decide the number of regularization steps to use.
Computational cost increases with the number of steps, so it is desirable to find
the minimum number of steps required to satisfy certain accuracy requirements.
This is indeed the topic of this section as we study the impact the number of
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Figure 7.4: Regime A: The bubble front at time t = 2.0 for different
numbers of iterations.
Figure 7.5: Regime A: The bubble front at time t = 4.0 for different
numbers of iterations.
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Figure 7.6: Regime B: The bubble front at time t = 2.0 for different
numbers of iterations.
Figure 7.7: Regime B: The bubble front at time t = 4.0 for different
numbers of iterations.
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steps has on the numerical results. All simulations in this section are done with
30 iterations and a penalty parameter  = 0.5. Figures 7.8 and 7.9 show the u
residual and the divergence of the velocity field, respectively, as a function of
the number regularization steps. Figure 7.8 shows that there is practically no
difference in the u residual when using five and 10 SR steps. However, increasing
the number of steps from 10 to 15 actually leads to a dramatic increase in the
residual for the u velocity. The computed divergence decreases moderately from
five to 10 SR steps as indicated in Figure 7.9. The same figure also shows that
a further increase to 15 SR steps entails an abrupt increase in the divergence.
Based on the above, one may conclude that five SR steps is sufficient as there
appear to be no significant improvement in the results by increasing the number
of SR steps to 10. The increase in residual and divergence when increasing from
10 to 15 steps is due to our choice α1 = 0 which generates a weak instability
in updating the pressure and thus taking effect in calculating the velocity as
well. To investigate this further, an additional simulation for a rising bubble in
regime B was carried out using 30 SR steps. This simulation broke down after
only 13 time steps. However, this is not an issue here since in our numerical
experiments five SR steps are often enough to reach the best accuracy, and no
problem of such nature was ever encountered for simulations using 10 or less
steps.
7.3.3 Conclusions on the SIMPLE-SR method
We here summarize the main findings with respect to values of key parameters
in the SIMPLE-SR method:
Chapter 7. A Sequential Regularization Method for Two-phase Flow 117
Figure 7.8: Residuals in the u velocity as a function of the number of
regularization steps used.
Figure 7.9: Divergence of the velocity field as a function of the number
of regularization steps used.
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• The number of iterations needed in the solution of the momentum equa-
tions are at least 30 - perhaps even as much as 50 iterations are required
to obtain accurate results. A more thorough investigation including devel-
oping more appropriate semi-explicit schemes and more efficient iterative
linear system solvers for the SR based momentum equation is in need.
• The required number of SR steps at each time step is not high - five
steps seem to be sufficient. An increase to 10 steps did not show any
significant improvement in the results, while an increase to 15 actually
saw a deterioration of some results. Attempting to use 30 steps led to a
breakdown in the simulation, which is caused by a weak instability in the
pressure variable when α1 = 0 (cf. [62, 68]). However, no such problem
has been observed for five and 10 steps.
• Choosing a low value of the penalty parameter  gives low values for the
divergence and high values for the u residual, while high values of  gives
low values for the u residual and high values for the divergence. It therefore
appears that an intermediate value of 0.5 or 0.75 gives the most accurate
overall results.
One may conclude that the SIMPLE-SR approach looks feasible through
our numerical experiments and obviously simpler (avoiding solving the pressure
correction equation) than the SIMPLE approach as presented in Chapter 3 of
this thesis, but further investigation, especially developing better momentum
equations solvers, would be required to improve its efficiency and robustness.
Chapter 8
Closure
The main pursuit of this thesis work has been the development and implementa-
tion of a direct numerical simulation algorithm for three-dimensional multiphase
flows with applications to gas bubbles rising in quiescent viscous liquids. In this
final Chapter we present a summary of the main conclusions from this work and
also look to the future with some recommendations for potential further work
in the area.
8.1 Conclusions
Numerical method The numerical method developed in this thesis has proven
to be robust for the simulation of gas bubbles rising in viscous liquids for a wide
range of Reynolds and Bond numbers. We attribute this robustness to the com-
bination of several powerful components as highlighted in the below conclusions:
• The large density and viscosity ratios typical of realistic multiphase flows
pose a significant challenge for the flow solver. In this work we used
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an iterative finite volume method based on the SIMPLE approach to
solve the ’one-fluid’ formulation of the flow equations. Due to the density
jump across the interface, volume conservation rather than the traditional
mass conservation was enforced for the control volumes, and the resulting
method successfully handles large density and viscosity ratios.
• Complex flow physics near the moving interface require fairly high mesh
resolution in this region, potentially making the method excessively expen-
sive from a computational point of view. We here handled this challenge
by using PARAMESH, an block-based, adaptive mesh refinement tool for
parallel computing that allows high-resolution meshes only where needed.
• A front tracking approach was adopted to handle the moving interface
whereby a separate triangular mesh represents the bubble surface. The
surface is then advected using a velocity obtained from the surrounding
flow field, and mesh adaptation was introduced to retain a uniform mesh
quality. Peskin’s smoothing technique was also adopted to avoid numer-
ical oscillations due to discontinuities in material properties across the
interface.
• In the pursuit of improving the flow solver further, the governing flow
equations were reformulated through the use of a sequential regularization
method, a novel approach in the context of multiphase flows. The new
approach looks feasible based on analysis carried out in a two-dimensional
setting, though further investigation would be required to draw more def-
inite conclusions.
Results and applications The numerical method was put through thorough
testing and applied to challenging systems of bubble flows to gain further in-
sights into the prevailing flow physics. Below we summarize the main findings:
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• The current simulation methodology is implemented for parallel process-
ing, making it powerful both in terms of memory and CPU requirements.
Nevertheless, three-dimensional simulations still remain computationally
expensive, and sensitivity analyses were therefore carried out with the
aim of minimizing computational demand while retaining an acceptable
accuracy in the simulation results:
– It was found that a computational domain size of eight bubble diame-
ters in each spatial dimension was sufficient to avoid wall containment
effects for the rising bubbles.
– The mesh resolution in the vicinity of the rising bubble was found
to be sufficient when using 16 grid cells across the diameter of the
bubble.
• The flow equations were formulated in a non-inertial reference frame with
the rising bubble fixed in the moving frame to allow for long-duration
simulations without having to increase the domain size. To achieve this,
the acceleration of the moving reference frame had to be estimated since
the rise velocity of the bubble is not known. To assess the impact of this
approach, results obtained in moving and stationary reference frames were
carefully compared in terms of transient bubble shapes, rise velocities, flow
streamlines and pressure distributions. Reasonable agreement was found
in all cases.
• A crucial assessment of any mathematical model is the comparison of
simulation results with experimental data:
– We validated the method in terms of terminal bubble shape and
rise velocity for Reynolds numbers up to around 100 with excellent
agreement between experimental and simulation results.
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– Air bubbles rising in water have proven to be difficult to simulate.
We presented simulation results for this system with bubble diame-
ters ranging from 0.5 mm to 30 mm, a wider range than previously
reported in the literature. The rise velocities agree well with the ex-
perimental results of Tomiyama [111] throughout the diameter range.
• With confidence from the above-mentioned validation, we applied the sim-
ulation algorithm to investigate two bubble phenomena:
– The mechanisms triggering path instability of rising bubbles are not
fully understood despite recent progress in the area. Our simula-
tions reproduced rectilinear, zig-zag and spiral rise paths with less
restrictive model assumptions than we have seen elsewhere in the lit-
erature. Analysing the results, we made some observations about the
relationship between rise patterns and associated wake structures.
– We extended our applications from single bubbles rising to study the
interaction between two rising bubbles. This application illustrated
how our front tracking approach is able to handle the merging of two
rising bubbles into one single bubble.
8.2 Outlook and recommendations
It is the hope of the author that the numerical simulation methodology and
results presented herein constitute a small contribution to the research on com-
putational multiphase flows. We here discuss briefly how the method and ap-
plications could be improved, and we make some recommendations on further
avenues that may be worth pursuing.
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• Even though the current simulation approach utilizes parallel processing,
the study of a bubble rising for a long period is still very time-consuming.
The iterative flow solver requires a fairly high number of iterations at each
time step, and a decrease in the number of iterations required would pro-
portionally decrease the simulation time. The integration of a multigrid
technique ([14]) within the PARAMESH grid framework is one suggestion
that may help improve convergence and hence reduce the computational
time required.
• The use of a moving reference frame proved particularly useful for study-
ing long-term behaviour of rising bubbles. Section 4.2.3 showed that the
results obtained in a moving frame are essentially the same as when a
stationary frame is used. However, there are some differences observed
in the transient rise velocities, and this is probably due to the way the
acceleration of the non-inertial frame is estimated. The situation may
be improved by an alternative estimation of the acceleration, or possibly
by treating the acceleration as an unknown while adding an additional
constraint.
• The bubble front is currently advected explicitly using a forward Euler
approach according to Equation 3.13. It is believed that an alternative
approach like backward Euler or a Runge-Kutta method would improve
accuracy in the advection process, probably allowing larger time steps as
well.
• Both volume conservation and the merging of interfaces is currently han-
dled in a purely geometric manner. Though this seems to be a common
approach in the front tracking context, it is highly desirable to take fluid
physics into account in these situations. This also applies to a phenomena
that has not been modelled in this work - namely the break-up of bubbles.
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• The rise velocities of air bubbles in water for a wide range of diame-
ters agree well with the experiments of Tomiyama [111]. However, there
are significant differences in experimental rise velocities reported by re-
searchers, often attributed to varying degree of surfactants and/or ini-
tial bubble deformations. It would therefore be very interesting to add
surfactants and vary the initial bubble deformation using our simulation
algorithm to see if we could reproduce the differences reported by experi-
mentalists.
• Path instability of rising bubbles: We made some basic observations on
the relationship between rise paths and the associated wake structures.
Further analysis of these results could help shed light on the fundamental
mechanisms involved in this intriguing phenomenon.
• Bubble-bubble interaction: We showed how our front tracking method
could be used to simulate the interaction and possible merging of two
rising bubbles. This approach could be extended to multiple bubbles, and
potentially to bubbly flows, by distributing the bubble interfaces evenly
between the processors available.
• The reformulation of the two-dimensional flow equations through a se-
quential regularization method avoids solving the pressure-correction equa-
tion, and reasonable results were obtained. However, further investigation
and development of better momentum equation solvers would be required
to improve its efficient and robustness.
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