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ABSTRACT
In current research, duplicate detection is usually considered as a
deterministic approach in which tuples are either declared as dupli-
cates or not. However, most often it is not completely clear whether
two tuples represent the same real-world entity or not. In determini-
stic approaches, however, this uncertainty is ignored, which in turn
can lead to false decisions. In this paper, we present an indetermini-
stic approach for handling uncertain decisions in a duplicate detec-
tion process by using a probabilistic target schema. Thus, instead of
deciding between multiple possible worlds, all these worlds can be
modeled in the resulting data. This approach minimizes the negati-
ve impacts of false decisions. Furthermore, the duplicate detection
process becomes almost fully automatic and human effort can be
reduced to a large extent. Unfortunately, a full-indeterministic ap-
proach is by definition too expensive (in time as well as in storage)
and hence impractical. For that reason, we additionally introduce
several semi-indeterministic methods for heuristically reducing the
set of indeterministically handled decisions in a meaningful way.
1. INTRODUCTION
In last decades data integration has became an important area of
research [8, 15, 16, 21]. The data sets to be integrated may contain
data on the same real-world entities. Often it is even the purpose
of integration: to combine data on these entities. In order to inte-
grate two or more data sets in a meaningful way, it is necessary
to identify representations belonging to the same real-world entity.
Therefore, duplicate detection [13] (also known as entity resoluti-
on [4], the merge-purge problem [17] or record linkage [14]) is an
important component in an integration process. Due to deficiencies
like missing data, typos, data obsolescence or misspellings, real-life
data is often incorrect and/or incomplete. This principally hinders
duplicate detection and is a crucial source of uncertainty.
In current duplicate detection approaches defined for relational
data many kinds of uncertainty arising in duplicate decisions are
ignored and detecting duplicates is defined as a deterministic ap-
proach, where two tuples are either declared as duplicates or not.
By using probabilistic data models like ULDB [5] or MayBMS
.
[19] for target schemas, however, such a determinism is not ne-
cessary. Instead any kind of uncertainty arising in the duplicate de-
tection process can be modeled in the resulting data. This concept
may protect against negative impacts resulting from false duplica-
te decisions. Furthermore, an expensive identification of adequate
thresholds and a high number of clerical reviews can be averted.
As an example, we consider two tuples t1 and t2 which are du-
plicates (denoted as t1 =id t2) with a certainty of 60%. Instead of
deciding whether both tuples are duplicates or not, we can consider
two possible worlds. One world in which both tuples are determi-
ned to be duplicates having a probability of 60% and one world in
which both tuples are determined to represent different real-world
entities, having a probability of 40%. Nevertheless, for representing
the mutual exclusion of the tuples in these two worlds, representa-
tions of tuple dependencies are required. In this paper, we show
in which way such tuple dependencies can be modeled with the
ULDB model by using data lineage. Moreover, we present an inde-
terministic approach for modeling ambiguous duplicate decisions
using x-relations. For reasons of generality and illustration, we use
a graph-based approach to model the fundamental part of the inde-
terministic duplicate detection within the possible world semantics.
The main contributions of this paper are:
• A full-indeterministic approach for duplicate detection ba-
sed on the possible world semantics. This approach (a) mi-
nimizes the negative impact (loss of data quality) resulting
from ambiguous decisions, (b) avoids human effort during
the duplicate detection process — clerical reviews become
unnecessary and an expensive identification of decision ba-
sed configurations, e.g., thresholds, is not required anymore,
and (c) enables the usage of existing and established proba-
bilistic data models (e.g. ULDB), which increases the reusa-
bility of the resulting data (e.g. for further integrations).
• Several semi-indeterministic approaches which make inde-
terministic duplicate detection feasible in practice.
• Techniques for proper probabilistic interpretations of simila-
rity values.
The paper is structured as follows. First we present current tech-
niques of duplicate detection and tuple merging (Section 2). Then,
we present probabilistic data models (esp. the ULDB model) and
demonstrate techniques for modeling tuple dependencies in Secti-
on 4. In Section 5.1 we propose our full-indeterministic approach.
Then we introduce several semi-indeterministic approaches in Sec-
tion 5.2. Since indeterministic duplicate detection is based on pro-
babilities, we discuss sources of probabilities in Section 6. Finally,
we examine related work in Section 7. Section 8 concludes the pa-
per and gives an outlook on future research.
2. DEDUPLICATION
Deduplication consists of two steps. First duplicates are identi-
fied (duplicate detection), and second multiple representations of
one real-world entity are merged into a single one (tuple merging).
2.1 Deterministic Duplicate Detection
After data preparation [23], a duplicate detection process most
often consists of five phases [3]:
1. Search Space Reduction: Since a comparison of all combi-
nations of tuples is mostly too inefficient, the search space
is usually reduced using heuristic methods such as the sorted
neighborhood method, pruning or blocking [3].
2. Attribute Value Matching: Similarity of tuples is usually
based on the similarity of their corresponding attribute va-
lues. Despite data preparation, syntactic as well as seman-
tic irregularities remain. Thus, attribute value similarity is
quantified by syntactic (e.g. q-grams, edit- or jaro distan-
ce [13]) and semantic (e.g. glossaries or ontologies) means.
From comparing two tuples, we obtain a comparison vector
~c = [c1, . . . , cn], where ci represents the similarity of the
values from the ith attribute.1
3. Decision Model: The comparison vector is input to a decisi-
on model which determines to which set a tuple pair (t1, t2)
is assigned: matching tuples (M ) or unmatching tuples (U ).
Common decision models (see [13]) are based on probability
theory [14, 25], identification rules [17, 32], distance measu-
res [20] or learning techniques [27].
Input: tuple pair (ti, tj), comparison vector (~cij = [cij1 , . . . , c
ij
n ])
1. Execution of the combination fucntion ϕ(~cij)
⇒ Result: sim(ti, tj) ∈ R
2. Classification of (ti, tj) into {M,U} based on sim(ti, tj)
⇒ Result: (ti, tj)→ {M,U}
Output: Decision whether (ti, tj) is a duplicate or not
Figure 1: General representation of decision models
In general, the decision whether a tuple pair (ti, tj) is a match
or not, can be decomposed into two steps (see Figure 1). In
the tuple matching step (Step 1), based on the comparison
vector a single similarity degree sim(ti, tj) is determined
by a combination function:
ϕ : [0, 1]n → R sim(ti, tj) = ϕ(~cij) (1)
In the classification step (Step 2), based on the similarity
sim(ti, tj) the tuple pair is assigned to M or U . To minimi-
ze the number of ambiguous decisions, in some approaches
a third set of possibly matching tuples (P ) is intermediately
introduced. Each tuple pair originally classified to P is later
manually assigned to M or U by domain experts (clerical
reviews). Often, the classification is based on two tuple si-
milarity thresholds Tλ and Tµ that demarcate the boundaries
between the sets M , P , and U (see Figure 2).
4. Duplicate Clustering: A globally consistent duplicate de-
tection is achieved from the individual decisions by using a
clustering technique. The clustering’s goal is to cluster all
1If multiple comparison functions are used, we even obtain a ma-
trix. Without loss of generality, we restrict ourselves to a normali-
zed comparison vector (⇒ ~c ∈ [0, 1]n).
representations of a same real-world entity into one group.
Simplest, clustering can be achieved by using the transitive
closure of detected duplicates. More complex, but also more
promising approaches are proposed in [11, 22]. Techniques
of duplicate clustering can also be used during the classifica-
tion step for reducing the set of possible matches and hence
to reduce human effort.
5. Verification: The effectiveness of the applied identificati-
on is evaluated in terms of recall, precision, false negative
percentage, false positive percentage and F1-measure [3]. If
the effectiveness is not satisfactory, duplicate detection is re-
peated with other, better suitable thresholds or methods (e.g.
other comparison functions or decision models).
2.2 Tuple Merging
After detecting multiple tuples representing a same real-world
entity, these various representations have to be combined into a
single one. In the literature, the process of combining two or more
tuples is usually denoted as tuple merging [4] or data fusion [7].
In our work, we focus on handling uncertainty in duplicate detec-
tion and abstract from merging details. In the following we assume
an ideal merging function µ, where µ(T ) represents the result from
merging the tuples of the set T . An ideal merging function is asso-
ciative. Thus, the tuple resulting from merging the tuples t1, t2 and
t3 is independent of the merging order (µ({µ({t1, t2}), t3}) =
µ({µ({t1, t3}), t2}) = µ({t1, t2, t3})). Furthermore, µ is idem-
potent (µ({t}) = t)
For reasons of clarity and comprehensibility, in following ex-
amples, the index of a merged tuple is an ordered concatenati-
on of the indexes of the tuples it is merged from. For example,
µ({t1, t2, t3}) is denoted by t123.
3. PROBLEM DESCRIPTION
The problem resulting from using a decision model as presented
in Section 2.1, is illustrated in Figure 2. The greater the distance
between the two thresholds Tλ and Tµ, the lower is the number of
false decisions (sum of yellow areas), but the higher is the number
of possible matches which have to be resolved by domain experts
(red area). In general, for financial and processing-time-based rea-
sons, clerical reviews have to be reduced to a minimum. Neverthe-
less, only from an effective duplicate detection data of high quality
results. As a consequence, in existing approaches a trade-off bet-
ween the effectiveness of the duplicate detection process and the
human effort resulting from clerical reviews has to be accepted.
Such a trade-off, however, is not required if a probabilistic target
schema is used. In this case, ambiguous decisions can be handled
indeterministically and both, the number of false decisions as well
as human effort, can be reduced to a large extent.
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Figure 2: Trade-off between effectiveness and human effort
Furthermore, in many applications (e.g. dynamic data integrati-
on) a full-automatic duplicate detection is required (Tλ = Tµ). By
using an indeterministic approach the deduplication process can be
fully automatized without accepting such a high rate of false (non-)
matches as it results from a deterministic one.
Finally, the whole integration process need not become blocked
because of a small amount of ambiguous matches that need clerical
review. By using an indeterministic handling of uncertain decisi-
ons, the uncertainty of the ambiguous matches is intermediately
modeled in the resulting data and can be resolved later after the
integration process is finished (see the concept of good-is-good-
enough integration in [12]).
4. PROBABILISTIC DATAMODELS
Theoretically, a probabilistic database is defined as PDB = (W,P )
where W = {I1, . . . , In} is the set of possible worlds and P :
W → (0, 1], ∑I∈W P (I) = 1 is the probability distribution over
these worlds. Because the data of individual worlds often consi-
derably overlaps and it is sometimes even impossible to store them
separately, a succinct representation has to be used.
In probabilistic relational models, uncertainty is modeled on two
levels: (a) each tuple t is assigned with a probability p(t) ∈ (0, 1]
denoting the likelihood that t belongs to the corresponding relati-
on (tuple level), and (b) alternatives for attribute values are given
(attribute value level).
In earlier approaches, alternatives of different attribute values are
considered to be independent (e.g. [2]). In these models, each attri-
bute value can be considered as a separate random variable with
its own probability distribution. Newer models like ULDB [1, 5,
24] or MayBMS [18, 19] support dependencies by introducing new
concepts like ULDB’s x-tuple and MayBMS’s U-relation. As a re-
presentative for modeling uncertainty resulting from an indetermi-
nistic duplicate detection we consider the ULDB model. Neverthe-
less, using another model, e.g., MayBMS, is also possible.
4.1 A Model for Uncertainty and Lineage
For modeling dependencies between attribute values, in the ULDB
model [5, 24] the concept of x-tuples is introduced. An x-tuple t
consists of one or more alternatives (t1, . . . , tn) which are mutually
exclusive. Maybe x-tuples (tuples for which non-existence is possi-
ble, i.e., for which the probability sum of the alternatives is smaller
than 1) are indicated by ’?’. Relations containing one or more x-
tuples are called x-relations (as an example, see the x-relationsR1
andR2 in Figure 3).
name company p(t)
t1
John Nokia 0.7
Johan Oracle 0.3
t2 Tim Nokia 1.0
t3
Jim Nokia 0.3 ?
Jim Sony 0.4
company location p(t)
t4 Vodafone G* 1.0
t5 Oracle USA 1.0
t6
Nokia Finland 0.8
Nokia Japan 0.2
t7 Sony Japan 1.0
Figure 3: X-relationsR1 (left) andR2 (right)
Furthermore, the ULDB model supports the concept of data li-
neage (also known as data provenance [9]). The lineage of a data
item contains information about its derivation and can be of an in-
ternal (referring to data inside the database) as well as an external
(referring to data outside the database) nature. For convenience, we
restrict ourselves to internal lineage. In the ULDB model, internal
lineage is considered at the granularity of x-tuple alternatives and is
defined as a boolean function λ over the presence of other alterna-
tives. Disjunctions in a lineage formula result, if the corresponding
alternative can be derived from different source alternatives.
An example of internal lineage is shown in Figure 4. The rela-
tion R3 results from a natural join of R1 with R2 and a subse-
quent projection on the attributes name and location. Let (i, j) de-
note the jth alternative tuple of the x-tuple ti. The lineage formula
λ(8, 1) = (1, 1)∧ (6, 1) for the first alternative of t8 expresses the
information that this alternative is derived from the first alternatives
of t1 and t6. The alternative t210 results from joining t12 with t26 as
well as from joining t22 with t17. Thus, the lineage formula λ(10, 2)
is a disjunction.
name location p(t)
t8
John Finland 0.56 λ(8, 1) = (1, 1) ∧ (6, 1)
John Japan 0.14 λ(8, 2) = (1, 1) ∧ (6, 2)
Johan USA 0.3 λ(8, 3) = (1, 2) ∧ (5, 1)
t9
Tim Finland 0.8 λ(9, 1) = (2, 1) ∧ (6, 1)
Tim Japan 0.2 λ(9, 2) = (2, 1) ∧ (6, 2)
t10
Jim Finland 0.24 ? λ(10, 1) = (3, 1) ∧ (6, 1)
Jim Japan 0.46 λ(10, 2) = ((3, 1) ∧ (6, 2))
∨((3, 2) ∧ (7, 1))
Figure 4: X-relationR3
An interesting and useful feature of internal lineage is that the
probability of a value can be computed from the probabilities of
the data items in its lineage. Furthermore, an x-tuple alternative
with lineage can belong to a possible world only, if its lineage for-
mula is satisfied by the presence of the referenced alternatives in
the considered world. For example, if the alternative t18 is present
in the possible world I1 then alternative 1 must be chosen for tuple
t6, and hence the alternative t19 must be present as well. As a con-
sequence, lineage imposes restrictions on possible worlds. As we
will see in the following section, this property can be effectively
used for modeling dependencies between individual sets of tuples.
4.2 Modeling Tuple Dependencies
In the ULDB model tuple dependencies can be represented by
using the concept of lineage and by creating a specific catalog rela-
tion which in the following is denoted as tuple dependency-indicator
(short Itd). For modelling the dependency A ⊆ R ↔ B 6⊆ R bet-
ween two x-tuple sets A and B one indicator x-tuple having two
alternatives (0 and 1) is required. While the x-tuples of the first
set have a lineage to the first alternative of the indicator tuple, the
x-tuples of the second set have a lineage to its second alternative.
Since the alternatives of the indicator are mutually exclusive, this
dependency holds for the two x-tuple sets, too. In general, for re-
presenting a dependency between n mutually exclusive sets, an in-
dicator x-tuple with n alternatives is required. As mentioned befo-
re, in the ULDB model, lineage is considered on the granularity of
x-tuple alternatives. However, for modeling dependencies between
x-tuples, the new lineage conditions hold for the whole x-tuple and
hence for all of its alternatives. For that reason, we consider lineage
on tuple granularity.
In certain source data, if a tuple t already has a lineage, the
new lineage results from the conjunction of the prior one and the
new lineage condition representing the tuple dependency. As an
example, we consider two certain tuples (x-tuples with exactly one
alternative) t1 and t2 of a relation R, which are duplicates with
a probability of 80%. Each tuple has a prior lineage (λ′(t1) and
λ′(t2)) referencing one or more certain tuples of other relations.
To model the two possible worlds resulting from the uncertain du-
plicate decision, we have to ensure that either the tuples t1 and t2
or the merged tuple t12 = µ(t1, t2) belong to the resulting x-
relation RX . For representing this tuple dependency, we need an
indicator x-tuple i1 of the catalog relation Itd having two alter-
natives: One (i11 = 1) having a probability of 20% and another
(i21 = 2) having a probability of 80%. By creating the lineages
λ(t1) = λ
′(t1) ∧ (i1, 1), λ(t2) = λ′(t2) ∧ (i1, 1) and λ(t12) =
λ′(t1) ∧ λ′(t2) ∧ (i1, 2), we can exclude that both x-tuple sets be-
long to a same possible world. Note, t12 is derived from t1 and t2.
As a consequence, the lineage of t12 includes the prior lineages of
t1 and t2. The probability of a tuple results from the probabilities
of the alternatives referenced in its lineage. Since in our case all
source tuples are certain, the probabilities of t1, t2 and t12 result in
p(t1) = p(t2) = p(i
1
1) and p(t12) = p(i21) .
x-tuple lineage
t1 λ(t1) = λ
′(t1) ∧ (i1, 1)
t2 λ(t2) = λ
′(t2) ∧ (i1, 1)
t12 λ(t12) = λ
′(t1) ∧ λ′(t2) ∧ (i1, 2)
indicator p(i)
i1
1 0.2
2 0.8
Figure 5: Modeling tuple dependencies in RX (left) with the
indicator relation Itd (right)
5. INDETERMINISTIC DUPLICATE
DETECTION
In decision models as presented in Section 2, uncertainty is igno-
red during the classification of tuple pairs intoM ,U (orP ) (Step 2).
Such decisions, however, are not enforced, if a probabilistic tar-
get schema is used. In contrast, if similarity between tuples can be
mapped to the probability that both tuples are duplicates (matching
probability), probabilities of possible worlds can be derived. Due
to the fact that no decisions are made, we denote the approach as
an indeterministic duplicate detection.
As we will show in Section 5.1.4, the complexity of the compu-
tation as well as the storage requirements of a full-indeterministic
approach are just too high, as that such an approach is practical.
For that reason, semi-indeterministic strategies are required (see
Section 5.2). Since such strategies can be seen as restrictions on
the full-indeterministic approach, we present the latter first.
5.1 Full-Indeterministic Approach
In the full-indeterministic approach the decision model and the
duplicate clustering phases are replaced by three other phases. Si-
milar to the first decision model step, initially for each tuple pair a
tuple matching is applied, where after similarity calculation a mat-
ching probability is determined (Phase 1). Based on the matching
probabilities a set of possible worlds is derived (Phase 2). Finally,
depending on the used target model, a probabilistic result relation
representing all these worlds needs to be created (Phase 3).
5.1.1 Extended Tuple Matching (Phase 1)
In the tuple matching phase, two tuples are matched by calcu-
lating tuple similarity (Figure 6, Step 1). As known from the first
decision model step (see Figure 1), the similarity of two tuples ti
and tj results from applying a combination function ϕ(~cij).
Since matching results should be interpreted as the probabili-
ty that both tuples are duplicates (p(ti, tj)), a mapping from tuple
similarity to matching probability (sim2p-mapping) is required (Fi-
gure 6, Step 2). In the following, the function used for the sim2p-
mapping is denoted as ρ:
ρ : R→ [0, 1] p(ti, tj) = ρ(sim(ti, tj)) (2)
In approaches based on identification rules (see [17]), the simila-
rity of two tuples is defined as the certainty that both tuples are du-
plicates. Thus, in these cases, tuple similarity can be directly used
as matching probability. Other sources of probabilities are discus-
sed in Section 6.
Input: tuple pair (ti, tj), comparison vector (~cij = [c1, . . . , cn])
1. Calculation of tuple similarity sim(ti, tj) = ϕ(~cij)
⇒ Result: sim(ti, tj) ∈ R
2. Mapping from similarity to probability by ρ(sim(ti, tj))
⇒ Result: p(ti, tj) ∈ [0, 1]
Output: Probability whether (ti, tj) is a duplicate
Figure 6: General representation of the tuple matching phase
5.1.2 Possible World Creation (Phase 2)
In the second phase, a set of possible worlds is derived from
the matching probabilities. For reasons of representation, we define
possible world creation as a graph-based process. For this purpose,
we define two kinds of graphs: a matching-graph representing tuple
matching results and world-graphs each representing a conceivable
world.
a) Generation of an Initial Matching-graph.
A matching-graph is a weighted graph, where each node repres-
ents one base-tuple. Two nodes are connected with an edge, if the
corresponding tuples have been matched during the duplicate de-
tection process2. The weight of an edge denotes the probability that
the connected tuples represent the same real-world entity.
DEFINITION 1. A matching-graph (M-graph) is a triple M =
(N,E, γ) where N is a set of nodes, E is a set of edges each
connecting two nodes and γ is a weighting function γ : E → [0, 1]
denoting matching probabilities.
In the following, an edge is called uncertain, if its weight is bet-
ween 0 and 1 (0 < γ < 1). The set of definite edges (γ = 1) is
denoted by E1 and the set of uncertain edges is denoted by E?.
t1
t2
t30.8
0.4
0.3
Figure 7: The M-graph M = (N,E, γ) with N = {t1, t2, t3},
E = {(t1, t2), (t1, t3), (t2, t3)}, γ = {(t1, t2) → 0.8, (t1, t3) →
0.4, (t2, t3)→ 0.3}
b) Generation of World-graphs.
A world-graph is an unweighted graph representing one con-
ceivable world where edges denote that the associated tuples are
declared to be duplicates.
DEFINITION 2. A world-graph (W-graph) is a triple G =
(N,E, P ) where N is a set of nodes, E is a set of edges each
connecting two nodes and P is the probability of the correspon-
ding world.
Based on a given M-graph a set of W-graphs can be derived
by eliminating all uncertain edges by either removing it or repla-
cing it by a certain edge. For a full-indeterministic approach, the
process of W-graph generation can be formalized by the mapping
2In processes without search space reduction each pair of nodes is
connected with an edge.
t1
t2
t3
G1 = (N, ∅, P1)
I1 = {t1, t2, t3}
P1 = 0.084
t1
t2
t3
G2 = (N, {(t1, t2)}, P2)
I2 = {t12, t3}
P2 = 0.336
t1
t2
t3
G3 = (N, {(t1, t3)}, P3)
I3 = {t2, t13}
P3 = 0.056
t1
t2
t3
G4 = (N, {(t2, t3)}, P4)
I4 = {t1, t23}
P4 = 0.036
t1
t2
t3
G5 = (N,E \ (t2, t3), P5)
I5 = {t12, t13}
P5 = 0.224
t1
t2
t3
G6 = (N,E \ (t1, t3), P6)
I6 = {t12, t23}
P6 = 0.144
t1
t2
t3
G7 = (N,E \ (t1, t2), P7)
I7 = {t13, t23}
P7 = 0.024
t1
t2
t3
G8 = (N,E, P8)
I8 = {t123}
P8 = 0.096
Figure 8: The worlds I1, . . . , I8 with their corresponding W-graphs
ν : M → P(G), where M is the set of all possible matching-
graphs and P(G) is the power set of all possible world-graphs.
Given an M-graph M = (N,E, γ), the mapping ν is defined as:
ν(M) =
⋃
K∈P(E?)
{(N,E1 ∪K,
∏
e∈K
γ(e)
∏
e6∈K
(1− γ(e))} (3)
As an example, we consider the M-graph M = (N,E, γ) re-
presenting the results of matching the three tuples t1, t2 and t3
of an input relation R (see Figure 7). All three tuples are pairwi-
se compared with each other and have the matching probabilities
p(t1, t2) = 0.8, p(t1, t3) = 0.4 and p(t2, t3) = 0.3. Based on the-
se probabilities eight worlds can be derived (see these worlds with
their corresponding W-graphs in Figure 8).
c) Removing Inconsistent World-graphs.
By definition identity is a transitive relation. Worlds in which
transitivity is not respected are considered impossible.
DEFINITION 3. A world I is possible, if and only if
(∀t1, t2, t3 ∈ I) : t1 =id t2 ∧ t1 =id t3 ⇒ t2 =id t3.
A W-graph is called consistent, if it represents a possible world.
THEOREM 1. A W-graph G = (N,E, P ) is consistent,
if and only if G is equivalent to its transitive closure: G = G∗.
PROOF. (⇒) Assumption: G 6= G∗, but G is consistent.
⇒ (∃t1, t2, t3 ∈ N) : (t1, t2), (t1, t3) ∈ E ∧ (t2, t3) 6∈ E
⇒ the world I = {t1, t2, t3, . . .} is impossible
⇒ G is inconsistent
PROOF. (⇐) Assumption: G is inconsistent, but G = G∗.
⇒ the world I = N is impossible
⇒ (∃t1, t2, t3 ∈ N) : (t1, t2), (t1, t3) ∈ E ∧ (t2, t3) 6∈ E
⇒ G 6= G∗
An M-graphM is consistent, if at least one consistent W-graph can
be derived from M .
THEOREM 2. An M-graph M = (N,E, γ) is consistent,
if and only if (∀t1, t2, t3 ∈ N) : γ(t1, t2) = γ(t1, t3) = 1 ⇒
γ(t2, t3) > 0.
PROOF. (⇒) Assumption: (∃t1, t2, t3 ∈ N) :
γ(t1, t2) = γ(t1, t3) = 1 ∧ γ(t2, t3) = 0, but M is consistent.
⇒ (∀G=(N,E, P )∈ν(M)) : (t1, t2), (t1, t3) ∈ E∧(t2, t3) 6∈ E
⇒ (∀G = (N,E, P ) ∈ ν(M)) : G is inconsistent
⇒M is inconsistent
PROOF. (⇐) Assumption: M is inconsistent, but
(∀t1, t2, t3 ∈ N) : γ(t1, t2) = γ(t1, t3) = 1⇒ γ(t2, t3) > 0.
⇒ (∀G = (N,E, P ) ∈ ν(M)) : G is inconsistent
⇒ (∃t1, t2, t3 ∈ N) : (∀G = (N,E, P ) ∈ ν(M)) :
(t1, t2), (t1, t3) ∈ E ∧ (t2, t3) 6∈ E
⇒ (∃t1, t2, t3∈N) :γ(t1, t2)=γ(t1, t3)=1⇒γ(t2, t3)=0
In the tuple matching phase each tuple pair is considered inde-
pendently. Thus, worlds are created from independent considerati-
ons and hence can be impossible. Since each inconsistent W-graph
represents an impossible world, inconsistent W-graphs are removed
from the set of considered graphs.
We consider the example from Figure 8. Due to the transitivi-
ty of identity is violated, three ({I4, I5, I6}) of the eight worlds
are impossible. For instance, if t1 and t2 as well as t1 and t3 are
duplicates, the tuples t2 and t3 also have to be duplicates. Worlds
(I5) in which this fact is not given are definitely not the true world.
As a consequence, the worlds {I4, I5, I6} and hence the W-graphs
{G4, G5, G6} have to be removed from further considerations.
After removing inconsistent W-graphs (impossible worlds), the
probabilities of the remaining W-graphs (worlds) no longer sum
up to 1. Therefore, the probabilities of the remaining W-graphs are
conditioned with the event B that the true world must be a possi-
ble world (the probability of B is the overall probability of all re-
maining W-graphs). For instance, in our example, the conditioned
probability of G1 (and hence I1) results in:
P (G1 | B) = P (G1)/P (B) = 0.084/0.608 = 0.138
d) Generating Possible Worlds.
Finally, from each W-graph exactly one possible world has to
be derived. Since all considered W-graphs are consistent, each W-
graphG = (N,E, P ) can be divided intommaximally connected
components {G1, . . . , Gm}. A component with only one node re-
presents a base-tuple that is apparently not a duplicate, hence it is
included in the resulting world as it is. The tuples associated with
a component consisting of multiples nodes have to be merged in-
to one result tuple by using the merging function µ. Thus, given
a component Gi = (Ni, Ei) with Ni = {t1, . . . , tk}, the tuple
tGi = µ({t1, . . . , tk}) is derived.
Input: Set of consistent W-graphs WSet
1. W = ∅
2. For each graph G = (N,E, P ) ∈ WSet
2.1 I = ∅
2.3 For each component Gi = (Ni, Ei)
I = I ∪ {µ(Ni)}
2.4 W =W ∪ {I}
2.5 P (I) = P
Output: Set of possible worlds W = {I1, I2, . . . , IK},
Probability distribution P :W → [0, 1]
Figure 9: Algorithm for possible world generation
An algorithm for possible world generation is shown in Figure 9.
The input of the algorithm is a set of consistent W-graphs (WSet).
Based on these W-graphs, a set of possible worlds (denoted as W )
is generated (one world for each consistent W-graph). Considering
a single W-graph an initially empty world (I) is defined (Step 2.1).
For each of the W-graph’s component a tuple is added to the pos-
sible world by merging the tuples belonging to the component’s
nodes (Step 2.2). Finally, the resulting world is added to the set
of possible worlds (Step 2.3) and its probability is defined as the
probability of the corresponding W-graph (Step 2.4).
At the end of the possible world creation phase, duplicate tuples
already have been merged. Thus, the set of possible worlds can be
further reduced by checking these worlds against a set of domain
depending rules based on operational data (e.g. two persons must
not have the same social security number). Usually, such rules need
to be extracted from domain knowledge. A similar approach is de-
scribed in [33].
5.1.3 Generation of Probabilistic Data (Phase 3)
In the last phase, the created possible worlds have to be repre-
sented by a single probabilistic relation. Generating a single result
relation, however, depends on the used target model. As already
mentioned before, we use the ULDB model as a representative.
For representing the set of possible worlds in a single x-relation,
an indicator tuple with |W | alternatives of the relation Itd is requi-
red. The resulting x-relation RX contains each tuple belonging to
at least one possible world. The additional lineage of each of these
tuples results in the disjunction of the indicator’s alternatives repre-
senting the worlds this tuple belongs to. Finally, this lineage is con-
jugated with prior lineage if existing. As described in Section 4.2,
the prior lineage of a merged tuple results from the conjugation of
the prior lineages of the base-tuples it is merged from.
For the purpose of demonstration, we consider the example al-
ready used before. We create an indicator x-tuple i1 with one alter-
native for each of the five possible worlds {I1, I2, I3, I4, I8} and
generate the lineage as described above (prior lineage is assumed
to be not existent). The resulting x-relationsRX and Itd are shown
in Figure 10.
x-tuple lineage
t1 λ(t1) = (i1, 1) ∨ (i1, 4)
t2 λ(t2) = (i1, 1) ∨ (i1, 3)
t3 λ(t3) = (i1, 1) ∨ (i1, 2)
t12 λ(t12) = (i1, 2)
t13 λ(t13) = (i1, 3)
t23 λ(t23) = (i1, 4)
t123 λ(t123) = (i1, 5)
indicator p(i)
i1
1 0.138
2 0.553
3 0.092
4 0.059
5 0.158
Figure 10: X-relationsRX (left) and Itd (right)
A complete algorithm for x-relation generation is shown in Fi-
gure 11. The input of the algorithm is W , a set of possible worlds
and P a probability distribution over these worlds. First, a new in-
dicator tuple is created (Step 1). Second, for each possible world
an alternative of the indicator tuple is generated (Step 2). Then we
iterate over all possible worlds (Step 3). If a tuple of a considered
world already belongs to the output x-relationRX , the lineage and
probability of this tuple is adapted. Otherwise, the tuple is inserted
intoRX (Step 3.1). Finally (Step 4), prior lineage is taken into ac-
count. For merged tuples, we consider the prior lineage generation
as a part of the tuple merging step.
Input: Set of possible worlds W = {I1, I2, . . . , Ik},
Probability distribution P :W → [0, 1]
1. Create an indicator tuple i ∈ Itd
2. For each world Ij ∈W
2.1 Create the alternative ij with probability p(ij) = P (Ij)
3. For each world Ij ∈W
3.1 For each tuple t ∈ Ij
If t ∈ RX
λ(t) = λ(t) ∨ (i, j)
p(t) = p(t) + P (Ij)
Else
RX = RX ∪ t
λ(t) = (i, j)
p(t) = P (Ij)
4. For each tuple t ∈ RX
4.1 λ(t) = λ′(t) ∧ λ(t)
Output: X-relationRX
Figure 11: Algortihm for x-relation generation
5.1.4 Complexity
As known from other techniques based on the possible world
semantics, the complexity of a full-indeterministic approach theo-
retically can be tremendous. The number of W-graphs which can
be generated from an M-graph with k uncertain edges is:
NW-graph(k) = 2
k
Given a fully connected M-graph with n nodes, its number of edges
is k = (n(n − 1))/2. As a consequence, given a source relation
with n tuples, the maximal number of resulting W-graphs is:
NW-graph(max) = 2
(n(n−1))/2
The number of consistent possible worlds resulting from a cer-
tain source relation with n tuples, where each tuple matching is
uncertain, is equal to the number of possible partitions of the relati-
on’s tuples. Thus, the maximal number of resulting possible worlds
p(ti, tj)0 1.0
area of indeterministically handled decisions
(a) full-indeterministic approach
⇒
p(ti, tj)0 1.0α β
area of indeterministically handled decisions
(b) (α, β)-restriction
Figure 12: Reduction of the area of indeterministically handled decisions using an (α, β)-restriction
can be reduced to the complexity of set partitioning and results in:
NPW(max) = Bn =
1
e
∞∑
k=1
kn
k!
where Bn is the nth bell number [28].
If each tuple matching is uncertain, the resulting x-relation can
be mapped to the power set of the source relation without the empty
set. Thus, in the worst case, the number of resulting x-tuples is:
N|RX |(max) = |P(|R|)| − 1 = 2|R| − 1
In order to get an idea of the dramatic complexity scale, we ass-
ume a source relation R with 10 tuples. The number of W-graphs
which can be generated from the initial M-graph is maximal:
NW-graph(max) = 2
45 ' 3.5184 · 1013
The number of resulting possible worlds and hence the number of
indicator alternatives is at most:
NPW(max) = B10 = 115975
Finally, the maximal number of resulting x-tuples is:
N|RX |(max) = 2
10 − 1 = 1023
Independent from the complexity of the indeterministic duplica-
te detection algorithm, the size of the resulting data increases dra-
matically with the number of uncertain edges. As a consequence
a full-indeterministic approach is generally not feasible. However,
by using a semi-indeterministic approach as presented in the follo-
wing section, the number of uncertain tuple matching can be rigo-
rously reduced. How far an adequate reduction can be achieved is
demonstrated in Section 5.2.3 using a real data set.
5.2 Semi-Indeterministic Approaches
As already mentioned above, the number of possible worlds re-
sulting from a full-indeterministic duplicate detection is often too
vast. For that reason, we propose four semi-indeterministic approa-
ches in which only some of the most probable worlds are taken into
account. In the first three approaches, the initial matching-graph is
modified. The number of resulting worlds is downsized by reducing
the set of uncertain edges and hence by reducing the set of indeter-
ministically handled decisions. In contrast, in the fourth approach,
the number of W-graphs is reduced by modifying the W-graph ge-
neration mapping ν.
In the end, the probability of all worlds must sum up to 1. Thus,
the actual probabilities of the resulting worlds are conditioned and
hence may be distorted. However, the result is still more accurate
than the one world resulting from a deterministic approach.
1) (α, β)-Restrictions.
In order to filter out the most improbable worlds, only the most
ambiguous duplicate decisions have to be considered in an indeter-
ministic way. Decisions of high certainty (e.g. two tuples are du-
plicates with a certainty of 90%) are made deterministically. The
uncertainty whether two tuples are duplicates is maximal, if their
matching probability is 0.5. As a consequence, we define two thres-
holds α ≤ 0.5 and β ≥ 0.5 for reducing the space of indetermi-
nistically handled decisions in a meaningful way. Decisions with
probabilities between α and β are considered to be most ambiguous
and hence are handled indeterministically (see Figure 12). In con-
trast, decisions with probabilities outside this range are quite evi-
dent and can be deterministically handled without running a high
risk of failure. Thus, probabilities lower than α are considered to be
0 and probabilities greater or equal than β are considered to be 1.
On the whole, depending on α and β, the number of uncertain tuple
matching (and hence the number of uncertain edges in correspon-
ding M-graphs) can be effectively downsized in this way.
2) P -Restrictions.
In this approach, we limit the indeterministic duplicate detection
on tuple pairs classified into the set of possible matches (P ). Mat-
ching probability can be suitably calculated by regarding Tλ and Tµ
(see Section 6). Note, by considering tuple similarity as matching
probability, a P -restriction is a special kind of an (α, β)-restriction,
where α = Tλ and β = Tµ. Naturally, the effectiveness and cor-
rectness of a P -restriction is lower than evaluating the tuple pairs in
P by clerical reviews. However, a P -restriction is a full-automatic
approach and hence no effort of domain experts is required.
3) Manual-Restrictions.
During clerical reviews it could happen that responsible experts
do not know with certainty whether two tuples are duplicates or
not. In such cases, experts can consider both possibilities by hand-
ling the decision indeterministically. In this way, the indeterministic
approach is only applied for individual tuple pairs and the number
of resulting worlds remains low.
4) HC-Restrictions.
Restrictions on hierarchical tuple clustering are already known
from [6]. In our approach, such restrictions can be achieved by
modifying the original W-graph generation mapping ν presented
in Equation 3. For example, given an M-graph M = (N,E, γ),
instead of generating one W-graph for each possible combination
of uncertain edges (power set P(E?)), the generation can be mo-
dified such that an uncertain edge is only considered, if all other
edges having a weight greater or equal than the edge’s weight ha-
ve been considered, too. This W-graph generation can be achieved
by introducing the parameter α ∈ {γ(e)|e∈E}. For each α a W-
graph is generated by only regarding edges having a weight greater
or equal than α. Using this HC-restriction strategy, from the M-
graph M shown in Figure 7 only the W-graphs {G1, G2, G5, G8}
are derived. As a consequence, the hierarchical clustering with the
three consistent W-graphs {G1, G2, G8} as illustrated in Figure 13
results. Besides this strategy, other HC-restrictions are possible.
Moreover, a HC-restriction can be combined with other restricti-
on techniques, as for example an (α, β)-restriction.
t1 t2 t3
0.2
0.7
1
(1− α)
︷︸︸︷
︷︸︸︷
︷︸︸︷
G1
G2
G8
Figure 13: Hierachical Tuple Clustering
5.2.1 Decomposition of Matching-graphs
The more the indeterministic area is restricted, the larger is the
proportion of edges weighted with 0. As a consequence, the usage
of a semi-indeterministic approach enables a splitting of the initial
M-graph into multiple independent subgraphs (called partial M-
graphs). In this case, for each of the partial M-graphs the mapping
ν can be applied independently. Thus, the number of resulting W-
graphs can be dramatically downsized and hence the resulting pos-
sible worlds are represented in a more succinct way. This in turn
extremely reduces the number of required indicator alternatives.
t1
t2
t3
t4
t5
0.8 0.7
0
0.4 0
0
0
0
0
0
M ′
|ν(M ′)|
⇒
=
t1
t2
t3 0.8
0
0.4
M ′1
|ν(M ′1)|
+
·
t4
t5
0.7
M ′2
|ν(M ′2)|
Figure 14: Decomposition of an M-graphM ′ in its independent
partial M-graphsM ′1 and M ′2
As an example we consider the M-graph M ′ shown in Figu-
re 14. M ′ can be decomposed into the two independent subgraphs
M ′1 and M ′2. From both partial M-graphs multiple consistent W-
graphs can be derived (3 for M ′1, 2 for M ′2). Altogether, from the
three possible matches six possible worlds result. However, since
the decisions of both partial M-graphs are independent, instead one
indicator tuple with six alternatives only two indicator tuples with
three or two alternatives respectively are required (one tuple for
each subgraph). Moreover, since in data lineage the presence of al-
ternatives can be negated (e.g. ¬(i2, 1)), for partial M-graphs with
only one uncertain edge instead of two alternatives a single alterna-
tive is sufficient. The x-relationsRX and Itd resulting from an in-
deterministic duplicate detection starting from the initial M-graph
M ′ by using M-graph decomposition are shown in Figure 15.
The decomposition of an M-graph M = (N,V, γ) into a set of
independent partial M-graphs is formalized by the mapping δ(M):
δ(M) = {Mi = (Ni ⊆ N,Vi ⊆ V, γ) | A ∧B ∧ C}
where A is a condition specifying that each subgraph is minimal:
A = (∀nk ∈ Ni) : (∃nl ∈ Ni) : (nk, nl) ∈ (V +i )∗
B is a condition specifying that M is only decomposed into inde-
pendent subgraphs (no incorrect decomposition has been applied):
B = (∀nk ∈ Ni) : (@nl ∈ N \Ni) : γ((nk, nl)) > 0
and C is a condition specifying that each subgraph contains all re-
quired edges:
C = (∀nk, nl ∈ Ni) : (nk, nl) ∈ V ⇒ (nk, nl) ∈ Vi
x-tuple lineage
t1 λ(t1) = (i1, 1)
t2 λ(t2) = (i1, 1) ∨ (i1, 3)
t3 λ(t3) = (i1, 1) ∨ (i1, 2)
t12 λ(t12) = (i1, 2)
t13 λ(t13) = (i1, 3)
t4 λ(t4) = ¬(i2, 1)
t5 λ(t5) = ¬(i2, 1)
t45 λ(t45) = (i2, 1)
indicator p(i)
i1
1 0.176
2 0.706
3 0.118
i2 1 0.7
Figure 15: X-relations RX (left) and Itd (right) resulting from
decomposing the M-graphM ′
5.2.2 Consistency
By using a semi-indeterministic approach, deterministically ta-
ken decisions can be contradictory. Therefore, in an (α, β)-restriction,
the closer α and β, the higher is the probability that the initial M-
graph is inconsistent and hence all resulting worlds are per se im-
possible. In such cases, repair operations are required for ensuring
the consistency of the resulting W-graphs with minimal effort and
minimal decision modifications (see future goals in Section 8).
5.2.3 Usability
In order to demonstrate the usability of semi-indeterministic ap-
proaches, we consider an (α, β)-restriction on an online cd dataset3
with 7000 items. For getting matching probabilities, we split the
data into two parts. The first part (5000 items) was used as labeled
sample data for determining an adequate sim2p-mapping (see Sec-
tion 6). In contrast, the second part (2000 items) was used as actual
source data. For attribute value matching, we used the normalized
edit distance. For calculating tuple similarity we applied an ordina-
ry distance function based on the similarities of the values of the
three attributes c1=title, c2=artist and c3=category:
sim(ti, tj) = 0.5 · cij1 + 0.4 · cij2 + 0.1 · cij3
The results of the experimental evaluations are shown in the Ta-
bles 1 and 2, and graphically presented in Figure 16 and 17.
(α, β) #unc.edges #W-graphs #poss.worlds #res.tuples
(0, 1) 1033665 →∞4 →∞4 →∞4
(.05, .95) 30 1073741824 254803968 2023
(.1, .9) 14 16384 6912 2006
(.2, .8) 10 1024 768 2000
(.3, .7) 8 256 256 1998
(.4, .6) 5 32 32 1995
(.5, .5) 0 1 1 1987
Table 1: Statistical results of (α, β)-restrictions
3http://www.hpi.uni-potsdam.de/naumann/projekte/repeatability/datasets/cd_datasets.html
0 0.7 1
0
0.057
sim(ti, tj)
f(sim(ti, tj))
f(≥ 0.7) = 2.1 · 10−5
(i) rel. frequency of similarity values
0 0.7 1
0
1
sim(ti, tj)
p(ti, tj)
(ii) sim2p-mapping ρ
0 0.1 1
0
0.58
p(ti, tj)
f(p(ti, tj))
f(≥ 0.1) = 1.1 · 10−5
(iii) rel. frequency of matching probabilities
Figure 16: Statistical characteristics of the sample data
As depicted in Figure 16(i), the similarity of most tuple pairs is
very low (98.7% are lower than 0.35 and only 0.002% are higher
than 0.7). Moreover, as shown in Figure 16(ii), only high similari-
ty implies an appreciable size of matching probability (almost all
duplicates of the labeled sample data have a similarity higher than
0.7). Consequently, the most matching probabilities (99.999%) are
lower than 0.1 (see Figure 16(iii)). Thus, the number of conside-
red worlds (W-graphs) can be drastically downsized by only taking
the most ambiguous decisions into account. For example, only a
small restriction of the area of indeterministically handled decisi-
ons from (0, 1) to (.1, .9) is required for decreasing the number of
uncertain edges by almost a factor of one hundred thousand (see
Figure 17(i)).
As we expected, the complexity decreases with a shrinking area
of indeterministically handled decisions. A (0, 1)-restriction is a
full-indeterministic approach having an unmanageable complexi-
ty, even if not so complex as the worst case predicted in Secti-
on 5.1.4 (only each second edge is uncertain). In contrast, a (.5, .5)-
restriction is equal to a full-deterministic approach. Therefore, na-
turally no uncertain edge and hence only one W-graph as well as
only one possible world result. Since 13 duplicates were detected,
the resulting x-relation contains 1987 tuples (see Table 1).
In general, the most edges have low weights. Thus, the number
of uncertain edges decreases dramatically, if the area of indeter-
ministically handled decision is marginally reduced. In contrast, a
restriction of this area from (.05, .95) to (.4, .6) only insignificant-
ly reduces the number of uncertain edges further on. The number
of resulting W-graphs and resulting possible worlds implodes ex-
ponentially with a shrinking indeterministic area (see Figures 17(ii)
and 17(iii)). In contrast, the number of resulting tuples and the num-
ber of required indicator alternatives decrease proportional with a
decreasing number of uncertain edges (see Tables 1 and 2, Figu-
res 17(iv) and 17(vi)).
As demonstrated by these statistical results, the number of edges
weighted with 0 enormously increases, if a semi-indeterministic ap-
proach is used. As mentioned in Section 5.2.1, the more edges are
weighted with 0, into more partial M-graphs the initial M-graph
can be decomposed. Thus, only a small restriction of the indeter-
ministic area is required to benefit from an M-graph decomposition
(see Figure 17(v)). For example, already a restriction to (.05, .95)
suffices for decomposing the initial M-graph into a high number
of subgraphs (1963 partial M-graphs). The most of these partial
M-graphs (1931) are single nodes. As a consequence, instead of
1 · 109 W-graphs only 2003 partial W-graphs result (see Tables 1
and 2). This in turn reduces the required number of indicator tuple
alternatives from 2.5 · 108 (the number of possible worlds) to 55.
This number can be further reduced to 37, if partial M-graphs on-
4Due to our limited resources, processing a full-indeterministic ap-
proach was not feasible.
ly having one uncertain edge are represented by a single indicator
alternative (see Figure 17(vi)). In contrast, in a full-indeterministic
approach instead of 1931 only 28 tuples can definitely be exclu-
ded to be duplicates. Generally, in a full-indeterministic approach,
a decomposition of the initial M-graph is most often not useful.
(α, β) #part.M-graphs #part.W-graphs #ind.alternatives
(0, 1) ca.50 →∞4 →∞4
(.05, .95) 1963 2003 55 (37)
(.1, .9) 1978 1995 25 (17)
(.2, .8) 1980 1991 19 (11)
(.3, .7) 1982 1990 16 (8)
(.4, .6) 1985 1990 10 (5)
(.5, .5) 1987 1987 0
Table 2: Statistical results of (α, β)-restrictions by using M-
graph decompositions
In conclusion, these results demonstrate that the complexity of
an indeterministic approach is already manageable, if the area of
indeterministically handled decisions is marginally restricted.
6. SOURCES OF PROBABILITIES
The effectiveness of an indeterministic duplicate detection es-
sentially depends on the taken matching probabilities. Neverthe-
less, most often deriving adequate probabilities from tuple simila-
rities is not trivial. In many cases, tuple similarity is directly de-
rived from the similarities of their attribute values. The similari-
ty sim(a1, a2) = 0.5 of two attribute values a1 and a2, howe-
ver, does not necessarily imply that both values represent the same
real-world property with a probability of 50%. In contrast, often
two real-world properties represented by two attribute values with
a similarity of 0.5 are actually, absolutely dissimilar. For example,
it is very unlikely that the two names ’Sabine’ and ’Janina’ both
represent the firstname of a same person. Using the normalized
hamming-distance, however, the similarity of both names is 0.5.
Nevertheless, the more similar two tuples are, the higher is the
probability that both tuples are duplicates. Thus, a mapping functi-
on must be monotonically nondecreasing. Moreover, w.r.t. the most
similarity measures, the matching probability of two tuples ti and
tj is lower or equal than their similarity (p(ti, tj) ≤ sim(ti, tj)).
As we think, in order to receive adequate mappings from tuple
similarity to matching probability, statistics can be used. For ex-
ample, the probability that the tuples ti and tj are duplicates can
be defined as the conditional probability P (ti =id tj |sim(ti, tj))
which can be result from empirical analyses on labeled sample data.
An example of such a mapping function resulting from empirical
analyses of a part of the cd dataset is depicted in Figure 16(ii).
Moreover, as known from estimating or calculating m- and u-
probabilities in the fellegi and sunter theory [14], besides statisti-
cal analyses, other methods for defining the required conditional
probabilities are possible.
Using a P -restriction, only tuple pairs classified as possible mat-
ches are considered ((∀(ti, tj) ∈ P ) : sim(ti, tj) ∈ [Tλ, Tµ]). In
this case, matching probability can be automatically derived from
the distance of the tuple similarity to the two thresholds Tλ and Tµ:
p(ti, tj) = 1− Tµ − sim(ti, tj)
Tµ − Tλ (4)
In manual restrictions, in cases domain experts do not certainly
know whether tuples are duplicates or not, the matching probabili-
ties can be manually specified by these experts.
7. RELATED WORK
In general, duplicate detection is already handled in several works
[4, 10, 13, 14, 17, 26]. However, even though in the most of these
works uncertainty in tuple matching is considered by using diffe-
rent measures of similarity, the decision whether two tuples are du-
plicates or not is always made in a deterministic way.
Furthermore, there are several approaches using probabilistic da-
ta models for handling uncertainties in deduplication. In [30, 31] a
semi-structured probabilistic model is used for handling ambigui-
ties arising during deduplication in XML data. Tseng [29] already
used probabilistic values in order to resolve conflicts between two
or more certain relational values. None of the studies, however,
handle the uncertainty of ambiguous decisions in detecting relatio-
nal duplicates.
A probabilistic handling of uncertain duplicate decisions is pro-
posed in [6]. In this approach, deduplication is considered as a data
cleaning task and uncertainty in duplicate decisions is handled by
using a set of possible repairs. In contrast to our graph-based ap-
proach using the possible world semantics, the authors use hierar-
chical clustering techniques. This in turn restricts to worlds resul-
ting from hierarchical tuple clustering. Thus, our approach is more
general, which can be specialized to the hierarchical clustering ap-
proach by using a HC-restriction. Moreover, for the representation
of possible repairs, in [6] a new and specific uncertain data model
is defined. In contrast, since our approach is based on the possible
world semantics, any existing probabilistic data model as ULDB or
MayBMS can be used. As we think, this increases the reusability
of the resulting data, especially if deduplication is considered as a
step in a data integration process.
8. CONCLUSION
Due to deficiencies in data collection, data modeling or data ma-
nagement, real-life data is often incorrect and/or incomplete. As a
consequence, detecting multiple representations of same real-world
entities often comes with a high degree of uncertainty. For that re-
ason, current duplicate detection techniques are designed for pro-
perly handling dissimilarities due to typos, data obsolescence or
misspellings, in attribute value and tuple matching. Nevertheless,
decisions whether two tuples are duplicates or not are still made
in a deterministic way. By using a probabilistic target schema, ho-
wever, uncertain decisions can be avoided and multiple possible
worlds can be taken into account. For that purpose, we introduce a
graph-based approach for an indeterministic handling of uncertain
decisions in duplicate detection. Our approach is based on the pos-
sible world semantics and increases the correctness of the resulting
data. Moreover, human effort can be reduced to a minimum.
Unfortunately, if any kind of uncertainty is taken into account,
the number of resulting possible worlds is just too high and the
indeterministic handling becomes impractical. For that reason, we
additionally introduce several semi-indeterministic approaches which
reduce the number of resulting worlds to a large extent and make
the concept of indeterministic duplicate detection more feasible.
In general, an algorithm that needs to iterate over all possible
worlds is not scalable. Therefore, one of the directions of future re-
search is a direct and more scalable algorithm for indeterministic
deduplication. Another direction is to identify effective and effi-
cient repair strategies for dealing with an inconsistent initial M-
graph (see Section 5.2.2). Furthermore, if deduplication is to be a
step in a larger data integration process, it needs to be extended to
probabilistic source data. Moreover it should respect fundamental
properties such as idempotence if data is duplicate-free.
An essential point of future work are new well-defined quality
metrics for probabilistic data. These are required for (1) capturing
the benefits and drawbacks of probabilistic data w.r.t. certain data,
(2) for working out the most effective parameter settings (e.g. used
similarity measures, combination functions or sim2p-mappings),
and (3) for comparing the effectiveness of full-indeterministic, semi-
indeterministic (e.g. (α, β)-restriction vs. HC-restriction), and de-
terministic approaches for duplicate detection. Existing adaptations
to recall and precision, such as [30], insufficiently capture what is
intuitively better for these applications.
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Figure 17: Statistical results of (α, β)-restrictions
