Abstract. In this paper, by introducing a homogenous kernel of −4−degree, we establish a new Hilbert-type integral inequality with multi-parameter and a best constant factor. As applications, the equivalent form, the reverse forms and some particular results are given correspondingly.
Introduction
In 1908, D. Hilbert established the following well known Hilbert's inequality (see [1] ): If f (x), g(x) ≥ 0, such that 0 < x + y dxdy < π{
where the constant factor π is the best possible. Inequality (1.1) is important in analysis and its applications (see [2] ). Under the same conditions of (1.1), we have (see [1] Inequality (1.2) and (1.3) are called Hilbert-type integral inequality. All the inequalities above are with the homogeneous kernel of −1−degree. In 1998, Yang (see [3] - [4] ) introduced a parameter λ > 0 and the Beta function B(u, v), and established the generalized form of (1.1) with the best constant factor B( A lot of generalized of the Hilbert-type inequalities appeared in the literature (see [5] - [11] ) with parameters base on all the above inequalities. In this article, by introducing the parameters a, b, c ∈ R + , we establish a new Hilbert-type integral inequality with the homogeneous kernel of −4−degree and the best constant factor. At the same time, the inequality is generalized by dealing with a parameter λ. As applications, the equivalent form, the reverse forms and some particular results are considered correspondingly.
Some lemmas
Lemma 2.1. If A, B, C ∈ R, a, b, c ∈ R + and A + B + C = 0, then
Proof.
+ , a, b, c is not equal each other and (x, y) ∈ (0, ∞) × (0, ∞). Define the weight functions as
Then the above two integrals are convergent. Moreover, we get
where
Proof. Setting u = ( x y ) λ , by simple calculating, the two integrals of (2.2) turn into
Obviously, the above integral is independent of x, y. The integrand of (2.4) can be decomposed into several parts
and it follows
. Then setting u = 0, we get Abc 2 + Bac 2 + Cabc + Dab = 0. After that, put A, B, D into the above equality, we have A + B + C = 0. In fact,
By the results above and considering (2.1), we get
Hence by (2.4), (2.3) is correct, and K(θ) > 0.
is taken as the definition of (2.3), then (2.5)
Since the integrand of the integral is continuous about ε, by (2.3) and (2.4), we have
By (2.6) and (2.7), it follows
Letting ε → 0 + and by (2.8), (2.9), we get lim
, and (2.5) is correct.
Main results and the equivalent forms
where the constant factor K(θ) is the best possible. In particular, taking λ = 1, we have
Proof. By Hölder's inequality with weight (see [12] ) and (2.2), (2.3), we have
If (3.3) takes the form of the equality, then there exist constants A and B (without loss of generality, suppose A = 0), such that they are not all zero and (see [12] )
.
, which contradicts the fact that
3) takes the form of strict inequality. So we have (3.1).
To prove the best constant factor, for 0 < ε < 1, setting
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For θ = (λ, a, b, c) ∈ R 4 + (a, b, c is not equal each other ), assume that the constant factor K(θ) in (3.1) is not the best possible. Then there exists a positive number k with k < K(θ), such that (3.1) is still valid if K(θ) is substituted by k. In particular, by (2.5), we obtain
thus K(θ) ≤ k when ε → 0 + , which contradicts the hypothesis of k < K(θ). Hence the constant factor K(θ) in (3.1) is the best possible for all the θ which satisfied the conditions. Theorem 3.2. Under the same conditions of Theorem 3.1. we have
where the constant factor K p (θ) is the best possible. And inequality (3.1) is equivalent to (3.5). In particular, taking λ = 1, we have (3.6)
and inequality (3.6) is equivalent to (3.2).
Proof. For x ∈ (0, ∞), n ∈ N , setting a bounded measurable function [f (x)] n as
Then, there exists n 0 ∈ N , for n n 0 ,
By (3.10) and (3.1), we obtain
Letting n → ∞, we have 0 < ∞ 0 y q(1−2λ)−1 g q (y)dy < ∞. Similar to the above deduction, applying (3.11) and (3.1) with f (x), g(y), we have
and we get (3.5) by (3.11) and (3.13). For p > 1, by Hölder's inequality, we find
If (3.5) is valid, then (3.1) is correct by (3.14). Thus (3.1) is equivalent to (3.5) .
Assuming that the constant factor K p (θ) in (3.5) is not the best possible, by (3.14), we may get a contradiction that the constant factor K(θ) in (3.1) is not the best possible. This completes the proof.
The reverse forms
Proof. By p < 0 or 0 < p < 1, similar to the formulation of (3.3), applying the reverse Hölder's inequality with weight (see [12] ), we have the reverse strict inequality as follows
Thus (4.1) is valid. Suppose there exist a positive number K 0 ≥ K(θ), such that (4.1) is still valid that K(θ) is instead of K 0 . In particular, (4.1) is valid for the function f (x), g(y) which is defined by (3.4), combining (2.5), we have 
where the constant factor K p (θ) is the best possible, and (4.1) is equivalent to (4.4); (ii) for 0 < p < 1,
where the constant factor K p (θ) is the best possible, and (4.1) is equivalent to (4.5).
Proof. For p < 0 or 0 < p < 1, by the reverse Hölder's inequality, we get
Setting [f (x)] n and g n (y) as the definition of (3.7) and (3.8), then, there exists n 0 ∈ N , for n n 0 , 
Letting n → ∞, we have 0 < ∞ 0 y q(1−2λ)−1 g q (y)dy < ∞. By the same deduction, applying (3.11) and (4.1) with f (x), g(y), we have
combining (3.11), we get (4.4) for p < 0. Suppose that (4.4) is valid. By (4.6), (4.1) is correct for p < 0. Thus (4.1) is equivalent to (4.4) .
If the constant factor K p (θ) in (4.4) is not the best possible, then by (4.6) (p < 0), we may get a contradiction that the constant factor k(θ) in (4.1) is not the best possible.
(ii) For 0 < p < 1, suppose that (4.5) is valid. By (4.6) , (4.1) is valid too. Assume that (4.1) is valid. If 
By (3.11), the inequality above turns into (4.5). Hence (4.1) is equivalent to (4.5).
If the constant factor K p (θ) in (4.5) is not the best possible, then by (4.6) (0 < p < 1), we may get a contradiction that the constant factor K(θ) in (4.1) is not the best possible. (ii) The kernel of (3.2) is the homogeneous of −4−degree, it is a new Hilberttype integral inequality with the best constant factor, and (3.1) can be taken as the best extension of (3.2). Similarly, (3.1) can be taken as the best extension of (4.10)-(4.12).
(iii) Taking the parameter p = q = 2, a = 1, we get (1.5) by (4.12), thus (3.1) is the best extension of (1.5) with multi-parameter.
