Dissociative recombination rate constants are reported with electron temperature dependent uncertainties for the lowest 5 vibrational levels of the N + 2 ground state. The rate constants are determined from ab initio calculations of potential curves, electronic widths, quantum defects, and cross sections. At 100 K electron temperature, the rate constants overlap with the exception of the third vibrational level. At and above 300 K, the rate constants for excited vibrational levels are significantly smaller than that for the ground level. It is shown that any experimentally determined total rate constant at 300 K electron temperature that is smaller than 2.0 × 10 −7 cm 3 /s is likely to be for ions that have a substantially excited vibrational population. Using the vibrational level specific rate constants, the total rate constant is in very good agreement with that for an excited vibrational distribution found in a storage ring experiment. It is also shown that a prior analysis of a laser induced fluorescence experiment is quantitatively flawed due to the need to account for reactions with unknown rate constants. Two prior calculations of the dissociative recombination rate constant are shown to be inconsistent with the cross sections upon which they are based. The rate constants calculated here contribute to the resolution of a 30 year old disagreement between modeled and observed N + 2 ionospheric densities.
I. INTRODUCTION
Starting at every dawn and winding down at every sunset, solar photons ionize atoms and molecules in the Earth's upper atmosphere. The electron density would build up day after day if there were no efficient means for removing the photoelectrons. This build up would occur not only at Earth but on all of the other planets (except Mercury) and on many of their moons. The most efficient removal mechanism is dissociative recombination (DR) in which an electron is captured by a molecular cation. The identity of the major molecular ions is unique to each planetary ionosphere and moon. At Earth, in the high ionosphere, N + 2 controls the ionization balance and its DR is described by
and by
where e − is an electron, v denotes the vibrational level, N R 2 is a neutral Rydberg state, and the product N atoms can be electronically excited. In two prior papers, 1, 2 a theoretical ab initio approach is described for determining cross sections and rate constants for v = 0 1 and cross sections for 1 ≤ v ≤ 4. 2 Here, rate constants for 1 ≤ v ≤ 4 are reported. CASSCF 3 (Complete Active Space Selfconsistent Field) and CI [4] [5] [6] [7] [8] (Configuration Interaction) wave functions are used to determine potential curves, electron capture widths and quantum defects. MQDT 9 (Multichannel Quantum Defect Theory) a) slg@sci.org is used for the calculation of cross sections and rate constants. Details can be found in the prior papers. The important role of indirect recombination, 10 Eq. (2), is illuminated by showing that the v = 11 level of an n = 3 Rydberg state causes C rate constant is shown. Rate constant uncertainties and least squares fits are described in Sec. III. Results are compared to experimental findings and prior theory in Secs. IV and V, respectively. With the derivation of the maximum rate constant, Sec. VI describes how the calculations contribute to the resolution of a more than 30 year old problem in ionospheric modeling. Section VII has the summary and conclusions. Unless noted otherwise, all temperatures are electron temperatures.
II. LEVEL SPECIFIC RATE CONSTANTS
The rate constants are derived from a Maxwellian average over the calculated cross sections. 1, 2 The total rate constant for any v is a simple sum of the rate constants for each dissociative symmetry and electron partial wave. Fig. 2 shows the total DR rate constant for v = 0 and that for each route that contributes more than 10 −9 cm 3 /s to the total. Of the six contributing states, only three cross between or at the turning points for v = 0: 2 (Table II) . The uncertainties in these percentages are derived in Sec. III.
For v = 2, Fig. 4 shows that the As the vibrational ladder is ascended, the 3 u states lose dominance as is shown in Fig. 5 for v = 3. At 300 K, the 3 u states contribute 71% of the total rate constant. A state that did not contribute to v = 0-2 is now apparent, 2 3 + u . This state makes its greatest contribution at the lowest temperatures constituting 26%, 15%, and 4.7% of the rate constant at 100 K, 300 K, and 3010 K, respectively. Fig. 1 shows that this state comes closer to the large R vibrational turning point as v increases leading to increasing vibrational overlap. The 1 u contribution is about the same as that for v = 2. The rate constant at 300 K and 2005 K (Table II) is 45 (±15)% and 54 (+4, −10)% respectively, below that for v = 0.
For v = 4, the total 3 u and 2 3 + u contributions are 53% and 27%, respectively, of the total DR rate constant at 300 K. Figure 5 except rate constants for dissociative routes contributing more than 10 −9 cm 3 /s for v = 4 are shown. The rate constant for 2 3 g (dark purple) is also shown.
is depressed and is exceeded by the total 1 u rate constant (dominated by 3 1 u ) for 500 ≤ T e ≤ 1500 K. 1 3 + g and 2 3 g make small contributions to the total rate constant. The total rate constants at 300 K and 2005 K are nearly the same as that for v = 3. The total rate constants show two trends. First, for excited v above 300 K, especially v = 2, 3, and 4, the rate constants are similar but they are all smaller than that for v = 0. Second, the role of the 3 u states, while still important, decreases monotonically as v increases. The total numbers of dissociative states with contributions above 1 × 10 −9 cm 3 /s are 6, 8, 8, 11 , and 12 for v = 0, 1, 2, 3, and 4 respectively. The increasing number of dissociative states provides a near uniform sampling of vibrational overlap as v increases. Simultaneously, those states that are important for the DR of the lowest levels become less important as v increases as they are displaced from vibrational peaks and turning points. As these states become less important, they are replaced by new states crossing the high v levels at the large R turning points.
Can these trends be predictive for other molecules? The lowest energy asymptote for N , the ground state neutral asymptote does not participate in DR.) This gap is too small to allow a repulsive curve to cross the ion v = 0 within its turning points. Instead the lowest dissociative curve crosses the ion between the v = 0 and v = 1 outer turning points 11 leading to a rate constant from v = 1, 2, and 3 that is 10 times larger 12 than that from v = 0. As new dissociative routes become accessible, the rate constant increases by nearly another factor of 10. 12 Clearly, a detailed knowledge of potential curves and widths is needed before predictions can be made for other molecular ions.
The six states contributing more than 1 × 10 −8 cm 3 /s to the rate constant for any v and T e for 100 ≤ T e ≤ 3000 K are 2 Remarkably, there is a near coincidence of rate constants for all the excited vibrational levels of (0.92-0.82) × 10 −7 cm 3 /s for 520 < T e < 610 K where the v = 0 rate constant is about a factor of 2 higher.
III. RATE CONSTANT UNCERTAINTIES AND FITS
In the prior report 1 of the v = 0 rate constant, the uncertainty in the theoretical value is estimated by using a ±15% uncertainty in the calculated widths and ±0.006 a o in the relative position of the ion and neutral curves. The latter value is taken from the difference between the calculated internuclear distance at which 2 3 u crosses the ion and that for the crossing point of an extrapolated experimentally derived potential curve segment of Leoni and Dressler. 13 Here, the uncertainty is improved by eliminating the ion shift of −0.006 a o and retaining only the +0.006 uncertainty. Since the calculated rate constant uses an ion potential curve that is placed at the experimental equilibrium internuclear separation, R e , the calculated 2 3 u potential curve is likely to be further from the ion curve than an experimentally derived 2 3 u curve. Although there is no experimentally derived R e value for 2 3 u , the calculated value 1 is likely to be larger than an experimental value. Indeed, this is generally true for calculated diatomic R e 's. The +0.006 a o uncertainty includes the Leoni and Dressler crossing and puts the 2 3 u curve closer to the ion than the calculated position. The −0.006 a o uncertainty (i.e., a shift of the repulsive curve away from the ion) is unlikely. For v = 0, the limiting rate constants are calculated from the rate constants arising from the six combinations of an unshifted and shifted ion with the ±15% width uncertainty and the original width. The combinations giving the highest and lowest rate constants are used to determine the upper and lower limit rate constants. These upper and lower limit rate constants are represented by the dashed lines in Figs constants at different electron energies and this is accounted for in the limiting rate constants.
The calculation of limiting rate constants gives a T e dependent uncertainty. The upper limit of uncertainty is the difference between the upper limit rate constant and the rate constant calculated without the width or potential curve position uncertainties. The lower limit of uncertainty is the difference between the lower limit rate constant and the rate constant calculated without the width or potential curve position uncertainties. Theoretical uncertainties for DR rate constants have not been reported previously. The width uncertainty and the R shift are applied to the calculated rate constants of all the 3 u states. For v = 0, only the 3 u states are used for the uncertainty estimates.
The rate constants have been least squares fitted to the form a*10 −7 *(T e /300) −b . This form has also been used to represent the upper and lower limit rate constants. The rate constant uncertainties, determined as described above, are also fitted to the same form. The rate constants with the upper and lower limit values and uncertainties are given in Table I . The fits are straight lines if plotted on log-log plots such as those in Figures 2-8. Consequently, they are only approximate representations of the calculated points.
14 TABLE I. Least squares fits of the calculated rate constants (bold) as a function of electron temperature (100 < T e ≤ 3000 K) and ion vibrational level, v, with upper (+) and lower (−) uncertainties and upper (u) and lower limit ( ) fits. The rate constants, upper and lower limits and the uncertainties take the form a × 10 −7 × (T e /300) −b . For v = 0, the total rate constant is 2.2 × 10
× (T e /300) −0.1 ) cm 3 /s for 100 ≤ T e ≤ 3000 K. Note that the uncertainties (in parentheses) are electron temperature dependent. These uncertainties are given for each v in the rows labeled + and −. Also listed are the upper and lower limit fits. In the "a" column, the upper limit of uncertainty is the difference between the value in the u row and the bold value. Similarly, the lower limit of uncertainty in the "a" column is the difference between the bold value and the value in the row.
The least squares fitted rate constant for v = 0 differs slightly from the prior 1 value of 2.2(+0.4, −0.2) × 10
× (T e /300) −0.40 cm 3 /s due to the new uncertainty estimate and to the correction of an error in the contribution of the b 1 + u state to the rate constant. The latter error was present only in the rate constant calculation and not in the reported cross sections.
1, 2 For v = 0, the upper and lower limiting rate constant fits are 2.5 × 10 −7 × (T e /300) −0.40 cm 3 /s and 2.0 × 10 −7 × (T e /300) −0.34 cm 3 /s for 100 ≤ T e ≤ 3000 K, respectively. Note that these fits are straight lines if plotted on the log-log scales of Figs. 2-8 and they are approximations to the calculated rate constants.
The calculated (not least squares fitted) rate constants at T e = 100 K and 2005 K with the calculated (not least squares fitted) uncertainties are given in Table II . At 100 K, the rate constants are similar except for v = 2, i.e., v = 0, 3 and 4 are within 10% of each other and v = 1 differs from these by at most 22%. Above 300 K, the rate constants for v > 0 are all less than that for v = 0 (see Figs. 7 and 8). At 2005 K, the v = 0 rate constant is about three times that for v = 1 and about two times that for v = 2-4. At 300 K, any experimentally derived rate constant with an upper limit of uncertainty which is below the theoretical lower limit of the v = 0 rate constant, 2.0 × 10 −7 cm 3 /s, must necessarily be for a plasma that has a substantially excited vibrational population. (Compare the CRYRING distribution discussed below.)
For cases involving thermal equilibrium, the vibrational temperature of the plasma can be determined from the overall DR rate constant measurement.
IV. COMPARISON TO LABORATORY EXPERIMENTS
A partial comparison to experiment was provided previously 1 for the v = 0 rate constant. With the results reported here for vibrationally excited states, a more detailed analysis can now be presented. A review of the early experiments can be found in the volume by Massey and Gilbody 15 and in the article by Biondi. 16 The history of experimental research on the DR of N + 2 has recently been reviewed by Johnsen. 17 Research on DR of the atmospheric ions has been reviewed by Sheehan and St.-Maurice 18 and by FlorescuMitchell and Mitchell. 19 Since the proposal 20 that DR of N + 2 is one of the most important processes in a nitrogen afterglow, experimental techniques dedicated to the study of this reaction have evolved significantly. The early experiments were done in stationary microwave afterglows with pure N 2 . The usage of high densities minimized ambipolar diffusion but led to the formation of N + 4 and gave rate constants that were very large (appropriate for N + 4 but not N + 2 ). Diluting the pure gas with a rare gas and also introducing a mass spectrometer for the identification of the recombining ions significantly improved the technique. The experimental results are compared to the current result in Table III The experiment of Mehr and Biondi 25 gave a rate constant in agreement with the v = 0 value calculated here. The usage of a mass spectrometer alerted the author's to the ever present concentration of N + 3 and N + 4 and allowed for the minimization of this problem by reducing the N 2 concentration. But they were not able to entirely eliminate these ions. These ions could have led to an α for N + 2 that was artificially too high (a difficulty of earlier experiments) but this does not seem to have been the case. Johnsen has commented that the electron energy distribution was likely not entirely Maxwellian. 17 Mehr and Biondi 25 could not account for the difference between their deduced rate constant and those of Kasner 24 and Kasner and Biondi. 23 The pioneering experiment of Zipf 29 used laser induced fluorescence to measure the individual rate constants, α(v), for DR from the v = 0, 1, and 2 vibrational levels. The individual levels of the ground ion electronic state were pumped to the B 2 + u state. From the time dependence of the intensity of the allowed fluorescence, the population of the ground ion vibrational levels could be followed and the DR rate constant for the lowest 3 vibrational levels could be determined. The experiment assumed that the only sink of excited vibrational levels was DR and ambipolar diffusion. Zipf reported rate constants at 300 K of 2.15, 2.42, and 2.70 × 10 −7 cm 3 /s for v = 0, 1, and 2, respectively. Although the v = 0 result agrees well with the current work, the trend of increasing α with increasing v is qualitatively in disagreement and outside of the uncertainties calculated here. The source of this disagreement is partially found in the criticism of this experiment by Johnsen 21 who pointed out that in addition to DR and ambipolar diffusion, another reaction was occurring but was neglected in the interpretation, namely ion vibrational change due to collisions with neutral N 2 at 1500 K vibrational temperature. 31 (black, solid circle), Mahdavi et al. 26 (black, solid triangle), Geoghegan et al. 30 (black, upside down solid triangle), and Cunningham and Hobson 27 (black, cross).
the same order of magnitude as DR rate constants and will be reported separately. Of course, at the time of Zipf's paper, knowledge of the rapidity of this process was nonexistent. The high concentration of neutral N 2 in this experiment compared to the likely electron concentration indicates that ion relaxation collisions with neutral N 2 are probably more important than electron impact relaxation. Indeed, Johnsen pointed out that the time for vibrational change due to collision with N 2 is much shorter than the lifetime of the afterglow. 21 The presence of both processes indicates that the DR contribution to vibrational population loss observed by Zipf was not properly assessed. The formula of Zipf in Table III experiment was interpreted as applying to v = 0 which is correct.
Zipf's experiment was reviewed by Bates and Mitchell 35 who derived expressions accounting for the difference between Zipf's deduced DR rate constant and the actual DR rate constant. They deduced an actual DR rate constant for v = 0 from Zipf's data of 2.6 × 10 −7 cm 3 /s at 300 K and noted the agreement with the result of Canosa et al. 31 (see Table III ). However, this agreement is only fortuitous. Although their approach is correct, it requires approximations (due to unknown rate constants for several reactions) that give results that do not have quantitative validity. First, electron impact vibrational relaxation is ignored. The importance of this process was not appreciated at the time and the rate constants were unknown. Also due to a lack of data, the rate constants for N v) . In the calculation of the actual DR rate constant from v = 0, v = ±2 transitions were ignored. The following reaction and its reverse were ignored: N (1) . For v = 2, in addition to the latter reaction, v = ±1 reactions were surprisingly ignored. The value of the resulting actual DR rate constant for v = 2, not given in the paper, is negative.
B. Flowing afterglows
Mahdavi et al. 26 determined a rate constant in excellent agreement with the v = 0 value reported here. By moving the recombination region away from the discharge region, the N + 2 is more likely to collide with cold N 2 .
The separation of the discharge and afterglow regions was also used to advantage by the flowing afterglow experiment of Geoghegan et al. 30 This experiment also allowed for the neglect of diffusion and gave a rate constant for v = 0 in excellent agreement with that reported here.
Flowing afterglow results were also reported by Canosa et al. 31 Although the N 2 densities in their experiment were twice that used by Zipf and 3 times higher than that used by Mehr and Biondi, they claimed that N + 4 was not a contributor to the measured rate constant. Their result is in excellent agreement with the theory at 300 K.
C. Shock tube
The experiment of Cunningham and Hobson 27 was done in the temperature range 700-2700 K where a T e −0.37 dependence was found in agreement with the dependence found here. The authors reported that the vibrational population was all in v = 0 and that the translational and electronic temperatures were equilibrated. The 300 K value in Table III is their extrapolation of the measurements and is just below the value reported here. Uncertainties were not reported.
D. Multipass merged beams
At the storage ring, CRYRING, 33 the total deduced DR rate constant for ions in an excited vibrational distribution is α CRY = 1.75 (±0.09)*10 −7 *(T e /300) −0.30 cm 3 /s which is plotted in the paper for 80 ≤ T e ≤ 1000 K and shown here in Fig. 10 . As stated above, any reliable experiment giving a DR rate constant (within its range of uncertainty) that is lower than the lower limit of uncertainty on the calculated (not least square fitted) rate constant from v = 0, 2.0 × 10 −7 cm 3 /s at 300 K, must be observing vibrationally excited N + 2 if other aspects of the experiment are correct. This observation is consistent with the vibrational distributions found in the CRYRING experiment. 33 However, a common misconception among those who quote the CRYRING 33 paper is that the vibrational population of the ions was determined. This is not the case. Only the product of the relative population and the relative rate constant for each v was derived for zero energy electrons. The relative vibrational population follows only if the DR rate constants are independent of v. In the CRYRING study, two ion sources generating different ion vibrational populations were used. The total rate constants from the two sources were found to be similar. This led to the conclusion that ". . . the rates cannot be strongly dependent upon the vibrational quantum number." 33 Is this conclusion valid? In a prior paper, theoretically determined "flattened" rate constants (see Figure 12 in Ref.
2) were calculated for electron energies between 0.001 and 1.0 eV. These rate constants are a function of energy, not temperature, and are for storage ring electron beams which are characterized by different temperatures in directions parallel and perpendicular to the beam direction. Theory showed that these rate constants are approximately independent of v at the lowest energy, 0.001 eV, but diverge from v independence at higher energies. At CRYRING, the product of relative ion vibrational population and level specific relative rate constant was measured at "zero" eV. Because theory shows that at low energy the rate constants are approximately independent of v, the vibrational populations can be deduced from the measured products. The colder CRYRING ion source (for which the rate constant is quoted above) had a vibrational population of 46%, 27%, 10%, and 16% for v = 0, 1, 2, and 3, respectively, while that of the hotter source was 30%, 31%, 19%, and 18%. Experimental uncertainties for the product of the relative population and the level relative rate constant were not reported. Combining the vibrational level specific theoretical rate constants with these populations gives a least squares fit total rate constant for the cold source of 1.7 × 10 −7 × (T e /300) −0.45 (+0.2 × 10 −7 × (T e /300) −1.1 , −0.1 × 10 −7 × (T e /300) −0.54 ) cm 3 /s for 100 ≤ T e ≤ 3000 K and 1.5 × 10 −7 × (T e /300) −0.50 (+0.2 × 10 −7 × (T e /300) −1.1 , −0.1 × 10 −7 × (T e /300) −0.73 ) cm 3 /s for the hot source. The cold source rate constant is in very good agreement with the cold source CRYRING rate constant quoted above. The hot source rate constant is below that for the cold source in agreement with the CRYRING measurements. An experimental hot source rate constant fit was not reported. The rate constants are compared in Fig. 10 which shows the theoretical raw data (not a fit) with the experimental fit 33 quoted above (straight line). These total rate constants overlap up to 600 K even though the theoretical v = 0 specific rate constant is quite different from those for v > 0 at and above 300 K (See Sec. II). The v = 0 rate constant from this work is also shown because of the slope difference between the two results. The CRYRING rate constant has a slope that is close to that of the v = 0 theory result.
The CRYRING assumption of rate constant similarity Because of the difference in the deduced product of relative population and rate constant for v = 2 and v = 3, it was speculated 33 that the rate constant for v = 2 is less than that for v = 3 at zero electron energy. At 100 K electron temperature, the uncertainties in the rate constants are too large for the theory to identify the larger rate constant. For 800 ≤ T e ≤ 2400 K, the rate constant for v = 2 is greater than that for v = 3.
E. Single pass merged beams
Mul and McGowan, 28 using the MEIBE apparatus, found a rate constant that falls below the theory above 300 K (Fig. 9) indicating the possible presence of vibrationally excited ions. They found a T e dependence of −0.5 for not only N Additional work with the MEIBE apparatus 34 gave a cross section that was a factor of 5 lower than the results of Mul and McGowan. 28 Rate constants were not reported. Cross sections were obtained under conditions that were thought to apply to N was not electronically excited but only vibrationally excited, the results are qualitatively different from those found here and also cannot be correct.
This second MEIBE experiment was criticized by Bates and Mitchell 35 who pointed out that if α(0) is 5 times lower than all prior values, α(1) would have to be 1.8 × 10 −6 cm 3 /s. In support of their conclusion, as shown below in Sec. VI, a value of 1.8 × 10 −6 cm 3 /s exceeds the maximum allowed value and is not possible.
Sheehan and St.-Maurice 18 reported the third MEIBE experiment on N + 2 . They claimed that the CRYRING rate constant is incorrect because their deduced cross section is similar to the CRYRING result but their rate constant is lower, 1.5 × 10 −7 cm 3 /s at 300 K. They recalculated the CRYRING rate constant and obtained a value identical to their rate constant at 300 K. I have recalculated the CRYRING rate constant for 80 < T e < 1000 K from the CRYRING cross section data and get a value of 1.73 × 10 −7 × (T e /300) −0.27 cm 3 /s, essentially in agreement with the CRYRING result. The range of T e used for the published fit was not given in the CRYRING paper and may account for the small difference. The recalculation of the CRYRING rate constant reported here indicates that the Sheehan and St.-Maurice rate constant given in their paper and in Table III is not correct and that their correct rate constant agrees with the CRYRING rate constant. This is unusual since the agreement indicates that both experiments may have had the same excited vibrational distribution.
V. COMPARISON TO OTHER THEORY
Besides the earlier results reported from this laboratory, there have been only two prior theoretical calculations of N + 2 DR rate constants. The pioneering calculations of Michels 36 have been summarized previously. 1 A very recent report 37 by Fifirig of an MQDT calculation of rate constants and cross sections for the lowest 4 ion vibrational levels uses potential curves, widths and quantum defects previously calculated in this laboratory for the u symmetry is also included with data coming from Spelsberg and Meyer. 38 Excited core Rydberg states are included for The remaining significant differences involve the K matrix and the ion potential curves. Fifirig's K matrix includes the calculation of the elements, K dd , but she did not report the values. These matrix elements are set to zero here based upon the prior argument 9 that they are negligible. For the ground ion state, Fifirig uses an RKR curve from Morioka et al. 39 and an ab initio curve of Bing and Wei 40 for the A 2 u state. In the calculations reported here, an RKR 22 curve is used for the lower part of the X 2 + g well, supplemented with ab initio points for the remainder of the well. 41 An ab initio curve is used for A 2 u . 41 Twenty three vibrational levels are included here in both the X 2 + g and A 2 u potential wells as well as in the Rydberg wells. 2 This covers all the Rydberg vibrational levels with the X and A cores that are present at energies up to 1 eV above any level up to v = 4 of X 2 + g . Because the MQDT approach has a closure condition over the vibrational levels (see Eqs. (15) and (16) Fifirig describes the small interaction between the direct and indirect processes in the prior calculation 41 of the DR cross section along the 2 1 + g channel as due to the presence of only ". . . a small part of the closed ionization channels." In the case of the indirect mechanism involving the ground core Rydbergs, this is due to the very small electronic width and is not connected to the size of the vibrational basis that was used. The larger width for the Rydbergs having the A 2 u core clearly leads to an enhanced role for the indirect mechanism (compare Figs. 2 and 3 of Ref. 41) .
A comparison of cross sections shows disagreement between those reported earlier 1, 2 and those of Fifirig. 37 Some disagreement is to be expected since several of the less important states (not included by Fifirig) and discussed previously, 1, 2 contribute to structure in the cross sections but do not play a significant role in determining the rate constants. However, her cross sections are generally lower than those obtained in this laboratory. The v = 0 cross section at 0.001 eV is 2 × 10 −13 cm 2 compared to that of 3 × 10 −13 cm 2 found here. The n = 8, v = 1 ground core 3 u resonance which was found near 0.009 eV is absent in her total cross section. A small dip in her cross section near 0.006 eV is absent in the prior report of the cross section used here. 1 For v = 0, the Fifirig cross section is mostly below the CRYRING cross section below 0.07 eV (see Fifirig's Fig. 6 ) but the calculated rate constant at 300 K is above the CRYRING rate constant, indicating that there may be an error in Fifirig's calculations. For v = 1, both results show that the cross sections at 0.001 eV are larger than those for v = 0 and both have a similar drop above threshold indicating the presence of a threshold resonance. However, the n = 8, v = 2 and n = 4 v = 6 3 u ground core resonances which are prominent 2 have only a narrow peak in the full cross section and disappear in Fifirig's ground core cross section. A large drop in the cross section near 0.04 eV is present in both cross sections. For v = 2, the cross section reported previously 2 is 1 × 10 −13 cm 2 at 0.001 eV and falls slightly as the electron energy increases followed by a rise to a local peak near 0.0035 eV due to 3 u resonances. The Fifirig cross section is 6 × 10 −14 cm 2 at 0.001 eV and falls as the energy increases to 0.007 eV without showing a peak near 0.0035 eV. For v = 3, the cross section reported previously 2 is larger than Fifirig's at low energy.
Although there is agreement between the 300 K rate constants reported here and the values of Fifirig, there appears to be an error in her paper as pointed out in the prior paragraph. The cross sections for v = 0 reported in her paper give a room temperature rate constant of 0.8 × 10 −7 cm 3 /s instead of the reported 37 value of 2.1 × 10 −7 cm 3 /s. DR rate constants are sensitive to the value of the crossing point of ion and dissociative curves and to the slope at the crossing point. The crossing point of the 2 3 u and X 2 + g curves calculated here comes at 2.136 a o . Shifting the 3 u potential curves (for the calculation of uncertainties) shows that the 300 K v = 0 rate constant increases as the crossing point moves to smaller R from 2.136 a o and decreases as the crossing point moves to larger R. A comparison with other curves in the literature can therefore lead to predictions of rate constants that would be derived with these curves assuming other inputs are the same (e.g., widths and quantum defects). Potential curves and quantum defects for N 2 are reported by Little and Tennyson 42 using the R matrix approach. The potential curves (see Fig. 8 in Ref. 42 ) are adiabatic and do not cross the ion. They plot the 3 u curves used here with their curves and with the diabatic curves of Hochlaf et al. 43 In the case of adiabatic curves, one can only estimate where diabatic curves based upon the adiabatic curves would cross the ion. Visual inspection shows that all the 3 u curves have similar slopes to that found here. Visual inspection also indicates that the R matrix derived 2 3 u curve is likely to cross the ion at a slightly greater R than that calculated here and that of Hochlaf et al. crosses the ion at a still greater R. Usage of these curves in the approach used here would lead to slightly smaller v = 0 rate constants at 300 K. The crossing points of the 3 3 u and 4 3 u curves are considerably larger than that found here. In the calculations reported here a large CI (configuration interaction) wave function in addition to CASSCF for the orbitals is used. However, in the R matrix calculations only a CASSCF is used. In the Hochlaf et al. calculations, the approach is similar to that used here with the exception that a more diffuse basis is used allowing for the description of Rydberg character. Diffuse basis functions are intentionally omitted from the calculations reported here in order to describe diabatic valence dissociative states. This difference may account for the difference in crossing point values.
In the R matrix calculations, 42 a single basis, cc-pVQZ, is used for both the valence and Rydberg states. In the formulation of this basis, 44 the diffuse s and p exponents are determined 44 so as to provide an improved description of the outer parts of valence orbitals and the diffuse d, f, and g Gaussians describe the polarization of valence orbitals. Although Little and Tennyson calculate quantum defects with this basis, it is not appropriate for Rydberg orbitals. For example, the most diffuse s, p, and d Gaussian primitives in this basis have exponents of 0.1552, 0.1428, and 0.335, respectively. 44 But the tightest exponents needed to describe n = 3 orbitals in the Rydberg basis sets of Kaufmann et al. 45 are 0.00588 and 0.009988 for s and p Rydbergs and 0.00492 for n = 4 d Rydbergs. Therefore, in the R matrix approach, contrary to the statement in the paper, the Rydberg description cannot be coming from the cc-pVQZ basis but appears to arise from the continuum aspects of the calculation (possibly the Gaussian fits to Bessel functions). Inspection of the quantum defects in Tables 3-7 of Ref. 42 shows that many of the defects are calculated for high n where they are not converged with respect to n. It is not possible to know whether the lack of convergence is due to a poor description of the Rydberg space or to interactions between neighboring Rydberg states of the same symmetry.
Quantum defects are an essential component in the calculation of DR rate constants. The defects determine both the energies of the intermediate Rydberg states of Eq. (2) and the probability of electron capture into those states. Tables IV and V have quantum defects (for the X 2 + g and A 2 u core) for all the relevant DR symmetries along with the results of Cremaschi 46 and Little and Tennyson. 42 In the results reported here, cc-pVTZ 44 and cc-pVQZ 44 basis sets are used for the valence states and separate calculations with large diffuse Rydberg basis sets 45 are done for the Rydberg states. Contrary to the statement in the paper by Little and Tennyson, 42 "average" quantum defects are not determined here. Instead the quantum defects are calculated for each reported n for a range of R and some have been described previously.
1 Table IV shows that in spite of the inadequacy of the bound Rydberg basis, the R matrix quantum defects are mostly in surprisingly good agreement with those calculated here and those calculated by Cremaschi. 46 For the important 3 u symmetry, the defect calculated here agrees with the R matrix result and is slightly closer to the experimentally derived value. Because the R matrix calculations use several ion target states, interactions between Rydberg series having different ion cores and free electron partial waves are included. This means that the R matrix quantum defects cannot be used in a DR cross section calculation requiring individual electron partial waves unless the mixing of the partial waves is included.
An example of a disagreement among the different treatments is for 3 + u where good agreement is found between the defect calculated here and that found by Cremaschi et al. but both differ from that found in the R matrix approach. Both the 
VI. IONOSPHERIC MODELS AND MAXIMUM RATE CONSTANT
The variation of the DR rate constant with v has been a topic of great interest to aeronomy for more than 30 years. During this time, there was no satisfactory explanation for the factor of two discrepancy between the satellite measurements of the N + 2 ionospheric density and the model densities. It was proposed 51 that this discrepancy could be resolved in the models if the rate constant for N + 2 DR for v > 0 was between a factor of 21 and 35 greater than that for v = 0 or if the rate constants from v = 2, 3, and 4 were zero and that for v = 1 was 23 times greater than that for v = 0. In both cases, the optimal v = 0 rate constant was found to be 0.8 × 10 −7 cm 3 /s, about 46% below the value calculated here at an ionospheric electron temperature of 1000 K. Are these high values for excited v rate constants physically possible? The DR rate constant along dissociative route, d, from vibrational level, v, and for capture of a single electron partial wave is given by
where r is the ratio of multiplicities of the dissociative and ion states, m is the electron mass, ε is the electron energy, and S dv is an element of the scattering matrix. The maximum value for σ dv is obtained by setting S dv = 1. For the 
where the units of ε are eV. The maximum value of the Maxwellian spherically averaged rate constant is
where k is the Boltzmann constant. Substituting (3) into (4) 53 who recently contributed to the resolution of the factor of 2 problem by using an improved rate constant 54 for O + ( 2 D) + N 2 in the model.
VII. SUMMARY AND CONCLUSIONS
A thorough study has been completed of the DR rate constants for the lowest 5 vibrational levels of the ion ground state and for 100 ≤ T e ≤ 3000 K. Fourteen dissociative states over nine electronic symmetries (describing the right side of Eqs. (1) and (2) 2). 55 The results show that six dissociative states over four electronic symmetries contribute more than 1 × 10 −8 cm 3 /s to the rate constant for one or more vibrational levels: 2 The relative values of the vibrational level specific rate constants undergo a qualitative change with increasing electron temperature. At 100 K, with the exception of v = 2, all the rate constants overlap within the uncertainties. At 300 K, the v = 1, 2, 3, and 4 total rate constants are 32%, 55%, 45%, and 41% respectively below that for v = 0 with the v = 0 dominance remaining at higher temperatures.
The rate constant calculated here for v = 0 is in excellent agreement with many of the prior afterglow results.
At low temperatures, the calculated rate constants agree qualitatively with the CRYRING conclusion that the rate constants are v independent. This agreement disappears above 300 K where the theoretical rate constant for v = 0 significantly exceeds that those for v > 0. The calculations show that any experiment reporting a rate constant at 300 K which is below the calculated (not fitted) lower limit of uncertainty for the theoretical v = 0 rate constant, 2.0 × 10 −7 cm 3 /s, is likely to involve a substantial population of vibrationally excited ions.
To date, there are no experimental determinations of rate constants for excited v. The CRYRING 33 experiment reported the products of vibrational population and vibrational level specific rate constants for v = 0-3 at "zero" electron energy. With the CRYRING products for the cold and hot ion sources in conjunction with the theoretical vibrational level specific rate constants (which are not the same for all v) total rate constants are calculated. That for the cold source is in very good agreement with the reported CRYRING cold source total rate constant. For the hot source, the numerical experimental rate constant was not reported but the calculated rate constant is less than and similar to that for the cold source in agreement with the experimental findings. Rate constant v independence is not needed to derive similar total rates from two different ion population distributions.
The rate constant reported by Sheehan and St. -Maurice   18 is not consistent with the reported cross section. Contrary to the statement in their paper, their rate constant agrees with the CRYRING 33 rate constant. Comparisons with R matrix calculations 42 and with calculations of Hochlaf et al. 43 show qualitative agreement for the 3 u potential curves. For the quantum defects, there is good general agreement with the R matrix 42 and Cremaschi et al. 46 results. However, for the A core 1 u , sσ g Rydberg series, the R matrix 42 quantum defect differs by a factor of 6 from that calculated here and that calculated by Cremaschi et al. 46 The only prior theoretical calculation 37 of vibrational level specific rate constants used much of the data calculated here but reported MQDT rate constants that are not consistent with the reported cross sections.
Since the DR rate constants for excited v are all smaller than that for v = 0 (except at the lowest temperatures which are not relevant to ionospheric models), the theory reported here contributes to the resolution of a long standing problem concerning the N + 2 ionospheric abundance. In spite of the recent advances in the experimental measurements of DR rate constants, there is a clear lack of data for vibrationally excited levels. The only experimental data in the literature is that for H 12 It is hoped that the detailed calculations reported here will inspire the development of new techniques for the laboratory determination of DR rate constants of specific vibrationally excited ion levels.
