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ON THE MODULI SPACE OF THE OCTONIONIC NAHM’S
EQUATIONS
SIQI HE
Abstract. In this paper, we study some basic properties of the octonionic Nahm’s equa-
tions over [0, 1]. We prove that the moduli space of the smooth solutions to the octonionic
Nahm’s equations over [0, 1] is a star-shaped smooth manifold with a complete metric.
In addition, for any commuting triples of the cotangent bundle of a complex Lie group,
we construct solutions to the octonionic Nahm’s equations. Moreover, we introduce extra
symmetry and study a decoupled version of the octonionic Nahm’s equations over [0, 1]. We
prove a Kempf-Ness theorem for the meromorphic solutions to the decoupled octonionic
Nahm’s equations.
1. Introduction
The classical Nahm’s equations, introduced by Nahm [17], have been deeply studied
from a number of different points of view. Among their many applications we can mention,
Hitchin’s construction [12] of monopoles, spectral curve and the Nahm transform, Kron-
heimer [15] and Dancer [5]’s study on the hyperkha¨ler metric, Donaldson’s [6] description
of the moduli space of monopoles in terms of rational maps.
This paper is an attempt to study an octonionic generalization of the Nahm’s equations
and to generalize the previous results to the new equations. Let G be a compact Lie group
with Lie algebra g, let X = (X1,X2, · · · ,X7) be seven g-valued functions of real variable t
and let ∇t be a covariant derivative with variable t, then the octonionic Nahm’s equations
is an ODE system which can be written as
∇tX+X×X = 0,
where × is the cross product of vectors in R7. This equation have been introduced in [9] as
a dimensional reduction of the Spin(7) instanton equations.
Our main motivation to study the octonionic Nahm’s equations is to understand the
program proposed by Cherkis [2], which predicts an potential octonionic version of the
Nahm transform. The classical Nahm transfrom theory, we refer to [14] for an overview, is
closely related to the quaternions and the 4th Clifford algebra. The main difficulties come
from the non associativity of the octonion algebra, which fails the Dirac operator trick that
been used by Nakajima [18] and there is no twistor description.
In this paper, we study smooth solutions to the octonionic Nahm’s equations analogy to
the work of Dancer and Swann [4] and prove the following:
Theorem 1.1. The smooth solutions to the octonionic Nahm’s equations over [0, 1] with
the L2 metric is a smooth complete Riemannian manifold. In addition, it is diffeomorphic
to an star shaped open set in G× (g⊗ R7).
One of the most interesting figure in classical Nahm’s equations theory is that the classical
Nahm’s equations can be regarded as a hyperka¨hler moment map and L2 metric becomes
a hyperka¨hler metric in the moduli space. The octonionic Nahm’s equations can also be
regarded as the moment map of seven complex structures which form the 7th Clifford alge-
bra. However, neither of these complex structures can be reduced to the moduli space. We
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don’t know whether there exists an complex structure compatible with the L2 metric over
the octonionic Nahm’s moduli space. We also note that similar moment map description is
obtained in [16].
As the moduli space of the octonionic Nahm’s equations might not have enough interest-
ing structures comparing to the classical theory, we introduce extra symmetry. We write
d
dt
+ α = ∇t + iX1, β1 = X2 + iX3, β2 = X4 + iX5, β3 = X6 + iX7 and assume that
[βi, βj ] = 0, then the octonionic Nahm’s equations can be written as
dβi
dt
+ 2[α, βi] = 0, [βi, βj ] = 0, for any i, j = 1, 2, 3,
d
dt
(α+ α⋆) + 2([α,α⋆] + [β1, β
⋆
1 ] + [β2, β
⋆
2 ] + [β3, β
⋆
3 ]) = 0,
which we call the decoupled octonionic Nahm’s equations.
The motivation to introduce the extra symmetry comes from the relationship between
the Spin(7) instanton over Calabi-Yau 4-fold and the Hermitian-Yang-Mills equations. The
Hermitian-Yang-Mills equations are a special case of the Spin(7) instanton equations which
have a better understood moduli space. The work of Donaldson-Uhlenbeck-Yau [7, 20] fully
understood the moduli space space of Hermitian-Yang-Mills in terms of algebraic data. How-
ever, the moduli space of Spin(7) instanton is still mysterious. As the decoupled octonionic
Nahm’s equations will be a dimension reduction of the Hermitian-Yang-Mills equations over
1-dimensional, we expect a better understanding comparing to the full octonionic Nahm’s
equations.
Let G be a compact Lie group with complexification GC, we identified the cotangent
bundle T ⋆GC = GC × gC, then the commuting triple of T ⋆GC are defined as
N := {(g, t1, t2, t3) ∈ GC × gC × gC × gC|[ti, tj ] = 0}.
We prove a Kempf-Ness type theorem to the octonionic Nahm’s equations, which gener-
alize a theorem of Kronheimer [15],
Theorem 1.2. There exists a one-to-one correspondence between the solutions to the de-
coupled octonionic Nahm’s equations and the commuting triple N of T ⋆GC.
In [12], Hitchin identified the moduli space of finite energy monopoles over R3 with solu-
tions to the classical Nahm’s equations over (0, 1) which is meromorphic at 0, 1 and satisfy
extra symmetric condition. Donaldson [6] directly identified the meromorphic solutions to
the classical Nahm’s equations with based rational maps.
In this paper, we generalized the work of Donaldson [6] for GC = GL(k,C). We introduce
a meromorphic condition for the decoupled octonionic Nahm’s equations and identified them
with algebraic data. To be more explicitly, we prove
Theorem 1.3. There exists a one-to-one correspondence between
(a) equivalent class of meromorphic solutions to the octonionic Nahm’s equations satisfy
Assumption 6.1,
(b) equivalent class under O(k,C) quadruple (B1, B2, B3, w) where
(i) B1, B2, B3 are all k × k symmetric matrix,
(ii) a vector w in Ck which generates Ck as a C[Bi] module for each i = 1, 2, 3,
(iii) Bi, w generates the same filtration of C
k. To be more precisely,
span{w,Biw, · · · , Bliw} = span{w,Bjw, · · · , Bljw}
for any i, j = 1, 2, 3 and l = 1, · · · , k − 1.
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2. Cross Product and Nahm’s Equations
In this section, we will introduce the relationship of the cross product and the Nahm’s
equations.
2.1. Cross product and the group G2. To begin with, we briefly introduce some linear
algebra related to the octonions and G2. For a nice review of octonionic related linear
algebra, we refer to [19].
Definition 2.1. Let V be a finite dimensional real vector space with a norm | · |, we say V is
a normed division algebra if it has a structure of algebra with identity such that |a·b| = |a||b|.
We have the following classification theorem by Hurwitz
Theorem 2.2. [13] there exists 4 normed division algebra up to isomorphism, which is
the real numbers R, the complex numbers C, the quaternions H and the octonions O(non-
associative).
For every normed division algebra V , we define the real part Re(V ) := span{Id} and
imaginary part Im(V ) := Re(V )⊥. For a normed division algebra V , we can define the
a linear map × : Im(V ) × Im(V ) → Im(V ), a × b := Im(ab), which we called the cross
product.
We explicitly write down the cross product over H and O that will be used in our paper
Example 2.3. When V = H, we identified Im(V ) with R3, then the crossproduct for vectors
u = (u1, u2, u3) and v = (v1, v2, v3) is given by
u× v =

u2v3 − u3v2u3v1 − u1v3
u1v2 − u2v1

 .
When V = O, we identified Im(V ) with R7, then the crossproduct for vector u =
(u1, · · · , u7) and v = (v1, · · · , v7) is given by
u× v =


u2v3 − u3v2 + u4v5 − u5v4 + u6v7 − u7v6
−u1v3 + v1u3 + u4v6 − u6v4 − u5v7 + u7v5
u1v2 − v1u2 − u4v7 + u7v4 − u5v6 + u6v5
−u1v5 + u5v1 − u2v6 + u6v2 + u3v7 − u7v3
u1v4 − u4v1 + u2v7 − u7v2 + u3v6 − v3u6
−u1v7 + v1u7 + u2v4 − u4v2 − u3v5 + v3u5
u1v6 − u6v1 − u2v5 + v2u5 − u3v4 + u4v3


.
Over O, we define the associative 3-form φ ∈ Λ3(T ⋆Im(O)) as φ(a, b, c) := 〈a × b, c〉. If
we denote e1, · · · , e7 be an orthogonal frame of T ⋆Im(O) with eijk = ei ∧ ej ∧ ek, then in
this paper, we write the 3-form as
(1) φ =
1
6
7∑
i,j,k=1
fijke
ijk = e123 + e145 + e167 + e246 − e257 − e347 − e356.
We call fijk the structure constants of the octonion and we can describe the octonion
algebra as O := {e0, e1, · · · , e7|e0 = Id, e2l = −1, eiej = fijkek}, where l = 0, 1, · · · , 7 and
i, j = 1, · · · , 7.
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We define the group G2 := {A ∈ GL(7,R)|A⋆φ = φ} be the group that preserve the
3-form, by the work of Bryant, we have
Proposition 2.4. [1] G2 = {A ∈ GL(7,R)||A⋆a| = |a|, A⋆φ = φ, A⋆(a × b) = A⋆a ×
A⋆b, det(A) = 1}, where a, b ∈ Im(O).
As the group G2 acts on Im O, the induced action on the 21 dimension space Λ
2(Im(O))
which splits as a sum of the 7-dimensional and 14-dimensional irreducible representations
that can be written as
Λ27 : = {α ∈ Λ2| ⋆ (φ ∧ α) = 2α} = {ιeiφ},
Λ214 : = {α ∈ Λ2| ⋆ (φ ∧ α) = −α}.
(2)
Definition 2.5. Let W be any 3-dimensional linear subspace of Im(O), we define W be
associative subspace if φ|W = VolW .
2.2. Nahm’s equations and cross product. Let G be a compact Lie group with Lie
algebra g. Let I be the closed interval [0, 1] with coordinate t. We consider a trivial
principle bundle G bundle over I. Let ∇t be a connection over I, as we are working on a
trivial bundle, we write ∇t = ddt +X0, where X0 : I → g and ddt is the product connection
over the trivial bundle.
Let V be a normed division algebra, we write X = (X1, · · · ,Xk) where each Xi are g
valued functions on I, Xi : I → Im(V )⊗ g, where k = dim(V )− 1. The Nahm’s equations
are equations of connection ∇t and X:
∇tX+X×X = 0,(3)
where × : Im(V )⊗g× Im(V )⊗g→ Im(V )⊗g is combination of the cross product in Im(V )
and the multiplication on the Lie algebra g.
We will explicitly write down the equations over C,H,O. When V = C, X = X1, the
complex Nahm’s equations can be written as d
dt
X1 + [X0,X1] = 0.
When V = H, X = (X1,X2,X3), then the quaternion Nahm’s equations can be written
as
dX1
dt
+ [X0,X1] + [X2,X3] = 0,
dX2
dt
+ [X0,X2] + [X3,X1] = 0,
dX3
dt
+ [X0,X3] + [X1,X2] = 0.
(4)
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When V = O, X = (X1, · · · ,X7), then the octonionic Nahm’s equations can be written
as
dX1
dt
+ [X0,X1] + [X2,X3] + [X4,X5] + [X6,X7] = 0,
dX2
dt
+ [X0,X2]− [X1,X3] + [X4,X6]− [X5,X7] = 0,
dX3
dt
+ [X0,X3] + [X1,X2]− [X4,X7]− [X5,X6] = 0,
dX4
dt
+ [X0,X4]− [X1,X5]− [X2,X6] + [X3,X7] = 0,
dX5
dt
+ [X0,X5] + [X1,X4] + [X2,X7] + [X3,X6] = 0,
dX6
dt
+ [X0,X6]− [X1,X7] + [X2,X4]− [X3,X5] = 0,
dX7
dt
+ [X0,X7] + [X1,X6]− [X2,X5]− [X3,X4] = 0.
(5)
Using the structure constants fijk, we can rewrite the octonionic equations as
dXi
dt
+ [X0,Xi] +
∑
j,k
1
2
fijk[Xj ,Xk] = 0.
The octonionic Nahm’s equations have a G2 action, for A ∈ G2, as A preserve the product
structure, for any (∇t,X) a solution to (5), (∇t, AX) is also a solution to (5).
We define V := {I → g⊗ R8} and write
NO = {(X0,X1, · · · ,X7) ∈ V |(5) holds}.
Let G be the gauge group of the trivial bundle, which is C2 maps [0, 1] → G. Then G
acts on V by
X0 → gX0g−1 − dg
dt
g−1, Xi → gXig−1.(6)
It is straight forward to check that equations (5) are invariant under G action. We denote
G0 be the normal subgroup of G defined as G0 := {g ∈ G|g(0) = g(1) = 1}, and we define
octonionic moduli space MO be the quotient space
MO := NO/G0.
Similarly, we can define NH and MH for the solutions to (4).
We can easily regard solutions to the quaternion Nahm’s equations’ as a subsolution to
the octonionic Nahm’s equations moduli space. Let ( d
dt
+Y0, Y1, Y2, Y3) be a solution to the
quaternion Nahm’s equations. We have the following observation:
Lemma 2.6. If we set X0 = Y0,X1 = Y1, X2 = Y2, X3 = Y3, X4 = X5 = X6 = X7=0,
then ( d
dt
+X0,X1, · · · ,X7) is a solution to the octonionic Nahm’s equations (5).
Proposition 2.7. Let E be any associative plane over R7 which across the origin, let ιE
be the involution along E on R7, then there exists an embedding fE :MH →MO such that
fE(MH) equals to the fixed point of IdR7 − ιE.
Proof. By [10], the group G2 is transitive over the associative planes. We denote E0 be the
associative plane span by e1, e2, e3, then for the associative plane E, there exists A ∈ G2
such that AE = E0. The proposition follows immediately from the previous Lemma. 
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3. The Moduli space of the octonionic Nahm’s equations
In this section, we will discuss the structures of the moduli space to the octonionic Nahm’s
equations.
3.1. The Moduli Space as a Smooth Open Manifold. We now are going to prove
the moduli space is smooth with the method used by Kronheimer [15, Page 3-5]. Let
V = {I → g⊗ R8}, we have
Lemma 3.1. [15, Page 3-5] Let (X0,X1, · · · ,X7) ∈ V , for each (b0, · · · , b7) ∈ V , there
exists g ∈ G0 such that for
(a0, · · · , a7) := g(X0 + b0,X1 + b1, · · · ,X7 + b7)− (X0, · · · ,X7),
we have da0
dt
+
∑7
i=0[Xi, ai] = 0.
Proof. We write g = exp(u) with u(0) = u(1) = 0, then we define the operator
Du = ([u,A0]− du
dt
, [u,X1], · · · , [u,X7]),
which is the linearization of the G0 action on X. We write a = (a0, · · · , a7), then w.r.t. the
L2 inner product, the formal adjoint operatorD⋆ can be written asD⋆a = da0
dt
+
∑7
i=0[Xi, ai].
The equation D⋆a = 0 can be written as D⋆(Du + [b, u]) = D⋆b. The operator D⋆D is
invertible with the boundary condition u(0) = u(1) = 0, then by inverse function theorem,
for b small, there exists a unique g ∈ G0 such that D⋆(g(A + b)−A) = 0. 
For Y1, Y2 ∈ T ⋆V , the L2 metric is defined to be
g(Y1, Y2) =
ˆ
I
〈Y1, Y2〉,
where 〈 , 〉 is an invariant inner product of g.
Proposition 3.2. The moduli space of the octonionic Nahm’s equations with an L2 metric
is a smooth manifold with a complete metric.
Proof. We will first shows that NO is a smooth Banach submanifold of V . The left-hand
side of (5) define a smooth map µ : V → Γ, where Γ is the space of C0 maps I → g⊗ R7.
We consider the linearization dµ at each (X0,X1, · · · ,X7), for every (γ1, · · · , γ7) ∈ V ,
we would like find (a0, a1, · · · , a7) to solve the following equations for i = 1, · · · , 7:
dai
dt
+ [a0,Xi] + [X0, ai] +
fijk
2
([Xj , ak] + [aj ,Xk]) = γi.(7)
These equations have a unique solution satisfies a0 ≡ 0 and ai(0) = 0 for i = 1, · · · , 7.
Therefore, dµ has a right inverse, by implicit function theorem, NO is a smooth Banach
submanifold.
In addition, by the slicing Lemma 3.1, we conclude that NO/G0 is a smooth manifold. In
addition, the tangent space at a point (X0,X1, · · · ,X7) can be identified with the following
equations
da0
dt
+
7∑
i=0
[Xi, ai] = 0,
dai
dt
+ [a0,Xi] + [X0, ai] +
fijk
2
([Xj , ak] + [aj,Xk]) = 0,
(8)
which are linear ODE systems with 8 dim g dimensional family of solutions.
For any sequence of smooth solutions to the octonionic Nahm’s equations (5) with
bounded L2 metric, we can always assume X0 = 0, then (5) will control all the C
k norms
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of these solutions. The completeness of the L2 metric follows directly by Arzela-Ascoli
theorem. 
For each solution (X0,X = (X1, · · · ,X7)) to (5), we can pick up an unique gauge trans-
form g ∈ G such that X0 = −g−1 dgdt with g(0) = 1, then the octonionic Nahm’s equations
become the following reduced version
(9)
dX
dt
+X ×X = 0.
By the uniqueness of solutions to ODE with given initial value, the map
(X0,X)→ (g(1),X1(0), · · · ,X7(0)),
with g satifies g(0) = 1 and X0 = g
−1 dg
dt
is well-defined. In addition, it is straight forward to
check that the above map is invariant under the G0 orbit of (X0,X). Therefore, we obtain
a map
χ :MO → G× (g⊗ R7),
χ[(X0,X)]→ (g(1),X1(0), · · · ,X7(0)).
(10)
As the reduced equation is an ODE with smooth coefficients, given any initial value
(X1(0), · · · ,X7(0)), we suppose to find an unique solution near zero. However, the initial
value doesn’t guarantee that the solution exists over [0, 1], instead, the solutions can blow-
up. We have the following example
Example 3.3. Let G = SU(2), let σ1, σ2, σ3 ∈ g satisfies the cyclic conditions [σ1, σ2] = σ3,
[σ2, σ3] = σ1 and [σ3, σ1] = σ2. The (0,
1
t−1σ1,
1
t−1σ2,
1
t−1σ3, 0, 0, 0, 0) is a solution to the
octonionic Nahm’s equations, which will blows up at t = 1.
The following proposition characterize basic properties of χ, which generalized the result
of Dancer and Swann [4] for the quaternion Nahm’s equations.
Proposition 3.4. χ satisfies the following properties:
i) χ is a diffeomorphism of MO into an open set W in G × (g ⊗ R7) containing
G× (0, · · · , 0),
ii) χ will not be surjective unless G is abelian,
iii) the image of χ is star shaped.
Proof. For i), we first prove χ is injective. Suppose χ(X0,X) = χ(Y0, Y ), then there exists
g and g′ such that for i = 1, · · · , 7, gXi(0)g−1 = g′Yi(0)(g′)−1 with g(0) = g′(0) = 1
and g(1) = g′(1). As gXig
−1 and g′Yi(g
′)−1 both satisfy the ODE with the same initial
value, we obtain gXig
−1 = g′Yi(g
′)−1 over [0, 1]. We set g′′ := g−1g′, then g′′ ∈ G0 and
g′′Yi(g
′′)−1 = Xi, which implies χ is injective.
If (ξ1, · · · , ξ7) is close to the origin in g⊗R7, then we can find solutions (X1, · · · ,X7) to
the reduced Nahm’s equations (19) with Xi(0) = ξi for i = 1, · · · , 7 and Xi doesn’t blows
up over [0, 1]. For every l ∈ G, we find g ∈ G with g(0) = 1 and g(1) = l, then we have
χ(−dg
dt
g−1, gXig
−1) = (g(1), g−1X1g|t=0, · · · , g−1X7g|t=0) = (l, ξ1, · · · , ξ7).
Therefore, the image of χ contains a neighborhood of G× (0, · · · , 0). In addition, as the
condition that the reduced octonionic Nahm’s equations have a smooth solution over [0, 1]
with initial value (ξ1, · · · , ξ7) is an open condition, we obtain thatW is open. χ is obviously
a smooth map, we finished i).
For ii), when G is non-abelian, G contains a copy of su(2). By Example 3.3, we obtain
that χ is not surjective. When G is abelian, all solutions to (19) are constants in g⊗R7, so
χ is surjective.
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For iii), let X(t) = (X1(t), · · · ,X7(t)) be a smooth solution to the reduced octonionic
Nahm’s equations (19) over [0, 1] with initial value (X1(0), · · · ,X7(0)) = (ξ1, · · · , ξ7). For
any 0 < ǫ ≤ 1, (ǫX1(ǫt), ǫX2(ǫt), · · · , ǫX7(ǫt)) is also a solution to the reduced octonionic
Nahm’s equations (19) which is smooth over [0, ǫ−1] with initial value (ǫξ1, · · · , ǫξ7). There-
fore, the image of χ is star shaped. 
4. octonionic Nahm’s equations as zero sets of moment maps
In this section, we will introduce the moment map description of the octonionic Nahm’s
equations, which first appears in [9].
4.1. Complex Structures generated by octonion multiplications. As a normed vec-
tor space, we identified R8 with O. We choose a orthogonal base e0, e1, · · · , e7 of R8 and
regard e0 is the identity element in O and e1, · · · , e7 ∈ Im(O). To simplify the notation, we
choose a trivialization of T ⋆R8 and identified each fiber of T ⋆R8 with R8.
For each x ∈ R8, we can write x = ∑7i=0 xiei, we can study the complex structure
generated by octonions. Even the multiplication of octonions are non-associtive, for any
v ∈ Im(O) with v2 = −1, we have v(vx) = (vv)x = −x. Therefore, for i = 1, · · · , 7, the
multiplication of ei will generates complex structure Ii over R
8.
For V = {I → R8 ⊗ g}, the complex structures I1, · · · , I7 over R8 will also generates
complex structures over V . Given Y = (Y0, · · · , Y7) ∈ T ⋆V , we can explicitly write down
these complex structures as
I1(Y ) = (−Y1, Y0,−Y3, Y2,−Y5, Y4,−Y7, Y6),
I2(Y ) = (−Y2, Y3, Y0,−Y1,−Y6, Y7, Y4,−Y5),
I3(Y ) = (−Y3,−Y2, Y1, Y0, Y7, Y6,−Y5,−Y4),
I4(Y ) = (−Y4, Y5, Y6,−Y7, Y0,−Y1,−Y2, Y3),
I5(Y ) = (−Y5,−Y4,−Y7,−Y6, Y1, Y0, Y3, Y2),
I6(Y ) = (−Y6, Y7,−Y4, Y5, Y2,−Y3, Y0,−Y1),
I7(Y ) = (−Y7,−Y6, Y5, Y4,−Y3,−Y2, Y1, Y0).
(11)
Note that the octonions are non-associative, but the complex structures over tangent
space are associative. The algebra generated by I1, · · · , I7 will be different from the octonion
algebra. We can explicitly compute the relationships between these complex structures.
For each index (ijk) such that the construct constant fijk 6= 0, we define a map
ι0ijk : T
⋆V → T ⋆V
ι0ijk(Y0, · · · , Yi, · · · , Yj, · · · , Yk, · · · , Y7) = (−Y0, · · · ,−Yi, · · · ,−Yj, · · · ,−Yk, · · · , Y7),
which changes the sign in front of Y0, Yi, Yj , Yk.
Lemma 4.1. These complex structures satisfies the following relationships:
i) For any i 6= j, Ii ◦ Ij = −Ij ◦ Ii.
ii) For any i 6= j 6= k, fijkIi ◦ Ij ◦ Ik = ι0ijk. To be more explicitly, we have
I1 ◦ I2 ◦ I3 = ι0123, I1 ◦ I4 ◦ I5 = ι0145, I1 ◦ I6 ◦ I7 = ι0167,
I2 ◦ I4 ◦ I6 = ι0246,−I2 ◦ I5 ◦ I7 = ι0257, −I3 ◦ I4 ◦ I7 = ι0347. − I3 ◦ I5 ◦ I6 = ι0356.
Proof. This is proved by straight forward computation. 
The following corollary is well-known
Corollary 4.2. I1, · · · , I7 generate the 7th Clifford algebra in End(T ⋆V ).
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We can also write down the symplectic structures corresponding to these complex struc-
tures. Recall that for Y1, Y2 ∈ T ⋆V , the L2 metric will defined to be
g(Y1, Y2) =
ˆ
I
〈Y1, Y2〉,
where 〈 , 〉 is a metric of g.
For i = 1, · · · , 7, we denote αi := e0i + ιeiφ, which we explicitly write as
α1 = e
01 + e23 + e45 + e67, α2 = e
02 − e13 + e46 − e57, α3 = e03 + e12 − e47 − e56,
α4 = e
04 + e51 + e62 − e73, α5 = e05 + e14 − e72 − e63, α6 = e06 + e71 + e24 − e35,
α7 = e
07 + e16 − e25 − e34.
(12)
Note that the forms ιeiφ will be a base of Λ
2
7(R
7), where R7 is the 7 dimensional plane
span by e1, · · · , e7. We can define 7 symplectic forms ωi
(13) ωi(Y1, Y2) :=
ˆ
I
αi(Y1, Y2),
and it is straight forward to check that ωi(Y1, Y2) = g(IiY1, Y2).
4.2. octonionic Nahm’s equations as a moment map. For any X = (X0, · · · ,X7) ∈
V , recall the gauge group g ∈ G0 acts on X by
X0 → −dg
dt
g−1 + gX0g
−1, Xi → gXig−1, for i 6= 0.
Then the G0 will be Hamiltonion for every symplectic structure ωi defined in (13). We write
ξ : I → g be an element in the Lie algebra of G0. We denote
Xξ :=
d
dt
|t=0 exp(tξ)X = (− d
dt
ξ,−[X1, ξ], · · · ,−[X7, ξ]).
We denote µi be the moment map to the symplectic structure ωi. For Y ∈ T ⋆XV , we
denote (IiY )k be the value of the k-th coordinate of IiY , then we compute
d〈µ, ξ〉(Y ) = −ωi(Xξ, Y ) = −g(Xξ , IiY )
=
ˆ 1
0
〈 d
dt
ξ + [X0, ξ], (IiY )0〉+
7∑
k=1
〈[Xk, ξ], (IiY )k〉
=
ˆ 1
0
〈ξ, (− d
dt
(IiY )0 − [X0, (IiY )0]−
7∑
k=1
[Xk, (IiY )k]).
(14)
In addition, (IiY )0 = −Yi, (IiY )k = fijkYj for k 6= i and (IiY )i = Y0, we obtain that
dµi(Y ) =
d
dt
Yk − [X, IkY ]
=
d
dt
Yi + [X0, Yi] + [Y0,Xi] +
1
2
7∑
j,k=1
fijk([Xj , Yk] + [Yj ,Xk]).
(15)
Therefore, the moment map will be
(16) µi(X) =
d
dt
Xi + [X0,Xi] +
1
2
7∑
j,k=1
fijk[Xj ,Xk],
which is the i-th equations in (5). Therefore, we obtain
Proposition 4.3. NO = ∩7i=1µ−1i (0) and MO = ∩7i=1µ−1i (0)/G0.
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It will be interesting to know that what kind of structure will the moduli space holds, but
at least the natural complex structure comes from the moment maps can not be reduced to
the moduli space.
The tangent space equations of MO at X can be written as ddtYk − [X, IkY ] = 0, where
[X, IkY ] :=
∑7
i=0[Xi, (IkY )i]. We obtain dµIi(IjY ) = − ddtYk + [X, ι0ijkIkY ]. Therefore, for
any Y ∈ T ⋆XMO , it must satisfies [X, ι0ijkIk + IkY ] = 0. for any (ijk) with fijk 6= 0.
Proposition 4.4. Suppose G is non-abelian, then for any i = 1, · · · , 7, Ii doesn’t preserve
the tangent space of NO and can not be reduced to an almost complex structure of MO.
Proof. For X ∈ NO, for every Y ∈ TxNO, Y will satisfies (15), which are
dµk(Y ) =
d
dt
Yk − [X, IkY ] = 0.(17)
Suppose Ij preserve the complex structures for j 6= k, then dµk(IjY ) = 0 for any k =
1, · · · , 7.
By a straight forward computation, the equations dµk(IjY ) = 0 are equivalent to
− d
dt
Yk + [X, ι0ijkIkY ] = 0,
where (ijk) are index with fijk 6= 0.
Therefore, suppose Ik preserve the tangent space of NO, for any X ∈ NO and Y ∈ TXNO,
they must satisfies [X, (ι0ijk ◦Ik+Ik)Y ] = 0 for any (ijk) span an associate plane. For any l
different from 0, i, j, k, we pick up a trivial solution of (5) with Xl(0) = ξ ∈ g and Xl′(0) = 0
for l′ 6= l. Then [Xl, (IkY )l] = 0, However, as the tangent space equations (17) for Y0 ≡ 0
will be an ODE, where we can always find solutions will an given initial values. Suppose G
is non-abelian, we can always find [Xl(0), (IkY )l(0)] 6= 0, which gives a contradiction.
As the complex structures doesn’t preserve the tangent space of NO, they can not be
reduced to MO. 
5. Constructing Solutions from Commuting Triples
In this section, we will introduce a decoupled version for the octonionic Nahm’s equa-
tions and we will prove a Kempf-Ness type theorem for the decoupled octonionic Nahm’s
equations.
5.1. The Decoupled octonionic Nahm’s equations. Let G be a compact Lie group
and GC be a complexified of G. Let gC = g⊕ ig be the complexified Lie algebra.
We write α = 12(X0 + iX1), β1 =
1
2 (X2+ iX3), β2 =
1
2(X4 + iX5), β3 =
1
2(X6+ iX7) and
define the following operators
dα =
1
2
d
dt
+ α, dβ1 = [β1, ], dβ2 = [β2, ], dβ3 = [β3, ],
d¯α =
1
2
d
dt
− α⋆, d¯β1 := −[β⋆1 , ], d¯β2 = −[β⋆2 , ], d¯β3 = −[β⋆3 , ].
The octonionic Nahm’s equations can be re-written as
[dα, dβ1 ] + [d¯β2 , d¯β3 ] = 0, [dα, dβ3 ] + [d¯β1 , d¯β2 ] = 0, [dα, dβ3 ] + [d¯β1 , d¯β2 ] = 0,
[dα, d¯α] + [dβ1 , d¯β1 ] + [dβ2 , d¯β2 ] + [dβ3 , d¯β3 ] = 0.
(18)
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We introduce extra condition that [βi, βj ] = 0 for any i, j = 1, 2, 3, then we call the
following equation the decoupled octonionic Nahm’s equations:
dβi
dt
+ 2[α, βi] = 0, [βi, βj ] = 0, for any i, j = 1, 2, 3,
Fˆ (α, β) :=
d
dt
(α+ α⋆) + 2([α,α⋆] + [β1, β
⋆
1 ] + [β2, β
⋆
2 ] + [β3, β
⋆
3 ]) = 0.
(19)
To motivate our treatment of these equations, we have
Proposition 5.1. We consider C4 with coordinate (z0 = t+iy1, z1, z2, z3) and the canonical
Ka¨hler structure, then the system (19) is equivalent to the Hermitan-Yang-Mills equations
over C4 which are invariant in the direction of y1, z1, z2, z3.
In addition, the equations (19) have extra SU(3) symmetry. Let (α, β1, β2, β3) is a
solution and let A ∈ SU(3), then A could acts on (β1, β2, β3) by multiplication and
(α,A(β1, β2, β3)) is still a solution.
Similarly, we defineMde
O
be the moduli space of the decoupled octonionic Nahm’s equa-
tions (19):
MdeO := {(α, β1, β2, β3) smooth solutions to (19) over [0, 1]}/G0.
However, the decoupled octonionic Nahm’s equations have extra symmetry. We define
GC0 := {g : [0, 1]→ GC}, then the action of g is defined as
α′ = g(α) = gαg−1 − 1
2
dg
dt
g−1,
β′i = g(βi) = gβig
−1.
(20)
This action preserve the first system of (19). To be more precisely, we have
dβ′i
dt
+ 2[α′, β′i] = g(
dβi
dt
+ 2[α, βi])g
−1, [β′i, β
′
j ] = g
−1[βi, βj ]g.
In addition, the second system Fˆ (α, β1, β2, β3) = 0 could be regarded as the moment
map equation for the G0 action. We call the first line of (19) the complex equation and the
second line of (19) real equation.
For (α, β1, β2, β3), we can choose a complex gauge g ∈ GC0 such that α′ = gαg−1 −
1
2
dg
dt
g−1 = 0. We write β′i = gβig
−1, then the first system of (19) become d
dt
β′i = 0, which
means gβig
−1 are independent of t. We denote N be the commuting triple over T ⋆GC:
N := {(g, t1, t2, t3) ∈ GC × gC × gC × gC|[ti, tj] = 0},(21)
and the previous argument defines the following map by forgetting the second system of
(19):
Θ :MdeO → N,
(α, β1, β2, β3)→ (g(1), gβ2g−1, gβ3g−1, gβ4g−1),
(22)
where g ∈ GC is the unique element solves dg
dt
= gα with g(0) = Id.
In the rest of this section, we will prove
Theorem 5.2. The map Θ defined in (22) is a bijection.
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5.2. The Existence and Uniqueness of Solutions. We first prove Θ is surjective with
variational method. As the form of the decoupled octonionic Nahm’s equations (19) is very
closed to the classical ones, our existence arguments will largely use the method introduced
by Donaldson [6]
Lemma 5.3. For g ∈ GC, then for any (α′, β′1, β′2, β′3) = g(α, β1, β2, β3), we have
g−1Fˆ (α′, β′1, β
′
2, β
′
3)g − Fˆ (α, β1, β2, β3) = −2d¯α(h−1dαh)− 2
3∑
i=1
d¯βi(h
−1dβih),(23)
where h = g⋆g.
Proof. Note that we can write Fˆ (α, β1, β2, β3) = 2([dα, d¯α] +
∑3
i=1[dβi , d¯βi ]). The Lemma
follows directly from the following identities
g−1 ◦ d¯α′ ◦ g = d¯α, g−1 ◦ dα ◦ g = dα + h−1dαh,
g−1 ◦ d¯βi ◦ g = d¯βi , g−1 ◦ dβi ◦ g = dβi + h−1dβih.

Proposition 5.4. Given (α, β1, β2, β3) ∈ V and g ∈ GC, we write (α′, β′1, β′2, β′3) = g(α, β1, β2, β3)
and define a functional of g:
(24) L(g) =
ˆ 1
0
|α′ + (α′)⋆|2 + 2
3∑
i=1
|β′i|2.
Then Fˆ (α′, β′1, β
′
2, β
′
3) = 0 if and only if L is stationary w.r.t. variation δg supported in
(0, 1).
Proof. We compute the variation δg. Without loss of generality, we suppose g = 1, so
α = α′, β = β′ and δg is self-adjoint. Then δα = [δg, α] − 12 (δg) and δβi = [δg, βi].
δ(α + α†) = [δg, α − α†]− d
dt
(δg).
We compute the variation δL:
δL =
ˆ
Tr((α+ α⋆)δ(α + α⋆) + 2
3∑
i=1
(βi(δβi)
⋆)dt
=
ˆ
Tr(−(α+ α⋆) d
dt
δg + (α+ α⋆)[δg, α − α⋆] + 2
3∑
i=1
(βi[β
⋆
i , δg])
=
ˆ
Tr(δg(
d
dt
(α+ α⋆) + 2([α,α⋆] +
3∑
i=1
[βi, β
⋆
i ]))
=
ˆ
Tr(δgFˆ (α, β1, β2, β3)).
(25)

Proposition 5.5. For (α, β1, β2, β3) satisfies the complex equation over [0, 1], then for any
h−, h+, there is a continous h : [0, 1]→ GL(k,C) such that
i) F (α′, β′) = 0,
ii) h(0) = h−, h(1) = h+.
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Proof. Let α = 0, β1, β2, β3 are constant elements in the Lie algebra. We write h = g
⋆g,
then the Lagrangian integrand is
|dg
dt
g−1 + (g⋆)−1
dg⋆
dt
|2 +
3∑
i=1
|gβig−1|2
=Tr(h−1
dh
dt
)2 +
3∑
i=1
Tr(βih
−1β⋆i h).
(26)
Let H = GC/G be the homogeneous space, then Tr(h−1 dh
dt
)2 is the standard GC invariant
Riemannian metric on H. So this gauge the Lagrangian L = ´ 12 |dhdt |2H+V (h), with V (h) =∑3
i=1Tr(βih
−1β⋆i h) ≥ 0.
From method of calculus of variations that for any h−, h+ ∈ H, there exits a path h :
[0, 1] → H smooth in (0,1), minimizing Lagrangian L and satisfies the boundary condition
h(0) = h−, h(1) = h+. For any g satisfies g
⋆g = h, we set (α′, β′1, β
′
2, β
′
3) = g(α, β1, β2, β3),
then Fˆ (α′, β′1, β
′
2, β
′
3) = 0.
For h ∈ H, we define a function σ measures the eigenvalues of h:
σ(h) := Tr(h) + Tr(h−1)− 2.
Suppose λ1, · · · , λk be eigenvalues of h, then σ(h) =
∑k
i=1(λi + λ
−1
i − 2) ≥ 0. In addition,
when σ(h) = 0, then h ≡ 0.
Lemma 5.6. The function σ will satisfy
(27)
d2
dt2
σ ≥ −(|Fˆ |+ |Fˆ ′|).
Proof. We multiply h in both side of 23, then we obtain
d¯αdαh =
1
2
(hFˆ − g⋆Fˆ ′g) + d¯αhh−1d¯αh+
3∑
i=1
d¯βihh
−1dβih−
3∑
i=1
d¯βidβih.(28)
Note that
Tr(d¯αdαh) =
d2
dt2
Tr(h), Tr(d¯βidβih) = 0,
Tr(d¯αhh
−1dαh) ≥ 0, Tr(d¯βihh−1dβih) ≥ 0,
We take trace in both side of (28) and obtain d
2
dt2
Tr(h) ≥ −12(|Fˆ |+ |Fˆ ′|). Take h to h−1, we
obtain d
2
dt2
Tr(h−1) ≥ −12(|Fˆ |+ |Fˆ ′|). The proposition follows by adding them together. 
This inequality implies the uniqueness of the solution.
Proposition 5.7. Let (α, β1, β2, β3) be a solution to the complex equations of (19) in
(0, 1), suppose for g1, g2 ∈ GC with (α′, β′1, β′2, β′3) := g1(α, β1, β2, β3), (α′′, β′′1 , β′′2 , β′′3 ) :=
g2(α, β1, β2, β3), they satisfy the equations Fˆ (α
′, β′1, β
′
2, β
′
3) = Fˆ (α
′′, β′′1 , β
′′
2 , β
′′
3 ) = 0. In ad-
dition, let h1 := g
⋆
1g1 and h2 := g
⋆
2g2, suppose h1(0) = h2(0) and h1(1) = h2(1), then
g⋆1g1 ≡ g⋆2g2 over [0, 1].
Proof. WLOG, we assume g2 = 1 and (α
′′, β′′1 , β
′′
2 , β
′′
3 ) = (α, β1, β2, β3). We write h1 = g
⋆
1g1,
then by Lemma (5.6), we obtain d
2
dt2
σ(h1) ≥ 0. In addition, as σ(h1) ≥ 0 and σ(h1)(0) =
σ(h1)(1) = 0, we obtain h1 ≡ 1. 
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Proof of Theorem 5.2: Θ is injective follows by Proposition 5.4. For any (g0, t1, t2, t3) ∈ N ,
we define α = 0 and β1 = t1, β2 = t2, β3 = t3. By proposition 5.5, we choose the boundary
condition h− = 1 and h+ = g
⋆
0g0, we obtain an solution and this proves Θ is surjective. 
6. octonionic Nahm’s equations with Poles
In this section, we will study the reduced octonionic Nahm’s equations over (0, 1) which is
meromorphic at t = 0 and t = 1. The study of the meromorphic boundary condition starts
in Hitchin [12] and later by Donaldson [6]. In this section, we generalize their results to the
decoupled Nahm’s equationscase and we only considered the case when GC = GL(k,C).
6.1. The simple pole at t = 0. To begin with, we will introduce the pole boundary
condition. Let A be an k × k matrix, we write A⊺ be the transpose of the matrix and A⋆
be the conjugation transpose of the matrix. Recall that an principle sl2 triple on GL(k,C)
can be written as
a0 = diag(−k − 1
4
, −k − 1
4
+
1
2
, · · · , k − 1
4
),
b0 =


0 0 · · · 0
γ1 0 · · · 0
0 γ2 · · · 0
· · · · · · · · · · · ·
0 γk−1 0

 ,
(29)
where γi =
√
i(k−i)
2 . Then a0, b0, b
⋆
0 satisfy
b0 = 2[a0, b0],−a+ [b0, b⋆0] = 0.
Assumption 6.1. Let (α = X0 + iX1, β1 = X2 + iX3, β2 = X4 + iX5, β3 = X6 + iX7) be a
solutions to (19) over (0, 1), we make the following assumptions:
(i) for i = 0, · · · , 7, X⋆i (t) = −Xi(t), Xi(1− t) = Xi(t)⊺
(ii) for integer 1 ≤ i ≤ 7, Xi extends to a meromoprhic function on a neighborhood of
[0, 1] with simple poles at t = 0, 1. X0 is continuous over [0, 1],
(iii) The real gauge group G(similarly, GC) consists of continuous map g : [0, 1] → U(k)
(g : [0, 1] → GL(k,C)) such that g is smooth in (0, 1) and g(1− t) = g⊺(t)−1.
(iv) let a, b1, b2, b3 be the residue of α, β1, β2, β3, then there exists three complex numbers
s1, s2, s3 with |s1|2+ |s2|2+ |s3|2 = 1 such that after suitable G action, we can write
a = a0 and bi = sib0, and (a0, b0, b
⋆
0) is a principle sl2 triple on GL(k,C).
We define the following moduli space
Mdepole := {Solutions to (19) with Assumption 6.1}/G.
The following remark explain that why we introduction (iv) in Assumption 6.1.
Remark. By (i), (ii), (iii) of the Assumption 6.1, near t = 0, we can write
α =
a
t
+O(1), a⋆ = a, βi = bi
t
+O(1), for i = 1, 2, 3,
then t−2 order terms of (19) becomes
b1 = 2[a, b1], b2 = 2[a, b2], b3 = 2[a, b3], [bi, bj ] = 0,
− a+ [b1, b⋆1] + [b2, b⋆2] + [b3, b⋆3] = 0.
(30)
Note that the first system of the above equation is invariant by a constant multiplication on
bi. Suppose av = λv, where v is an eigenvector and λ is the corresponding eigenvalue, then
a(biv) = (λ+
1
2)biv.
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In addition, suppose the action of b1 on an eigenvector v generates C
k and Tr(a) = 0,
we much have av = (k − 14)v and under suitable gauge, we can write a = a0, b1 = b0.
We also requires that b2 and b3 acts on v generates C
k, by the condition [bi, bj ] = 0, we
conclude that b2 = µ2b0, b3 = µ3b0, where µ2, µ3 are two complex numbers. Moreover, in
order to satisfy the real equations, we need to unify the constants in front of b0. Let C =√
1 + |µ2|2 + |µ3|2, we write gC = diag(1, C, · · · , Ck−1), then gCb0g−1C = Cb0. Therefore,
we can set s1 =
1
C
, s2 =
µ2
C
and s3 =
µ3
C
and the leading term of the real equation of (30)
becomes
−a0 + (|s1|2 + |s2|2 + |s3|2)[b0, b⋆0],
which vanishes as a0, b0, b
⋆
0 are a principle sl2 triple.
Definition 6.2. A Nahm complex consist of (α, β1, β2, β3, v), where α, β1, β2, β3 are GL(k,C)-
valued functions over (0, 1) and v ∈ Ck a unit vector (|v| = 1) satisfy the followings:
(i) α, β1, β2, β3 satisfy the complex equations
dβi
dt
+ 2[α, βi] = 0, [βi, βj ] = 0, for i, j = 1, 2, 3,
(ii) α(1− t) = α⊺(s), βi(1− t) = β⊺i (t),
(iii) α, β1, β2, β3 are smooth in (0, 1), meromorphic with simple poles at t = 0, 1, and
residues a, b1, b2, b3 at t = 0,
(iv) Tr(a) = 0 and v is a vector in the −(k−14 ) eigenspace of a such that the vectors
{bjiv}k−1j=0 span Ck for i = 1, 2, 3.
In the above definition, when β2 = β3 = 0, these is exactly the condition that introduced
by Donaldson [6, Definition 1.21]. Suppose s1 = 1, then s2 = 0 and s3 = 0, this is exactly
the boundary condition that has been introduced by Witten [21] for the Kapustin-Witten
equations and studied in [11].
From the previous discussion in the remark, we obtain
Corollary 6.3. For any Nahm complex (α, β1, β2, β3, v), there exists g ∈ GC such that
g(α, β1, β2, β3) satisfies (iv) of Assumption 6.1 and |g(v)| = 1 is still an unit vector.
Even though the asymptotic behaviors of β1, β2, β3 are the same, it doesn’t means that
they are complex gauge equivalent. To see this, we give the following example of the Nahm
complexes and we will see later a classification of all Nahm complexes.
Example 6.4. Let q1, q2, q3 be three different real numbers, let Bi =
(
qi 1
1 qi + 1
)
. We
choose any function f(t) such that f(1 − t) = f(t)−1, f(t) = t−1 near t = 0 and f(t) = 1
near t = 12 , we define the complex gauge transform p(t) = diag(f(t)
1
2 , f(t)−
1
2 ).
We define α := 12p
−1 dp
dt
and βi := p(t)
−1Bip(t), then near t = 0, we have
α =
1
4
(
log f
− log f
)
=
1
t
(−14
0 14
)
+O(1),
βi =
(
qi f
−1
f qi + 1
)
=
1
t
(
0 0
1 0
)
+O(1)
In addition, as Tr(βi) = Tr(Bi) = 2qi+1, and qi 6= qj, it is impossible that βi is complex
gauge equivalent to βj for any i 6= j.
Definition 6.5. Two Nahm complexes (α, β1, β2, β3, v), (α
′, β′1, β
′
2, β
′
3, v
′) are equivalent if
there is a continuous map g : [0, 1]→ GL(k,C) smooth in the interior, such that
i) g(α, β1, β2, β3) = (α
′, β′1, β
′
2, β
′
3) in (0, 1),
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ii) g(1− t) = g⊺(t)−1,
iii) g(0)v = v′.
We writeMNC be the moduli space of Nahm complexes quotient by equivalent relation-
ship in the above definition. Similarly, we can define a map between Mdepole and MNC by
forgetting the real equations of (19)
Ξ :Mdepole →MNC.
We first prove Ξ is injective.
Proposition 6.6. Let X = (X0,X1, · · · ,X7), X ′ = (X ′0,X ′1, · · · ,X ′7) ∈ Mdepole, we write
Ξ(X) = (α, β1, β2, β3, v) and Ξ(X
′) = (α′, β′1, β
′
2, β
′
3, v
′). Suppose there exists g ∈ GC such
that gΞ(X) = Ξ(X ′), then X and X ′ are unitary gauge equivalent.
Proof. By Assumption 6.1 (iv), there exists g0 ∈ G that that |g0(X)−X ′| = O(1). We take
g˜ := gg−10 , then at t = 0, we have g˜
−1a0g˜ = a0, g˜
−1b0g˜ = b0, |g˜v| = 1. Therefore, by the
representation theory of sl2 at t = 0, g˜ = 1 thus g|t=0 = g0|t=0 which is unitary. In addition,
as g(1 − t) = g⊺(t)−1, we define h := g⋆g, then h|t=0 = h|t=1 = Id. By Proposition 5.7, we
obtain h = Id over (0, 1), which implies that g is unitary. 
6.2. Existence of Solutions.
Lemma 6.7. Suppose (α, β1, β2, β3, v) be a Nahm complex, then there is an equivalent Nahm
complex (α′, β′1, β
′
2, β
′
3) such that
(i) |α− α′⋆| is bounded in [0, 1],
(ii) |v′| = 1,
(iii) The residue of α′ at t = 0 is a0 and the residues of β
′
1, β
′
2, β
′
3 are s1b0, s2b0, s3b0,
where s1, s2, s3 ∈ C with |s1|2 + |s2|2 + |s3|2 = 1,
(iv) Fˆ (α′, β′1, β
′
2, β
′
3) is bounded in [0, 1].
Proof. (i), (ii), (iii) follow directly by the definition and Corollary 6.3. Near a neighborhood
of t = 0, we can write
Fˆ (α, β1, β2, β3) =
1
s2
(−(a0 + a⋆0) + 2([a0, a⋆0] + [b0, b⋆0])) +
1
s
∆+O(1).
Now, we consider a complex gauge transform g = 1 + χ2 t+ · · · , with χ = χ⋆, and write
(α′, β′1, β
′
2, β
′
3) = g(α, β1, β2, β3). We write h = g
⋆g, then we have
g−1Fˆ (α′, β′1, β
′
2, β
′
3)g = Fˆ (α, β1, β2, β3)− 2(d¯α(h−1dαh) +
3∑
i=1
d¯βi(h
−1dβih)).
Let ∆′ be the residue of Fˆ (α′, β′1, β
′
2, β
′
3) at t = 0 transforms by
∆′ = ∆+ 2([b0, [b
⋆
0, χ]] + [a0, [a0, χ]])− [a0, χ].
Let W k−1 be the k dimensional irreducible representation of sl2. We define
Pχ := 4([b0, [b
⋆
0, χ]] + [a0, [a0, χ]])− 2[a0, χ],
then this is the Casimir operator on the representation
W k−1 ⊗W k−1 ∼=W 2k−2 ⊕ · · · ⊕W 0,
and w.r.t the decomposition, P |W l = l(l+2)2 . Therefore, we could solve the equation ∆′ = 0
only if when the W 0 component of ∆ vanishes, which is Tr(∆) = 0. As the O(−1) terms of
Fˆ (α, β1, β2, β3) all comes from the communicators, we have Tr(∆) = 0, thus, we can always
solve the equations. 
ON THE MODULI SPACE OF THE OCTONIONIC NAHM’S EQUATIONS 17
Lemma 6.8. For each 0 < ǫ < 14 , over(ǫ, 1− ǫ), if (α, β1, β2, β3) is a Nahm complex, there
exists an unique complex gauge transform gǫ ∈ GC satisfies g⋆ǫ gǫ|ǫ = (g⋆ǫ gǫ)|1−ǫ = 1 and
gǫ(1− t) = g⊺ǫ (t) such that gǫ(α, β1, β2, β3) is a solution to (19).
Proof. It follows directly by Proposition 5.5 and Proposition 5.4. 
Proposition 6.9. Let (α, β1, β2, β3) be a Nahm complex such that |Fˆ (α, β1, β2, β3)| ≤ C
over [0, 1], let hǫ = g
⋆
ǫ gǫ be a solution over [ǫ, 1−ǫ] with hǫ|ǫ = hǫ|1−ǫ = 1, then the following
holds
a) there exists a uniform constant C such that |hǫ| ≤ C, |h−1ǫ | ≤ C and |hǫ(t)−1| ≤ Ct.
b) there exists continuous map h : [0, 1] → H such that over (0, 1), hǫ convergence
smoothly to h. In addition, the following holds for h
i) h(1− t) = h⊺(s)−1, h(0) = h(1) = 1 and |h(t)− Id| ≤ Ct,
ii) for any continuous g with g⋆g = h, g(α, β1, β2, β3) satisfies the real equation of
(19).
Proof. We write σǫ := Tr(hǫ) + Tr(hǫ)
−1 − 2, then by Lemma 5.6, we obtain
(31)
d2
dt2
σǫ ≥ −2|Fˆ (α, β1, β2, β3)| ≥ −2C,
where the last inequality is by our assumption. In addition, as hǫ|t=ǫ, t=1−ǫ = 1, we obtain
σǫ|t=ǫ, t=1−ǫ = 0. Let ηǫ(t) = C(t − ǫ)(1 − ǫ − t), then we have d2dt2 (ηǫ − σ) ≤ 0 and
(ηǫ − σ)|t=ǫ,1−ǫ = 0.
Therefore, by maximal principal,
σǫ ≤ C(t− ǫ)(1 − t− ǫ) ≤ Ct(2− t) + 2.
As the subspace {h|σ(h) ≤ C} is compact [8, Page 93], by a diagonal argument, we
obtain hǫ convergence to an h over [0, 1]. In addition, by the regularity of hǫ, we conclude
that this convergence is smooth over (0, 1). 
We still need to show that the behavior near the poles are as expected. We set g = h
1
2
and write (α′, β′1, β
′
2, β
′
3) = g(α, β1, β2, β3), then by definition,
α′ = gαg−1 − 1
2
dg
dt
g−1, β′1 = gβ1g
−1, β′2 = gβ2g
−1, β′3 = gβ3g
−1.
As limt→0 h = Id, we still need to show that
dg
dt
would not contribute any new poles. We
using the following argument similar to Donaldson [6, Lemma 2.20].
Lemma 6.10. |dg
dt
| ≤ C over (0, 1).
Proof. As g = h
1
2 , it is enough to prove |dh
dt
| ≤ C. To save notation, the C in this proof
is a uniform constant might have different values in different lines. As (α′, β′1, β
′
2, β
′
3) is a
solution, we have
(32)
1
2
Fˆ (α, β1, β2, β3) = d¯α(h
−1dαh+
3∑
i=1
d¯βih
−1dβih).
We define
Ω1 : =
1
2
([α, h−1
dh
dt
] + h−1
dh
dt
h−1[α⋆, h]− h−1[dα
⋆
dt
, h]− h−1[α⋆, dh
dt
]),
Ω2 : = [α, h
−1[α⋆, h]] +
3∑
i=1
[β1, h
−1[β⋆1 , h]]−
1
2
Fˆ (α, β1, β2, β3).
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We expand (32) and obtain
(33)
1
4
d
dt
(h−1
dh
dt
) + Ω1 +Ω2 = 0.
In addition, as |h− 1| ≤ Ct, we have
|[α⋆, h]| ≤ C, [β⋆, h] ≤ C, |[dα
⋆
dt
, h]| ≤ Ct−1.
Combining these estimates and Lemma 6.7, we have |α − α⋆| ≤ C. Therefore, from (33),
we obtain
| d
dt
(h−1
dh
dt
)| ≤ C(|dh
dt
|+ t−1).
Given any t0 and for any t1 ∈ [12t0, 32t0], we have
|h−1 dh
dt
|t=t1 − h−1
dh
dt
|t=t0 | ≤ C(Mt0 + 1),
with M := sup[ 1
2
t0,
3
2
t0]
|dh
dt
|.
As |h − 1| ≤ Ct, for t0 ≤ 12M−1, we take t1 to be the point that |dhdt | achieved M , we
obtain |M | ≤ C(|dh
dt
|t=t0 |+ 1). In addition, still using |h− 1| ≤ Ct, we obtain
|dh
dt
|t=t1 −
dh
dt
|t=t0 | ≤ C(Mt0 + 1),
After integrating t1 along [
1
2t0,
3
2t0], we obtain
|h(
3
2 t0)− h(12 t0)
t0
− dh
dt
|t=t0 | ≤ C(Mt0 + 1).
As |h(
3
2
t0)−h(
1
2
t0)
t0
| ≤ Ct0, for small t0, we have M ≤ C which is the desire estimate. 
Now, we can state our main theorem
Theorem 6.11. The map Ξ is a bijection.
Proof. It follows directly from Proposition 6.9, 6.6 and Lemma 6.10. 
6.3. Classification of Nahm complexes. In this subsection, we will give a classification
of Nahm complexes in terms of weighted symmetric matrix.
Let B be a k × k symmetric matrix, we same w ∈ Ck is a weight of B if w generates Ck
as a C[B] module.
Using the weight, we can define a filtration
F •(B,w) = {0 = F 0(B,w) ⊂ F 1(B,w) ⊂ · · ·F k(B,w) = Ck},
where F i(B,w) := span{w,Bw, · · · , Bi−1w} ⊂ Ck.
We recall the following well-known lemma about asymptotic behavior of solutions d¯αs =
0.
Lemma 6.12. [3, Page 90, Theorem 2], [12, Page 183] We write α = a0
t
+ a1 with
a0 = diag(−k−14 , · · · , k−14 ), then the equation ddts + 2αs = 0 has a fundamental system
of solutions s1(t), s2(t), · · · , sk(t) such that t−
k−1
2
+i−1si(t)→ ei, where ei is an unit eigen-
vector correspondence to the eigenvalue k−12 − (i− 1).
Therefore, there exists an unique element s(t) such that d
dt
s+2αs = 0, limt→0 t
− k−1
2 s(t) =
v. We define w = s(12) and denote Bi = βi(
1
2 ). The quadruple (B1, B2, B3, w) satisfies some
properties which we summarized as the follows.
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Lemma 6.13. The quadruple (B1, B2, B3, w) satisfies the following properties
(i) B1, B2, B3 are symmetric matrix such that [Bi, Bj ] = 0 for i, j = 1, 2, 3,
(ii) w is acyclic vector for B1, B2, B3,
(iii) let F •(Bi,w) be the filtration defined by Bi and w, then F
•
(B1,w)
= F •(B2,w) = F
•
(B3,w)
.
In addition, we can write
F l(Bi,w) = {s|t= 12 |d¯αs = 0, limt→0 t
− k−1
2
+l−1s exists}.
Proof. (i) follows directly from our assumption βi(t) = β
⊺
i (1− t) and [βi, βj ] = 0.
For integer l, the following space
Gli := {s|d¯αs = 0, lim
t→0
t−
k−1
2
+l−1s exists},
defines a filtration for of Ck for each t. We denote s0 be the vector that d¯αs0 = 0 and
limt→0 t
− k−1
2 s0 = v. As limt→0 tBi = sib0 when, for each integer 1 ≤ m ≤ k, the limit
limt→0 t
− k−1
2
+m(βi)
ms0 = b
m
0 v exists and nonvanishing. In addition, as d¯α(β
m
i s0) = 0, we
obtain βmi s0 ∈ Gli for each m ≤ l. Moreover, v, b0v, · · · , bm−1v are all eigenvector of a0, by
Lemma 6.12, we conclude that
Gli = span{s0, βis0, · · · , βl−1i s0}.
In addition, when restricting Gli to t =
1
2 , we conclude that G
l
i|t= 1
2
= F l(Bi,w). (ii) and (iii)
follows directly from this description. 
Definition 6.14. We call (B1, B2, B3, w) a Nahm quadruple if the following holds
(i) B1, B2, B3 are symmetric matrix with [Bi, Bj ] = 0 for i, j = 1, 2, 3,
(ii) w generates Ck as a C[Bi] module for each i = 1, 2, 3,
(iii) (Bi, w) generates the same filtration of C
k: F •(B1,w) = F
•
(B2,w)
= F •(B3,w).
For A ∈ O(k,C), A acts on (B1, B2, B3, w) by Bi → ABiA−1 and w → Aw, then we have
Lemma 6.15. (B1, B2, B3, w) depends only on the equivalence class of the Nahm complexes
(α, β1, β2, β3) up to the action of O(k,C).
Proof. It follows directly by the definition. 
We define the moduli space of Nahm quadruple as
(34) MSymm := {Nahm quadruple (B1, B2, B3, w)}/O(k,C).
For each Nahm complex (α, β1, β2, β3, v), we can define a Nahm quadruple (B1, B2, B3, w)
by taking Bi := βi|t= 1
2
and w = s0|t= 1
2
, where s0 is the unique element satisfies d¯αs0 = 0
and limt→0 t
− k−1
2 s(t) = v. By Lemma 6.15, we obtain a well-defined map
κ :MNC →MSymm.
Now, we will construct the inverse map of κ.
Lemma 6.16. For any Nahm quadruple (B1, B2, B3, w), there exists a Nahm complex
(α, β1, β2, β3, v) such that κ(α, β1, β2, β3, v) = (B1, B2, B3, w).
Proof. As {w,B1w, · · · , Bk−11 w} span Ck, in these bases, we write B = GB′G−1, where B′
can be written as
B′1 =


0 0 · · · 0 ⋆
1 0 · · · · · · ⋆
0 1 · · · · · · ⋆
· · · · · · · · · 0 ⋆
0 · · · 0 1 ⋆

 .
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In addition, as F •(B1,w) = F
•
(B2,w)
= F •(B3,w), we can write B2 = GB
′
2G
−1 and B3 = GB
′
3G
−1
with
B′2 =


⋆ ⋆ · · · ⋆ ⋆
γ1 ⋆ · · · · · · ⋆
0 γ2 · · · · · · ⋆
· · · · · · · · · ⋆ ⋆
0 · · · 0 γk−1 ⋆

 , B
′
3 =


⋆ ⋆ · · · ⋆ ⋆
µ1 ⋆ · · · · · · ⋆
0 µ2 · · · · · · ⋆
· · · · · · · · · ⋆ ⋆
0 · · · 0 µk−1 ⋆

 .
We write ei = B
i−1
1 w, then B
′
1ei = ei+1, B
′
2ei = γiei+1 ( mod F
i
(B1,w)
) and B′3ei = µiei+1(
mod F i(B1,w)). In addition, from [B
′
1, B
′
2]ei = 0 implies γi = γi+1, similarly, µi = µi+1
follows by [B′1, B
′
3] = 0. Therefore, we write
B′2 = γ


⋆ ⋆ · · · ⋆ ⋆
1 ⋆ · · · · · · ⋆
0 1 · · · · · · ⋆
· · · · · · · · · ⋆ ⋆
0 · · · 0 1 ⋆

 , B
′
3 = µ


⋆ ⋆ · · · ⋆ ⋆
1 ⋆ · · · · · · ⋆
0 1 · · · · · · ⋆
· · · · · · · · · ⋆ ⋆
0 · · · 0 1 ⋆

 .
We choose any function f(t) such that f(1− t) = f(t)−1, f(t) = t
1+|γ|2+|µ|2
near t = 0 and
f(t) = 1 near t = 12 , we define the complex gauge transform p(t) = diag(f(t)
k−1
2 , · · · , f(t)− k−12 ).
Then near t = 0, we have
p(t)B′1p(t)
−1 ∼ 1
1 + |γ|2 + |µ|2


0 0 · · · 0 ⋆
t−1 0 · · · · · · ⋆
0 t−1 · · · · · · ⋆
· · · · · · · · · 0 ⋆
0 · · · 0 t−1 ⋆

 ,
p(t)B′2p(t)
−1 ∼ γ
1 + |γ|2 + |µ|2


⋆ ⋆ · · · ⋆ ⋆
t−1 ⋆ · · · · · · ⋆
0 t−1 · · · · · · ⋆
· · · · · · · · · ⋆ ⋆
0 · · · 0 t−1 ⋆

 ,
p(t)B′3p(t)
−1 ∼ µ
1 + |γ|2 + |µ|2


⋆ ⋆ · · · ⋆ ⋆
t−1 ⋆ · · · · · · ⋆
0 t−1 · · · · · · ⋆
· · · · · · · · · ⋆ ⋆
0 · · · 0 t−1 ⋆

 ,
while
−1
2
p−1
dp
dt
∼ 1
t
diag(−k − 1
2
, · · · , k − 1
2
).
Therefore, for i = 1, 2, 3, βi(t) = GpBg
−1G−1 and α = 12G(p
−1 dp
dt
)G−1 satisfies the complex
equations of (19). If we take v = Gw, there we obtain a Nahm complex with the desire
asymptotic behavior. 
Lemma 6.17. Let (α, β1, β2, β3, v), (α
′, β′1, β
′
2, β
′
3) be two Nahm complexes and we write
(B1, B2, B3, w) and (B
′
1, B
′
2, B
′
3, w
′) be the corresponding Nahm quadruple. Suppose there
exists G ∈ O(k,C) such that GBiG−1 = B′i, Gw = w′, then there exists a complex gauge
transform g ∈ GC such that g(α, β1, β2, β3) = (α′, β′1, β′2, β′3).
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Proof. The equation gd¯αg
−1 = d¯α′ for g is an ODE and we can always solve with g(
1
2 ) = G
over (0, 1). In addition, based on our definition of w where exists an unique element s0 with
dαs0 = 0, s0(
1
2 ) = w and s0(0) = v and similarly, we have s
′
0 corresponding to dα′ and v
′.
For each l = 0, 1, · · · , k, we have
d¯α′(gβ
l
is0) = g
−1d¯α(β
l
is0) = 0, d¯α′((β
′
i)
ls′0) = 0.
In addition, as gβlis0 = (gβig
−1)lgs0 and gβ
l
is0|t= 1
2
= GBliw = (B
′
i)
lw′ = (β′i)
ls′0|t= 1
2
,
by uniqueness of solutions to ODE with given initial value at t = 12 , we conclude that
gβlis0 = (β
′
i)
ls′0. As s0(s
′
0) is cyclic for βi(β
′
i), we conclude gβig
−1 = β′i. 
Summarizing all the discussions in this section, we obtain
Corollary 6.18. The map κ :MNC →MSymm is a bijection.
6.4. Nahm quadruple and rational maps. We write Rk be the set of the rational map
f : CP 1 → CP 1 with degree k, with f(0) = ∞. When we identified CP 1 = C ∪ {∞}, then
every f ∈ Rk can be written as f(z) = p(z)q(z) , where p(z), q(z) are coprime polynomials such
that deg q = k, deg p ≤ k − 1. We have the following relationship between the rational
map and weighted symmetric matrix:
Proposition 6.19. [6, Proposition 3.1] Let B be a k × k symmetric matrix and w is a
cyclic vector for B, then the following map
(B,w)→ w⊺(zId−B)−1w
induces a one-to-one correspondence between O(k,C) equivalent classes of pair (B,w) and
Rk.
Therefore, for each Nahm quadruple (B1, B2, B3, w), we could associate three based point
rational map f1, f2, f3 defined as fi := w
⊺(zId − Bi)−1w. However, we don’t find obvious
relationship between these three based rational maps. We would like to ask the following
question:
Question 6.20. Given any three based point rational maps f1, f2, f3, when it comes from
a Nahm quadruple?
Currently, we can’t answer this question, but we will give a computation when k = 2
Example 6.21. When k = 2, let (B1, B2, B3, w) be a Nahm quadruple, we define the non-
vanishing complex number τ := w⊺w, then there exists an unique g ∈ O(2,C) such that
gw =
√
τ
(
1
0
)
, using this gauge and the condition that [Bi, Bj] = 0, we conclude that
Bi =
(
pi qi
qi pi + qis
)
, where pi, s ∈ C and qi ∈ C⋆. Then the corresponding based point
rational maps can be written as
fi(z) =
τ(z − pi − qis)
(z − pi)(z − pi − qis)− q2i
.
Thus, when k = 2 the space of Nahm quadruple can be parametrized by eight independent
variables (p1, p2, p3, q1, q2, q3, τ, s). However, the space of three degree two rational maps can
be parametrized by 12 independent variables, which has much larger freedom.
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