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Nesta dissertação, investiga-se a utilização conjunta de técnicas
de formatação de feixe, diversidade espacial e equalização de canal para
recepção de sinais em um sistema de comunicação sem fio. Utiliza-se
um conjunto de arranjos de antenas (dois arranjos lineares) para obter
tanto diversidade espacial como formatação de feixe. As antenas em
cada arranjo são espaçadas segundo o critério de filtragem espacial (for-
matação de feixe), enquanto que os arranjos são espaçados buscando
satisfazer o critério de diversidade espacial. Com a diversidade espa-
cial, busca-se combater o desvanecimento plano, enquanto que com a
formatação de feixe o desvanecimento seletivo em frequência. Tais fe-
nômenos estão sempre presentes nos sistemas de comunicação sem fio,
devido à propagação por múltiplos percursos do sinal transmitido.
Três técnicas de combinação dos sinais na saída dos conforma-
dores são apresentadas: seleção - escolhendo o sinal com menor ISI;
soma não ponderada; e soma ponderada - enfatizando o sinal de maior
potência. Um equalizador DFE é empregado na saída da técnica de
combinação para mitigar a ISI residual.
A estrutura do receptor em estudo é apresentada para operar
de forma adaptativa, sendo que o algoritmo LMS é escolhido para essa
tarefa. Também é abordado o cálculo ótimo dos coeficientes nos confor-
madores de feixe e no equalizador DFE, para as diferentes técnicas de
combinação.
Resultados de simulação permitem avaliar o desempenho dos es-
quemas sugeridos e compará-los com os da literatura existente.
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This dissertation investigates the joint use of beamforming, spa-
tial diversity, and channel equalization techniques for receiving signals
in a wireless communication system. A set of antenna arrays (two lin-
ear antenna arrays) is used in order to obtain both spatial diversity
and beamforming. The antennas in each array are spaced according
to the spatial filtering criterion (beamforming), while the arrays are
spaced for satisfying the criterion of spatial diversity. The flat fading
is combated with spatial diversity, while the frequency selective fading
with beamforming. Such phenomena are always present in the wire-
less communication systems, due to the multipath propagation of the
transmitted signal.
Three techniques for combining the output signals of the beam-
formers are presented: selection - chooses the signal with lower ISI; un-
weighted sum; and weighted sum - emphases the highest power signal.
A DFE equalizer is used in the output of the combination techniques
for mitigating the residual ISI.
The receptor structure under study is presented to operate adap-
tively, and the LMS algorithm is chosen for this task. In addition, the
optimum coefficients of both DFE equalizer and beamformers are ob-
tained, considering the three techniques of combination.
Simulation results allow to evaluate the performance of the sug-
gested schemes and compare them to those in the existing literature.
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Capítulo 1
Introdução
Nas duas últimas décadas tem-se vivenciado uma grande evolu-
ção dos sistemas de comunicação, sempre visando satisfazer a demanda
por serviços de comunicação cada vez mais rápidos e de maior cober-
tura. Os avanços tecnológicos nas comunicações sem fio foram signi-
ficativos nos últimos anos e continuam em plena evolução, a exemplo
da telefonia celular, internet móvel e radiodifusão de TV digital. A
concorrência entre os fabricantes e prestadores de serviço é acirrada na
busca de serviços de alta qualidade e com taxas de transmissão digital
cada vez mais elevadas.
A qualidade do serviço e a taxa de transmissão empregada são
dois fatores afetados diretamente pelos fenômenos presentes no canal
de propagação das comunicações sem fio. Neste tipo de canal o sinal
transmitido é propagado até o receptor em múltiplos percursos os quais
são oriundos de um obstáculo e/ou de um conjunto de obstáculos pre-
sentes entre o transmissor e o receptor. No receptor, o sinal resultante
da combinação dos múltiplos percursos é sempre afetado por fenôme-
nos que caracterizam o canal e que deterioram as propriedades do sinal
transmitido. Entre os principais fenômenos que afetam a qualidade da
comunicação encontra-se a perda de potência produzida pelas grandes
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distâncias entre transmissor e receptor, pelo sombreamento do sinal de-
vido aos obstáculos de grande magnitude, ou pelo desvanecimento do
sinal devido aos múltiplos percursos. De outro lado, a taxa de trans-
missão de dados é afetada pelo fenômeno da interferência intersimbólica
produzida também pela sobreposição dos múltiplos percursos (RAPPA-
PORT, 1996).
Para combater esses fenômenos, os sistemas mais modernos de
comunicação sem fio empregam na camada física técnicas de processa-
mento espacial e temporal de sinais. O processamento espacial utiliza
arranjos de antenas na transmissão e/ou recepção de sinais. Depen-
dendo do espaçamento entre as antenas no arranjo, pode-se obter diver-
sidade espacial, para combater o desvanecimento de potência do sinal,
ou formatação de feixe para mitigar a interferência intersimbólica. Já
no processamento temporal a técnica mais comum é a equalização de
canal para reduzir a distorção inserida pelos múltiplos percursos.
Diferentes autores têm propostos sistemas híbridos na recepção
que combinam algumas das técnicas citadas com o intuito de melhorar
a recepção de sinais em canais de múltiplos percursos. Como exem-
plo, pode-se citar os sistemas híbridos "diversidade espacial - equali-
zação" (BALABAN; SALZ, 1991; BALABAN; SALZ, 1992; SHENG-CHOU;
PRABHU, 1997) e “formatação de feixe - equalização" (LINDSKOG; AH-
LEN; STERNAD, 1995b; LINDSKOG; AHLEN; STERNAD, 1995a; MAW-LIN;
CHIEN-CHUNG; HSUEH-JYH, 2000; JIND-YEH; SAMUELI, 1996).
Ao se pensar num sistema híbrido “diversidade espacial - for-
matação de feixe", é importante observar que os conceitos teóricos nos
quais se baseiam essas duas técnicas de processamento espacial são
contraditórios. A diversidade espacial requer que os sinais nas antenas
sejam descorrelacionados e, por isto, as antenas no arranjo encontram-
se bem espaçadas. Para que a formatação de feixe seja implementada,
os sinais nas antenas devem ser correlacionados, o que é obtido através
de um pequeno espaçamento entre as antenas no arranjo - o espaça-
mento máximo é conhecido como limite de Nyquist para amostragem
espacial.
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Surge, assim, o desafio de propor uma estrutura de receptor que
concilie a diversidade espacial e a formatação de feixe, para combater
os fenômenos de desvanecimento de potência e interferência intersimbó-
lica, simultaneamente. Tal estrutura é abordada no decorrer do texto
e vem a ser a principal contribuição desta dissertação.
Para melhor descrever as estruturas híbridas, inicia-se com uma
breve descrição do canal de propagação.
1.1 Ambiente de propagação
Nos sistemas de comunicação sem fio, a propagação da onda
de rádio entre o transmissor e o receptor pode ocorrer de forma di-
reta, quando existe uma linha de visada, e/ou de forma indireta, por
diferentes percursos. Devido à presença de obstáculos, a onda de rá-
dio se espalha por difração e reflexão, fazendo com que várias réplicas
cheguem ao receptor com diferentes ângulos e instantes de tempo de
chegada. Este fenômeno de propagação por múltiplos percursos está
sempre presente em ambientes urbanos.
Um exemplo clássico de propagação por múltiplos percursos é
apresentado na Figura 1.1. Na figura, o percurso do grupo 1 representa
a linha de visada. Outros percursos são gerados pelo espelhamento da
onda. Há aqueles em que a onda bate num obstáculo gerando apenas
um percurso (grupo 2), e aqueles em que a onda bate em um conjunto
de obstáculos bem próximos (grupo 3 e 4) gerando múltiplos percur-
sos. Ondas oriundas de um mesmo conjunto de obstáculos chegam ao
receptor com atrasos de tempo de propagação semelhantes, porém com
amplitudes e fases diferentes, que, ao se somarem, pode resultar num
desvanecimento momentâneo do sinal na antena receptora. Nesse tipo
de propagação, os percursos são considerados como sendo irresolúveis
no tempo (KOUTALOS, 2002; GOLDSMITH, 2005).
O conjunto total dos quatro percursos principais da Figura 1.1,
sendo que em alguns cenários é possível ter ou não a linha de visada,
constitui o modelo de canal de múltiplos percursos resolúveis no tempo.
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1
2
3
4
4
Transmissor Receptor
Morros
Conjunto de obstáculos
Conjunto de obstáculos
Linha de visada
Figura 1.1: Ambiente de propagação multipercurso em um sistema de comunica-
ção sem fio (KOUTALOS, 2002).
Cada um dos percursos resolúveis corresponde a uma simples reflexão,
gerada por um único obstáculo, ou à soma de múltiplos percursos irre-
solúveis (GOLDSMITH, 2005).
Nesse tipo de canal, o sinal na antena do receptor, resultante da
soma dos sinais recebidos, está propenso a flutuações de amplitude e
fase, o que dá origem ao fenômeno de desvanecimento por múltiplos
percursos (SKLAR, 1997a). O desvanecimento constitui uma condição
limitante no projeto de sistemas de comunicação sem fio (BRENNAN,
2003), e é descrito a seguir.
1.2 Desvanecimento pela propagação mul-
tipercurso
O desvanecimento gerado pela propagação por múltiplos percur-
sos pode ser classificado em dois grupos (GOLDSMITH, 2005; RAPPA-
PORT, 1996; SKLAR, 1997a):
• Desvanecimento de grande escala - é caracterizado pela atenuação
da potência do sinal conforme a distância de propagação aumenta,
podendo ocorrer até a perda total do sinal. Ele é gerado princi-
palmente pela presença de obstáculos de grande magnitude entre
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o transmissor e o receptor. O perfil do terreno entre eles deve ser
considerado, sendo que pode variar da simples curvatura da terra
até um perfil altamente montanhoso;
• Desvanecimento de pequena escala - é caracterizado pelas rápidas
flutuações de amplitude e fase do sinal recebido durante curtos
períodos de tempo. Tais flutuações ocorrem quando o receptor,
transmissor e/ou obstáculos mudam de posicionamento sobre pe-
quenas distâncias (distâncias da ordem do comprimento de onda
do sinal de propagação), de modo que o desvanecimento de grande
escala pode ser omitido (RAPPAPORT, 1996).
Ao longo deste trabalho, apenas o desvanecimento de pequena escala
é considerado, por ser característico em ambientes urbanos. A seguir,
são apresentadas as características desse tipo de desvanecimento.
1.2.1 Desvanecimento de pequena escala
Este tipo de desvanecimento depende das características do sinal
transmitido e do canal de comunicação no domínio do tempo e da fre-
quência. Uma caracterização temporal do canal de múltiplos percursos
é denominada de espalhamento de atraso temporal (time delay spread),
e é definida como a diferença de tempo de atraso entre o primeiro per-
curso (comumente a linha de visada) e o último percurso com energia
significativa (GOLDSMITH, 2005). Esta caracterização refere-se ao nível
de dispersão temporal do sinal recebido.
Em termos de uma caracterização no domínio da frequência, o
recíproco do espalhamento de atraso temporal representa a largura de
faixa de coerência do canal, e é "uma medida da largura de faixa de
transmissão no qual o sinal espalhado através do canal se torna visí-
vel (HAYKIN, 2001)". Quando essa largura de faixa de coerência do
canal é muito maior do que a largura de faixa do sinal, o desvaneci-
mento de pequena escala é chamado de desvanecimento plano em fre-
quência. Do contrário, quando a largura de faixa de coerência do canal
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é consideravelmente menor do que a largura de banda do sinal, o des-
vanecimento de pequena escala é chamado de desvanecimento seletivo
em frequência (HAYKIN, 2001).
A seguir são apresentadas as propriedades das duas classes de
desvanecimentos de pequena escala.
Desvanecimento plano
Considere o caso em que um sinal transmitido s (t) atinge um
conjunto de obstáculos eN sinais s˜1 (t− τ1), s˜2 (t− τ2), · · · , s˜N (t− τN )
são refletidos (por exemplo, os percursos do grupo 3 na Figura 1.1).
Considere também que esses sinais chegam ao receptor com tempos de
atraso de propagação muito semelhantes, τ1 ≈ τ2 ≈ · · · τN ≈ τ , mas
com amplitudes e fases diferentes, de modo que a largura de faixa de
coerência do canal é muito maior do que a largura de faixa do sinal.
Logo, a soma momentânea desses sinais na antena receptora pode ter
um efeito destrutivo ou construtivo no sinal resultante sˆ (t− τ), e sua
amplitude passa a depender da distribuição de fase de cada um dos N
sinais.
A Figura 1.2 apresenta dois casos extremos que podem ocor-
rer. No primeiro caso os sinais s˜1 (t− τ1) e s˜2 (t− τ2) (considerando
τ1 = τ2 = τ) têm a mesma fase, e a soma deles gera um sinal sˆ (t− τ)
de maior amplitude (soma construtiva). Já no segundo caso, pelo fato
dos sinais terem fases opostas, a soma deles resulta num sinal de menor
amplitude (soma destrutiva). Como consequência da soma destrutiva
(desvanecimento do sinal), tem-se uma redução considerável da razão
sinal-ruído (SNR - Signal Noise Ratio), dificultando, assim, sua recep-
ção (GOLDSMITH, 2005; SKLAR, 1997b).
O desvanecimento é chamado de plano pelo fato das componentes
espectrais do sinal transmitido serem preservadas no sinal resultante
captado pela antena receptora (RAPPAPORT, 1996).
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s (t)
s (t− τ1)
s (t− τ2)
−
−
Transmissor Receptor
Conjunto de obstáculos
s (t− τ1)
s (t− τ2)
s (t− τ) = s (t− τ1) + s (t− τ2)
s (t− τ1)
s (t− τ2)
s (t− τ) = s (t− τ1) + s (t− τ2)
Soma
Construtiva
Soma
Destrutiva
Figura 1.2: Fenômenos presentes no desvanecimento plano (HAYKIN; MOHER,
2005).
Desvanecimento seletivo em frequência
Este tipo de desvanecimento está presente quando sinais atingem
a antena receptora com diferentes tempos de atraso de propagação. Os
tempos de chegada dos múltiplos percursos causam um grande espalha-
mento de atraso temporal e, consequentemente, o canal de propagação
é caraterizado por ter uma pequena largura de faixa de coerência.
Com base no ambiente de propagação apresentado na Figura 1.3,
considere, agora, que duas versões do sinal transmitido, s˜1(t − τ0) e
s˜2(t− τ1), cheguem ao receptor provenientes de distintos percursos de
propagação, com perfis de potência mostrados na Figura 1.4a. Consi-
dere, também, que a sequência de pulsos da Figura 1.4b tenha sido
transmitida. Como pode ser observado na Figura 1.4c, devido à dife-
rença de tempos de atraso de propagação entre os dois sinais, há uma
sobreposição temporal dos pulsos transmitidos na antena receptora,
ocasionando no que é chamado de interferência intersimbólica (ISI -
Inter-symbol Interference) (HAYKIN; MOHER, 2005). Este tipo de inter-
ferência é característico quando a largura de faixa do sinal transmitido
é muito maior do que a largura de faixa de coerência do canal, de modo
que o canal torna-se dispersivo e o desvanecimento recebe o nome de
desvanecimento seletivo em frequência. Ao contrário do que ocorre no
desvanecimento plano, a diferença entre os tempos de atraso de pro-
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pagação do sinal faz com que os percursos possam ser resolúveis no
tempo (GOLDSMITH, 2005).
s (t)
s (t)
s (t− τ0,1)
s (t− τ0,2)
s (t− τ0) = s (t− τ0,1) + s (t− τ0,2)
s (t− τ1)
Transmissor Receptor
Conjunto de obstáculos
Obstáculo simples
Figura 1.3: Desvanecimento seletivo em frequência.
1.3 Técnicas para mitigar o desvanecimento
de pequena escala
Uma maneira de combater o desvanecimento plano é através do
uso de diversidade. Este termo é empregado para designar uma téc-
nica de obter réplicas descorrelacionadas do sinal transmitido no re-
ceptor (SKLAR, 1997b). Baseia-se no fato de que a probabilidade de
que o desvanecimento seja severo simultaneamente em todas as répli-
cas é baixa. Quatro técnicas importantes de diversidade são: tempo,
frequência, espaço e polarização.
A diversidade espacial é a técnica escolhida neste trabalho para
mitigar o desvanecimento plano. Ela se baseia no fato de que sinais
em percursos independentes têm baixa probabilidade de experimen-
τ0τ0 τ1τ1
t
ISI
(a) (b) (c)
Figura 1.4: Interferência entre símbolos - ISI (GOLDSMITH, 2005)
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tar desvanecimentos profundos simultaneamente. A independência dos
percursos é conseguida pelo uso de várias antenas no receptor, afasta-
das de uma distância mínima de 10 vezes o comprimento de onda λ do
sinal incidente (HAYKIN; MOHER, 2005). No entanto, o emprego ape-
nas de diversidade espacial não é capaz de combater o desvanecimento
seletivo em frequência (RAPPAPORT, 1996).
Para mitigar a ISI, oriunda do desvanecimento seletivo em fre-
quência, a técnica de equalização de canal é a mais comum. Ela reduz
a distorção em amplitude e fase inserida pelo canal. Outra técnica
empregada para combater esse tipo de desvanecimento é a formatação
de feixe na recepção através de um arranjo de antenas. Tais antenas
são afastadas de uma distância máxima de meio comprimento de onda
(λ/2), com o objetivo de que os sinais possam ser distinguidos espacial-
mente - princípio adverso à diversidade espacial, permitindo fazer uma
filtragem espacial do sinal.
Uma descrição detalhada dessas três técnicas (diversidade es-
pacial, equalização de canal e formatação de feixe) é apresentada no
Capítulo 2.
Alguns trabalhos propõem empregar conjuntamente algumas des-
sas técnicas, buscando melhorar a qualidade da recepção em um sistema
de comunicação sem fio. Seguem alguns exemplos:
Formatação de feixe - equalização: Erik Lindskog et al. (LIND-
SKOG; AHLEN; STERNAD, 1995b; LINDSKOG; AHLEN; STERNAD, 1995a)
fazem menção à formatação de feixe como uma técnica de equalização
espacial, empregada conjuntamente com um equalizador de decisão rea-
limentada. Maw-Lin Leou et al. (MAW-LIN; CHIEN-CHUNG; HSUEH-JYH,
2000) e Jind-Yeh Lee & Henry Samueli (JIND-YEH; SAMUELI, 1996)
também empregam esse tipo de estrutura híbrida. Ambos os trabalhos
empregam a formatação de feixe em canais com percursos resolúveis,
filtrando o percurso dominante para reduzir a ISI. Essa filtragem se
torna difícil pela falta de grau de liberdade no arranjo, o que leva à
utilização de um equalizador para cancelar a ISI em excesso.
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Diversidade espacial - equalização: Balaban & Salz (BALABAN;
SALZ, 1991; BALABAN; SALZ, 1992) empregam a técnica de diversidade
espacial em conjunto com diferentes técnicas de equalização temporal
para canais multipercurso com desvanecimento seletivo em frequên-
cia. Lin & Prabhu (SHENG-CHOU; PRABHU, 1997) seguem o mesmo
caminho.
Diversidade espacial - formatação de feixe - equalização: Sung-
Hoon et al. (SUNG-HOON; JU-YEUN; DONG-SEOG, 2003) propõem um
estrutura que utiliza apenas um arranjo de antenas alimentando dois
conformadores de feixe, cujos sinais de saída são somados antes de se-
rem entregues a um equalizador DFE. Através da estimação dos atrasos
de propagação dos dois percursos de maior potência, a estrutura cria
um arranjo de antenas virtual para obter diversidade espacial, mas,
implicitamente, apenas um canal de múltiplos percursos é considerado.
1.4 Objetivos
Combinar diversidade espacial e formatação de feixe empregando
um mesmo arranjo de antenas é uma ação incongruente. Isso porque as
duas técnicas apresentam requerimentos contraditórios em matéria de
espaçamento das antenas. O principal objetivo deste trabalho é estu-
dar e conciliar as técnicas de formatação de feixe, diversidade espacial e
equalização na recepção de sistemas de comunicação sem fio, utilizando
mais de um arranjo de antenas no receptor, a fim de combater o desva-
necimento plano e seletivo em frequência. Objetiva-se também estudar
as técnicas de combinação dos sinais na saída de cada conformador de
feixe, visando simplificar o processo de equalização.
1.5 Organização do trabalho
Este trabalho encontra-se organizado da seguinte forma:
Capítulo 2: Técnicas de processamento espacial e temporal
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Esse capítulo apresenta uma descrição dos principais conceitos
teóricos das técnicas de formatação de feixe, equalização e diver-
sidade espacial. As técnicas de formatação de feixe e equalização
são também abordadas no contexto adaptativo treinado, além de
ter seus coeficientes ótimos calculados.
Capítulo 3: Técnicas espaçotemporais conjuntas
Esse capítulo aborda diferentes estruturas híbridas de formata-
ção de feixe e equalização de canal para recepção de sinais nos
sistemas de comunicação sem fio. Com base no trabalho de Sung-
Hoon et al. (SUNG-HOON; JU-YEUN; DONG-SEOG, 2003), uma es-
trutura empregando formatação de feixe, diversidade espacial e
equalização é sugerida, onde três técnicas de combinação de di-
versidade são empregadas: seleção, soma e soma ponderada.
Capítulo 4: Resultados de simulação
Esse capítulo apresenta e discute os resultados de simulação bus-
cando comparar o desempenho da estrutura híbrida sugerida com
os sistemas encontrados na literatura.
Capítulo 5: Conclusões
Finalmente, esse último capítulo apresenta as conclusões do tra-
balho e sugere sua continuidade ao assinalar algumas propostas
de trabalhos futuros.
12 CAPÍTULO 1. INTRODUÇÃO
Capítulo 2
Técnicas de
processamento espacial e
temporal
Este capítulo apresenta uma revisão bibliográfica dos conceitos
básicos das técnicas de diversidade espacial, formatação de feixe e equa-
lização de canal. Tais técnicas são comumente empregadas para comba-
ter os fenômenos indesejáveis em um canal de propagaçãomultipercurso
nos sistemas de comunicação sem fio. Uma abordagem do processa-
mento adaptativo das técnicas de formatação de feixe e equalização
também é apresentada.
2.1 Diversidade
Quando o desvanecimento plano produz uma diminuição da po-
tência do sinal recebido, há uma redução na razão sinal-ruído (SNR),
dificultando o processo de recepção do sinal - o desempenho do sistema
de comunicação degrada-se frente ao ruído.
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Para combater o efeito do desvanecimento plano, emprega-se a
técnica de diversidade, a qual consiste em obter réplicas descorrelacio-
nadas do sinal transmitido no receptor. As réplicas descorrelacionadas
são combinadas para reduzir a probabilidade do sinal resultante so-
frer um desvanecimento profundo. A diversidade pode ser obtida no
tempo, na frequência, no espaço e/ou na polarização (BRENNAN, 2003;
GOLDSMITH, 2005).
Neste trabalho, emprega-se a técnica de diversidade espacial na
recepção, fazendo uso de dois arranjos de antenas, espaçados a uma dis-
tância mínima de 10 vezes o comprimento de onda λ do sinal incidente,
garantindo, assim, réplicas descorrelacionadas no receptor (BRENNAN,
2003; GOLDSMITH, 2005; HAYKIN; MOHER, 2005).
2.1.1 Diversidade espacial na recepção
A diversidade espacial implementada estritamente na recepção
é conseguida quando o sinal de informação transmitido por uma única
antena é recebido por um arranjo de antenas, com cada elemento do
arranjo espaçado a uma distância mínima de 10λ (requerimento da
diversidade espacial). Trata-se de um sistema com uma única entrada
e múltiplas saídas (SIMO - Single Input Multiple Output).
Como é apresentado na Figura 2.1, considera-se um sistema
SIMO com I enlaces, representando I canais de diversidade que trans-
portam o mesmo sinal de informação. Assume-se que os canais são
independentes, com desvanecimento lento e plano em frequência (HAY-
KIN; MOHER, 2005). A velocidade de desvanecimento de um canal de
comunicação é classificada segundo sua variação temporal comparada à
do sinal transmitido. No desvanecimento lento, a resposta ao impulso
do canal tem uma variação muito lenta durante a transmissão do sím-
bolo - inclua-se também o caso estático. Para que o desvanecimento
seja considerado como sendo lento, o tempo de coerência do canal deve
ser maior do que o período do símbolo transmitido. Entenda-se por
tempo de coerência como sendo o "tempo de duração no qual os sinais
recebidos têm uma grande possibilidade de ter amplitudes correlaciona-
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Figura 2.1: Sistema de comunicação com diversidade na recepção (PROAKIS; SA-
LEHI, 1995)
das" (RAPPAPORT, 1996).
Na Figura 2.1, o i-ésimo canal é representado pelas variáveis
aleatórias ai e ψi, simbolizando a atenuação e o deslocamento de fase,
respectivamente, sendo que cada conjunto de variáveis são mutuamente
independentes estatisticamente. Na saída de cada canal, um ruído
branco ri(t) com distribuição gaussiana e de media zero é adicionado.
Os ruídos são também mutuamente independentes estatisticamente.
Assim, a representação do sinal em banda base na saída do receptor do
i-ésimo ramo de diversidade é dada por (PROAKIS; SALEHI, 1995):
xi (k) = ai exp (−jψi) s (k) + ri (k) . (2.1)
Existem diferentes técnicas para obter ganho de diversidade es-
pacial. Elas são conhecidas como técnicas de combinação e se diferen-
ciam em função da quantidade de informação do canal, disponível no
receptor. Estas técnicas são representadas pelo bloco combinador na
Figura 2.1, e são descritas a seguir.
2.1.2 Técnicas de combinação de diversidade
Nesta dissertação, considera-se apenas as técnicas de combinação
de diversidade espacial do trabalho de Brennan (BRENNAN, 2003).
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Seleção
Neste tipo de técnica, emprega-se apenas um ramo de diversi-
dade espacial para obter o sinal resultante y(k). A seleção do ramo de
diversidade é baseada segundo um critério pré-estabelecido, como, por
exemplo, o sinal xi(k) com maior SNR. Em cada instante de tempo,
um dispositivo seletor faz uma exploração nos I ramos de diversidade,
objetivando escolher o melhor sinal. Os sinais restantes dos outros ra-
mos de diversidade não compõem o sinal resultante y(k) (BRENNAN,
2003; GOLDSMITH, 2005). A Figura 2.2 apresenta um receptor com I
ramos de diversidade espacial empregando a técnica de seleção.
.
.
.
.
.
.
.
.
.
Rx 0
Rx 1
Rx I-1
x0(t)
x1(t)
xI−1(t)
Critério de
seleção
y(t)
Figura 2.2: Diversidade espacial com a técnica Seletor.
Combinação por razão máxima
Na combinação por razão máxima (MRC - Maximal Ratio Com-
bining), o sinal y(k) resulta de uma soma ponderada por coeficientes
complexos, vi, dos sinais nos ramos de diversidade. O objetivo desses
coeficientes de ponderação é maximizar a razão sinal-ruído do sinal
resultante y(k). Para isto, os ramos com maior SNR devem ser enfati-
zados em detrimento dos ramos com menor SNR (GOLDSMITH, 2005).
Os coeficientes complexos vi = βi exp (jψi) são caraterizados por um
deslocamento de fase, ψi, e por um ganho βi, segundo a expressão (LEE,
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1997)(dedução no Apêndice B):
vi =
ai
σ2ri
exp (jψi) , (2.2)
onde ai, σ2ri e ψi denotam o fator de atenuação, a potência do ruído e o
deslocamento de fase do i-ésimo canal, respectivamente. Vale observar
que, para obter os coeficientes ótimos de ponderação, faz-se necessário
um conhecimento a priori do canal.
.
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Figura 2.3: Diversidade espacial com a técnica de combinação de razão máxima.
Combinação com ganhos iguais
Diferente da técnica de combinação MRC, na combinação com
ganhos iguais (EGC - Equal Gain Combining), como o próprio nome
sugere, os ganhos dos coeficientes de ponderação são iguais a 1, ou
seja vi = exp (ψi). Preocupa-se apenas em ajustar os sinais em fase
para que possam ser somados. Sendo assim, não há necessidade de
um conhecimento a priori no receptor do fator de atenuação, ai, e da
potência do ruído do i-ésimo canal. Segundo (BRENNAN, 2003), esta é
a técnica mais simples de implementação de diversidade espacial.
2.2 Formatação de feixe
A formatação de feixe, tradução do termo em inglês beamform-
ing, é uma técnica empregada para o processamento espacial de sinais,
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seja na sua irradiação ou na sua recepção. Do ponto de vista de recep-
ção, foco deste trabalho, a técnica tem como objetivo receber sinais de
uma fonte específica no espaço e atenuar aqueles que são oriundos de
outras localidades, os quais são considerados como ruído ou interferên-
cias.
Para separar o sinal desejado dos sinais de interferência e ruído, a
formatação de feixe emprega um filtro espacial no receptor. Da mesma
maneira que a filtragem temporal baseia-se no processamento de da-
dos numa abertura temporal, a filtragem espacial necessita da coleta
de dados numa abertura espacial para realizar o processamento. Estes
dados são obtidos pela amostragem espacial discreta das ondas inci-
dentes, através de um arranjo de antenas, cabendo ao processador a ta-
refa de fazer a filtragem espacial. Este conjunto arranjo-processador é
conhecido como conformador de feixe ou, em inglês, beamformer (VEEN;
BUCKLEY, 1988).
O arranjo de antenas é composto de duas ou mais antenas. Os
arranjos de antenas podem ser classificados de acordo com duas ca-
racterísticas. A primeira é o diagrama de irradiação próprio de cada
uma das antenas. Na maioria das aplicações, bem como neste trabalho,
este diagrama de irradiação é considerado isotrópico1. A segunda ca-
racterística é dada pela distribuição geométrica das antenas. Elas po-
dem estar configuradas espacialmente em arranjos lineares, planares
ou volumétricos e, para cada uma das configurações geométricas, as
antenas podem ser distribuídas de forma uniforme, não uniforme ou
aleatória. Na Figura 2.4 apresenta-se um exemplo dos três tipos de ar-
ranjos com antenas distribuídas uniformemente. Nos arranjos planares
também são comuns as distribuições circulares ou triangulares, e nos
volumétricos as distribuições esféricas ou cilíndricas. Neste trabalho,
consideram-se apenas os arranjos lineares, com antenas uniformemente
distribuídas (ULA - Uniform Linear Array). Um estudo de arranjos de
antenas para diferentes configurações geométricas é feito por Van Trees
em (TREES, 2002).
1Irradiação uniforme para todas as direções, igual ganho em todas as direções.
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(a) Linear (b) Planar (c) Volumétrico
xx
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yy
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z z
Figura 2.4: Configuração geométrica dos arranjos.
Uma característica importante entre as diferentes geometrias é
a maneira pela qual as antenas do arranjo amostram espacialmente as
ondas incidentes. Esta amostragem depende da direção de chegada das
ondas e do tempo que elas levam para se propagar de uma antena para
outra no arranjo. A seguir, serão apresentados os principais conceitos
de um arranjo linear de antenas uniformemente distribuídas.
2.2.1 Arranjo Linear Uniforme
Considere o arranjo linear de M antenas, uniformemente distri-
buídas, mostrado na Figura 2.5, sendo d a distância entre as antenas.
As antenas estão localizadas num eixo conhecido como Linha do ar-
ranjo. No arranjo, uma onda incidente é considerada ter uma Frente
de onda plana (isto ocorre quando a fonte de sinal encontra-se bem afas-
tada do arranjo). A direção de chegada de uma onda é definida pelo
ângulo θ formado entre a Frente de onda plana e a Linha do arranjo.
O ângulo θ é conhecido como direção de chegada (DOA - Direction-
of-Arrival) ou ângulo de chegada (AOA - Angle-of-Arrival). A faixa
natural de θ para o arranjo linear uniforme é [−pi/2, pi/2] radianos, cuja
referência em 0 radianos é a normal à linha do arranjo.
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Figura 2.5: Amostragem espacial num arranjo linear uniforme.
2.2.2 Modelo do sinal incidente no arranjo
Num sistema de comunicação sem fio, uma onda eletromagné-
tica é radiada pelo transmissor propagando-se no espaço até chegar ao
receptor. O sinal que chega na antena de referência do arranjo é consi-
derado ser passa-faixa de banda estreita, no sentido de que seu espectro
de frequência ocupa uma largura de banda B, centrado na frequência
fc, sendo B  fc. Um sinal com estas características é descrito na
forma canônica como (RONG, 1996)
x˜0 (t) = u(t) cos(2pifct+ γ(t) + β), (2.3)
representado também como:
x˜0 (t) = <{u (t) exp [jγ (t)] exp [j (2pifct+ β)]} (2.4)
com <{·} denotando a parte real de {·}, u (t) e γ (t) o envelope natural
e a fase do sinal de informação, respectivamente, e β a fase inicial da
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portadora, cujo valor é determinado por uma variável aleatória unifor-
memente distribuída no intervalo [−pi, pi]. Comumente, o sinal passa-
faixa x˜0 (t) é representado pelo seu envelope complexo, x0 (t) (sinal
passa-baixa), definido por
x0 (t) = u (t) exp [jγ (t)] . (2.5)
Pela relação das Equações (2.4) e (2.5), o sinal passa-faixa che-
gando na antena de referência do arranjo pode ser representado como
x˜0 (t) = <{x0 (t) exp [j (2pifct+ β)]} , (2.6)
Para determinar o sinal na antena seguinte do arranjo (Figura 2.5),
observa-se que a frente de onda plana do sinal incidindo na antena de
referência leva τ (θ) segundos até chegar à antena seguinte. Este tempo
de propagação depende da distancia d entre as antenas, do ângulo θ de
incidência e da velocidade de propagação c da onda no meio (neste tra-
balho assume-se a velocidade da luz c = 3× 108m|s). Logo, define-se a
distância de propagação como dp = d sin (θ) , e o tempo de propagação
(ou período de amostragem espacial) como
τ (θ) =
dp
c
=
d sin (θ)
c
. (2.7)
Uma vez definido o tempo de propagação entre duas antenas
consecutivas, o sinal incidindo na antena seguinte é descrito por:
x˜1 (t) = x˜0 (t− τ (θ))
= u (t− τ (θ)) cos (2pifc (t− τ (θ)) + γ (t− τ (θ)) + β) . (2.8)
Como o sinal passa-faixa é considerado de banda estreita, o en-
velope natural u (t) e a fase γ (t) do sinal de informação permane-
cem aproximadamente constantes no intervalo de tempo de propagação
entre as antenas (RONG, 1996). Logo, a Equação (2.8) pode ser simpli-
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ficada como:
x˜1 (t) = u (t) cos (2pifct− 2pifcτ (θ) + γ (t) + β) , (2.9)
e o envelope complexo de x˜1 (t) como
x1 (t) = u (t) exp {jγ (t)} exp {−j2pifcτ (θ)} . (2.10)
Substituindo a Equação (2.5) na Equação (2.10), tem-se:
x1 (t) = x0 (t) exp {−j2pifcτ (θ)} . (2.11)
Pode-se observar que o envelope complexo do sinal na Antena-
1 é uma versão atrasada do envelope complexo do sinal na Antena-0
(antena de referência). Este atraso do sinal entre antenas adjacentes
é determinado pelo atraso de fase no lado direito da Equação (2.11).
Substituindo o atraso de propagação τ (θ), definido em (2.7), na Equa-
ção (2.11), fica:
x1 (t) = x0 (t) exp
{
−j2pifcd sin (θ)
c
}
. (2.12)
A fase que representa o atraso entre antenas adjacentes define-se
como:
φ = 2pifcτ(θ) = 2pifc
d sin (θ)
c
. (2.13)
A fase φ é conhecida como ângulo elétrico da onda incidente e, no
processamento espacial, desempenha o mesmo papel que a frequência
no processamento temporal (RESENDE, 1996).
Generalizando, o envelope complexo do sinal incidente na m-
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ésima antena do ULA é descrito por:
xm (t) = x0 (t) exp
{
−j2pifcmd sin (θ)
c
}
= x0 (t) exp {−jmφ} , (2.14)
para m = 0, 1, · · · ,M − 1.
2.2.3 Condição de afastamento das antenas
Considerando o intervalo conhecido do ângulo θ (−pi/2 6 θ 6 pi/2),
existe também um intervalo correspondente do ângulo elétrico φ. Para
definir esse intervalo, serão consideradas duas condições: quando a onda
plana incidente chega com θmax = pi/2, o que equivale ao φmax, e quando
θmin = −pi/2, o que equivale ao φmin.
Da primeira condição, a distância de propagação entre antenas
adjacentes é igual ao afastamento entre elas, isto é, dp = d sin(θmax) =
d, e o tempo de propagação definido na Equação (2.7) é τ(θmax) = d/c.
Nesta situação, pode-se fazer uma analogia do processamento espacial
com o temporal no esquema apresentado na Figura 2.6, onde o tempo
de propagação τ(θmax) da onda entre antenas adjacentes é equivalente
ao tempo inserido por cada um dos blocos de atraso, e corresponde ao
período de amostragem Ts no processamento temporal.
Do Teorema da Amostragem de Nyquist (HAYKIN, 2001), para
evitar o fenômeno de aliasing2, o período de amostragem temporal deve
satisfazer a condição Ts 6 1/2fmax, ou fmaxTs 6 1/2, onde fmax denota
a frequência da componente de maior frequência no espectro do sinal
amostrado. Já na amostragem espacial, a condição fcτ(θmax) 6 1/2
tem que ser satisfeita para evitar o aliasing espacial, fenômeno este
que impede o arranjo de distinguir sinais provenientes de diferentes
2Quando a componente de alta frequência no espectro do sinal sobrepõe-se com
uma frequência inferior no espectro de sua versão amostrada.
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Figura 2.6: Analogia da amostragem espacial à temporal quando a onda incide
com DOA = ±pi/2 .
direções (LIMA, 2004). Através da Equação (2.13), tem-se que
φ 6 2pifcτ(θmax) = pi, (2.15)
de modo que o ângulo elétrico máximo é φmax = pi.
Com relação à segunda condição denotada por θmin = −pi/2, o
valor correspondente do ângulo elétrico mínimo é φmin = −pi. Por
substituição na Equação (2.13), chega-se a:
pi > 2pifc
d
c
(2.16)
e, resolvendo para d, tem-se a condição para o afastamento das antenas:
d 6
λc
2
. (2.17)
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Essa condição assegura os limites do ângulo elétrico para uma
onda com DOA θ e frequência de portadora fc. Com isto, também se
assegura que o conformador consiga distinguir os sinais recebidos de
diferentes DOA’s.
2.2.4 Conformador de feixe
O princípio do conformador de feixe é mostrado na Figura 2.7.
Daqui em diante, por questões de simplicidade de representação, assume-
se que o sinal na saída de cada antena do arranjo encontra-se em banda-
base.
.
.
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.
.
.
.
.
.
.
.
Demodulador
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w∗0
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Figura 2.7: Estrutura de um conformador de feixe.
O sinal de saída y(k) do conformador é dado por:
y(k) =
M−1∑
m=0
w∗mxm(k), (2.18)
onde o sobrescrito ∗ denota a operação de conjugação complexa. Este
sinal de saída também é representado em notação vetorial como:
y(k) = wHx(k), (2.19)
em que o sobrescrito H denota a operação de conjugação e transposição
de um vetor, w é o vetor de coeficientes complexos, e x(k) representa o
conjunto de amostras espaciais na entrada do processador no instante
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de tempo k. Este último é conhecido como snapshot. Os vetores w e
x(k) são descritos nas Equações (2.20) e (2.21), respectivamente:
w = [w0 w1 · · ·wM−1]T (2.20)
x(k) = [x0(k)x1(k) · · · xM−1(k)]T . (2.21)
Fazendo uso da representação em banda base, apresentada em (2.14),
o vetor x(k) pode ser descrito como:
x(k) =


x0(k)
x0(k) exp {−jφ}
...
x0(k) exp {−j(M − 1)φ}

 . (2.22)
Fatorizando o termo x0(k), o vetor de dados de entrada simplifica-
se para:
x(k) = x0(k)a(θ), (2.23)
com
a(θ) =
[
1 exp {−jφ} · · · exp {−j(M − 1)φ}
]T
, (2.24)
representando o vetor de atrasos de fase do sinal incidente em cada uma
das antenas, com respeito à antena de referência (Antena-0 ). O vetor
a(θ) é conhecido como vetor de direção, e depende do ângulo elétrico
φ apresentado em (2.13) que , por sua vez, depende do DOA θ.
Por substituição, tem-se que:
y(k) = x0(k)wHa(θ)
= x0(k)S(θ), (2.25)
onde S(θ) denota a resposta do diagrama de irradiação do arranjo para
o vetor de direção a(θ). Este diagrama determina as propriedades
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diretivas do conformador de feixe e é usado para avaliar seu desem-
penho (TREES, 2002). Ele pode ser visto como uma função matemá-
tica representando graficamente as propriedades de irradiação de um
arranjo de antenas, em função das coordenadas espaciais (θ em um
ULA). Dentre as propriedades, destacam-se a intensidade de radiação,
distribuição de potência e diretividade (BALANIS, 2005). Para um ULA
com M antenas (M coeficientes complexos wm) e vetor a(θ) calculado
na Equação (2.24), a função matemática S(θ) é dada por
S(θ) = wHa (θ)
=
M−1∑
m=0
w∗m exp {−jmφ}
=
M−1∑
m=0
w∗m exp
{
−jm
(
2pifc
d sin (θ)
c
)}
. (2.26)
A magnitude ao quadrado |S(θ)|2 representa o diagrama de irra-
diação como uma distribuição de densidade de potência do conformador
de feixe, em função do espaço angular (−pi/2 6 θ 6 pi/2), normalizado e
expresso em decibéis [dB] (MONZINGO; MILLER, 2004):
S(θ)[dB] = 10 log10
{
|S(θ)|2
M2
}
. (2.27)
O diagrama de irradiação é frequentemente representado em co-
ordenadas cartesianas ou polares como nas Figuras 2.8a e 2.8b, respec-
tivamente (baseadas na Equação (2.27)). Nesta representação, supõe-se
um ULA com M = 6, afastamento das antenas d = λ/2 e coeficientes
wm = 1. Estes diagramas, em geral, caracterizam-se por ter a maior
concentração de potência num lóbulo principal e menores concentrações
em lóbulos secundários. O lóbulo principal é qualificado pelo parâmetro
largura do feixe (beamdwith), que representa a abertura angular entre
dois pontos idênticos localizados em lados opostos do lóbulo. A largura
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comumente empregada é a largura de feixe de meia potência (HPBW
- Half Power Beamdwith), definida como a abertura angular entre os
pontos do lóbulo onde a potência relativa cai pela metade daquela do
centro do lóbulo. Isto é, quando |S(θ)|2 = 1/2 (−3dB na escala logarít-
mica) ou |S(θ)| = 1/√2 (BALANIS, 2005; TREES, 2002). Os cálculos
dos termos |S(θ)|2 e |S(θ)| são apresentados no Apêndice A.
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Figura 2.8: Diagrama de irradiação característico de um arranjo de antenas com
M = 6, d = λ/2 e wm = 1.
2.2.5 Conformador de feixe ótimo
O conjunto de coeficientes complexos wm do conformador de
feixe é determinado buscando formatar o diagrama de irradiação do
arranjo de antenas de forma a realçar o sinal numa direção desejada
e atenuar os sinais provenientes de outras direções. Os coeficientes
ótimos são obtidos otimizando algum critério de desempenho estabele-
cido. Os tipos de critério comumente conhecidos são: a minimização
do erro quadrático médio (MSE - Mean Square Error), a maximização
da razão sinal-ruído (SNR - Signal to Noise Ratio), e a maximização
da razão sinal-ruído-mais-interferência (SINR - Signal to Interference
plus Noise) (COMPTON, 1988; MONZINGO; MILLER, 2004).
A Figura 2.9 apresenta a estrutura típica de um conformador
utilizando o sinal de erro no critério de otimização, com k sendo o
número da iteração, y(k) a saída do conformador, d(k) o sinal desejado
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e e(k) o sinal de erro dado por:
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Figura 2.9: Estrutura do conformador de feixe com a minimização do MSE como
critério de otimização.
e(k) = d(k)− y(k)
= d(k)−wHx(k). (2.28)
Esse sinal de erro é empregado para gerar a função de desem-
penho, ou função custo J , usada para calcular os coeficientes ótimos
do conformador.
Usualmente, a função custo J é função dos sinais de entrada,
desejado e de saída do conformador (J = J {xm(k), d(k), y(k)}), e deve
satisfazer às seguintes propriedades (DINIZ, 2008):
• Não negativa: J {xm(k), d(k), y(k)} ≥ 0, ∀xm(k), d(k) e y(k).
• Ótima em: J {xm(k), d(k), y(k)} = 0
Quando o conformador de feixe emprega o MSE como critério a ser
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otimizado, a função custo J é definida como:
J = E
{
|e(k)|2
}
, (2.29)
sendo e(k) o sinal de erro da Equação (2.28), e E {·} denota o valor
esperado de {·}. Tem-se que:
J = E
{∣∣d(k)−wHx(k)∣∣2}
= E
{
|d(k)|2 − d(k)xH (k)w−wHx(k)d∗(k)+
wx(k)xH (k)w
}
= σ2
d
− pH
xd
w−wHp
xd
+wHR
xx
w, (2.30)
onde σ2
d
é a variância do sinal desejado, assumindo que seu valor médio
E {d(k)} = 0, p
xd
o vetor de correlação cruzada entre o vetor de entrada
x(k) e o sinal desejado d(k), e R
xx
a matriz de auto-correlação do
vetor de entrada x(k), definidos, respectivamente, nas Equações (2.31)
e (2.32). J (w) na Equação (2.30) representa a função custo (ou erro
médio quadrático) da k-ésima iteração para um valor fixo de w nesse
mesmo instante.
p
xd
= E {x(k)d∗(k)} (2.31)
R
xx
= E
{
x(k)xH (k)
}
(2.32)
Para calcular w, calcula-se primeiro o vetor gradiente de J (w),
dado por:
∇J (w) =
∂J (w)
∂w
=
[
∂J(w0)
∂w0
∂J(w1)
∂w1
· · · ∂J(wM−1)
∂w
M−1
]T
= −2p
xd
+ 2R
xx
w. (2.33)
O valor mínimo da função J (w) ocorre quando ∇J (w) = 0. O
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valor de w que satisfaz esta igualdade é conhecido como o vetor ótimo
de coeficientes, wo, e é dado por (HAYKIN, 2002)
wo = R−1xx pxd . (2.34)
Esta equação é chamada de equação de Wiener-Hopf e assume
que a matriz de autocorrelação R
xx
é não singular. O cálculo do vetor
ótimo wo através dessa equação requer o conhecimento prévio da ma-
triz de auto-correlação e do vetor de correlação cruzada, os quais são
comumente desconhecidos na prática.
2.2.6 Conformador de feixe adaptativo
Devido às características do canal com múltiplos percursos, che-
gam ao receptor várias réplicas do sinal transmitido, provenientes de
diversas direções e com diferentes atenuações e tempos de atraso de
propagação. Em decorrência dessas variações espaciais e temporais,
processos iterativos e adaptativos são necessários para ajustar os coefi-
cientes do conformador de feixe a cada conjunto de amostras recebido
pelo arranjo de antenas. Estes processos baseiam-se na aplicação de
técnicas de filtragem adaptativa para projetar sistemas de antenas re-
ceptoras com a capacidade de extrair espacialmente sinais na presença
de interferências e ruído. Estes sistemas são conhecidos como “arran-
jos adaptativos" ou "conformadores adaptativos", e foram inicialmente
propostos por B.Widrow et al. em (WIDROW et al., 1967). Os sistemas
adaptativos têm a capacidade de modificar seu diagrama de irradiação
em resposta às características dos sinais no ambiente.
Para obter uma solução próxima à Equação (2.34) de Wiener-
Hopf, sem a necessidade de cálculos explícitos da matriz de auto-correlação
e do vetor de correlação cruzada, algoritmos iterativos de minimização
têm sido propostos. Estes algoritmos baseiam-se no método do gra-
diente. O método mais conhecido e empregado é o Steepest Descent.
A tarefa do algoritmo é procurar o ponto mínimo da função custo,
baseando-se na direção oposta de seu vetor gradiente. O algoritmo
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iterativo é representado pela seguinte equação (HAYKIN, 2002):
w(k + 1) = w(k) +
1
2
µ [−∇J(k)] , (2.35)
com k denotando a iteração, w(k) e w(k + 1) o vetor de coeficientes
antes e depois da adaptação, respectivamente, µ uma constante positiva
chamada de passo de adaptação, ∇J(k) o vetor gradiente da função
custo, com o sinal negativo para indicar a direção oposta, e o termo 1/2
é acrescentado por conveniência matemática.
O vetor gradiente determinístico é o calculado em (2.33). As-
sim, substituindo em (2.35), tem-se a representação matemática do
algoritmo Steepest Descent como:
w(k + 1) = w(k) + µ [p
xd
−R
xx
w(k)] , (2.36)
com p
xd
e R
xx
definidos em (2.31) e (2.32), respectivamente.
O Steepest Descent é um algoritmo que trabalha com o gradiente
determinístico no cálculo recursivo dos coeficientes do conformador.
Este algoritmo evita o cálculo da matriz de autocorrelação inversa na
solução de Wiener-Hopf (Equação (2.34)), mas ainda precisa do cálculo
explícito da matriz de autocorrelação e do vetor de correlação cruzada.
Para evitar o cálculo explícito dessas duas grandezas, uma esti-
mativa instantânea é feita:
pˆxd ≈ x(k)d∗(k) (2.37)
Rˆxx ≈ x(k)xH (k). (2.38)
Com isso, gera-se também uma estimativa instantânea do vetor
gradiente, dada por:
∇ˆJ(k) = −2pˆ
xd
+ 2Rˆ
xx
wˆ(k)
= −2x(k)d∗(k) + 2x(k)xH(k)wˆ(k). (2.39)
Substituindo esta estimativa na Equação (2.35), obtém-se um método
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iterativo para atualizar o vetor de coeficientes do conformador de feixe:
wˆ (k + 1) = wˆ (k) + µ
[
x(k)d∗(k)− x(k)xH (k)wˆ(k)]
= wˆ (k) + µ
{
x(k)
[
d∗(k)− xH(k)wˆ(k)]} .
Do sinal de erro da Equação (2.28), chega-se a:
wˆ (k + 1) = wˆ (k) + µx(k)e∗(k). (2.40)
A Tabela 2.1 resume o processo de iteração do que é conhecido
como algoritmo do gradiente estocástico, ou algoritmo LMS (LMS -
Least-Mean-Square), proposto por Widrow e Hoff em (WIDROW; HOFF,
1960).
Tabela 2.1: Resumo do algoritmo LMS para o conformador de feixe.
Saída do conformador y(k) = wˆH(k)x(k)
Sinal de erro e(k) = d(k)− y(k)
Adaptação dos coeficientes wˆ (k + 1) = wˆ (k) + µx(k)e∗(k)
Inicialização wˆ (0) = 0
2.3 Equalização de canal
A equalização é uma técnica para mitigar o efeito da ISI gerada
pela propagação em múltiplos percursos de um sistema de comunicação
sem fio. O equalizador resolve os múltiplos percursos, de tal forma que
a resposta ao impulso conjunta do canal e do equalizador seja δ (t− τo).
Os equalizadores costumam ser adaptativos por não se conhecer a priori
o canal, ou pelo fato do canal ser variante no tempo.
Na sequência, é apresentada a estrutura básica de um sistema de
comunicação digital empregando equalização de canal. Antes, porém,
é apresentado o modelo de canal de propagação de múltiplos percursos
com interferência intersimbólica. O canal é modelado unicamente no
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tempo, isto vale dizer que considera-se apenas o instante de chegada
dos percursos. Já no Capítulo 3, a modelagem é feita considerando-se
também a direção de chegada (DOA) dos percursos.
2.3.1 Canal de comunicação e representação em banda
base
A estrutura típica de um sistema de comunicação digital empre-
gando um equalizador na recepção é apresentada na Figura 2.10. Aqui,
os valores dos símbolos transmitidos s(k), correspondentes a um alfa-
beto previamente definido, são entregues ao modulador. Nele se produz
o sinal passa-faixa s˜(t) contínuo no tempo, cujo espectro encontra-se
centrado na frequência da portadora fc, para poder ser transmitido
pelo canal (também passa-faixa). O canal é o meio físico onde o si-
nal transmitido é submetido a degradações devido às imperfeições de
sua resposta em frequência e ao ruído aditivo r˜(t) (ROCHA, 1996). O
receptor recebe o sinal passa-faixa x˜(t) degradado pelo canal e o demo-
dulador tem a tarefa de transformar esse sinal num sinal de banda base
x(t) convenientemente demodulado e posteriormente amostrado num
período Ts.
Modulador
Onda
portadora
Onda
portadora
Canal
h(t)
DemoduladorEqualizador
g(k)
Decisão
s(k) s˜(t)
r˜(t)
x˜(t)x(t)
Amostragem
t=Ts
x(k)sˆ(k)s˜(k)
Figura 2.10: Modelo de comunicação digital passa faixa.
Na teoria, as etapas de modulação e demodulação costumam
ser transparentes. Por isso, o modulador, o canal e o receptor da
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Figura 2.10 podem ser modelados como um único filtro contínuo no
tempo. Como a entrada deste filtro é discreta e a saída é amostrada,
o filtro e o amostrador podem ser substituídos por um filtro equiva-
lente discreto, permitindo uma nova forma de representar o modelo de
comunicação digital passa-faixa. Essa representação é conhecida como
o modelo em banda base do canal discreto equivalente (LEE; MESSER-
SCHMITT, 1994), apresentada na Figura 2.11.
Canal
h(k)
Equalizador
g(k)
Decisãos(k)
r(k)
x(k) sˆ(k) s˜(k)
Figura 2.11: Modelo de comunicação digital em banda base.
Quando as degradações inseridas pelo canal são severas, o re-
ceptor não consegue recriar exatamente a versão do sinal transmitido,
gerando, assim, erros de decisão dos símbolos transmitidos e, conse-
quentemente, diminuindo o desempenho do sistema de comunicação
digital. Para compensar essas degradações, um equalizador, comu-
mente implementado com filtros digitais, deve ser aplicado na saída
do canal para processar as amostras digitais x(k) recebidas. Seu ob-
jetivo é produzir uma estimativa sˆ(k) do símbolo transmitido s(k), de
tal maneira que na saída do dispositivo de decisão consiga-se diminuir
os erros nos símbolos decididos s˜(k).
Em seguida, serão apresentados o modelo e as características do
canal h (k) que geram a degradação do sinal transmitido, produzindo
o fenômeno da interferência intersimbólica. Será considerado um canal
relativo a um sistema de comunicação sem fio, o qual é o tipo de canal
empregado ao longo deste trabalho.
Modelo em tempo discreto de um canal de múltiplos percursos
com ISI
Num sistema de comunicação sem fio, o modelo em tempo dis-
creto do canal tem como base o ambiente de propagação dos sinais,
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consistindo-se num conjunto de percursos que atingem o receptor. As-
sim, o sinal recebido é uma composição de diferentes réplicas do sinal
transmitido, com diferentes atrasos e amplitudes. Desta forma, o ca-
nal pode ser modelado como um filtro linear e sua resposta ao impulso
determina as características do canal. Assumindo um canal invariante
no tempo, a resposta ao impulso do canal h(k) na Figura 2.11 pode ser
considerada como finita (FIR - Finite-duration Impulse Response) e é
descrita por (GROSS, 2005; PARSONS, 2000), (PATZOLD, 2003; HAYKIN;
MOHER, 2005):
h (k) =
N−1∑
n=0
an exp (−jψn) δ (k − τn) (2.41)
=
N−1∑
n=0
αnδ (k − τn) , αn = an exp (−jψn) , (2.42)
onde N é o número total de percursos (ou número de coeficientes de
ponderação αn), an é um valor real chamado de coeficiente do atraso
ou amplitude, τn é o atraso discreto de propagação e ψn representa o
deslocamento de fase gerado pela propagação no espaço livre do n-ésimo
percurso.
O sinal em banda base x(k) na entrada do equalizador da Fi-
gura 2.11 é representado pela convolução do símbolo transmitido s(k)
e da resposta ao impulso do canal h(k), definido em (2.42). Ao sinal
convolvido é adicionado um ruído r(k) em banda base, modelado por
uma distribuição gaussiana com média zero e variância σ2r . Logo, o
sinal em banda base na entrada do equalizador é descrito por:
x (k) = s (k) ? h (k) + r (k) (2.43)
=
N−1∑
n=0
αns (k − τn) + r (k) . (2.44)
De um total de N percursos, o que implica N réplicas do sinal
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transmitido, só uma delas representará a informação desejada, e as
N − 1 réplicas restantes são interferência intersimbólica (ISI):
x (k) = αιs (k − τι)
︸ ︷︷ ︸
informação desejada
+
N−1∑
n=0
n 6=ι
αns (k − τn)
︸ ︷︷ ︸
ISI
+r (k) , (2.45)
onde o primeiro termo (subscrito ι) da igualdade representa a infor-
mação desejada (amostra referente ou principal), e o segundo termo
(subscrito n) a ISI ou informação não desejada. O terceiro termo cor-
responde ao ruído de canal.
A Equação (2.45) também pode ser descrita como:
x (k) =
ι−1∑
n=0
αns (k − τn) + αιs (k − τι) +
N−1∑
n=ι+1
αns (k − τn) + r (k) ,
(2.46)
onde o termo inicial é a informação não desejada devida à resposta
precursora (amostras antes da referente) do canal h(k), e o terceiro
termo corresponde à informação não desejada devida à resposta pós-
cursora (amostras depois da referente) desse mesmo canal. As respostas
precursoras e pós-cursoras são as geradoras da ISI na informação de-
sejada (HAYKIN, 2001). Um exemplo de canal h(k) destacando este
tipo de resposta é apresentado na Figura 2.12, sendo h(τι) a amostra
principal associada à informação desejada.
Precursoras P o´s− cursoras
h(k)
k
0
· · ·· · ·
τι
Figura 2.12: Amostras precursoras e pós-cursoras da resposta impulsiva de um
canal.
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2.3.2 Técnica de equalização
As técnicas de equalização para combater o efeito da ISI são
divididas em duas categorias: lineares e não lineares, levando-se em
conta se o equalizador retroalimenta ou não o sinal de saída do dispo-
sitivo de decisão. De forma geral, o símbolo estimado sˆ(k) na saída
do equalizador passa pelo dispositivo de decisão. Este, por sua vez,
determina o valor do símbolo recebido s˜(k) (Figura 2.11), correspon-
dente ao alfabeto empregado na transmissão, com base num limiar de
decisão (operação não linear). Quando o equalizador não retroalimenta
o símbolo decidido, s˜(k), a equalização é linear. Caso contrário, ela é
não linear.
O equalizador linear apresenta bons desempenhos em aplicações
cujos canais são caraterizados pela não existência de nulos espectrais
em sua resposta em frequência. Do contrário, em canais com presença
de nulos espectrais, apesar da distorção inserida pelo canal ser com-
pensada através de ganhos significativos nas proximidades dos nulos,
acaba ocorrendo uma amplificação exacerbada do ruído de canal (BI-
GLIERI; PROAKIS; SHAMAI, 1998). Por esta razão, o equalizador linear
é inapropriado para compensar a ISI em sistemas de comunicação sem
fio, já que os canais se caracterizam como tendo nulos espectrais.
Essa limitação é resolvida com a técnica de equalização não li-
near, sendo o equalizador de decisão realimentada (DFE - Decision
Feedback Equalizer) uma boa solução para combater a ISI severa dos
canais rádio móveis (PROAKIS; SALEHI, 1995).
Estrutura do equalizador DFE
O equalizador DFE foi proposto inicialmente por Austin (AUS-
TIN, 1967). Seu princípio é empregar as decisões de símbolos passa-
dos para estimar a ISI que pode se apresentar nos símbolos futuros,
removendo-a do símbolo estimado no presente (QURESHI, 1985).
A estrutura típica do equalizador DFE é apresentada na Fi-
gura 2.13. É composto de duas seções transversais FIR, direta (FFF
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- Feed-forward Filter) e de realimentação (FBF - Feedback Filter), e
de um dispositivo de decisão. A sequência de dados a ser equalizada,
x(k), é a entrada da seção transversal direta. Já a sequência de decisões
realizadas, s˜(k), corresponde à entrada da seção transversal de reali-
mentação. Esta última seção é aquela que tem a tarefa de estimar a
ISI futura, a partir das decisões dos símbolos passados, para subtrai-la
do símbolo sendo estimado no instante presente de decisão.
x(k) u(k)
z(k)
sˆ (k) s˜ (k)Seção
transversal
Seção de
realimentação
Decisão
e (k) d (k)
Sequ¨eˆncia de
Treinamento
Figura 2.13: Estrutura do equalizador DFE.
Teoricamente, a seção transversal direta do equalizador DFE tem
a tarefa de cancelar a ISI gerada pelas precursoras, e a seção transversal
de realimentação a interferência das pós-cursoras, de tal forma que a
resposta ao impulso conjunta do canal e do equalizador seja δ (t− τι).
As duas seções transversais do equalizador DFE costumam ser
implementadas com filtros FIR adaptáveis, já que é frequente não ter
um conhecimento a priori do canal. O equalizador adaptativo DFE é
apresentado na Figura 2.14. Os filtros das seções FFF e FBF têm um
total de G+1 e B coeficientes, respectivamente, os quais são otimizados
segundo um critério de desempenho que visa cancelar a ISI no sinal
recebido.
Essa técnica de equalização adaptável pode operar em dois mo-
dos: o treinado (ou de sincronismo) - quando uma sequência de trei-
namento, conhecida tanto pelo transmissor como pelo receptor, é em-
pregada; ou de decisão-direta - quando os próprios símbolos decididos
são utilizados na obtenção do sinal de erro. O cálculo dos coeficientes
considerando o modo treinado é apresentado nas próximas duas seções
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∑∑
x(k)
z−1z−1z−1z−1z−1
g0 g1 gG
u(k)
b1bB−1bB
z(k)
e (k)
sˆ (k)
s˜ (k)
d (k)
Algorı´tmo de
Adaptaca˜o
Sequ¨eˆncia de
Treinamento
FFF FBF
Figura 2.14: Equalizador DFE implementado com filtros transversais de resposta
ao impulso finita FIR.
de forma ótima e adaptativa.
Equalizador DFE ótimo
Assumindo o MSE como critério de otimização, os coeficientes
das seções do DFE são ajustados minimizando o valor médio quadrático
da função
e (k) = d (k)− sˆ (k)
= d (k)− u (k) + z (k) , (2.47)
onde e(k) é o sinal de erro do equalizador, d(k) a sequência de treina-
mento (sinal desejado), e sˆ (k) o símbolo estimado, dado pela diferença
dos sinais u (k) e z (k) na saída dos filtros FFF e FBF, respectivamente,
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e representados por
u (k) =
G∑
q=0
gqx (k − q) (2.48)
z (k) =
B∑
p=1
bpd (k − p) . (2.49)
Como a sequência de treinamento é conhecida pelo transmissor e
pelo receptor, pode-se assumir que o sinal desejado d(k) deve ser igual
ao símbolo transmitido s(k), além de um atraso τζ inserido pelo canal e
pelo equalizador, como mostrado na Figura 2.15. Dessa forma, o sinal
desejado pode ser representado por
d(k) = s (k − τζ) . (2.50)
Levando-se em conta essa igualdade e as das Equações (2.48) e
(2.49) na Equação (2.47), tem-se que:
e (k) = s (k − τζ)−
G∑
q=0
gqx (k − q) +
B∑
p=1
bps (k − τζ − p) , (2.51)
ou, de forma vetorial,
e (k) = s (k − τζ)− gTx (k) + bT s (k − τζ − 1) (2.52)
s(k)
sˆ (k)
s˜ (k)
d (k)
x(k)
e (k)
Crite´rio de
Otimizaca˜o
r(k)
Atraso
τζ
Canal
h(k) FFF FBF
Figura 2.15: Sistema de comunicação com equalizador DFE no modo treinado.
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onde:
g =
[
g0 g1 · · · gF
]T
,
b =
[
b1 b2 · · · bB
]T
,
x (k) =
[
x (k) x (k−1) · · · x (k−F )
]T
e
s (k−τζ−1) =
[
s (k−τζ−1) s (k−τζ−2) · · · s (k−τζ−B)
]T
, (2.53)
sendo g e b vetores de coeficientes e x (k) e s (k − τζ − 1) das sequências
de dados de entrada dos filtros FFF e FBF. Para simplificar a expressão
do erro de equalização e(k), define-se dois vetores gerais para o conjunto
dos dois filtros, o vetor de coeficientes we (k) e o vetor de dados de
entrada xe (k):
we =
[
gT −bT
]T
, e (2.54)
xe (k) =
[
xT (k) sT (k − τζ − 1)
]T
. (2.55)
Com esses dois vetores, a expressão do erro de equalização pode
ser descrita da seguinte forma:
e (k) = s (k − τζ)−wTe xe (k) . (2.56)
Assim, a função custo Je(k) do critério de otimização MSE é:
Je = E
{
|e (k)|2
}
. (2.57)
Por substituição, tem-se que:
Je = E
{∣∣s (k − τζ)−wTe xe (k)∣∣2}
= σ2s − pHxeswe −wTe pxes +wTe Rxewe (2.58)
onde σ2s é a potência do símbolo transmitido, assumindo seu valor médio
E {s (k − τζ)} = 0, pxes é o vetor de correlação cruzada entre o vetor
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que contém os sinais na entrada dos filtros e o sinal desejado, e Rxe é a
matriz de autocorrelação do vetor que contém os sinais na entrada dos
filtros. O vetor de correlação cruzada é representado como:
pxes = E {xe (k) s∗ (k − τζ)} (2.59)
= E




x (k)
s (k − τζ − 1)

 s∗ (k − τζ)


e a matriz de autocorrelação como:
Rxe = E
{
xe (k)xHe (k)
}
(2.60)
= E




x (k)xH (k) x (k) sH (k − τζ − 1)
s (k − τζ − 1)xH (k) s (k − τζ − 1) sH (k − τζ − 1)




A otimização da função custo Je é conseguida quando o valor
dos coeficientes we minimiza Je. Para tal, calcula-se primeiro seu vetor
de gradiente, ∇Je (we):
∇Je (we) =
∂Je (we)
∂we
= − 2pxes + 2Rxewe(k). (2.61)
A solução ótima é obtida igualando-o a zero explicitando o vetor de
coeficientes we(k):
woe = R−1xe pxes, (2.62)
obtendo, assim, a equação de Wiener-Hopf do equalizador DFE.
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Equalizador DFE adaptativo
No que diz respeito ao equalizador DFE adaptativo, por questões
de simplicidade computacional e de se utilizar o mesmo algoritmo da
formatação de feixe, optou-se pelo algoritmo LMS. A estimativa ins-
tantânea do vetor gradiente ∇ˆJe(k) é dada por (HAYKIN, 2002):
∇ˆJe(k) = −2pˆxes + 2Rˆxewe(k), (2.63)
onde pˆxes e Rˆxe representam os valores instantâneos do vetor de cor-
relação cruzada e da matriz de autocorrelação, respectivamente:
pˆxes ≈ xe (k) s∗ (k − τζ) (2.64)
Rˆxe ≈ xe (k)xHe (k) (2.65)
Por substituição, chega-se a seguinte equação de adaptação dos
coeficientes do equalizador DFE:
we(k + 1) = we(k) + µ
[
xe (k) s∗ (k − τζ)− xe (k)xHe (k)we(k)
]
= we(k) + µxe (k)
[
s∗ (k − τζ)− xHe (k)we(k)
]
, (2.66)
ou, de forma mais reduzida:
we(k + 1) = we(k) + µxe (k) e∗e (k) (2.67)
A fim de ter uma melhor visão da adaptação dos coeficientes nas
duas seções, FFF e FBF, do equalizador DFE, substituindo os vetores
we(k) e xe (k) resulta na expressão:

gˆ (k + 1)
bˆ (k + 1)

 =


gˆ (k)
bˆ (k)

+ µ


x (k)
−s (k − τζ − 1)

 e∗e (k) (2.68)
Um resumo do algoritmo LMS para o equalizador DFE é apre-
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sentado na Tabela 2.2
Tabela 2.2: Resumo do algoritmo LMS para o equalizador DFE.
Saída do equalizador sˆ(k) = wˆHe (k)xe(k)
Sinal de treinamento d(k) = s (k − τζ)
Sinal de erro ee(k) = d(k)− sˆ(k)
Adaptação dos coeficientes wˆe (k + 1) = wˆe (k) + µxe(k)e∗(k)
Inicialização wˆ (0) = 0
2.4 Conclusões
Neste capítulo foram abordadas três técnicas de recepção de si-
nais em canais de comunicação sem fio, a saber: as técnicas de pro-
cessamento espacial por diversidade e formatação de feixe, e a técnica
temporal DFE de equalização de canal. Estas técnicas serão utiliza-
das no decorrer do próximo capítulo para apresentar as estruturas de
receptores encontradas na literatura, bem como apresentar a princi-
pal proposta de contribuição desta dissertação de mestrado. As três
técnicas serão combinadas no receptor, com o intuito de combater si-
multaneamente o desvanecimento plano e seletivo em frequência.
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Capítulo 3
Técnicas
espaçotemporais
conjuntas
As técnicas de processamento espacial se caracterizam por em-
pregar arranjos de antenas para a transmissão e/ou recepção de sinais.
Estes arranjos podem ser configurados para implementar formatação
de feixe ou diversidade espacial. Se o afastamento entre as antenas no
arranjo tem uma distância de no máximo metade do comprimento de
onda do sinal incidente (d ≤ λc/2), a formatação de feixe pode ser im-
plementada. Do contrário, se o afastamento entre elas é no mínimo 10
vezes o comprimento de onda (d ≥ 10λc), a diversidade espacial pode
tomar lugar.
Neste capítulo são apresentadas diferentes estruturas de recep-
tores conciliando técnicas espaçotemporais. Inicialmente, é feita uma
introdução aos canais espaçotemporais, enfatizando a modelagem ma-
temática e as principais características que os descrevem - diferente da
apresentação do canal temporal feita na subseção (2.3.1), neste capítulo
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rx0
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a0e
−jψ0δ (k − τ0)
a1e
−jψ1δ (k − τ1)
a2e
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−jψ3δ (k − τ3)
Figura 3.1: Propagação multipercurso para receptor com arranjo de antenas.
também é considerada a direção de chegada (DOA) dos múltiplos per-
cursos do canal. Após, são apresentadas duas estruturas de receptores,
empregando formatação de feixe e equalização, que foram estudadas
na literatura. Finalmente, é empregado um receptor conciliando di-
versidade espacial e formatação de feixe, através da utilização de dois
arranjos de antenas, o que vem a ser a principal contribuição desta
dissertação de mestrado.
3.1 Modelo do canal espaçotemporal
Nos sistemas de comunicação sem fio que empregam uma única
antena receptora, a modelagem do canal descreve as atenuações e os
tempos de atrasos de propagação, característicos de cada um dos possí-
veis percursos existentes entre as antenas de transmissão e recepção.
Para receptores empregando um arranjo de antenas, além dessas carac-
terísticas, a direção de chegada DOA dos sinais provenientes de cada
percurso também se faz necessária.
Por exemplo, considere o ambiente de propagação da Figura 3.1.
O sinal recebido é dado pela combinação de quatro réplicas, as quais
atingem a antena receptora com diferentes DOA’s, θn, atenuações, an,
deslocamentos de fase ψn, e tempos de atraso de propagação, τn.
A seguir, são apresentadas as propriedades temporais e espaço-
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temporais que caracterizam um canal desse tipo. Também são apre-
sentadas as considerações estatísticas do canal que será empregada no
decorrer da dissertação.
3.1.1 Propriedades temporais
Diferente do modelo em banda base do canal temporal discreto
h(k), definido na Equação (2.41), nos sistemas que empregam um ar-
ranjo de antenas na recepção, os deslocamentos de fase que o sinal sofre
ao se propagar entre as antenas do arranjo, em função de seu DOA (θ)
e da geometria do arranjo, também devem ser inseridos na modelagem
do canal. Tendo isso em conta, a resposta ao impulso do canal tempo-
ral h(k) se torna um canal vetorial espaçotemporal, com a resposta ao
impulso h(k) definida por (ERTEL et al., 1998):
h (k) =
N−1∑
n=0
an exp (−jψn) a (θn) δ (k − τn)
=
N−1∑
n=0
αna (θn) δ (k − τn) , (3.1)
onde αn = an exp (−jψn) representa a amplitude complexa do n-ésimo
percurso. O deslocamento de fase entre as antenas é representado pelo
vetor de direção a (θn), definido na Equação (2.24) e rescrito aqui por
conveniência:
a (θn) =
[
1 exp {−jφn} · · · exp {−j(M − 1)φn}
]T
, (3.2)
com φn = 2pifc
d sin(θn)
c
denotando o ângulo elétrico (Equação (2.13))
de um arranjo linear uniforme (ULA) com M antenas.
A resposta ao impulso do canal vetorial h (k) é fundamental na
caracterização do canal espaçotemporal e é representada pelo vetor M-
dimensional:
h (k) =
[
h0 (k) h1 (k) h2 (k) · · · hM−1 (k)
]T
, (3.3)
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onde hm(k) é o sub-canal correspondente à m-ésima antena, resultante
da soma de N percursos de propagação.
Por exemplo, considere um canal estritamente temporal, com res-
posta ao impulso {0,19+j0,13; -0,35+j0,3; 0,62-j0,3; 0,36+j0,28; 0,14-
j0,17}. Para um arranjo ULA de M = 4 antenas, afastamento entre
antenas d = λc/2, e N = 5 percursos de propagação, tem-se os tempos
de atraso de propagação τn (em múltiplos do período de amostragem
Ts) listados na Tabela 3.1 para cada DOA.
Tabela 3.1: Parâmetros para um exemplo de canal multipercurso.
0 1 2 3 4
αn 0,19+j0,13 -0,35+j0,3 0,62-j0,3 0,36+j0,28 0,14-j0,17
τn 0 5Ts 10Ts 15Ts 20Ts
θ (◦) −15 20 40 −60 50
A resposta ao impulso desse canal espaçotemporal é mostrada
na Figura 3.2. Na Figura 3.2a está representada a resposta ao impulso
de cada um dos sub-canais, hm(k), correspondente à m-ésima antena
do arranjo, e na Figura 3.2b encontra-se representado |hm(k)|2. A
primeira figura mostra as variações na resposta temporal causada pelo
deslocamento de fase dos sinais entre as antenas. Já na segunda figura,
observa-se o valor constante na magnitude entre todos os sub-canais.
O conjunto das quatro respostas ao impulso hm(k) constituem o canal
vetorial h (k).
3.1.2 Propriedades espaçotemporais
Além da resposta temporal, existe também uma resposta espa-
cial para o canal h (k). Ela determina a concentração de potência de
cada percurso conforme sua direção de chegada DOA. Esta resposta é
obtida aplicando-se a transformada discreta de Fourier (DFT - Discrete
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Figura 3.2: Características temporais de um canal vetorial multipercurso: a) Res-
posta ao impulso e b) Magnitude da resposta ao impulso.
Fourier Transform) à resposta ao impulso do canal vetorial h (k):
H (k, θ) =
∞∑
m=−∞
h (k) exp (−jmφ) , (3.4)
onde H (k, θ) é a função que representa a resposta espacial e temporal
do canal. Substituindo na Equação (3.4) a expressão de h (k), dada na
Equação (3.1), obtém-se:
H (k, θ) =
∞∑
m=−∞
{
N−1∑
n=0
αnδ (k − τn)a (θn)
}
exp (−jmφ) . (3.5)
O vetor de direção de chegada a (θn) é representado pelo vetorM
dimensional [exp (−jmφn)]m,1, com m = 0, 1, · · · ,M − 1, e φn denota
o ângulo elétrico (Equação (2.13)) do n-ésimo percurso. Logo, a função
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da resposta espaçotemporal do canal é dada por:
H (k, θ) =
N−1∑
n=0
αnδ (k − τn)
M−1∑
m=0
exp {−jm (φn + φ)} . (3.6)
De acordo com essa expressão, a resposta espaçotemporal pode
também ser representada como uma somatória das respostas espaciais
características de cada um dos N percursos que constituem o canal.
Assim:
H (k, θ) =
N−1∑
n=0
Hn (k, θ) , (3.7)
com a n-ésima função Hn (k, θ) correspondendo à resposta do n-ésimo
percurso, definida por:
Hn (k, θ) = αnδ (k − τn)
M−1∑
m=0
exp {−jm (φn + φ)} . (3.8)
H (k, θ) é uma função do tempo k e da direção de chegada DOA
θ (variável implícita no ângulo elétrico φ), representando, assim, a res-
posta espaçotemporal do canal vetorial h (k). Tomando como exemplo
o canal com os parâmetros listados na Tabela 3.1, tem-se a resposta
espaçotemporal da Figura 3.3. A Figura 3.3(a) representa a magnitude
ao quadrado de Hn (k, θ), para cada um dos percursos, com tempos
de atraso de propagação τn. Neste exemplo, observa-se uma maior
concentração de potência no percurso com DOA θ = 40◦ e tempo de
atraso de propagação τ2 = 10Ts. Seu perfil de potência é mostrado na
Figura 3.2(b) (k = 10).
3.1.3 Considerações estatísticas
Nesta seção são apresentadas as considerações estatísticas do ca-
nal de comunicação e do sinal transmitido, as quais serão utilizadas no
cálculo dos coeficientes ótimos do conformador de feixe e do equaliza-
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Figura 3.3: Características espaçotemporais de um canal vetorial multipercurso:
a) Resposta espaçotemporal e b) Resposta espacial.
dor.
São elas:
• O canal representa um total de N percursos, consistindo de um
percurso dominante e N − 1 percursos interferentes;
• As magnitudes dos percursos permanecem constantes durante a
transmissão do sinal;
• O sinal transmitido tem valor médio zero e variância σ2s ;
• Os N percursos do canal são descorrelacionados, com matriz de
autocorrelação e vetor de correlação cruzado dados por:
R
ss
(v − u) = E {s (k − u) sH (k − v)}
p
sd
(v − u) = E {s (k − u) s∗ (k − v)} (3.9)
σ2s = E {s (k − u) s∗ (k − v)} , para u = v
• O ruído nas antenas é descorrelacionado, com média zero e va-
riância σ2r .
Tendo apresentado o modelo do canal vetorial, suas características espa-
çotemporais e as considerações estatísticas, as seções seguintes abordam
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diferentes estruturas de receptores, empregando técnicas para comba-
ter, simultaneamente, os fenômenos espaciais e temporais que deterio-
ram o sinal transmitido nesse tipo de canal.
3.2 Formatação de feixe e equalização
A filtragem espacial, obtida através da formatação de feixe de
um arranjo de antenas pode ser utilizada para mitigar a ISI, direcio-
nando o lóbulo principal do feixe para o percurso desejado e, ao mesmo
tempo, procurando atenuar os sinais provenientes de outros percursos,
os quais são considerados como interferentes (MAW-LIN; CHIEN-CHUNG;
HSUEH-JYH, 2000). Quando o número total de percursos que atingem
o receptor é maior que o número de elementos do arranjo, este não tem
a capacidade de atenuar satisfatoriamente todos os sinais interferentes.
Como consequência, o sinal na saída do conformador de feixe ainda
possui uma ISI residual. Nessas condições, diz-se que o arranjo está
sobrecarregado (overload) (LIBERTI; RAPPAPORT, 1999), e o grau de li-
berdade (número de antenas do arranjo) é insuficiente para cancelar os
percursos interferentes. Também, quando sinais interferentes atingem
o arranjo de antenas com DOA’s muito próximos ao do sinal desejado,
o conformador de feixe não consegue cancelar os sinais interferentes, e
a ISI residual na saída do conformador de feixe ainda será muito se-
vera (KOHNO et al., 1990; LIBERTI; RAPPAPORT, 1999). Nesses casos,
emprega-se na saída do conformador de feixe um equalizador, a fim de
mitigar por completo a ISI (LINDSKOG; AHLEN; STERNAD, 1995a; LIND-
SKOG; AHLEN; STERNAD, 1995b; JIND-YEH; SAMUELI, 1996; MAW-LIN;
CHIEN-CHUNG; HSUEH-JYH, 2000).
3.2.1 Formatação de feixe e equalização clássica
A combinação dessas duas técnicas de processamento espacial e
temporal foi proposta inicialmente para ser aplicada nas estações rádio-
base dos sistemas de telefonia móvel. Em um cenário de múltiplos
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usuários e uma estação rádio-base, a tarefa do conformador é formatar
seu feixe na direção do usuário desejado e cancelar os sinais interfe-
rentes de outros usuários, cabendo ao equalizador a tarefa de cancelar a
ISI daquele usuário (gerada pela propagação multipercurso) (JIND-YEH;
SAMUELI, 1996). No entanto, em cenários com ISI severa, devido aos
múltiplos percursos, o equalizador também supri a falta de grau de li-
berdade do conformador de feixe. A estrutura desse sistema híbrido,
conformador de feixe e equalizador, é mostrada na Figura 3.4.
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Figura 3.4: Conformador de feixe seguido do equalizador DFE.
Cálculo dos coeficientes do conformador
Para obter a resposta desejada do conformador de feixe, quando
os DOA’s não são conhecidos, utiliza-se uma sequência de treinamento
para fazer o cálculo dos coeficientes.
Por se tratar de uma propagação em múltiplos percursos, além do
conhecimento dessa sequência de treinamento, é preciso ter um conhe-
cimento a priori do tempo de atraso de propagação de um dos per-
cursos (preferivelmente, do percurso dominante), de tal forma que o
conformador formate seu feixe na direção desse e cancele os percussos
considerados como interferentes.
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O sinal recebido pelo arranjo de antenas é definido como:
x (k) = s (k) ? h(k) + r (k) , (3.10)
onde x (k) =
[
x0(k) x1(k) · · · xM−1(k)
]T
é o vetor do sinal re-
cebido, com cada elemento representando o sinal em cada uma das
M antenas do arranjo. Ele é dado pela convolução discreta do sinal
transmitido s(k) com o canal espaçotemporal h(k) definido na Equa-
ção (3.1), acrescido de um vetor de ruído branco gaussiano r (k). Fa-
zendo a convolução, a seguinte expressão é obtida:
x (k) =
N−1∑
n=0
αns (k − τn)a (θn) + r (k) , (3.11)
que também pode ser descrita na forma:
x (k) = αιs (k − τι)a (θι) +
N−1∑
n=0
n 6=ι
αns (k − τn)a (θn) + r (k) , (3.12)
onde o subscrito ι representa o percurso dominante e o subscrito n os
percursos interferentes. Sendo o percurso dominante aquele de maior
potência, e conhecendo a priori seu tempo de atraso de propagação,
τι, faz com que o feixe do conformador seja direcionado para o ângulo
θι, criando nulos (ou atenuações) nas direções θn. Assumindo esse
conhecimento, a sequência de treinamento do conformador de feixe é
denotada por:
dc = s (k − τι) (3.13)
Para facilitar o cálculo dos coeficientes ótimos, o sinal recebido
pelo conformador pode ser reescrito de forma matricial como:
x (k) = AΓs(k) + r (k) (3.14)
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onde
A
MxN
=
[
a (θ0) a (θ1) · · · a (θN−1)
]
,
Γ
NxN
= diag
(
α0 α1 · · · αN−1
)
,
s
Nx1
(k) =
[
s(k − τ0) s(k − τ1) · · · s(k − τN−1)
]T
e,
r
Mx1
(k) =
[
r0(k) r1(k) · · · rM−1(k)
]T
,
são a matriz de direção, a matriz diagonal com as amplitudes complexas
do canal, o vetor do sinal transmitido com os atrasos de propagação
inseridos pelo canal e o vetor de ruído nas antenas, respectivamente.
A solução ótima do conformador de feixe é dada pela equação
de Wiener-Hopf (deduzida na Equação 2.34):
woc = R−1x pxdc , (3.15)
com o vetor de correlação cruzada
p
xdc
(τι) = AΓpsd (τι) , (3.16)
e a matriz de autocorrelação
Rx = AΓRssΓ
HAH + σ2rI. (3.17)
Ou, por substituição:
woc =
[
AΓR
ss
ΓHAH + σ2rI
]
−1
AΓp
sd
(τι) . (3.18)
Os cálculos encontram-se apresentados no Apêndice (C).
No contexto adaptativo, o vetor de coeficientes do conformador
wc é obtido de forma iterativa pelo algoritmo LMS, segundo o equa-
cionamento da Tabela 3.2:
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Tabela 3.2: Resumo do algoritmo LMS para o conformador de feixe na
estrutura clássica.
Saída do conformador y(k) = wˆHc (k)x(k)
Sinais de erro
ec(k) = dc(k)− y(k)
ec(k) = s (k − τι)− wˆHc (k)x(k)
Adaptação dos coeficientes wˆc (k + 1) = wˆc (k) + µx(k)e∗c(k)
Inicialização wˆc (0) = 0
Cálculo dos coeficientes do equalizador
O sinal a ser equalizado é o sinal de saída do conformador, y(k),
passando a ser o sinal de entrada da seção transversal direta (FFF). Já
na seção de realimentação (FBF), o sinal de entrada é o sinal de saída
do dispositivo de decisão, s˜(k) (ver Figura 3.4). Com relação ao sinal
de erro do equalizador, ee (k), este é dado pela diferença entre o símbolo
correspondente da sequência de treinamento, de (k), e sua estimativa
sˆ (k). Esta sequência é a mesma empregada pelo conformador de feixe,
mas com um atraso temporal τζ diferente. A sequência de treinamento
no equalizador de (k) é dada por
de (k) = s (k − τζ) (3.19)
onde o atraso τζ é conhecido como cursor de decisão (HILLERY; ZOL-
TOWSKI; FIMOFF, 2003).
O desempenho ótimo do equalizador DFE é conseguido quando
o número de coeficientes nas duas seções é infinito, inviabilizando sua
implementação no contexto adaptativo. Logo, quantidades finitas de
coeficientes nas seções FFF e FBF são utilizadas. A escolha do número
total de coeficientes G+1 e B nas seções FFF e FBF, respectivamente,
bem como do atraso de decisão τζ , influenciam no correto desempenho
do equalizador (GONG; COWAN, 2006), sendo que existe uma forte de-
pendência entre eles. Por exemplo, fixando o número G com um valor
igual ao número de amostras v do modelo discreto equivalente do canal
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(G = v), Hillery et al. (HILLERY; ZOLTOWSKI; FIMOFF, 2003) variam o
atraso de decisão τζ no intervalo 0 6 τζ 6 v +G e calculam o número
de coeficientes B da seção FBF com a restrição B = v+G−τζ. Eles de-
terminam uma faixa nesse intervalo onde o desempenho do equalizador
permanece constante:
τι + τmax 6 τζ 6 G+ τr + τmin, (3.20)
sendo τr o atraso do percurso de inteires, que neste trabalho corresponde
ao atraso do percurso de maior potência τι, e τmin e τmax os atrasos
mínimo e máximo, respectivamente, dos N percursos do canal. No
limite superior consegue-se o máximo desempenho do equalizador. Eles
concluem que o número de coeficientes B também pode ser fixado como
o número de coeficientes da seção FFF para não depender do atraso de
decisão. Um resumo é apresentado na Tabela 3.3.
Tabela 3.3: Parâmetros que garantem um bom desempenho de um equaliza-
dor DFE (HILLERY; ZOLTOWSKI; FIMOFF, 2003).
Tomadas secção
FFF
Tomadas secção
FBF
Atraso de
decisão
G+ 1 > v B = v τζ = G+ τι + τmin
O cálculo dos coeficientes ótimos, nas duas seções conjunta-
mente, é feito solucionando a equação de Wiener-Hopf (Equação 2.62).
São apresentados a seguir os resultados finais do vetor de correlação
cruzada (2.59) e a matriz de autocorrelação (2.60).
No caso, o vetor de correlação cruzada pxede é dado por:
pxede (τζ) =
[
wHocpxdc (τζ) w
H
ocpxdc (τζ − 1) · · ·
wHocpxdc (τζ −G) 0 0 · · · 0
]T
, (3.21)
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sendo o vetor pxdc (τζ − q), para q = 0, 1, · · · , G, definido por:
pxdc (τζ − q) = AΓpsd (τζ − q) , (3.22)
descrevendo a correlação cruzada entre o sinal de entrada do confor-
mador e a sequência de treinamento no equalizador.
Já a matriz de autocorrelação Rxe tem a seguinte forma:
Rxe =


Ryy Ryse
RHyse Rsese

 , (3.23)
onde:
Ryy - sub-matriz de autocorrelação na seção FFF:
Ryy = E
{
y (k)yH (k)
}
; (3.24)
Ryse - sub-matriz de correlação cruzada entre as seções FFF e
FBF:
Ryse = E
{
y (k) sHe (k − τζ − 1)
}
; (3.25)
Rsese - sub-matriz de autocorrelação na seção FBF:
Rsese = E
{
se (k − τζ − 1) sHe (k − τζ − 1)
}
. (3.26)
O cálculo dessas matrizes encontra-se detalhado no Apêndice (C).
O algoritmo adaptativo LMS para o equalizador DFE é apresen-
tado na Tabela (3.4), sendo que a adaptação do vetor de coeficientes é
3.2. FORMATAÇÃO DE FEIXE E EQUALIZAÇÃO 61
feita segundo a expressão:

gˆ (k + 1)
−bˆ (k + 1)

 =


gˆ (k)
−bˆ (k)

+ µ


x (k)
s (k − τζ − 1)

 e∗e (k) .
(3.27)
Tabela 3.4: Resumo do algoritmo LMS para o equalizador na estrutura
clássica.
Saída do conformador sˆ (k) = wˆHe (k)xe(k)
Sinais de erro
ee(k) = de (k)− sˆ (k)
ee(k) = s (k − τζ)− wˆHe (k)xe(k)
Adaptação dos coeficientes wˆe (k + 1) = wˆe (k) + µexe(k)e∗e(k),
3.2.2 Técnica proposta por Sung-Hoon
Um receptor empregando conjuntamente as técnicas de diversi-
dade, formatação de feixe e equalização foi proposto por Sung-Hoon
et al.(SUNG-HOON; JU-YEUN; DONG-SEOG, 2003). Diferente da técnica
de diversidade espacial clássica, os autores empregam uma diversidade
espacial baseada na combinação de dois percursos de um único canal de
múltiplos percursos, geralmente os de maior potência. A escolha desses
percursos é feita através de formatação de feixe, com base no trabalho
de Rong.Z et al.(RONG, 1996; RONG et al., 1997). No caso, um conjunto
de dois conformadores de feixe, acoplados a um único arranjo de M
antenas, é usado (Figura 3.5). Os conformadores formatam seus feixes
principais na direção de dois percursos desejados, obtendo, assim, dois
sinais que são empregados na combinação de diversidade.
Observe que os dois conformadores usam sinais de referência dis-
tintos, d0 (k) e d1 (k), para que suas respostas espaciais, a partir de um
mesmo conjunto de snapshot do arranjo de antenas, sejam direcionadas
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para dois diferentes percursos que se deseja realçar.
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Figura 3.5: Estrutura composta de dois conformadores de feixe e um arranjo de
antenas
O canal vetorial pode ser representado como:
h (k) = (3.28)
αιa (θι) δ (k − τι) + αςa (θς) δ (k − τς) +
N−1∑
n=0
n 6=ι,ς
αna (θn) δ (k − τn) ,
onde os subscritos ι e ς denotam os percursos dominantes, de maior
potência, e n os percursos interferentes, sendo N o número total de
percursos. Os percursos dominantes, na saída dos conformadores, são
combinados pela técnica de combinação com ganhos iguais, ajustando
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previamente seus atrasos. Depois da combinação, o sinal resultante é
passado ao equalizador para cancelar a ISI ainda presente no sinal. A
estrutura desse receptor é apresentada na Figura 3.6.
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Figura 3.6: Receptor proposto por Sung-Hoon et al. (SUNG-HOON; JU-YEUN;
DONG-SEOG, 2003).
Os coeficientes dos conformadores são calculados empregando os
sinais de referência dc0 (k) = s (k − τι) e dc1 (k) = s (k − τς), com o
objetivo de formatar seus feixes nas direções θι e θς , respectivamente.
A forma iterativa de calcular os coeficientes do g-ésimo (g =
0, 1) conformador é feita empregando o algoritmo LMS, resumido na
Tabela 3.5.
Tabela 3.5: Resumo do algoritmo LMS para os conformadores de feixe
multiobjetivo.
Saída dos conformadores yg(k) = wˆHg (k)x(k)
Sinais de erro
ec0(k) = s(k − τι)− y0(k)
ec1(k) = s(k − τς)− y1(k)
Adaptação dos coeficientes wˆg (k + 1) = wˆg (k) + µx(k)e∗cg (k)
Inicialização wˆg (0) = 0
Nos sinais de saída dos conformadores existe uma defasagem tem-
poral causado pelos atrasos inseridos nos sinais de referência, não sendo
possível fazer a soma direta entre eles. Por isso, um atraso z−∆ com
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∆ = τς − τι é inserido na saída do Conformador-0, ajustando-a tempo-
ralmente com a saída do Conformador-1, de tal forma que os símbolos
correspondentes sejam somados (Figura 3.6). O sinal resultante en-
tregue ao equalizador é definido como:
y (k) = y0 (k −∆) + y1 (k) . (3.29)
O cálculo dos coeficientes nas duas seções do equalizador DFE
é feito conjuntamente, com base na sequência de treinamento de (k) =
s (k − τζ). O atraso de decisão τζ é representado pelo limite superior
da Equação (3.20), τζ = G + τr + τmin, sendo que o atraso τr, do
percurso referente, corresponde ao atraso τς do percurso escolhido pelo
Conformador-1:
τζ = G+ τς + τmin. (3.30)
Os parâmetros de configuração do equalizador DFE do receptor
de Sung-Hoon são apresentados na Tabela 3.6
Tabela 3.6: Parâmetros do equalizador DFE no receptor proposto por
Sung-Hoon.
Tomadas secção
FFF
Tomadas secção
FBF
Atraso de
decisão
G+ 1 > v B = v τζ = G+ τς + τmin
3.3 Formatação de feixe, diversidade e equa-
lização
Quando as antenas de um arranjo são configuradas para obter
diversidade espacial, a fim de combater o desvanecimento plano em
frequência, o receptor perde a capacidade de mitigar a ISI, através de
conformação de feixe, em canais seletivos em frequência. Neste caso,
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um equalizador é empregado conjuntamente com o arranjo de ante-
nas, buscando combater ambos desvanecimentos, plano e seletivo em
frequência. Este tipo de receptor foi proposto inicialmente por Bala-
ban et al.(BALABAN; SALZ, 1991; BALABAN; SALZ, 1992), e estudado
posteriormente por Sheng-Chou et al.(SHENG-CHOU; PRABHU, 1997).
Com I antenas, a diversidade espacial é obtida espaçando-as a
uma distância d, tal que d > 10λc (HAYKIN; MOHER, 2005; GOLDSMITH,
2005). Isto faz com que os canais entre a antena transmissora e cada
uma das I antenas receptoras possam ser considerados independentes,
diminuindo a probabilidade de experimentarem simultaneamente des-
vanecimentos profundos.
Com base na Equação (2.42), o modelo do canal multipercurso
empregando diversidade espacial pode ser descrito por:
hi (k) =
Ni−1∑
n=0
αn,iδ (k − τn,i) (3.31)
i = 0, 1, · · · , I − 1
Cada canal é formado pela soma de N percursos, e cada n-
ésimo percurso é caraterizado pelos parâmetros de amplitude, αn,i =
an,i exp(−jψn,i), e atraso de propagação τn,i.
A fim de combater simultaneamente os desvanecimentos plano e
seletivo em frequência, na próxima seção é proposta uma estrutura de
receptor contendo mais de um arranjo de antenas.
3.3.1 Conciliando formatação de feixe e diversidade
Visando conciliar as técnicas de diversidade espacial, formatação
de feixe e equalização na recepção de sinais, propõe-se a estrutura mo-
strada na Figura 3.7. Diferente da estrutura de Sung-Hoon et al.(SUNG–
HOON; JU-YEUN; DONG-SEOG, 2003), múltiplos arranjos de antenas são
utilizados. Em cada arranjo, as antenas são espaçadas segundo o crité-
rio de amostragem espacial, visando apenas formatação de feixe. Já os
arranjos de antenas encontram-se espaçados para satisfazer o critério
66 CAPÍTULO 3. TÉCNICAS ESPAÇOTEMPORAIS CONJUNTAS
da diversidade espacial. Nesse esquema de diversidade, cada um dos I
canais independentes é modelado como um canal vetorial espaçotem-
poral, denotado por h0 (k), h1 (k),· · · , hI−1 (k).
h0 (k)
hI−1 (k)
Tx
s (k)
Arranjo
0
Arranjo
I−1
Técnica de
Combinação
...
...
...
...
...
Equalizador
sˆ (k)
Figura 3.7: Diversidade espacial empregando arranjos de antenas.
Em cada arranjo de antenas, a técnica de formatação de feixe é
implementada com o objetivo de direcionar seu feixe para o percurso
de maior potência do respectivo canal. Cada par arranjo-conformador
possui a capacidade de mitigar a ISI de seu canal, condicionada a seu
grau de liberdade (número de antenas no arranjo). Os sinais nas saídas
dos conformadores são combinados e o sinal resultante é entregue ao
equalizador, cuja função é anular a ISI residual.
3.3.2 Canal espaçotemporal empregado
A modelagem do canal espaçotemporal da Figura 3.8 baseia-se
no canal vetorial abordado na Seção 3.1 e é descrita pela Equação (3.1).
Ao considerar um total de I canais de múltiplos percursos, a resposta
ao impulso do canal vetorial espaçotemporal pode ser descrita por:
hi (k) =
Ni−1∑
n=0
αn,iai (θn) δ (k − τn,i) . (3.32)
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Nesse modelo de canal, cada um dos percursos é representado
pelo vetor de direção ai (θn), correspondente ao i-ésimo arranjo, o qual
pode ser obtido através de um análise semelhante àquela da Seção 2.2.
O cálculo do vetor de direção do arranjo é baseado na configuração
geométrica da Figura 3.8, onde um receptor com apenas dois arranjos
ULA são empregados para conseguir a diversidade espacial.
Vetor de direção no i-ésimo arranjo de diversidade
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x˜00 (t)
x˜01 (t)
x˜0(M−1) (t)
x˜10 (t)
x˜11 (t)
x00 (t)
x01 (t)
x0(M−1) (t)
x10 (t)
x11 (t)
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x00 (k)
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x0(M−1) (k)
x10 (k)
x11 (k)
x1(M−1) (k) x1(M−1) (k)
τ
a (θ)
τ
a (θ)
τ
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θ
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Conformador-0
Conformador-1
y0 (k)
y1 (k)
...
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...
Demodulador
Demodulador
Demodulador
Demodulador
Demodulador
Demodulador
t = Ts
t = Ts
t = Ts
t = Ts
t = Ts
t = Ts
Figura 3.8: Diversidade espacial com dois arranjos de antenas uniformemente dis-
tribuídas.
Um sinal passa-faixa atingindo o receptor na primeira antena
(m = 0) do arranjo de referência (i = 0) é descrito na forma canônica
como:
x˜00 (t) = u0 (t) cos (2pifct+ γ0 (t) + β) , (3.33)
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ou
x˜00 (t) = <{u0 (t) exp [jγ0 (t)] exp [j (2pifct+ β)]} ,
com u0(t) e γ0 (t) denotando o envelope natural e a fase do sinal de in-
formação, respectivamente, e β uma variável aleatória, uniformemente
distribuída (−pi ≤ β < pi), que determina a fase inicial da portadora.
O sinal também pode ser expresso como:
x˜00 (t) = <{u0 (t) exp [jγ0 (t)] exp [j (2pifct+ β)]} (3.34)
= <{x0 (t) exp [j (2pifct+ β)]} ,
onde o termo u0 (t) exp [jγ0 (t)] é a envoltória complexa do sinal passa-
faixa x˜00 (t), denotada por x0(t). A envoltória complexa do sinal na
antena de referência do Conformador-0 é descrito por
x00 (t) = x0 (t)
= u0 (t) exp [jγ0 (t)] . (3.35)
O tempo de propagação de um sinal, com direção de chegada θ,
entre duas antenas adjacentes no arranjo é dado por τa (θ) = da sin(θ)/c
(Equação 2.7). Logo, o sinal na antena seguinte à antena de referência,
x˜01 (t) = x˜00 (t− τa (θ)), é expresso como:
x˜01 (t) = <{u0 (t− τa (θ)) exp [jγ0 (t− τa (θ))] (3.36)
exp [j2pifc (t− τa (θ)) + jβ]} .
Assumindo que o envelope natural u0(t) e a fase γ0 (t) do sinal de in-
formação permanecem constantes nesse intervalo de propagação τa (θ),
chega-se a:
x˜01 (t) = <{u0 (t) exp [jγ0 (t)] exp [−j2pifcτa (θ)] exp [j (2pifct+ β)]}
(3.37)
= <{x0 (t) exp [−j2pifcτa (θ)] exp [j (2pifct+ β)]} ,
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e, em termos de envoltória complexa,
x01 (t) = x0 (t) exp [−j2pifcτa (θ)] . (3.38)
De forma geral, na m-ésima antena do arranjo de referência
(i = 0), o sinal passa-faixa e sua envoltória complexa são descritos
respectivamente por:
x˜0m (t) = <{x0 (t) exp [−j2pifcmτa (θ)] exp [j (2pifct+ β)]}
x0m (t) = x0 (t) exp (−j2pifcmτa (θ)) . (3.39)
Pode-se observar que o sinal na m-ésima antena corresponde ao sinal
na antena de referência, com um deslocamento de fase representado
pelo termo 2pifcmτa (θ).
No arranjo seguinte (i = 1), deve-se considerar o tempo de
propagação do sinal, τc (θ) = dc sin(θ)/c, entre dois arranjos adjacentes
(tempo de propagação do sinal entre as antenas de referência de dois
arranjos adjacentes - Figura 3.8). Assim, o sinal passa-faixa na an-
tena de referência (m = 0) do segundo arranjo (i = 1), denotado por
x˜10 (t) = x˜00 (t− τc (θ)) , é expresso por:
x˜10 (t) = <{u0 (t− τc (θ)) exp [jγ0 (t− τc (θ))]
exp [j2pifc (t− τc (θ)) + jβ]} , (3.40)
onde o envelope natural u0 (t− τc (θ)) e a fase γ0 (t− τc (θ)) do sinal
já não são mais considerados constantes, devido à suposição de inde-
pendência entre os canais dos arranjos. Logo, a envoltória complexa é
expressa por
x1 (t) = u0 (t− τc (θ)) exp [jγ0 (t− τc (θ))]
= u1 (t) exp [jγ1 (t)] (3.41)
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e o sinal passa-faixa na antena de referência por
x˜10 (t) = <{u1 (t) exp [jγ1 (t)] exp [−j2pifcτc (θ)] exp [j (2pifct+ β)]}
= <{x1 (t) exp [−j2pifcτc (θ)] exp [j (2pifct+ β)]} , (3.42)
com envoltória complexa
x10 (t) = x1 (t) exp [−j2pifcτc (θ)] . (3.43)
Considerando o tempo de propagação τa (θ) do sinal entre ante-
nas adjacentes de um mesmo arranjo, o sinal na antenam = 1, denotado
por x˜11 (t) = x˜10 (t− τa (θ)), é descrito por:
x˜11 (t) = <{u1 (t− τa (θ)) exp [jγ1 (t− τa (θ))]
exp [−j2pifcτc (θ)] exp [j2pifc (t− τa (θ)) + jβ]} , (3.44)
onde assume-se que u1 (t) e γ1 (t) permanecem constantes. Por substi-
tuição, tem-se que:
x˜11 (t) = <{u1 (t) exp [jγ1 (t)] exp [−j2pifcτc (θ)]
exp [j2pifc (t− τa (θ)) + jβ]}
= <{x1 (t) exp [−j2pifcτc (θ)] exp [−j2pifcτa (θ)] exp [j (2pifct+ β)]}
(3.45)
e
x11 (t) = x1 (t) exp [−j2pifcτc (θ)] exp [−j2pifcτa (θ)] . (3.46)
Generalizando, o sinal na m-ésima antena (m = 0, 1, · · · ,M − 1) do
i-ésimo arranjo (i = 0, 1, · · · , I − 1) é descrito por
x˜im (t) = <{xi (t) exp [−j2pifciτc (θ)] exp [−j2pifcmτa (θ)] exp [j (2pifct+ β)]}
xim (t) = xi (t) exp [−j2pifciτc (θ)] exp [−j2pifcmτa (θ)] . (3.47)
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O ângulo na primeira função exponencial acima representa o desloca-
mento de fase entre arranjos adjacentes de um sinal com DOA θ, e é
conhecido como ângulo elétrico:
ϕ(θ) = 2pifcτc (θ) . (3.48)
Já o ângulo elétrico na segunda função exponencial corresponde ao
deslocamento de fase entre antenas adjacentes:
φ(θ) = 2pifcτa (θ) . (3.49)
Uma expressão mais simplificada do sinal xim (t) é dada por
xim (t) = xi (t) exp (−jiϕ) exp (−jmφ) . (3.50)
O vetor de snapshot do sinal na entrada do conformador do i-
ésimo arranjo é denotado por
xi (k) = xi (k)ai (θ) , (3.51)
onde ai (θ) é o vetor de direção:
ai (θ) = exp (−jiϕ)


1
exp (−jφ)
exp (−j2φ)
...
exp (−j (M − 1)φ)


. (3.52)
Propriedades espaçotemporais do canal
O canal correspondente ao i-ésimo arranjo é denotado por
hi (k) =
N−1∑
n=0
αn,iai (θn) δ (k − τn) . (3.53)
Diferente do modelo na Equação (3.32), os atrasos de propagação
72 CAPÍTULO 3. TÉCNICAS ESPAÇOTEMPORAIS CONJUNTAS
τn nos arranjos não se alteram, assumindo que os N sinais provêm do
mesmo conjunto de espalhadores. Essa resposta ao impulso hi (k) per-
mite modelar o canal espaçotemporal com uma antena no transmissor
e M antenas no i-ésimo arranjo do receptor. O vetor M -dimensional
do canal espaçotemporal do i-ésimo arranjo também por é descrito por
hi (k) =
[
h0,i (k) h1,i (k) · · · hM−1,i (k)
]T
,
onde hm,i (k) é o sub-canal da m-ésima antena do i-ésimo arranjo (ou
ramo de diversidade).
Considere a utilização de dois arranjos de antenas no receptor,
cujos parâmetros do canal encontram-se apresentados na Tabela (3.7).
No primeiro arranjo, a resposta ao impulso é denotada por {αn,0},
enquanto que no segundo por {αn,1}. Os atrasos temporais, τn, e os
DOA’s, θn, são considerados os mesmos nos dois arranjos pela suposição
de que os N = 5 percursos provêm do mesmo conjunto de espalhadores.
Tabela 3.7: Parâmetros espaçotemporais de canais multipercurso com dois
arranjos.
0 1 2 3 4
αn,0 -0,47+j0,27 -0,65-j0,63 -0,11-j0,18 0,24+j0,03 -0,67+j0,2
αn,1 0,01-j0 0,28-j0,71 0,56-j0,11 0,02-j0,43 -0,57-j0,64
τn 0 5Ts 10Ts 15Ts 20Ts
θn (◦) −15 20 40 −60 50
Considere também que cada ULA e formada por M = 4 ante-
nas, afastadas de uma distância da = λc/2, e que o afastamento dos
dois arranjos é de dc = 10λc (Figura 3.8). A resposta ao impulso de
cada sub-canal hm,i (k) difere em cada antena do receptor, mas sua ma-
gnitude ao quadrado, |hm,i (k)|2, mantém-se constante para o mesmo
arranjo. Por exemplo, na Figura 3.9 é apresentada a magnitude ao qua-
drado das respostas ao impulso dos canais na Tabela 3.7. Observe que
as respostas são diferentes nos dois arranjos e cada uma delas tem um
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Figura 3.9: Magnitude da resposta ao impulso.
único percurso dominante (percurso de maior potência). O percurso
dominante do primeiro arranjo tem um atraso de propagação τ1 = 5Ts,
enquanto que o do segundo é de τ4 = 20Ts. Nas expressões que se-
guem, o percurso dominante em cada arranjo será representado pelo
atraso τιi , onde o subscrito ιi denota o ιi-ésimo percurso do i-ésimo
canal.
Uma outra maneira de caracterizar o canal vetorial hi (k) é atra-
vés de sua resposta espacial, onde é possível observar a concentração de
potência de cada percurso em função da direção de chegada do sinal.
A expressão da resposta espaçotemporal do i-ésimo canal é
Hi (k, θ) =
N−1∑
n=0
{
αn,i exp (−jiϕ (θn)) δ (k − τn)
M−1∑
m=0
exp [−jm (φ (θn) + φ)]
}
, (3.54)
Diferentemente de quando se emprega apenas um arranjo de an-
tenas no receptor, aparece aqui o termo exp (−jiϕ (θn)), relativo ao
deslocamento de fase do sinal propagando pelos arranjos.
A resposta espaçotemporal dos dois canais na Tabela 3.7 é apre-
sentada nas Figuras 3.10 e 3.11. Nas Figuras 3.10a e 3.11a encontram-se
apresentadas as respostas espaçotemporal de cada percurso no canal,
com tempo de atraso de propagação τn, e nas Figuras 3.10b e 3.11b
as respostas espaciais resultantes do somatório das respostas de todos
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Figura 3.10: Característica espaçotemporal do canal vetorial multipercurso do ca-
nal h0 (k).
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Figura 3.11: Característica espaçotemporal do canal vetorial multipercurso do ca-
nal h1 (k).
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os percursos no canal. Observe que o percurso de maior potencia do
primeiro canal é aquele que possui um tempo de atraso τι0 = τ1 = 5Ts,
com DOA θ1 = 5◦. Já para o segundo canal, o percurso de maior
potência ocorre com τι1 = τ5 = 20Ts e θ5 = 50
◦.
Vale lembrar que o atraso do percurso dominante do canal hi (k)
será denotado por τιi , para diferenciá-lo dos outros percursos no canal,
os quais são considerandos com interferentes. Este atraso é empregado
na sequência de treinamento do conformador de feixe durante o processo
de adaptação de seus coeficientes.
3.4 Estrutura geral do receptor proposto
A estrutura proposta para conciliar formatação de feixe e diversi-
dade espacial empregando múltiplos arranjos de antenas é apresentada
na Figura 3.12. Por questões de simplicidade de apresentação, apenas
dois arranjos de antenas são empregados.
Os conformadores têm como função formatar seu feixe na dire-
ção de chegada do percurso dominante do canal. Eles são adaptados
empregando os sinais de treinamento dc0 (k) e dc1 (k), com seus respec-
tivos atrasos de decisão. Antes de combiná-los, os sinais de saída dos
conformadores são ajustados temporalmente, com atrasos z−τι1 e z−τι0 ,
de forma a corrigir a diferença temporal entre eles. O sinal combinado
y (k), por sua vez, é entregue a um equalizador DFE para cancelar a
ISI residual do processo de combinação. O equalizador também é adap-
tativo, sendo que na fase de treinamento o sinal de referência de (k)
necessita ser temporalmente ajustado.
O vetor de sinal no i-ésimo arranjo de antenas é descrito por:
xi (k) = s (k) ? hi (k) + ri (k) , (3.55)
76
C
A
P
ÍT
U
L
O
3.
T
É
C
N
IC
A
S
E
S
P
A
Ç
O
T
E
M
P
O
R
A
IS
C
O
N
JU
N
T
A
S
.  .  .
.  .  .
.  .  .
.  .  .
w∗00
w∗01
w∗0(M−1)
w∗10
w∗11
w∗1(M−1)
x00 (k)
x01 (k)
x0(M−1) (k)
x10 (k)
x11 (k)
x1(M−1) (k)
y0 (k)
dc0(k)
ec0(k)
y1 (k)
dc1(k)
ec1(k)
y0 (k − τι1)
y1 (k − τι0)
...
...
...
...
Conformador-0
Conformador-1
Técnica de
Combinação
z−τι1
z−τι0
y (k)
∑∑
z−1 z−1z−1z−1
f0 f1 fF
u(k)
b1bB−1bB
z(k)
ee (k)
sˆ (k)
s˜ (k)
de (k)
Algorı´tmo de
Adaptaca˜o
Algorı´tmo de
Adaptaca˜o
Algorı´tmo de
Adaptaca˜o
Sequeˆncia de
Treinamento
FFF FBF
Figura 3.12: Estrutura geral do receptor proposto conciliando as técnicas de formatação de feixe, diversidade e equalização.
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ou
xi (k) = αιi,iai (θιi) s (k − τιi) +
N−1∑
n=0
n 6=ιi
αn,iai (θn) s (k − τn) + ri (k) .
(3.56)
De outra forma,
xi (k) = AiΓis(k) + ri (k) , (3.57)
onde
AiMxN =
[
ai (θ0) ai (θ1) · · · ai (θN−1)
]
,
ΓiNxN = diag
(
α0,i α1,i · · · α(N−1),i
)
,
s
Nx1
(k) =
[
s(k − τ0) s(k − τ1) · · · s(k − τN−1)
]T
e,
riMx1(k) =
[
r0,i(k) r1,i(k) · · · r(M−1),i(k)
]T
, (3.58)
sendo Ai a matriz de direção, Γi a matriz diagonal de amplitudes
complexas, s(k) o vetor de sinal com os atrasos devido à propagação
multipercurso, e ri(k) o vetor de ruído.
Cabe ressaltar que o tempo de atraso τιi é assumido como sendo
conhecido, de forma que o sinal de referência no Conformador-i é dado
por
dci (k) = s (k − τιi) . (3.59)
Solução ótima
O vetor ótimo de coeficientes do Conformador-i é obtido pela
equação de Wiener-Hopf :
woci = R
−1
xi
pxidci , (3.60)
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onde
pxidci = AiΓipsd (τιi) (3.61)
e
Rxi = AiΓiRssΓ
H
i A
H
i + σ
2
ri
I. (3.62)
De forma explícita:
woci =
[
AiΓiRssΓ
H
i A
H
i + σ
2
ri
I
]
−1
AiΓipsd (τιi) . (3.63)
Algoritmo de adaptação
Os coeficientes wˆci são adaptados segundo o algoritmo LMS
apresentado na Tabela 3.8, onde xi(k) , yi (k) , eci(k) denotam o sinal
de entrada, o sinal de saída e o erro de estimação do Conformador-i,
respectivamente, e µ é o passo de adaptação.
Tabela 3.8: Resumo do algoritmo LMS para os conformadores de feixe.
Saída dos conformadores yi(k) = wˆHci (k)xi(k)
Sinal de erro eci(k) = s(k − τιi)− yi(k)
Adaptação dos coeficientes wˆci (k + 1) = wˆci (k) + µxi(k)e
∗
ci(k)
Inicialização wˆci (0) = 0
3.4.1 Esquemas de combinação propostos
Três técnicas de combinação dos sinais na saída dos conforma-
dores, buscando diversidade espacial, são apresentadas a seguir:
Seletor
A ideia básica do seletor apresentado na Figura 3.13 é selecionar
o sinal na saída do conformador que produz o menor erro de estimação
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eci(k). Para tal, durante o processo de adaptação, um janelamento
exponencial crescente (Figura 3.14) é aplicado na estimação da potência
dos erros, segundo à equação:
gi(k) =
k∑
r=1
ρk−r |eci(r)|2 , (3.64)
onde ρ é o fator de esquecimento (0  ρ < 1). A cada instante k,
o seletor seleciona o sinal na saída do conformador correspondente ao
menor valor de gi(k).
y0 (k − τι1)
y1 (k − τι0)
e0 (k)
e1 (k)
g0 (k)
g1 (k)
y (k)
Seletor
Figura 3.13: Técnica de combinação: Seletor.
k k + 1 K
rrr
ρk−r ρk+1−r ρK−r
Figura 3.14: Característica do janelamento exponencial crescente.
A estimação da potência dos erros pode ser feita de forma recur-
siva. Na iteração k + 1, tem-se que
gi (k + 1) = ρ
k+1∑
r=1
ρk−r |eci(r)|2 . (3.65)
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Separando o somatório em duas partes:
gi (k + 1) = ρ
{
k∑
r=1
ρk−r |eci(r)|2 + ρ−1 |eci(k + 1)|2
}
= ρ
k∑
r=1
ρk−r |eci(r)|2 + |eci(k + 1)| ,2 (3.66)
e reconhecendo no primeiro termo do lado direito da equação acima a
estimação da potência dos erros na iteração k, chega-se à recursão:
gi(k + 1) = ρgi(k) + |eci(k + 1)|2 . (3.67)
No instante k, será entregue ao equalizador o sinal y (k) dado
por
y (k) = yi
(
k − τι1−i
)
, (3.68)
onde i = 0, 1, e τι1−ié o atraso correspondente.
Soma não ponderada
Neste tipo de técnica de combinação, propõe-se somar os dois
sinais de saída dos conformadores, ajustando previamente seus atrasos
relativos para sincronizá-los (Figura 3.15).
y0 (k − τι1)
y1 (k − τι0)
y (k)1
η
Figura 3.15: Técnica de combinação: Soma não ponderada.
O sinal resultante da soma não ponderada é normalizado por um
fator η (no caso, η = 2), para que a potência do sinal y (k) entregue ao
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equalizador seja coerente.
O sinal na entrada do equalizador é descrito por:
y (k) =
1
η
[y0 (k − τι1) + y1 (k − τι0)] . (3.69)
Soma ponderada
Consiste em realizar uma soma ponderada dos sinais de saída
dos conformadores, procurando, a todo instante de tempo k, enfatizar
o sinal de maior potência empregando coeficientes de ponderação reais,
c0 e c1 (Figura 3.16). O processo é feito em duas etapas: o cálculo dos
coeficientes de ponderação e a permutação deles.
Na primeira etapa, a potência média da função (Figura 3.16)
σ (k) = c0y0 (k − τι1) + c1y1 (k − τι0)
= cTyr (k)
com c =
[
c0 c1
]T
e yr (k) =
[
y0 (k − τι1) y1 (k − τι0)
]T
, é mi-
nimizada impondo uma restrição linear as ponderações, de forma a
evitar a solução trivial c0 = c1 = 0 (critério de mínima variância com
restrições lineares, do inglês Linearly Constrained Minimum Variance
- LCMV, (FROST, 1972; RESENDE, 1996)):
min
c
E
{
|σ (k)|2
}
= cTRyrc
sujeito f = uT c
onde Ryr = E
{
yr (k)yrH(k)
}
é a matriz de correlação dos sinais de
saída dos conformadores (ajustados temporalmente), u é denominado
de vetor de restrição e o escalar f de resposta desejada à restrição. No
caso, f = 2 e u =
[
1 1
]T
, para que
f = uT c
2 = c0 + c1, (3.70)
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de forma condizente com a técnica de combinação por soma não pon-
derada (para efeitos de comparação). Nesse processo de minimização
restrita, o sinal de maior potência fica ponderado pelo coeficiente de
menor valor.
Logo, na segunda etapa, a soma ponderada é realizada fazendo-
se a troca dos coeficientes, conforme mostrado na Figura 3.16. Deste
modo, o sinal resultante é descrito por
y (k) =
1
2
{c1y0 (k − τι1) + c0y1 (k − τι0)} . (3.71)
O vetor ótimo de coeficientes de ponderação, co, é obtido pela
método dos multiplicadores de Lagrange (BERTSEKAS, 1996), e é dado
por (FROST, 1972):
co =
R−1yr uf
uTR−1yr u
, (3.72)
onde a matriz de correlação, Ryr = E
{
yr (k)yrH(k)
}
, pode ser escrita
como:
Ryr =


wHoc0Rx0x0 (0)woc0 w
H
oc0Rx0x1 (0)w
H
oc1
wHoc1Rx1x0 (0)w
H
oc0 w
H
oc1Rx1x1 (0)w
H
oc1

 ,
sendo:
Rx0x0- sub-matriz de autocorrelação dos sinais no Conformador-0
Rx0x0 (v − u) = E
{
x0 (k − τι1 − u)xH0 (k − τι1 − v)
}
= A0Γ0Rss (v − u)ΓH0 AH0 + σ2r0I (3.73)
Rx0x1- sub-matriz de correlação cruzada entre os sinais do Conformador-
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0 e Conformador-1
Rx0x1 (v − u) = E
{
x0 (k − τι1 − u)xH1 (k − τι0 − v)
}
= A0Γ0Rss ((τι0 + v)− (τι1 + u))ΓH1 AH1 (3.74)
Rx1x0- sub-matriz de correlação cruzada entre os sinais do Conformador-
1 e Conformador-0
Rx1x0 (v − u) = E
{
x1 (k − τι0 − u)xH0 (k − τι1 − v)
}
= A1Γ1Rss ((τι1 + v)− (τι0 + u))ΓH0 AH0 (3.75)
Rx1x1- sub-matriz de autocorrelação dos sinais no Conformador-1
Rx1x1 (v − u) = E
{
x1 (k − τι0 − u)xH1 (k − τι0 − v)
}
= A1Γ1Rss (v − u)ΓH1 AH1 + σ2r1I (3.76)
De forma adaptativa, utiliza-se o algoritmo CLMS (Constrained Least
Mean-Square), proposto por Frost (FROST, 1972), cuja a equação re-
cursiva de adaptação do vetor de coeficientes de ponderação c é como
segue:
c(k + 1) = P [c(k) − µr |σ∗(k)yr(k)|] + q (3.77)
onde P e q dependem das restrições (FROST, 1972):
P = I− u (uTu)−1 uT (3.78)
q = u(uTu)−1f (3.79)
com I denotando a matriz identidade e µr o passo de adaptação. Os
coeficientes de ponderação são inicializados fazendo c(0) = q.
84 CAPÍTULO 3. TÉCNICAS ESPAÇOTEMPORAIS CONJUNTAS
CLMS
replacemen
C0
C0
C1
C1
y0 (k − τι1)
y1 (k − τι0)
y (k)
σ(k)
Figura 3.16: Técnica de combinação: Soma ponderada.
3.4.2 Equalizador DFE
O vetor ótimo de coeficientes, woe, do equalizador DFE é cal-
culado empregando-se novamente a equação de Wiener-Hopf (Equa-
ção 2.62). Para tal, deve-se calcular o vetor de correlação cruzada
pxede = E {xe (k) d∗e (k)}, definido em (2.59), e a matriz de autocorrela-
ção Rxe = E
{
xe (k)xHe (k)
}
, definida em (2.60). No entanto, o calculo
dessas grandezas depende da técnica de combinação empregada.
Primeiramente, define-se os sinais na saída dos conformadores,
depois de terem sido ajustados temporalmente (Figura 3.12), como
y0 (k − τι1) = wHoc0x0 (k − τι1) (3.80)
y1 (k − τι0) = wHoc1x1 (k − τι0) (3.81)
onde xi (k) é o vetor de snapshot do i-ésimo arranjo, e woci o vetor
ótimo de coeficientes do Conformador-i.
A seguir, são apresentados os coeficientes ótimos do equalizador
DFE para cada uma das técnicas de combinação.
Seletor
Para calcular os coeficientes ótimos do equalizador DFE com este
tipo de técnica, escolhe-se o sinal de saída, yi
(
k − τι1−i
)
, do Conformador-
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i que produz o menor erro de estimação:
eci (k) = s (k − τιi)− yi
(
k − τι1−i
)
= s (k − τιi)−wHocixi
(
k − τι1−i
)
. (3.82)
Nessa técnica, como o sinal a ser equalizado provém de um único confor-
mador de feixe, os cálculos de pxede e Rxe seguem o mesmo proce-
dimento abordado na Subseção (3.2.1), tendo em mente que y (k) =
yi
(
k − τι1−i
)
.
Soma não ponderada
O sinal a ser equalizado é dado por
y (k) =
1
2
{
wHoc0x0 (k − τι1) +wHoc1x1 (k − τι0)
}
. (3.83)
Para simplificar a notação, o sinal y (k) é reescrito como:
y (k) = wHocxc (k) (3.84)
ondewoc = 12
[
wToc0 w
T
oc1
]T
e xc (k) =
[
xT0 (k − τι1) xT1 (k − τι0)
]T
.
Logo:
pxede =
[
wHoc
[
px0de (τζ)
px1de (τζ)
]
wHoc
[
px0de (τζ − 1)
px1de (τζ − 1)
]
· · ·
wHoc
[
px0de (τζ −G)
px1de (τζ −G)
]
0 0 · · · 0
]T
, (3.85)
sendo que pxide (τζ − q) denota o vetor de correlação cruzada entre o
sinal de entrada xi (k) do Conformador-i e o sinal desejado do equali-
zador, de (k) = s (k − τζ):
pxide (τζ − q) = AiΓipsd (τζ − q) , (3.86)
com q = 0, 1, · · · , G.
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No que diz respeito à matriz Rxe :
Rxe =


Ryy Ryse
RHyse Rsese

 , (3.87)
sendo que as sub-matrizes encontram-se descritas nas Equações (3.24 -
3.26). O cálculo explícito desse equacionamento é apresentado no Apên-
dice (C).
Soma ponderada
O sinal de saída nesta técnica de combinação é dado por
y (k) =
1
2
{
co1wHoc0x0 (k − τι1) + co0wHoc1x1 (k − τι0)
}
. (3.88)
Logo, a obtenção do vetor ótimo de coeficientes do equalizador
DFE segue a mesma abordagem anterior, definindo-se o vetor de coefi-
cientes de ponderação como:
woc =
1
2
[
co1woc0
co0woc1
]
. (3.89)
No contexto adaptativo, a atualização dos coeficientes do equa-
lizador via algoritmo LMS segue como apresentado na Tabela (3.4).
3.5 Técnicas de estimação do tempo de atraso
de propagação
A exemplo dos esquemas híbridos apresentados nesta disserta-
ção, faz-se necessário estimar os atrasos de propagação do canal multi-
percurso no receptor. Tal informação é de fundamental importância na
sincronização do sinal, quando técnicas de equalização de canal e/ou
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formatação de feixe são empregadas (SWINDLEHURST, 1998).
O método mais utilizado na estimação dos atrasos baseia-se no
critério da máxima verossimilhança (MLE - Maximum Likelihood Esti-
mator). Em geral, a estimação do atraso é feita tendo em conta o tempo
de propagação de um sinal conhecido através de dois sensores, os quais
se encontram adequadamente espaçados com relação ao comprimento
de onda do sinal (Knapp.C & Carter.G em (KNAPP; CARTER, 1976)).
A estimação do tempo de atraso de propagação também é comumente
empregada em sistemas de radar e sonar (KAY, 1993). Cabe observar
que no trabalho de Swindlehurst (SWINDLEHURST, 1998) é proposta
uma técnica de estimação dos atrasos de propagação em cenários mais
gerais, de múltiplos percursos, fazendo uso de um arranjo de sensores.
Existem também técnicas que permitem estimar o canal por com-
pleto, acrescentando informações como atenuações e direções de che-
gada dos sinais (Tugnait J.K et al(TUGNAIT; LANG; ZHI, 2000)).
Por fim, vale ressaltar que o método MLE tem um elevado custo
computacional (FUCHS, 1999), e que seu desempenho é proporcional ao
tempo de observação do sinal (KAY, 1993).
Nesta dissertação, assume-se que os atrasos de propagação do
canal multipercurso são conhecidos.
3.6 Conclusões
Visando conciliar formatação de feixe e diversidade espacial,
apresentou-se neste capítulo uma nova estrutura de recepção que faz
uso de dois arranjos de antenas. Nas três etapas de processamento
- formatação de feixe, diversidade e equalização - a solução ótima de
cada estrutura foi obtida, e o algoritmo LMS, para atualização dos
parâmetros no contexto adaptativo, foi apresentado.
No próximo capítulo, a estrutura proposta é colocada a prova,
comparando seu desempenho com os das técnicas abordadas nesta dis-
sertação.
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Capítulo 4
Resultados de simulação
Neste capítulo, são apresentados alguns resultados de simula-
ção que permitem verificar o desempenho dos receptores abordados no
Capítulo 3. Procura-se utilizar diferentes ambientes de propagação, de
forma a distinguir e realçar as potencialidades de cada técnica.
Para simular um ambiente urbano de rádio difusão, são conside-
rados os quatro tipos de canal do sistema brasileiro de TV digital: “A",
“C", “D" e “E". Nas simulações, tanto o transmissor como o receptor
são supostos fixos.
Os conformadores de feixe e o equalizador são adaptados em-
pregando um sinal de treinamento. No entanto, não se discute neste
trabalho como o sinal de treinamento pode ser inserido e transmitido
no sistema – a título de informação, Sung-Hoon et al. (SUNG-HOON;
JU-YEUN; DONG-SEOG, 2003) sugerem a utilização dos campos de sin-
cronismo (Data Field Sync) de cada quadro do sistema ATSC (Advan-
ced Television System Committee) de TV digital (ATSC, 2007).
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4.1 Condições das simulações
AAssociação Brasileira de Emissoras de Rádio e Televisão (ABERT)
e a Sociedade Brasileira de Engenharia de Televisão (SET) normatiza-
ram quatro canais de propagação multipercurso para o sistema brasi-
leiro de televisão digital (ABERT/SET, 2000). O perfil de potência dos
canais, os quais são distinguidos pelas letras A, C, D e E, é apresentado
na Figura 4.1. Os valores de amplitude média αn, atraso de propaga-
ção τn e DOA θn dos N percursos de cada canal são apresentados na
Tabela 4.1. Como as direções de chegada (DOA) dos percursos não são
definidas na norma ABERT/SET (ABERT/SET, 2000), lança-se mão do
perfil de potência dos canais apresentado no trabalho de Sung-Hoon
et al. (SUNG-HOON; JU-YEUN; DONG-SEOG, 2003).
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Figura 4.1: Perfil de potência médio de canais da TV digital Brasileira.
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Tabela 4.1: Alguns canais da TV Digital Brasileira.
Canal
P
P
P
P
P
P
P
PP
Fator
Percurso
n 0 1 2 3 4 5
A
αn (dB) 0 -13.8 -16.2 -14.9 -13.5 -16.4
τn (µs) 0 0.1 2.2 3.0 5.8 5.9
θn (◦) −15 20 40 −30 −60 10
C
αn (dB) -2.8 0 -3.8 -0.1 -2.5 -1.3
τn (µs) 0 0.1 0.4 1.5 2.3 2.8
θn (◦) −15 20 40 −30 −60 10
D
αn (dB) -0.1 -3.8 -2.6 -1.3 0 -2.8
τn (µs) 0.1 0.6 2.2 3.0 5.8 5.9
θn (◦) −15 20 40 −30 −60 10
D
αn (dB) 0 0 0 - - -
τn (µs) 0 1.0 2.0 - - -
θn (◦) −15 20 40 - - -
São utilizados no receptor dois arranjos com quatro antenas (I =
2 e M = 4). A taxa de amostragem empregada é de fs = 10MHz, e o
comprimento dos filtros FFF e FBF no equalizador DFE é F + 1 > v
e B = v, respectivamente, sendo que v denota o comprimento ou a
memória do canal. Logo, o comprimento máximo dos canais é dado
por v = 59+1, e os valores de F = 71 e B = 60 são adotados em todas
as técnicas que empregam equalização.
A modulação utilizada é a QPSK (Quadriphase - shift keying),
sendo que os símbolos transmitidos s (k) pertencem ao alfabeto
√
2
2
{
exp
(
j pi4
)
exp
(
j 3pi4
)
exp
(
j 5pi4
)
exp
(
j 7pi4
) }
, (4.1)
tendo potência unitária
(
σ2s = 1
)
e valor médio igual a zero.
Em cada arranjo de antenas, um vetor de ruído branco gaussiano
r (k), de média nula e potência σ2r , é somado ao vetor de sinal xi(k) de
entrada do i-ésimo arranjo. Além de ser independente da sequência de
símbolos transmitida, os ruídos nas antenas também são considerados
independentes.
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4.2 Resultados
O desempenho dos esquemas de recepção é avaliado empregando
simulações de Monte Carlo de duas formas: 1) fixando o canal (realiza-
se o canal apenas uma vez); e 2) variando o canal (muda-se o canal de
uma realização para outra). Na primeira forma, as seguintes curvas são
observadas:
• Diagrama de radiação – determina a resposta espacial do confor-
mador de feixe, onde se pode observar as propriedades da fil-
tragem espacial, atenuações dos sinais interferentes e ganho na
direção do sinal desejado. Estas respostas são apresentadas nas
formas cartesiana e polar, sendo que nesta última forma pode-se
observar a formatação do feixe na direção desejada;
• Convergência do erro médio quadrático do conformador de feixe e
do equalizador – apresenta-se também os valores mínimos desses
erros, os quais são calculados utilizando as expressões dos confor-
madores e equalizadores ótimos;
• Resposta espaçotemporal do canal – com a qual se avalia o efeito
do conformador de feixe sobre as propriedades espaçotemporais
do canal;
• Constelações – são apresentadas as constelações na antena de re-
ferência, na saída de cada conformador e na saída do equalizador,
sendo que esta última corresponde ao sinal final recebido.
Já na segunda forma, são utilizadas na avaliação as seguintes curvas:
• Convergência do erro médio quadrático do equalizador – diz re-
speito ao valor médio quadrático do sinal de erro ee (k) (diferença
entre o sinal desejado e o sinal estimado) no equalizador, permi-
tindo avaliar a velocidade de convergência do equalizador, bem
como a mínima potência do erro atingida em regime permanente;
• Taxa de erro de símbolo SER – em função do ruído, permite
avaliar os valores médios de erro de símbolo na detecção.
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4.2.1 Fixando uma realização de canal
Para verificar as propriedades de filtragem espacial do arranjo de
antenas, uma única realização do canal tipo C é empregada. Essa rea-
lização é escolhida arbitrariamente e tem a resposta temporal apresen-
tada na Figura 4.2, sendo que i = 0 corresponde ao canal do Conformador-
0 e i = 1 ao do Conformador-1. O percurso de maior potência do canal
0 é o percurso n = 3, ocorrendo em τ3 = 1, 5µs, enquanto que para o
canal 1: n = 2 e τ2 = 0, 4µs.
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Figura 4.2: Resposta temporal para uma realização arbitraria de canal tipo C.
Convergência dos conformadores de feixe
Cada um dos conformadores de feixe é adaptado empregando o
algoritmo LMS, com sua sequência de treinamento, dci (k), correspon-
dente. O passo de adaptação, µ = 0.005, é escolhido de forma que os
conformadores atinjam, em regime permanente, o mínimo MSE. Um to-
tal de 500 realizações são empregadas, nas quais o canal permanecendo
inalterado.
As curvas de convergência dos conformadores de feixe são apre-
sentadas na Figura 4.3. Na Figura 4.3a é traçado a convergência da
parte real dos coeficientes dos conformadores, onde observa-se que os
valores ótimos foram alcançados (Equação (3.63)). A Figura 4.3b apre-
senta a convergência do valor médio quadrático do sinal de erro eci (k)
dos conformadores, sendo que a linha tracejada representa o erro mé-
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dio quadrático mínimo conseguido com seus coeficientes ótimos. A
partir dessa última figura, é possível intuir que o sinal na saída do
Conformador-1 se assemelha mais ao sinal transmitido do que aquele
na saída do Conformador-0.
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Figura 4.3: Curvas da convergência dos conformadores de feixe.
Em vista da realização do canal mostrada na Figura 4.2, bem
como das propriedades de um canal tipo C (Tabela 4.1), o Conformador-
0 formata seu feixe na direção DOA = −30◦ e o Conformador-1 na
direção DOA = 40◦ (direções desejadas), como pode ser visto na Fi-
gura 4.4. Observe-se nessa figura que o Conformador-1 ajusta-se melhor
ao canal do que o Conformador-0. Neste último, o percurso (n = 0) que
atinge o receptor com DOA = −15◦ está próximo à direção do percurso
desejado, e o conformador não consegue criar um nulo significante nessa
direção. Tal percurso encontra-se dentro da região de largura de feixe
de meia potência (HPBW - Half Power Beamdwith) do lóbulo princi-
pal do conformador, sendo, assim, um percurso ainda interferente em
termos de ISI (isso também justifica um erro médio quadrático maior).
Pela falta de grau de liberdade nos conformadores, observa-se
também que os nulos nos dois diagramas são distribuídos buscando
mitigar os percursos interferentes como um todo.
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Figura 4.4: Diagrama de irradiação dos conformadores de feixe.
O desempenho dos conformadores de feixe na recepção também
é verificado através de observações das constelações de símbolos em
diferentes pontos. A Figura 4.5a mostra a constelação na antena de re-
ferência de cada conformador, onde se observa um sinal com ISI severa,
causada pelo efeito dispersivo dos canais. Cabe dizer que a potência
média do ruído é escolhida tal que SNR = 30dB, a fim de testar
melhor o desempenho do receptor com relação à ISI. Na Figura 4.5b
mostra-se as constelações na saída dos conformadores. Observa-se que
a ISI ainda está presente nos dois conformadores, sendo mais severa no
Conformador-0. Como o Conformador-1 se ajusta melhor às condições
do canal, este consegue uma melhor redução de ISI, apresentado uma
"diagrama de olho" mais aberto (a constelação tem uma melhor defini-
ção). Tal resultado também condiz com os valores médios quadráticos
do sinal de erro na Figura 4.3b.
Pela falta de grau de liberdade, os conformadores de feixe não
conseguem mitigar completamente o efeito da ISI. A tarefa deles é
diminuir os efeitos dos canais dispersivos para que o equalizador DFE
consiga atenuar com maior eficiência a ISI ainda presente e, finalmente,
obter o sinal desejado. As Figuras 4.6 e 4.7 apresentam a vantagem de
se empregar a técnica de formatação de feixe em canais espaçotem-
porais, antes de entregar o sinal recebido ao equalizador. Nas Figu-
ras 4.6a e 4.7a estão mostradas as representações espaçotemporais dos
canais h0 (k) e h1 (k), respectivamente. Essas figuras foram traçadas
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Figura 4.5: Constelações nos conformadores de feixe.
empregando a resposta espaçotemporal da Equação (3.54). Nessas figu-
ras, observa-se a concentração de potência dos percursos que atingem
o receptor em função dos tempos e ângulos de chegada. Nas figuras
em 2D, a linha preta representa a resposta espacial total do canal, as
linhas vermelhas os percursos interferentes e a linha verde o percurso
desejado.
Para observar melhor o efeito dos conformadores de feixe nos
dois canais, as Figuras 4.6b e 4.7b são apresentadas. Elas represen-
tam a convolução do canal vetorial hi (k) com o vetor de coeficientes
estimados, wˆci , do conformador (Figura 4.3a).
Nessas figuras, observa-se que a potência dos sinais nos percursos
indesejados é atenuada, sendo que alguns são completamente cancela-
dos. Novamente, verifica-se um melhor cancelamento de interferentes
no canal h1 (k), indicando que o Conformador-1 tem um melhor desem-
penho. No canal h0 (k) ainda existem dois percursos interferentes que
não foram significativamente cancelados, e que causam bastante ISI.
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(a) Resposta espaçotemporal.
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(b) Resposta espaçotemporal da convolução entre o canal e o conformador de feixe.
Figura 4.6: Propriedades espaçotemporais do canal h0 (k).
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(b) Resposta espaçotemporal da convolução entre o canal e o conformador de feixe
Figura 4.7: Propriedades espaçotemporais do canal h1 (k)
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Convergência do equalizador DFE
Nesta seção, é apresentado o desempenho do equalizador DFE
nas configurações fazendo uso de um único arranjo de antenas (Sub-
seção 3.2.1), de dois arranjos distintos de antenas, com as três técnicas
de combinação do sinal na saída dos conformadores (Sub-seção 3.4),
e do esquema de Sung-Hoon et al. (Sub-seção 3.2.2) (SUNG-HOON;
JU-YEUN; DONG-SEOG, 2003).
A primeira comparação é feita na Figura 4.8. Ela apresenta o
comportamento em termos de taxa de convergência do erro quadrático,
para os canais espaçotemporais das Figuras 4.6a e 4.7a. Para fins de
comparação, é importante relembrar que nas técnicas de combinação
por soma ponderada e não ponderada, o sinal na entrada do equalizador
é normalizado. Verifica-se que, após aproximadamente 70 mil símbolos
transmitidos, o receptor que emprega apenas um arranjo de antenas
tem o maior erro quadrático em regime permanente. Quando dois ar-
ranjos de antenas são utilizados (diversidade espacial), e a técnica de
combinação por seleção é empregada, consegue-se a convergência após
aproximadamente 50 mil símbolos transmitidos, e com um menor erro
quadrático final. As técnicas de combinação por somas, não ponderada
e ponderada, conseguem convergir mais rapidamente (após aproxima-
damente 40 mil símbolos transmitidos) e para um erro quadrático em
regime permanente ainda menor (pequena diferença a favor da soma
não ponderada). No esquema de Sung-Hoon, o equalizador converge
após aproximadamente 60 mil símbolos transmitidos, com um erro mé-
dio quadrático final ligeiramente menor que a técnica de combinação
por soma ponderada. Cabe lembrar que, para o esquema de Sung-Hoon,
emprega-se o mesmo canal h0 (k) nos dois conformadores de feixe.
Na Figura 4.8 também é apresentado o erro médio quadrático
mínimo para as diferentes configurações (representado pelas linhas tra-
cejadas na figura). Verifica-se que, em todas as configurações, o erro
quadrático converge para o valor mínimo.
Para as diferentes configurações, a constelação dos símbolos na
saída do equalizador, após convergência, é mostrada na Figura 4.9.
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Figura 4.8: MSE do equalizador para uma realização do Canal C.
Observa-se aqui que o equalizador, em cada uma das configurações,
consegue cancelar a ISI que os conformadores de feixe não conseguiram
mitigar, sendo que o receptor mais eficiente é aquele com diversidade
espacial, fazendo uso da técnica de combinação por soma não ponderada
(Figura 4.9c). O receptor com apenas um arranjo de antenas apresenta
uma constelação (Figura 4.9a) mais dispersa em torno dos símbolos
transmitidos, quando comparando com as outras configurações. Já a
técnica de combinação por seleção (Figura 4.9b), fazendo uso de dois
arranjos de antenas, apresenta uma constelação mais concentrada em
torno dos símbolos transmitidos. Isso permite dizer que o canal h1 (k)
é melhor equalizado após a filtragem espacial feita pelo Conformador-1.
As configurações empregando somas não ponderada e ponderada, bem
como o esquema de Sung-Hoon, apresentam constelações semelhantes.
Nos resultados apresentados até aqui, apenas uma realização do
canal tipo C foi considerada. Para verificar o desempenho dos recep-
tores em condições adversas de canal, passa-se a considerar também os
canais A, D e C, bem como múltiplas realizações dos mesmos.
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Figura 4.9: Constelação na saída do equalizador, empregando os diferentes tipos
de receptores.
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4.2.2 Múltiplas realizações de canal
Nesta seção, os receptores são testados considerando mais de
uma realização de cada um dos canais da Tabela 4.1. O objetivo desta
simulação é verificar o desempenho dos receptores em condições mais
adversas de canal. Curvas do erro quadrático na saída do equaliza-
dor e da taxa de erro de símbolo (SER) são usadas para comparar o
desempenho das configurações.
Canal tipo A
Este tipo de canal é descrito pelos parâmetros da Tabela 4.1, e
seu perfil de potência é apresentado na Figura 4.1a. Observa-se uma
grande diferença na potência média dos sinais entre o percurso domi-
nante e os interferentes.
Uma comparação entre as curvas de convergência do erro quadrá-
tico do equalizador DFE é apresentada na Figura 4.10 (SNR = 10dB).
Observa-se que o esquema de Sung-Hoon tem o maior erro quadrá-
tico em regime permanente, sendo que a convergência é alcançada
após, aproximadamente, a transmissão de 5000 símbolos de treina-
mento. Com um único conformador de feixe, é possível obter um menor
erro quadrático com, aproximadamente, 6000 símbolos de treinamento.
Verifica-se que, para o canal A, as técnicas de diversidade espacial uti-
lizando dois arranjos de antenas obtêm os melhores resultados, sendo
que as combinações por soma não ponderada e ponderada têm o mesmo
comportamento e resultam num menor erro quadrático, com uma mel-
hor taxa de convergência (após, aproximadamente, 4000 símbolos de
treinamento). A técnica empregando combinação por seleção atinge
um erro quadrático final ligeiramente menor do que o receptor com
apenas um conformador de feixe e, praticamente, com a mesma taxa
de convergência.
As curvas de taxa de erro de símbolo, SER, são apresentadas
na Figura 4.11. Constata-se um melhor desempenho dos receptores
fazendo uso de diversidade espacial com dois arranjos de antenas. É
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Figura 4.10: MSE do equalizador DFE para diferentes realizações do Canal A.
interessante observar que, para uma SNR acima de 20dB, o esquema
de Sung-Hoon tem um desempenho melhor do que o receptor empre-
gando um único conformador, sendo que para uma SNR abaixo de 20
dB o contrário se verifica. Isso ocorre devidos às próprias caracterís-
ticas do canal tipo A. O sinal no segundo percurso de maior potên-
cia está −13.5dB abaixo do percurso principal. Consequentemente, o
Conformador-1 realça o sinal desse percurso, dando um ganho significa-
tivo, e atenua os sinais provenientes dos outros percursos. Isto faz com
que a potência do ruído seja aumentada, influenciando na taxa de erro
de símbolo. Logo, para altas SNR, é de se esperar que o esquema de
Sung-Hoon apresente um melhor desempenho em canais tipo A do a es-
trutura contendo um único conformador. O receptor com dois arranjos
de antenas, e fazendo uso da técnica de combinação por seleção, apre-
senta uma taxa de erro de símbolo nula acima de 15 dB. Enquanto que,
para as técnicas de combinação por soma não ponderada e ponderada,
isso já ocorre para uma SNR acima de 10 dB (seus comportamentos
são semelhantes, com uma ligeira vantagem para a técnica de soma
ponderada).
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Figura 4.11: SER para diferentes realizações do Canal A.
Canal tipo C
O perfil de potência para este tipo de canal é apresentado na
Figura 4.1b. Ele é caraterizado por ter percursos interferentes de grande
potência, e por ter tempos de atraso de propagação menores, quando
comparando ao canal A.
As curvas de erro quadrático do equalizador são apresentadas
na Figura 4.12 (SNR = 15dB). A configuração utilizando apenas um
conformador de feixe tem o maior erro quadrático final, mas com a me-
nor taxa de convergência. Os receptores que empregam diversidade es-
pacial com dois arranjos de antenas apresentam melhores desempenhos,
sendo que o menor erro quadrático final é conseguido com as técnicas
de combinação por soma não ponderada e ponderada (ambas apresen-
taram resultados muito semelhantes). Nessas condições, o esquema de
Sung-Hoon tem um desempenho ligeiramente melhor do que a técnica
de combinação por seleção, no que diz respeito ao erro quadrático final
e à taxa de convergência.
As curvas de SER são apresentadas na Figura 4.13. Observa-se
claramente o melhor desempenho das técnicas de diversidade espacial
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Figura 4.12: MSE do equalizador DFE para diferentes realizações do Canal C.
com combinação por soma não ponderada e ponderada. Mas também
vale ressaltar o melhor desempenho do esquema de Sung-Hoon frente
à configuração que utiliza apenas um conformador de feixe, e aquela
que utiliza dois arranjos de antenas com combinação por seleção. Isto
ocorre devido às condições do canal C. Diferente do perfil de potência
do canal A, a potência do sinal proveniente do segundo percurso de
maior potência se assemelha à potência do sinal do percurso dominante
(Figura 4.1b). Sendo assim, o ganho relativo dado pelo Conformador-1
não é muito expressivo, o que não proporciona um aumento da potência
do ruído.
Canal tipo D
O perfil de potência para este tipo de canal é apresentado na
Figura 4.1c. Comparado ao perfil de potência do canal C, observa-
se um aumento nos tempos de atraso de propagação dos percursos
interferentes, com potências significativas.
Na Figura 4.14, observa-se a convergência do erro quadrático no
equalizador (SNR = 15dB). Novamente, os receptores com diversi-
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Figura 4.13: SER para diferentes realizações do Canal C.
dade espacial empregando a técnica de combinação por soma não pon-
derada e ponderada apresentam os melhores resultados, em termos de
taxa de convergência e menor erro quadrático em regime permanente.
Também, o receptor de Sung-Hoon apresenta um desempenho melhor
quando comparado com a configuração que utiliza apenas um confor-
mador de feixe e a que utiliza dois arranjos de antenas com combinação
por seleção.
As curvas de SER são mostradas na Figura 4.15. As mesmas
interpretações feitas anteriormente, com relação aos desempenhos dos
esquemas observando as curvas de convergência do erro quadrático do
equalizador, se verificam nas curvas de SER.
Canal tipo E
O perfil de potência desse canal é apresentado na Figura 4.1d.
Diferentemente dos canais anteriores, onde seis percursos atingem o
receptor, tem-se apenas três percursos com mesmo valor de atenuação
da potência média do sinal (0dB).
Neste cenário, o número de percursos é menor do que o número de
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Figura 4.14: MSE do equalizador DFE para diferentes realizações do Canal D.
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Figura 4.15: SER para diferentes realizações do Canal D.
antenas nos arranjos. Consequentemente, o grau de liberdade de cada
conformador é suficiente para cancelar os percursos interferentes. Sendo
assim, o conformador de feixe enfatizará apenas um dos percursos e
anulará os outros dois, o que reduzirá significativamente a ISI do canal
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.
Na Figura 4.16, observa-se a convergência do erro quadrático
do equalizador (SNR = 10dB) em todos os receptores. Os melhores
resultados (maior taxa de convergência e menor erro quadrático final)
continuam pertencendo aos receptores com diversidade espacial, empre-
gando as técnicas de combinação por soma ponderada e não ponderada.
A técnica de combinação por seleção apresenta um erro quadrático fi-
nal um pouco menor do que ao da estrutura clássica com apenas um
conformador de feixe - as taxas de convergências são iguais. O modelo
de Sung-Hoon tem uma taxa de convergência próxima às das técnicas
de combinação por soma ponderada e não ponderada, e atinge um erro
quadrático final bem menor do que a técnica de combinação por seleção.
Pode-se dizer que seu desempenho é tão bom quanto ao do esquema
proposto com dois arranjos de antenas. O fato do canal tipo E ter
três percursos que não atenuam o sinal favorece bastante o esquema de
Sung-Hoon, equiparando-o ao esquema proposto nesta dissertação.
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Figura 4.16: MSE do equalizador DFE para diferentes realizações do Canal E.
As curvas de SER para o canal E são apresentadas na Figura 4.17.
Diferente da SER dos canais anteriores, aqui, ela é nula para uma SNR
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Figura 4.17: SER para diferentes realizações do Canal E.
acima de 12dB nas estruturas utilizando apenas um conformador ou
dois conformadores (esquemas de Sung-Hoon e de dois arranjos de an-
tenas com a técnica de combinação por seleção). Isto permite compro-
var a eficácia do conformador de feixe em cancelar todos os percursos
interferentes, eliminando a ISI no sinal. A estrutura proposta, com dois
arranjos de antenas utilizando as técnicas de combinação por soma pon-
derada e não ponderada, tem uma SER nula para uma SNR acima de
10dB.
4.3 Conclusão
Neste capítulo foram apresentados os resultados de simulação,
visando comparar o desempenho das estruturas abordadas e proposta
nesta dissertação. Utilizou-se como ambiente de simulação os canais
tipo A, C, D e E do Sistema Brasileiro de TV Digital. O desempenho de
cada estrutura foi avaliado levando-se em conta a taxa de convergência
do equalizador, seu erro quadrático em regime permanente e a SER na
sua saída.
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Os resultados permitem concluir que o uso de dois arranjos de
antenas na recepção proporciona ganho de diversidade - no caso, di-
versidade espacial. Pode-se afirmar que em todos os canais a ISI foi
completamente eliminada, a partir de uma determinada SNR, o que
não ocorreu com as estruturas utilizando apenas um arranjo de ante-
nas.
Capítulo 5
Conclusões
Esta dissertação teve como principal objetivo estudar a utiliza-
ção conjunta na recepção das técnicas de formatação de feixe, diversi-
dade espacial e equalização de canal nos sistemas de comunicação sem
fio. Tendo como base a proposta de Sung-Hoon et al. (SUNG-HOON;
JU-YEUN; DONG-SEOG, 2003), uma estrutura fazendo uso de dois ar-
ranjos lineares de antenas foi proposta, buscando, além de formatação
de feixe, diversidade espacial. Três técnicas de escolha/combinação dos
sinais de saída dos conformadores foram investigadas.
Com base nos resultados de simulação, verificou-se que a forma-
tação de feixe contribui na redução da ISI de um canal espaçotemporal
seletivo em frequência, cancelando percursos interferentes e dando ên-
fase ao percurso de maior potência. O emprego da técnica de diversi-
dade espacial no receptor, através do uso de dois arranjos de antenas,
e com diferentes mecanismos de combinação dos sinais na saída dos
conformadores, acrescentou uma melhoria de desempenho, que pôde
ser verificada na diminuição da taxa de erro de símbolo e no valor final
de convergência do erro quadrático do equalizador DFE.
Verificou-se que a ponderação dos sinais de saída dos conforma-
dores, com o intuito de enfatizar o sinal de maior potência, apresenta
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melhor resultado quando a seletividade do canal é pequena, como no
canal tipo A. Nos canais tipo C e D, a ponderação acrescenta a po-
tência do sinal de maior potência, mas também dos sinais provenientes
de outros percursos, e, consequentemente, não consegue reduz a ISI
remanescente na saída dos conformadores.
Trabalhos futuros
Seguem as sugestões de trabalho futuro:
• Empregar as técnicas de estimação de direção de chegada para
determinar o percurso dominante, objetivando não utilizar a se-
quência de treinamento;
• Verificar o comportamento da estrutura de recepção proposta em
canais seletivos em frequência e não estacionários;
• Verificar o desempenho da estrutura de recepção proposta em
sistemas de comunicação sem fio com o receptor móvel.
Apêndice A
Cálculo da função do
diagrama de irradiação
A resposta do diagrama de irradiação é dada por:
S(θ) =
M−1∑
m=0
w∗m exp (−jmφ) (A.1)
Supondo w∗m = 1, para m = 0, 1, · · · ,M − 1, e normalizando:
S(θ) =
1
M
M−1∑
m=0
exp (−jmφ) . (A.2)
Como
∑M−1
m=0 x
m = 1−x
M
1−x , chega-se a:
S(θ) =
1
M
1− exp(−jMφ)
1− exp(−jφ)
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A.1 Magnitude da função S(θ)
Amagnitude ao quadrado da função A.1 é definida como |S(θ)|2 =
S(θ)S∗(θ):
|S(θ)|2 = 1
M2
(
1− exp(−jMφ)
1− exp(−jφ)
)(
1− exp(jMφ)
1− exp(jφ)
)
Como 1 e 2, tem-se que:
|S(θ)|2 = 1
M2
sin2
(
Mφ
2
)
sin2
(
φ
2
) (A.3)
|S(θ)| = 1
M
sin
(
Mφ
2
)
sin
(
φ
2
) (A.4)
onde φ = 2pid sin(θ)
λ
.
A.2 Nulos no diagrama de irradiação
Os nulos no digrama de irradiação ocorrem quando
sin
(
Mφ
2
)
= 0,
ou
1exp(jα) = cos(α) + j sin(α)
22 sin2(α) = 1 − cos(2α)
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Mφ
2
= kpi
φ =
2kpi
M
com k = ±1, 2...
Em função de θ, segue que:
sin(θ) =
λk
dM
θ = arcsin
(
λk
dM
)
(A.5)
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Apêndice B
Combinação por razão
máxima
O sinal recebido no i-ésimo ramo de diversidade é representado
por:
xi (k) = ai exp (−jψi) s (k) + ri (k)
Já o sinal combinado y(k) é constituído pela soma ponderada dos sinais
xi(k), cujos coeficientes de ponderação são dados por vi = βi exp(jψi).
O sinal resultante pode ser descrito como:
y (k) =
I−1∑
i=0
vixi (k)
=
I−1∑
i=0
βiais (k) +
I−1∑
i=0
βi exp(jψi)ri (k)
ou
y (k) = S (k) +R (k)
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onde
S (k) =
I−1∑
i=0
βiais (k)
R (k) =
I−1∑
i=0
βi exp(jψi)ri (k) .
A técnica de combinação por razão máxima visa maximizar a
razão sinal-ruído total, SNRT , no receptor, dada por:
SNRT =
σ2S
σ2R
,
onde σ2S e σ
2
R representam as potências do sinal e do ruído, respectiva-
mente. Assumindo que o sinal transmitido s(k) tem potência unitária,
σ2s = 1, e o ruído ri(k) é branco, com distribuição gaussiana, média
zero e variância σ2ri :
σ2S = E


∣∣∣∣∣
I−1∑
i=0
βiais (k)
∣∣∣∣∣
2

− E
{
I−1∑
i=0
βiais (k)
}2
=
∣∣∣∣∣
I−1∑
i=0
βiai
∣∣∣∣∣
2
E
{
|s (k)|2
}
=
∣∣∣∣∣
I−1∑
i=0
βiai
∣∣∣∣∣
2
σ2R = E


∣∣∣∣∣
I−1∑
i=0
βi exp(jψi)ri (k)
∣∣∣∣∣
2

− E
{
I−1∑
i=0
βi exp(jψi)ri (k)
}2
= E
{∣∣∣∣∣
I−1∑
i=0
βi exp(jψi)ri (k)
∣∣∣∣∣
∣∣∣∣∣
I−1∑
i=0
βi exp(−jψi)r∗i (k)
∣∣∣∣∣
}
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σ2R =
I−1∑
i=0
β2i
{
E |ri (k)|2
}
+
I−1∑
m=0
I−1∑
n=0
n 6=m
βmβn exp(jψm) exp(−jψn)E {rm (k) r∗n(k)}
=
I−1∑
i=0
β2i σ
2
ri
Finalmente, a SNRT é dada por:
SNRT =
∣∣∣∣∣
I−1∑
i=0
βiai
∣∣∣∣∣
2
I−1∑
i=0
β2i σ
2
ri
. (B.1)
Procure-se, então, os valores de βi que maximizam a razão acima.
Para tal, emprega-se a desigualdade de Schwarz (LEE, 1997):
∣∣∣∣∣
I−1∑
i=0
βiai
∣∣∣∣∣
2
≤
(
I−1∑
i=0
a2i
σ2ri
)(
I−1∑
i=0
β2i σ
2
ri
)
. (B.2)
Por substituição, tem-se que:
SNRT =
∣∣∣∣∣
I−1∑
i=0
βiai
∣∣∣∣∣
2
I−1∑
i=0
β2i σ
2
ri
≤
(
I−1∑
i=0
a2i
σ2ri
)
.
Pela igualdade, chega-se a (LEE, 1997):
βi =
ai
σ2ri
.
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Finalmente, o coeficiente ótimo de ponderação vi que maximiza
a SNRT é dado por:
vi =
ai
σ2ri
exp(jψi)
Observa-se aqui a necessidade de se ter um conhecimento a priori da
atenuação ai e do deslocamento de fase ψi, inseridos pelo canal.
Apêndice C
Cálculo dos coeficientes
ótimos
Neste apêndice são apresentados os cálculos ótimos dos coefi-
cientes do conformador de feixe e do equalizador de canal. Para tal,
assume-se que:
• O canal tem um total de N percursos, sendo um percurso domi-
nante e N − 1 percursos interferentes;
• As magnitudes dos percursos não se alteram durante a trans-
missão do sinal;
• O sinal transmitido tem média zero e variância σ2s ;
• Os N percursos do canal são descorrelacionados, com matriz de
autocorrelação e vetor de correlação cruzado dados por:
R
ss
(v − u) = E {s (k − u) sH (k − v)}
p
sd
(v − u) = E {s (k − u) s∗ (k − v)}
σ2s = E {s (k − u) s∗ (k − v)} , para u = v
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• O ruído nas antenas é descorrelacionado com média zero e variân-
cia σ2r .
Os cálculos dos receptores ótimos são apresentados em duas seções. A
primeira diz respeito à estrutura com formatação de feixe e equalização,
enquanto que a segunda à estrutura proposta com formatação de feixe,
diversidade espacial e equalização.
C.1 Coeficientes ótimos da estrutura clás-
sica
O sinal na entrada do conformador de feixe pode ser descrito
como:
x (k) = AΓs(k) + r (k) , (C.1)
e o sinal desejado como:
dc = s (k − τι) . (C.2)
No equalizador, o sinal desejado é denotado por:
de = s (k − τζ) , (C.3)
C.1.1 Coeficientes do conformador de feixe
Empregando a equação de Wiener-Hopf :
woc = R−1x pxdc , (C.4)
com pxdc = E {x(k)d∗c(k)} e Rx = E
{
x(k)xH (k)
}
.
Por substituição ((C.1) e (C.2)), chega-se a:
p
xdc
(τι) = E {x(k)s∗(k − τι)}
= E {[AΓs(k) + r (k)] s∗ (k − τι)} , (C.5)
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ou, levando-se em conta o canal:
p
xdc
(τι) = AΓE {s(k)s∗ (k − τι)}+ E {r (k) s∗ (k − τι)}
= AΓE {s(k)s∗ (k − τι)}
= AΓp
sd
(τι) . (C.6)
Com relação à matriz de autocorrelação Rx, tem-se que
Rx (0) = E
{
x(k)xH (k)
}
= E
{[
AΓs(k) + r (k)
] [
sH(k)ΓHAH + rH (k)
]}
, (C.7)
ou
Rx (0) = AΓE
{
s(k)sH(k)
}
ΓHAH + E
{
r (k) rH (k)
}
= AΓR
ss
(0)ΓHAH + σ2rI. (C.8)
Por substituição, obtem-se a seguinte expressão para o vetor
ótimo de coeficientes:
woc =
[
AΓR
ss
(0)ΓHAH + σ2rI
]
−1
AΓp
sd
(τι) . (C.9)
C.1.2 Coeficientes do equalizador
Os coeficientes das duas seções do equalizador podem ser calcu-
lados conjuntamente empregando o vetor de coeficientes we e o vetor
de sinal xe(k):
we =
[
gT −bT
]T
, e (C.10)
xe (k) =
[
yT (k) sTe (k − τζ − 1)
]T
, (C.11)
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com os vetores g, b, y (k) e se (k − τζ − 1) definidos como:
g =
[
g0 g1 · · · gF
]T
, (C.12)
b =
[
b1 b2 · · · bB
]T
, (C.13)
y (k) =
[
y (k) y (k−1) · · · y (k−G)
]T
e (C.14)
se (k − τζ − 1) =
[
s (k−τζ−1) s (k−τζ−2) · · · s (k−τζ−B)
]T
.
(C.15)
Observe que cada elemento do vetor (C.14) é obtido pela combinação
linear dos coeficientes ótimos woc com o vetor de sinal x(k):
y (k) = wHocx (k)
= wHoc [AΓs(k) + r (k)] . (C.16)
O cálculo dos coeficientes ótimos woe do equalizador é feito em-
pregando a equação de Wiener-Hopf :
woe = R−1xe pxede , (C.17)
com pxede = E {xe (k) d∗e (k)} e Rxe = E
{
xe (k)xHe (k)
}
.
Vetor de correlação cruzada pxede = E {xe (k) d∗e (k)}:
Substituindo o vetor de sinal xe (k) (Equação C.11) e o sinal
desejado de(k) (Equação C.3) do equalizador, a seguinte expressão é
obtida para o vetor de correlação cruzada pxede :
pxede (τζ) = (C.18)

E {y (k) s∗ (k − τζ)}
E {se (k − τζ − 1) s∗ (k − τζ)}

 .
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O valor esperado E {y (k) s∗ (k − τζ)} é dado por:
E {y (k) s∗ (k − τζ)} =

wHocE {x (k) s∗ (k − τζ)}
wHocE {x (k − 1) s∗ (k − τζ)}
...
wHocE {x (k −G) s∗ (k − τζ)}

 , (C.19)
onde o valor esperado de cada elemento deste vetor determina o vetor
de correlação cruzada, pxdc (τζ), entre x(k) e o sinal desejado C.3 no
equalizador. Obtém-se que:
E {y (k) s∗ (k − τζ)} =

wHocpxdc (τζ)
wHocpxdc (τζ − 1)
...
wHocpxdc (τζ −G)

 . (C.20)
Com relação à E {se (k − τζ − 1) s∗ (k − τζ)}, segue que:
E {se (k − τζ − 1) s∗ (k − τζ)} =

E {s (k − τζ − 1) s∗ (k − τζ)}
E {s (k − τζ − 2) s∗ (k − τζ)}
...
E {s (k − τζ −B) s∗ (k − τζ)}

 . (C.21)
O valor esperado de cada elemento do vetor acima pode ser represen-
tado por
E {s (k − τζ − p) s∗ (k − τζ)} =
{
σ2s , para p = 0
0, para p 6= 0 . (C.22)
Logo, para p = 1, 2, · · · , B, os elementos do vetor (C.21) são iguais a
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zero. Ou seja:
pxede =
[
wHocpxdc (τζ) w
H
ocpxdc (τζ − 1) · · ·
wHocpxdc (τζ −G) 0 0 · · · 0
]T
, (C.23)
onde
pxdc (τζ − q) = AΓpsd (τζ − q) , (C.24)
para q = 0, 1, · · · , G.
Matriz de autocorrelação Rxe = E
{
xe (k)xHe (k)
}
:
Substituindo o vetor de sinal xe (k) (Equação C.11) na definição
de Rxe , tem-se que
Rxe = (C.25)

E
{
y (k)yH (k)
}
E
{
y (k) sHe (k − τζ − 1)
}
E
{
se (k − τζ − 1)yH (k)
}
E
{
se (k − τζ − 1) sHe (k − τζ − 1)
}

 .
ou
Rxe =


Ryy Ryse
RHyse Rsese

 , (C.26)
onde:
Ryy - sub-matriz de autocorrelação dos sinais na seção FFF;
Ryse - sub-matriz de correlação entre os sinais das seções FFF e
FBF;
Rsese - sub-matriz de autocorrelação dos sinais na seção FBF.
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Iniciando-se por Ryy:
Ryy = E
{
y (k)yH (k)
}
,
ou
Ryy = (C.27)

ry (0) ry (1) · · · ry (G)
ry (−1) ry (0) · · · ry (G− 1)
...
...
. . .
...
ry (−G) ry (−G+ 1) · · · ry (0)

 .
Os elementos podem ser descritos na seguinte forma:
[ry (v − u)]u,v = E {y (k − u) y (k − v)} , (C.28)
com u, v = 0, 1, · · · , G. Prosseguindo:
ry (v − u) = wHocE
{
x (k − u)xH (k − v)}woc
= wHocRx (v − u)woc. (C.29)
Por substituição, chega-se a seguinte expressão:
Ryy =

wHocRx(0)woc w
H
ocRx(1)woc · · · wHocRx(G)woc
wHocRx(−1)woc w
H
ocRx(0)woc · · · wHocRx(G−1)woc
...
...
. . .
...
wHocRx(−G)woc w
H
ocRx(−G+1)woc · · · wHocRx(0)woc

 , (C.30)
onde
Rx (v − u) = AΓRss (v − u)ΓHAH + σ2rI. (C.31)
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No que diz respeito à matriz Ryse :
Ryse = E
{
y (k) sHe (k − τζ − 1)
}
, (C.32)
ou
Ryse = (C.33)

rys (τζ + 1) rys (τζ + 2) · · · rys (τζ +B)
rys (τζ) rys (τζ + 1) · · · rys (τζ +B − 1)
...
...
. . .
...
rys (τζ −G+ 1) rys (τζ −G+ 2) · · · rys (τζ −G+B)

 ,
onde
rys ((τζ + p)− q) = E {y (k − q) s∗ (k − (τζ + p))} (C.34)
Levando-se em conta os coeficientes ótimos do conformador, segue que
rys ((τζ + p)− q) = wHocE {x (k − q) s∗ (k − (τζ + p))} (C.35)
= wHocpxd ((τζ + p)− q) .
Por substituição, obtém-se que:
Ryse =

w
H
ocpxd(τζ+1) w
H
ocpxd(τζ+2) · · · wHocpxd(τζ+B)
wHocpxd(τζ) w
H
ocpxd(τζ+1) · · · wHocpxd(τζ+B−1)
...
...
. . .
...
wHocpxd(τζ−G+1) w
H
ocpxd(τζ−G+2) · · · wHocpxd(τζ−G+B)

 , (C.36)
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sendo que
pxd ((τζ + p)− q) = AΓpsd ((τζ + p)− q) ,
q = 0, 1, · · ·G e p = 1, 2, · · · , B. (C.37)
Por fim, tem-se que
Rsese = E
{
se (k − τζ − 1) sHe (k − τζ − 1)
}
, (C.38)
ou
Rsese =

rs (0) rs (1) · · · rs (B − 1)
rs (−1) rs (0) · · · rs (B − 2)
...
...
. . .
...
rs (−B + 1) rs (−B + 2) · · · rs (0)

 , (C.39)
sendo que cada elemento pode ser descrito como:
rs (v − u) = E {s (k − τζ − u) s∗ (k − τζ − v)} . (C.40)
Logo, com base nas suposições estatísticas do canal, conclui-se que
Rsese = σ
2
sI (C.41)
C.2 Estrutura proposta
O vetor ótimo de coeficientes we (C.10) do equalizador DFE é
dado por:
woe = R−1xe pxede , (C.42)
com pxede = E {xe (k) d∗e (k)} e Rxe = E
{
xe (k)xHe (k)
}
. No entanto,
vale lembrar que pxede e Rxe dependem da técnica de combinação em-
130 APÊNDICE C. CÁLCULO DOS COEFICIENTES ÓTIMOS
pregada.
Os sinais na saída dos conformadores são expressos da seguinte
forma:
y0 (k − τι1) = wHoc0x0 (k − τι1) (C.43)
y1 (k − τι0) = wHoc1x1 (k − τι0) (C.44)
onde woci denota o vetor ótimo de coeficientes do Conformador-i e
xi (k) o vetor de sinal recebido.
Seletor
Seja yi
(
k − τι1−i
)
o sinal que produz o menor erro de estimação
eci (k):
eci (k) = s (k − τιi)− yi
(
k − τι1−i
)
= s (k − τιi)−wHocixi
(
k − τι1−i
)
. (C.45)
Como o sinal a ser equalizado advém apenas do i-ésimo conformador,
pxede e Rxe são obtidos conforme apresentado no Apêndice (C.1.2),
substituindo y (k) por yi
(
k − τι1−i
)
.
Soma não ponderada
Neste caso, o sinal a ser equalizado é
y (k) =
1
2
{
wHoc0x0 (k − τι1) +wHoc1x1 (k − τι0)
}
, (C.46)
ou
y (k) = wHocxc (k) , (C.47)
comwoc = 12
[
wToc0 w
T
oc1
]T
e xc (k) =
[
xT0 (k − τι1) xT1 (k − τι0)
]T
.
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Tem-se que:
E {y (k) s∗ (k − τζ)} =

wHocE {xc (k) s∗ (k − τζ)}
wHocE {xc (k − 1) s∗ (k − τζ)}
...
wHocE {xc (k − F ) s∗ (k − τζ)}

 , (C.48)
sendo que
[E {y (k) s∗ (k − τζ)}]p,1 = wHoc
[
px0de (τζ − p)
px1de (τζ − p)
]
(C.49)
e pxide (τζ − q) denota o vetor de correlação cruzada entre o sinal de
entrada xi (k) e o sinal desejado do equalizador. Seguindo o mesmo
procedimento adotado na obtenção das Equações (C.5) e (C.6), verifica-
se que
pxide (τζ − q) = AiΓipsd (τζ − q) , (C.50)
com q = 0, 1, · · · , F . Logo:
pxede =
[
wHoc
[
px0de (τζ)
px1de (τζ)
]
wHoc
[
px0de (τζ − 1)
px1de (τζ − 1)
]
· · ·
wHoc
[
px0de (τζ − F )
px1de (τζ − F )
]
0 0 · · · 0
]T
. (C.51)
Sabe-se que
Rxe =


Ryy Ryse
RHyse Rsese

 , (C.52)
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onde cada elemento de Ryy pode ser descrito como
[ry (v − u)]u,v = [E {y (k − u) y ∗ (k − v)}]u,v (C.53)
com u, v = 0, 1, · · · , F . Por substituição, tem-se que
ry (v − u) = E
{(
wHocxc (k − u)
) (
xHc (k − v)woc
)}
= wHocE
{
xc (k − u)xHc (k − v)
}
woc. (C.54)
ou
ry (v − u) = wHoc


Rx0x0 (v − u) Rx0x1 (v − u)
Rx1x0 (v − u) Rx1x1 (v − u)

woc (C.55)
onde:
Rx0x0 (v − u) = E
{
x0 (k − τι1 − u)xH0 (k − τι1 − v)
}
= A0Γ0Rss (v − u)ΓH0 AH0 + σ2r0I (C.56)
Rx0x1 (v − u) = E
{
x0 (k − τι1 − u)xH1 (k − τι0 − v)
}
= A0Γ0Rss ((τι0 + v)− (τι1 + u))ΓH1 AH1 (C.57)
Rx1x0 (v − u) = E
{
x1 (k − τι0 − u)xH0 (k − τι1 − v)
}
= A1Γ1Rss ((τι1 + v)− (τι0 + u))ΓH0 AH0 (C.58)
e
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Rx1x1 (v − u) = E
{
x1 (k − τι0 − u)xH1 (k − τι0 − v)
}
= A1Γ1Rss (v − u)ΓH1 AH1 + σ2r1I (C.59)
Com relação à matriz Ryse :
Ryse = E
{
y (k) sHe (k − τζ − 1)
}
, (C.60)
sendo que cada elemento pode ser descrito como
[rys (p− q)]q,p = E {y (k − q) s∗ (k − τζ − p)} , (C.61)
com q = 0, 1, · · · , F e p = 1, 2, · · · , B. Por substituiçao, segue que
rys (p− q) = E
{(
wHocxc (k − q)
)
s∗ (k − τζ − p)
}
= wHocE {xc (k − q) s∗ (k − τζ − p)} (C.62)
ou
rys (p− q) = wHoc
[
px0de ((τζ + p)− (τι1 + q))
px1de ((τζ + p)− (τι0 + q))
]
(C.63)
onde
px0de ((τζ + p)− (τι1 + q)) = A0Γ0psd ((τζ + p)− (τι1 + q)) (C.64)
px1de ((τζ + p)− (τι0 + q)) = A1Γ1psd ((τζ + p)− (τι0 + q)) . (C.65)
Por fim, verifica-se que
Rsese = σ
2
sI (C.66)
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Soma ponderada
Tem-se que
y (k) =
1
2
{
co1wHoc0x0 (k − τι1) + co0wHoc1x1 (k − τι0)
}
, (C.67)
ou
y (k) = wHocxc (k) (C.68)
onde
woc =
1
2
[
c1woc0
c0woc1
]
(C.69)
e co =
[
c0 c1
]T
(FROST, 1972):
co = R−1yr u
[
uTR−1yr u
]
−1
f (C.70)
com Ryr = E
{
yr(k)yrH(k)
}
. Por substituição, obtêm-se que
Ryr =


wHoc0Rx0x0 (0)woc0 w
H
oc0Rx0x1 (0)w
H
oc1
wHoc1Rx1x0 (0)w
H
oc0 w
H
oc1Rx1x1 (0)w
H
oc1

 . (C.71)
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