Abstract. In this paper, we prove convergence in distribution of Langevin processes in the overdamped asymptotics. The proof relies on the classical perturbed test function (or corrector) method, which is used both to show tightness in path space, and to identify the extracted limit with a martingale problem. The result holds assuming the continuity of the gradient of the potential energy, and a mild control of the initial kinetic energy.
Introduction
This paper focuses on the overdamped asymptotics of Langevin dynamics. The Langevin Stochastic Differential Equation (SDE) describes the dynamics of a classical mechanical system perturbed by a stochastic thermostat. The system state at time t ≥ 0 is encoded by its position Q t and its momentum P t . More formally, the equation reads:
where in the above, Q t takes values in the d-dimensional torus T d , P t takes values in ×R d , the function V : T d → R is the particles' potential energy, β > 0 the inverse temperature, and t → W t ∈ R d is a standard d-dimensional Brownian motion. The term 2β −1 dW t is a fluctuation term bringing energy into the system, while this energy is dissipated through the friction term −P t dt; the sum of these two terms forming the so-called thermostat part. The remaining terms are simply Newton's equation of motion. For more details on this equation, we refer to [LRS10, Section 2.2].
The case we consider here is the so-called overdamped asymptotics, where the time scale of the large damping due to friction is much smaller than the time scale of the Hamiltonian dynamics, so that the momentum becomes a fast variable compared to the slow position variable. We introduce a parameter ε for the ratio of the time scales, and consider
(1.1)
Note that we allow the potential V ε ∈ C 1 (T d ) to depend on ε and will only suppose that it converges to a limit V ; see below for a precise statement. The Markov generator L ε associated with (1.1) is given by
where f denotes any smooth test function of the variables (q, p) ∈ T d × R d .
Overdamped processes are stochastic dynamics on the system position (Q t ) t≥0 only. The overdamped Langevin SDE is given by:
where V : T d → R d is a potential energy, limit of V ε when ε → 0 in some appropriate sense, and t → B t ∈ R d is a standard d-dimensional Wiener process. The Markov generator L associated with (1.3) acts on smooth test functions f of the variable q as follows:
Our main result is the proof of the convergence in distribution of the Langevin position process (Q ε t ) t≥0 towards its overdamped counterpart (Q t ) t≥0 , assuming the uniform convergence of the gradient potential as well as a control of moments of the initial kinetic energy. Then, when ε → 0, the process (Q ε t ) t≥0 ∈ C(R + → T d ) converges in distribution to the unique weak solution of the overdamped SDE (1.3).
Remark 1.2. In Theorem 1.1, the space of trajectories C(R + → T d ) is endowed with uniform convergence on compact sets; making it Polish (metrizable for a separable and complete metric).
The literature on diffusion approximations is very rich; we refer for instance to StuartPavliotis in [PS08] for a recent pedagogical overview of related issues. Historically, a possible chain of seminal references is given by Stratonovich in [Str63] , Khas'minskii in [Kha66] , Papanicolaou-Varadhan in [PV73] , as well as Papanicolaou-Kohler in [PK74] ; complemented with the more modern viewpoint of Ethier-Kurtz in [EK86] , Chapter 12 "Random evolutions".
In the present case, the momentum variable is averaged out with the diffusion approximation, so that the problem may be labeled as "diffusion approximation with averaging". Broadly speaking, the problem can be approached using strong or weak convergence techniques. For an example of the strong convergence approach, the results in [SSMD82] rely on estimating the dynamics of Q ε t and its limit using a Gronwall argument; this approach requires the Lipschitz continuity of ∇V ε uniformly in ε. On the other hand, weak convergence results rely on the so-called "perturbed" test function or "corrector" approach, that have been developed since Panicolaou-Stroock-Varadhan in [PSV77] . The case of the overdamped limit (1.1) is not directly covered by these results. Indeed, the correctors are not bounded in the present case, due to the fact that the state space of the momentum variable is not compact.
In a series of papers [PV01, PV03, PV05], Pardoux-Veretennikov extend the classical diffusion approximation with averaging to the non-compact state space case. In the latter setting however, the slow variable has a dynamics independent of the fast one, which is not the case in the Langevin case (1.1).
We now give a physically motivated example that satisfies our assumptions but was not covered by previous works.
where χ ∈ C ∞ (T d ), and the scaling coefficients k ε ∈ N and α ε ∈ R satisfy
Physically, the potential α ε χ(k ε q) may model the interaction between a particle with unit energy and a periodic crystal of small period k −1 ε , and small energy range of order α ε . When k ε → +∞ but α ε k ε = 1 and ε is kept constant, the effective action of the periodic crystal on the particle can not be neglected, especially for grazing velocities co-linear to the principal directions of the crystal. Indeed, in the latter case, on times of order 1, the crystal exerts on the particle a total force also of order 1, making it deviating from its trajectory.
Our result shows that the physically necessary condition α ε k ε → 0 is in fact sufficient for neglecting the crystal effect in the overdamped regime.
preventing ∇V ε from being Lipschitz uniformly in ε; and hence forbidding results based on strong convergence.
In order to prove Theorem 1.1, we will establish a more general weak convergence result. We consider a sequence (indexed by a small parameter ε > 0) of Markov processes of the form t → (Q ε t , P ε t ) ∈ T d × R d taking value in the Skorokhod path space D T d ×R d . Our general convergence result, namely Theorem 3.5, gives general conditions under which (Q ε t ) t≥0 converges in distribution to the unique solution of a particular martingale problem. The proof follows the usual pattern: first we prove tightness for the family of distributions of (Q ε t ), and then characterize the limit through martingale problems. For both steps, we use the perturbed test function method. The key sufficient criteria yielding the results of both steps is given in Assumption 3.4, which states that to any smooth f :
Remark 1.4 (On the choice of the state space). Theorem 3.5 can be useful for càd-làg processes, which explains the fact that we work in Skorokhod space. We have chosen to work in T d × R d for notational simplicity, but Theorem 3.5 could be extended to more general product spaces of the type E × F , where E and F are Polish spaces. If E is compact, the extension is straightforward. If E is locally compact, then one can work with E ∪ {∞}, the one point compactification of E at infinity (see [EK86, Chapter 4] ). If E is not locally compact, then one needs to use Theorem 9.1 in [EK86, Chapter 3] instead of Theorem 2.12 below which is a corollary of the former. In the latter case: (i) the a priori compact containment condition (9.1) of Theorem 9.1 in [EK86, Chapter 3] has to be proven; and (ii) one has to show the tightness of Law (f (Q ε t )) t≥0 ε≥0 for all f in a space of functions dense in C b (E) for the topology of uniform convergence on compacts. Such extensions to infinite dimensional spaces are left for future work.
The paper is organized as follows. Section 2 starts with some notation and preliminaries. In Section 3, we state and prove the general convergence result Theorem 3.5. This general method is then applied in Section 4 to the overdamped Langevin limit, proving Theorem 1.1.
Notation and Preliminaries
In what follows, we introduce notation and recall some known results.
2.1. General notation. Let (E, d) be a Polish space, that is, a topological space which is metric, complete and separable. Denote C(E) the Banach space of all continuous functions and C b (E) the Banach space of all bounded continuous functions. We denote by P(E) the space of probability measures on the Borel σ-field B(E). The notation F X t means the natural filtration of càd-làg processes (
. For any (s, t) ∈ R × R, we denote by s ∧ t the minimum of s and t. 
Lemma 2.1. Integration with respect to time is continuous with respect to the Skorokhod topology: if
(q ε t ) t≥0 converges to (q 0 t ) t≥0 in D E ,
and ψ : E → R is bounded and continuous, then for each
T > 0, T 0 ψ(q ε t )dt − −− → ε→0 T 0 ψ(q 0 t )dt.
Proof. Let us denote by J
Since J T has Lebesgue measure 0 and ψ is continuous and bounded, dominated convergence yields the result.
2.3. Martingale problems. Let us first recall some basics on martingales and stochastic calculus. Let (Ω, F, P, (F t ) t≥0 ) a filtered probability space. A càd-làg real-valued process (X t ) t≥0 is said to be adapted if X t is F t -measurable for all t ≥ 0, and is called a (
We will often need the technical tool of localization by stopping times, to deal with the unboundedness of the momentum variable. We follow here the presentation of [EK86, Chapter 4].
Definition 2.2 (Local martingale). A càd-làg real-valued process
is called a local martingale with respect to (F t ) t≥0 if there exists a nondecreasing sequence (τ n ) n∈N of (F t ) t≥0 -stopping times such that τ n → ∞ P-almost surely, and for every n ∈ N, X t∧τn t≥0 is an (F t ) t≥0 -martingale.
Let us now state precisely what it means for a process to solve a martingale problem.
Definition 2.3 (Martingale problem). Let E be a Polish space. Let L be a linear operator mapping a given space D ⊂ C b (E) into bounded measurable functions. Let µ be a probability distribution on E. A càd-làg process (X t ) t≥0 with values in E solves the martingale problem for the generator L on the space D with initial measure
is a martingale with respect to the natural filtration
Moreover, the martingale problem MP(L, D, µ) is said to be well-posed if:
• There exists a probability space and a càd-làg process defined on it that solves the martingale problem (existence); • whenever two processes solve MP(L, D, µ), then they have the same distribution on D E (uniqueness).
Weak solutions of SDEs
with an initial condition Law (X 0 ) = µ 0 . Let L be the formal generator
where a = σσ T .
Definition 2.4 (Weak solution of the SDE).
A continuous process (X t ) t≥0 is a weak solution of (2.2) if there exists a filtered probability space (Ω, F, P, (F t ) t≥0 ) such that:
• X is a continuous, (F t ) t≥0 -adapted process and satisfies the stochastic integral equation
We now quote two results from [EK86] concerning existence and uniqueness of solutions to SDEs and martingale problems. The first is an existence result, and can be found in [EK86, Section 5.3] (Corollary 3.4 and Theorem 3.10). Remark 2.6. For the Langevin equation (1.1)) we first remark that the latter can be set in
Theorem 2.5. Assume that b, σ are continuous. If there exists a constant
, and on the other hand
which implies the existence of weak solution of (1.1) in R d . One then obtains existence of a weak solution in T d of the original (1.1) using the canonical continuous mapping 
Then for any initial condition µ, there is a unique weak solution of the stochastic differential equation (2.2). This solution is also the unique solution of the martingale problem
is technically less obvious. It can be treated using the localization technique of Theorem A.1 stated in appendix. More precisely, using the notation of Theorem A.1, one can defines the covering of R d by the open sets
where k ∈ Z d and then remark that by partition of unity for smooth functions, any ϕ ∈ C ∞ c (R d ) can be written as a finite sum of smooth functions with compact support in each given U k , k ∈ Z d .
Convergence in distribution.
As we said before, we are interested here in proving convergence in distribution for processes. Let us briefly recall several key results that will be used later.
For completeness, we start by recalling the very classical Prohorov theorem, characterizing relative compactness by tightness (see for example Section 2 in[EK86, Chapter 3]).
Theorem 2.9 (Prohorov theorem). Let (µ ε ) ε be a family of probability measures on a Polish space E. Then the following are equivalent:
(1) (µ ε ) ε is relatively compact for the topology of convergence in distribution.
(2) (µ ε ) ε is tight, that is to say, for any δ > 0, there is a compact set K δ such that
Over the years several relative compactness criteria in Skorokhod space have been developed. We will use the following one [EK86, Theorem 8.6, Chapter 4].
Theorem 2.10 (Kurtz-Aldous tightness criterion). Consider a family of stochastic processes ((X
Assume that Law(X ε 0 ) ε is tight. ∀δ ∈ (0, 1) and T > 0, there exists a family of nonnegative random variable Γ ε,δ , such that:
Then the family of distributions (Law ((X ε t ) t≥0 )) ε is tight.
Remark 2.11 (On using sequences). If ε > 0 is a real number and that instead of (2.7), one considers the condition lim δ→0 lim sup ε→0 + E(Γ ε,δ ) = 0, then the conclusion becomes the following: (Law ((X εn t ) t≥0 )) εn is tight for any (ε n ) n≥1 -sequence such that ε n > 0 and lim n→+∞ ε n = 0. This version will be the one used in the present paper.
If the processes, say (Q ε t ) t≥0 , is defined in a general state space E, it is natural to consider the image processes (f (Q ε t )) t≥0 for various observables, or test functions, f . The following result enables us to recover the tightness for the original process from the tightness of the observed processes (Corollary 9.3 Chapter 3 in [EK86] 
13. Again, the above theorem will be used for families indexed by sequences (ε n ) n≥1 such that ε n > 0 and lim n→+∞ ε n = 0.
Finally, the following two lemmas will be useful when we considering martingale problems. The first one states that the distribution of jumps of càd-làg processes have atoms in a countable set (see Lemma 7.7 Chapter 3 in [EK86] ).
Lemma 2.14. Let (X t ) t≥0 be a random process in the Skorokhod path space D E . The set of instants where no jump occurs almost surely:
has countable complement in R + . In particular, it is a dense set.
The second one is a very useful way to check whether a process is a martingale or not (see page 174 in Ethier-Kurtz [EK86] ).
Lemma 2.15 (Martingale equivalent condition). Let (M t ) t≥0 and (X t ) t≥0 be two càd-làg proceses and let C be an arbitrary dense subset of R
for any time ladder t 1 ≤ ... ≤ t k+1 ∈ C ⊂ R + , k ≥ 1, and ϕ 1 , ..., ϕ k ∈ C b (E).
A general perturbed test function method
In this section, we consider a sequence of stochastic processes, indexed by a small parameter ε > 0, of the form
taking value in the Skorokhod path space
Our goal is to describe a general framework to prove the convergence of the (slow) variables Q towards a well-identified dynamics. We use standard tightness arguments and characterization through martingale problems, emphasizing the technical role of perturbed test functions.
3.1. Notation and Assumptions. For each ε, we consider a càd-lag process t → (Q ε t , P ε t ) ∈ T d × R d . The natural filtration of the full process and the process (Q ε t ) t≥0 are denoted respectively by F
. We now state the key assumptions that will imply convergence in distribution of the process (Q ε t ) t≥0 towards the solution of a martingale problem.
Assumption 3.1 (Generator of the process (Q ε t , P ε t ) ). There exists a linear operator
L ε acting on C ∞ (T d × R d ) which is the extended Markov generator of (Q ε t , P ε t ) t≥0 in the sense that, for all f ∈ C ∞ (T d × R d ), L ε f is locally bounded and t → M ε t (f ) := f (Q ε t , P ε t ) − f (Q ε 0 , P ε 0 ) − t 0 L ε f (Q ε s , P ε s )ds is a (F Q ε , P ε t ) t≥0 -local martingale.
Assumption 3.2 (The limit process). There exists a linear operator L mapping
C ∞ (T d ) to C(T d ) such that the martingale problem MP(L, C ∞ (T d ), µ) is well-posed for any initial condition µ.
Assumption 3.3 (Initial condition). The initial condition (Law(Q ε
0 )) ε>0 converge to a limit µ 0 , when ε → 0. 
Assumption 3.4 (Existence of perturbed test functions). For all
f ∈ C ∞ (T d ), there exists a perturbed test function f ε ∈ C ∞ (T d × R d ), such
that for all T , the rest terms
3.2. The general convergence theorem. We are now in position to state our main abstract result. The proof follows the classical pattern, in two steps: we first prove that the processes Q ε t are relatively compact in D T d ; then we show that any possible limit must solve the martingale problem MP(L, C ∞ (T d ), µ).
3.2.1.
Step one: The proof of tightness. We want to prove that for each sequence (ε n ) n≥1 satisfying lim n ε n = 0, (Law(Q εn t )) n≥1 is tight. By Theorem 2.12, it is enough to prove the tightness of (Law (f (Q εn t ))) n≥1 for all f ∈ C ∞ (T d ). The latter fact will follow from Theorem 2.10, if we are able to construct, for any function f ∈ C ∞ (T d ) and any ε, δ > 0 and any T > 0, a random variable Γ ε,δ (f ) such that for all 0
We claim that the following variant: Lemma 3.6. For any g ∈ C ∞ (T d ), and any δ, ε, T > 0, there exists a random variable
where lim
is a sufficient condition. Indeed, the required estimates (3.3), (3.4) will follow easily from the basic decomposition
and it is enough to let Γ ε,δ (f ) = Γ ′ ε,δ (f 2 ) + 2 f ∞ Γ ′ ε,δ (f ) to conclude. Let us now prove the Lemma 3.6. Let g be an arbitrary smooth function, and let g ε be the perturbed test function given by Assumption 3.4. An elementary rewriting leads to
where (M ε t (g ε )) t≥0 is a local F Q ε , P ε -martingale by Assumption 3.1. Let τ n be an associated localizing sequence of stopping times. Applying (3.8) at times t ∧ τ n and (t + h) ∧ τ n , we get
Taking the conditional expectation with respect to F Q ε t , the martingale terms cancel out, and we get:
The right hand side does not depend on n any longer. On the left hand side, we apply dominated convergence for n → ∞ to get
The controls on the rest terms given by Assumption 3.4, and the continuity of Lg (Assumption 3.2) ensure that
and the proof of tightness is concluded.
3.2.2.
Step two: identification of the limit. In this step, we suppose that a sequence Q n t = Q εn t converges in distribution to a limit Q 0 t , and we prove that necessarily, Q 0 solves the martingale problem for the generator L.
Let f ∈ C ∞ (T d ), we have to check that
is a martingale with respect to F
. Consider a time sequence 0 ≤ t 1 ≤ · · · ≤ t p ≤ t p+1 for p ≥ 1, taken in the continuity set C Law (Q) given by Lemma 2.14. Recall that C Law (Q) is dense in R . Let ϕ 1 , . .., ϕ p ∈ C b (T d ) be p test functions. By Lemma 2.15, it is enough to prove that
Let I ε be the corresponding quantity for ε > 0, that is,
Let us first show that I ε converges to 0. We first condition on F Q ε tp to get:
Using again the perturbed test function f ε and the decomposition (3.8), we get by the same localization argument as in Step 1 that
The estimates on the rest term from Assumption 3.4 then imply that I ε → 0.
Let us now prove that I ε converges to I 0 . Let Φ : 
Let now (ε n ) n≥1 be any sequence such that ε n → 0 and (Q εn t ) t≥0 converges in distribution to (Q 0 t ) t≥0 . The Skorokhod representation theorem (Theorem 1.8 in [EK86, Chapter 3]) ensures that one can construct a probability space where the distribution of (Q εn t ) t≥0 for each n is unchanged but for which lim n→+∞ Q εn = Q 0 almost surely in D T d . Since t k ∈ C Law (Q 0 ) for each k = 1 . . . p+1, Ψ is almost surely continuous at Q 0 and we can apply the dominated convergence theorem to obtain lim n→+∞ I εn = I 0 . Since the choice of the vanishing sequence (ε n ) n≥1 is arbitrary, we conclude that lim ε→0 I ε = I 0 . The limit process thus solves the martingale problem MP(L, C ∞ (T d ), µ).
-martingale for any n ≥ 0, which is the definition of a local martingale.
We now state several bounds on the momentum variable P ε t , which are the key technical estimates needed later to control the rest terms appearing in the perturbed test function method. For any continuous V : T d → R we denote by osc(V ) the oscillation defined by osc(V ) = max V − min V. 
The proofs of these estimates use classical techniques of stochastic calculus and are postponed to Section 4.3.
The perturbed test functions in the Langevin case.
In this section we apply the general method described in Section 3 to the specific Langevin case, in order to prove Theorem 1.1.
We will use the following standard notation for multidimensional derivatives:
where in the above p 1 , . . . , p k ∈ R d . Note that as usual ∆f = Tr ∇ 2 f . We first construct explicitly, for any f
Let us look for f ε in the following form (see [PSV77] )
Applying the generator L ε , using the fact that f does not depend on p, and grouping terms with respect to powers of ε, we get
In order for L ε f ε to converge to Lf , the ε −1 -order terms should vanish, and the ε 0 -order terms should converge at least formally to L(f ). As a consequence g 1 and g 2 should solve the following equations:
The function g 1 (q, p) = p · ∇ q f (q) clearly solves (4.6). With this choice, (4.7) becomes
Therefore, in view of Eq. (4.4), we defined the perturbed test function by :
With this choice, we get using previous calculations and the last line of (4.5)
We now need to show that Assumption 3.4 holds for this choice of a perturbed test function, that is, we want to show that the differences f ε − f and L ε f ε − Lf are small in the following appropriate sense. Recalling the notation
where we have used that for any δ > 0, ε |p| ≤
zero by Jensen's inequality. By the key Lemma 4.3 this entails that the last term in the previous display disappears in the limit and we get lim sup
which proves (4.10) since δ is arbitrary.
We now turn to the proof of (4.11), that is, we want to compare L ε f ε and Lf . By the expression (4.9), we have for some constant
We get rid of the product term with Young's inequality ab ≤ a 3 /3 + 2 3 b 3/2 ≤ a 3 + b 3/2 and get 
showing that γ ′ is itself good. Therefore all γ ≥ 1 are good. Using the bounds (1/2)p 2 ≤ H ε (q, p) ≤ (1/2)p 2 + M it is easy to translate this into bounds on E |P ε t | 2γ , concluding the proof of Lemma 4.2. 
