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Seznam kratic in pojmov 
 
EES  elektroenergetski sistem 
ELES   Elektro-Slovenija 
ENS  nedobavljena energija (angl. Energy Not Supplied)  
EU  Evropska unija 
EZ  Energetski zakon 
IEEE  Institute of Electrical and Electronics Engineers 
LOLP   verjetnost izgube napajanja bremena (angl. Loss of Load Probability) 
LOLE   pričakovana izguba napajanja bremena (angl. Loss of Load Expectation) 
VOLL  vrednost nedobavljene energije (angl. Value of Lost Load). 
NSGA genetski algoritmi z nedominiranim razvrščanjem (angl. Non-Dominated Sorting 
Genetic Algorithm) 
ReNEP  Resolucija o nacionalnem energetskem programu 
TDC   koeficient odvisnosti v repu porazdelitve (angl. tail dependence coefficient).  
UDP   urejeni diagram porabe  
UDPP   urejeni diagram preostale porabe  
 
   
 
Seznam simbolov 
NG  število obravnavanih proizvodnih enot  
NI   število enot primernih za izgradnjo 
NU   število enot, primernih za upokojitev 
NIU  število let naložbenja 
NL  število let analiziranja 
η   vektor let začetka obratovanja na novo zgrajenih enot 
ρ   vektor let upokojitev 
𝐱   vektor celoštevilčnih odločitvenih spremenljivk leta izgradnje oz. upokojitve 
g  indeks proizvodnih enot električne energije 
l  indeks leta 
x  vektor rešitev optimizacijskega problema 
S   končni prostor možnih rešitev x 
xg  leto začetka ali konca obratovanja proizvodne enote g 
xzg   leto možnega začetka obratovanja enote g (spodnja meja) 
xkg   leto možnega konca obratovanja enote g (zgornja meja) 
CS   vsota celotnih stroškov  
ENS   količina nedobavljene energije za celotno obdobje analiziranja 
𝐼𝑔,𝑙   letni stroški amortizacije za generator g v letu l 
𝐹𝑔,𝑙   letni stroški goriva za generator g v letu l 
𝑀𝑔,𝑙   letni stroški obratovanja in vzdrževanja za generator g v letu l 
r   diskontni faktor 
xu  matrika binarnih spremenljivk obratovanja generatorjev NG v letih NL 
𝑥𝑢𝑔,𝑙   binarna spremenljivka sodelovanja generatorja g pri proizvodnji v letu l 
NH  število ur v letu 
   
 
𝑈𝐷𝑃𝑙,ℎ  vrednost urejenega diagrama porabe v letu l in zaporedni uri h 
𝑃𝑔,𝑙,ℎ   urna moč obratovanja na pragu elektrarne enote g v letu l in uri h 
𝐷𝑙,ℎ   moč porabe  
𝐼𝑍𝑙,ℎ   moč izgub v prenosnem in distribucijskem omrežju 
𝑃𝑔
𝑚𝑖𝑛   tehnični minimum na pragu elektrarne g 
𝑃𝑔
𝑚𝑎𝑥   maksimalna moč na pragu elektrarne g 
𝑈𝑔,𝑙   letna nerazpoložljivost  
NGl   celotno število proizvodnih enot v sistemu v letu l 
𝑊𝑔,𝑙   energija, ki jo proizvede enota g v letu l 
Pprej   vsota razpoložljivih maksimalnih moči prej angažiranih enot (1, 2, … gp) 
gp  število trenutno anagžiranih generatorskih enot  
Sg,l   skupni stroški enote g v letu l  
dkg   doba koristnosti enote g 
𝐼𝑁𝑔,𝑙  nabavna vrednost enote g v letu l 
𝑀𝐶𝑔   stalni stroški obratovanja in vzdrževanja enote g na enoto moči na pragu 
elektrarne 
𝐹𝑔,𝑙  letni stroški goriva enote g v letu l 
𝐹𝐶𝑔   stalni stroški goriva enote g na enoto proizvedene energije 
UDP   urejeni diagram porabe  
𝛏(𝐱)   vektorska kriterijska funkcija optimizacije 
γ(x)   neenakostne omrejitve 
χ(x)   enakostne omejitve 
𝑁𝛾   število enakostnih omejitev 
𝑁𝜒   število neenakostnih omejitev 
𝑘𝛾   indeks enakostnih omejitev 
   
 
𝑘𝜒   indeks neenakostnih omejitev 
𝑁𝑥   število odločitvenih spremenljivk 
𝑥𝑔
𝑠𝑝
   spodnja meja posamezne odločitvene spremenljivke  
𝑥𝑔
𝑧𝑔
   zgornja meja posamezne odločitvene spremenljivke 
x*   optimalna rešitev 
𝑁𝜉   število kriterijskih funkcij 
𝑗   indeks kriterijskih funkcij 
𝑖   indeks odločitvenih spremenljivk 
POP(ip)  populacija rešitev v generaciji ip 
ip  indeks generacije evolucijskega algoritma 
np   število rešitev v populaciji 
POP'(ip)  populacija rešitev potomcev v generaciji ip 
ω   vektor slučajnih parametrov 
K1, K2 in K3  funkcionali verjetnosti 
α   zahtevana verjetnost zadovoljevanja omejitev 
𝐄(𝛚)  pričakovana vrednost slučajnih parametrov 
pr(ω)   verjetnost nastopa vrednosti ω slučajnih parametrov Ω 
?̂?  gostota verjetnosti 
Π𝑖𝑗  porazdelitvena funkcija verjetnosti 
U  slučajna spremenljivka letne nerazpoložljivosti proizvodne enote 
𝜋(𝑈|𝜃) funkcija gostote verjetnosti slučajne spremenljivke U z parametrom 𝜃 
u  izidi eksperimentov 
i  indeks vzorca oz. simulacije 
n   velikost vzorca 
x*   optimalna vrednost odločitvene spremenljivke 
n   število poskusov  
   
 
m   število ugodnih izidov 
pr(A)  verjetnost dogodka A 
N  prostor vseh dogodkov 
M  prostoru dogodkov pojavlja M krat 
Ω   prostor izidov  
ω   posamezen element v Ω 
θ   parameter porazdelitve verjetnosti 
π(q|θ)   gostota porazdelitve verjetnosti slučajne spremenljivke Q  
U1, U2,…,Unu  slučajne spremenljivke nerazpoložljivosti 
iu =  indeks opazovanih vrednosti 
nu   število opazovanih vrednosti 
𝐿(𝐮|𝜃)  funkcija verjetja 
s(𝜃)   standardna napaka ocene parametra  
πU(u|θ)  funkcija gostote verjetnosti slučajne spremenljivke U 
πΘ(θ)   predhodna (apriorna) funkcija gostote verjetnosti slučajne spremenljivke Θ 
πΘ(θ|u)  končna (posteriorna) funkcija gostote verjetnosti slučajne spremenljivke Θ glede 
na vzorec u 
𝜋z(𝜃|𝐮𝟎, 𝑎0) začetna predhodna funkcija gostote verjetnosti slučajne spremenljivke Θ 
u  tekoči podatki letne nerazpoložljivosti obravnavane proizvodne enote 
𝐮0  predhodni podatki letne nerazpoložljivosti podobne proizvodne enote 
𝑎0  parameter Bayesove potencirane metode 
𝐺(𝑎0)  mejni kriterij verjetja Bayesove potencirane metode 
ag  minimalna vrednost parametra 𝑎0 Bayesove potencirane metode po kriteriju 
𝐺(𝑎0) 
m(a0)  mejno verjetje Bayesove potencirane metode 
SD(a0)  standardni odklon končne funkcije gostote verjetnosti slučajne spremenljivke Θ 
   
 
as  minimalna vrednost parametra 𝑎0 Bayesove potencirane metode po kriteriju SD 
Nθ   število simulacij vrednosti parametra θ 
I  integral Monte Carlo integracije 
𝐼  ocena integrala Monte Carlo integracije 
h(θ)  funkcija integranda Monte Carlo integracije 
𝐸𝜋0(𝜃)  pričakovana vrednost integranda h(θ) 
NY   število zveznih slučajnih spremenljivk 
Yiy   zvezne slučajne spremenljivke 
iy   indeks slučajne zvezne slučajne spremenljivke 
𝐹𝑖𝑦   porazdelitev verjetnosti slučajne zvezne slučajne spremenljivke 
H   skupna večrazsežna porazdelitev 
C   kopula 
Viy   vektor enakomerno porazdeljenih slučajnih spremenljivk 
𝜆𝑧𝑔   koeficient zgornje mejne vrednosti 
𝜆𝑠𝑝   koeficient spodnje mejne vrednosti 
λLL   koeficient odvisnosti v spodnjem-spodnjem repu porazdelitve 
λLU   koeficient odvisnosti v spodnjem-zgornjem repu porazdelitve 
λUL   koeficient odvisnosti v zgornjem-spodnjem repu porazdelitve 
λUU   koeficient odvisnosti v zgornjem-zgornjem repu porazdelitve 
ρ   realna vrednost na intervalu (0, ∞) 
MSE   povprečna kvadratna napaka 
λLL0, λUU0, λLU0 in λUL0 dejanske vrednosti koeficienta odvisnosti v ustreznem repu porazdelitve 
ocenjene iz pridobljenih podatkov 
𝑌𝑚
𝐷   urna poraba znotraj meseca m  
Wm   mesečna poraba v mesecu m 
Yh   brezdimenzijski diagram normirane urne porabe 
   
 
𝑌𝑚
𝑃𝑉   urna proizvodnja sončnih elektrarn za mesec m  
Im   inštalirana moč sončnih elektrarn v mesecu m 
Zh   normalizirana urno proizvodnjo iz sončnih elektrarn 
Wš   letna poraba 
R1,š, ... Rnα,š  neodvisne spremenljivke 
eš   ostanek napovedi 
α0, α1, …,αnα  koeficienti ARIMA mdoela 
ᾶ0, ᾶ1, …, ᾶnα  ocenjene vrednosti koeficientov 
Š   velikost vzorca oz. število let iz katerih ocenjujemo vrednosti koeficientov 
R1   bruto domači produkt  
R2   število prebivalcev 
B   operator premika 
𝜃  pričakovana vrednost letne nerazpoložljivosti 






 Stran 14 
Povzetek 
Do leta 2035 se pričakuje, da bo potrebno v Evropi zgraditi več kot 700 GW proizvodnih zmogljivosti 
električne energije, predvsem zaradi upokojitev obstoječih elektrarn, široke uporabe obnovljivih 
virov in izgradnje dodatnih zmogljivosti na fosilna goriva za zagotavljanje zanesljivosti obratovanja 
elektroenergetskega sistema. Tudi drugod po svetu bodo proizvodne zmogljivosti zgrajene med leti 
1960 in 1970, v obdobju visoke rasti porabe električne energije nadomeščene z novimi 
zmogljivostmi, kar vodi v več kot 5000 GW naložb do leta 2035, od česar je več kot polovica 
elektrarn na obnovljive vire (veter, sonce, voda, biomasa).  
Ker poraba električne energije stalno narašča, čeprav v zadnjih desetletjih bolj počasi, ni skoraj 
nobene negotovosti o nujnosti izgradnje novih zmogljivosti. Ena največjih negotovosti na tem 
področju je, ali bodo politični ukrepi pripeljali do stanja, ko bo večina novih proizvodnih zmogljivosti 
subvencionirana oz. na kakšen drug način regulirana (predvsem proizvodnja iz obnovljivih virov). 
Poleg tega so najbolj pogosti obnovljivi viri, kot sta veter in sonce, zelo nestalni in zato potrebujemo 
klasične elektrarne, ki zagotavljajo zanesljivost sistema. Na splošno je negotovost glede potrebe po 
novih konvencionalnih virih energije precej nizka in očitno bodo to večinoma termoelektrarne, saj je 
hidropotencial že v veliki meri izkoriščen.  
Kljub temu obstaja precejšnja negotovost o tem, katere elektrarne bodo stroškovno najbolj učinkovite 
v obravnavanem obdobju. To je deloma posledica negotovosti cen primarnih energentov. Predvsem 
z višanjem cen plina od konca dvajsetega stoletja je postalo precej vprašljivo ali so elektrarne na 
zemeljski plin ustrezne. Elektrarne na premog, lignit in uran so naslednje možnosti. Toda pri izbiranju 
elektrarn za izgradnjo moramo upoštevati številne negotovosti. Na optimalni izbor elektrarn vplivajo 
politične, tehnične, ekonomske, socialne, okoljske in druge negotovosti, kot so npr. spremembe 
okoljske zakonodaje, odločitve o zapiranju jedrskih elektrarn, prihodnja rast porabe električne 
energije, razvoj tehnologije, cene emisijskih kuponov.  
Ob teh negotovostih so potrebne nove metode za oceno upravičenosti izgradnje različnih vrst 
elektrarn. Preprosta ekstrapolacija sedanjih vzorcev porabe, cen in drugih spremenljivk v prihodnosti 
se zdi problematična, ker sedanje stanje zaradi znatnih presežnih zmogljivosti v Evropi lahko komaj 
odraža morebitno pomanjkanje proizvodnih zmogljivosti ob zaprtju starejših elektrarn. Zato je 
potrebno prihodnje stanje EES (poraba, cene, rezervne zmogljivosti itn.) obravnavati hkrati z 
naložbami in upokojitvami obstoječih elektrarn.  
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Posebne pozornosti morajo biti deležna podjetja za proizvodnjo električne energije, ker poleg tega, 
da so izpostavljena številnim negotovostim, ki jih prinaša prost trg z električno energijo, so naložbe 
v objekte za proizvodnjo električne energije zelo specifične.  
Zato smo v nalogi predstavili optimalno načrtovanje razvoja proizvodnih virov električne energije 
ob negotovosti proizvodnje električne energije iz sončnih elektrarn in porabe ter negotovost 
razpoložljivosti generatorjev. Cilj je načrtovati optimalno izgradnjo klasičnih elektrarn ob 
minimalnih stroških in predvideni proizvodnji električne energije iz sončnih elektrarn.  
Zasnovali smo večkriterijski stohastični model, ki sloni na večkriterijskih evolucijskih algoritmih. 
Na prvi stopnji algoritem opredeli naložbeno odločitev izgradnje novih ali upokojitev obstoječih 
elektrarn. Na drugi stopnji simuliramo slučajne spremenljivke proizvodnje sončnih elektrarn ter 
bremena. Na osnovi tega določimo urejeni diagram preostalega bremena ter optimiramo vrstni red 
obratovanja na prvi stopnji izbranih elektrarn. Na drugi stopnji večkrat simuliramo breme in 
proizvodnjo iz sončnih elektrarn. Za vsako simulacijo izračunamo stroške naložb, obratovanja in 
vzdrževanja. 
Za ocenjevanje parametrov gostote verjetnosti letne nerazpoložljivosti električnih generatorjev smo 
predlagali uporabo Bayesove predhodne potencirane porazdelitve. Model vključuje podatke letne 
nerazpoložljivosti podobne proizvodne enote v statistično analizo letne nerazpoložljivosti analizirane 
proizvodne enote. Ta model omogoča izboljšanje natančnosti ocene parametrov porazdelitve letne 
nerazpoložljivosti. Prednost predlaganega pristopa je vključitev variabilnosti letne nerazpoložljivosti 
v dolgoročno načrtovanje elektroenergetskega sistema in premagovanje omejitev klasičnih 
statističnih metod v primeru omejenih količin podatkov, s čimer se pogosto srečujemo pri analizah 
zanesljivosti EES. Metoda je preizkušena tako s simulacijo kot tudi z empirično raziskavo. S 
simulacijsko študijo smo preučili empirično uspešnost metode potencirane predhodne porazdelitve 
za funkcijo eksponentne gostote verjetnosti. Empirična raziskava je izvedena na dveh 
termogeneratorjih. Obe študiji zagotavljata močno motivacijo za uporabo potencirane predhodne 
porazdelitve kot informativne predhodne porazdelitve v Bayesovem sklepanju v analizi zanesljivost 
proizvodnih enot. 
V drugem delu naloge smo razvili stohastičen model urejenega diagrama preostale porabe za 
elektroenergetske sisteme z visokim deležem obnovljivih virov energije, s poudarkom na sončnih 
elektrarnah. Model učinkovito vključuje dolgoročno korelacijo med urno obremenitvijo sistema in 
proizvodnjo sončnih elektrarn z normalizacijo urnih časovnih vrst, funkcijo empiričnih kopul in 
funkcijo empiričnih porazdelitev mejnih gostot porazdelitev verjetnosti. Model omogoča oceno 
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medsebojnega vpliva naložb v obnovljive vire in klasične elektrarne. Za oceno mejnih porazdelitev 
verjetnosti za obe slučajni spremenljivki, obremenitev sistema in proizvodnje sončnih elektrarn na 
uro, smo uporabili metodo empiričnih kopul, ki je primerna za multimodalne funkcije verjetnosti.  
Na koncu smo zgoraj opisana modela združili z večkriterijskimi evolucijskimi algoritmi in razvili 
kombinatorični optimizacijski model ob negotovosti, ki sloni na neparametričnem Mann-
Whitneyevem U-testu. Cilj optimizacije razvoja proizvodnih zmogljivosti je poiskati optimalen načrt 
razvoja proizvodnih zmogljivosti za obdobje načrtovanja glede na kriterija minimalnih celotnih 
stroškov ter minimalne vrednosti nedobavljene energije. Za vsako različico razvojnega načrta 
izračunamo vrednosti kriterijev za vsako simulacijo urejenega diagrama preostale porabe. Za izbiro 
boljših rešitev glede na dana kriterija ob negotovosti, lahko s pomočjo opredeljenega modela 
primerjamo celotna vzorca kriterijev.  
 
Ključne besede: odločanje o naložbah, obnovljivi viri električne energije, večkriterijska 
kombinatorična optimizacija ob negotovosti, Bayesovo sklepanje, predhodna potencirana 
porazdelitev, Mann-Whitneyev U-test, kopula 
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Abstract 
By 2035, it is expected that more than 700 GW of production capacity will have to be built in Europe, 
mainly due to the retirement of existing power plants, the widespread use of renewables and the 
construction of additional facilities for fossil fuels to ensure the reliability of the of the power system 
operations. Also elsewhere around the world, production capacity will be built between 1960 and 
1970, during the period of high growth of electricity consumption, new capabilities will be 
introduced, leading to more than 5,000 GW of investments by 2035, of which more than half of 
renewable energy (wind , sun, water, biomass). 
As electricity consumption is constantly increasing, although slower in recent decades, there is 
virtually no uncertainty about the need to build new capacity. One of the biggest uncertainties in this 
area is whether political measures will lead to a situation where most of the new production facilities 
will be subsidized or not. is regulated in some other way (mainly from renewable sources). In 
addition, the most common renewable sources, such as the wind and the sun, are very unstable and 
therefore we need classical power plants that ensure the reliability of the system. In general, the 
uncertainty about the need for new conventional energy sources is rather low and apparently it will 
be mostly thermal power plants, as hydro potential is already largely exploited. 
Nevertheless, there is considerable uncertainty about which power stations will be most cost-effective 
during the period considered. This is partly due to the uncertainty of the prices of primary energy 
products. In particular, with the increase in gas prices since the end of the twentieth century, it became 
rather questionable whether the natural gas plants are adequate. The power plants on coal, lignite and 
uranium are the following options. However, when selecting power plants for construction, we must 
take into account a number of uncertainties. The optimum choice of power plants is influenced by 
political, technical, economic, social, environmental and other uncertainties such as, for example, 
changes in environmental legislation, decisions to close nuclear power plants, future growth of 
electricity consumption, technology development. 
These uncertainties require new methods to assess the eligibility of the construction of various types 
of power plants. A simple extrapolation of current patterns of consumption, prices and other variables 
in the future seems problematic because the current situation due to significant overcapacity in 
Europe can barely reflect the potential shortage of production capacity at the closure of older power 
plants. Therefore, the future state of the EES (consumption, price, spare capacity, etc.) must be 
considered simultaneously with the investments and retirements of existing power plants. 
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Particular attention must be paid to electricity generation companies, because in addition to being 
exposed to a number of uncertainties brought about by the free market in electricity, investments in 
electricity generating facilities are very specific. 
Using a mathematical model, we tested the applicability of multiobjective optimization techniques 
with evolutionary algorithms under uncertainty in case of a decision to invest in a new electricity 
generation facility. We analyzed the properties of multiobjective decision-making in energy using 
evolutionary algorithms, the Bayes approach to estimating the parameters of statistical models, and 
the function of the cube for modeling the probability laws of dependent random variables. 
Subsequently, we combined this into a model of a stochastic multiobjective optimization of the 
development of generation sources under uncertainty, which we tested under various scenarios of the 
development of the electric power system. 
 
Key words: decision making on investments, alternative energy supply system, multiobjective 
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1 UVOD 
Do leta 2035 se pričakuje, da bo potrebno v Evropi zgraditi več kot 700 GW proizvodnih zmogljivosti 
električne energije, predvsem zaradi upokojitev obstoječih elektrarn, široke uporabe obnovljivih 
virov in izgradnje dodatnih zmogljivosti na fosilna goriva za zagotavljanje zanesljivosti obratovanja 
elektroenergetskega sistema [1]. Tudi drugod po svetu bodo proizvodne zmogljivosti zgrajene med 
leti 1960 in 1970, v obdobju visoke rasti porabe električne energije nadomeščene z novimi 
zmogljivostmi, kar vodi v več kot 5000 GW naložb do leta 2035, od česar je več kot polovica 
elektrarn na obnovljive vire (veter, sonce, voda, biomasa) [1].  
Ker poraba električne energije stalno narašča, čeprav v zadnjih desetletjih bolj počasi, ni skoraj 
nobene negotovosti o nujnosti izgradnje novih zmogljivosti. Ena največjih negotovosti na tem 
področju je, ali bodo politični ukrepi pripeljali do stanja, ko bo večina novih proizvodnih zmogljivosti 
subvencionirana oz. na kakšen drug način regulirana (predvsem proizvodnja iz obnovljivih virov) 
[2]. Čeprav obstajajo določene težnje, se ta scenarij ne zdi zelo verjeten, saj obnovljivi viri v tem 
desetletju najbrž ne bodo popolnoma konkurenčni. Poleg tega so najbolj pogosti obnovljivi viri, kot 
sta veter in sonce, zelo nestalni in zato potrebujemo klasične elektrarne, ki zagotavljajo zanesljivost 
sistema. Na splošno je negotovost glede potrebe po novih konvencionalnih virih energije precej nizka 
in očitno bodo to večinoma termoelektrarne, saj je hidropotencial že v veliki meri izkoriščen.  
Kljub temu obstaja precejšnja negotovost o tem, katere elektrarne bodo stroškovno najbolj učinkovite 
v obravnavanem obdobju. To je deloma posledica negotovosti cen primarnih energentov. Predvsem 
z višanjem cen plina od leta 1999 je postalo precej vprašljivo ali so elektrarne na zemeljski plin 
ustrezne. Elektrarne na premog, lignit in uran so naslednje možnosti. Toda pri izbiranju elektrarn za 
izgradnjo moramo upoštevati številne negotovosti. Na optimalni izbor elektrarn vplivajo politične, 
tehnične, ekonomske, socialne, okoljske in druge negotovosti, kot so npr. spremembe okoljske 
zakonodaje, odločitve o zapiranju jedrskih elektrarn, prihodnja rast porabe električne energije, razvoj 
tehnologije.  
Ob teh negotovostih so potrebne nove metode za oceno upravičenosti izgradnje različnih vrst 
elektrarn. Preprosta ekstrapolacija sedanjih vzorcev porabe, cen in drugih spremenljivk v prihodnosti 
se zdi problematična, ker sedanje stanje zaradi znatnih presežnih zmogljivosti v Evropi lahko komaj 
odraža morebitno pomanjkanje proizvodnih zmogljivosti ob zaprtju starejših elektrarn. Zato je 
potrebno prihodnje stanje EES (poraba, cene, rezervne zmogljivosti itn.) obravnavati hkrati z 
naložbami in upokojitvami obstoječih elektrarn.  
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Posebne pozornosti morajo biti deležna podjetja za proizvodnjo električne energije, ker poleg tega, 
da so izpostavljena številnim negotovostim, ki jih prinaša prost trg z električno energijo, so naložbe 
v objekte za proizvodnjo električne energije zelo specifične.  
Na elektroenergetskem trgu se izvajajo transakcije med proizvajalci električne energije in tržnimi 
udeleženci kot so trgovci, dobavitelji, odjemalci, sistemskimi operaterji omrežij in drugimi. 
Specifičnost elektroenergetskega sektorja vpliva na značilnosti transakcij. Če opišemo samo nekatere 
značilnosti, ki vplivajo na transakcije na elektroenergetskem trgu, lahko ugotovimo naslednje:  
1. specifičnost premoženja, ki je potrebno, da se transakcija izpelje: Naložbe v objekte za 
proizvodnjo, prenos in distribucijo električne energije so zelo specifične. Elektroenergetska 
infrastruktura zelo težko najde alternativno področje za uporabo. Električno energijo in 
sistemske storitve je mogoče proizvesti samo v posebnih strojih in drugi opremi, s posebnimi 
znanji in predmeti dela. Za premoženje, ki je potrebno za proizvodnjo električne energije, 
rečemo, da se specializira. Samo določene dele tega premoženja lahko uporabimo na drugem 
področju. Večino premoženja v elektrarni, kot so kotel, jedrski reaktor, turbina, generator, 
specialni transformatorji, ne moremo uporabiti v kakšne druge namene. Zato so osnovna 
sredstva v proizvodnji električne energije zelo specifična; 
2. negotovost, ki vključuje pomanjkanje vedenja o prihodnjih dogodkih: Ker podjetja ne morejo 
do podrobnosti predvideti, kaj se bo dogajalo v prihodnje, morajo uveljaviti določen 
mehanizem (upravljalsko strukturo), ki bo zagotovil razreševanje spornih vprašanj ob 
nepričakovanih dogodkih [3]. Če bi za obvladovanje tovrstnih transakcij izbrali trg, obstaja 
velika verjetnost, da zaradi negotovosti do naložb, ki kasneje omogočajo transakcije, sploh 
ne bi prišlo, čemur smo že bili priče ob začetkih odpiranja elektroenergetskih trgov v državah 
Evrope, ko je raven naložb zelo upadla. Poleg negotovosti izvedbe transakcije je negotova 
tudi sama kakovost storitve; 
3. zapletenost transakcij: Transakcije na trgu z električno energijo so zelo zapletene in 
specifične. Če vzamemo samo primer nastopa termoelektrarn na trgu. Termoelektrarne, pri 
katerih čas zagona in čas ustavitve lahko traja tudi več kot 12 ur (termoelektrarne na premog 
in jedrske elektrarne) ne morejo nastopati samo na dnevnem trgu. Potrebno se je namreč 
odločiti kdaj zagnati elektrarno in oceniti koliko časa bo elektrarna obratovala v trenutnem 
obratovalnem ciklu brez ustavitve. Da bi to optimirali, se moramo odločiti o strategiji nastopa 
na trgu. Določen delež energije je potrebno vsekakor prodati po dolgoročnih, letnih ali 
mesečnih pogodbah. Temu sledi prodaja nekaj tednov vnaprej, dan vnaprej in na koncu 
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znotraj dneva. Proizvajalec se mora prav tako odločiti kolikšen delež zmogljivosti bo ponudil 
na trgu sistemskih storitev, če mu stanje tehnike v elektrarni to omogoča. Tako vidimo, da 
današnje odločitve vplivajo na uspešnost obratovanja vsaj za nekaj tednov vnaprej. Če se 
odločimo napačno oz. če nas obratovalne razmere (vremenski pogoji, poraba, cene na trgu) 
prisilijo v predčasno zaustavitev, je le-ta povezana s stroški tako trenutne zaustavitve, kot tudi 
naslednjega nepredvidenega zagona. Če k tej odločitvi pridodamo odločitev o porabi vode v 
akumulacijskih bazenih (kdaj, koliko, po kakšni ceni) pridemo do izredno zapletenih 
odločitev; 
4. dodatno zapletenost povzročajo posebnosti električne energije, kot blaga, s katerim se trguje: 
Le-te namreč ne moremo učinkovito shranjevati, vsaj ekonomsko še ni upravičeno, in zato 
moramo stalno skrbeti, da je proizvodnja električne energije v vsakem trenutku enaka vsoti 
porabe in izgub. Temu rečemo, da sta proizvodnja in poraba izravnani oz. v ravnovesju. V 
primeru, da temu ni tako, se to odraža na spremembi frekvence, ki pa ne sme odstopati od v 
naprej opredeljene nazivne vrednosti. Ravno to zagotavljanje ravnovesja je težavno, še 
posebej v primeru velikih proizvodnih zmogljivosti iz obnovljivih virov, ki so trenutno 
nevodljivi in zelo nepredvidljivi. Vse našteto povzroča hitra cenovna nihanja na 
elektroenergetskem trgu, kratkoročnost pri trgovanju ter potrebe po sistemskih storitvah. 
5. kakovost oskrbe z električno energijo je v veliki meri povezana s predvidenimi vlaganji v 
energetsko infrastrukturo: Delimo jo na kakovost napetosti, komercialno kakovost in 
zanesljivost oskrbe. Če želimo prenesti električno energijo predpisane kakovosti od 
proizvodnih enot do končnih odjemalcev, potrebujemo poleg proizvodnih enot tudi 
elektroenergetska omrežja ter vodenje celotnega elektroenergetskega sistema. Gospodarske 
javne službe sistemskega operaterja prenosnih in distribucijskih omrežij izvajajo (i) 
načrtovanje razvoja, izgradnjo in vzdrževanje omrežja, (ii) upravljanje, vodenje in 
obratovanje omrežja, (iii) zagotavljanje dostopa do omrežja itn. Vse te dejavnosti vplivajo na 
zanesljivost oskrbe odjemalcev z električno energijo. 
Značilnosti teh transakcij vplivajo na razvoj mehanizmov oz. upravljalskih struktur za obvladovanje 
transakcij, ki lahko zagotavljajo obvladovanje tveganj in razreševanje spornih vprašanj [4]. 
Zgodovinsko sta se najprej razvila dva tipa upravljalskih struktur: trg in hierarhija. Kasneje so se jim 
pridružile številne hibridne strukture kot so dolgoročne pogodbe, regulacija, vertikalna integracija 
podjetij itn.  
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Da se dve strani lahko povežeta in izpeljeta transakcijo ter pridobita obojestransko korist je potrebna 
koordinacija menjav, ki je postala potrebna v trenutku, ko je, zaradi delitve dela, prišlo do 
specializacije nosilcev posameznih delovnih nalog. Delitev dela in specializacija sta povzročila 
medsebojno odvisnost nosilcev posameznih delovnih nalog. Vhod v poslovni proces določenega 
nosilca neke delovne naloge je rezultat dela oziroma izhod iz poslovnega procesa nosilca neke druge 
delovne naloge. Vhode in izhode iz poslovnih procesov si lahko strani izmenjujeta preko 
koordinacijskega mehanizma oz. upravljalskih struktur.  
Na izbiro optimalne upravljalske strukture vplivajo tako značilnosti transakcij, kot tudi obnašanje 
udeležencev na trgu ob naslednjih predpostavkah [3]: 
- ljudje so omejeno racionalni, 
- ljudje se včasih oportunistično vedejo in 
- obstaja asimetrija informacij. 
Pojem omejene racionalnosti pomeni, da so človeške zmožnosti, da bi oblikovali in reševali zapletene 
probleme, omejene. V zvezi z omejeno racionalnostjo je treba poudariti, da je ta problem samo v 
tistih okoljih, ki jih označujeta zapletenost in negotovost, kar dolgoročen nastop lastnika 
proizvodnega objekta na trgu definitivno je.  
Ekonomske teorije predpostavljajo tudi, da se udeleženci trga včasih vedejo oportunistično. Gre za 
vedenje, ki sledi svojemu lastnemu interesu in ki skuša izkoristiti določen položaj v svojo lastno 
korist. Pri tem ne predvideva, da se vsak vede oportunistično. Zadošča že, da vemo, da se nekateri 
ljudje utegnejo oportunistično vesti, saj je težko vnaprej (preden sklenemo posel) razlikovati med 
poslovno poštenimi in poslovno nepoštenimi ljudmi. Tudi tisti, ki se vedejo oportunistično, se ne 
vedejo tako ves čas.  
Zaradi specifičnosti premoženja, negotovosti in zapletenosti transakcij ter morebitnega pojava 
oportunističnega vedenja, so v preteklosti na energetskem trgu bile prisotne predvsem upravljalske 
strukture kot so vertikalno integrirana energetska podjetja ter dolgoročne pogodbe na področju oskrbe 
z naftnimi derivati in zemeljskim plinom. Prav te upravljalske strukture so omogočile obvladovanje 
tveganj, ki so posledica negotovosti in morebitnih pojavov oportunističnega vedenja, katerim so 
izpostavljeni udeleženci energetskih trgov. Po odprtju trga z električno energijo je v EES vstopil trg 
kot ena izmed upravljalskih struktur.  
Ker predstavlja elektroenergetska infrastruktura visoko specifično premoženje, omogoča pojav 
oportunističnega vedenja in je izpostavljena številnim negotovostim. Primer oportunističnega 
vedenja v zadnjem desetletju je nastop subvencioniranih obnovljivih virov na trgu z električno 
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energijo. V času zelo stabilnega tehničnega in ekonomskega delovanja elektroenergetskih sistemov 
v Evropi, je prišlo do vzpostavitve mehanizmov, ki omogočajo izdatno subvencioniranje obnovljivih 
virov. Ob tem, kot da ni bilo predvideno, kaj se bo dogajalo s obstoječimi elektrarnami predvsem 
tistimi, ki zagotavljajo zanesljivo in stabilno delovanja EES in niso dosegle ekonomske dobe 
koristnosti. Dokaz za to je, da so se države kasneje odločale za »popravljalne« ukrepe, kot je 
vzpostavitev različnih mehanizmov za zagotavljanje zadostnih proizvodnih zmogljivosti (angl. 
Capacity Remuneration Mechanism - CRM).  
Tako vidimo, da v primeru zelo specifičnega premoženja, negotovosti in zapletenosti transakcij, 
elektroenergetski trg kot upravljalska struktura ne razrešuje vseh spornih vprašanj optimalno. Zaradi 
tega je vloga arbitra (države) nepogrešljiva. V tovrstnih primerih si je država zagotovila možnost 
arbitraže oz. vpliva na energetskem trgu bodisi skozi lastništvo v pomembnih energetskih združbah, 
skozi mehanizme energetskih dovoljenj, preko posega na trg v primeru nezagotavljanja zanesljivosti 
dobav električne energije ter preko subvencij za obnovljive vire energije in učinkovito rabo energije. 
To omogoča državi, da poseže na elektroenergetski trg z različnimi spodbudami, da bi zagotovila 
zanesljivo oskrbo z električno energijo, prehod na obnovljive vire in dosegla druge politične, 
socialne, ekonomske in tehnične cilje.  
Negotovosti, katerim so izpostavljena podjetja za proizvodnjo električne energije na odprtem trgu, 
so med drugim: 
- cena električne energije in sistemskih storitev, 
- cena primarnih virov energije, 
- razvoj tehnologije, 
- regulatorni in politični okvir, 
- obnašanje tekmecev,  
- razpoložljivost elektrarn in elementov omrežja, 
- poraba električne energije, 
- razpoložljivost primarnega vira (npr. sonce, veter, voda …) itn. 
Te negotovosti morajo biti upoštevane tako pri obratovalnih kot tudi pri naložbenih odločitvah. 
Zaradi tega postaja elektroenergetski sistem bolj kot kdaj koli prej odvisen od pravočasnih in 
kakovostnih odločitev. Takoj, ko postanejo denarna sredstva omejena oziroma je njihova zadostnost 
vprašljiva, pride v ospredje potreba po pravočasnih in kakovostnih informacijah za odločanje. Zato 
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sodoben energetski sektor potrebuje za podporo odločanju sodobne statistične modele, ki temeljijo 
na zanesljivih informacijah ter s tem omogočajo pravočasne in optimalne odločitve, da se zagotovi 
tako stabilnost energetskega sistema kot zanesljivost, zadostnost in stalnost oskrbe z električno 
energijo. 
Odločanje o naložbah v energetiki je velikokrat pogojeno z zahtevo po istočasnem optimiranju glede 
na tehnične, ekonomske, okoljske in druge kriterije. Ti kriteriji so si običajno nasprotujoči. Zaradi 
tega področje večkriterijskega optimiranja, kot del priprave informacij za potrebe odločanja o 
naložbah, pridobiva na pomenu.  
1.1 Cilji doktorske disertacije 
Za učinkovito optimizacijo naložb v odločitveni situaciji z negotovostjo in tveganji potrebujemo 
oceno možnosti zagotavljanja zadostne količine električne energije ter zanesljivosti naprav in 
celotnega sistema. Zato je namen disertacije razvoj modelov za ocenjevanje predvidene proizvodnje 
električne energije iz obnovljivih virov, zanesljivosti naprav in vpliva sestave elektroenergetskega 
sistema na zanesljivost. Predstavljene metode bodo v čim večji meri uporabljale obstoječe podatke.  
Prav tako je cilj naloge razviti model za večkriterijsko optimizacijo naložb v energetiki. Model bo 
preizkušen na sistemu za proizvodnjo električne energije, ki vsebuje tako klasične kot tudi obnovljive 
vire električne energije. 
Glavni prispevki disertacije so: 
- razvoj verjetnostnega modela za ocenjevanje proizvodnje električne energije v prihodnosti s 
poudarkom na nestalnih in nepredvidljivih obnovljivih virih električne energije, 
- razvoj modela za ocenjevanje zanesljivosti naprav in sistema na osnovi Bayesovega pristopa, 
- razvoj večkriterijskega modela za optimizacijo naložbenih odločitev z evolucijskimi 
algoritmi, 
- preizkus modela na sistemu proizvodnje električne energije z upoštevanjem obnovljivih virov 
energije glede na dostopne podatke. 
1.2 Struktura doktorske disertacije 
Disertacijo bomo vsebinsko razdelili na tri sklope:  
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- razvoj večkriterijskega modela za stohastično optimizacijo naložbenih odločitev z uporabo 
evolucijskih algoritmov, 
- razvoj modela za ocenjevanje zanesljivosti elektroenergetskih naprav na osnovi Bayesovega 
pristopa ter 
- razvoj verjetnostnega modela za ocenjevanje proizvodnje električne energije v prihodnosti, s 
poudarkom na nestalnih obnovljivih virih električne energije zasnovanega na kopuli.  
Celoten model je nato preizkušen na sistemu za proizvodnjo električne energije, ki vsebuje tako 
klasične kot tudi obnovljive vire električne energije.  
V 2. poglavju smo opredelili večkriterijski model načrtovanja razvoja proizvodnih zmogljivosti. Nato 
smo v poglavjih 3 – 5 v splošnem opisali večkriterijske evolucijske algoritme ob negotovosti, 
Bayesov pristop k ocenjevanju parametrov statističnih modelov ter kopulo za modeliranje 
verjetnostnih zakonov odvisnih slučajnih spremenljivk. Zatem smo v 6. poglavju vse to združili v 
model stohastične večkriterijske optimizacije razvoja proizvodnih virov ob negotovosti, katerega 
smo preizkusili in rezultate simulacij prikazali v 7. poglavju. V 8. in 9. poglavju smo nato predstavili 
zaključke in prispevke disertacije.  
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2 NAČRTOVANJE RAZVOJA PROIZVODNIH ZMOGLJIVOSTI 
2.1 Uvod 
Vse večja zaskrbljenost za trajnostni razvoj energetike in vpliva klasičnih elektrarn na okolje 
povzroča nenehni razvoj obnovljivih virov električne energije. V zadnjih letih so tako obnovljivi viri 
postali v mnogih državah vpliven del elektroenergetskega sistema (EES). Poleg hidroelektrarn sta v 
ospredju predvsem sončna in vetrna energija. Ker so sončne in vetrne elektrarne v primerjavi s 
klasičnimi elektrarnami novost v EES, saj v preteklosti ni bil grajen za vključitev le-teh, prihaja do 
sprememb in medsebojnih vplivov. Proizvodnja iz obnovljivih virov na več načinov vpliva na 
obratovanje in načrtovanje razvoja klasičnih proizvodnih virov EES. Vključevanje proizvodnje iz 
obnovljivih virov vpliva na zanesljivost oskrbe, ekonomiko ostalih naložb, okolje idr. V primerih, ko 
so obnovljivi viri subvencionirani s strani države in imajo operaterji sistema oz. trga v večini držav 
Evropske unije obvezo prevzema električne energije proizvedene iz obnovljivih virov, se zmanjšuje 
količina električne energije proizvedene v klasičnih elektrarnah, čeprav nekatere od njih niso dosegle 
ekonomske dobe. Po drugi strani pa zaradi negotovosti proizvodnje iz obnovljivih virov EES 
potrebuje tudi klasične elektrarne, ki zagotavljajo zanesljivost oskrbe z električno energijo.  
2.2 Načrtovanje naložb v proizvodne vire električne energije 
Načrtovanje izgradnje elektrarn sledi običajnim postopkom načrtovanja infrastrukturnih projektov 
[5], [6]. Pri načrtovanju se izdelujeta dolgoročni in kratkoročni načrt naložb v proizvodne 
zmogljivosti. Elektrarne običajno načrtujejo do 30 let vnaprej. Do 60-tih let dvajsetega stoletja je bilo 
načrtovanje izgradnje elektrarn razmeroma preprosto. Na voljo so bili poceni viri energije in poraba 
je rasla hitro in predvidljivo. Po energetski krizi v 70-tih letih so se pojavili novi vplivni dejavniki, 
kot so negotova rast porabe, problemi s financiranjem, daljše dobe izgradnje zaradi pridobivanja 
številnih dovoljenj in umeščanja v prostor, zahtevnejša tehnologija (jedrska), strožji ekološki 
standardi, strožji standardi varnosti postrojev itn.  
S širšo uporabo elektrarn na obnovljive vire energije se v zadnjem času, le-ti običajno v načrtovanju 
razvoja EES upoštevajo kot obvezni prevzem, na katerega v večini primerov nimamo vpliva. 
Proizvodnja električne energije iz večine obnovljivih virov je namreč nestalna. Glede na zakonodajo 
so sistemski operaterji omrežij običajno dolžni prevzeti vso električno energijo iz obnovljivih virov. 
Zato se načrtovanje razvoja proizvodnih virov sodobnega sistema premika od načrtovanja glede na 
največjo obremenitev k načrtovanju glede na porabo energije. Pri tem se uporablja urejeni diagram 
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preostale porabe, UDPP (angl. residual load duration curve - RLDC), ki predstavlja čisto (neto) 
vrednost obremenitve sistema, in se izračuna tako, da obremenitev končnih odjemalcev zmanjšamo 
za proizvodnjo iz obnovljivih virov.  
Za problem odločanja o naložbah v proizvodne vire lahko rečemo, da je: 
- večkriterijski – kriteriji so lahko minimalni celotni stroški, minimalna količine nedobavljene 
energije, minimalna količina izpustov toplogrednih plinov, maksimalen dobiček, itn.  
- večrazsežen – odločamo se o letu izgradnje oz. upokojitve, tehnologiji, mestu izgradnje 
elektrarn, primarnem energetskem viru, 
- nelinearen – nelinearnost porabe in proizvodnje, diskontiranje stroškov,  
- vključujoč diskretne in zvezne odločitvene spremenljivke – leto izgradnje oz. upokojitve, 
količina letne proizvedene električne energije za posamezno enoto,  
- podvržen številnim negotovostim – porabe, cen in dostopnosti primarnih virov energije, 
zanesljivostim obratovanja posameznih proizvodnih enot, itn.  
Zaradi teh značilnosti je stohastičen mešano celoštevilčni nelinearen problem optimizacije naložb v 
proizvodne vire električne energije težaven za reševanje in v nekaterih primerih tudi nerešljiv [7]. V 
preteklosti so bile za reševanje tovrstnih problemov v uporabi matematične metode, kot so linearno 
in nelinearno programiranje, dinamično programiranje, gradientne metode, Lagrangeeva 
relaksacijska metoda in druge [8]. Brez dvoma so bile uspešne v številnih praktičnih primerih, vendar 
je z omenjenimi metodami praktično nemogoče istočasno reševati stohastične večkriterijske mešano 
celoštevilčne nelinearne probleme [7]. Zaradi tega smo v tej nalogi uporabili evolucijske algoritme 
[9], [10], ki so vse bolj v uporabi tudi zaradi povečanja zmogljivosti računalnikov in so ena od 
obetavnih metod ter se lahko uporabljajo za reševanje večkriterijskih optimizacijskih problemov v 
energetiki. 
Poleg številnih kriterijev je načrtovanje razvoja proizvodnih zmogljivosti eno izmed najbolj 
zahtevnih področij odločanja v EES zaradi negotovosti v dolgoročnih projekcijah vplivnih 
spremenljivk, kot so poraba električne energije, cene primarnih virov, cene naložb, obratovanja in 
vzdrževanja, sprememb predpisov in okoljskih politik, negotovosti v vedenju drugih udeležencev na 
energetskem trgu, medsebojnih vplivov regionalnih trgov in sosednjih sistemov. Vključitev 
negotovosti v načrtovanje razvoja proizvodnih zmogljivosti je pomembna predvsem zaradi njihovega 
vpliva na donosnost le-teh. 
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2.3 Večkriterijska optimizacija naložb v proizvodne vire električne 
energije 
Izbrati optimalno strukturo naložb v proizvodne zmogljivosti pomeni izbrati proizvodne enote za 
izgradnjo oz. upokojitev, ki v analiziranem obdobju zadostijo porabi električne energije z 
minimalnimi stroški ter minimalno nezanesljivostjo. Cilj reševanja večkriterijskega problema je najti 
najustreznejšo oziroma optimalno rešitev, ki zadovoljuje običajno med seboj nasprotujoče si kriterije. 
Taka kriterija sta minimum stroškov ter minimum nezanesljivosti.  
Ker je za infrastrukturne projekte zelo nezanesljivo dobiček ocenjevati dolgoročno, smo v modelu 
uporabili metodo minimalnih stroškov v obdobju analiziranja. Obdobje analiziranja smo upoštevali 
zato, ker nimajo vse tehnologije proizvodnje električne energije enake življenjske dobe. Celotne 
aktualizirane stroške proizvodnje električne energije seštevamo za vsa leta v obdobju analiziranja. 
Zaradi tega je potrebno vse stroške, tako naložbene, čez amortizacijo, kot tudi stroške obratovanja in 
vzdrževanja upoštevati na letni ravni. Tako metoda minimalnih stroškov (angl. minimum cost 
method) kot metoda letne vrednosti (angl. annual equivalent value method) sta predstavljeni v [11].  
Pred začetkom optimizacije smo opredelili množico obstoječih proizvodnih enot, množico enot 
primernih za izgradnjo in množico enot primernih za upokojitev. Število vseh obravnavanih 
proizvodnih enot je NG, kar predstavlja vsoto števila obstoječih enot, od katerih se bodo nekatere v 
obdobju analiziranja tudi upokojile in enot primernih za izgradnjo.  
Izbrati optimalno strukturo naložb v proizvodne zmogljivosti, glede na več kriterijev, pomeni izmed 
NI v naprej danih proizvodnih enot, ki so primerne za izgradnjo, in NU v naprej danih proizvodnih 
enot, ki so primerne za upokojitev, določiti:  
- stolpčni vektor celoštevilčnih vrednosti let začetka obratovanja na novo zgrajenih enot η in 
- stolpčni vektor celoštevilčnih vrednosti let upokojitev ρ, 
ki ju združimo v stolpčni vektor celoštevilčnih odločitvenih spremenljivk (angl. decision variables): 
 𝐱 = [
𝛈
𝛒]. (2.1) 
Ker se ne moremo odločati za neskončno obdobje v naprej, smo optimizacijski problem razdelili na 
obdobje izgradnje oz. upokojitev in obdobje analiziranja. Predpostavljamo, da so vse izbrane 
proizvodne enote izgrajene oz. upokojene v obdobju naložbenja, ki traja NIU let, medtem ko vpliv 
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izgradnje oz. upokojevanja analiziramo v obdobju analiziranja, ki traja NL let. Leto začetka 
obratovanja xg enote g je spodaj omejeno z vrednostjo xzg – 1, zgoraj pa z vrednostjo xkg. Enako velja 
za leto upokojitve xg, enot, ki so predvidene za upokojitev. Vrednosti xzg in xkg predstavljata zgornjo 
in spodnjo mejo obdobja izgradnje, tako da velja , da je xzg ≥ 0 in xkg ≤ NIU. Ker imamo omejeno 
obdobje naložbenja, moramo dopustiti možnost, da enota ne bo izgrajena oz. upokojena v tem 
obdobju. Zaradi tega smo spodnjo mejo omejitve premaknili za 1 na xzg – 1. V primeru, da xg zavzame 
vrednost xzg – 1, enota g ne bo izgrajena oziroma upokojena v obdobju naložbenja. Pri tem 
predpostavljamo, da v obdobju izgradnje ni možno iste enote izgraditi in upokojiti ter da se spodnje 
in zgornje meje začetka obratovanja in upokojitev različnih proizvodnih enot razlikujejo zaradi 
številnih vplivov, kot so zakonske omejitve, različne okoljevarstvene zaveze itn. 
Prvi kriterij optimizacije je najmanjša vsota celotnih stroškov (CS), ki so sestavljeni iz stroškov 
amortizacije (𝐼𝑔,𝑙), stroškov goriva (𝐹𝑔,𝑙) in stroškov obratovanja in vzdrževanja (𝑀𝑔,𝑙) vseh 
obravnavanih enot NG v obdobju analiziranja NL: 
 𝐶𝑆 =∑∑







kjer je r tržna obrestna mera s pomočjo katere aktualiziramo celotne stroške na začetno leto 
analiziranja. Za vsa leta predpostavimo enako vrednost onrestne mere. Vse stroške obravnavamo na 
koncu leta, tako da tudi v prvem letu stroške aktualiziramo na začetek obdobja analiziranja. Stroške 
amortizacije za vsako enoto porazdelimo linearno na število let amortizacije.  
V (2.2.) smo vpeljali spremenljivko 𝑥𝑢𝑔,𝑙, ki predstavlja element matrike binarnih vrednosti xu. 
Matriko xu izračunamo iz vektorja x. Matrika xu dimenzije g∙l zavzame za vsako enoto g in vsako 
leto l vrednost 1 v primeru, da enota g obratuje v letu l. V nasprotnem primeru je vrednost elementa 
𝑥𝑢𝑔,𝑙 enaka 0. Za obstoječe proizvodne enote, ki niso primerne za upokojitev v obdobju naložbenja 
zavzame spremenljivka 𝑥𝑢𝑔,𝑙 vrednost 1 za vsa leta analiziranja in se ne spreminja.  
Pred izračunom matrike xu razvrstimo proizvodne enote po naraščajočih stroških goriva na enoto 
proizvedene energije, kar si bomo podrobneje pogledali v nadaljevanju. Spremenljivka g tako 
predstavlja zaporedno število proizvodne enote v množici vseh proizvodnih enot, urejeni po 
naraščajočem vrstnem redu stroškov goriva na enoto proizvedene energije. Prva enota (g = 1) ima 
najnižje stroške, medtem ko ima zadnja (g = NG) najvišje. Množica vseh proizvodnih enot predstavlja 
unijo množic proizvodnih enot primernih za izgradnjo in obstoječih proizvodnih enot.  
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V enačbi (2.2) predstavljata spremenljivki 𝐼𝑔,𝑙 in 𝐹𝑔,𝑙 stroške amortizacije in stroške goriva enote g v 
letu l, medtem ko predstavlja 𝑀𝑔 letne stroške obratovanja in vzdrževanja enote g, za katere 
predpostavljamo, da so za vsa leta enaki.  





kjer je dkg doba koristnosti enote g in se meri v letih, 𝐼𝑁𝑔,𝑙 pa nabavna vrednost enote g v letu l. Ob 
tem predpostavimo, da je preostala vrednost vseh enot po koncu življenjeske dobe enaka nič.  
Letne stroške obratovanja in vzdrževanja enote g izračunamo s pomočjo izraza: 
 𝑀𝑔 = 𝑀𝐶𝑔 ∙ 𝑃𝑔
𝑚𝑎𝑥 (2.4) 
kjer so 𝑀𝐶𝑔 stalni stroški obratovanja in vzdrževanja enote g na enoto maksimalne moči na pragu 
elektrarne 𝑃𝑔
𝑚𝑎𝑥. 
Letni stroški goriva enote g v letu l pa so opredeljeni kot: 
 𝐹𝑔,𝑙 = 𝐹𝐶𝑔 ∙ 𝑊𝑔,𝑙 (2.5) 
kjer so 𝐹𝐶𝑔 stalni stroški goriva enote g na enoto proizvedene energije, 𝑊𝑔,𝑙 pa energija, ki jo 
proizvede enota g v letu l. Čeprav se stroški dostikrat obravnavajo kot polinomska funkcija 
proizvodnje, se le-ta za potrebe dolgoročnega načrtovanja lahko linearizira, kar smo upoštevali tudi 
v našem primeru [12]. 
Letno proizvedeno energijo posamezne enote 𝑊𝑔,𝑙 določimo s pomočjo urejenega diagrama porabe 
UDP (angl. load duration curve - LDC) [13], [14]. Na dano sestavo proizvodnih virov v vsakem letu 
razporedimo porabo, ki smo jo opredelili z UDPl,h, po metodi naraščajočih stroškov obratovanja 
proizvodnih enot (angl. merit order). UDPl,h razporejamo na proizvodne enote tako, da najprej 
angažiramo enoto, ki ima najmanjše stroške obratovanja, na enoto proizvedene energije  
(g = 1). Preostali del UDPl,h nato razporedimo na naslednjo enoto po vrstnem redu naraščajočih 
stroškov obratovanja na enoto proizvedene energije. To ponavljamo, dokler ne razporedimo 
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celotnega diagrama UDPl oziroma dokler ne razporedimo UDPl,h na vse razpoložljive enote v tem 
letu.  
Tako predstavlja spremenljivka g zaporedno številko proizvodne enote v vrstnem redu angažiranja 
proizvodnih enot (slika 1).  
 
Slika 1: Razporejanje porabe na posamezne proizvodne enote za leto l [8] 
Ena glavnih pomanjkljivosti metode letnega razporejanja porabe na proizvodne enote je, da ne 
upošteva stroškov zagona in zaustavitve enot znotraj leta. Za čim bolj verodostojno vrednotenje teh 
stroškov bi morali izvesti analizo optimalnega angažiranja agregatov (angl. unit commitment), kar 
zelo poveča kompleksnost in čas izračuna. Ena od možnosti je, da analizo optimalnega angažiranja 
agregatov izvedemo za nekaj vzorčnih tednov v letu in stroške zagona in zaustavitve aproksimiramo 
na letno raven.  
Glede na vrstni red angažiranja enot določimo letno proizvedeno električno energijo 𝑊𝑔,𝑙 enote g, 
kot sledi: 




kjer predstavlja Pprej vsoto razpoložljivih moči prej angažiranih enot (g = 1, 2, … gp): 




∙ 𝑥𝑢𝑔,𝑙 (2.7) 
Drugi optimizacijski kriterij je najmanjša količina nedobavljene energije za celotno obdobje 
analiziranja:  









kjer predstavlja NH število ur v letu, 𝑈𝐷𝑃𝑙,ℎ pa vrednost urejenega diagrama porabe v letu l in 
zaporedni uri h. Ker ne upoštevamo spremembe števila ur za prestopna leta, je število ur v vsakem 
letu enako (NH = 8760). Poleg tega je potrebno poudariti, da spremenljivka h predstavlja zaporedno 
uro, ki zavzame vrednosti od 1 do 8760 po ureditvi diagrama porabe od največje proti najmanjši 
vrednosti. Tako predstavlja 𝑈𝐷𝑃1,1 največjo vrednost urne porabe v prvem letu analiziranja (l = 1), 
medtem ko predstavlja 𝑈𝐷𝑃1,8760 najmanjšo vrednost urne porabe v istem letu. Spremenljivka 𝑃𝑔,𝑙,ℎ 
predstavlja urno moč obratovanja na pragu elektrarne enote g v letu l in zaporedni uri h.  
Nedobavljena energija v letu l nastopi samo v primeru, ko je vsota razpoložljivih moči proizvodnih 
enot v tem letu manjša od največje vrednosti UDPl,h. Zaradi tega smo v enačbo (2.9) vpeljali izraz v 
oklepaju, ki zavzema naslednje vrednosti:  








 0, č𝑒 𝑗𝑒 𝑈𝐷𝑃𝑙,ℎ < 𝑥𝑢𝑔,𝑙 ∙ ∑ 𝑃𝑔,𝑙,ℎ
𝑁𝐺
𝑔=1
𝑈𝐷𝑃𝑙,ℎ − 𝑥𝑢𝑔,𝑙 ∙ ∑ 𝑃𝑔,𝑙,ℎ
𝑁𝐺
𝑔=1
,   𝑠𝑖𝑐𝑒𝑟
 (2.9) 
Ob tem predpostavljamo, da če elektrarna obratuje, obratuje celo leto in se število oziroma struktura 
proizvodnih enot znotraj leta ne spreminja. Spremenljivka 𝑥𝑢𝑔,𝑙 je neodvisna od ure znotraj leta.  
Optimalna rešitev mora zadostiti obema kriterijema, kar opredelimo kot vektorsko kriterijsko 
funkcijo 𝛏(𝐱), ki je sestavljena iz kriterijskih funkcij celotnih stroškov v obdobju analiziranja 𝐶𝑆(𝐱), 
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kot prikazuje enačba 2.2, in celotne nedobavljene energije v obodbju analiziranja 𝐸𝑁𝑆(𝐱), kot 





[𝐶𝑆(𝐱) 𝐸𝑁𝑆(𝐱)]𝑇 (2.10) 
Iskanje optimalne strukture naložb je podvrženo različnim omejitvam. Na prvem mestu morajo 
proizvodne enote zadostiti trenutni moči, ki je sestavljena iz moči porabe (𝐷𝑙,ℎ) in moči izgub (𝐼𝑍𝑙,ℎ) 




= 𝐷𝑙,ℎ + 𝐼𝑍𝑙,ℎ (2.11) 
Poleg tega nobena izmed proizvodnih enot ne more proizvajati moči, ki je manjša od tehničnega 
minimuma 𝑃𝑔
𝑚𝑖𝑛 in večja od razpoložljive maksimalne moči 𝑃𝑔
𝑚𝑎𝑥 ∙ (1 − 𝑈𝑔,𝑙) [12]. Največja 
razpoložljiva moč enote g je v letu l odvisna od letne nerazpoložljivosti Ug,l. V primeru, da je enota 
g popolnoma nerazpoložljiva (Ug,l = 1) velja, da je Pg,l,h = 0. V nasprotnem primeru (0 ≤ 𝑈𝑔,𝑙 < 1) 
pa velja: 
 𝑃𝑔
𝑚𝑖𝑛 ∙ 𝑥𝑢𝑔,𝑙 ≤ 𝑃𝑔,𝑙 ≤ 𝑃𝑔
𝑚𝑎𝑥 ∙ (1 − 𝑈𝑔,𝑙) ∙ 𝑥𝑢𝑔,𝑙 (2.12) 
Zaradi poudarka na večkriterijskem stohastičnem modelu smo optimizacijski problem poenostavili 
in v nalogi nismo upoštevali proizvodnje in porabe jalove energije ter potrebne rezerve proizvodnih 
zmogljivosti.  
2.4 Negotovosti v elektroenergetskem sistemu 
Najbolj temeljna funkcija sodobnih EES je v dogovorjeni ali predpisani meri zadostiti porabi 
električne energije, vendar pa je izvajanje te funkcije vedno bilo ogroženo zaradi različnih 
neizogibnih in nepredvidljivih slučajnih dejavnikov. Kot je razvidno iz slike 2 so osnovni viri 
negotovosti proizvajalnega dela EES negotovost dobave primarnih virov energije ter izpadi 
proizvajalnih enot. Z razvojem obnovljivih virov energije se prav negotovost primarnega vira 
energije povečuje. Zaradi tega potrebujemo orodja in metode, ki bi bila zmožna kvantitativno oceniti 
tveganja.  
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Slika 2: Osnovni viri negotovosti v obratovanju EES [15] 
Za ocenjevanje zanesljivosti oskrbe v okolju nestalnosti proizvodnje električne energije iz 
obnovljivih virov so verjetnostni pristopi najverjetneje edine tehnike, s katerimi lahko te negotovosti 
zajamemo. Verjetnostni pristopi se pogosto uporabljajo pri načrtovanju razvoja in/ali obratovanja 
EES zaradi zmožnosti analiziranja različnih negotovosti v sistemu [15].  
2.5 Pregled literature za načrtovanje razvoja proizvodnih 
zmogljivosti 
Optimalno dolgoročno načrtovanje razvoja proizvodnih zmogljivosti EES (angl. generation 
expansion planning - GEP) se tradicionalno razume kot proces izbire optimalne strukture izgradnje 
novih proizvodnih zmogljivostih ob minimalnih stroških, ki lahko zadovoljijo napovedano porabo 
električne energije ob vnaprej določenih kriterijih zanesljivosti za določeno obdobje v prihodnosti 
[8]. Modeli za podporo načrtovanja izgradnje proizvodnih zmogljivosti imajo dolgo zgodovino. Bili 
so ena od prvih uporab linearnega programiranja v 50-tih letih, ko je elektrogospodarstvo delovalo v 
okviru reguliranega monopola [16]. Že v tistih časih so se zavedali pomena negotovosti v 
načrtovanju, ki se nanašajo predvsem na porabo električne energije, razpoložljivost vode za 
hidroelektrarne in zanesljivost električnih strojev, vendar so se zaradi nezmožnosti simulacij proti 
tveganjem, katera prinašajo negotovosti, ščitili z varnostnimi mehanizmi, tako da so pričakovano 
porabo povečali za npr. 5 %, pričakovano proizvodnjo pa znižali na 85 %, načrtovane ter načrtovane 
stroške  pa so povečali za primere nenačrtovanih dogodkov.  
Negotovosti v EES 
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Probleme povezane z negotovostjo napovedi porabe, proizvodnje iz obnovljivih virov (v tistih časih 
samo HE) ter zanesljivosti električnih naprav in strojev so ugotovili že sredi dvajsetega stoletja. Leta 
1956 so avtorji analizirali potrebe po rezervnih zmogljivosti za proizvodnjo električne energije [17]. 
Ko je enkrat opredeljena pričakovana poraba električne energije, pričakovana pogostost in raven 
nenačrtovanih nerazpoložljivih zmogljivosti ter zahtev po načrtovanih izklopih zaradi vzdrževanja, 
to omogoča določitev pričakovane potrebne proizvodne zmogljivosti. Poleg tega so že takrat 
analizirali potrebo po rezervnih zmogljivostih zaradi negotovosti napake napovedi porabe električne 
energije. Avtorji so te probleme reševali na mesečni ravni, verjetnostne zakone so pa ocenjevali na 
osnovi zgodovinskih podatkov za štiri leta [17]. 
Najbolj pogosto uporabljen model dolgoročnega načrtovanja proizvodnih zmogljivosti je model 
Baleriaux [13] in Booth [14]. Baleriaux-Boothov model se je uporabljal za ocenjevanje pričakovanih 
stroškov proizvodnje z uporabo urejenega diagrama porabe UDP namesto časovne vrste obremenitve 
in dolgoročne nerazpoložljivosti proizvodnih enot. Stohastičen proces izpadov proizvodnih enot se v 
temu modelu ne upošteva. Zaradi tega nekateri avtorji ta model imenujejo verjetnosten (angl. 
probabilistic) v nasprotju s stohastičnim [18]. Za opis Baleriaux-ovega modela z upoštevanjem 
izpadov je ustrezna literatura [18] in [19]. 
Klasičen Baleriaux-ov model vključuje porabo električne energije kot deterministično funkcijo časa 
in je zasnovan na urejenem zaporedju urnega bremena od največjega proti najmanjšemu UDP. 
Baleriaux-ov model ne upošteva časovne vrste obremenitev. UDP da informacijo o deležu časa, ko 
je obremenitev večja od določene ravni.  
Na dano sestavo proizvodnih virov v enem letu so določali vrstni red angažiranja enot za vsako leto 
od najmanjših do največjih spremenljivih stroškov obratovanja in vzdrževanja na enoto proizvedene 
energije [12]. V naraščajočem vrstnem redu spremenljivih stroškov obratovanja in vzdrževanja na 
enoto proizvedene energije so elektrarne običajno razporejene po naslednjem vrstnem redu: jedrske, 
nove elektrarne na fosilna goriva, stare elektrarne na fosilna goriva ter plinske elektrarne, kar se lahko 
v določenih posebnih primerih spremeni (glej slika 3) [12].  
Glede na [20] je Baleriaux-ov model v resnici zasnovan na naslednjih predpostavkah: 
1. Razpoložljivosti zmogljivosti proizvodnih enot sledijo slučajnemu procesu, ki je dosegel 
stacionarno stanje in je neodvisen od zunanjih vplivov.  
2. Proizvodnja je po proizvodnih enotah razporejena v stalnem, v naprej določenem zaporedju, 
ki ni odvisno od zgodovine obratovanja enote. 
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Slika 3: Uporaba urejenega diagrama porabe pri ekonomskem razporejanju obremenitve po enotah [12] 
Prva predpostavka omejuje razporejanje proizvodnje na hidroelektrarne s spremenljivim nivojem 
vode, ki izkazujejo nestacionarne značilnosti. Druga pa omejuje modeliranje hranilnikov električne 
energije (tudi črpalnih HE), katerih zmožnost obratovanja je odvisna od trenutne količine vode v 
bazenu, ki pa je odvisna od preteklega obratovanja. Namesto da upošteva podrobno razporejanje 
bremena po posameznih enotah, metoda uporablja približno predstavitev, pri kateri je obremenitev 
posameznega agregata odvisna od skupnega bremena razporejenega na ta agregat. Ne glede na 
zgornje omejitve, je Baleriaux-ova metoda primerna za analiziranje dolgoročnih strategij razvoja 
proizvodnih virov EES. Baleriaux-ova metoda je namreč zmožna zagotoviti izračun pričakovane 
vrednosti stroškov proizvodnje.  
Razvoj matematičnih, statističnih in računskih metod ter računalnikov je vplival tudi na načrtovanje 
optimalnega razvoja proizvodnih zmogljivosti. V prispevku [21] avtorji opisujejo verjetnostni model 
za načrtovanje razvoja proizvodnih zmogljivosti in prenosnega omrežja EES. Pri tem avtorji 
uporabljajo metodo mešanega celoštevilčnega linearnega programiranja, MILP (angl. Mixed integer 
linear programming). Z linearizacijo optimizacijski problem pripravijo za uporabo te metode. 
Problem rešujejo enokriterijsko. Pričakovano nedobavljeno energijo v model vključijo preko 
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stroškov nedobavljene energije. Optimizacijski kriterij je vsota stroškov naložb, obratovanja 
proizvodnih enot ter pričakovane nedobavljene energije. Vrednost nedobavljene energije (angl. 
Value of loss of load – VOLL) je v tem primeru deterministična spremenljivka. Izpade elementov 
sistema (generatorjev in daljnovodov) modelirajo z Bernoulijevo porazdelitvijo. Na osnovi vhodnih 
podatkov verjetnosti izpada posameznega elementa določijo verjetnost istočasnih dogodkov, kar 
upoštevajo pri izračunu nedobavljene energije (angl. Expected energy not served – EENS). Obdobje 
načrtovanja je eno leto, ki ga razdelijo v pet segmentov. Obremenitev v vsakem od segmentov 
določijo na osnovi konstantnega faktorja obremenitve za ta segment. Pretoke moči izračunavajo s 
hitro razklopljeno Newton Raphsonovo metodo.  
V [22] avtorji uporabljajo MILP za minimizacijo sedanje vrednosti naložbenih stroškov in stroškov 
delovanja ter stroškov, ki jih potrošniki čutijo zaradi prekinitve oskrbe. Model vsebuje predstavitev 
prenosnega omrežja po enosmernem modelu. Zaradi zapletenosti modela nekateri uporabljajo 
dekompozicijo [23], [24]. V [25] in [26] avtorji uporabljajo večkriterijski model načrtovanja razvoja 
proizvodnih virov. Pri tem v splošnem upoštevajo stroške naložb, obratovanja in vzdrževanja ter 
stroške prenosnega omrežja, okoljske vplive, vrednost goriva ter tveganja izpostavljenosti 
spremenljivosti (angl. volatility) cen električne energije.  
Zaradi mešane celoštevilske-realne-diskretne-binarne narave problema načrtovanja razvoja 
proizvodnih virov številni avtorji uporabljajo metahevristične metode, kot so genetski algoritmi, 
evolucijsko programiranje, simulirano ohlajanje idr. [27], [28], [29], [30]. Izraz metahevrističen, ki 
pomeni izboljšano iskanje, bomo natančneje opredelili v tretjem poglavju. V splošnem vsi te modeli 
minimizirajo naložbene stroške in stroške delovanja ter penalizacije za nedobavljeno energijo in 
običajen zaključek je, da so metahevristične tehnike posebej primerne za obravnavo zapletenih 
kombinatoričnih problemov velikih dimenzij, kot je načrtovanje razvoja proizvodnih virov električne 
energije.  
Pomembna značilnost nekaterih modelov je upoštevanje negotovosti [31]. Na voljo je več modelov, 
ki te negotovosti upoštevajo. Najenostavnejši je determinističen model s hevrističnimi 
kalibracijskimi koeficienti dodajanimi za oceno izpadov. Nekoliko bolj zapleten je Baleriaux-ov in 
Jamoulle-ov model, ki združuje porazdelitvi verjetnosti povpraševanja kupcev in izpadov elektrarn, 
s ciljem izračuna pričakovane vrednosti proizvedene energije vsake elektrarne in verjetnosti, da 
zahtevana poraba ne bo pokrita [32]. Na voljo je tudi metoda, ki sta jo razvila Ringlee in Wood, v 
kateri so modeli tako bremena kot tudi izpadov elektrarn modelirane z Markovskimi verigami [33]. 
Izid metode je informacija o pogostosti in trajanju izpadov sistema. Naslednjo pomembno metodo 
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sta razvila Ayoub in Patton. Ta vključuje pogostost in trajanje v Jamoulle-Baleriaux-ovem modelu 
obenem pa zahteva manj predpostavk kot Ringlee-Wood-ov model [34].  
Prav negotovost je v zadnjih letih močno povezana z izgradnjo obnovljivih virov, katere je potrebno 
upoštevati v načrtovanju razvoja proizvodnih virov. V [35] in [36] avtorji upoštevajo proizvodnjo 
vetrnih elektrarn skozi urejeni diagram preostale porabe. Urejeni diagram preostale porabe v [36] 
avtorji izračunajo kot razliko med časovno vrsto porabe in časovno vrsto proizvodnje vetrnih 
elektrarn katere simulacijo so izdelali s pomočjo ARMA (angl. autoregressive moving average) 
modela. 
V preglednem prispevku [37] avtorji analizirajo novejšo literaturo, ki obravnava načrtovanje 
proizvodnih in prenosnih zmogljivosti EES. Literaturo analizirajo s stališča: metod reševanja, 
upoštevanja zanesljivosti, upoštevanja trga z električno energijo, upoštevanja negotovosti, 
upoštevanja vpliva na okolje in drugih posebnosti. 
Glede na uporabljene metode se v literaturi uporabljajo tako matematične (LP, MILP, …) kot tudi 
meta-hevristične (GA, EP, ekspertni sistemi, …) metode. Avtorji predstavijo prednosti in slabosti 
obojih (preglednica 1).  
Preglednica 1: Prednosti in slabosti matematičnih in hevrističnih metod 
 PREDNOSTI SLABOSTI 
Matematične 
(LP, MILP, …) 
kratek čas reševanja, dobra 
konvergenca; 
poenostavitve nelinearnih problemov, 
težave z več kriteriji, zapletene za 
modeliranje, statični modeli; 
Hevristične 
(GA, EP, …) 
enostavne za uporabo, manj 
poenostavitev modelov, 
večkriterijsko reševanje je 
direktno, analize so lahko izvedene 
v zunanjih programih; 
dolgotrajen čas izračuna, nevarnost 
sub-optimalnih rešitev; 
 
Negotovosti so v literaturi upoštevane v ceni električne energije, modelu sistema, porabi, 
zanesljivosti elementov, novih tehnologijah itn. Upoštevanje negotovosti vodi v boljše analiziranje 
ter bolj robustne rešitve. Robustne rešitve so tiste, ki so odporne oz. neobčutljive na negotovost. 
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Običajno se za obravnavo negotovosti uporabljajo matematično-statistične in Monte Carlo 
simulacijske metode. 
Na osnovi analize so avtorji prišli do naslednjih sklepov [36]: 
a. Negotovosti povezane z novimi tehnologijami, kot so vetrne in sončne elektrarne, niso bile 
zadostno raziskane. V načrtovanju je potrebno negotovosti proizvodnje vetrnih in sončnih 
elektrarn upoštevati preko gostote verjetnosti z uporabo tako numeričnih kot tudi Monte Carlo 
simulacijskih metod. 
b. Hidroelektrarne in z njimi povezani učinki niso bile v modele ustrezno vključene. Negotovost 
pri HE, kot je omejitev vode, vodi v nelinearno načrtovanje. To vprašanje je mogoče 
obravnavati kot novo raziskovalno področje. 
Verjetnostne metode se pogostokrat uporabljajo v načrtovanju razvoja EES [38] - [43]. V [38] avtorji 
vključujejo samo negotovost bremena, medtem ko v [39] poleg bremena upoštevajo negotovost 
proizvodnje hidroelektrarn. Hitrost vetra in zanesljivost sistema sta obravnavana kot slučajni 
spremenljivki v [40]. V [41] se avtorji ukvarjajo z dvostopenjskim modelom načrtovanja razvoja 
prenosnega omrežja z upoštevanjem negotovosti, ki jih prinaša trg z električno energijo. V [42] 
upoštevajo proizvodnjo vetrnih elektrarn in breme kot neodvisni spremenljivki, medtem ko sta v [43] 
korelirani.  
Razpoložljivost proizvodnje iz obnovljivih virov in poraba sta parametra, ki močno vplivata na 
optimalno načrtovanje tako izgradnje kot tudi proizvodnje elektrarn. Obe spremenljivki lahko 
obravnavamo kot slučajni spremenljivki. Negotovost razpoložljivosti primarnega obnovljivega vira 
energije povzroča, da so obnovljivi viri nevodljivi (angl. nondispatchable), ker je njihova zmogljivost 
odvisna od razpoložljivosti primarnega vira. Potemtakem proizvodnja iz obnovljivih virov ne more 
biti načrtovana kot proizvodnja v klasičnih elektrarnah.  
Trenutna zmogljivost obnovljivih virov in bremena nista neodvisna [43], [36]. Pri tem se je potrebno 
zavedati, da statistična odvisnost obsega medsebojno odvisnost slučajnih spremenljivk, ne glede na 
to, ali sta spremenljivki v vzročno posledični zvezi oz. kavzalnosti ali ne. Odvisnost v statistiki 
pomeni, da nam nastop določene vrednosti neke spremenljivke pove nekaj o verjetnosti nastopa 
vrednosti odvisne slučajne spremenljivke.  
V splošnem je npr. proizvodnja sončnih elektrarn bolj razpoložljiva znotraj trapeznih ur kot nočnih. 
Poleg dnevnega ima sončno sevanje tudi sezonski trend. Zaradi tega odvisnost sončnega sevanja in 
bremena upoštevamo pri razvoju modela optimiranja izgradnje proizvodnih enot, ki vsebuje dve 
slučajni spremenljivki: zmogljivost sončnih elektrarn in poraba. 
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Glavna razlika med determinističnim in verjetnostnim modelom je, da se v verjetnostnem modelu 
proizvodnja in poraba električne energije obravnavata kot slučajni spremenljivki. V determinističnem 
modelu je zmogljivost moči zmanjšana in odraža slučajne izpade enot med obratovanjem. Ta 
predvideva, da je proizvodna enota vedno razpoložljiva z omejeno zmogljivostjo, ali enakovredno, 
da ima stopnjo nenačrtovanih izpadov enako nič ob omejeni zmogljivosti. V resnici pa elektrarna ni 
vedno na voljo. Ko elektrarna izpade, je potrebno za nadomestitev moči zagnati dražje elektrarne. 
Ker deterministični model predpostavlja, da enote nikoli ne izpadejo, je količina električne energije, 
pridobljena z dražjimi elektrarnami, podcenjena. Deterministični model, prav tako predvideva, da je 
poraba električne energije stalna. V verjetnostnem modelu lahko negotovost porabe vključimo v 
njeno porazdelitev verjetnosti.  
V verjetnostnem modelu sta poraba električne energije in izpadi elektrarn modelirani kot slučajni 
spremenljivki s spominom. To pomeni, da ima elektrarna tako verjetnost izpada, kot tudi pričakovani 
čas, da ostane v stanju izpada. Poraba električne energije ima verjetnost, da je na določeni ravni in 
pričakovani čas, ko na tej ravni ostane [44].  
Za modeliranje UDP se uporabljajo različni deterministični pristopi in funkcije. Wien Automatic 
System Planning (WASP) uporablja polinomsko funkcijo petega reda. Parametre funkcije za 
modeliranje UDP [45] ocenjujejo za štiri sezone na leto. Ta pristop ni primeren za obravnavo 
negotovosti in odvisnosti med proizvodnjo iz obnovljivih virov in porabe, ker je poleg negotovosti, 
tako urnega povpraševanja kot tudi urne proizvodnje iz obnovljivih virov, med tema dvema 
količinama tudi določena stopnja odvisnosti [46]. Da bi ocenili vpliv obnovljivih virov na 
elektroenergetski sistem kot celoto, je potrebno obravnavati tako negotovosti posameznih 
spremenljivk kot tudi nujne odvisnosti. 
V zadnjem času, z znatnim povečanjem nameščenih zmogljivosti, se je proizvodnja iz energije vetra 
začela upoštevati pri oceni UDPP za optimiranje razvojnih načrtov [36]. Predlagani pristop upošteva 
odvisnost med proizvodnjo iz energije vetra in obremenitev kot slučajni spremenljivki. Slučajne 
spremenljivke so vzorčene s pomočjo Gaussove kopule z lognormalno in omejeno Johnsonovo 
gostoto porazdelitev verjetnosti [36]. Slabost predlaganega pristopa je, da logaritemsko normalna 
porazdelitev ne opisuje učinkovito multimodalne porazdelitve verjetnosti obremenitve. Ta model tudi 
ni učinkovit pri obravnavi sočasne ekstremne vrednosti (hkratni nastop ekstremnih vrednosti obeh 
slučajnih spremenljivk) v repu porazdelitev in predpostavlja linearno odvisnost za celoten problemski 
prostor, ki ni primerna za odvisnost med obremenitvijo in proizvodnjo iz energije sonca. Gaussova 
kopula za modeliranje stohastične odvisnost med obremenitvijo sistema in proizvodnje iz energije 
vetra se uporablja tudi v [47]. 
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V [35] je UDPP ocenjen kot razlika med urno časovno vrsto obremenitve in proizvodnje iz energije 
vetra, simuliranih s pomočjo ARMA modela. Negotovost v proizvodnji iz energije vetra so modelirali 
s pomočjo normalno porazdeljenega šuma s pričakovano vrednostjo nič in ocenjeno varianco. ARMA 
model za stohastično modeliranje dolgoročne proizvodnje iz energije vetra je opredeljen v [48]. Ta 
model ne upošteva neposredne odvisnosti med porabo in proizvodnjo iz energije vetra, kar je 
pomembno za simulacijo preostale obremenitve, upošteva pa posredno povezavo. 
Naslednji pomemben vir negotovosti pri načrtovanju razvoja proizvodnih zmogljivosti je 
razpoložljivost elektrarn. Ker dejanskih prihodnjih vrednosti števila in trajanja prekinitev ter izpadle 
moči ne poznamo in jih ne znamo natančno izračunati, si za ocenjevanje prihodnje zanesljivosti 
elektrarn in sistema pomagamo z metodami, ki se opirajo na bolj ali manj objektivno oceno le-teh 
[49].  
Ocenjevanje zanesljivosti komponent elektroenergetskega sistema je običajno zasnovano na evidenci 
o načrtovanih in nenačrtovanih izpadih. Podatki se analizirajo za oceno porazdelitve verjetnosti. 
Težava nastane v primeru novo zgrajenih elektrarn, za katere so podatki omejeni na zelo kratko 
časovno obdobje in posledično velikost vzorca, tako da ne zadoščajo za zagotavljanje potrebne 
natančnosti in zanesljivosti ocene parametrov. Drug problem je, da za načrtovane elektrarne nimamo 
podatkov o izpadih. Za reševanje teh vprašanj predstavljamo Bayesov pristop z uporabo 
zgodovinskih podatkov pridobljenih iz podobnih elektrarnah. Pri tem smo uporabili model 
potencirane predhodne porazdelitve. Uporabo modela smo demonstrirali na primeru dveh slovenskih 
termoelektrarn. 
Učinkovit pristop mora omogočati oceno zanesljivosti elementov elektroenergetskega sistema v 
primeru omejene količine podatkov. Eden od razlogov za omejeno količino podatkov je v uporabi 
letnega intervala (ena vrednost na leto). Drug razlog leži v starosti enot; nove enote, ki so stare npr. 
5 let imajo samo 5 vrednosti v vzorcu letne nerazpoložljivosti. Majhen vzorec ovira ustrezno oceno 
in je pogosto nezadosten za zagotavljanje želene natančnost ocenjenih parametrov [46]. Težko je 
namreč doseči visoko natančnost ocene parametrov iz majhnega vzorca. 
Kadar nimamo dovolj podatkov za dosego želene natančnost, lahko podatke iz podobnih enot 
uporabimo pri statističnem sklepanju o vrednostih parametrov porazdelitve za analizirano 
generatorsko enoto. Zaradi letnega ali dvoletnega posodabljanja dolgoročnih razvojnih načrtov je 
naraven način posodobitve informacij ob prihodu novih podatkov Bayesov pristop, z informativno 
predhodno porazdelitvijo parametrov gostote porazdelitve verjetnosti za vključitev zgodovinskih 
podatkov ali podatkov iz drugih virov v trenutno analizo razpoložljivosti. 
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Pri analizi zanesljivosti proizvodnje električne energije so verjetnostni pristopi v uporabi od 30-tih 
let prejšnjega stoletja [50]. Ne glede na to, da je bila potreba po verjetnostni vrednotenje označene 
pred približno 80 leti, številne objave, ki se ukvarjajo z razvojem modelov, tehnik in aplikacij ocene 
zanesljivosti elektroenergetskega sistema objavljene [51] - [55]. Za bolj natančne ocenjevanje 
zanesljivost na podlagi majhnega vzorca nekateri avtorji združujejo podatke izpadov s tehnološkimi 
in fizikalnimi podatki, povezanimi z obrabo in obremenitvijo naprav [56] - [60]. Slaba stran teh 
pristopov je, da potrebujemo vpogled v starajoče se značilnosti, mehanizme obrabe in odnose med 
njimi, kar ni vedno na voljo, pa tudi to, da so zapleteni in jih je težko uporabljati [61]. 
V večini primerov zanesljivost proizvodnih enot, kot popravljivih sistemov ocenimo iz podatkov o 
trajanju izpadov in popravil za vsako enoto. Strogo statistično gledano je klasična metoda za 
ocenjevanje parametrov zanesljivosti uporabna v primerih, ko obstaja zadostna količina podatkov 
[58]. Ta pristop pa ni primeren za komponente elektroenergetskega sistema v primeru majhnega 
vzorca izpadov. Novejše enote so namreč brez zgodovine. Glavni izziv pričujočega dela je izboljšati 
točnost ocene letne razpoložljivosti proizvodne enote z vključitvijo podatkov iz druge (podobne) 
proizvodne enote. Tej vrsti informacij pravimo predhodne informacije, ker so običajno na voljo pred 
informacijami pridobljenimi iz analizirajoče enote. 
Ne glede na dejstvo, da je bila potreba po verjetnostnih modelih, ki so se razvijali od grafičnih [50], 
do formaliziranih matematičnih [51] metod, ugotovljena pred približno 70 leti, je še zmeraj prisotno 
veliko objav, ki se ukvarjajo z razvojem stohastičnih modelov, tehnik in aplikacij v energetiki prav 
v luči razvoja nestalnih obnovljivih virov in bremen.  
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3 SPLOŠNO O VEČKTRITERIJSKIH EVOLUCIJSKIH 
ALGORITMIH OB NEGOTOVOSTI 
3.1 Uvod 
Primarni cilj elektroenergetskih sistemov (EES) je zanesljiva oskrba potrošnikov z električno 
energijo. Odpiranje trga z električno energijo in ukrepi na področju organizacije podjetij 
elektroenergetskega sektorja so usmerjeni k ekonomskemu optimiranju obratovanja ter preglednosti 
poslovanja v celotnem sektorju, v odnosu do končnih odjemalcev pa k nepristranskosti pri 
zagotavljanju storitev izvajalcev gospodarskih javnih služb. 
Vertikalno ločevanje podjetij energetskega sektorja ima za posledico decentralizirano načrtovanje 
izgradnje energetskih objektov, kar lahko privede do neustreznega dolgoročnega razvoja predvsem 
proizvodnih zmogljivosti, potrebnih za zagotavljanje zanesljive oskrbe z električno energijo. 
Kakovost in ekonomska učinkovitost oskrbe z električno energijo sta odvisni predvsem od kakovosti 
načrtovanja naložb tako s tehničnega kot tudi z ekonomskega vidika. Zato sta učinek naložb na 
zanesljivost in kakovost oskrbe z električno energijo ter zniževanje stroškov oskrbe ključna kriterija 
pri vrednotenju upravičenosti vlaganj v energetsko infrastrukturo. Poleg tega so elektroenergetska 
podjetja pogosto omejena z okoljskimi in varnostnimi standardi, kar povečuje pomembnost 
vrednotenja tehničnih in ostalih vidikov naložb. Tako morajo odločitve o naložbah zadovoljiti veliko 
število zahtev deležnikov, kar vpliva na povečanje celotnega učinka. 
Zato je pri načrtovanju razvoja EES potrebno uskladiti stroške in zanesljivost. Ker sta si značilnosti 
nasprotni, je potrebno najti tako metodo, ki ta nasprotja obravnava. Zaradi tega smo v nalogi uporabili 
večkriterijsko optimizacijo z evolucijskimi algoritmi.  
3.2 Enokriterijska optimizacija 
Optimizacija je proces iskanja ene ali več rešitev, za katere so vrednosti kriterijske funkcije 
ekstremne (skrajne). Pri tem je ena rešitev v splošnem sestavljena iz odločitvenih spremenljivk (angl. 
decision variables), ki predstavljajo značilnosti sistema, ki ga optimiramo. Potreba po iskanju 
tovrstnih rešitev izhaja iz težnje po načrtovanju sistemov, ki imajo najmanjše stroške naložbe, 
vzdrževanja in obratovanja ali pa najvišjo možno zanesljivost. Prav zaradi skrajnih lastnosti 
optimalnih rešitev so optimizacijske metode zelo pomembne v praksi, posebej pa v inženirstvu, 
znanosti in poslovnih odločitvah [62].  
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Iskanje optimalnih rešitev problemov, ki vključujejo eno kriterijsko funkcijo oziroma en kriterij, 
imenujemo enokriterijska optimizacija (angl. single objective optimization). Enokriterijska 
optimizacija na splošno zahteva ugotovitev vektorja rešitve x, izbranih značilnosti sistema, za 
katerega lahko v splošnem opredelimo vrednost kriterija 𝜉(𝐱), imenovano kriterijska funkcija, ki je 
najmanjša (največja) ob upoštevanju omejitev γ(x)  0 in χ(x) = 0 ali zapisano v simbolični obliki: 
 min 𝜉(𝐱) (3.1) 
kjer je 
 𝛾𝑘𝛾(𝐱) ≥ 0,      𝑘𝛾 = 1, 2, … ,𝑁𝛾 (3.2) 
 𝜒𝑘𝜒(𝐱) = 0,      𝑘𝜒 = 1, 2, … ,𝑁𝜒 (3.3) 
kjer sta 𝑁𝛾 in 𝑁𝜒 števili enakostnih in neenakostnih omejitev. Posamezna rešitev je sestavljena iz 
odločitvenih spremenljivk, katerih vrednosti so opredeljene v postopku iskanja optimalne rešitve 
optimizacijskega problema. Vektor rešitev je sestavljen iz odločitvenih spremenljivk 𝑥1do 𝑥𝑁𝑥, kot 
sledi:  
 𝐱 = [𝑥1 𝑥2 …   𝑥𝑖   … 𝑥𝑁𝑥]𝑇 (3.4) 
Definicijsko območje kriterijske funkcije je množica točk oziroma rešitev problemskega prostora, za 
katere ima kriterijska funkcija eno ali več vrednosti. Vsaka točka problemskega prostora je 
predstavljena z rešitvijo x. Omejitve določajo območje dopustnih (angl. feasible) rešitev tako, da je 
množica dopustnih rešitev podmnožica celotnega definicijskega območja. 
Omejitve so lahko implicitne ali eksplicitne. Implicitne omejitve so predstavljene z izrazoma (3.2) in 
(3.3), medtem ko eksplicitne omejitve predstavljajo spodnjo in zgornjo mejo posamezne odločitvene 
spremenljivke:  
 𝑥𝑔
𝑠𝑝 ≤ 𝑥𝑔 ≤ 𝑥𝑔
𝑧𝑔,      𝑔 = 1, 2, … ,𝑁𝑔 (3.5) 
Pri reševanju enokriterijskega optimizacijskega problema minimizacije z omejitvami je potrebno 
določiti optimalne rešitve v obliki vektorja x*, ki je element množice možnih rešitev, za katerega 
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velja, da je vrednost kriterijske funkcije 𝜉(𝐱∗) manjša ali enaka vsem ostalim možnim vrednostmi 
𝜉(𝐱) in sicer:  
 ∀ 𝐱 ∈ 𝑆𝑥: 𝜉(𝐱) ≥ 𝜉(𝐱∗) = 𝜉∗ (3.6) 
Linearna funkcija je funkcija, predstavljena z enačbo, v kateri nastopajo spremenljivke aditivno in 
največ v prvi potenci. V takem primeru uporabimo za optimizacijo najbolj enostavno linearno 
programiranje, če imamo linearen kriterij in linearne vse omejitve.  
Slika 4 piktogramsko prikazuje iterativni postopek, ki se uporablja v numerični optimizaciji. Kot je 
iz slike razvidno, optimizacijski algoritem poganja model kriterijske funkcije z nizom vrednosti 
odločitvenih spremenljivk x. Model simulira pojave in izračuna vrednosti kriterijskih funkcij in 
omejitev. Te informacije nato uporablja optimizacijski algoritem za izračun nove množice vrednosti 
odločitvenih spremenljivk. Postopek iteracije se nadaljuje, dokler niso zadovoljeni kriteriji 
optimizacije. 
 
Slika 4: Piktogramska predstavitev ogrodja numerične optimizacije [63] 
3.3 Deterministična večkriterijska optimizacija 
Kot smo že videli v [64], iskanje optimalnih rešitev problemov, ki vključujejo več kriterijskih funkcij 
oziroma več kriterijev, imenujemo večkriterijska optimizacija (angl. multi-objective optimization). 
Optimalne rešitve večkriterijskega optimizacijskega problema so rešitve od 𝐱1
∗  do 𝐱𝑜
∗  kjer je o število 
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vektorsko funkcijo, katere elementi predstavljajo kriterijske funkcije. Bistvena razlika med 
enokriterijsko in večkriterijsko optimizacijo je v številu optimalnih rešitev. 
Posamezna rešitev je sestavljena iz odločitvenih spremenljivk, katerih vrednosti so opredeljene v 
postopku iskanja optimalne rešitve optimizacijskega problema. Vektor rešitev je sestavljen iz 
odločitvenih spremenljivk 𝑥1 do 𝑥𝑁𝑔 kot v (3.4).  
Pri večini problemov iz prakse je potrebno, da posamezna rešitev zadovoljuje večje število dostikrat 
nasprotujočih si kriterijev. Pri tem se velikokrat dogaja, da je neka rešitev »bolj« ustrezna glede na 
en kot na drug kriterij. Večje število kriterijev v tem primeru predstavimo kot vektorsko funkcijo, ki 
je sestavljena iz posameznih kriterijskih funkcij, kot sledi:  
 𝛏(𝐱) = [𝜉1(𝐱) 𝜉2(𝐱) …   𝜉𝑗(𝐱)  … 𝜉𝑁𝜉(𝐱)]𝑇     𝑗 = 1, 2, … , 𝑁𝜉 (3.7) 
Poglejmo bistveno razliko med enokriterijsko in večkriterijsko optimizacijo na primeru [64]. Recimo, 
da kupec kupuje avtomobil in tehta med dvema nasprotujočima si kriterijema, ceno in 
nezanesljivostjo (slika 5). Predpostavimo, da nezanesljivost avtomobila merimo v verjetnosti, da bo 
na 100.000 prevoženih kilometrov vsaj enkrat nesposoben za vožnjo. Avtomobil 1 bo tako z  
90 % verjetnostjo vsaj enkrat na 100.000 kilometrov nesposoben za vožnjo [62].  
Če bi kupec iskal optimalno rešitev samo po kriteriju najnižje cene, bi izbral avtomobil 1, ki stane 
npr. 5.000 EUR (najmanjša vrednost kriterijske funkcije »cena«), in je običajno tudi najbolj 
nezanesljiv (npr. 90 %). Če bi pa iskal avtomobil z najvišjo zanesljivostjo oziroma najnižjo 
nezanesljivostjo, bi izbral avtomobil 2 z nezanesljivostjo 30 % (najnižja vrednost kriterijske funkcije 
»nezanesljivost«), ki je obenem tudi najdražji. Če pa je kupec pripravljen žrtvovati nekaj več denarja 
za nižjo nezanesljivost od 90 %, lahko najde drug avtomobil, ki stane nekaj več in nudi nekoliko 
višjo zanesljivost. Pri tem ima na voljo avtomobile A, B in C, pri katerih, če hoče pridobiti po enem 
kriteriju (zanesljivost), mora žrtvovati drug kriterij (denar) in obratno[62]. Razvidno je, da sta si višja 
zanesljivost in nižja cena nasprotujoči si želji oziroma potrebi, ki ju je potrebno med seboj pretehtati 
[62]. 
Postavlja se vprašanje, katera od petih rešitev je najboljša glede na oba kriterija. Nobena; to pa zato, 
ker nobena od predstavljenih rešitev ni boljša od katerekoli druge rešitve po obeh kriterijih. Če kupec 
primerja rešitvi A in B, je rešitev A boljša po kriteriju nižje cene, medtem ko je rešitev B boljša po 
kriteriju višje zanesljivosti oziroma nižje nezanesljivosti. V splošnem velja, da pri optimizacijskih 
problemih z več kot enim nasprotujočim si kriterijem, ni samo ene optimalne rešitve. Obstaja namreč 
več rešitev, vse pa so optimalne. Razlog je v tem, da pri iskanju optimalnih rešitev vedno tehtamo 
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med vsaj dvema nasprotujočima si kriterijema. Tako je pri problemu nakupa avtomobila vseh pet 
rešitev optimalnih glede na oba kriterija.  
 
Slika 5: Primer izbire pri nakupu avtomobila; prirejeno [62] 
Ker ima tako odločevalec na voljo več optimalnih rešitev, potrebuje dodatno informacijo, da se lahko 
odloči za eno izmed njih. Brez dodatne informacije ni možno izbrati ene same rešitve kot 
najustreznejšo. Kupec avtomobila iz zgornjega primera je v zadregi. Katerega od avtomobilov naj 
izbere? Odgovor na to vprašanje je odvisen tudi od drugih parametrov odločitvenega problema, kot 
so vsota denarja, ki jo ima na voljo, število potnikov, ki se bodo vozili vsak dan, dnevno število 
prevoženih kilometrov, poraba in cena goriva itn.  
Eden od pristopov k iskanju najustreznejše rešitve je t.i. idealni pristop (slika 6) [62]. V procesu 
iskanja najustreznejše rešitve odločevalec najprej določi večje število optimalnih rešitev s pomočjo 
matematičnega modela (korak 1). Med temi rešitvami potem izbira najustreznejšo s primerjalno 
analizo rešitev glede na višje nivojske informacije (korak 2). Višje nivojske informacije v procesu 
iskanja najustreznejše rešitve ne uporabljajo za iskanje novih rešitev, ampak za izbiro med rešitvami, 
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Slika 6: Idealen pristop k večkriterijskemu optimiranju [62] 
3.4 Relacija dominiranosti in Pareto optimalnost 
Kupec avtomobila iz prejšnjega poglavja se srečuje z zahtevo po sočasnem optimiranju po različnih 
kriterijih. V praksi so si kriteriji večkrat nasprotujoči, kar pomeni, da izbira rešitve, ki izboljšuje en 
kriterij, povzroči poslabšanje po drugih kriterijih [62].  
Večina algoritmov za večkriterijsko optimizacijo uporablja relacijo dominiranosti. Relacija 
dominiranosti temelji na tem, da dve rešitvi primerjajo med seboj in ugotavljajo, ali ena dominira 
nad drugo ali ne. Rešitev večkriterijskega optimizacijskega problema x1 dominira nad rešitvijo x2 
(𝐱1 ≺ 𝐱2), če sta izpolnjeni naslednji zahtevi: 
1. Rešitev x1 ni slabša od rešitve x2 po vseh kriterijih 𝜉𝑖(𝐱1) ≤ 𝜉𝑖(𝐱2) za vse i = 1,..., Nξ. 
2. Rešitev x1 je boljša od rešitve x2 po vsaj enem kriteriju 𝜉𝑗(𝐱1) < 𝜉𝑗(𝐱2), j = 1,..., Nξ. 
Če eden od zgornjih dveh pogojev ni izpolnjen, pomeni, da rešitev x1 ne dominira rešitev x2. Za 
rešitev x1 v tem primeru pravimo tudi, da je nedominirana, medtem ko je rešitev x2 dominirana.  
Za primer nakupa avtomobila iz prejšnjega poglavja so možne rešitve prikazane na sliki 7. Z uporabo 
relacije dominiranosti se lahko določijo optimalne rešitve. Pri primerjavi rešitev 3 in 4 je razvidno, 
Večkriterijski optimizacijski 
problem:
- optimiraj  f1
- optimiraj  f2
...






Izbira  ene rešitveOptimalne rešitve
korak 1
korak 2
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da je rešitev 4 boljša po kriteriju nižje cene ter tudi po kriteriju nižje nezanesljivosti. Rešitev 4 
dominira nad rešitvijo 3 oziroma rešitev 4 je nedominirana s strani rešitve 3.  
Pri primerjavi rešitev 4 in C je razvidno, da je rešitev C boljša po kriteriju nižje nezanesljivosti, 
medtem ko sta rešitvi enaki po kriteriju nižje cene. Rešitev C ni dominirana tako v primerjavi z 
rešitvijo 3 kot tudi rešitvijo 4 oziroma, povedano drugače, rešitev C dominira nad rešitvami 3 in 4. 
Rešitev C je od vseh treh rešitev glede na oba kriterija najboljša.  
Pri primerjavi rešitev 2 in C je razvidno, da je rešitev 2 boljša po kriteriju nižje nezanesljivosti, 
medtem ko je rešitev C boljša po kriteriju nižje cene. Glede na dejstvo, da prvi od zgoraj navedenih 
pogojev dominiranosti ni izpolnjen, ni možno sklepati, da rešitev 2 dominira nad rešitvijo C, kot tudi 
ne, da rešitev C dominira nad rešitvijo 2. V takih primerih sta rešitvi 2 in C nedominirani rešitvi. Ko 
sta oba kriterija pri odločanju enako pomembna , ni možno opredeliti, katera od teh dveh rešitev je 
boljša [62].  
 
Slika 7: Množica sedmih rešitev za primer izbire pri nakupu najustreznejšega avtomobila [prirejeno po [62]] 
Za podano množico možnih rešitev (npr.: 1, 2, 3, 4, A, B, C na sliki 7) se na osnovi medsebojne 
primerjave parov rešitev določijo dominirane in nedominirane rešitve glede na druge rešitve. Izid 
tega procesa je množica nedominiranih rešitev, v kateri nobena od rešitev ne dominira nad drugo 
rešitvijo. Ta množica rešitev ima značilnost, da dominira nad vsemi drugimi rešitvami, ki niso del te 
množice. V množici nedominiranih rešitev iz prejšnjega primera se nahajajo rešitve 1, 2, A, B in C. 
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Množica nedominiranih rešitev celotnega prostora dopustnih (angl. feasible) rešitev se imenuje tudi 
Pareto optimalna fronta, njeni elementi pa Pareto optimalne rešitve (po Vilfredu Paretu, italijanskem 
ekonomistu in sociologu). Rešitev je Pareto optimalna, če ne obstaja neka druga rešitev, ki bi bila po 
vseh kriterijih boljša od te rešitve [65]. Načelo Pareto optimuma prihaja iz ekonomske teorije in v 
splošnem predstavlja položaj, ko noben subjekt ne more izboljšati svojega položaja, ne da bi s tem 
poslabšal položaj drugega. 
Pareto optimalna množica predstavlja globalno optimalno množico večkriterijskega optimizacijskega 
problema in je vedno množica nedominiranih rešitev. Izid preiskovanja problemskega prostora je 
lahko tudi množica nedominiranih rešitev, v kateri niso vse rešitve Pareto optimalne. Glede na 
dejstvo, da optimizacijski algoritmi ne najdejo vedno globalnega optimuma, je v praksi velikokrat 
zadovoljiva lokalna množica optimalnih rešitev oziroma lokalna Pareto optimalna množica. Ta se v 
splošnem imenuje množica nedominiranih rešitev glede na vse med seboj primerjane rešitve. Tako 
kot so pri enokriterijskem optimizacijskem problemu največkrat prisotni en globalni in več lokalnih 
optimumov, tako so pri večkriterijskem optimizacijskem problemu največkrat prisotne ena globalno 
optimalna množica (Pareto optimalna množica) ter več lokalno optimalnih množic (množica 
nedominiranih rešitev).  
Cilj večkriterijske optimizacije je najti optimum vektorja kriterijskih funkcij 𝛏(x), kjer je x vektor 
odločitvenih spremenljivk. Za primerjavo med vektorji se uporablja koncept Pareto dominiranosti. 
Na sliki 8 vidimo primer dveh odločitvenih spremenljivk, rešitev1 in rešitev2, in dveh kriterijev, krit1 
in krit2. Rešitev a je “boljša” od rešitev d in b. Zato pravimo, da rešitev a dominira rešitvi b in d.  
 
Slika 8: Dvokriterijska optimizacija in princip dominiranosti; prirejeno po [65] 
Za rešitev pravimo, da je nedominirana, če niti en vektor v prostoru kriterijev ne dominira vektor 
kriterijev nedominirane rešitve. Vse nedominirane vektorje iz prostora kriterijev možnih rešitev 
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vektor na Pareto fronti nedominiranih rešitev predstavlja različno ravnovesje med kriteriji. Množica 
nedominiranih vektorjev je izid večkriterijske optimizacije. Ta množica predstavlja približek Pareto 
optimalni fronti.  
3.5 Kombinatorična optimizacija 
Kombinatorična optimizacija je veja optimizacije, pri kateri je prostor možnih rešitev diskreten in 
omejen ter običajno prevelik za izčrpno preiskovanje celotnega prostora. Probleme kombinatorične 
optimizacije običajno rešujemo s pomočjo teorije grafov, celoštevilčnega linearnega programiranja, 
»razveji in omeji« (angl. branch and bound) itn. [66]. Poleg tega so za reševanje problemov 
kombinatorične optimizacije uporabne metahevristične tehnike preiskovanja problemskega prostora, 
kot so genetski oz. evolucijski algoritmi, simulirano ohlajanje (angl. simulated anealling), iskanje s 
tabuji (angl. tabu search), itn.  




kjer predstavlja x možne rešitve optimizacije, S končni prostor možnih rešitev x in 𝛏(𝐱) kriterijsko 
funkcijo. Najti optimalno rešitev problema kombinatorične optimizacije pomeni najti vrednost  
𝒙∗ ∈ 𝑆, za katero je vrednost kriterijske fiunkcije minimalna, tako da velja 𝛏(𝐱∗) ≤ 𝛏(𝐱) ∀ 𝐱 ∈ 𝑆. V 
tem primeru je 𝐱∗ globalni optimum [66].  
Za številne DKOP pravimo, da so NP-težki problemi, ker čas potreben za iskanje globalnega 
optimuma rešitve narašča eksponentno z velikostjo problema [67]. Kratica NP pomeni 
»nedeterministični polinomski« in se nanaša tako na algoritem kot tudi na čas reševanja. NP problemi 
so v najboljšem primeru rešljivi z nedeterminističnimi algoritmi v ustreznem času. Tudi globalni 
optimum manjših NP problemov je lahko nedosegljiv v ustreznem času. Zaradi tega so v uporabi t.i. 
aproksimacijski oz. približni algoritmi, ki najdejo zadosti dobro rešitev (ne nujno optimalno) v 
ustreznem času. V tem primeru žrtvujemo natančnost rešitve za čas iskanja. V skupino 
aproksimacijskih algoritmov spadajo hevristični in metahevristični algoritmi [67].  
Izraz hevristika prihaja iz grškega glagola heuriskein (ευρισκειν), kar pomeni »najti« [67]. Hevristični 
algoritmi so preiskovalni algoritmi, s pomočjo katerih preiskujemo prostor rešitev pri iskanju 
optimalne rešitve. V splošnem obstajata dva načina preiskovanja problemskega prostora s pomočjo 
hevrističnih algoritmov: (a) konstruktivni algoritmi (angl. constructive algorithms), ki gradijo rešitve 
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iz posameznih delov ter (b) algoritmi za lokalno iskanje (angl. local search) pri katerih poteka 
izboljševanje rešitev v vsaki iteraciji. Grška beseda meta pomeni »nad, na zgornjem nivoju«. Če ti 
dve besedi združimo, dobimo metahevristika, kar pomeni izboljšano iskanje oz. iskanje na 
konceptualno višjem nivoju [67].  
Blum in Roli opredeljujeta naslednje osnovne značilnosti metahevrističnih tehnik [68]: 
- metahevristike so strategije, katere vodijo proces iskanja rešitev, 
- cilj je učinkovito preiskati prostor rešitev, da se najde (sub)optimalna rešitev, 
- tehnike, ki so vsebovane v metahevrističnih algoritmih segajo od enostavnih tehnik lokalnega 
iskanja do zapletenih procesov učenja, 
- algoritmi so približni (aproksimacijski) in običajno nedeterministični, 
- lahko vsebujejo mehanizme, ki zagotavljajo izogibanje ujetja v omejeno območje prostora 
rešitev (lokalni optimum),  
- osnovni koncepti dovoljujejo abstrakten opis, 
- niso problemsko specifični, 
- lahko izkoriščajo specifično domensko znanje v obliki hevristik, ki so lahko vodena s 
strategijo na višji ravni, 
- bolj napredne metahevristike lahko izkoriščajo izkušnje iskanja shranjene v računalniškem 
spominu za vodenje nadaljnjega preiskovanja. 
3.6 Evolucijski algoritmi in večkriterijska optimizacija 
Evolucijski algoritmi so metahevristični oz. splošni preiskovalni algoritmi, zasnovani na načelih 
izboljšave rešitev [69]. Razvoj rešitev je zasnovan na načelih selekcije (izbire boljših) in izmenjave 
ter spremembe delov rešitev znotraj populacije. Operatorja, kot sta križanje in mutacija tvorita 
naslednike trenutnih rešitev. Boljše med njimi so izbrane za naslednjo generacijo. Populacija v 
razvoju preiskuje prostor rešitev in zbira znanje o slabih in dobrih področjih problemskega prostora. 
Znanje se zbira tako, da je v vektorju rešitev x vse več in več elementov tistih, ki predstavljajo 
globalni optimum. To znanje se razvija in kombinira v čedalje boljših rešitvah obravnavanega 
problema. Evolucija oz. razvoj rešitev je torej optimizacijski proces, ki je lahko simuliran na 
računalniku in uporabljen v inženirske namene. 
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Značilnosti optimizacijskih problemov, kot so multimodalnost, omejitve, veliko število razsežnosti, 
nelinearnost, neodvedljivost in šum ter časovno spremenljiva kriterijska funkcija, pogosto vodijo v 
težke, če ne celo nerešljive optimizacijske probleme. Uporaba evolucijskih algoritmov v 
optimizacijske namene daje v mnogih primerih dobre učinke v zadovoljivem času. Nekateri navajajo, 
da je največja prednost evolucijskih algoritmov v prilagodljivosti določeni nalogi, v kombinaciji z 
robustnostjo (čeprav je ta odvisna tudi od vrste problema) in lastnostjo globalnega preiskovanja [70], 
[71]. Potek evolucijskega algoritma je prikazan na sliki 9.  
V tem algoritmu POP(ip) predstavlja populacijo np rešitev v generaciji ip. Začetna populacija je po 
navadi izbrana slučajno. Populacija potomcev POP'(ip) je izid delovanja operatorjev (npr.: križanje, 
mutacija, inverzija itn.) na rešitve iz množice POP(ip). Vsaka rešitev populacije POP'(ip) je nato 
ovrednotena s pomočjo funkcije uspešnosti. Na podlagi uspešnosti se v naslednjo populacijo 
POP(ip+1) izberejo najboljše rešitve iz obeh množic rešitev POP(ip) in POP'(ip). Proces poteka, 
dokler ni izpolnjen ustavitveni pogoj. 
Vsaki rešitvi v problemskem prostoru pripada določena vrednost kriterijske funkcije. S pomočjo 
kriterijske funkcije tvorimo funkcijo uspešnosti, tako da jo, ali enostavno priredimo funkciji 
uspešnosti, ali pa jo pretvorimo v funkcijo uspešnosti. S pomočjo funkcije uspešnosti vrednotimo 
oziroma ocenjujemo posamezne rešitve. Funkcija uspešnosti je opredeljena tako, da imajo boljše 
rešitve višjo uspešnost. 
1: ip = 1 
2: POP(ip) = UstvariZacetnoPopulacijo() 
3: Ovrednoti (POP(ip)) 
4: while ustavitveni pogoj ni izpolnjen do 
5: POP'(ip) =Spremeni (P(ip)) /* mutacija in/ali križanje */1 
 
6: Ovrednoti (POP'(ip)) 
7: POP(ip) = Izberi (POP'(ip)UPOP(ip)) 
8: ip = ip + 1 
9: end while 
Slika 9: Psevdoalgoritem evolucijskega algoritma 
Mutacija je operator, ki zagotavlja, da med preiskovanjem ne bo niti en bit niza ustaljen na določeno 
vrednost, ampak bodo v populaciji nastopile vse možne vrednosti znakov znotraj nizov. Pri binarni 
                                                 
1 /* … */ predstavlja okvir za komentarje v programski kodi.  
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predstavitvi deluje tako, da spremeni vrednost bitov z zelo majhno verjetnostjo, npr. med 0,005 in 
0,01 (1 → 0 ali 0 → 1). Verjetnost mutacije določa pričakovani delež mutiranih bitov v populaciji.  
Križanje je operator, ki deluje na parih rešitev in iz njih tvori pare potomcev. Potomci v populaciji 
nadomeščajo svoje prednike. Slučajno so izbrani predniki in točka križanja tk (oboji v skladu z 
enakomerno porazdelitvijo). S povezavo podmnožice, ki je pred točko križanja v prvem predniku s 
podmnožico, ki se nahaja za točko križanja drugega prednika, je ustvarjen en potomec, drugi pa s 
povezavo ostalih podmnožic.  
Poleg osnovnih operatorjev mutacije in križanja obstajajo različne izpeljanke le-teh pa tudi drugi 
operatorji, ki se stalno razvijajo [71].  
3.7 Uporaba evolucijskih algoritmov v energetiki 
Uporaba evolucijskih algoritmov v energetiki ima več kot desetletno zgodovino. Eno prvih področij 
uporabe je bila uporaba genetskih algoritmov pri optimalnem razvrščanju proizvodnje po posameznih 
elektrarnah (optimalno angažiranje enot) [72], [73], [74]. Pri reševanju tovrstnih problemov so se 
evolucijski algoritmi pokazali za uspešne predvsem zaradi narave problema, ki vsebuje tako zvezne 
kot tudi binarne spremenljivke. Z razvojem večkriterijskih evolucijskih algoritmov le-te uporabljajo 
za večkriterijsko optimiranje angažiranja elektrarn, tako da se razvrščanje proizvodnje na posamezne 
elektrarne optimira glede na npr. stroške proizvodnje električne energije in količino izpustov 
toplogrednih plinov [75]. Poleg optimizacije proizvodnje električne energije na ravni celotnega 
elektroenergetskega sistema se evolucijski algoritmi uporabljajo tudi za ravnanje z energijo (angl. 
energy management), ki vsebuje optimizacijo proizvodnje in porabe tako električne kot tudi toplotne 
energije in hladu na ravni posameznih predvsem industrijskih odjemalcev [76]. 
Evolucijski algoritmi so v energetiki našli svoje področje uporabe tudi na področju odločanja o 
naložbah in vzdrževanju pri ravnanju s sredstvi. Za večino področij, opisanih v poglavjih 2 in 3, 
raziskujejo možnost uporabe več in/ali enokriterijskih evolucijskih algoritmov za podporo 
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Preglednica 2: Primeri uporabe evolucijskih algoritmov na različnih področjih v energetiki 
Področje uporabe Primer literature 
Optimizacija naložb v t.i. klasične elektrarne [9] 
Optimizacija naložb v t.i. razpršene elektrarne (angl. dispersed 
generation) 
[10] 
Optimizacija naložb v elektrarne na obnovljive vire energije [77] 
Optimiranje vzdrževanja distribucijskih transformatorskih postaj 
(kriteriji, stroški, zanesljivost oskrbe)  
[78] 
Optimizacija naložb in načrtovanje razvoja distribucijskega omrežja 
(primerjava različnih kriterijev zanesljivosti) 
[79] 
Optimalno načrtovanje samostojnega alternativnega sistema oskrbe z 
energijo 
[80], [81], [82]  
3.8 Optimizacija ob negotovosti 
Slovar slovenskega knjižnega jezika opredeljuje negotovost kot nekaj, kar ni gotovo, gotovo pa kot 
nekaj, kar ne vzbuja nobenega dvoma ali pomislekov glede uresničitve, nastopa, obstajanja, 
resničnosti oz. uspešnosti. Nekaj, kar je gotovo, popolnoma izključuje omahovanje med pozitivno in 
negativno možnostjo.  
Če pogledamo procese odločanja o naložbah v energetiki v prejšnjih poglavjih, ugotovimo, da smo 
gotovi samo o trenutnem stanju elektroenergetskega sistema in o ničemer več. Negotovi smo glede 
prihodnjih potreb sistema, cen električne energije, zanesljivosti naprav in objektov, izgradnje drugih 
proizvodnih zmogljivosti, razvoja porabe električne energije in družbe v celoti, izdatkov za naložbo, 
koristi posamezne naložbe itn. Torej negotovi smo glede vsega, razen trenutnega stanja (včasih še 
glede podatkov, ki opredeljujejo trenutno stanje, in glede poenostavitev v modelu nismo čisto gotovi). 
Te negotovosti so izvor tveganj, da se bo prihodnost razvijala drugače kot smo pričakovali (kar je 
gotovo, da se bo).  
Negotovost je posledica nepopolne informacije oz. nepopolnega znanja in vedenja. Pri odločanju o 
naložbah nimamo vseh potrebnih informacij, ki bi zadostovale za racionalno odločitev. V dejanskem 
življenju, v praksi torej, se odločitve sprejemajo v razmerah nepopolnega znanja (nepopolnih 
informacij), temeljni cilj vseh podjetij ni vedno samo maksimiranje dobička.  
 Stran 56 
V svetu popolne informacije in neomejene racionalnosti bi bilo možno napisati popolne, 
vseobsegajoče študije, ki bi opisovale natančen potek prihodnosti z vsemi možnostmi, ki bi se lahko 
pojavile. Ker to ni možno, ima tisti, ki razpolaga s pravico odločanja, možnost, da uporablja 
premoženje na katerikoli način. Zato potrebujemo orodja, s katerimi bi te negotovosti opredelili 
kvalitativno in kvantitativno.  
Courtney in drugi razlikujejo med štirimi različnimi vrstami negotovost [83]: 
- Raven 1 – ena dovolj jasna napoved prihodnosti (angl. a clear enough future) opisuje primer 
ko kljub nekaterim negotovostim, odločevalec lahko opredeli eno samo napoved kot podlago 
za odločitev. 
- Raven 2 – številne napovedi prihodnosti (angl. alternate futures) ustreza okoliščinam, kjer se 
možne prihodnosti opredelijo z naborom diskretnih scenarijev. Primer tovrstne prihodnosti 
so različni regulatorni in politični predpisi ali različne strategije konkurentov. 
- Raven 3 – območje napovedi prihodnosti (angl. a range of futures) opredeljuje dejstvo, da ni 
možno opredeliti eno ali več diskretnih različic temveč razpon možnih izidov, npr. penetracija 
obnovljivih virov je lahko med 5 % in 40 %. 
- Raven 4 – resnična negotovost (angl. true ambiguity) nastane, ko več razsežnosti negotovosti 
med seboj vpliva tako, da ustvarijo okolje, katerega je praktično nemogoče napovedati. Take 
situacije so po [84] precej redke, vendar še zmeraj obstajajo. 
Prva stopnja pri načrtovanju razvoja EES je odločitev, katere elektrarne, kdaj in kako bomo gradili. 
Pri tem so pomembni odgovori na naslednja vprašanja:  
1. Katera je najboljša rešitev ob najbolj verjetnem scenariju? 
2. Katera rešitev je najmanj občutljiva na znane scenarije? 
3. Katera rešitev je najboljša ob najbolj ugodnem scenariju? Kakšna je verjetnost nastopa 
scenarija? 
4. Katera rešitev je najboljša ob najbolj neugodnem scenariju? Kakšna je verjetnost nastopa 
scenarija? 
5. Dvokriterijsko: Katera rešitev je najboljša ob najbolj verjetnem scenariju in je obenem 
najmanj občutljiva na spremembo scenarija? 
Od mnogih pristopov pri analizah ob negotovostih je stohastično programiranje eno najbolj ustreznih 
orodij za modeliranje strateško pomembnih problemov, pri katerih optimalno načrtujemo danes v 
 Stran 57 
luči prihodnjih negotovosti [84], [85]. Vendar veliko stohastičnih modelov le-te naredi težke za 
izvedbo, tako da so realni problemi težko rešljivi.  
Odločanje ob negotovosti (znano tudi kot verjetnosten ali stohastičen odločitveni položaj) je položaj, 
pri katerem mora odločevalec analizirati verjetnost nastopa posamezne vrednosti izida za vsako 
različico. Domnevamo, da so verjetnosti nastopa izidov znane oz. da jih lahko oceni. Na podlagi teh 
predpostavk lahko odločevalec oceni raven tveganja za vsako različico (izračunano tveganje). 
3.9 Stohastična kombinatorična optimizacija z verjetnostnim 
funkcionalom (SKOPF) 
Optimizacija ob negotovosti je veja optimizacije, kjer je negotovost vgrajena v vhodne podatke ali 
model in je v splošnem znana kot stohastično programiranje ali stohastična optimizacija. V diskretni 
(celoštevilčni) optimizaciji se prav tako uporabljajo tehnike, kot so genetski ali evolucijski algoritmi. 
Te tehnike so včasih opredeljene tudi kot stohastične tehnike optimizacije zaradi verjetnostne narave 
postopka. Na splošno pa stohastično programiranje in stohastična optimizacija vključujeta 
sprejemanje optimalnih odločitev ob negotovosti [86]. 
Ob obravnavi stohastičnih optimizacijskih problemov sta pomembna dva vidika: 
1. način formalizacije negotovosti in 
2. dinamika modela oz. časovni vidik nastopa informacije o negotovostih in odločitev. 
Informacije o negotovosti so lahko formalizirane na naslednje načine: 
- popolna gotovost – popolne informacije so na voljo v času odločanja (deterministična 
optimizacija) in 
- negotovost – opredelitev verjetnosti slučajnih spremenljivk s pomočjo znanih porazdelitev 
verjetnosti (stohastična optimizacija). 
V primeru stohastične optimizacije je kriterijska funkcija odvisna od verjetnostne strukture modela 
in je lahko izražena kot npr. pričakovani stroški, verjetnost nezagotavljanja omejitev, meritev 
variabilnosti, itn.  
Glede na trenutek odločitve so lahko informacije o negotovosti na voljo: 
- po odločitvi – v tem primeru se odločamo pred nastopom negotovosti in 
- pred odločitvijo – v tem primeru se odločamo po realizaciji negotovosti. 
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Nekateri avtorji to imenujejo, kot »počakaj na realizacijo« (angl. »wait and see«) in  »tukaj in zdaj« 
(angl. »here and now«) [85], [86], medtem ko jih drugi imenujejo »zatem« oz. »a-priori« [68] (slika 
10). V »počakaj na realizacijo« optimizacijski problem rešimo deterministično za določeno 
realizacijo slučajnega procesa. Pri odločanju pa morajo biti odločitve prinesene »tukaj in zdaj«. 
»Tukaj in zdaj« zahteva, da se kriterijska funkcija in omejitve izrazijo z bodisi verjetnostnimi izrazi 
(npr. pričakovana vrednost, varianca, kvantili, najbolj verjetna vrednost), bodisi pa uporabimo tako 
tehniko optimizacije, ki omogoča primerjavo med kriterijskimi funkcijami celotnega vzorca.  
»Tukaj in zdaj« je optimizacijski problem, kjer so odločitvene spremenljivke in negotovi parametri 
problemskega prostora obravnavani ločeno, kot sledi [85]: 
 min𝐾1[𝜉(𝐱,𝛚)], (3.9) 
kjer je 
 𝐾2[𝛾𝑘𝛾(𝐱,𝛚) ≥ 0] ≥ 𝛼,      𝑘𝛾 = 1, 2, … ,𝑁𝛾 (3.10) 
 𝐾3[𝜒𝑘𝜒(𝐱,𝛚)] = 0,      𝑘𝜒 = 1, 2, … ,𝑁𝜒 (3.11) 
Kjer je x vektor odločitvenih spremenljivk, ω vektor slučajnih parametrov problemskega prostora, ξ, 
γ in χ pa različne kriterijske in omejitvene funkcije, kot so npr. stroški, nedobavljena energija, idr., 
medtem ko predstavljajo K1, K2 in K3 verjetnostni funkcionali, kot so verjetnost nastopa neke 
vrednosti, pričakovana vrednost, mediana, varianca, kvartili itn.  
Ker lahko stohastična optimizacija vključuje omejitve, za katere se ne pričakuje, da bodo vedno 
zadovoljene, so vpeljali parameter α, ki predstavlja zahtevano verjetnost zadovoljevanja omejitev 
[87]. Primer: verjetnost, da je omejitev 𝛾𝑘𝛾(𝐱,𝛚) ≥ 0 zadovoljena, mora biti večja od α. 
Za razliko od deterministične optimizacije je kriterijska funkcija in/ali omejitve stohastične 
optimizacije verjetnostni funkcional. Verjetnostni funkcionali transformirajo slučajne spremenljivke 
ξ, γ in χ v slučajne spremenljivke K1(ξ), K2(γ) in K3(χ). Če upoštevamo samo točkasto oceno 
verjetnostnega funkcionala (eno vrednost) potem lahko rečemo, da je reševanju enokriterijskega 
stohastičnega optimizacijskega problema z omejitvami potrebno določiti vektor x*, da velja: 
 ∀ 𝐱 ∈ 𝑆: 𝐾1[𝜉(𝐱,𝛚)] ≥ 𝐾1[𝜉(𝐱
∗, 𝛚)] = 𝜉∗ (3.12) 
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Definicijsko območje kriterijske funkcije je namreč množica točk oziroma rešitev problemskega 
prostora, za katere ima kriterijska funkcija več vrednosti. Vsaka točka problemskega prostora je 
predstavljena z rešitvijo x. Pri optimizaciji ob negotovosti ima kriterijska funkcija več vrednosti za 
vsako točko problemskega prostora oz. vsako možno rešitev in vsako vrednost slučajnih parametrov 
Ω. 
Slika 10a predstavlja splošen postopek reševanja optimizacije, kjer je determinističen model 
nadomeščen z iterativnim stohastičnim modelom z vzorčevalno zanko, ki predstavlja diskretiziran 
vzorčni prostor (angl. sample space). Vzorčni prostor vsebuje množico vseh možnih izidov 
slučajnega pojava.  
V nasprotju s pristopom »tukaj in zdaj«, ki prinaša optimalne rešitve, ki dosegajo določeno raven 
zaupanja, »počakaj na realizacijo« vključujejo formulacijo, ki prikazuje vpliv negotovosti na 
optimalno zasnovo. »Počakaj na realizacijo« vključuje deterministične optimalne odločitve za vsak 
scenarij oz. slučajni vzorec, in je postopek enak reševanju determinističnega optimizacijskega 
problema za vsak vzorec slučajnih spremenljivk. Splošna predstavitev tega problema je navedena 
spodaj [85]: 
 min 𝜉(𝐱,𝛚∗) (3.13) 
kjer je 
 𝛾𝑘𝛾(𝐱,𝛚
∗) ≥ 0,      𝑘𝛾 = 1, 2, … ,𝑁𝛾 (3.14) 
 𝜒𝑘𝜒(𝐱,𝛚
∗) = 0,      𝑘𝜒 = 1, 2, … ,𝑁𝜒 (3.15) 
Kjer predstavlja ω* vektor vrednosti slučajnih spremenljivk, ki se nanaša na določen scenarij v 
vzorčnem prostoru, ξ, γ in χ pa funkcije, kot so stroški, nedobavljena energija, idr.  
Ta postopek optimizacije se ponovi za vsako realizacijo slučajnih spremenljivk ω* in dobimo 
verjetnosten prikaz rezultata. Slika 11b predstavlja postopek, kjer determinističen problem tvori 
notranjo zanko, stohastičen model pa zunanjo zanko. Razlika med rešitvami pridobljenimi z uporabo 
dveh ogrodij, predstavlja pričakovano vrednost popolne informacije [85].  
V obeh primerih veljajo eksplicitne omejitve: 
 𝑥𝑔
𝑠𝑝 ≤ 𝑥𝑔 ≤ 𝑥𝑔
𝑧𝑔,      𝑔 = 1, 2, … ,𝑁𝐺 (3.16) 
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V praksi mnogi odločevalci uporabljajo enostaven pristop z reševanjem deterministične optimizacije 
ob predpostavki pričakovanih vrednosti vseh slučajnih spremenljivk in parametrov (enačba 3.17).  
 min 𝜉(𝐱, 𝐄(𝛚)) (3.17) 
kjer je 
 𝐄(𝛚) = ∑ 𝛚 ∙ 𝐩𝐫(𝛚)𝛚𝛜𝛀  (3.18) 
pričakovana vrednost slučajnih spremenljivk in/ali parametrov, ω vektor slučajnih spremenljivk 
pr(ω) pa porazdelitev verjetnosti slučajnih spremenljivk. Ta pristop imenujemo tudi »pristop 
pričakovanih vrednosti«. Ta pristop namreč ne daje optimalne rešitve za odločevalca. Moramo se 
namreč zavedati, da E[ξ(X)] ≠ ξ[E(X)]; torej da povprečna vrednost funkcije ni enaka funkciji 
povprečne vrednosti.  
Kot je razvidno iz zgornjega opisa, tako »tukaj in zdaj« kot tudi »počakaj na realizacijo« zahteva 
predstavitev negotovosti v verjetnostnem prostoru in nato simulacijo negotovosti, da dobimo 
verjetnostno predstavitev izida. To je glavna razlika med stohastično in deterministično optimizacijo.  
V splošnem se načrtovanje v energetiki izvaja deterministično ob predpostavkah popolne 
informacije, kar pomeni, da so informacije o prihodnjem stanju (angl. state of the world) na voljo 
pred odločitvijo (npr. prihodnja poraba). Ko imamo na voljo več možnih scenarijev, bo analiza 
postregla z množico optimalnih rešitev, ki odločevalca pušča v zadregi, ker je lahko rešitev po enem 
scenariju v nasprotju z rešitvijo po drugem. Bolj realističen primer je, ko mora biti odločitev izbrana 
pred nastopom prihodnjega dejanskega stanja, torej ob negotovosti. To pomeni, da mora odločevalec 
izbrati optimalno rešitev, preden je znano dejansko stanje.  
Opozoriti je treba, da mnogi optimizacijski problemi v praksi vsebujejo tako kategorijo »tukaj in 
zdaj« kot tudi »počakaj na realizacijo«. Rešitev tovrstnih problemov se lotimo tako, da razdelimo 
odločitev na dve kategoriji, ki ju rešujemo povezano (angl. coupled). 
Slika 11a prikazuje odločitveno situacijo, kjer informacije o realizaciji slučajnega procesa niso na 
voljo pred odločitvijo. V tem primeru mora odločevalec ukrepati »tukaj-in-zdaj« (angl. here and 
now) preden je stanje slučajnega procesa znano. Ko je stanje procesa znano se na drugi stopnji lahko 
odločevalec odloča glede na znane informacije. To je primer, ko se »tukaj-in-zdaj« odločamo o 
naložbi v proizvodne vire električne energije, medtem pa na drugi stopnji »po-realizaciji« slučajni 
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spremenljivk optimiramo razporejanje obremenitev po elektrarnah glede na simulacijo urejenega 
diagrama preostale porabe.  
Pri drugem, računsko manj zahtevnem postopku optimizacije (slika 11b), se »tukaj-in-zdaj« 
odločamo o naložbah v proizvodne vire električne energije ter tudi o optimalnem razporejanju 
obremenitev po elektrarnah. Šele nato analiziramo vpliv negotovosti oz. realizacije slučajnih 
spremenljivk na ekonomsko in tehnično učinkovitost naložb. V nalogi smo uporabili pristop iz slike 
11b. 
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    a)       b) 
Slika 11: Diagram dvo (levo) in eno (desno) stopenjskega odločanja  
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3.10 Stohastična kombinatorična optimizacija s primerjavo vzorcev 
(SKOPVZ) 
V prejšnjem poglavju so bile kriterijska funkcija in omejitve opredeljene z verjetnostnimi funkcionali 
Ki kot so pričakovana vrednost, mediana, varianca, kvartili itn. V primeru nesimetričnih in 
neparametričnih porazdelitev verjetnosti kriterijske funkcije se lahko zgodi, da predstavitev 
negotovosti s pomočjo verjetnostnega funkcionala ne odraža dejanske premoči oz. dominiranosti ene 
rešitve nad drugo. Da bi rešili to težavo smo se odločili uporabiti, za energetiko novo, metodo 
izračuna dominiranosti z operatorjem U-dominiranosti, ki je zasnovan na Mann-Whitneyevem U-
testu [87]. Ta pristop primerjave kriterijskih funkcij dveh rešitev do sedaj v energetiki po našem 
vedenju še ni bil uporabljen.  
Za primerjavo dveh neodvisnih vzorcev se v statistiki, poleg metod zasnovanih na predpostavki 
normalne porazdelitve verjetnosti, uporablja tudi Mann-Whitneyev U-test (imenovan tudi Mann-
Whitney-Wilcoxonov test ali Wilcoxonov test ranga vsote) [46]. Mann-Whitneyev U-test (v 
nadaljevanju U-test) je neparametričen test, s pomočjo katerega primerjamo dva slučajna vzorca in 
ugotavljamo, ali je stohastično vrednost realizacije enega vzorca večja ali manjša od drugega [88]. 
Glede na to, da je test neparametričen, ne zahteva predpostavke normalne ali katerekoli druge 
parametrične porazdelitve verjetnosti.  
Recimo, da imamo dve rešitvi nekega optimizacijskega problema, in sicer rešitev a in rešitev b. 
Katera od rešitev je boljša v primeru deterministične optimizacije določimo z vrednostjo kriterijske 
funkcije za obe rešitvi, in sicer vrednost f(a) in vrednost f(b). Če iščemo minimalno vrednost kriterija, 
je rešitev a boljša od rešitve b v primeru, da je f(a) < f(b). Pri stohastični optimizaciji se postavlja 
vprašanje, kako primerjati rešitvi a in b, če ima kriterijska funkcija množico vrednosti in ne samo 
eno vrednost kot pri deterministični optimizaciji. V tem primeru imamo opravka z dvema 
statističnima vzorcema kriterijske funkcije A in B. Vzorca A in B predstavljamo kot vektorja, ker 
vsebujeta n vrednosti in sta podmnožici populacije kriterijske funkcije.  
Relacijo dominiranosti v tem primeru opredelimo kot verjetnost, da vzorec A, ki predstavlja množico 
vrednosti kriterijske funkcije za rešitev a, dominira nad vzorcem B, ki predstavlja vzorec vrednosti 
kriterijske funkcije za rešitev b: 
 𝜋 = 𝑝𝑟(𝐀(𝑎,𝛚) < 𝐁(𝑏,𝛚)) (3.19) 
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kjer sta A in B neodvisna vzorca. Ob minimizaciji kriterijske funkcije predstavlja vrednost π 
verjetnost, da je vrednost vzorca A manjša od vrednosti vzorca B. Ker ne poznamo vrednosti 
verjetnosti π, jo lahko samo ocenimo s primerjavo n vrednosti slučajnih spremenljivk A in B. Oceno 











 Π𝑖𝑗 = {
1,       𝑖𝑓𝐴𝑖 < 𝐵𝑖
0,               𝑠𝑖𝑐𝑒𝑟
 (3.21) 
Da bi U-test uporabili pri primerjavi dominiranosti med kriterijskima funkcijama dveh vrednosti 
odločitvenih spremenljivk, je potrebno le-tega vključiti v evolucijski algoritem in preizkusiti na 
realnem primeru, kot kaže slika 12.  
 
Vhod: A in B, Vzorca vrednosti kriterijskih funkcij za možni rešitvi a in b 
Vhod: α, Stopnja zaupanja uporabljena v U-testu 
Izhod: Relacija dominiranosti med a in b 
1: pA, pB = 1 
2: for each kriterij do 
3: Izvedi U-test na A in B glede na kriterij. 
4: if A je boljši /*(manjši v primeru minimizacije)*/ od B z   
 intervalom zaupanja α pri kriteriju then 
5:   pA = 1∗ pA 
6:  pB = 0 
7: else if B je boljši od A z intervalom zaupanja α pri kriteriju then 
8:  pA = 0 
9:  pB = 1 ∗ pB 
10: end if 
11: end for 
12: if pA = 1 in pB = 0 then 
13: vrni 1 /*** a U-dominira b. ***/ 
14: else if pA = 0 in pB = 1 then 
15: vrni −1 /*** b U-dominira a. ***/ 
16: else 
17: vrni 0 /*** a in b se ne dominirata ***/ 
18: end if 
 
Slika 12: U-test operator dominiranosti (prirejeno iz [88]) 
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Vhodne vrednosti za operator U-dominiranosti na sliki 12 sta vzorca A in B kriterijskih funkcij dveh 
rešitev a in b. Naloga operatorja U-dominiranosti je, da z zanesljivostjo α, ob negotovosti določi, 
katera od rešitev a in b je boljša, oziroma dominira.  
Ob podanih vrednosti vzorcev, A in B, se opravi U-test (enačba 3.20) na A in B po vsakem kriteriju 
posebej. Če je ?̂?(𝐀 <  𝐁) ≥ 1 − 𝛼, je rešitev a boljša od rešitve b in je A < B. Če hočemo določiti 
katera rešitev dominira, moramo pregledati vse kriterije. V primeru dvokriterijske optimizacije mora 
rešitev a biti boljša od rešitve b po obeh kriterijih, da lahko rečemo da a dominira b (vrstice 12 – 18 
na sliki 12). 
Primerjava deterministične optimizacije (DKOP), stohastične optimizacije z verjetnostnim 
funkcionalom (SKOPF) in stohastične optimizacije s primerjavo vzorcev (SKOPVZ) je prikazana v 
preglednici 3, kjer je n velikost vzorca, x* optimalna vrednost odločitvene spremenljivke, ξ(x) 
vrednost kriterijske funkcije, Ki(ξ(x)) vrednost funkcionala, ki je lahko pričakovana vrednost, 
varianca, mediana, itn., ter 𝑃(𝜉(𝐱∗) < 𝜉(𝐱)) verjetnost, da je 𝜉(𝐱∗) < 𝜉(𝐱).  
Prednost uporabe SKOPVZ v primerjavi s SKOPF se kaže v zanesljivem nedominiranem razvrščanju 
rešitev ob negotovosti, posebej v okolju neparametričnih in asimetričnih porazdelitev verjetnosti ter 
številnih osamelcev [88].  






Število vrednosti, ki jih 
medseboj primerjamo 
DKOP 𝜉(𝐱∗) ≤ 𝜉(𝐱) 1 1 
SKOPF 𝐾𝑖(𝜉(𝐱
∗)) ≤ 𝐾𝑖(𝜉(𝐱)) n 1 
SKOPVZ 𝑝𝑟(𝜉(𝐱∗) < 𝜉(𝐱)) n n 
3.11 Vzorčenje in analiza negotovosti 
Iterativni proces stohastičnega modeliranja vključuje: 
1. Ocena (opredelitev) verjetnostnega zakona (npr. porazdelitev verjetnosti) vhodnih 
parametrov in spremenljivk sistema. 
2. Vzorčenje vrednosti slučajnih spremenljivk iz verjetnostnega zakona. 
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3. Analiza izidov optimizacije s pomočjo izbranega verjetnostnega funkcionala (pričakovana 
vrednost, varianca, mediana itn.) oz. z neposredno primerjavo celotnih vzorcev. 
Ko smo opredelili verjetnostni zakon, je naslednji korak vzorčenje. Ena najbolj uporabljenih tehnik 
vzorčenja slučajnih spremenljivk iz znanih porazdelitev je t.i. Monte Carlo tehnika, ki je zasnovana 
na generiranju slučajnih števil z opredeljeno kumulativno porazdelitvijo vzorčene slučajne 
spremenljivke.  
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4 UPORABA BAYESOVEGA PRISTOPA ZA OCENJEVANJE 
PARAMETROV PORAZDELITEV VERJETNOSTI 
4.1 Uvod 
Ob načrtovanju prihodnje strukture elektrarn EES nas zanima tudi, kakšna je možnost, da EES ne bo 
zmožen zagotavljati zadostne količine električne energije za pokrivanje porabe in zadostne količine 
električne moči za pokrivanje obremenitve porabnikov EES. Za zagotavljanje zadostne količine 
električne energije in električne moči potrebujemo tako zadostne količine proizvodnih zmogljivosti 
kot tudi zadostne količine primarnih virov energije (voda, premog, veter, sonce itn.). Na zadostnost 
proizvodnih zmogljivosti vplivajo načrtovani in nenačrtovani izklopi, medtem ko na zadostnost 
primarnih virov v zadnjem času vplivajo predvsem obnovljivi viri enrgije. 
Zanesljivost oskrbe se podaja z dvema osnovnima značilnostima: zadostnost (angl. adequacy) in 
sigurnost (angl. security). Zadostnost [89], [6] je pokazatelj sposobnosti sistema za pokrivanje potreb 
odjemalcev po električni energiji in moči v vseh pričakovanih obratovalnih stanjih, torej z 
upoštevanjem načrtovanih nerazpoložljivosti tako proizvodnih virov kot tudi elementov prenosnega 
EES-a. Sigurnost [89], [6] obratovanja pa je sposobnost sistema, da je v določenem obratovalnem 
stanju odporen na množico motenj (kratki stiki v omrežju, izpadi elementov sistema ter 
nepričakovane spremembe v odjemu v povezavi z omejitvami v proizvodnji), tako da sistem motnjo 
»preživi« in pri tem ni ogrožena celovitost sistema, odjemalci pa posledic motnje ne čutijo. Pri tem 
je pomemben t.i. kriterij N-1, ko mora sistem delovati znotraj obratovalnih omejitev v primeru izpada 
enega elementa EES. Oba izraza zadostnost in sigurnost sta uveljavljena v strokovnih krogih in se 
uporabljata že zelo dolgo časa.  
V preteklosti so zadostnost merili kot odstotek rezerve, ki je na voljo [50]. Rezerva je pri tem bila 
opredeljena kot razlika med trenutno proizvodnjo in proizvodnimi zmogljivostmi, ki so trenutno na 
voljo. Zaradi diskretne narave vrednosti nazivne moči električnih generatorjev so kasneje dodali še 
velikost največje enote. S stališča proizvodnje električne energije je sistem bil zadosten, če je 
zagotovljena rezerva za izpad največjega agregata. Pomanjkljivosti teh dveh mer zadostnosti so, da 
ne opredeljujejo verjetnosti nepokritja bremena in ne predstavljajo realne ocene tveganj, ampak so 
zelo subjektivne [50].  
Bolj formalno lahko zanesljivost opredelimo kot značilnost, da naprava ali sistem deluje skladno s 
standardi, ki opredeljujejo tudi pogoje delovanja. Zanesljivost električnega stikala je na primer 
opredeljena kot verjetnost, da stikalo uspešno deluje pri določeni obremenitvi in temperaturi. 
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Mednarodna organizacija za standardizacijo (ISO) je opredelila zanesljivost kot »zmožnost naprave, 
da opravlja zahtevane funkcije v določenih okoljskih in obratovalnih pogojih določeno časovno 
obdobje«. Ker je EES sestavljen iz velikega števila naprav, za njega veljajo enaki zakoni kot za 
posamezno napravo.  
4.2 Osnove verjetnosti 
Ideja o verjetnosti, slučaju ali slučajnosti je zelo stara, v svoji strogi aksiomatizaciji v matematičnih 
pojmih pa se je pojavila veliko kasneje. Teorija verjetnosti se ukvarja s položaji, v katerih se izidi 
pojavljajo slučajno. Verjetnost, da se eden izmed končno ali števno neskončno dogodkov zgodi, je 
določena tako, da se vsakemu dogodku dodeli vrednost med 0 in 1, s čimer mu tako pripišemo 
možnost nastopa. Vrednost 0 pomeni, da smo prepričani, da do dogodka ne bo prišlo, vrednost 1 pa, 
da bo do njega nedvomno prišlo. Takoj ko imamo znano zalogo vrednosti in verjetnosti elementarnih 
dogodkov, lahko izračunamo verjetnost nastopa kateregakoli dogodka iz zaloge vrednosti.  
Dodeljevanje verjetnosti dogodkom (v splošnem, ne samo elementarnim) je lahko subjektivne 
narave, s pomočjo intuicije ter izkušenj ali na podlagi eksperimentov ter statistične ocene iz 
preteklosti. Med slednje spada najpogosteje uporabljen koncept relativne frekvence, in sicer za 
ponavljajoče se poskuse. Ta konvergira k verjetnosti pr dogodka A, kateri ima iz n poskusov določeno 
število m ugodnih izidov:  





Večje število poskusov pomeni boljšo oceno verjetnosti dogodka. Težava pri uporabi relativne 
frekvence je pri dogodkih, ki so zelo redki in je zato potrebno večje število dodatnih poskusov za 
določitev verjetnosti njihovega nastopa. 
Zaloga vrednosti dogodkov je lahko diskretnega ali zveznega značaja. Število dogodkov je tako lahko 
omejeno (torej končno), lahko pa neskončno.  
4.3 Logika in statistično sklepanje 
Eden pomembnih ciljev statistike je predstaviti velike količine podatkov z le nekaj podatki, ki nam 
dajejo vpogled v verjetnostni proces, katerega izidi so predstavljeni z obravnavanimi podatki. Če bi 
na primer bili zainteresirani za preučevanje urne porabe električne energije v Sloveniji, bi nas v 
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splošnem verjetno ne zanimala poraba za več kot 43.000 ur v zadnjih petih letih. Namesto tega je 
bolj verjetno, da nas zanima le nekaj karakteristik, kot je povprečje, mediana in varianca, ki 
povzamejo informacije iz vzorca, in nam povedo nekaj o celotni populaciji. Statični postopki 
oblikujejo vzorčne povzetke in jih uporabljamo za sklepanje o porabi električne energije za naslednje 
leto. Temu procesu rečemo tudi inverzno (obratno) verjetnostno sklepanje. Statistično sklepanje je 
sklepanje iz specifičnega (vzorec) na splošno (populacija).  
Medtem ko je določitev verjetnosti ali pogostosti dogodka (npr. verjetnost, kolikokrat bo kovanec 
padel na številko) iz znanega verjetnostnega zakona (v tem primeru Bernoullijeva porazdelitev) 
deduktivni proces računanja verjetnosti (poznamo zalogo vrednosti izidov in verjetnostni zakon, ki 
generira izide) ob znani porazdelitvi in njenih parametrih, je statistično sklepanje induktivni proces 
»ugibanja« najbolj verjetnih vrednosti parametrov glede na zbrane podatke in podajanje izjave o tem, 
kako blizu je naša domneva dejanskemu parametru populacije [90]. 
Deduktivno sklepanje je zasnovano na osnovni premisi in vhodnem podatku (slika 13).  
 
Slika 13: »Če se zgodi dogodek A se zgodi tudi B«. Deduktivno sklepanje je možno. 
Če verjamemo osnovni premisa, kot je npr. »Če se zgodi dogodek A, se zgodi B« in imamo 
informacijo, da se je dogodek A zgodil, potem sklepamo, da se je zgodil tudi dogodek B. Če torej 
verjamemo, da je kovanec pošten (dogodek A), potem vemo, da obstaja 50 % verjetnost, da pade 
glava (dogodek B). Dedukcija deluje od splošnega k specifičnemu.  
Ker v realnem svetu verjetnostnega zakona, ki generira vrednosti slučajnih spremenljivk, ne 
poznamo, ga moramo izbrati oz. oceniti. Ta izbira je povezana z negotovostjo, ker nimamo na voljo 
vseh informacij ampak »samo« nekaj podatkov poskusa oz. opazovanja. Na osnovi teh nekaj 
podatkov je potrebno določiti verjetnostni zakon, ki te podatke generira.  
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V tem primeru moramo uporabiti induktivno logiko. Pogostokrat sta premisi tako zasnovani, da v 
nobenem primeru dedukcija ni možna. »A se zgodi« in »A se ne zgodi« se lahko zgodita istočasno z 
»B se zgodi« ali »B se ne zgodi« (slika 14).  
 
Slika 14: »A se zgodi« in »A se ne zgodi« sta združljiva z »B se zgodi« in »B se ne zgodi«. Deduktivno sklepanje 
ni možno. 
Recimo, da imamo vzorec podatkov (dogodek B). Zanima nas, kakšna je verjetnost, da je podatke 
generiral verjetnostni zakon z določeno vrednostjo parametrov Θ. Ko spremenimo verjetnost nastopa 
določene premise (dogodek A) na osnovi nekega drugega dogodka (dogodek B), izvajamo indukcijo. 
Indukcija je sklepanje od specifičnega k splošnemu.  
Tako vidimo, da se verjetnost lahko uporablja kot razširitev logike v primerih, ko ni mogoče sklepati 
deduktivno [90]. Tako je smiselno revidirati možnost nastopa dogodkov z uporabo pravil o 
verjetnosti. Bayesova statistika uporablja pravila verjetnosti za revidiranje našega prepričanja glede 
na podatke.  
Bayesova statistika in klasična statistika, ki vključuje metodo največjega verjetja, sta dva različna 
pristopa, k ocenjevanju vrednosti parametrov in sklepanju o le-teh. 
Ne glede na izbiro pristopa, statistični proces vključuje: 
1. Oblikovanje raziskovalnega vprašanja. 
2. Zbiranje podatkov. 
3. Izbira verjetnostnega modela glede na zbrane podatke. 
4. Ocenjevanje modela oz. parametrov modela.  
5. Povzemanje rezultatov na način, da odgovori na raziskovalno vprašanje – ta del procesa 
imenujemo tudi statistično sklepanje. 
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4.4 Bayesova statistika 
Statistika je veda, ki obravnava podatke o vprašanjih, ki nas zanimajo. To vključuje razvoj metod za 
zbiranje podatkov v zvezi z raziskovalnim vprašanjem, metode za povzemanje in prikaz podatkov, 
ki osvetljujejo vprašanja, ter metode, ki nam omogočajo pripravo odgovorov, ki so podprti s podatki. 
Podatki skoraj vedno vsebujejo negotovost. Te negotovosti lahko izhajajo iz izbora predmetov 
opazovanja, ali pa so posledica variabilnosti opazovalnega oz. merilnega postopka. Zato potrebujemo 
osvetlitev verjetnostnega modela, ki pojasnjuje vir, vrsto in obseg negotovosti. Sklepanje, zasnovano 
na podatkih, je osnova za poglabljanje znanja o predmetu preučevanja, kar nam omogoča racionalne 
znanstvene raziskave. Statistično sklepanje (angl. statistical inference) nam omogoča metode in 
orodja za to kljub negotovosti v podatkih. Izbira metod analiziranja podatkov je odvisna od načina 
zbiranja podatkov [91].  
Vzemimo primer na sliki 15, ki prikazuje Vennov diagram za tri dogodke A, B in C. Verjetnost 
produkta dogodkov A in B je verjetnost, da pride do obeh dogodkov hkrati ob isti ponovitvi poskusa. 
To je verjetnost množice izidov, ki so istočasno v dogodku A in dogodku B, torej verjetnost preseka 
pr(A ∩ B). Če sta dogodka neodvisna, velja pr(A ∩ B) = pr(A) ∙ pr(B). V nasprotnem primeru sta 
dogodka odvisna. Torej odvisnost oz. neodvisnost dogodkov ni značilnost posameznega dogodka, 
ampak verjetnosti nastopa obeh.  
 
Slika 15: Dogodka A, B in C in prostor rešitev. 
Predpostavimo, da vemo, da je nastopil dogodek A. Lahko sklepamo, da se vsi drugi položaji, ko A 
ne nastopa, ne morejo zgoditi. Verjetnost nastopa dogodka C je enaka nič. Pa tudi verjetnost nastopa 
pr(A') = 0, ker se je A že zgodil. Prostor dogodkov se tako skrči na Ur = A. Kot vidimo iz slike 15, 
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Leta 1713 je Jacob Bernoulli (1654-1705) v svojem delu »Ars Conjectandi« (Umetnost 
domnevanja/ugibanja) predstavil začetek, lahko rečemo, formalnega načina domnevanja oz. 
ugibanja. Čeprav je »samo ugibanje«, je še zmeraj lahko pametno oz. urejeno, ali nespametno oz. 
»na srečo«. Bernoulli opredeli prostor domnev in število možnih izidov N. Potem opredeli dogodek 
A, ki se v prostoru dogodkov pojavlja M krat. Verjetnost nastopa dogodka A opredeli kot pr(A) = 
M/N, če so izidi neodvisni. Bernoulli pri tem ugotovi, da se pojavi problem definicije ničelne oz. 
začetne domneve. Ker števil M in N ne pozna, mora pred vzorčenjem predpostaviti ničelno domnevo, 
kolikokrat se v prostoru vseh dogodkov N pojavlja dogodek A. Medtem ko pri enostavnih problemih 
(npr. metanje kocke) v celoti poznamo prostor vseh dogodkov, to ne drži za veliko večino problemov 
v praksi. Zato naj bi začetna domneva predstavljala to, kar mi danes vemo o problemu, ki ga 
rešujemo. Pri tem pristopu se nam lahko zgodita dva skrajna primera. V prvem je naša predpostavka 
ničelne domneve »pravilna« in s pomočjo podatkov ničelne domneve ne zavrnemo. V drugem 
primeru predpostavljeno ničelno domnevo zavrnemo. Zaradi tega je potrebno opredeliti novo ničelno 
domnevo in to delati toliko časa, dokler je ne moremo ne zavrniti [92]. 
Če se vrnemo k problemu dogodka A, intuitivno vemo, da naj bi se dogodki z večjo verjetnostjo M/N 
pojavljali bolj pogosto. Na podlagi tega je Bernoulli izpeljal prvo matematično povezavo med 
pogostostjo in verjetnostjo, ki jo danes poznamo pod imenom šibki zakon velikih števil (angl. weak 
law of large numbers). Če namreč naredimo n neodvisnih poskusov in se dogodek A pojavi m–krat, 
je pogostost m / n razumna ocena verjetnosti pr(A) = M/N. S tem je Bernoulli dobil orodje, s pomočjo 
katerega je lahko preveril in izboljšal ničelno domnevo.  
Leta 1763 je bil posthumno objavljen članek »An Essay towards solving a Problem in the Doctrine 
of Chances« v katerem duhovnik in matematik Thomas Bayes (1701-1761) predstavi svoj pristop k 
statističnemu sklepanju. Medtem ko je Bernoulli glede na N, n in M izračunaval verjetnost, da se A 
zgodi m krat, je Bayes obrnil sklepanje in predstavil pristop, s pomočjo katerega je ocenjeval 
verjetnost, da dogodek A nastopa v prostoru dogodkov M-krat glede na N, n in m. Zato so leta 
Bayesov pristop imenovali obratna (inverzna) verjetnost. Bayes je namreč iz pogostosti posledic (m) 
sklepal na pogostost vzroka (M) [91].  
Leta 1774 je Laplace v enem svoji prvih del ponovno predstavil Bayesov pristop in ga skoraj 40 let 
uporabljal v astronomiji, geodeziji, metrologiji itn. Recimo, da imamo različne dogodke A, B, C … 
Dogodek A ∩ B predstavlja istočasen nastop dogodkov A in B. Verjetnost pr(A|B) predstavlja pogojno 
verjetnost nastopa dogodka A, če je nastopil dogodek B.  
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Če uporabimo zakon multiplikativnosti, vemo, da velja: 
 𝑝𝑟(𝐴𝐵) = 𝑝𝑟(𝐴 ∩ 𝐵) = 𝑝𝑟(𝐴|𝐵)𝑝𝑟(𝐵) (4.2) 





Če vprašanje obrnemo in predpostavimo, da poznamo verjetnost nastopa dogodka A, kakšna je 
verjetnost, da bo nastopil dogodek B?  







Če enačbe uredimo, dobimo obrazec, ki ga imenujemo Bayesov obrazec, čeprav ga Bayes v tej obliki 







4.5 Uporaba Bayesovega pravila v elektroenergetiki 
Verjetnostni račun in statistika imata, kot smo že videli, številne primere uporabe v tehniki in tudi v 
elektroenergetiki. V [49] avtorja uporabljata Bayesov pristop ocenjevanja modela zanesljivosti 
izolacije elementov EES, ki je zasnovan na Weibullovi porazdelitvi verjetnosti in na podatkih o 
preobremenitvah, posebej pa prenapetostih ter starosti elementov. V [93] so avtorji Yujia Zhou, Anil 
Pahwain, Shie-Shien Yang s pomočjo Bayesove mreže modelirali vpliv hitrosti vetra in pogostosti 
udara strel na okvare v elektroenergetskem sistemu in izpade nadzemnih vodov. Pri tem so s pomočjo 
pogojne verjetnosti modelirali verjetnost nastopa izpada voda glede na zgoraj omenjene 
spremenljivke. Na ta način so multivariatni statistični problem modelirali grafično.  
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Za napovedovanje vremenskih spremenljivk, ki vplivajo na segrevanje in hlajenje daljnovoda kot so 
smer vetra, hitrost vetra in temperatura ozračja, so avtorji v [94] uporabili Bayesov pristop. 
Zanesljivost EES je odvisna od zanesljivosti daljnovodov, ki prenašajo električno energijo. V 
primeru pregrevanja zaščita izklopi daljnovod in je celoten EES bolj ranljiv. Zato dispečerji v centrih 
vodenja potrebujejo sistem za podporo odločanju med zanesljivostjo sistema in obremenjevanjem le-
tega v funkciji povečanja prihodkov in drugih gospodarskih koristi.  
V svojem pristopu avtorji uporabljajo Bayesov model na časovnih vrstah. S pomočjo podatkov 
zadnjih 6 dni (144 ur) se izračunajo parametri modela (pogojne in marginalne verjetnosti ter funkcija 
verjetja), ki se potem uporabljajo za napoved vremenskih pogojev za naslednjo uro na osnovi 
podatkov za trenutno uro. Za ocenjevanje parametrov smeri vetra in temperature ozračja so uporabili 
Bayesov pristop, medtem ko so za ocenjevanje parametrov modela hitrosti vetra uporabili metodo 
največjega verjetja. Napovedane vremenske spremenljivke so vhod v Monte Carlo simulacijo 
tveganja nastopa termične preobremenitve daljnovoda.  
Avtorji navajajo, da ima Bayesov pristop nekaj privlačnih značilnosti. Prva je ta, da privede do dobrih 
napovedi brez velikih vzorcev podatkov. Druga je ta, da s pomočjo simulacij lahko izračunajo 
številne parametre vključno s gostoto verjetnosti napovedanih vremenskih pogojev. Ne glede na te 
značilnosti so za modeliranje hitrosti vetra uporabili metodo največjega verjetja zaradi zapletenosti 
Bayesovega modela.  
Sigurnost sistema predstavlja zmožnost sistema, da preživi nenadne motnje, kot so kratki stiki, izpadi 
elementov EES itn. Ko motnje povzročijo kršitev obratovalnih omejitev, rečemo, da sistem ni 
siguren. Pri klasičnem pristopu uporabnik opredeli vsa možna stanja EES, za katere potem 
programski paket izračunava, ali se zgodi kršitev omejitev ali ne.  
V prispevku [95] sta avtorja uporabila Bayesov razvrščevalec (angl. Bayes classifier). Ko pridemo 
do problemov razvrščanja, je vloga Bayesovega razvrščevalca podobna vlogi nevronskih mrež. Na 
osnovi preteklih podatkov se izračunajo parametri Bayesovega razvrščevalca, ki se potem uporablja 
za podporo odločanju ali je neko stanje EES sigurno ali ne. Sodilo odločanja je v tem primeru 
maksimum posteriorne verjetnosti. 
V [96] so avtorji predstavili uporabo Bayesovega pristopa pri kratkoročnem napovedovanju porabe 
električne energije. Opredelili so t.i. Bayesov združeni napovednik (angl. Bayesian Combined 
Predictor), ki uporablja kombinacijo umetnih nevronskih mrež in dveh napovednikov linearne 
regresije. Statistična analiza napovedi porabe razkriva, da posamezne metode (ANN, LR) stalno 
dajejo boljše rezultate v določenih delih dneva. Ure v dnevu, ko posamezne metode dajejo boljše 
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rezultate, se lahko spreminjajo. Kombinirana metoda uporablja uteženo vsoto rezultatov umetnih 
nevronskih mrež in linearnih regresij, tako da so uteži izračunane s posodobitvijo (angl. update) 
Bayesove posteriorne verjetnosti za posamezno metodo glede na pretekle rezultate. Predlagana 
metoda daje boljše rezultate od ostalih treh metod posamično. 
4.6 Statistična ocena parametrov 
Cilj statističnega sklepanja je ocenjevanje vrednosti parametrov populacije (npr. pričakovana 
vrednost populacije) na osnovi statistik vzorca (npr. pričakovana vrednost vzorca). Izidi ocenjevanja 
neznane vrednosti parametra predstavlja točkovna ocena, standardna napaka ocene, interval 
zaupanja, Bayesov posteriorni interval itn. [46].  
V nadaljevanju bomo predstavili Bayesovo potencirano predhodno porazdelitev za ocenjevanje 
parametrov porazdelitve razpoložljivosti generatorjev električne energije. Pred tem bomo predstavili 
metodo največjega verjetja in tradicionalen Bayesov pristop za uporabo predhodnih informacij. Te 
metode smo kasneje uporabili za primerjavo z Bayesovim potenciranim predhodnim pristopom.  
4.6.1 Metoda največjega verjetja 
Metoda največjega verjetja je ena najbolj uporabljenih metod za ocenjevanje vrednosti parametrov 
verjetnostnega modela v klasični statistiki [46]. Recimo, da opravljamo enostavno slučajno vzorčenje 
(angl. simple random sampling – SRS) s ponavljanjem tako, da iz populacije velikosti N, izberemo n 
subjektov. N predstavlja velikost populacije, medtem ko predstavlja n velikost vzorca. Dogodek 
izbire ene kroglice iz posode imenujemo eksperiment. Ker je eksperiment stohastične narave (obstaja 
določena verjetnost izbire konkretne kroglice), izid vsakega eksperimenta numerično kvalificiramo 
s slučajno spremenljivko U, ki predstavlja lastnost izbranega subjekta in ima funkcijo gostote 
verjetnosti 𝜋(𝑈|𝜃) odvisne od vrednosti parametra 𝜃. Ko izbiramo prvič, je slučajna spremenljivka 
U1, drugič U2, i-tič Ui, n-tič Un. Recimo, da izide eksperimentov označimo z u. Vsaka slučajna 
spremenljivka lahko zavzame vrednosti od 1 do N. Po tem, ko smo opravili n eksperimentov, vemo, 
da smo prvič izbrali vrednost u1, drugič u2, i-tič ui, n-tič un. Dejstvo, da slučajna spremenljivka U1 
zavzame vrednost u1, matematično formuliramo z U1 = u1. Enako velja za ostale eksperimente, tako 
da lahko v splošnem zapišemo Ui = ui.  
V naslednjem koraku želimo določiti vrednosti parametrov funkcije gostote porazdelitve verjetnosti 
iz vzorca. Recimo, da ima funkcija gostote porazdelitve verjetnosti samo en parameter 𝜃, kateremu 
želimo določiti vrednost. Po opravljenem vzorčenju so vrednosti slučajnih spremenljivk znane  
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(Ui = ui) in je edina neznanka funkcije gostote verjetnosti 𝜋(𝑈|𝜃) vrednost parametra 𝜃. Glede na 
dejstvo, da vrednost parametra θ določamo iz vzorca in ne iz celotne populacije, je ocena vrednosti 
parametra 𝜃 tudi slučajna spremenljivka. Zaradi tega lahko predpostavimo, da je vrednost ocene 
parametra 𝜃 ob znanih vrednostih ui slučajnih spremenljivk Ui, odvisna od verjetnosti nastopa 
vrednosti slučajnih spremenljivk ob določeni vrednosti parametra. Verjetnost hkratnega nastopa ui 
slučajnih spremenljivk Ui ob določeni vrednosti parametra θ opredelimo s skupno funkcijo gostote 
verjetnosti 𝜋(𝑢1, 𝑢2, … , 𝑢𝑛 |𝜃) vseh slučajnih spremenljivk Ui.  
Ker slučajne spremenljivke Ui zavzamejo vrednosti ui, Ui = ui, i = 1,…,n definiramo funkcijo verjetja 
nastopa vrednosti parametra θ kot: 
 𝐿(𝐮|𝜃) = 𝜋(𝑢1, 𝑢2, … , 𝑢𝑛 |𝜃) (4.7) 
Ob predpostavki, da imajo slučajne spremenljivke Ui enako funkcijo gostote verjetnosti in so 
medseboj neodvisne (angl. independent and identically distributed - i.i.d. - random variables) lahko 
skupno funkcijo gostote verjetnosti 𝜋(𝑢1, 𝑢2, … , 𝑢𝑛 |𝜃) zapišemo kot produkt funkcij gostote 





Ocena vrednosti 𝜃 parametra θ po metodi največjega verjetja (angl. maximum likelihood estimation 
– MLE) je tista vrednost parametra θ, ki maksimira funkcijo verjetja, kot sledi: 
 𝜃  = argmax
𝜃
[𝐿(𝐮|𝜃)] (4.9) 
Ocenjevanje standardne napake ocene parametra po metodi največjega verjetja s(𝜃), oceno intervala 
zaupanja (angl. confidence interval) in oceno verjetnosti pokritosti intervala zaupanja (angl. coverage 
probability of the interval), opravimo s pomočjo »bootstrap« metode [46]. Izraz »bootstrap« se na 
nekaterih mestih prevaja kot samovzorčenje oz. zankanje [97]. Ker še ni končnega konsenza kateri 
prevod je boljši bomo v nadaljevanju uporabljali izraz »bootstrap«.  
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Interval zaupanja za 𝜃 je slučajni interval, ki vsebuje 𝜃 z v naprej določeno verjetnostjo. Verjetnost 
pokritosti intervala zaupanja je verjetnost, da interval zaupanja vsebuje 𝜃. Bolj podroben opis metode 
največjega verjetja in »bootstrap« metode je na voljo v [46]. 
4.6.2 Osnove Bayesove metode za ocenjevanje parametrov funkcij 
V nasprotju s klasičnim pristopom, v katerem se za ocenjevanje parametrov funkcije gostote 
verjetnosti uporabljajo podatki, ki se nanašajo na predmet preučevanja, se pri Bayesovem sklepanju 
lahko uporabljajo tudi podatki oziroma znanje o vrednostih parametrov iz drugih virov (npr. 
posameznikovo prepričanje, njegove izkušnje, itn.) [46]. Te podatke oz. znanje imenujemo tudi 
predhodni (angl. prior) podatki oz. predhodno znanje.  
Osnovna predpostavka Bayesovega sklepanja je, da je parameter funkcije gostote verjetnosti θ 
slučajna spremenljivka, v nasprotju s klasično statistiko, kjer parameter θ obravnavamo kot neznano 
konstanto. Slučajno spremenljivko parametra označimo z Θ. Slučajno spremenljivko lahko opišemo 
s funkcijo gostote verjetnosti. To funkcijo je potrebno določiti v procesu Bayesovega statističnega 
sklepanja. 
Recimo, da želimo opisati zanesljivost generatorja električne energije z eksponentno porazdelitvijo 









kjer predstavlja U letno nerazpoložljivost in parameter 𝜃 pričakovano vrednost letne 
nerazpoložljivosti. Zaradi enostavnosti smo indeks generatorja g iz nadaljnje obravnave izpustili.  
Pri metodi največjega verjetja bomo za določitev vrednosti parametra 𝜃 uporabili podatke o letni 
nerazpoložljivosti 𝑢1, 𝑢2, … , 𝑢𝑛, konkretnega električnega generatorja. Te vhodne podatke 
imenujemo tudi tekoči podatki. Poleg njih nam Bayesova metoda omogoča tudi uporabo drugih 
podatkov o parametru 𝜃. V literaturi so na voljo podatki o letni nerazpoložljivosti podobnih 
generatorjev v drugih državah; na voljo so tudi podatki o letni nerazpoložljivosti podobnih 
generatorjev v isti elektrarni; … Te skupine podatkov imenujemo predhodni podatki.  
Bayesovo sklepanje začnemo z zbiranjem predhodnih in tekočih podatkov. Iz predhodnih podatkov 
s statistično analizo oblikujemo predhodno funkcijo gostote verjetnosti slučajne spremenljivke Θ, 
πΘ(θ), medtem ko iz tekočih oblikujemo tekočo funkcijo gostote verjetnosti slučajne spremenljivke 
U, πU(u|θ). Parametre predhodne funkcije gostote verjetnosti imenujemo hiperparametre, da jih lahko 
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razlikujemo od parametrov tekoče funkcije gostote verjetnosti. Na osnovi teh dveh funkcij 
oblikujemo s pomočjo Bayesovega pristopa končno (angl. posterior) funkcijo gostote verjetnosti 
slučajne spremenljivke Θ:  







kjer je L(u|θ) funkcija verjetja (4.7). Končna funkcija gostote verjetnosti slučajne spremenljivke Θ, 
πΘ(θ|u) predstavlja izid procesa Bayesovega statističnega sklepanja o parametru θ.  
Ker so tekoči podatki 𝑢1, 𝑢2, … , 𝑢𝑛 znani, imenovalec v (4.11) ni odvisen od vrednosti parametra Θ, 
saj integral v imenovalcu integrirana po celotnem prostoru Θ. Zaradi tega lahko končno porazdelitev 
zapišemo kot: 
 𝜋Θ(𝜃|𝐮) ∝ 𝐿(𝐮|𝜃) ∙ 𝜋Θ(𝜃) (4.12) 
Končna porazdelitev πΘ(θ|u) odraža posodobljene predhodne informacije o θ na osnovi zbranih 
tekočih podatkov ui (predhodno funkcijo gostote verjetnosti πΘ(θ) »posodobimo« z novimi tekočimi 
podatki in funkcijo verjetja L(u|θ)). Na osnovi končne funkcije gostote verjetnosti lahko odločevalec 
določi tako točkovno kot tudi intervalne vrednosti spremenljivke Θ. Kot točkovno oceno vrednosti 
spremenljivke Θ lahko uporabimo srednjo vrednost ali tisto vrednost pri kateri je končna gostota 
verjetnosti največja. Za intervalne vrednosti lahko uporabimo standardni odklon končne 
porazdelitve, ki je Bayesova analogija standardni napaki po metodi največjega verjetja [46]. Interval 
zaupanja v Bayesovi analizi je interval med dvema izbranima centiloma (na primer od 5. do 95. 
centila) končne gostote verjetnosti. Naslednja možnost je uporaba najožjega intervala končne gostote 
verjetnosti (angl. highest posterior density - HPD), ki je opredeljen kot najožji interval, ki za 
enomodalno porazdelitev vključuje izbiro vrednosti z najvišjo gostoto verjetnosti in vključuje tudi 
največjo vrednost funkcije gostote verjetnost [46]. Pokritost verjetnost se lahko oceni z intervalom 
zaupanja ali HPD.  
4.6.3 Ocena predhodne funkcije gostote verjetnosti 
Ocena predhodne funkcije gostote verjetnosti je prvi korak pri Bayesovem sklepanju. Predhodna 
funkcija gostote verjetnosti slučajne spremenljivke Θ, πΘ(θ), je tradicionalno lahko neinformativna 
ali informativna. Neinformativna predhodna funkcija gostote verjetnosti se uporablja v primeru, ko 
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predhodnega znanja o vrednostih slučajne spremenljivke Θ nimamo, oziroma ga ne želimo uporabiti. 
V teh primerih se dostikrat uporablja enakomerna funkcija gostote verjetnosti slučajne spremenljivke 
Θ, pri kateri je nastop vseh vrednosti slučajne spremenljivke enako verjeten [98]. Lahko pa se kot 
predhodna funkcija gostote verjetnosti uporabijo tudi druge oblike funkcije gostote verjetnosti. Če je 
nastop vseh vrednosti slučajne spremenljivke enako verjeten, je končna funkcija gostote verjetnosti 
πΘ(θ|u) iz (4.12) proporcionalna funkciji verjetja, kot sledi: 
 𝜋Θ(𝜃|𝐮) ∝ 𝐿(𝐮|𝜃) (4.13) 
V tem primeru se klasično in Bayesovo sklepanje ne razlikujeta.  
Po drugi strani pa informativna predhodna funkcija gostote verjetnosti vsebuje informacije o slučajni 
spremenljivki Θ. Lahko jo ocenimo iz znanja strokovnjakov, literature, iz preteklih analiz podatkov 
ali z različnimi kombinacijami razpoložljivih informacij. Prav določanje informativne predhodne 
porazdelitve je eno najbolj pomembnih vprašanj pri Bayesovem sklepanju in je za uporabnike zelo 
zahtevno [98].  
4.7 Informativna potencirana predhodna porazdelitev 
Denimo, da imamo na voljo tekoče podatke o letni nerazpoložljivosti 𝑢1, 𝑢2, … , 𝑢𝑛 konkretnega 
električnega generatorja za n let. Funkcijo gostote verjetnosti letne nerazpoložljivosti U označimo z 
πU(u|θ), kjer je θ parameter te funkcije. L(u|θ) predstavlja funkcijo verjetja parametra θ. Denimo tudi, 
da imamo na voljo podatke o letni nerazpoložljivosti 𝑢01, 𝑢02, … , 𝑢0𝑛0 podobnega električnega 
generatorja za n0 let. Funkcijo gostote verjetnosti letne nerazpoložljivosti izbranega podobnega 
električnega generatorja U0 označimo z π0(u0|θ), kjer je θ parameter te funkcije. L(u0|θ) predstavlja 
funkcijo verjetja parametra θ.  
Predpostavljamo, da so predhodni (u0) in tekoči podatki (u) med seboj neodvisni in porazdeljeni po 
isti vrsti funkcije gostote porazdelitve verjetnosti (npr. eksponentno). Cilj je določiti informativno 
predhodno funkcijo gostote verjetnosti slučajne spremenljivke Θ s pomočjo metode potencirane 
predhodne porazdelitve.  
Pri metodi potencirane predhodne porazdelitve najprej izberemo začetno predhodno porazdelitev 
πz0(θ), ki je lahko neinformativna ali informativna. Temu sledi izračun vrednosti eksponenta a0, kar 
bo predstavljeno v nadaljevanju.  
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Nato s pomočjo predhodnih podatkov (u0) in eksponenta a0 določimo predhodno funkcije gostote 
porazdelitve verjetnosti [99]: 
 𝜋0(𝜃|𝐮𝟎, 𝑎0) ∝ 𝐿(𝜃|𝐮𝟎)
𝑎0𝜋z0(𝜃) (4.14) 
V drugem koraku pa s pomočjo tekočih podatkov (u) in predhodne funkcije gostote verjetnosti 
𝜋0(𝜃|𝐮𝟎, 𝑎0) določimo končno funkcijo gostote verjetnosti [100] s pomočjo izrazov: 
 𝜋Θ(𝜃|𝐮, 𝐮𝟎, 𝑎0) ∝ 𝐿(𝐮|𝜃)𝜋0(𝜃|𝐮𝟎, 𝑎0) (4.15) 
 𝜋Θ(𝜃|𝐮, 𝐮𝟎, 𝑎0) ∝ 𝐿(𝐮|𝜃)𝐿(𝐮𝟎|𝜃)
𝑎0𝜋z0(𝜃) (4.16) 
V primeru, da je a0 = 0, pomeni, da iz drugih virov ne uporabljamo nobenih podatkov, medtem ko  
a0 = 1 daje enako težo verjetju podatkov iz drugih virov L(u0|θ) kot verjetju tekočih podatkov L(u|θ). 
Parameter a0 lahko interpretiramo kot parameter točnosti, ki ob manjših vrednostih a0 pomeni večjo 
varianco potencirane predhodne porazdelitve, medtem ko večje vrednosti a0 pomenijo manjšo 
varianco potencirane predhodne porazdelitve [101].  
Parameter a0 je lahko deterministične ali stohastične narave. Prednost deterministične narave 
parametra je, da natančno vemo, kakšna teža je dana predhodnim podatkom u0 pri analizi [102]. 
Izkušnje kažejo, da je ob deterministični naravi parametra, parametr a0 lažje tako izračunati kot tudi 
interpretirati [103]. Zato smo v tej nalogi uporabili deterministično naravo parametra a0 z nekaj 
analizami občutljivosti, kar je podrobno obravnavano v naslednjem poglavju. 
4.8 Izbira parametra a0 
Eno najbolj pomembnih vprašanj pri ocenjavnju predhodne potencirane porazdelitve (4.16) je izbira 
vrednosti a0. Vrednost a0, ki minimizira kriterijsko funkcijo mejnega verjetja 𝐺(𝑎0), označimo kot v 
[102]: 
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Kriterijska funkcija mejnega verjetja je opredljena kot v [102]: 
 𝐺(𝑎0) = −2 log[𝑚(𝑎0)] (4.18) 






Kot je navedeno v [102] in [100], se zdi, da kriterij (4.18) v praksi dobro deluje za določanje ag. 
Potrebno je poudariti, da optimalna vrednost, pridobljena s pomočjo (4.17) – (4.19), služi le kot 
izhodišče za analizo. Ibrahim in drugi [100] priporočajo izdelavo več analiz v okolici optimalne 
vrednosti, ne priporočajo pa analize ki temeljijo na eni sami vrednosti ag ali pa uporabo enkratnega 
avtomatskega postopka [100]. Prednost metode potencirane predhodne porazdelitve je izboljšanje 
natančnosti ocene letne nerazpoložljivosti s pomočjo podatkov drugih podobnih proizvodnih enot 
[104].  
Za določitev optimalne vrednosti parametra a0 lahko poleg mejnega verjetja kot kriterij uporabimo 
standardni odklon končne porazdelitve [46] s pomočjo t.i. »bootstrap« metode: 






kjer predstavlja Nθ število simulacij vrednosti parametra θ, θj vrednost izbrane ocene v j-ti simulaciji 
in je: 
 𝜋Θ(𝜃𝑗|𝐮, 𝐮𝟎, 𝑎0) = 𝐿(𝐮|𝜃𝑗)𝐿(𝐮𝟎|𝜃𝑗)
𝑎0
𝜋0(𝜃𝑗) (4.21) 
končna porazdelitev θj. 
»Bootstrap« metodo uporabimo tako, da za vsako vrednost parametra a0 v diskretnih intervalih (npr. 
po 0,01 od 0 do 1) simuliramo Nθ vrednosti parametra θ iz končne funkcije gostote verjetnosti 𝜋Θ. 
Iz simuliranih vrednosti določimo oceno parametra θ kot θj ter standardni odklon končne porazdelitve 
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(4.20). Vrednost a0, ki minimizira standardni odklon končne funkcije gostote verjetnosti, označimo 
kot: 
 𝑎𝑠 = argmin
𝑎0
[𝑆𝐷] (4.22) 
Za pridobitev ocene parametrov za (4.18) ter kriterijev (4.19) in (4.21), kjer je integracija težavna 
smo funkcije gostote končne verjetnost in funkcije verjetja integrirali s pomočjo integracijske metode 
Monte Carlo. V (4.19) moramo izračunati vrednosti dveh integralov: 
1. ∫ 𝐿(𝐮|𝜃)𝐿(𝐮𝟎|𝜃)
𝑎0𝜋0(𝜃)𝑑𝜃Θ  in 
2. ∫ 𝐿(𝐮𝟎|𝜃)
𝑎0𝜋0(𝜃)𝑑𝜃Θ . 
Za izračun uporabimo Monte Carlo integracijo, katere splošna oblika je, kot sledi [46]: 




Monte Carlo integracijo uporabimo tako, da simuliramo Nθ vrednosti parametra θ iz končne funkcije 
gostote verjetnosti 𝜋Θ. Če je π0(θ) funkcija gostote verjetnosti, lahko oceno 𝐼 integrala I iz simuliranih 
vrednosti θj kot: 







kjer je 𝐸𝜋0(𝜃)[ℎ(𝜃)] pričakovana vrednost integranda h(θ) ob funkciji gostote verjetnosti π0(θ). 
Integranda h(θ) sta lahko h(θ)= L(u0|θ)a0 in h(θ)= L(u|θ)·L(u0|θ)a0. Ta izraz pravi, da če lahko 
vrednosti parametra θ vzorčimo z uporabo funkcije gostote verjetnosti π0(θ), potem je vrednost 
integrala I enaka skalirani vrednosti pričakovane vrednosti integranda h(θ), ocenjena s povprečjem 
vzorca funkcije integranda h(θ), izračunanega z uporabo vzorcev kjer so vzorci θj, j=1, 2,…, Nθ, 
neodvisni in porazdeljeni po π0(θ).  
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To vodi k preprostemu postopku v štirih korakih za izračun Monte Carlo ocene integrala I:  
1. izberemo h(θ)= L(u0|θ)a0 ali h(θ)= L(u|θ)·L(u0|θ)a0;  
2. opredeli π0(θ);  
3. generiramo N neodvisnih vzorcev iz π0(θ);  
4. ovrednotimo (4.19).  
Bolj podroben opis je na voljo v [46].  
4.9 Zaključki 
V tem poglavju smo predstavili novo metodo za ocenjevanje zanesljivosti proizvodnih enot, zlasti 
letne nerazpoložljivosti. Model zanesljivosti lahko ocenimo s klasičnim in Bayesovim pristopom. 
Klasični pristopi so lahko neprimerni ob premajhnih vzorcih. Ob tem se pogosto soočamo s situacijo, 
ko so na voljo podatki iz drugih virov (npr. znanje strokovnjakov, literatura, podatki iz podobnih 
proizvodnih enot itd.), ki jih Bayesov pristop lahko vključi v statistično sklepanje, da dobimo boljše 
rezultate. Bayesovo sklepanje se uporablja zlasti za ocenjevanje parametrov verjetnostnega modela, 
glede na dejstvo, da metoda potencirane predhodne porazdelitve omogoča naraven način vključitve 
zgodovinskih podatkov in daje analitiku nadzor nad pomembnostjo določenih predhodnih podatkov 
s pomočjo parametra a0. Ker so sodobni EES izpostavljeni negotovostim izpadov proizvodnih enot, 
predlagana metoda, ki temelji na potencirani predhodni porazdelitvi in Bayesovem pristopu, 
omogoča bolj natančno ocenjevanje z vključitvijo podatkov iz drugih virov v statistično sklepanje o 
letni nerazpoložljivosti. 
Ne glede na dejstvo, da je postopek v tem delu uporabljen za oceno letne nerazpoložljivosti, bi se 
lahko uporabljal tudi pri oceni drugih slučajnih spremenljivk, ki opisujejo zanesljivost EES, kot so 
dostopnost, čas do odpovedi, čas do popravila itd., kar ostaja vprašanje za prihodnje raziskave. 
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5 SPLOŠNO O OCENJEVANJU VEČRAZSEŽNOSTNIH 
NEPARAMETRIČNIH PORAZDELITEV S POMOČJO KOPUL 
5.1 Uvod 
Zaradi sprememb na trgu z električno energijo in subvencioniranja obnovljivih virov, le-te običajno 
upoštevamo kot obvezni prevzem, na katerega nimamo vpliva pri načrtovanju proizvodnih 
zmogljivosti. Večina obnovljivih virov (npr. sončne elektrarne) ni vodljiva (angl. controlable). Glede 
na zakonodajo, so sistemski operaterji omrežij dolžni prevzeti vso električno energijo iz obnovljivih 
virov. Ker so spremenljivi (angl. variable), nenapovedljivi in niso vodljivi, jih ne moremo v 
načrtovanju razvoja upoštevati tako kot klasične elektrarne [43]. 
Problem vključitve obnovljivih virov v dolgoročno načrtovanje razvoja proizvodnje je, da imajo 
nestalno zmogljivost proizvodnje zaradi nedostopnosti primarnega vira energije. Pri obnovljivih virih 
je razpoložljivost primarnega vira spremenljiva in je odvisna od vremenskih pogojev in drugih 
parametrov in zato izkazuje močno stohastično naravo. Zato se je tega postopka potrebno lotiti z 
verjetnostnimi orodji.  
Slabost tradicionalnega procesa načrtovanja je, da ni prilagojen upoštevanju spremenljive 
zmogljivosti proizvodnje. Zaradi tega obnovljivi viri, razen velikih HE, še zmeraj niso v polnosti 
vključeni v procesa načrtovanja zmogljivosti. Tradicionalen proces načrtovanja proizvodnih 
zmogljivosti se začne z napovedovanjem rasti porabe energije in zatem z napovedjo konične 
obremenitve. Zmogljivost proizvodnje in prenosa se nato načrtuje, da se ujema z napovedano najvišjo 
obremenitvijo. Ker je energija iz obnovljivih virov v polnosti prevzeta med obratovanjem sistema, to 
vpliva na zmanjšano proizvodnjo klasičnih termoelektrarn. Končni rezultat je sub-optimalno 
delovanje sistema, ko termoelektrarne obratujejo izven nazivne obremenitve, kar povzroči manjšo 
učinkovitost, večje izpuste toplogrednih plinov in višje stroške poslovanja. 
Načrtovanje razvoja proizvodnih virov se tako z vključitvijo obnovljivih virov premika od 
načrtovanja glede na največjo obremenitev k načrtovanju glede na porabo energije. Ta premik je 
osredotočen na uporabo urejenega diagrama preostale porabe kot na osnovo za načrtovanje 
zmogljivosti, kar ustvarja dodatne zahteve po zanesljivih in zadostnih količinah podatkov o 
proizvodnji iz obnovljivih virov.  
Ena od možnosti bi bila, da se že zgodaj v procesu načrtovanja vključuje proizvodnja energije iz 
obnovljivih virov, ki se upošteva skupaj s prognoziranjem porabe energije (slika 16). To omogoča 
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popolno integracijo obnovljivih virov v proces načrtovanja in združitev variabilnosti proizvodnje iz 
obnovljivih virov in porabe električne energije. Proces načrtovanja je torej zasnovan na čisti (neto) 
obremenitvi sistema, ki predstavlja obremenitev končnih odjemalcev zmanjšano za proizvodnjo iz 
obnovljivih virov. Količina, za katero se zmanjša osnovna obremenitev sistema je ocenjena na 
podlagi preteklih podatkov proizvodnje iz obstoječih in novih zmogljivosti obnovljivih virov [43], 
[103].  
 
Slika 16: Tradicionalen in nastajajoč pristop k načrtovanju razvoja EES [43] 
5.2 Večrazsežne porazdelitve verjetnosti in kopule 
V energetiki imamo v številnih primerih opravka s statistično odvisnimi slučajnimi spremenljivkami. 
Odvisnost med dvema slučajnima spremenljivkama, ki imata skupno večrazsežno porazdelitev 
verjetnosti opredeljeno z družino eliptičnih porazdelitev (npr. večrazsežno normalno porazdelitev), 
je določena s koeficientom linearne korelacije. Po drugi strani pa imajo v praksi slučajne 
spremenljivke pogosto nesimetrične porazdelitve, katerih odvisnost presega preprosto linearno 
obliko. Posebej se to pojavlja pri skrajnih vrednostih (v območju repa porazdelitve), kjer so lahko 
slučajne spremenljivke različno korelirane tako v skrajnih pozitivnih kot tudi skrajnih negativnih 
vrednosti h (lahko sta npr. bolj korelirani dve spremenljivki pri skrajnih pozitivnih kot pri skrajnih 
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Kopule omogočajo modeliranje tovrstnih skupnih večrazsežnih porazdelitev na preprost in 
prilagodljiv način, saj omogočajo ločitev mejnih porazdelitev verjetnosti posameznih spremenljivk 
od strukture odvisnosti le-teh. Leta 1959 je Sklar odkril, da lahko NY-razsežno porazdelitev 
razčlenimo na NY enorazsežnih mejnih porazdelitev in NY-razsežno kopulo [105]. 
Recimo, da verjetnostni model vsebuje NY zveznih slučajnih spremenljivk Yiy, iy = 1, 2, … NY. 
Porazdelitev verjetnosti vsake slučajne spremenljivke označimo z Fiy, kot sledi iz izraza:  
 𝐘 ≡ [𝑌1 𝑌2 … 𝑌𝑁𝑌]
𝑇~𝐅    z    𝑌𝑖𝑦~𝐹𝑖𝑦 (5.1) 
potem lahko določimo kopulo C, kot preslikavo: 
 ∃𝐶: [0,1]𝑁𝑌 → [0,1] (5.2) 
in skupno večrazsežno porazdelitev H, kot sledi: 
 𝐇(𝐲) = 𝐶(𝐹1(𝑦1), 𝐹2(𝑦2),… , 𝐹𝑁𝑌(𝑦𝑁𝑌)) (5.3) 
Kopula C je torej funkcija, ki preslika enorazsežne mejne porazdelitve Fiy v večrazsežno skupno 
porazdelitev verjetnosti H. Kopule torej povežejo ali "couple" večrazsežnostne funkcije porazdelitev 
verjetnosti z njihovimi marginalnimi porazdelitvami verjetnosti. Druga definicija pravi [46], da so 
kopule večrazsežne porazdelitve verjetnosti, katerih marginalne porazdelitve so enakomerne na 
intervalu (0,1). Kopule niso le akademske znamenitosti, ampak se v veliki meri uporabljajo v npr. 
finančni statistiki za modeliranje odvisnosti finančnih instrumentov [46].  
Kopule so zanimive iz dveh glavnih razlogov: prvič, kot način za preučevanje odvisnosti slučajnih 
spremenljivk, in drugič, kot izhodišče za opredelitev družine večrazsežnih porazdelitev verjetnosti z 
namenom simulacij oz. vzorčenja. Prednost uporabe kopul je ločitev mejnih porazdelitev posameznih 
slučajnih spremenljivk in strukture, ki opredeljuje odvisnost, torej omogoča razdelitev modela na dva 
dela. S statističnega vidika kopula omogoča izbiranje in ločeno ocenjevanje mejne funkcije 
verjetnosti in funkcije, ki opisuje odvisnost spremenljivk [46]. Uporaba kopul omogoča večjo 
prilagodljivost izbire večrazsežnih porazdelitev verjetnosti med seboj odvisih slučajnih spremenljivk.  
Mejna porazdelitev zveznih slučajnih spremenljivk 𝑌𝑖𝑦, Fiy, je enakomerno porazdeljena slučajna 
spremenljivka Viy: 
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 𝑉𝑖𝑦 ≡ 𝐹𝑖𝑦(𝑌𝑖𝑦)~𝑈𝑛𝑖𝑓(0,1)        𝑖𝑦 = 1,2, … , 𝑁𝑌 (5.4) 
in je kopula C od Y prav tako večrazsežna porazdelitev vektorja verjetnostnih integralskih 
transformacij V ≡ [V1, ..., VNY]T in je torej večrazsežna porazdelitev z mejnimi enakomernimi 
porazdelitvami.  
V praksi je posebej koristen inverz Sklářovega izreka:  




Če imamo torej množico NY enorazsežnih porazdelitev verjetnosti (F1,…, FNY) in katerokoli kopulo 
C, je funkcija H opredeljena z enačbo 5.3 veljavna skupna porazdelitev verjetnosti z mejnimi 
porazdelitvami (F1,…, FNY). Tako lahko npr. združujemo normalno porazdeljeno spremenljivko z 
eksponentno porazdeljeno spremenljivko s pomočjo t-kopule in pridobimo mogoče nenavadno, 
vendar veljavno verjetnostno porazdelitev.  
V nadaljevanju se bomo za namene teoretičnega dela osredotočili na dve odvisni slučajni 
spremenljivki. Če predpostavimo, da sta Y1 in Y2 zvezni slučajni spremenljivki s kumulativnima 
verjetnostnima funkcijama F1(y1) in F2(y2), potem sta V1 = F1(y1) in V2 = F2(y2) enakomerno 
porazdeljeni slučajni spremenljivki.  
Dvorazsežno porazdelitev lahko opredelimo s pomočjo kopule C, kot sledi [46]:  
 𝐻(𝑦1, 𝑦2) = 𝐶(𝐹1(𝑦1), 𝐹2(𝑦2)), 𝑦1, 𝑦2 ∈ ℜ (5.6) 
Za dve slučajni spremenljivki Y1 in Y2, katerih mejni porazdelitvi verjetnosti sta stalno in strogo 
naraščajoči, lahko kopulo C njihove skupne porazdelitve verjetnosti opredelimo kot: 





−1(𝑣2) kot inverzni mejni porazdelitvi: 
 𝑉1 = 𝐹1(𝑦1) (5.8) 
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 𝑉2 = 𝐹2(𝑦2) (5.9) 
enakomerno porazdeljeni slučajni spremenljivki. 
V nadaljevanju bomo predstavili primer uporabe kopule za modeliranje skupnih večrazsežnih 
porazdelitev verjetnosti dveh slučajnih spremenljivk (podroben opis primera se nahaja v [106]). 
Recimo, da imamo na voljo podatke o dnevnem finančnem rezultatu (angl. stock return) y1 in y2 za 
delnici 1 in 2 za 100 zaporednih dni (slika 17).  
 
Slika 17: Dnevni finančni rezultat y1 in y2 dveh delnic 1 in 2 [106] 
Rezultata sta odvisna, kar vidimo na skupnem histogramu (slika 18). 
Če želimo najti skupno porazdelitev verjetnosti H(y), to lahko naredimo tako, da poiščemo tako 
funkcijo porazdelitve verjetnosti, ki najbolje opisuje verjetnost istočasnega nastopa obeh 
spremenljivk y1 in y2. Če bi se odločili za normalno porazdelitev, bi lahko funkcijo gostote verjetnosti 
modelirali z npr. normalno porazdelitvijo (slika 19). 
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Slika 18: Dvorazsežni histogram spremenljivk y1 in y2 [106] 
 
Slika 19: Dvorazsežna normalna funkcija gostote verjetnosti spremenljivk y1 in y2 [106] 
Če nam ta porazdelitev ne ustreza (npr. ne opredeljuje verjetnostnega zakona zadosti natančno), se 
lahko odločimo za kopulo. Kot smo videli v teoriji za modeliranje kopule najprej ocenimo 
porazdelitve verjetnosti F1 in F2 za vsako spremenljivko posebej (slika 20 a.). Rezultat ocene 
porazdelitev verjetnosti so vrednosti v1 in v2 spremenljivk V1 in V2, ki sta porazdeljeni po enakomerni 
proazdelitvi (slika 20 b.). Funkcijo, ki opredeljuje odvisnost med spremenljivkama V1 in V2, 
imenujemo kopula (5.3). V tem primeru smo za modeliranje mejnih porazdelitev uporabili empirično 
 Stran 91 
funkcijo verjetnosti za modeliranje odvisnosti pa Studentovo porazdelitev. Po definiciji vrednosti 
parametrov funkcije C lahko na osnovi tega simuliramo vrednosti v1sim in v2sim (slika 20 c.). Iz teh 
vrednosti s pomočjo inverzne porazdelitve F-11 in F-12 določimo simulirane vrednosti y1sim in y2sim 
(slika 20 d.) 
 
Slika 20: Modeliranje in simuliranje statistične odvisnosti spremenljivk y1 in y2 s pomočjo kopule [106] 
5.3 Primeri kopul 
Kopule lahko delimo na implicite in eksplicitne. Primeri implicitnih kopul so Gaussova in t kopula, 
medtem ko so Arhimedove kopule predstavniki eksplicitnih kopul. Implicitne kopule nimajo 
preproste zaprte oblike, vendar so vsebovane v znani večrazsežni funkciji porazdelitve verjetnosti.  
Obstajajo tudi številne kopule, ki ne izhajajo iz kake zelo znane večrazsežne porazdelitvene funkcije, 
vendar pa imajo preproste zaprte oblike. Najbolj pogoste so Claytonova in Gumbelova kopula. Obe 
sta tako imenovani Arhimedovi kopuli. Claytonova kopula je asimetrična Arhimedova kopula, ki 
kaže večjo odvisnost v negativnem repu kot v pozitivnem.  
Nekatere kopule so prikazane v preglednici 4. Parametrične kopule s parametrom θ so označene s C, 
medtem ko so empirične označene s Ce. V primeru Studentove kopule predstavlja Studentovo gostoto 
verjetnosti z ν prostostnimi stopnjami, medtem ko v primeru Gaussove kopule Φ predstavlja 
normalno gostoto porazdelitve verjetnosti. V empirični kopuli je 1{A} funkcija indikatorja, ki 
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Preglednica 4: Splošno uporabljane kopule (2-dimenzionalni primer) 



























 θ ≠ 0 
Clayton ( ) ( )  11, −−− −+= vuvuC  θ ≥ 0 


















loglogexp, vuvuC  θ ≥ 1 
t-Student ( ) ( ) ( )( )vtuttvuC 1,11,1,2 ,, −−=   -1 ≤ θ ≤ 1 
Normalna ( ) ( ) ( )( )vuvuC 11 ,, −− =   -1 ≤ θ ≤ 1 
















5.4 Mere odvisnosti slučajnih spremenljivk 
Ker kopula kot večrazsežna porazdelitev opredeljuje predvsem strukturo odvisnosti slučajnih 
spremenljivk jo lahko uporabimo predvsem za ocenjevanje medsebojne odvisnosti slučajnih 
spremenljivk. Dvorazsežni kazalci skladnosti (ang. concordance), kot sta Kendallov τ in Spearmanov 
ρ, ter koeficient odvisnosti v repu porazdelitve so lahko, v nasprotju z linearnim korelacijskim 
koeficientom, izraženi s pomočjo kopule. Več o kazalnikih konkordance lahko najdemo v [46] in 
[107]. 
5.4.1 Mejna odvisnost slučajnih spremenljivk 
Meri mejnih odvisnosti dveh slučajnih spremenljivk opredeljuje odvisnost v zgornjem desnem in 
spodnjem levem repu dvorazsežne porazdelitve. To je velikega pomena za obvladovanje tveganj, ker 
nam omogoča analizo verjetnosti sočasnega nastopa slabih dogodkov. V tem razdelku bomo 
obravnavali koeficient mejne odvisnosti, ki je bil prvič predstavljen v okviru finančnih poslov [107]. 
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Recimo da sta Y1~F1(y1) in Y2~F2(y2). Po definiciji je koeficient zgornje mejne odvisnosti opredeljen 
kot:  





in opredeljuje verjetnost istočasnega nastopa velikih vrednosti Y1 in Y2. Analogno je koeficient 
spodnje mejne odvisnosti: 





Te mere so neodvisne od mejnih porazdelitev in so odvisne samo od kopule, ki ju povezuje. Zaradi 
tega so invariantne ob strogo naraščajoči transformacij Y1 in Y2. Za eliptične porazdelitve velja, da je 
λzg(Y1,Y2) = λsp(Y1,Y2). Če λzg(Y1,Y2) > 0, se veliki dogodki po navadi pojavljajo hkrati. Nasprotno, če 
je λzg(Y1,Y2) = 0, slučajni spremenljivki nimata mejne odvisnosti. V tem primeru rečemo, da sta 
asimptotično neodvisni. Če sta spremenljivki Y1 in Y2 nedovisni velja λzg(Y1,Y2) = λsp(Y1,Y2) = 0, 
medtem ko obratno pa v splošnem ne velja. Tako se asimptotska neodvisnost šteje kot najšibkejša 
odvisnost, ki jo je mogoče količinsko opredeliti s koeficientom mejne odvisnost [108]. 
5.4.2 Sočasnost mejnih vrednosti in odvisnost slučajnih spremenljivk v repu 
porazdelitve 
Glede na dejstvo, da je pri analizah EES posebej pomembno vrednotenje zanesljivosti obratovanja 
EES, je koristno vedeti, če je odvisnost v repih porazdelitve verjetnosti (največje in najmanjše 
vrednosti) ustrezno zajeta z izbrano metodo. Odvisnost v repu porazdelitve dveh slučajnih 
spremenljivk opisuje nujno sočasnost v repu porazdelitve. 
Mere odvisnosti slučajnih spremenljivk povzemajo intenziteto povezanosti z enim kazalnikom (npr. 
Pearsonov korelacijski koeficient). Tovrstne mere so koristne pri linearni odvisnosti na celotnem 
prostoru vrednosti. Slabost teh pristopov je, da je lahko znaten del informacij o naravi odvisnosti 
(npr. lokalna odvisnost, odvisnost v repu porazdelitve) izgubljen [46]. 
Dodatna pomanjkljivost enotnega kazalnika odvisnosti je, da nimamo statistike, s katero lahko 
preizkusimo domnevo o neustreznosti verjetnostnega modela [109]. V pričujočem delu je ena 
pomembnih neustreznosti modela ta, da uporabimo kopulo, ki predpostavlja linearno odvisnost, 
podatki pa kažejo lokalno, asimetrično in različne odvisnosti v repih porazdelitev. Za take primere 
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Patton predlaga preizkus, ali lahko določen model pojasni asimetrično povezavo in drugačno 
odvisnost v repih ob nizkih in visokih vrednostih [110]. 
Da bi ocenili odvisnostni rep v vseh štirih kvadrantih bomo v našem primeru za oceno odvisnosti v 
repih uporabili štiri koeficient odvisnosti v repu (angl. tail dependence coefficient - TDC) λLL, λLU, 
λUL in λUU [46]. TDC predstavlja moč povezave med dvema slučajnima spremenljivkama v spodnjem-
spodnjem (λLL), spodnjem-zgornjem (λLU), zgornjem-spodnjem (λUL) in zgornjem-zgornjem (λUU) 
repu skupne večrazsežne porazdelitve [111]: 
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kjer V1 in V2 predstavljata enakomerno porazdeljene slučajne spremenljivke in ρ realno vrednost na 
intervalu (0, ∞), za katero 1/ρ predstavljajo segment problemskega prostora. Za parametrične kopule 
so formule za ocenjevanje TDC prikazane v preglednici 5 [112]. 
Za oceno odvisnosti v repih uporabljamo štiri različne količine λLL, λLU, λUL in λUU, da bi ocenili 
odvisnostni rep v vseh štirih kvadrantih. Za "prave" kopule mora biti razdalja med ocenjeno in 
teoretično odvisnostjo v repih minimalna. To lahko služi kot merilo za ocenjevanje prileganja 
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Preglednica 5: TDC pogosto uporabljenih kopul 
Kopula λLL λUU λLU λUL 
Frank 0 
Clayton 2-1/θ 0 0 
Gumbel 0 2 – 2-1/θ 0 
t-Student 2tν+1[-(ν+1)1/2(1-ρ)1/2/ (1+ρ)-1/2] 2tν+1[-(ν+1)1/2(1+ρ)1/2/ (1-ρ)-1/2] 
Normal 0 
 
Ker bomo v naši analizi uporabili empirično kopulo, bomo za ocenjevanje vrednosti koeficienta 
odvisnosti v repu uporabili metodo, ki temelji na simulaciji in oceni povprečne kvadratne napake 
(MSE), ki je definirana kot: 
 𝑀𝑆𝐸(𝜆LL) = E[(𝜆LL − 𝜆LL0)
2] (5.16) 
 𝑀𝑆𝐸(𝜆UU) = E[(𝜆UU − 𝜆UU0)
2] (5.17) 
 𝑀𝑆𝐸(𝜆UL) = E[(𝜆UL − 𝜆UL0)
2] (5.18) 
 𝑀𝑆𝐸(𝜆LU) = E[(𝜆LU − 𝜆LU0)
2] (5.19) 
kjer so λLL, λUU, λLU in λUL slučajne spremenljivke TDC (simulirane vrednosti) in λLL0, λUU0, λLU0 in 
λUL0 dejanske vrednosti TDC ocenjene iz pridobljenih podatkov.  
5.5 Ocenjevanje parametrov kopul 
Za ocenjevanje parametrov in izbiro ustreznih kopul (preglednica 4) se najpogosteje uporabljata 
parametrična in semiparametrična metoda [109]. Prva metoda, ki je bila poimenovana »funkcija 
sklepanja za mejne porazdelitve«, temelji na predpostavki parametričnih enorazsežnih mejnih 
porazdelitev. Najprej so ocenjeni parametri mejnih porazdelitev, nato je vsaka mejna porazdelitev 
vključena v funkcijo verjetja kopule, ki je maksimirana glede na parametre kopule. Uspeh te metode 
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je seveda odvisen od iskanja ustreznih parametričnih modelov mejnih porazdelitev, kar ni vedno tako 
enostavno, če nastopijo težki repi in/ali asimetrije. Po drugi strani imamo možnost uporabe 
neparametričnih mejnih porazdelitev, ki jo lahko vključimo v funkcijo verjetja, da dobimo 
semiparametrično kopulo. Ta metoda je opredeljena kot psevdoverjetje (angl. pseudo-likelihood) 
[110]. 
5.6 Vzorčenje slučajnih spremenljivk s kopulo 
Ena od osnovnih uporab kopul je v Monte Carlo simulaciji odvisnih slučajnih spremenljivk. 
Vzorčenje večrazsežnih porazdelitev se nato uporablja za preučevanje matematičnih modelov ali za 
analizo statističnih metod. 
Eden od načinov vzorčenja je po metodi porazdelitev inverzne funkcije. Za pridobitev vrednosti y1 
slučajne spremenljivke Y1 s F1 naredimo naslednje korake:  
1. Generiramo vrednosti v1 slučajne spremenljivke V1 iz enakomerne porazdelitve Unif (0,1). 
2. Izračunamo y1 = F1(-1)(v1), kjer je F1(-1) inverzna funkcija porazdelitve verjetnosti od F.  
V tem poglavju se bomo osredotočili na uporabo kopul kot orodja za generiranje vrednosti vzorca 
para (y1, y2) ali slučajnih spremenljivk (Y1, Y2) z večrasežno porazdelitvijo H. Na podlagi Sklářovega 
izreka, moramo samo ustvariti par (v1,v2) enakomerno porazdeljenih opazovanj na intervalu (0,1) 
slučajnih spremenljivk (V1,V2), katerih skupna porazdelitvena funkcija C je kopula Y1 in Y2, in ju nato 
transformirati s pomočjo inverznih porazdelitev verjetnosti  
(F1
(-1)(v1), y2=F2
(-1)(v2)). Pri tej metodi uporabimo pogojno porazdelitev spremenljivke v2 glede na v1 
katero opredelimo kot cv1(v2): 
 𝑐𝑣1(𝑣2) = 𝑃(𝑉2 ≤ 𝑣2|𝑉1 = 𝑣1) = lim∆𝑣1→∞






S pomočjo funkcije kopule vzorčimo slučajne spremenljivke po naslednjem postopku: 
1. Ustvarimo dve neodvisni enakomerno porazdeljeni vrednosti na intervalu (0,1) 𝑣1in t 
2. Izračunamo v2=𝑐𝑣1
−1(𝑡), kjer je 𝑐𝑣1
−1 kvazi-inverzna funkcija verjetnosti. 
3. Izračunamo y1 in y2; y1=F1(-1)(v1) in y2=F2(-1)(v2) 
4. Želen par vrednosti je (y1, y2). 
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6 MODEL STOHASTIČNE VEČKRITERIJSKE OPTIMIZACIJE 
RAZVOJA PROIZVODNIH VIROV OB NEGOTOVOSTI 
6.1 Uvod 
V disertaciji smo razvili stohastični večkriterijski model za optimizacijo razvoja proizvodnih 
zmogljivosti z visokim deležem obnovljivih virov energije, s poudarkom na sončnih elektrarnah. 
Izvirni prispevek pričujočega dela je model, ki učinkovito vključuje dolgoročno korelacijo med 
obremenitvijo sistema in proizvodnjo sončnih elektrarn. Model omogoča oceno medsebojnega vpliva 
naložb v obnovljive vire in klasične elektrarne preko urejenega diagrama preostale porabe UDPP 
(slika 21).  
 
Slika 21: Uporaba urejenega diagrama preostale porabe pri načrtovanju naložb z upoštevanjem sončnih 
elektrarn 
Za oceno mejnih porazdelitev verjetnosti za obe slučajni spremenljivki, urna poraba električne 
energije in urna proizvodnja iz sončnih elektrarn, smo uporabili empirično metodo, ki je primerna za 
multimodalne funkcije verjetnosti [112]. Za kakovostno oceno le-teh potrebujemo zadostno količino 
podatkov, ki vključujejo sezonski vzorec porabe in proizvodnje iz sončnih elektrarn. Ocenjen model 
omogoča Monte Carlo simulacije, ki so bile eden glavnih ciljev pričujočega dela. 
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6.2 Na kopuli zasnovan normiran model UDPP 
Medsebojna odvisnost med porabo in proizvodnjo iz obnovljivih virov pomembno vpliva na izid 
simulacij UDPP in s tem na načrtovanje razvoja proizvodnih zmogljivosti [43]. Poraba električne 
energije in proizvodnja iz sončnih elektrarn sta v nekaterih primerih korelirani do določene ravni. 
Stohastična odvisnost med urno porabo in urno proizvodnjo iz sončnih elektrarn ima zelo zapleteno 
strukturo, ki je odvisna od ekonomskih, socialnih in vremenskih razmer. Odvisnost se lahko analizira 
kot pogojna, kjer se odvisnost analizira posebej za velike in posebej za majhne vrednosti 
spremenljivk. Ta položaj običajno označujejo kot asimetrično odvisnost in jo pogosto najdemo v 
finančnih podatkih, ko je odvisnost višja za padajoči kot za naraščajoči trg [107]. Kot bomo videli v 
študiji primera, je odvisnost med urno porabo in proizvodnjo sončnih elektrarn za Slovenijo tudi 
asimetrična, torej je odvisnost drugačna za velike in majhne vrednosti spremenljivk. Videli bomo 
tudi, da so velike vrednosti obremenitve in proizvodnje iz sončnih elektrarn manj korelirane od 
majhnih vrednosti. Ker korelacije v repu porazdelitve vplivajo na maksimalno (vrh) in minimalno 
vrednost UDPP, jih moramo modelirati in oceniti strukturo odvisnosti, ker to vpliva na ocenjevanje 
zanesljivosti oskrbe.  
Normiran model UDPP predstavlja normiran stohastični model urne preostale obremenitve. Osnovna 
predpostavka normirane urne porabe je, da je urna poraba 𝑌ℎ,𝑚
𝐷  znotraj meseca m produkt dveh 
slučajnih spremenljivk: 
 𝑌ℎ,𝑚
𝐷 = 𝑌ℎ ∙ 𝑊𝑚 (6.1) 
kjer Wm predstavlja mesečno porabo energije v mesecu m, medtem ko Yh predstavlja brezdimenzijski 
diagram normirane urne porabe. Predpostavimo, da sta spremenljivki Yh in Wm neodvisni.  
Urna proizvodnja sončnih elektrarn za mesec m je definirana kot produkt dveh slučajnih 
spremenljivk: 
 𝑌ℎ,𝑚
𝑃𝑉 = 𝑍ℎ ∙ 𝐼𝑚 (6.2) 
kjer Im predstavlja inštalirano moč sončnih elektrarn v mesecu m, Zh pa normalizirano urno 
proizvodnjo iz sončnih elektrarn. Predpostavljamo, da sta slučajni spremenljivki Zh in Im neodvisni.  
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Ker predstavlja UDPP po velikosti v padajočem vrstnem redu razvrščene vrednosti razlik med urno 
porabo električne energije in urno proizvodnjo električne energije iz sončnih elektrarn, lahko 
preostalo porabo v uri h meseca m izračunamo po naslednji enačbi za vsak mesec in vsako uro: 
 𝑌ℎ,𝑚
𝑃𝑃 = 𝑌ℎ ∙ 𝑊𝑚 − 𝑍ℎ ∙ 𝐼𝑚 (6.3) 
UDPP dobimo tako, da preostalo porabo 𝑌ℎ,𝑚
𝑃𝑃  razvrstimo od največje proti najmanjši vrednosti. 
Skladno z domnevo neodvisnosti Yh in Wm ter Zh in Im lahko ocenimo odvisnost med urno normirano 
porabo električne energije Yh in urno normirano proizvodnjo električne energije iz sončnih elektrarn 
Zh. Slika 22 prikazuje histogram slučajnih spremenljivk Yh in Zh za Zh > 0 (dnevna svetloba). S 
preučevanjem histograma je mogoče domnevati, da sta normirana urna poraba električne energije in 
normirana urna proizvodnja električne energije iz sončnih elektrarn soodvisni. Izziv bo poiskati 
verjetnostni zakon, ki to odvisnost opisuje.  
 
Slika 22: Histograma normirane porabe in urne proizvodnje sončnih elektrarn 
Poleg nelinearnosti odvisnosti med med urno normirano porabo električne energije Yh in urno 
normirano proizvodnjo električne energije iz sončnih elektrarn Zh vidimo, da Yh in Zh nista 
porazdeljeni po neki znani parametrični porazdelitvi. Od vseh znanih parametričnih porazdelitev 
(Gauss, t, …) nismo našli niti ene, ki bi bila primerna za opis verjetnostnega zakona slučajnih 
spremenljvik Yh in Zh. Ker imamo v našem primeru opravka s slučajnimi spremenljivkami, katerih 
gostota verjetnosti je multimodalna funkcija, smo uporabili kopulo za opis medsebojne odvisnosti ter 
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empirične kumulativne funkcije porazdelitve verjetnosti (angl. empirical cumulative distribution 
function – ECDF) za opis verjetnostnega zakona posamezne spremenljivke [46].  
UDPP ocenimo iz pridobljenih podatkov s pomočjo naslednjega postopka: 
1. Proizvodnjo sončnih elektrarn normiramo na instalirano moč. 
2. Urno porabo normiramo na mesečno porabo. 
3. Ocenimo model večrazsežne porazdelitve Yh in Zh s pomočjo kopule ter empiričnih mejnih 
porazdelitev. 
Podatke za porabo smo pridobili na spletni strani ENTSOE, medtem ko smo podatke o proizvodnji 
sončnih elektrarn pridobili od podjetja Borzen. Glede na politično dimenzijo, ki pomembno vpliva 
na razvoj inštalirane moči sončnih elektrarn, smo v nalogi ocenjevali scenarija brez in s 500 MW 
inštalirane moči sončnih elektrarn.  
6.3 Monte Carlo simulacija UDPP 
Ena osnovnih uporab kopule je Monte Carlo simulacija slučajnih spremenljivk [107]. Taki vzorci se 
nato uporabijo za statistične študije EES in primerjave statističnih metod in modelov. Za generiranje 
vrednosti (y, z) za par slučajnih spremenljivk (Y, Z), ki imajo skupno funkcijo porazdelitve H, 
obstajajo različni postopki. V tem delu smo se osredotočili na uporabo kopul. Glede na Sklářov izrek 
generiramo par vrednosti (v1, v2) enakomerno porazdeljenih slučajnih spremenljivk (V1, V2), katerih 
skupna funkcija porazdelitev C je kopula spremenljivk Y in Z. V naslednjem koraku smo te vrednosti 
transformirali s pomočjo inverznih empiričnih funkcij porazdelitev CDF (FY-1(v1) and GZ-1(v2)). Bolj 
podroben opis simulacije MC z uporabo kopul je na voljo v [107]. 
Proces generiranja vzorca UDPP je naslednji: 
1. V prvem koraku zberemo urne podatke porabe in proizvodnje iz sončnih elektrarn. 
2. Ocenimo in izberemo kopulo (za parametrične kopule ocenimo parameter, za empirično pa 
empirične vrednosti). 
3. Začnemo z MC simulacijo ter izračunamo UDPP za vsak scenarij. 
Ocenjevanje in izbira kopule sledi naslednjemu procesu: 
1. Na osnovi zgodovinskih podatkov izračunamo normirano porabo x in normirano proizvodnjo 
sončnih elektrarn y za vsako uro v izbranem mesecu:  
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 𝑦 = 𝑌𝑚
𝐷 𝑊𝑚⁄  (6.4) 
 𝑧 = 𝑌𝑚
𝑃𝑉 𝐼𝑚⁄  (6.5) 
2. Časovni vrsti razdelimo v dve množici; prva množica je za porabo in proizvodnjo ob sončni 
svetlobi (z> 0), druga pa za nočne vrednosti (z = 0).  
3. Za vsak mesec m v letu l ocenimo empirično porazdelitev verjetnosti za prvo množico; 
𝑣1𝑚,𝑙 = 𝐹1𝑚,𝑙(𝑦)in 𝑣2𝑚,𝑙 = 𝐹2𝑚,𝑙(𝑧), kjer sta 𝐹1𝑚,𝑙in 𝐹2𝑚,𝑙 empirični porazdelitvi verjetnosti 
y in z.  
4. Za vsak mesec m v letu l ocenimo parametre parametričnih kopul iz preglednice 5 in ocenimo 
TDC (5.13 – 5.16) na osnovi enačb v preglednici 5. 
Proces MC simulacije in izračuna UDPP sledi naslednjim korakom: 
1. Za vsak mesec m slučajno izberi eno od l = 1, 2, …, NL ocenjenih empiričnih kopul.  
2. Generiraj slučajni vzorec (v1, v2) s pomočjo izbrane kopule. 
3. Za vsak mesec m slučajno izberi eno od l = 1, 2, …, NL empirično ocenjenih porazdelitev 
verjetnosti.  
4. Transformiraj slučajni vzorec nazaj v izvirne podatke 𝑦 = 𝐹1𝑚,𝑙
−1 (𝑣1𝑚,𝑙) in 𝑧 = 𝐹2𝑚,𝑙
−1 (𝑣2𝑚,𝑙), 
kjer 𝐹1𝑚,𝑙
−1  in 𝐹2𝑚,𝑙
−1 predstavljajo inverzne porazdelitev verjetnosti.  
5. Oceni TDC λ’LL, λ’LU, λ’UL and λ’UU (10) – (13) za empirično kopulo. 
6. Generiraj slučajni vzorec iz ocenjene empirične porazdelitve porazdelitev verjetnosti za 
drugo množico vrednosti. 
7. Oceni (prognoziraj) mesečno porabo za mesec m in leta l = 1, 2, …, NL. 
8. Oceni zmogljivost nameščenih sončnih elektrarn Im za mesec m. 
9. Simuliraj urne vrednosti porabe in proizvodnje iz sončnih elektrarn. 
10. Izračunaj UDPP. 
6.4 Regresijski in ARIMA model dolgoročne porabe električne 
energije 
Osnova za dolgoročno optimiranje razvoja proizvodnih zmogljivosti je napoved urejenega diagrama 
trajanja porabe za prihodnja leta. Ker letni urejeni diagram trajanja porabe izhaja iz urne časovne 
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vrste porabe električne energije za celo leto, bomo v tem poglavju uporabili dva modela, in sicer 
polinomski regresijski model in avtoregresijski zbirni model drsečih sredin (Autoregresive Integrated 
Moving Average – ARIMA) časovnih vrst.  
6.4.1 Regresijski model letne porabe električne energije 
Stohastični model polinomske regresije smo opredelili, kot sledi [46]: 
 𝑊𝑙 = 𝛼0 + 𝛼1𝑅1,𝑙 + 𝛼2𝑅2,𝑙 +⋯+ 𝛼𝑛𝛼𝑅𝑛𝛼,𝑙 + 𝑒𝑙,         𝑙 = 1,… ,𝑁𝐿 (6.6) 
kjer predstavlja Wl letno porabo, R1,l, R2,l ... Rnα,l pa so neodvisne spremenljivke, ki bodo opredeljene 
v nadaljevanju, el predstavlja ostanek in α0, α1, α2, …,αnα koeficiente, ki morajo biti ocenjeni tako, da 





, 𝑒𝑙 = 𝑊𝑙 − ?̃?0 − ?̃?1𝑅1,𝑙 − ?̃?2𝑅2,𝑙 −⋯− ?̃?𝑛𝛼𝑅𝑛𝛼,𝑙 (6.7) 
kjer so ᾶ0, ᾶ1, …, ᾶnα ocenjene vrednosti koeficientov, NL pa velikost vzorca oz. število let, iz katerih 
ocenjujemo vrednosti koeficientov. Linearna regresija je zasnovana na predpostavkah, da je 
pričakovana vrednost napake napovedi enaka nič, da je varianca napake konstantna, da so napake 
med seboj neodvisne, da je napaka neodvisna od spremenljivk in da je napaka porazdeljena po 
normalni proazdelitvi (E(e)=0, Var(e)=σ2, Cov(ei,ej)=0, Cov(e,Ri)=0, in e ~ N(0, σ2)). 
V tem delu smo uporabili polinomsko linearno regresijo z dvema neodvisnima spremenljivkama, in 
sicer bruto domači produkt (R1) in število prebivalcev (R2):  
 𝑊 = 𝛼0 + 𝛼1𝑅1 + 𝛼2𝑅2 + 𝛼3𝑅3 + 𝛼4𝑅4 + 𝛼5𝑅5 (6.8) 
kjer so spremenljivke R3,l, R4,l in R5,l opredeljene kot R3,l =R1,l
2, R4,l = R1,l R2,l and R5,l =R2,l
2.  
Na osnovi ocenjenih koeficientov α0, α1, α2, …, αnα in normalno porazdeljenih ostankov  
el ~ N(0, σ2), izdelamo letno napoved in simuliramo napako el.  
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6.4.2 ARIMA model mesečne porabe 
Druga metoda, ki smo jo uporabili za napovedovanje porabe, je zasnovana na avtoregresijskem 
zbirnem modelu drsečih sredin (Autoregresive Integrated Moving Average – ARIMA). ARIMA 
model je model zasnovan na avtoregresiji (AR) in drsečih sredinah (MA) stacionarnih časovnih vrst. 
Za časovno vrsto pravimo, da je stacionarna, če ne vsebuje nobenih sistematičnih sprememb srednje 
vrednosti, kot je trend, ne vsebuje sistematičnih sprememb variance in če so vse periodične 
spremembe izločene [113]. Zaradi tega je v primeru nestacionarnih časovnih vrst, kot je mesečna 
poraba, potrebno vse sistematične spremembe izločiti, kar dosežemo z diferenciranjem časovne vrste.  
Recimo, da imamo nestacionarno časovno vrsto mesečne porabe Wm. ARIMA model zapišemo v 
naslednji obliki: 
 ∇𝑑𝑊𝑚 = (1 − 𝐵)
𝑑𝑊𝑚 (6.9) 
kjer predstavlja  d operator diferenciranja časovne vrste d-tega reda, B pa operator premika. Več o 
ARIMA modelu lahko najdemo v [113].  
S pomočjo teh dveh modelov lahko ocenimo scenarije dolgoročne prognoze mesečne oz. letne porabe 
električne energije. 
6.5 Ocenjevanje nerazpoložljivosti generatorjev s pomočjo 
Bayesove potencirane predhodne porazdelitve 
Zmogljivosti in sestavo EES moramo načrtovati tako, da ob nepričakovanih izpadih z optimalnimi 
stroški zagotovimo optimalne zmogljivosti, ki so zmožne zagotoviti zanesljivost oskrbe. Ker 
dejanskih prihodnjih vrednosti števila in trajanja prekinitev ter izpadle moči ne poznamo in jih ne 
znamo natančno izračunati, si za ocenjevanje prihodnje zanesljivosti elektrarn in sistema pomagamo 
s pristopi, ki se opirajo na bolj ali manj objektivno oceno le-teh.  
Zato si moramo za vsako različico sestave EES odgovoriti na vprašanje, kakšno je pričakovano 
število izpadov, pričakovano trajanje posameznega izpada in večjega števila istočasnih izpadov ter 
pričakovana količina trenutne izpadle moči za neko obdobje (npr. za vsako leto). Kako oceniti te 
»pričakovane« vrednosti? Kako oceniti, »kolikšno« vrednost pričakujemo? Koliko smo prepričani, 
da je naša ocena natančna? Kakšna je verjetnost, da se bodo naša pričakovanja izpolnila oz., da bo 
vrednost enaka pričakovani vrednosti? Poleg negotovih dejanskih vrednosti so, zaradi nepopolnega 
človeškega znanja, tudi pričakovane vrednosti negotove.  
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Za modeliranje porazdelitve verjetnosti nerazpoložljivosti fizičnih naprav se najbolj pogosto 
uporabljajo eksponentna, Weibullova, Gumbelova in gama porazdelitev. V našem primeru smo 









kjer predstavlja U letno nerazpoložljivost in parameter 𝜃 pričakovano vrednost letne 
nerazpoložljivosti. Pričakovano vrednost letne nerazpoložljivost ocenimo, kot sledi: 
 𝜃 = 𝐸(𝑈) (6.11) 
Za ocenjevanje parametrov porazdelitve razpoložljivosti generatorjev bomo uporabili metodo 
Bayesova potencirana predhodna porazdelitev, opisano v poglavju 4. 
6.6 Stohastičen večkriterijski model načrtovanja razvoja 
proizvodnih zmogljivosti 
Teoretične osnove stohastične optimizacije smo predstavili v poglavju 3. V pričujoči nalogi smo za 
stohastično optimizacijo uporabili pristop »tukaj in zdaj« oz. »a priori«, pri katerem se odločamo 
pred realizacijo slučajnih spremenljivk (slika 11b).  
Vpliv negotovosti slučajnih spremenljivk smo ocenjevali s pomočjo različnih realizacij s = 1, ..., S 
neodvisnih slučajnih spremenljivk proizvodnje iz obnovljivih virov, porabe in nerazpoložljivosti 
generatorjev. 
Realizacije izhodnih slučajnih spremenljivk oz. kriterijev optimizacije celotnih stroškov CS in 
celotne nedobavljene energije ENS v obdobju analiziranja so izidi optimizacije ob vhodnih slučajnih 
spremenljivkah. Najprej generiramo vzorec velikosti S iz statističnih modelov vhodnih slučajnih 
spremenljivk (UDPP in U). Za vsako različico naložbenih odločitev in ekonomskega razporejanja 
proizvodnje ocenimo celotne stroške in nedobavljeno energijo za vsako realizacijo s vhodnih 
slučajnih spremenljivk. 
 
Kot smo videli v 4. poglavju, je večkriterijska funkcija predstavljena v obliki vektorja: 
 𝛏(𝐱) = [𝐶𝑆(𝐱) 𝐸𝑁𝑆(𝐱)]𝑇 (6.12) 
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6.7 Evolucijski algoritem za optimalno načrtovanje razvoja 
proizvodnih zmogljivosti ob negotovosti 
Na sliki 23 je prikazan psevdoalgoritem stohastične optimizacije. Načrtovani EES je sestavljen iz 
klasičnih elektrarn, kot so termoelektrarne na lignit, plinske in jedrske elektrarne. Klasične hidro 
elektrarne smo iz modela izpustili, ker povzročajo dodatno zapletenost modela in ne igrajo ključne 
vloge pri doseganju ciljev predstavljenega modela stohastične optimizacije. Poleg tega se v sistemu 
načrtuje izgradnja 500 MW sončnih elektrarn. Enačbi, po katerih izračunamo kriterija celotnih 
stroškov CS in celotne nedobavljene energije ENS v obdobju analiziranja, sta (2.2) in (2.5). Vektor 
odločitvenih spremenljivk x je v vsakem koraku izbran po načelih selekcije (preživetje 
najmočnejšega). Izidi optimizacije so podani v obliki fronte nedominiranih rešitev. Vsak vektor 
vrednosti kriterijev predstavlja drugačen kompromis med kriteriji CS in ENS. 
Pred začetkom optimizacije generiramo NS scenarijev UDPP, ki je sestavljen iz porabe in 
proizvodnje iz obnovljivih virov (6.3), (6.6) in (6.7) ter ocene letne nerazpoložljivosti proizvodnih 
enot (6.9). Za vsako rešitev in vsako leto razporedimo proizvodne vire po naraščajočih stroških 
proizvodnje EUR/MWh. Za vsak scenarij s izračunamo vrednosti spremenljivk CS in ENS.  
6.8 Zaključki 
Cilj je poiskati optimalen načrt razvoja proizvodnih zmogljivosti za obdobje načrtovanja glede na 
kriterija minimalne pričakovane vrednosti celotnih stroškov ter minimalne pričakovane vrednosti 
nedobavljene energije. Za vsako različico razvojnega načrta izračunamo vrednosti kriterijev za vsako 
simulacijo urejenega diagrama preostale porabe s. Za izbiro nedominiranih rešitev moramo uporabiti 
stohastične kriterije. V našem delu smo uporabili neparametričen Mann-Whitneyev U-test. Ker test 
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Predpriprava: Izberi in oceni stohastični model dolgoročnega napovedovanja porabe 
Predpriprava: Izberi in oceni stohastični model urne porabe in proizvodnje sončnih elektrarn 
Predpriprava: Izberi in oceni stohastični model letne nerazpoložljivosti proizvodnih virov 
 
Vhod: NS vzorcev letnih napovedi porabe regresijskega modela 
Vhod: NS vzorcev mesečnih napovedi porabe ARIMA modela 
Vhod: NS vzorcev normirane urne porabe 
Vhod: NS vzorcev normirane urne proizvodnje iz sončnih elektrarn 
Vhod: NS vzorcev razpoložljivosti vseh generatorjev za 21 let 
Vhod: Inštalirana moč sončnih elektrarn 
Vhod: Matrika možnih elektrarn za izgradnjo 
Vhod: Matrika možnih elektrarn za upokojitev 
Vhod: Matrika obstoječih elektrarn /* nekatere elektrarne niso predvidene za upokojitev v 
analiziranem obdobju */ 
 
Izhod: Fronta nedominiranih rešitev /* optimum */ 
 
/* Izračunaj NS vzorcev UDPP za vsako leto */ 
1: for each vzorec do 
2:  for each leto do 
3:   UDPP=napovedPorabe*urnaNormPoraba–instMocPV*urnaNormProizvodnja 
4:  end 
5: end 
 
/* Optimizacija z evolucijskimi algoritmi */ 
6: ip = 1 
7: POP(ip) = UstvariZacetnoPopulacijo() /* NP vektorjev odločitvenih spremenljivk x */ 
8: while ustavitveni pogoj ni izpolnjen do 
9: POP'(ip) = Spremeni (POP(ip)) 
10:  for each x do /* Ovrednoti (POP'(ip)) */ 
11:   for each leto do 
12:   razvrstiDelujočeElektrarnePoNaraščajočihObratovalnihStroških 
13:   for each vzorec do 
14:    izračunajSkupneStroške(UDPP) 
15:    izračunajENS(UDPP) 
16:   end 
17:  end 
18:  izračunajCelotneStroškeZaObravnavanoObdobje 
19:  izračunajCelotnoENSzaObravnavanoObdobje 
20: end 
21: POP(ip) = Izberi (POP'(ip) U P(ip)) 
22: ip = ip + 1 
23: end while 
Slika 23: Psevdoalgoritem optimalnega načrtovanja razvoja proizvodnih virov 
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7 SIMULACIJE IN IZRAČUNI 
7.1 Funkcija vrednotenja rešitev 
Pri stohastičnem optimiranju razvoja proizvodnih virov smo program za izračun kriterijske funkcije 
prav tako izdelali v programskem paketu Matlab [114].  
Funkcija uspešnosti določa uspešnost vsake rešitve, ki jo v poteku preiskovanja tvori evolucijski 
algoritem. Funkcija uspešnosti od evolucijskega algoritma sprejme vrednosti odločitvenih 
spremenljivk ene rešitve (vektor odločitvenih spremenljivk), medtem ko je izid vrednotenja vektor 
kriterijev, ki je sestavljen iz dveh kriterijev: celotni stroški in nedobavljena energija. 
V nalogi smo analizirali primere uporabe deterministične optimizacije, brez upoštevanja 
nezanesljivosti generatorjev in brez upoštevanja proizvodnje sončnih elektrarn – DET. Stohastično 
optimizacijo smo izvajali za tri primere vrednosti nezanesljivosti generatorjev: brez upoštevanja 
nezanesljivosti, s simulacijo zanesljivosti med 0,7 in 1 ter s simulacijo zanesljivosti med 0,8 in 0,9. 
Zadnji primer predstavlja zmanjšanje variabilnosti ocene zanesljivosti z uporabo Bayesove 
potencirane metode. Ob tem smo uporabili regresijsko in ARIMA simulacijo napovedi porabe, z in 
brez 500 MW instalirane moči sončnih elektrarn (preglednica 6).  
Preglednica 6: Primeri uporabe 











z 500 MW 
sončnih 
elektrarn 
1 REG REG_FE ARIMA ARIMA_FE 
(0,7, 1) REG_07 REG_FE_07 ARIMA_07 ARIMA_FE_07 
(0,8, 0,9) REG_08 REG_FE_08 ARIMA_08 ARIMA_FE_08 
7.2 Tehnična izhodišča 
Pri analizi upravičenosti naložb upoštevamo naslednja tehnična izhodišča: 
- podatke o porabi: potek porabe, prikazan na sliki 29, 
- podatke o proizvodnji sončnih elektrarn: potek proizvodnje, prikazan na sliki 29, 
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- podatke o nerazpoložljivosti generatorjev EES in 
- podatke o značilnostih posameznih naprav (nazivna moč, stroški, itn.).  
Podatke o obremenitvi smo pridobili na spletni strani ENTSOE. Enote razpoložljive za naložbenje 
in upokojitev so bile pridobljene iz energetskih načrtov [115] (preglednici 7 in 8). Proizvodne enote 
so opredeljene z nazivno močjo, naložbenimi stroški, stalnimi in variabilnimi stroški obratovanja in 
vzdrževanja ter stroški za gorivo, kot je prikazano v preglednicah. Obstoječe enote so navedene v 
preglednici 7. Prvi dve enoti (ID 1 in 2) z nazivno močjo 246 MW in 294 MW sta tudi kandidatki za 
upokojitev v naložbenem obdobju. Enote kandidatke za gradnjo med leti 2020 in 2030 so navedene 
v preglednici 8. pri tem smo upoštevali poenostavljen primer, ko so stalni stroški enaki za vse enote.  










1 Lignit 246 1000 6.02 71.21 
2 Lignit 294 1000 6.02 71.21 
3 Jedrska 660 1000 14.74 9.33 
4 Zemeljski plin 291 1000 4.48 61.12 
5 Rjavi premog 103 1000 6.02 71.21 



















6 Zemeljski plin 400 1068 1000 4.48 61.12 
7 Lignit 600 1068 1000 6.02 49.21 
8 Jedrska 1000 5000 1000 14.74 9.33 
9 Jedrska 1600 5000 1000 14.74 9.33 
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7.3 Ekonomska izhodišča 
V študiji primera smo upoštevali 35-letno življenjsko dobo elektrarn na zemeljski plin, 45-letno 
življenjsko dobo elektrarn na lignit in premog in 60-letno življenjsko dobo jedrskih elektrarn. 
Upoštevali smo študijsko obdobje 21 let, od leta 2020 do leta 2040, medtem ko je bilo naložbeno 
obdobje omejeno na obdobje med letom 2020 in 2030. Tržna obrestna mera je bila izbrana kot 5 %. 
Stroške sistema in nedobavljeno energijo smo proučevali za obdobje 2020 – 2040.  
7.4 Uporaba potencirane predhodne porazdelitve pri ocenjevanju 
ne-razpoložljivosti generatorjev 
Pri uporabi Bayesove potencirane predhodne porazdelitve za modeliranje verjetnostnega zakona 
letne nerazpoložljivosti je možno vključiti dve vrsti predhodnih informacij: zgodovinske podatke ali 
podatke podobnega generatorja. V nadaljevanju bomo uporabili obe vrsti podatkov. 
V primeru uporabe smo predstavili uporabo metode na generatorjih TEŠ 4 in TEŠ 5. Ker se obe enoti 
nahajata v isti elektrarni in uporabljata isti primarni vir energije (lignit), enake operativne in 
vzdrževalne prakse kažejo na morebitno podobnost razpoložljivosti enot. Podatki, zbrani v eni enoti, 
lahko vsaj delno osvetljujejo razpoložljivost druge. Podatki o letni nerazpoložljivosti analizirane 
enote se obravnavajo kot tekoči podatki, medtem ko so podatki o letni nerazpoložljivosti podobne, 
starejše enote, označeni kot zgodovinski podatki. 
7.4.1 Simulacijska študija 
Kot prvi primer uporabe smo naredili simulacijsko študijo. V njej smo s pomočjo simulacije 
empirično preučili uspešnost metode potencirane predhodne porazdelitve z a0 (poglavje 4.8) za 
eksponentno porazdelitev verjetnosti, opredeljeno v (4.2). Eksponentni verjetnostni model za 
trenutne podatke je U ~ exp(θ) za i = 1,…, n, in model za predhodne podatke je U0 ~ exp(θ0) za 
i0 = 1,…, n0, kjer sta U in U0 neodvisno porazdeljeni slučajni spremenljivki, npr. letna 
nerazpoložljivost. Upoštevali smo 6 scenarijev, kot sledi: podatki iz drugega vira U0 se pridobijo iz 
eksponentnega modela z θ0 = 12 in n0 = 100; tekoči podatki U so generirani iz eksponentne 
porazdelitve z θ = 8, 10, …, 18 in n = 100.  
Generirali smo N = 1000 množic podatkov za posamezen scenarij. Za vsako simulirano množico 
podatkov smo izračunali vrednost, ki maksimira standardni odklon končne porazdelitve (SD) za θ, z 
uporabo potencirane predhodne (4.9) z enajstimi vrednostmi a0 od 0 do 1 s prirastkom 0,1 in ocenjeno 
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vodilnih vrednosti ag in as kot je (4.11) in (4.15). V vseh primerih je kot začetna predhodna 
porazdelitev uporabljena π0(θ) ~ Unif [a, b]. Metoda je bila razvita v orodju MATLAB s pomočjo 
MATLAB Statistics and Machine Learning Toolbox [114].  
Izidi simulacij so prikazani v preglednici 9. Prvič opažamo, da se s spreminjanjem θ ustrezno 
spreminja vrednost ag. Preglednica 9 nadalje kaže obnašanje ag kot funkcijo razlike med θ in θ0. 
Vidimo, da so večje vrednosti ag pridobljene ob manjši razliki med θ in θ0 s stalnim n in n0. V teh 
primerih so zgodovinski podatki manj upoštevani. Tako merilo za pridobitev ag zagotavlja, da 
zgodovinski podatki v naslednji porazdelitvi ne prevladujejo oz. da imajo manjši vpliv kot tekoči 
podatki. 
Izidi so prav tako prikazani na sliki 24, ki prikazuje diagrame pričakovane vrednosti kriterijske 
funkcije (8.11) prikazane za določene vrednosti θ, ob predpostavki, n = n0 = 100. Za prikaz grafov 
vseh simulacij na isti sliki smo normirali kriterijsko funkcijo, kar ne vpliva na minimalno vrednost. 
Iz slike 24 lahko vidimo, da manjša razlika med θ in θ0 povzroča večjo vrednost ag. To pomeni, da, 
čim bolj sta si verjetnostna zakona, ki generirata X in X0, podobna, več zgodovinskih podatkov je 
vključenih v analizo. Poleg tega na sliki vidimo, kako se konveksnost (8.11) spreminja z večanjem 
razlike med θ in θ0.  
Preglednica 9: Simulacijska študija: izidi za θ0= 12 in θ =(8, 10, …, 18) 
θ 8 10 12 14 16 18 
ag 0 0,1 0,9 0,1 0 0,1 
E(SD(a0=1)) 2.22 1.46 1.17 1.47 2.32 3.48 
E(SD(a0=ag)) 1.12 1.33 1.19 1.75 1.97 2.15 
E(SD(a0=0)) 1.12 1.38 1.65 1.86 1.97 2.11 
as 0 0,2 1 0,9 0.2 0 
Ob tem tudi opažamo, da je optimalna vrednost a0 (ag ob minimalnem G(a0)) blizu 1 in s tem daje 
večjo težo zgodovinskim podatkom v primerih, ko je θ zelo blizu θ0 (zgornji diagram, θ je med 10 in 
14). Zdi se, da v primerih, ko se, θ zelo razlikuje od θ0 (srednji in spodnji diagram), se optimalen a0 
približuje ničli in s tem damo manjšo težo zgodovinskim podatkom. Na podlagi diagramov lahko 
sklepamo, da kriterij (4.11) precej dobro deluje v praksi za določanje ag. 
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Slika 24:  Povprečna vrednost normiranega kriterija G(a0) za 1000 simulacij ob θ (n = n0 = 100; θ0 = 12) 
Za vsako simulacijo je izračunana optimalna vrednost ag. Histogrami ag za različne vrednostih θ so 
prikazani na sliki 25. Iz slike vidimo, da je ob manjši razliki med θ in θ0, več vrednosti ag bližje 1 in 
je več zgodovinskih podatkov vključenih v analizo. Po drugi strani večja kot je razlika, več vrednosti 
ag je bližje 0. 
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Slika 25:  Histogram ag za določene vrednosti θ (n = n0 = 100; θ0 = 12) 
Standardni odklon končne porazdelitve SD smo ocenili za vsako posamezno simulacijo kot 
standardni odklon gostote končne porazdelitve (8.14). Slika 26 prikazuje učinek izbire različnih 
vrednosti a0. Standardne napake (za a0 in θ) so povprečne za 1000 simulacij. Število simulacij je 
izbrano eksperimentalno kot kompromis med natančnostjo in časom izvršitve. Pričakovane vrednosti 
standardnih napak so prikazane v odvisnosti od a0 in θ. 
Na sliki lahko vidimo, če se θ zelo razlikuje od θ0 (npr. pri uporabi θ = 8 ali θ = 18), so standardne 
napake minimalne v primeru, ko se iz drugih virov ne uporabljajo nobeni podatki (a0 = 0). Po drugi 
strani, ko so tekoči in zgodovinski podatki generirani iz istega verjetnostnega zakona (θ = θ0= 12), je 
napaka ob uporabi vseh podatkov iz drugih virov minimalna (a0 = 1). 
7.4.2 Ocena stohastičnega modela razpoložljivosti generatorjev 
Predlagana metoda je bila uporabljena za ocenjevanje parametrov letne stopnje nerazpoložljivosti 
proizvodne enote. Pregledali smo dve proizvodni enoti v Termoelektrarni Šoštanj (TEŠ). 
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Termoelektrarna Šoštanj je največja elektrarna na fosilna goriva v Sloveniji in predstavlja približno 
33 % proizvodnje električne energije v državi [116]. Gorivo, uporabljeno za proizvodnjo električne 
energije v elektrarni, je lignit, ki prihaja iz rudnika v bližini. Gradnja elektrarne se je začela leta 1947. 
Leta 1973 je enota TEŠ 4 začela proizvodnjo električne energije z neto zmogljivostjo 275 MW. Pet 
let kasneje je enota TEŠ 5 z nazivno močjo 355 MW bila v polnem zagonu. Cilj analize je oceniti 
letno nerazpoložljivost enote TEŠ 5. 
 
Slika 26:  Pričakovana vrednost standardnega odklona SD (a0,θ) za 1000 simulacij kot funkcija a0 in θ (n = n0 = 
100; θ0 = 12) 
Kar zadeva javno dostopne podatke od leta 1973 do leta 2011 se za TEŠ 4, in od leta 1978 do leta 
2011 za TEŠ 5, je velikost vzorca letne nerazpoložljivosti za TEŠ 4  n0 = 39 in za TEŠ 5 je n = 34. 
Za razumevanje značilnosti letne nerazpoložljivosti so nekateri opisni statistični podatki prikazani v 
preglednici 10. 
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TEŠ 4 12.65 12.91 0.1 41.5 39 
TEŠ 5 10.60 9.40 0.27 35.1 34 
Frekvenca letne nerazpoložljivosti enot TEŠ 4 in TEŠ 5 je prikazana na sliki 27. Iz teh slik lahko 
vidimo, da je v primerjavi s TEŠ 4, premik histograma v letni nerazpoložljivosti TEŠ 5 proti nižjim 
vrednostim, kar pomeni, da je TEŠ 5 bolj razpoložljiva kot TEŠ 4. 
 
Slika 27: Histograma frekvenc letnih nerazpoložljivosti 
Pokazali smo uporabo potencirane predhodne porazdelitve pri analiziranju letne nerazpoložljivosti 
TEŠ 5 z uporabo zgodovinskih podatkov TEŠ 4. Poleg tega smo, s pomočjo (4.11), izračunali ag za 
te analize in predstavili rezultate, ki temeljijo na tej vrednosti. Podatki o letni nerazpoložljivosti enot, 
so bili pridobljeni iz operativnega biltena TE Šoštanj [117] med leti 1973 in 2011. Zaradi dejstva, da 
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je enota TEŠ 4 starejša od enote TEŠ 5, podatki enote TEŠ 4 lahko pripomorejo k izboljšavi 
natančnosti ocene nerazpoložljivosti TEŠ 5. 
Denimo, da za posamezno enoto označuje n število let v analizi. Poleg tega predvidevamo, da ima 
letna nerazpoložljivost eksponentno porazdelitev. Z Ui označujemo slučajno spremenljivko letno 
nerazpoložljivost v i-leto. Za spremenljivke Ui, i = 1, 2, ..., n predpostavljamo, da so neodvisne in 
enako porazdeljene slučajne spremenljivke s funkcijo skupne porazdelitve verjetnosti (4.14) 
neodvisne od n. 
Uporabili smo štiri modele, ki ustrezajo podatkom in izračunali ocene za parametre: 
a. Ocena po metodi največjega verjetja (MLE) 
b. Bayesovo sklepanje s predhodno porazdelitvijo ocenjeno iz literature (BI) 
c. Bayesovo sklepanje s potencirano predhodno porazdelitvijo z ne-informativno začetno 
predhodno porazdelitvijo (PPBI_NIP) in 
d. Bayesovo sklepanje s potencirano predhodno porazdelitvijo z informativno začetno 
predhodno porazdelitvijo ocenjeno iz literature kot v (b) (PPBI_IP). 
Opravili smo 1000 iteracij in ocenili končno porazdelitev ter 95 % interval najvišje končne gostote 
(HPD) za parameter θ. 
Rezultati študije primera so prikazani v preglednici 11. Pristop potencirane predhodne porazdelitve 
(PPBI) smo primerjali s klasičnim pristopom (MLE) in klasičnim Bayesovim sklepanjem (BI). Za 
model PPBI_NIP smo predpostavili enakomerno začetno predhodno porazdelitev. Za modela BI in 
PPBI_IP smo privzeli normalno predhodno porazdelitev θprior ~ N(13,31, 1,72). Normalno predhodno 
porazdelitev smo ocenili iz nerazpoložljivosti fosilnih enot v Avstriji, na Češkem, v Nemčiji, Franciji, 
na Irskem, v Italiji, na Nizozemskem in Poljskem, ki so na voljo v [118].  
Številčne vrednosti so navedene v preglednici 11. Najprej smo opazili, da je z uporabo predhodne 
potencirane porazdelitve na osnovi (4.7) in (4.9), ocenjena vrednost a0 na ag = 1. To pomeni, da imajo 
podatki enote TEŠ 4 zelo velik vpliv na oceno nerazpoložljivosti enote TEŠ 5. 
Nato smo primerjali klasičen pristop (MLE) s klasičnim Bayesovim pristopom in predhodnim 
potenciranim Bayesovim pristopom. V preglednici 11 so predstavljene ocene parametra θ, standardni 
odkloni (SD) ocen, intervali 95 % najvišje gostote (HPD) ali 95 % interval zaupanja (CI) v primeru 
MLE. Iz preglednice lahko vidimo, da se z vsakim dodanim virom podatkov (MLE uporablja podatke 
samo za TEŠ 5, PPBI_NIP uporablja tudi podatke iz TEŠ 4 za oceno nerazpoložljivosti TEŠ 5; BI_IP 
uporablja podatke iz literature za oceno nerazpoložljivosti TEŠ 5; PPBI_IP uporablja podatke tako 
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iz TEŠ 4 kot tudi iz literature za oceno nerazpoložljivost TEŠ 5) standardna napaka (SD) niža. Glede 
na to, da tekoči podatki sestojijo samo iz 34 vrednosti, ni presenetljivo, da je bistvena izboljšava v 
natančnosti (nižji SD in ožji CI/HPD) med pristopi. 
Rezultati so prikazani na sliki 28, kar predstavlja verjetje ocene parametra θ po različnih modelih. 
Na sliki lahko vidimo, da so vsi intervali Bayesovega pristopa ožji od tistih klasičnega pristopa 
(MLE). 
Parameter θest predstavlja povprečje vzorca letne nerazpoložljivosti kot ocena neznane srednje 
vrednosti populacije θ. Ker je θest izračunana iz slučajnega vzorca, je slučajna spremenljivka s 
porazdelitvijo verjetnosti. Kot merilo razpršenosti θest smo uporabili standardni odklon. V klasični 
statistiki je širina intervala zaupanja θest obratno sorazmerna s kvadratnim korenom velikosti vzorca 
n, medtem ko je pri Bayesovih pristopih le-ta sorazmerna tudi s predhodno porazdelitvijo verjetnosti 
[46]. 
Preglednica 11: Primeri uporabe za različne modele ocenjevanja 
Model θest SD CI/HPD 
MLE 10,59 1,82 [7,32, 14,36] 
PPBI_NIP(a0=1) 11,71 1,35 [9,38, 14,87] 
BI_IP 12,20 1,42 [9,65, 15,10] 
PPBI_IP(a0=1) 12,36 1,22 [10,33, 14,68] 
 
Razpršenost ocene in zato natančnost θest določa velikost vzorca n. Standardni odklon (standardna 
napaka), je ustrezno merilo natančnosti θest. Če želimo povečati natančnost, je potrebno povečati 
velikost vzorca. Glede na to, da imamo omejeno število opazovanih vrednosti, ni mogoče povečati 
velikosti vzorca s podatki analizirane enote. Da bi povečali natančnost, smo vključili podatke iz 
podobne enote. Zdi se, da z vključitvijo podatkov iz enote TEŠ 4 (model PPBI_NIP (a0 = 1)) napaka 
(SD), pade za približno 25 %. Po vključitvi dodatnih podatkov iz literature (model PPBI_IP (a0 = 1)) 
pade napaka za dodatnih 9 %. Ta pristop je še bolj uporaben v primerih, ko je vzorec zelo majhen 
(npr. pri novejših proizvodnih enotah), kar povzroča veliko negotovost in nezanesljivost ocenjene 
vrednosti povprečne letne nerazpoložljivosti. 
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Slika 28: Verjetje (zgoraj) MLE in PPBI_NIP, (spodaj) BI, PPBI_NIP in IIP. 
7.5 Ocena stohastičnega modela UDPP za Slovenijo s pomočjo 
kopule 
Poleg stohastičnega modela zanesljivosti elektrarn potrebujemo za optimalen načrt razvoja 
proizvodnih virov ob negotovosti tudi stohastičen model urejenega diagrama preostale porabe UDPP. 
Gostota verjetnosti 
Gostota verjetnosti 
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Predlagana metoda je preizkušena na modelu slovenskega elektroenergetskega sistema. Model je bil 
razvit v MATLAB in R paketu s pomočjo paketa copBasis. Podatki o obremenitvah so bili pridobljeni 
od ENTSO-E [119]. Upoštevana je bila poraba med leti 2010 – 2015. Urno proizvodnjo iz sončnih 
elektrarn smo pridobili od slovenskega organizatorja trga "Borzen". "Borzen" kupuje elektriko iz 
sončnih elektrarn za približno 40 % inštalirane moči slovenskih fotonapetostnih elektrarn. Slika 29 
prikazuje urno časovno vrsto obremenitve in urno časovno vrsto proizvodnje električne energije iz 
sončnih elektrarn "Borzena" med leti 2010 in 2015. 
 
Slika 29: Časovna vrsta obremenitve v Sloveniji in proizvodnje iz sončnih elektrarn “Borzen”. 
Za oceno parametrov kopule in izvedbo Monte Carlo simulacij UDPP, uporabimo postopek 
opredeljen v poglavju 4. Slika 30 (zgoraj levo) prikazuje točkovni diagram in histograme normirane 
porabe in proizvodnje sončnih elektrarn za mesec maj 2015. Neparametrična empirična funkcija 
verjetnosti V1 in V2 do Y in Z (slika 30 spodaj levo). Tudi za simulacijo normiranih urnih vrednosti 
porabe in proizvodnje sončnih elektrarn empiričnega modela s pomočjo kopule smo uporabili 
postopek iz poglavja 4. Generirane so vrednosti enakomerno porazdeljenih slučajnih spremenljivk 
V1 in V2 (slika 30 spodaj desno). Inverz empirične porazdelitvene funkcije so vrednosti spremenljivk 
Y in Z (slika 30 desno zgoraj). 
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Slika 30: Točkovni diagram normirane porabe Y in normirane proizvodnje Z (zgoraj levo), V1in V2 (spodaj 
levo), simulirana V1in V2 (spodaj levo) in simulirana Y in Z (zgoraj desno) za maj 2015 
Za oceno ustreznosti prileganja izbrane kopule smo uporabili Monte Carlo metodo izračuna 
kazalnikov odvisnosti v repu (TDC) ter oceno napake (MSE) omenjenih kazalnikov (slika 31).  
 
Slika 31: Opazovane (      ) in simulirane (     ) srednje vrednosti odvisnosti v repu (10,000 simulacij/ 6 let 
opazovanih vrednosti) 
Generiramo n = 100 dvorazsežnih realizacij iz empirične kopule za vsak mesec. Za vsako simulacijo 
ocenimo λLL, λLU, λUL in λUU. Grafični prikaz TDC iz opazovanih in simuliranih podatkih je prikazan 
na sliki 31. Primerjava parametričnih in empiričnih kopul je prikazana v preglednicah 12 in 13. Iz 
preglednic je razvidno, da imata Claytonova in Gumbelova kopula minimalno napako v enem od 
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repov, kar je posledica definicije kopule. Normalna, Frankova in Studentova kopula imajo največjo 
napako, ker so po definiciji odvisnost v repu enaka nič. Poleg tega je razvidno, da ima empirična 
kopula najmanjšo napako (MSE) za tri od štirih TDC, ki so po vrednostih zelo blizu opazovanim 
vrednostim, kar je moč potrditi tudi na sliki 31.  
Preglednica 12: Pričakovana vrednost koeficientov TDCs 
Kopula λLL λUU λUL λLU 
Frank 0 0 0 0 
Clayton 0,035 0 0,013 0 
Gumbel 0 -0,141 0 -0,027 
t-Student 0,004 0,004 0,006 0,006 
Normalna 0 0 0 0 
Empirična 0,142 0,023 0,047 0,0528 
Opazovane vrednosti 0,073 0,026 0,056 0,040 
Preglednica 13: Povprečna MSE TDCs 
Kopula MSE(λLL) MSE (λUU) MSE(λLU) MSE (λUL) 
Frank 0,010 0,005 0,002 0,007 
Clayton 0,006 0,005 0,002 0,007 
Gumbel 0,010 0,036 0,002 0,007 
t-Student 0,009 0,004 0,002 0,007 
Normalna 0,010 0,005 0,002 0,007 
Empirična 0,017 0,004 0,001 0,004 
 
Iz predstavljenega lahko sklepamo, da je koeficiente odvisnosti v repu moč uporabiti za oceno 
ustreznosti prileganja kopule. Preprosta MSE ocena napake lahko pomaga najti kopulo, katere 
obnašanje v repih je najbližje tistemu empirično opazovane in empirično ocenjene vrednosti. 
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7.6 Monte Carlo simulacija UDPP 
Ker UDPP nima analitično zaprte oblike, je simulacija le-te zapletena. Zaradi tega smo uporabili MC 
simulacijo približkov UDPP. Simulirani UDPP so prikazani na sliki 32 za vsak mesec posebej. Ko 
določimo mesečno porabo in zmogljivosti nameščenih sončnih elektrarn v tem mesecu, lahko 
izračunamo končni UDPP. V primeru na sliki 32 smo mesečno porabo določili kot povprečno 
mesečno porabo od leta 2010 do leta 2015, medtem ko znaša nameščena zmogljivost fotonapetostnih 
elektrarn 500 MW. Primerjava simulacij, z in brez 500 MW inštalirane moči fotovoltaičnih elektrarn, 
je zanimiva. Vidimo lahko, da so simulirane vrednosti, ki so predstavljene s sivo barvo na sliki 32, 
razpršene okoli zgodovinskih vrednosti, ki so predstavljene s črno barvo. Vidimo lahko tudi, da 
proizvodnja iz sončnih elektrarn ne vpliva na najvišje in najmanjše vrednosti v zimski sezoni (od 
oktobra do marca). Razlog za to leži v dejstvu, da se v zimski sezoni največja obremenitev pojavlja 
zvečer (med 19.00 in 21.00). Od aprila do septembra pa proizvodnja iz sončnih elektrarn vpliva tako 
na največjo kot tudi minimalno preostalo obremenitev.  
 
Slika 32: Simuliran mesečni UDPP z (--- črna: merjene,---temno siva: simulirane) in brez (--- črna: merjene, --- 
svetlo siva: simulirane) 1000 MW inštalirane moči fotonapetostnih elektrarn (1000 simulacij) 
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7.7 Monte Carlo simulacija letne oz. mesečne porabe električne 
energije 
Rezultati letne oz. mesečne simulacije porabe električne energije za naslednjih 21 let so predstavljeni 
na slikah 33 in 34. Na sliki 35 so prikazani UDPP za izbrana leta z in brez 500 MW instalirane moči 
fotonapetostnih elektrarn.  
 
Slika 33: Dolgoročna simulacija letne porabe z regresijskim modelom 
 
Slika 34: Dolgoročna simulacija letne porabe z ARIMA modelom 
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7.8 Monte Carlo simulacija letnega UDPP 
Rezultati končne simulacije UDPP za 21 let z in brez 500 MW instalirane moči sončnih elektrarn s 
pomočjo regresijskega in ARIMA modela so prikazani na sliki 35.  
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Slika 35: Skupna simulacija UDPP z mesečno oz. letno porabo 
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7.9 Numerični poskusi stohastične optimizacije 
Na osnovi vseh simuliranih vhodnih podatkov, smo uvodoma izvedli pet zagonov optimizacijskega 
algoritma, da smo preverili ponovljivost izračuna z izbranimi nastavitvami parametrov. Kot je 
razvidno iz slike 36, so izidi vseh petih zelo podobni.  
 
Slika 36:.Fronte nedominiranih rešitev petih zagonov optimizacije 
Nastavitve algoritma smo na osnovi preizkušanja nastavili, kot sledi: 
- število rešitev v populaciji = 150, 
- število generacij = 20, 
- število spremenljivk = 6, 
7.10 Fronte nedominiranih rešitev 
Kot smo videli v poglavju 4.4 predstavlja Pareto optimalna množica globalno optimalno množico 
večkriterijskega optimizacijskega problema. Glede na dejstvo, da optimizacijski algoritmi ne najdejo 
vedno globalnega optimuma, je v praksi velikokrat zadovoljiva množica nedominiranih rešitev glede 
na vse med seboj primerjane rešitve. Tako kot so pri enokriterijskem optimizacijskem problemu 
največkrat prisotni en globalni in več lokalnih optimumov, tako so pri večkriterijskem 
Srednja vrednost nedominiranih rešitev: 
prvi zagon izračuna 
drugi zagon izračuna 
tretji zagon izračuna 
četrti zagon izračuna 
peti zagon izračuna 
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optimizacijskem problemu največkrat prisotne ena globalno optimalna množica imenovana Pareto 
optimalna množica ter več lokalno optimalnih množic oz. množic nedominiranih rešitev.  
Na slikah 37, 38, 39 in 40 je prikazan proces iskanja Pareto optimalne množice oz. Pareto optimalne 
fronte. Z preiskovanjem problemskega prostora algoritem »potiska« fronto nedominiranih rešitev 
proti Pareto optimalni fronti. Pareto optimalna fronta predstavlja globalni optimum, za katerega ne 
vemo, ali smo ga dosegli ali ne. Kar vemo, je to, da algoritem v času preiskovanja najde nove fronte 
nedominiranih rešitev.  
Razvrščanje rešitev se izvede glede na nedominiranost (rešitve razvrsti po frontah). Rešitve za 
naslednjo generacijo se potem izbirajo po frontah. Tako so najprej izbrane rešitve iz fronte 1, ki je 
najboljša, ker je najbližja Pareto optimalni fronti, potem fronte 2 in tako naprej. 
 
Slika 37: Primer nedominiranega razvrščanja po treh frontah (prirejeno po [62]) 
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Slika 39:.Fronte nedominiranih rešitev stohastične optimizacije z regresijskim modelom napovedi porabe 
 
Slika 40:.Fronte nedominiranih rešitev stohastične optimizacije z ARIMA modelom napovedi porabe 
Vsaka fronta predstavlja množico nedominiranih rešitev, ki so boljše od prejšnje množice (fronte). Z 
iskanjem novih front algoritem najde boljše in boljše rešitve. Na slikah vidimo, kako na diagramih 
od zgoraj proti spodaj najde boljše in boljše fronte.  
7.11 Izidi izračuna – regresijski model napovedovanja letne porabe 
Za podan urejeni diagram preostale porabe (UDPP) smo glede na omejitve izračunali nedominirane 
rešitve oziroma približek Pareto optimalne fronte optimizacijskega problema (slika 42). V 
nadaljevanju smo spreminjali vrednosti parametrov problema in izvedli primerjalno analizo. 
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Kot smo videli v poglavju 3.3, odločevalec potrebuje dodatno informacijo, da se lahko odloči za eno 
izmed številnih rešitev. V našem primeru smo subjektivno opredelili, da mora biti nedobavljena 
energija manjša od 20.000,00 MWh oz. 20 GWh, kar predstavlja okoli 0,001 % letne porabe v 
Sloveniji. V drugem koraku smo izmed rešitev, ki zadovoljujejo opredeljen kriterij, izbrali tiste, z 
najmanjšimi celotnimi stroški (preglednica 14). 
Preglednica 14: Izbrane optimalne rešitve ob regresijskem modelu prognoziranja porabe 



















         
REG 2029 2022 2026 2031 2020 2031 5,30 0,0223 
REG FE  2029 2021 2027 2020 2023 2031 5,33 0,0342 
REG 0,8 2028 2025 2027 2031 2020 2031 5,50 0,0290 
REG FE 0,8 2029 2021 2031 2022 2020 2031 5,36 0,0322 
REG 0,7 2020 2022 2023 2026 2031 2020 5,80 0,0261 
REG FE 0,7 2031 2029 2023 2026 2031 2020 5,64 0,0264 
 
Kot vidimo iz preglednice, se celotni stroški različic rešitev sistema gibljejo med približno 5,3 in 5,8 
mrd. EUR. V nadaljnji analizi nas je zanimalo, kako na optimizacijo vpliva nezanesljivost 
generatorjev. Za preizkus smo zagnali izračun s simulacijo letne nezanesljivosti generatorjev 
enakomerno porazdeljene med 0,7 in 1 (REG 0,7 in REG FE 0,7). V tem primeru se stroški 
zagotavljanja zanesljive oskrbe zvišajo. Zanimivo pa je, da se standardni odklon celotnih stroškov 
zniža. Ob nižji nerazpoložljivosti generatorjev (REG 0,8 in REG FE 0,8) so stroški izbranih rešitev, 
ki zagotavljajo zelo visoko verjetnost, da je količina nedobavljene energije enaka nič, ustrezno 
manjši.  
Ob upoštevanju fotonapetostnih elektrarn (REG FE 0,8 in REG FE 0,7) se v primeru 
nerazpoložljivosti generatorjev celotni stroški znižajo. V scenariju REG FE se celotni stroški 
malenkostno zvišajo, pomembno se pa zviša standardni odklon celotnih stroškov.  
Na sliki 41 vidimo, da se skupni stroški višajo s nezanesljivostjo generatorjev. Tukaj vidimo, da 
nezanesljivost generatorjev viša skupne stroške, medtem ko jih naložbe v sončne elektrarne nižajo.  
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Slika 41: Primerjava stroškov izbranih različic za 6 scenarijev z REG 
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Slika 42:.Fronta nedominiranih rešitev za 6 scenarijev ob regresijskem modelu napovedi porabe 
 Stran 131 
 
Slika 43: Analiza inštalirane moči in značilnosti UDPP po letih izbranih rešitev 
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7.12 Izidi izračuna - ARIMA model napovedovanja letne porabe 
V naslednjem koraku smo izvedli optimizacijo ob ARIMA modelu za prognoziranje porabe. Glede 
na dejstvo, da je ARIMA napoved bolj razpršena, so tudi stroški rešitev in nedobavljena energija 
prav tako, bolj razpršeni (slika 47). V nadaljevanju smo spreminjali vrednosti parametrov problema 
in izvedli primerjalno analizo. 
Enako kot ob regresijskem modelu smo subjektivno opredelili, da mora biti nedobavljena energija 
manjša od 20.000,00 MWh oz. 20 GWh, kar predstavlja okoli 0,001 % letne porabe v Sloveniji. V 
drugem koraku smo izmed rešitev, ki zadovoljujejo opredeljen kriterij, izbrali tiste, z najmanjšimi 
celotnimi stroški (preglednica 15). 
Preglednica 15: Izbrane optimalne rešitve ob ARIMA modelu prognoziranja porabe 



















         
ARIMA 2025 2023 2025 2029 2020 2031 5,55 0,18 
ARIMA FE  2030 2022 2024 2020 2025 2031 5,68 0,22 
ARIMA 0,8 2027 2022 2030 2022 2020 2031 5,82 0,25 
ARIMA FE 0,8 2024 2028 2028 2028 2031 2020 5,70 0,19 
ARIMA 0,7 2029 2024 2023 2031 2020 2028 6,35 0,22 
ARIMA FE 0,7 2023 2024 2023 2022 2031 2020 5,84 0,20 
Kot vidimo iz preglednice, se celotni stroški različic rešitev sistema gibljejo med približno 5,5 in 5,9 
mrd. EUR. V nadaljnji analizi nas je zanimalo, kako na optimizacijo vpliva nezanesljivost 
generatorjev. Za preizkus smo zagnali izračun s simulacijo letne nezanesljivosti generatorjev 
enakomerno porazdeljene med 0,7 in 1 (ARIMA 0,7 in ARIMA FE 0,7). V tem primeru se stroški 
zagotavljanja zanesljive oskrbe zvišajo. Zanimivo pa je, da se standardni odklon celotnih stroškov 
zniža. Ob nižji nerazpoložljivosti generatorjev (ARIMA 0,8 in ARIMA FE 0,8) so stroški izbranih 
rešitev, ki zagotavljajo zelo visoko verjetnost, da je količina nedobavljene energije enaka nič, 
ustrezno manjši.  
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Ob upoštevanju fotonapetostnih elektrarn (ARIMA FE 0,8 in ARIMA FE 0,7) se v primeru 
nerazpoložljivosti generatorjev celotni stroški znižajo. V scenariju ARIMA FE se celotni stroški 
malenkostno zvišajo, zviša se pa standardni odklon celotnih stroškov.  
Na sliki 44 vidimo, da nezanesljivost generatorjev viša skupne stroške, medtem ko jih naložbe v 
sončne elektrarne nižajo. 
 
Slika 44: Primerjava stroškov izbranih različic za 6 scenarijev z ARIMA 
Na slikah 45 in 46 je prikazana primerjava pričakovanih vrednosti skupnih stroškov in standardnih 
odklonov rešitev sprejetih v obravnavanih scenarijih. Pri vseh scenarijih so tako skupni stroški kot 
standardni odklon višji.  
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Slika 45: Primerjava sprejetih rešitev ARIMA in REG 
 
Slika 46: Primerjava standardnih odklonov sprejetih rešitev ARIMA in REG 
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Slika 47:.Fronta nedominiranih rešitev za 6 scenarijev z ARIMA modelom simulacije porabe 
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Slika 48: Analiza inštalirane moči in UDPP po letih izbranih rešitev z ARIMA prognoziranjem porabe 
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7.13 Primerjava relacij dominiranosti za različne načine izračuna 
kriterijskih funkcij 
V prvi analizi nas je zanimalo, ali so optimalne rešitve, izbrane v scenarijih REG in ARIMA, 
optimalne tudi v drugih scenarijih. Recimo, da za optimalno rešitev, izbrano v scenariju REG, 
izračunamo pričakovane vrednosti in standardni odklon celotnih stroškov v vseh drugih scenarijih 
(preglednica 16). Iz preglednice vidimo, da se tako pričakovana vrednost kot tudi pričakovana 
vrednosti nedobavljene energije spreminja od scenarija do scenarija za isto rešitev. Podobno situacijo 
vidimo v Preglednica 17preglednici 17 za ARIMA scenarije. Iz tega sklepamo, da je optimalna 
rešitev odvisna od izbire scenarijev. 
Preglednica 16: Pričakovane vrednosti kriterijev rešitve izbrane v scenariju REG 
 REG REG FE REG 0,8 REG FE 0,8 REG 0,7 REG FE 0,7 
E(CS)  
[mrd. EUR] 
5,30 5,29 5,73 5,50 5,77 5,53 
E(ENS)  
[TWh] 
0 0 0,14 0,10 0,49 0,29 














5,55 5,81 5,83 5,39 5,59 5,61 
E(ENS)  
[TWh] 
0,00 0,04 0,15 0,00 0,03 0,14 
 
Točkovna diagrama analize sta prikazana na slikah 49 in 50. 
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Slika 49: Analiza inštalirane moči in UDPP po letih izbranih rešitev 
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Slika 50: Analiza inštalirane moči in UDPP po letih izbranih rešitev 
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Druga primerjalna analiza, ki nas je zanimala, je, ali izbira načina izračuna kriterijev vpliva na 
izbrano rešitev. Eden izmed ciljev disertacije je namreč uporaba U-testa za primerjavo vrednosti 
optimizacijskih kriterijev. V poglavjih 3.9 in 3.10 smo videli, da se optimizacijski kriteriji lahko 
računajo kot deterministični, s pomočjo verjetnostnega funkcionala (npr. pričakovane vrednosti) ali 
pa verjetnostno za vsak element vzorca. Za vsako od teh možnosti se čas optimizacije povečuje. Ob 
tem se postavlja vprašanje koristnosti posameznega pristopa. V nadaljevanju bomo pokazali, da se v 
odvisnosti od izbranega pristopa optimalne rešitve razlikujejo. 
Na sliki 51 in v preglednici 18 primerjamo fronti 5 in 9 začetne slučajne populacije rešitev, ki sestoji 
iz 50 osebkov ob različnih načinih izračuna kriterijev.  










1 u = 0,85; Im = 0 deterministično 13 12, 15, 27, 39 
25, 33, 40, 
42, 48 
2 u =0,85; Im =0; ARIMA U-test 11 
1, 5, 11, 15, 
49 
34, 35, 44 
3 u =0,85; Im =500; ARIMA U-test 12 12, 15, 28, 38 
10, 23, 25, 
44 
4 u =0,85; Im =0; ARIMA 
pričakovana 
vrednost 
13 12, 15, 27, 28 
8, 10, 25, 
33, 42, 48 
5 
0,7 ≤ u ≤ 1; Im =500; 
ARIMA 
U-test 12 
8, 12, 14, 22, 
27, 38, 50 
19, 45 
6 





8, 12, 14, 22, 
27, 38, 46, 50 
19, 45 
 
Kot vidimo, se tako število front, kot tudi člani populacije, ki se nahajajo v frontah, spreminjajo. Če 
primerjamo scenarija 2 in 4, vidimo, da pri izračunu kriterijev s pomočjo U-testa ali s pomočjo 
pričakovane vrednosti dobimo tako različno število front kot tudi različne rešitve v posamezni fronti. 
Podobno velja za scenarija 5 in 6. Iz tega sklepamo, da izračun in primerjava kriterijev pri 
optimizaciji pomembno vpliva na iskanje optimalne vrednosti, tako da deterministična optimizacija 
in optimizacija s pomočjo verjetnostnega funkcionala nikakor ne nadomestita optimizacije s pomočjo 
U-testa.  
 
 Stran 141 
 
Slika 51:.Dve fronti rešitev za 6 scenarijev z različnimi scenariji in modeli kriterijev 
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8 UGOTOVITVE IN SKLEPI 
Načrtovanje naložb v energetiki predstavlja zapleten optimizacijski problem, z veliko nasprotujočih 
si zahtev. Za reševanje tovrstnih problemov potrebujemo zmogljiva in zadosti široka večkriterijska 
optimizacijska orodja stohastične optimizacije. Zaradi tega v disertaciji predlagamo nov pristop 
večkriterijske stohastične optimizacije z evolucijskimi algoritmi, upoštevajoč negotovost porabe, 
proizvodnje električne energije iz obnovljivih virov in Bayesov pristop ocenjevanja razpoložljivosti 
generatorjev.  
Odločevalci in načrtovalci razvoja proizvodnih virov se srečujejo z dvema pomembnima vrstama 
negotovosti, negotovostjo proizvodnje iz obnovljivih virov ter zanesljivostjo načrtovanih, na novo 
izgrajenih ali zelo zanesljivih generatorjev, ki sta do sedaj bili upoštevani z bolj ali manj ustreznimi 
približki. Zato smo v disertaciji predlagali novo metodo večkriterijske stohastične optimizacije, ob 
negotovosti porabe električne energije in proizvodnje električne energije iz obnovljivih virov, ki 
lahko upošteva oceno zanesljivosti načrtovanih, na novo izgrajenih ali zelo zanesljivih generatorjev 
brez ustreznega obsega zgodovinskih podatkov.  
V model smo vključili stohastično odvisnost proizvodnje iz obnovljivih virov in porabe. Urno porabo 
in proizvodnjo iz obnovljivih virov smo normalizirali, nujno odvisnost modelirali s funkcijo 
empirične kopule, porazdelitve verjetnosti obeh slučajnih spremenljivk pa smo opredelili s funkcijo 
empirične porazdelitve. Rezultat raziskav je nova metoda modeliranja in simulacij urejenega 
diagrama preostale porabe, ki se potem uporablja za optimiranje razvoja proizvodnih virov. Prednost 
predlagane metode je, da omogoča bolj natančen uvid v vplive variabilnosti obnovljivih virov ter 
korelacije le-teh s porabo na optimalen načrt razvoja proizvodnih enot.  
Zanesljivost proizvodnih virov smo modelirali s pomočjo Bayesovega pristopa potencirane 
predhodne porazdelitve, pri kateri smo v oceno zanesljivosti vključili tako zgodovinske podatke 
drugih proizvodnih enot kot tudi ocene parametrov iz literature.  
Optimalno rešitev smo iskali s pomočjo večkriterijske stohastične evolucijske optimizacije. Pri tem 
smo uporabili kriterija pričakovane vrednosti nedobavljene energije in pričakovane vrednosti 
celotnih stroškov v analiziranem obdobju. Vrednosti kriterijev smo primerjali verjetnostno na 
celotnem vzorcu simulacije in pri tem uporabili Mann-Withneyev U – test, ki po našem vedenju do 
sedaj ni bil uporabljen niti v energetiki niti v načrtovanju naložb nasploh.  
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Ker sta si kriterija nasprotna, smo rezultate optimizacije predstavili v obliki približne Pareto 
optimalne fronte. Odločevalec pri tem uporabi t.i. idealni pristop, ko opredeli vrednost ene od 
spremenljivk na osnovi dodatnih informacij, drugo pa potem odčita iz fronte nedominiranih rešitev.  
Metoda je za slovenski elektroenergetski sistem preizkušena od leta 2020 do leta 2040. Obstoječe 
proizvodne enote ter proizvodne enote za morebitno izgradnjo in upokojitev so vzete iz nacionalnih 
energetskih načrtov. Izvedli smo tri poteke optimizacije. Rezultati so predstavljeni v obliki 
nedominiranih rešitev oz. približka Pareto optimalne fronte. Optimalno sestavo alternativnega 
sistema oskrbe z električno energijo smo iskali s pomočjo programskega paketa MATLAB. Pri 
uporabi tega paketa je bila kriterijska funkcija izvedena kot posebna programska aplikacija, s 
pomočjo katere vsako možno sestavo alternativnega energetskega sistema programski paket 
ovrednoti glede na zgoraj opredeljena kriterija. 
Večkriterijsko evolucijsko optimiranje se je izkazalo za zelo uporaben, enostaven in zanesljiv pristop 
iskanja najustreznejših različic rešitev v energetiki, ki omogoča večkriterijsko optimiranje v enem 
koraku. 
Bistvena prednost uporabe evolucijskih algoritmov pri reševanju tega problema izvira iz 
prilagodljivosti, robustnosti in značilnosti globalnega preiskovanja problemskega prostora. 
Prilagodljivost se v obravnavanem primeru pokaže v enostavnem upoštevanju omejitev ter v tem, da 
evolucijski algoritmi delujejo z rešitvami, ki so ustrezno kodirane. Algoritem vsako rešitev ovrednoti 
(dodeli ji neko uspešnost) in stohastično preiskuje prostor rešitev, da najde najboljše.  
Robustnost evolucijskih algoritmov omogoča, da isti algoritem, z zelo malo spreminjanja programske 
kode, lahko uporabljamo za reševanje različnih problemov. Značilnost globalnega preiskovanja pa 
omogoča, da evolucijski algoritmi vzporedno preiskujejo problemski prostor, tako da je verjetnost, 
da pridemo v lokalni optimum, zelo majhna.  
Slaba stran evolucijskih algoritmov je, da zaradi stohastične narave preiskovanja ne morejo globalno 
zagotavljati optimalnosti rešitve. Druga slaba stran je čas izračuna. Konvergenca rešitev in s tem 
hitrost izračuna je bistvena lastnost optimizacijskih metod. Čim boljša konvergenca oziroma čim 
krajši čas izračuna so lastnosti, zaželene v praktičnih aplikacijah. Konvergenca rešitev je pogojena z 
značilnostmi problemskega prostora, ki jih velikokrat slabo poznamo, in z nastavitvami 
optimizacijske metode. 
Na osnovi pridobljenih rezultatov ugotavljamo, da tudi če zaradi stohastične narave preiskovanja 
problemskega prostora ni zagotovljena optimalnost posameznih rešitev, evolucijski algoritmi 
večinoma najdejo vzorce oziroma dele prostora, kjer obstaja velika verjetnost, da se optimalna rešitev 
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(oziroma fronta) nahaja. Ob upoštevanju rezultatov optimizacije lahko odločevalec odloča o strategiji 
razvoja proizvodnih virov na osnovi zanesljivosti oskrbe in celotnih stroških sistema ter tudi njihove 
variabilnosti. 
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9 IZVIRNI ZNANSTVENI PRISPEVKI NALOGE 
V nalogi smo predstavili optimalno načrtovanje razvoja proizvodnih virov električne energije ob 
negotovosti proizvodnje električne energije iz sončnih elektrarn in porabe ter negotovost 
razpoložljivosti generatorjev. Cilj je načrtovati optimalno izgradnjo klasičnih elektrarn ob 
minimalnih stroških in predvideni proizvodnji električne energije iz sončnih elektrarn.  
Zasnovali smo večkriterijski stohastični model, ki sloni na večkriterijskih evolucijskih algoritmih. 
Na prvi stopnji algoritem opredeli naložbeno odločitev izgradnje novih ali upokojitev obstoječih 
elektrarn. Na drugi stopnji simuliramo slučajne spremenljivke proizvodnje sončnih elektrarn ter 
bremena. Na osnovi tega določimo urejeni diagram preostalega bremena ter optimiramo vrstni red 
obratovanja na prvi stopnji izbranih elektrarn. Na drugi stopnji večkrat simuliramo breme in 
proizvodnjo iz sončnih elektrarn. Za vsako simulacijo izračunamo stroške naložb, obratovanja in 
vzdrževanja (slika 52). 
 
Slika 52: Zasnova disertacije 
Vrstni red obratovanja elektrarn optimiramo glede na pričakovano vrednost stroškov vseh simulacij 
urejenega diagrama preostalega bremena. Scenarij je eden od možnih potekov parametrov in vhodnih 
podatkov v prihodnje. Glede na izbran scenarij ocenjujemo načrt razvoja proizvodnih zmogljivosti. 
Načrt je ena od možnih različic sestave proizvodnega dela EES (npr. vrsta, zmogljivost in leto vstopa 
v obratovanje generatorjev). Značilnost ali kriterij (kot so skupni stroški, nedobavljena energija, itn.), 
se lahko uporabljajo za ocenjevanje uspešnosti načrta. 
Za izračun nedobavljene energije smo modelirali porazdelitev verjetnosti porabe, proizvodnje iz 
obnovljivih virov in razpoložljivosti klasičnih generatorjev. Optimalen načrt razvoja proizvodnih 
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zmogljivosti smo izračunali na osnovi preostalega urejenega diagrama porabe, ki predstavlja 
kombinacijo verjetnostnih porazdelitev porabe in proizvodnje iz obnovljivih virov.  
Prihodnja porazdelitev porabe temelji na zgodovinski podatkih povpraševanja in napovedi rasti 
povpraševanja. Porazdelitev proizvodnje iz obnovljivih virov temelji na podatkih o proizvodnji 
povezanih s predvideno inštalirano močjo sončnih elektrarn.  
9.1 Izvirni znanstveni prispevek vključitve obnovljivih virov v 
načrtovanje razvoja proizvodnih zmogljivosti 
V pričujočem delu smo razvili stohastični model urejenega diagrama preostale porabe za sisteme z 
visokim deležem obnovljivih virov energije, s poudarkom na sončnih elektrarnah. Model učinkovito 
vključuje dolgoročno korelacijo med urno obremenitvijo sistema in proizvodnjo sončnih elektrarn z 
normalizacijo urnih časovnih vrst, empirično kopulo in funkcijo empiričnih porazdelitev mejnih 
gostot porazdelitev verjetnosti. Model omogoča oceno medsebojnega vpliva naložb v obnovljive vire 
in klasične elektrarne. Za oceno mejnih porazdelitev verjetnosti za obe slučajni spremenljivki, 
obremenitev sistema in proizvodnje sončnih elektrarn na uro, smo uporabili empirično metodo, ki je 
primerna za multimodalne funkcije verjetnosti. Podatki časovne vrste porabe in proizvodnje se 
uporabljajo za oceno mejnih porazdelitev verjetnosti in kopulo. Kopula določa strukturo odvisnosti 
več slučajnih spremenljivk. Empirična kopula omogoča modeliranje in oceno odvisnosti med porabo 
in proizvodnjo sončnih elektrarn z lokalnimi značilnostmi ter izvedbo Monte Carlo simulacij za 
modeliranje negotovosti na praktičen in prilagodljiv način.  
9.2 Izvirni znanstveni prispevek - ocenjevanje parametrov gostote 
verjetnosti letne nerazpoložljivosti električnih generatorjev 
Drug izvirni znanstveni prispevek predstavlja uporaba predhodne potencirane porazdelitve za 
ocenjevanje parametrov gostote verjetnosti letne nerazpoložljivosti električnih generatorjev. Izvirni 
prispevek pričujočega dela je model, ki vključuje podatke letne nerazpoložljivosti podobne 
proizvodne enote v statistično analizo letne nerazpoložljivosti analizirane proizvodne enote. Ta 
model omogoča izboljšanje natančnosti ocene parametrov porazdelitve letne nerazpoložljivosti. 
Prednost predlaganega pristopa je vključitev variabilnosti letne nerazpoložljivosti v dolgoročno 
načrtovanje elektroenergetskega sistema in premagovanje omejitev klasičnih statističnih metod v 
primeru omejenih količin podatkov, s čimer se pogosto srečujemo pri analizah zanesljivosti EES. 
 Stran 147 
Metoda je preizkušena tako s simulacijo kot tudi z empirično raziskavo. S simulacijsko študijo smo 
preučili empirično uspešnost metode potencirane predhodne porazdelitve z deterministično 
vrednostjo a0 za eksponentno gostoto verjetnosti. Izidi kažejo, da, če se sedanji in pretekli podatki 
generirajo iz podobnih modelov verjetnosti (npr. enaka gostota verjetnosti), se optimalna vrednost a0 
viša (okoli 1) in tako so zgodovinski podatki bolj vključeni v oceno trenutne gostote verjetnosti. 
Empirična raziskava je izvedena na dveh termogeneratorjih. Obe študiji zagotavljata močno 
motivacijo za uporabo potencirane predhodne porazdelitve kot informativne predhodne porazdelitve 
v Bayesovem sklepanju v analizi zanesljivost proizvodnih enote. 
9.3 Izvirni znanstveni prispevek uporabe Mann-Whitniyevega U-
testa v kombinatorični optimizaciji razvoja proizvodnih zmogljivosti z 
evolucijskimi algoritmi 
Cilj optimizacije razvoja proizvodnih zmogljivosti je poiskati optimalen načrt razvoja proizvodnih 
zmogljivosti za obdobje načrtovanja glede na kriterija minimalnih celotnih stroškov ter minimalne 
vrednosti nedobavljene energije. V ta namen smo razvili model za večkriterijsko kombinatorično 
stohastično optimizacijo naložb v energetiki, ki je zasnovan na evolucijskih algoritmih. Model je 
preizkušen na sistemu za proizvodnjo električne energije, ki vsebuje tako klasične kot tudi obnovljive 
vire električne energije. 
Za vsako različico razvojnega načrta izračunamo vrednosti kriterijev za vsako simulacijo urejenega 
diagrama preostale porabe. Za izbiro boljših rešitev glede na dana kriterija ob negotovosti, lahko 
primerjamo celotna vzorca kriterijev. Za te potrebe smo uporabili neparametričen Mann-Whitneyev 
U-test. Ker test ne sloni na predpostavki o neki parametrični porazdelitvi, ga lahko uporabljamo za 
katerekoli porazdelitve. Po našem vedenju ta pristop do sedaj ni bil uporabljen niti v energetiki niti 
v načrtovanju naložb.  
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