We consider long-range self-avoiding walk, percolation and the Ising model on Z d that are defined by power-law decaying pair potentials of the form D(x) ≍ |x| −d−α with α > 0. The upper-critical dimension d c is 2(α∧2) for self-avoiding walk and the Ising model, and 3(α ∧ 2) for percolation. Let α = 2 and assume certain heat-kernel bounds on the n-step distribution of the underlying random walk. We prove that, for d > d c (and the spread-out parameter sufficiently large), the critical two-point function G pc (x) for each model is asymptotically C|x| α∧2−d , where the constant C ∈ (0, ∞) is expressed in terms of the model-dependent lace-expansion coefficients and exhibits crossover between α < 2 and α > 2. We also provide a class of random walks that satisfy those heat-kernel bounds.
Introduction
The two-point function is one of the key observables to understand phase transitions and critical behavior. For example, the two-point function for the Ising model indicates how likely the spins located at those two sites point in the same direction. If it decays fast enough to be summable, then there is no macroscopic order. The summability of the two-point function is lost as soon as the model parameter (e.g., temperature) is above the critical point, and therefore it is naturally hard to investigate critical behavior.
The lace expansion is a powerful tool to rigorously prove mean-field behavior above the model-dependent critical dimension. The mean-field behavior here is for the two-point function at the critical point to exhibit similar behavior to the underlying random walk. It has been successful to prove such behavior for various statistical-mechanical models, such as self-avoiding walk, percolation, lattice trees/animals and the Ising model. The best lace-expansion result obtained so far is to identify an asymptotic expression (= the Newtonian potential times a model-dependent constant) of the critical two-point function for finite-range models, such as the nearest-neighbor model. However, this ultimate goal has not been achieved, before this paper, for long-range models, especially when the 1-step distribution for the underlying random walk decays in powers of distance; only the infrared bound on the Fourier transform of the two-point function was available. This was partly because of our poor understanding of the long-range models in the x-space, not in the Fourier space. For example, the random-walk Green's function is known to be asymptotically Newtonian/Riesz depending on the power of the aforementioned powerlaw decaying 1-step distribution, but we were unable to find optimal error estimates in the literature. Also, the subcritical two-point function is known to decay exponentially for the finite-range models, but this is not the case for the power-law decaying long-range models; as is shown in this paper, the decay rate of the subcritical two-point function is the same as the 1-step distribution of the underlying random walk.
Therefore, the goal of this paper is to overcome those difficulties and derive an asymptotic expression of the critical two-point function for the power-law decaying long-range models above the critical dimension, using the lace expansion. We would also like to investigate crossover in the asymptotic expression when the power of the 1-step distribution of the underlying random walk changes.
Models and known results
Self-avoiding walk (SAW) is a model for linear polymers. We define the two-point function for SAW on Z . Here, and in the remainder of the paper, we often use "≡" for definition.
Percolation is a model for random media. Each bond {u, v}, which is a pair of vertices in Z d , is either occupied or vacant independently of the other bonds. The probability that {u, v} is occupied is defined to be pD(v − u), where p ≥ 0 is the percolation parameter. Since D is a probability distribution, the expected number of occupied bonds per vertex equals p x =o D(x) = p(1 − D(o)). The percolation two-point function G perc p (x) is defined to be the probability that there is a self-avoiding path of occupied bonds from o to x; again by convention, G Let D(x) = p −1 tanh(βJ o,x ). For percolation and the Ising model, there is a model-dependent critical point p c ≥ 1 (from now on, we omit the superscript, unless it causes any confusion) such that
(1.5)
The order parameter θ perc p is the probability that the occupied cluster of the origin is unbounded, while θ Ising p is the spontaneous magnetization, which is the infinite-volume limit of the finite-volume single-spin expectation ϕ o + β,Λ under the plus-boundary condition. The continuity of θ p at p = p c in a general setting is still a remaining issue.
We are interested in asymptotic behavior of G pc (x) as |x| → ∞. For the "uniformly spread-out" finite-range models, e.g.,
, it has been proved [16, 18, 26] 
where "∼" means that the asymptotic ratio of the left-hand side to the right-hand side is 1, and
This is a sufficient condition for the following mean-field behavior [1, 2, 3, 5, 24] : 8) where "≍" means that the asymptotic ratio of the left-hand side to the right-hand side is bounded away from zero and infinity. The proof of the above result is based on the lace expansion (e.g., [19, 24, 26] ). The core concept of the lace expansion is to systematically isolate interaction among individuals (e.g., mutual avoidance between distinct vertices for SAW or between distinct occupied pivotal bonds for percolation) and derive macroscopic recursive structure that yields the random-walk like behavior (1.6).
or L sufficiently large depending on the models), there is enough room for those individuals to be away from each other, and the lace expansion converges [19, 24, 26] . The resultant recursion equation for G p is the following: 9) where π p is the lace-expansion coefficient. To treat all models simultaneously, we introduce the notation f * g to denote the convolution of functions f and g in Z d :
Then the above identities can be simplified as (the spatial variables are omitted)
(1.11)
Repeated use of these identities yields
where 13) with the convention
there is a ρ > 0 such that |Π pc (x)| is summable and decays as |x| −d−2−ρ [16, 18, 26] . The multiplicative constant A in (1.6) and p c can be represented in terms of Π pc (x) as
(1.14)
In this paper, we investigate long-range SAW, percolation and the Ising model on Z 15) where |||x||| ℓ = |x| ∨ ℓ. As a result, [16, 18] ,
For percolation and the Ising model, since [16, 18, 26] ,
which we require throughout the paper (cf., Assumption 1.1 below). The goal is to see how the asymptotic expression (1.6) of G pc (x) changes depending on the value of α. We note that (1.6) and (1.14) are invalid for α ≤ 2 because then σ 2 = ∞. Let
It has been proved [20] 
for the long-range models is bounded above and below by a multiple of
−1 withp = p/p c , uniformly in p < p c . Although this gives an impression of the similarity between G pc (x) and G RW 1 (x), it is still too weak to identify the asymptotic expression of G pc (x). The proof of the above Fourier-space result makes use of the following properties of D that we make use of here as well: there are v α = O(L α∧2 ) and ǫ > 0 such that
(
All those properties hold for D in (1.15) (cf., [10, 12] ).
Main result
In addition to the above properties, the n-step transition probability obeys the following bound:
This is due to the following two facts: (i) the contribution from the walks that have at least one step which is longer than c|||x||| L for a given c > 0 is bounded by O(L α )n/|||x||| d+α L ; (ii) the contribution from the walks whose n steps are all shorter than c|||x||| L is bounded, due to the local CLT, by O(ṽn)
(times an exponentially 2 In the proof of the bound on D * n ∞ , we simply bounded the factor log π 2r in [10, (A.4) ] by a positive constant. If we make the most of that factor instead, we can readily improve the bound for α = 2 as 19) small normalization constant), whereṽ is the variance of the truncated 1-step distributioñ D(y) ≡ D(y)½ {|y|≤c|x|} and equals
(1.22)
For α = 2, the inequality (1.21) is a discrete space-time version of the heat-kernel bound on the transition density p s (x) of an α-stable/Gaussian process:
(1.23)
In Section 2.1, we will show that the properties (1.16), (1.18) and (1.21) are sufficient to obtain an asymptotic expression of G RW 1 (x). However, these properties are not good enough to fully control error terms arising from convolutions of D * n (x) and Π p (x) in (1.13). To overcome this difficulty, we assume the following bound on the discrete derivative of the n-step transition probability:
Here is the summary of the properties of D that we use throughout the paper. In Appendix A, we will show that the following D satisfies all properties in the above assumption:
, and T α is the stable distribution on N with parameter α/2 = 1.
Under the above assumption on D, we can prove the following theorem: 
As a result, by [20] , χ p and θ p exhibit the mean-field behavior (1.8). Moreover, p c and A can be expressed in term of Π p in (1.13) as
The finite-range models are formally considered as the α = ∞ model. Indeed, the leading term in (1.27) for α > 2 is identical to (1.6).
(b) Following the argument in [16, 26] , we can "almost" prove Theorem 1.2 for α > 2 without assuming the bounds on D * n (x). The shortcoming is the restriction d > 10, not d > 6, for percolation. This is due to the peculiar diagrammatic estimate in [16] , which we do not use in this paper.
(c) The asymptotic behavior of G pc (x) in (1.6) or (1.27) is a key element for the so-called 1-arm exponent to take on its mean-field value [17, 21, 23, 25] . For finite-range critical percolation, for example, the probability that o ∈ Z d is connected to the surface of the d-dimensional ball of radius r centered at o is bounded above and below by a multiple of r −2 in high dimensions [23] . The value of the exponent may change in a peculiar way depending on the value of α [21] .
(d) As described in (1.28), the constant A exhibits crossover between α < 2 and α > 2; in particular, A = p c for α < 2 (cf., (3.6) below). According to some rough computations, it seems that the asymptotic expression of G pc (x) for α = 2 is a mixture of those for α < 2 and α > 2, with a logarithmic correction:
One of the obstacles to prove this conjecture is a lack of good control on convolutions of the RW Green's function and the lace-expansion coefficients for α = 2. As hinted in the above expression, we may have to deal with logarithmic factors more actively than ever. We are currently working in this direction.
Notation and the organization
From now on, we distinguish G RW p from G p for the other three models, and define
Here, and in the remainder of the paper, the spatial variables are sometimes omitted. For example,
is the abbreviated version of the convolution equation
We also recall the notation
The remainder of the paper is organized as follows. In Section 2, we prove the asymptotic expression (1.27) for S 1 , as well as bounds on S p for p ≤ 1 and some basic properties of G p for p ≤ p c . Then, by using these facts and the diagrammatic bounds on the laceexpansion coefficients in [18, 26] , we prove (1.27) for G pc in Section 3.
Preliminaries
In this section, we derive the asymptotic expression (1.27) for S 1 , which will be restated as Proposition 2.1, and prove some properties of G p that will be used to prove Theorem 1.2 in Section 3.
Asymptotics of S p
Proposition 2.1. Let α > 0, α = 2 and d > α ∧ 2, and assume all properties but (1.24) in Assumption 1.1. Then there is a µ ∈ (0, α ∧ 2) such that, for any L ≥ 1, p ≤ 1 and κ > 0,
where a constant in the O(L −α∧2+µ ) term depends on κ.
Proof. The inequality (2.1) is an immediate result of (1.31), p ≤ 1 and (
To prove the asymptotic expression (2.2), we first rewrite S 1 (x) for d > α ∧ 2 as
for any T ∈ (0, ∞), where
Next we rewrite the large-t integral as
where p s (x) is the transition density of an α-stable/Gaussian process (cf., (1.23)), and for any R ∈ (0, π),
8)
(2.9)
By using the identity
we obtain
As a result, we arrive at 
Then, we obtain
Next we estimate I 3 . For small R, whose value will be determined shortly, we use (1.18) to obtain
Therefore, by (2.15),
Finally we estimate I 4 + I 5 and determine the value of R during the course. First, by (1.18)-(1.20), we have
where Γ(a; x) ≡ ∞ x dt t a−1 e −t is the incomplete gamma function, which is bounded by O(x a−1 )e −x for large x. Here we choose R to satisfy
Then, for large t,
Therefore, again by (2.15) (cf., (2.18)),
We can estimate I 5 in exactly the same way. The exponentially decaying term in (2.19) obeys the same bound, since, for sufficiently large N (depending on κ),
Summarizing the above, we obtain that, for |x| > L 1+κ ,
This together with (2.13) completes the proof of Proposition 2.1.
Basic properties of G p
In this subsection, we summarize some basic properties of G p . Roughly speaking, those properties are the continuity up to p = p c (Lemma 2.2), the RW bound that is optimal for p ≤ 1 (Lemma 2.3) and the a priori bound that is not sharp but finite as long as p < p c (Lemma 2.4). We will use them in the next section (especially in Section 3.2) to prove Theorem 1.2. For the Ising model, we first note that, by the Griffiths inequality [13] , ϕ o ϕ x β,Λ is nondecreasing and continuous in β ≥ 0 and nondecreasing in Λ ⊂ Z d . Therefore, the infinite-volume limit G For percolation, G perc p (x) is nondecreasing in p ≥ 0 because the event that there is a path of occupied bonds from o to x is an increasing event. The continuity in p ≥ 0 is obtained by following the same strategy as explained above for the Ising model and using the fact that there is at most one infinite occupied cluster for all p ≥ 0. This completes the proof of Lemma 2.2.
On the other hand, the first inequality for p ≤ 1 is obtained by using the second inequality N times and then using (1.20), as
It remains to prove the second inequality in (2.25). In fact, it suffices to prove the inequality only for x = o, since G p (o) = 1 for all three models and therefore the inequality is trivial for x = o. For SAW and percolation, the inequality is obtained by specifying the first step pD and then using subadditivity for SAW or the BK inequality for percolation [6] . For the Ising model, we use the following random-current representation [1, 14] (see also [26, Section 2.1]): 27) where n ≡ {n u,v } is a collection of Z + -valued undirected bond variables (i.e., n u,v = n v,u ∈ Z + ≡ {0} ∪ N for each bond {u, v} ⊂ Λ), ∂n is the set of vertices y such that z∈Λ n y,z is an odd number, and "△" represents symmetric difference (i.e., {o}△{x} = ∅ if x = o, otherwise {o}△{x} = {o, x}). Using this representation, we prove below that, for x = o,
where pD(x) = tanh(βJ o,x ). The second inequality in (2.25) for the Ising model is the infinite-volume limit of the above inequality.
To prove the lower bound of (2.28), we first specify the parity of n o,x to obtain that, for x = o (so that {o}△{x} = {o, x}),
Then, by changing the parity of n o,x (and the constraint on ∂n accordingly) and recalling tanh(βJ o,x ) = pD(x), we obtain ∂n={o,x} (no,x odd)
To prove the upper bound in (2.28), we first note that, if ∂n = {o, x}, then there must be at least one y ∈ Λ such that n o,y is an odd number. By similar computation to (2.31), we obtain that, for x = o, ∂n={o,x}
On the other hand, ∂n=∅ w Λ (n) ≥Z y for any y ∈ Λ. Therefore, for x = o,
where we have used the fact thatỸ y (y, x)/Z y is equivalent to the finite-volume two-point function under the restriction J o,y = 0 and therefore, by using the Griffiths inequality [13] , it is bounded above by ϕ y ϕ x β,Λ . This completes the proof of (2.28), hence the proof of Lemma 2.3.
Lemma 2.4. Assume the property (1.16) in Assumption 1.1. Then, for every α > 0 and
Remark 2.5. This together with the lower bound in (2.25) implies that, for every p < p c , G p (x) is bounded above and below by a p-dependent multiple of |||x|||
. This shows sharp contrast to the exponential decay of G p (x) for the finite-range models.
Proof of Lemma 2.4. Since G p (o) ≤ χ p < ∞ for p < p c , it suffices to prove (2.36) for x = o. We follow the idea of the proof of [4, Lemma 5.2] for one-dimensional long-range percolation and extend it to those three models in general dimensions. The key ingredient is the following Simon-Lieb type inequality: for 0 < ℓ < |x|,
(2.37)
For SAW and percolation, this is a result of subadditivity or the BK inequality (cf., e.g., [15, 24] ). For the Ising model, this is obtained by using the random-current representation (2.27) and a restricted version of the source-switching lemma [26, Lemma 2.3], as follows.
We note that, if ∂n = {o, x}, then there is a path ω = (ω 0 , ω 1 , . . . , ω t ) ⊂ Λ from ω 0 = o to ω t = x such that n ω s−1 ,ωs is odd for every s ∈ {1, . . . , t}; moreover, there is a unique τ ∈ {1, . . . , t} such that |ω τ −1 | ≤ ℓ < |ω τ | (i.e., τ is the first time when ω crosses the surface of the ball B ℓ of radius ℓ centered at the origin). This can be restated as follows: if ∂n = {o, x}, then there is a bond {u, v} ⊂ Λ such that n u,v is odd and that u is connected from o with a path of bonds ⊂ B ℓ with odd numbers. Therefore,
where {o ←→ n u in B ℓ } is the event that o is connected to u with a path of bonds b ⊂ B ℓ satisfying n b > 0. Multiplying Z B ℓ /Z B ℓ ≡ 1 to both sides of (2.39) and using the identity is unimportant as long as it is less than 1 2 ). Let
We note that c x → 0 as |x| → ∞, because
(2.43)
Therefore, for any ǫ ∈ (0, 1), there is anl ∈ [L, ∞) such that 2 d+α c x p ≤ ǫ for all |x| ≥l. Then, for |x| ≥l, (2.37) implies
. If 2l ≤ |x| < 4l, then we use (2.44) twice to obtain
(2.45)
In general, if 2 n−1l ≤ |x| < 2 nl for some n ∈ N, then we repeatedly use (2.44) to obtain
(2.46)
For |x| <l, we use the trivial inequality
This completes the proof of (2.36), where
Proof of the main result
In this section, we prove the asymptotic behavior (1. 27) . The proofs rely on the lace expansion (1.12) for G p .
3.1 Bounds on Π p assuming the infrared bound on G p
In this subsection, we assume the infrared bound on G p and prove bounds on Π p and related quantities, such as its sumΠ p (0) ≡ x Π p (x), in high dimensions. Before stating this more precisely, we need introduce the following parameter for α > 0, α = 2 and d > α ∧ 2 (cf., (2.1)): 
3)
4)
where ℓ = 2 for percolation and ℓ = 3 for SAW and the Ising model. As a result,
We prove this proposition by using the following lemma, which is an improved version of [18, Proposition 1.7] . (ii) Let f and g be functions on Z d , with g being Z d -symmetric. Suppose that there are C 1 , C 2 , C 3 > 0 and ρ > 0 such that
Proof of Proposition 3.1. First we note that
We also note that the identity G p (y) = δ o,y + G p (y)½ {y =o} holds for all three models. Therefore, by using the assumed bound (3.2) and Lemma 3.2(i), we obtain (3.3) as
The inequality (3.4) is obtained by repeatedly applying (3.2)-(3.3) and Lemma 3.2(i) to the diagrammatic bounds on Π p (x) in [18, 26] (Π p (x) in this paper equals δ o,x +Π z (x) in [18, Proposition 1.8]), where ℓ is the number of disjoint paths in the diagrams from o to x (cf., Figure 1 ). The proof is quite similar to [18 
, which is much smaller than O(λ) as claimed in [18, 26] .
It remains to prove (3.5)-(3.6). By (3.4), we readily obtain (3.5) aŝ
Moreover,
) and thereforê
Then, by the above estimates and (1.18), we obtain
hence (3.6) by taking |k| → 0. This completes the proof of Proposition 3.1.
Proof of Lemma 3.2. The proof of (3.7) is almost identical to that of [18, Proposition 1.7(i)]. However, since we are using ||| · ||| L rather than ||| · ||| 1 as in [18] , we can gain the extra factor L d−a for a > d in (3.7). To clarify this, we include the proof here. First of all, since a ≥ b, we have
Since |x − y| ≤ |y| implies |y| ≥ |x|, we obtain that, for a > d,
For a < d, on the other hand, we use the identity 1 = ½ {|y|≤ 3 2 |x|} + ½ {|y|> 3 2 |x|} and the fact that |y| > 3 2 |x| implies |x − y| ≥ 1 3 |y|. Then, we obtain
This completes the proof of (3.7). The proof of (3.8) is also quite similar to that of [18 
To prove (3.8), it suffices to show that the sum in the right-hand side is the error term in (3.8). For that, we split the sum into the following three sums: It is not difficult to estimate the last two sums, as
and
To estimate the sum ′ y , we use the Z d -symmetry of g to obtain
Notice that < 1, we have L and we obtain
L, then |||x||| L = |x| and we obtain
Summarizing the above yields (3.8) . This completes the proof of Lemma 3.2.
Proof of the infrared bound on G p
In this subsection, we prove that the hypothesis of Proposition 3.1 indeed holds for p ≤ p c in high dimensions. The precise statement is the following: 
Proof. Let
where we recall the definition (3.1) of λ. Suppose that the following properties hold:
(i) g p is continuous (and nondecreasing) in p ∈ [1, p c ).
(ii) g 1 ≤ 1.
If the above properties hold, then in fact g p ≤ 2 for all p < p c , as long as d > d c and
for all x = o and p < p c (≤ 2). By Lemma 2.2, we can extend this bound up to p = p c , hence the proof completed.
Now we verify those properties (i)-(iii).
Verification of (i). It suffices to show that, for every p 0 ∈ (1, p c ) ,
. By the monotonicity of G p (x) in p ≤ p 0 and using Lemma 2.4, we have
On the other hand, for any
Moreover, by using p ≥ 1 and the lower bound of the second inequality in (2.25), we have
As a result, for any p ∈ [1, p 0 ], we obtain
(3.32)
Since G p (x) is continuous in p (cf., Lemma 2.2) and the maximum of finitely many continuous functions is continuous, we can conclude that g p is continuous in p ∈ [1, p 0 ], as required.
Verification of (ii). By the first inequality in (2.25) and the definition (3.1) of λ, we readily obtain
as required.
Verification of (iii). If d > d c , λ ≪ 1 and g p ≤ 3, then, by Proposition 3.1, Π p satisfies (3.4)-(3.6) as well as (3.15) . We use these estimates and the lace expansion to prove g p ≤ 2 as follows. First we recall (1.12) and (1.31):
or equivalently
Inspired by the similarity of the above identities, we approximate G p to rΠ p * S q with some constant r ∈ (0, ∞) and the parameter change q ∈ [0, 1]. Rewrite G p as follows:
where
We choose q, r to satisfyÊ
Solving these simultaneous equations for r and using (3.6), we obtain
On the other hand, by taking the Fourier transform of (3.34) and setting k = 0, we obtain
or equivalentlyΠ p (0) = χ p /(1 + pχ p ), and therefore
where we have used p ≥ 1, χ p ≥ 1 and (3.40) to guarantee the positivity (by taking L ≫ 1 if α > 2). In addition, by solving (3.41) for χ p and using (3.5), we have
. To do so, we use the following property of E p,q,r : Proposition 3.4. Let q, r be defined as in (3.40)-(3.42). Under the hypothesis of Proposition 3.1, there is a ρ ∈ (0, α ∧ 2) such that
(3.44)
For now we assume this proposition and complete verifying the property (iii). First, by rearranging (3.36) and using S q ≤ S 1 as well as (3.5) and (3.40) for L ≫ 1, we obtain
Then, by Proposition 3.4 and Lemma 3.2(i), the third term is bounded as
Also, by (3.4) and Lemma 3.2(i), the second term in (3.45) is bounded as
Putting these estimates back into (3.45), we obtain that, for L ≫ 1,
as required. This completes the proof of Theorem 3.3 assuming Proposition 3.4.
Proof of Proposition 3.4. First, by substituting q = 1 − r(1 −Π p (0)p) (cf., (3.42)) into (3.37) and using 1 − r = pr∇ α∧2Π p (0) (cf., (3.40)), we obtain
Using this representation, we prove (3.44) for |x| ≤ 2L and |x| > 2L, separately.
For |x| ≤ 2L, we simply use (2.1) to bound |(E p,q,r * S q )(x)| by
By (3.49), we have
Using (3.4)-(3.6) and (3.40), we obtain that
and that, by summing (3.51) over
Therefore, for |x| ≤ 2L,
It remains to prove (3.44) for |x| > 2L. To do so, we first rewrite (E p,q,r * S q )(x) as
Then we split the integral with respect to t into , where T is arbitrary for now, but it will be determined shortly. For the latter integral, we use the Fourier transform of (3.49), which iŝ
Because of (1.18), (3.6) and (3.15), there is a δ > 0 such that
, the contribution to (3.53) from the large-t integral is bounded as
Since p ≥ 1, we have q ≥ 1 − r/(1 + χ 1 ) ≥ 1 − r/2 (cf., (3.42)), which is bounded away from zero when L ≫ 1. Therefore, by using (1.18), we obtain
To estimate the contribution to (3.53) from the small-t integral, we use the identity
where, by (3.49) and (3.6), |x| . Since |y| ≥ |x| − |x − y| ≥ 2 3 |x| in this domain of summation, we bound |Π p (y)| by O(λ ℓ )|||x|||
(cf., (3.4)) and then use (1.21),
To estimate the contribution to (3.61) from ′′′ y ≡ y:|y|∧|x−y|> 1 3 |x| in (3.62), we bound
and then use (3.4) to bound |Π p (y)|. The result is
Finally we estimate the contribution to (3.61) from ′ y ≡ y:|y|≤ 1 3 |x| in (3.62). By the Z d -symmetry of Π p and using (3.4) and the assumption (1.24), we obtain
where, to obtain the last inequality for
Now, by putting these estimates back into (3.62), we obtain
hence, by (3.59),
This completes the proof of Proposition 3.4.
Derivation of the asymptotics of G p c
Finally we derive the asymptotic expression (1.27) for G pc . First, by repeatedly applying (3.36), we obtain
. . .
By Proposition 3.4 and Lemma 3.2(i), we have that, for p ≤ p c ,
hence, for any N ∈ N,
Therefore, we can take N → ∞ to obtain that, for p ≤ p c ,
where, by (3.4) and (3.73),
Notice that, by Lemma 3.2(i) and using (3.40) and
Now we set p = p c , so, by (3.42), q = 1. By Proposition 2.1 and Lemma 3.2(ii), we obtain the asymptotic expression
Since H pc is absolutely summable, we can change the order of the limit and the sum aŝ 
Therefore,
This completes the proof of Theorem 1.2.
A Verification of Assumption 1.1
In this appendix, we show that the First, for α > 0 and α = 2, we define
Next, let h be a nonnegative bounded function on R d that is piecewise continuous,
Then, for large L (to ensure positivity of the denominator), we define
where (cf., [12, 22] )
for some ∆ ∈ (0, 1) and ζ ∈ (0, 2). Combining these distributions, we define D as
We note that the above definition is a discrete version of the transition kernel for the so-called subordinate process (e.g., [8] ). Just like (A.5), the transition kernel for the subordinate process is given by an integral of the Gaussian density with respect to the 1-dimensional α/2-stable distribution. Bogdan and Jakubowski [9] make the most of this integral representation to estimate derivatives of the transition kernel. This is close to what we want: to prove (1.24). However, under the current discrete space-time setting, we cannot simply adopt their proof to show (1.24). To overcome this difficulty, we will approximate the lattice distribution U * t L in (A.5) to a Gaussian density (multiplied by a polynomial) by using a discrete version of the Cramér-Edgeworth expansion [7, Corollary 22.3] .
Before doing so, we first show that the above D satisfies (1.18) and (1.20).
Verification of (1.18) and (1.20 
whereÛ is an abbreviation forÛ L (k). If α > 2, we can take any ξ ∈ (0, α/2 − 1) to obtain
where we have used the inequality
This together with (A.3)-(A.4) implies (1.18) for α > 2, with ǫ = ζ ∧ (2ξ) and
If α ∈ (0, 2), on the other hand, we first rewrite (A.6) for small k by settingû ≡ log 1/Û and changing the order of summations as
We note that, for small k,
Therefore, by a Riemann-sum approximation, we can estimate the numerator in (A.10) as
This together with (A.3)-(A.4) and (A.9)-(A.12) implies (1.18) for α ∈ (0, 2), with ǫ = ζ and
This verifies that D in (A.5) satisfies both (1.18) and (1.20).
Verification of (1.16), (1.21) and (1.24) . To verify these x-space bounds on the transition probability D * n and its discrete derivative, we use the Cramér-Edgeworth expansion to approximate the lattice distribution U * t
Before showing a precise statement (cf., Theorem A.1 below), we explain heuristic derivation of the formal expansion (A.21). First, we recall the expansion in terms of cumulants Q n for n ∈ Z d + :
By the Fourier inversion, we may rewrite U * t
|k| 2 −ik·x exp
where, in the third equality, we have replaced k by k/ σ 2 L t and used the abbreviations
Notice that the coefficients Q n /σ l L for n 1 = l are uniformly bounded in L. Then, the exponential factor involving higher-order cumulants in (A.17) may be expanded as
(A.20)
Then, by (A.17) and (A. 19) , we arrive at the formal Cramér-Edgeworth expansion
is replaced by ℓ j=0 for some ℓ < ∞, and if x is considered to be an element of
whereP j is the differential operator defined by replacing each ik s of P j (ik) in (A.20) by −∂/∂x s :P
Notice that, by (A.18) and (A.
where H 2j j+2 is a polynomial of degree at least j + 2 and at most 2j (due to the symmetry of U L ). The coefficients of the polynomial are uniformly bounded in L, as explained below (A.18).
The following theorem is a version of [7, Corollary 22.3] for symmetric distributions, which gives a bound on the difference between U * t L (x) and (A.22).
Theorem A.1. For any x ∈ Z d , t ∈ N and ℓ ∈ Z + , 25) wherex andP j are defined in (A.18) and (A.23), respectively.
Before using this theorem to verify (1.16), (1.21) and (1.24), we briefly explain how to prove that the contribution which comes from 1 on the left-hand side of (A.25) is bounded by O(L −d )t −(d+ℓ)/2 , as in (A.25) 4 . First, we split the domain of integration in the Fourier 4 To investigate the effect of the factor |x| ℓ+2 on the left-hand side of (A.25), we also use identities such asx
which is a result of integration by parts. 
|k| 2 ℓ j=0 t −j/2 P j (ik) , (A.26) 
(A.29)
The leading term is bounded as
The second term on the right-hand side of (A.29) is bounded, due to (A.24), as follows: for any j ∈ {2, . . . , ℓ} and h ∈ {j + 2, . . . , 2j},
Similarly, the third term on the right-hand side of (A.29) is bounded as
which is further bounded by O(L α+2 )|||x|||
for sufficiently large ℓ. Summarizing the above estimates, we can conclude (1.16):
The bound (1.21) on the n-step transition probability is then automatically verified, due to the argument below (1.21). Heuristically, since In fact, we can verify this (or a stronger version) by following the same argument as given below (1.21), but we omit the details here. Finally we verify (1.24) by using (A.25) with sufficiently large ℓ and (A.34)-(A.36). For |y| ≤ 1 3 |x| (so that |x ± y| ≥ This together with (A.37) and |||y||| L = |y| ∨ L yields (1.24).
