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The authors in a study [1], opined that the majority of vehicles used today are mostly powered by using 
internal combustion engines that burn gasoline or other petroleum products, which consequently give rise to 
harmful greenhouse gases that have adverse effects on our immediate environment. Example of such greenhouse 
gases include carbon monoxide, which is emitted from vehicles due to incomplete combustion of fuel. In 
addition to carbon monoxide, there is also the emission of toxic compound of hydrogen and carbon from the 
exhaust of hydrocarbon powered vehicles. More also, the reaction of nitrogen and oxygen to form nitrogen 
oxides (NOx) is critical to the concept of air pollution by vehicular emission. In the presence of sunlight, nitrogen 
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 Decline in air quality over the years has been linked to the growing rate of urbanization 
as well as an increase in the number of vehicles occasioned by the increased purchasing 
power of the people. Most of the pollutants emitted from vehicular activities have been 
observed to have adverse effects on individuals as well as the atmosphere. The focus 
of this study is to employ multivariate and confirmatory factor analysis (CFA) based 
on maximum likelihood estimation, to study the incidence of vehicular emissions in 
some parts of Benin city metropolis. Seven (7) georeferenced points (University of 
Benin main gate, Ekosodin junction, Agen Junction, Super D junction, Nitel junction, 
Okhunmwun junction and Oluku market junction) were used for data collection. 
Pollutants from vehicular emission, namely; dinitrogen oxide (NO2), carbon monoxide 
(CO) including the total radiation were monitored in the morning and evening for a 
period (7th July to 12th August, 2020) with the aid of portable toxic gas monitors and 
radiation alert meters. Other measured parameters of interest include maximum 
temperature and wind speed. To ascertain the quality of the data, selected preliminary 
analysis, namely; test of normality, test of homogeneity, outlier detection and 
reliability test were done. With a calculated partial Eta squared based on Pillai’s trace 
of 0.325, it was concluded that; there exist about 32.50 % variability among the 
dependent variables. Based on the CFA results, it was concluded that the hypothesis 
formulated for multivariate analysis of variance fits the sample data. Therefore, the 
alternate hypothesis was rejected and it was concluded that; the difference in the 
concentration of vehicular emission was as a result of change in temperature 
occasioned by time of measurement.                  
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oxides can react with fumes from the volatilization of hydrocarbon to form the soup of photochemical smog for 
which the bad ozone is a major component. This smog can combine with particulate matter, which is small 
particles of foreign substances in the air to form haze which can cause damage to the lungs. Their behavior is 
also similar to that of ammonia, lead and sulfur dioxide [2]. In addition to the soup of photochemical smog, anti-
knocking agents such as tetraethyl lead and other types of lead, which are added to improve the overall 
performance of fuel in an internal combustion engine remain the main source of lead in ambient air. It is 
estimated that 70 to 75 percent of this lead is converted into inorganic lead in engines during combustion and 
are emitted to the atmosphere through the exhaust pipe in addition to the small quantity of organic lead that 
passes through the engine in its original state [3].  
The concentration of pollutants in a given volume/quality of fuel is usually influenced by so many variables; 
namely, the ratio of air-fuel present in the cylinder during internal combustion, the geometry of combustion 
chamber including the engine parameters such as speed, load, and engine temperature [4]. In Africa and Nigeria 
in particular, vehicular emissions are significantly on the rise due to the dearth of good transportation systems, 
which consequently gave birth to the use of unworthy vehicles for both private and commercial purposes [5]. 
Worthy of mention is the poor maintenance culture exhibited by most drivers of these unworthy vehicles; thus, 
putting the life of the people in perpetual danger due to the aftermath of air pollution [6]. There is also the issue 
of occasional traffic jam on our highways, which has increased the concentration of gaseous air pollutants and 
suspended particulate matter (PM) of different sizes and composition. 30 % of PM2.5 and other gaseous 
pollutants related to road transport normally results from the emissions of primary particles such as those from 
re-suspended road dust including wear of tires and brake linings [1]. 
2. Methodology 
2.1. Study Sites 
The study area is limited to some parts of Benin city particularly Ugbowo and environs where serious traffic 
jam is experienced on daily bases. Benin City serves as the principal administrative and socio-economic center 
for both Oredo Local Government Area and Edo State in Nigeria. Benin city is located within latitudes 6⁰20′N 
and 6⁰58′N and longitudes 5⁰35′E and 5⁰41′E, broadly occupies an area of approximately 112.552 sq km. This 
extensive coverage suggests spatial variability of weather and climatic elements [7]. A description of the specific 
locations employed for data collection, as presented in Fig. 1, is available in [8]. 
 
Fig. 1 Map of Study Area [8]. 
2.2. Data Collection and Measurement 
Seven (7) georeferenced points (University of Benin main gate, Ekosodin junction, Agen Junction, Super D 
junction, Nitel junction, Okhunmwun junction and Oluku market junction) were used for data collection. 
Pollutants from vehicular emission, namely; dinitrogen oxide (NO2), carbon monoxide (CO) including the total 
radiation were monitored in the morning (9 a.m. to 10 a.m.) and evening (5 p.m. to 6 p.m.) during the period 
(7th July to 12th August 2020) with the aid of portable toxic gas monitors and radiation alert meters. In addition, 
the maximum temperature was measured using infra-red thermometer. To ascertain the quality of the data, 
selected preliminary analysis using different statistical techniques, namely outlier detection using seasonal box 




plot method as proposed by [9], test of homogeneity of data using the residual mass curve as proposed by [10], 
test of normality using Jarque-Bera method and test of reliability using one-way analysis of variance were done.  
2.3. Analysis of Temporal Variability 
To study the variation in the concentration of vehicular emission occasioned by temporal variability (time 
of measurement), multivariate analysis of variance (MANOVA) was employed. Analysis of temporal variability 
is needed to ascertain if the difference in concentration of gaseous pollutant measured at the early hours of the 
morning and that measured at peak hour is significant. To employ MANOVA, its suitability was first ascertained 
using the degree of multivariate alliance associated with the data. Multivariate alliance was calculated through 
a measure known as the Mahala Nobis constant. If the maximum calculated value of the Mahala Nobis constant 
is less than the critical value, then the assumption of multivariate alliance has not been violated. If multivariate 
alliance has not been violated, then the concept of temporal variability can be investigated using multivariate 
analysis of variance (MANOVA) [11], [12]. The following tools were used to justify the presence of temporal 
variability and account for the percentage variability: (a) descriptive statistics; (b) box test or covariance matrix; 
(c) the multivariate test; and (d) Levene test of equality of error variance. 
2.4. Confirmatory Factor Analysis  
Confirmatory factor analysis (CFA) is a multivariate statistical technique usually employed to test how well 
the quantitative variables represent the number of constructs. CFA and exploratory factor analysis (EFA) are 
similar techniques in the field of data analysis, used to justify and confirmed the presence of temporal variability. 
Apart from data exploration, EFA can also provide information about the number of factors required to represent 
the data. On the other hand, CFA technique is usually employed to confirm the factors and validate the model 
hypothesis. The usefulness of CFA is twofold, to: (a) confirm a hypothesized factor structure, and (b) validate 
the structural procedure in the measurement model. In this study, confirmatory factor analysis was employed to 
validate the hypothesis that the difference in the concentration of vehicular emission during the early morning 
hours and peak hours of evening is significant. 
3. Results and Discussion 
To ascertain the presence of temporal variability occasioned by change in the time of measurement and also 
determine the degree of variability, multivariate analysis of variance was employed. The first step in the 
assessment of temporal variability is to compute the Mahala Nobis constant and the descriptive statistics of all 
the dependent variables (air quality data). The maximum calculated value of Mahala Nobis constant based on 
MANOVA was observed to be 15.86648. With degree of freedom equals 4 (number of dependent variables), 
the critical value of Mahala Nobis constant was (20.52). Since 15.86648 < 20.52, it was concluded that the 
assumptions of multivariate outliers have not been violated; hence, the use of multivariate analysis of variance 
to study the presence of temporal variability was justified. The descriptive statistics of the data is presented in 
Table 1. 
Table 1 Descriptive Statistics of Air Quality Data. 
Pollutants Period Mean Standard deviation N 
Temperature Morning session 30.549 1.3716 245 
Evening session 28.879 1.1788 245 
Total 29.714 1.5268 490 
Nitrogen dioxide Morning session 0.0181 0.01119 245 
Evening session 0.0230 0.01282 245 
Total 0.0206 0.01226 490 
Carbon monoxide Morning session 0.5428 0.36396 245 
Evening session 0.6169 0.32395 245 
Total 0.5799 0.34618 490 
Total Radiation Morning session 0.247 0.1285 245 
Evening session 0.281 0.1298 245 
Total 0.264 0.1302 490 
 
From the results of Table 1, it is observed that there is a significant difference between the calculated mean 
and standard deviation of all the dependent variables as a function of sampling time (morning and evening 
sessions). For temperature, the mean ± standard deviation is observed to be 30.549 ± 1.3716 ⁰C during morning 
session and 28.879 ± 1.1788 ⁰C during evening season. For NO2, the mean ± standard deviation during morning 
session was observed to be 0.0181 ± 0.01119 ppm and during evening season it was observed to be 0.0230 ± 
0.01282 ppm. For CO, the mean ± standard deviation during morning session was observed to be 0.5428 ± 
0.36396 ppm and during evening season it was observed to be 0.6169 ± 0.32395 ppm. For total radiation, the 
mean ± standard deviation during morning session was observed to be 0.247 ± 0.1285 μg/m3 and during evening 
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season it was observed to be 0.281 ± 0.1298 μg/m3. The difference in the mean and standard deviation suggests 
the presence of imaginative variance, which is temporal variation occasioned by change in sampling time 
(morning and evening). 
In multivariate analysis of variance, the null hypothesis that observed covariance matrix of all the dependent 
variables (gaseous emission concentration) is set equal across group (morning and evening sessions). That is, 
there is no variation in the concentration of the measured parameters. If the calculated p-value is less than 0.05 
(p < 0.05), the null hypothesis is rejected. Hence, the assumption of equal covariance matrices across group has 
not been satisfied; an indication that temporal variability exists among the group. The computed covariance 
matrix for the corrected model and season is presented in Table 2. 
From the results of Tables 2, it is observed that the computed significant values (p-value) for both the 
corrected model and season were less than 0.05 (p < 0.05); hence, the null hypothesis was rejected and it is 
concluded that the covariance matrix assumption was not satisfied. This means that the covariance matrices of 
the dependent variables are not equal across group an indication that temporal variability exists. It was concluded 
based on the covariance matrix that the variation in the dependent variables is due to variation in time of 
sampling. Numerous statistical techniques for computing the F-value for multivariate analysis of variance are 
present in literature and they are: Roy’s largest root, which is the most acceptable and also the most susceptible 
to deviation in the covariance matrix. The next is the Pillai’s trace followed by Wilk’s Lambda. Pillai’s trace is 
the least sensitive to the violation of the assumption of covariance matrix hence it was selected for this study. 
Result of multivariate test statistics computed to study the effect of temporal variability is presented in Table 3.  
Table 2 Computed Covariance Matrix for Corrected Model (Tests of Between-Subjects Effects). 
 
Table 3 Result of Multivariate Statistics (Multivariate Tests c). 
 
From the result of Table 3, it was observed that the computed significant value (p-value) based on Roy’s 
largest root, Wilk’s Lambda, Hoteling’s Trace and the Pillai’s Trace were less than 0.05 (p = 0.00). Hence, the 
null hypothesis that the air quality parameters are the same for the two groups (morning and evening sessions) 
was rejected and it was concluded that temporal variability actually exists. To calculate the percentage 




variability that is accounted for due to temporal variation, the partial Eta squared value of the Pillai’s trace was 
employed. From the result of Table 3, the calculated partial Eta squared of the Pillai’s trace was observed to be 
0.325, which indicates 32.50 % variability among the dependent variables occasioned by change in the period 
of measurement. In addition, when the null hypothesis of equal variance assumption is rejected, then the 
observed power function based on Pillai’s trace must be between 0.9 - 1.00. Again, from the result of Table 3, 
it was observed that the calculated power function based on Pillai’s trace is 1.00 for both intercept and session. 
This validates the initial claim that temporal variability exists between the dependent variables. 
It is hypothesized that there is a significant variation in the concentration of vehicular emission occasioned 
by change in measurement time, temperature and wind speed. An exploratory factor analysis using multivariate 
analysis of variance (MANOVA) was done to study this hypothesis and it was discovered that there exist about 
32.50 % variability occasioned by time of data collection. The confirmatory factor analysis is set out to validate 
the result of exploratory factory analysis and further reaffirmed that time of measurement and change in 
temperature is a major determinant that can influenced the distribution of vehicular gaseous emission in the 
environment. An initial conceptual model of the influence of temporal variability on vehicular emission is 
presented in Fig. 2. Model-fit statistics used to assess the model’s overall goodness of fit was adopted from 
standard literatures and presented in Table 4. 
Table 4 Fit Statistics of Model Measurement. 
Fit statistics Recommended 
CMIN (Minimum discrepancy function) - 
DF (Degree of freedom) - 
CMIN Significance (Model probability value) p < = 0.05 
CMIN/DF < 5.0 
GFI (Goodness of Fit Index) > 0.80 
AGFI (Adjusted Goodness of Fit Index) > 0.80 
NFI (Normal Fit Index) > 0.90 
RFI (Relative Fit Index) > 0.90 
CFI (Comparative Fit Index) > 0.90 
TLI (Tucker-Lewis Index) > 0.90 




Fig. 2 Path Diagram for Influence of Temporal Variability on Vehicular Emission. 
The path diagram presented in Fig. 2 was implemented with the aid of SPSS Amos. Confirmatory factor 
analysis based on maximum likelihood estimation was performed and results obtained are presented in Table 5. 
Using the recommended fit statistics of model measurement, overall result of model was generated and 
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Table 6 Fit Statistics of Model Measurement for Influence of Temporal Variability. 
Fit statistics Recommended values Obtained values 
CMIN (Minimum discrepancy function) - 25.568 
DF (Degree of freedom) - 6 
CMIN Significance (Model probability value) p < = 0.05 0.000 
CMIN/DF < 5.0 [13] 4.428 
GFI (Goodness of Fit Index) > 0.80 [14] 0.884 
AGFI (Adjusted Goodness of Fit Index) > 0.80 [14] 0.771 
NFI (Normal Fit Index) > 0.90 [13] 0.103 
RFI (Relative Fit Index) > 0.90 [15] 0.495 
CFI (Comparative Fit Index) > 0.90 [16] 0.000 
TLI (Tucker-Lewis Index) > 0.90 [17] 0.748 
RMSEA (Root-mean-square error of approximation < 0.06 [18] 0.223 
 
From the results of Table 6, it was observed that; although, the model P-value of 0.000 is significant at p = 
0.05 and the chi square (CMIN) value of 25.568 for the default model is almost equal to the value of the 




independent model of 29.611 and this support the proposed theoretical model being tested, but the statistical 
parameters of the model are indeed poor. Outside the fact the normal fit index (NFI) is far below the standard 
limit, it was also observed that the relative fit index (RFI), comparative fit index (CFI) and the root mean square 
error of approximation (RMSEA) were all below the standard values. To improve the parameters of the model, 
model re-specification was done. In the first phase of model re-specification, the modification indices of the 
model were generated and presented in Table 7. 
Table 7 Modification Indices of Model Fit for Influence of Temporal Variability. 
 
Using the modification indices of model fit, a covariance relation was introduced between the unobserved 
variables e1 and the model factor variable F1 as presented in Fig. 3. Using the path diagram of Fig. 3, the model 
fit parameters were re-estimated and result obtained is presented in Table 8.  
 
Fig. 3 Path Diagram of First Phase Re-Specified Model for Influence of Temporal Variability. 
 
Using the recommended fit statistics of model measurement, the overall result of the first phase re-specified 
model was regenerated and presented in Table 9. From the results of Table 9, it was observed that the statistical 
parameters of the model, which include (CMIN/DF), normal fit index, relative fit index, comparative fit index, 
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Table 8 Fit statistics of First Phase Re-Specified Model for Influence of Temporal Variability. 
 
 
Table 9 Fit Statistics of First Phase Re-Specified Model Measurement. 
Fit statistics Recommended Obtained 
CMIN (Minimum discrepancy function) - 25.568 
DF (Degree of freedom) - 6 
CMIN Significance (Model probability value) p < = 0.05 0.000 
CMIN/DF < 5.0 [13] 4.428 
GFI (Goodness of Fit Index) > 0.80 [14] 0.978 
AGFI (Adjusted Goodness of Fit Index) > 0.80 [14] 0.916 
NFI (Normal Fit Index) > 0.90 [13] 0.993 
RFI (Relative Fit Index) > 0.90 [15] 0.981 
CFI (Comparative Fit Index) > 0.90 [16] 1.000 
TLI (Tucker-Lewis Index) > 0.90 [17] 0.999 
RMSEA (Root-mean-square error of approximation < 0.06 [18] 0.024 
 
4. Conclusion 
Since the critical value of Mahala Nobis constant was less than the calculated value, it was concluded that 
the assumptions of multivariate outliers have not been violated which justified the use of multivariate analysis 
of variance to study the presence of temporal variability. In addition, with a calculated partial Eta squared based 




on Pillai’s trace of 0.325, it was concluded that; there exist about 32.50% variability among the dependent 
variables occasioned by change in the period of measurement. The general results obtained from confirmatory 
factor analysis showed an acceptable overall model fit and hence, the theorized model fit well with the observed 
data. It was then concluded that the hypothesis formulated for multivariate analysis and confirmed using CFA 
fits the sample data and thus the null hypothesis was accepted and it was established that; the difference in the 
concentration of vehicular emission was as a result of change in temperature occasioned by time of 
measurement. In addition, the preliminary analysis including the reliability test revealed that the data collected 
in the course of the study are adequate and fit well with the model. 
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