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Abstract: We illustrate some financial applications of the Tsallis and Kaniadakis deformed
exponential. The minimization of the corresponding deformed divergence is discussed as
a criterion to select a pricing measure in the valuation problems of incomplete markets.
Moreover, heavy-tailed models for price processes are proposed, which generalized the
well-known Black and Scholes model.
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1. Introduction
In this paper, we illustrate some financial applications of the Tsallis [1] and Kaniadakis [2]
one-parameter deformation of the ordinary logarithmic and exponential function. We introduce these
deformed functions as examples of the more general definition of the '-deformed exponential given by
Naudts [3] (Chapter 10). Until now, the '-exponential has mainly been used in statistical mechanics
to generalize the standard Boltzmann-Gibbs mechanics. In particular, the Tsallis and Kaniadakis
exponentials have proven to be suitable to explain a very large class of experimentally observed
phenomena, which are described by distribution functions that exhibit power law tails, in low and high
energy physics, but also in natural, social, financial and economic sciences; see e.g., [4–29].
It is well known in mathematical finance that any contingent claim can be replicated in a complete
market, i.e., there exists a self-financing strategy and an initial capital (the replication price), so that
the corresponding value of the portfolio at maturity equals, almost surely, the claim. The replication
price, also called the arbitrage-free price, is the mean value of the discounted claim under the unique
martingale (or risk-neutral) measure. In more realistic incomplete markets, however, a claim is not,
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in general, perfectly replicable. There is more than one martingale measure, equivalent to the basic
probability measure, P, which leads to different arbitrage-free contingent claim prices. Therefore, it is
necessary to choose a criterion to select one specific equivalent martingale measure. Several criteria
have been proposed in the literature to select a possibly P-equivalent pricing martingale measure. Let us
recall, among others, the minimal variance martingale measure (see e.g., [30]), the minimal martingale
measure (see e.g., [31]) and the minimal entropy martingale measure (see, e.g., [32] and, for the problem
of model calibration, [33]).
In mathematical finance, the Kaniadakis exponential was first introduced in [34] to define a new
family of martingale measures, which are closely related to both the standard entropy martingale measure
(see, e.g., [32]) and the well-known p-martingale measures (see, e.g., [35]), which are connected with
the Tsallis exponential.
In this work, the '-logarithm is used to introduce the notion of '-divergence between two probability
measures, which extends the standard Kullback-Leibler divergence. The minimization of this deformed
divergence is then proposed as a general criterion to select a pricing measure in the valuation problems
of incomplete markets. We address this issue specifically for the Tsallis and Kaniadakis logarithms.
There is a lot of empirical evidence in financial option pricing that suggests that models for equity
(or indices) in which the underlying assets exhibit heavier tails than those of a log-normal distribution can
provide a better fit to the real data of financial markets. This is the reason why many authors have tried
to develop new models that go beyond the standard log-normal assumptions of the well-known Black
and Scholes [36] model: local volatility models (see, e.g., [37,38]), stochastic volatility models (see,
e.g., [39,40]) and jump-diffusion models (see, e.g., [41]). An interesting new approach was introduced
by Borland [16,17], who described market dynamics through anomalously diffusing systems evolving in
time according to a nonlinear Fokker-Plank equation. More precisely, she replaced the Wiener process
in the Black and Scholes model by a process having a distribution, f(t; x), which satisfies the nonlinear
FP equation, @
@t
f(t; x) = 1
2
@2
@x2
f 1+(t; x), with  2=3 <  < 0. The solution of this equation is a Tsallis
distribution with a nonlinear variance, 2(t)  t1=(2+), and with a power law tail, f(t; x)  x2=(2+);
see, e.g., [42] and, in the general context of anomalously diffusing systems, [43]. In this paper, we
illustrate how this approach can be generalized to include time-dependent distributions of the Tsallis and
Kaniadakis type with a general time-dependent variance.
The paper is organized as follows. In Section 2, we give a general definition of the '-deformed
exponential and logarithm, and as examples, we introduce the Kaniadakis and Tsallis deformed
exponentials and logarithms. The '-deformed logarithm is used in Section 3 to generalize the standard
notion of relative entropy or Kullback-Leibler divergence. We investigate the relationships between
this relative entropy and the deformed Tsallis and Kaniadakis relative entropies, and we illustrate some
applications of these entropies in finance. Particular attention is paid to the Kaniadakis entropy, which
is relatively new in this field. In Section 4, we define the T-Gaussian and the K-Gaussian processes,
whose heavy-tailed distributions solve some nonlinear time-dependent Fokker-Plank equations. These
processes can be viewed as a generalization of the Wiener process, since their law is an extension of the
Gaussian law based on the Kaniadakis and Tsallis exponentials, and we discuss some of their possible
uses in the modeling of financial markets.
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2. Deformed Exponentials
The following definition of the '-deformed exponential can be found in Naudts [3] (Chapter 10). He
first defined the '-deformed logarithm as:
ln'(x) =
Z x
1
dt
'(t)
; x > 0 (1)
where, denoting by R> the set of strictly positive real numbers, ' : R> ! R> is a strictly positive,
nondecreasing and continuous function. As a consequence, the '-logarithm:
ln' : R> !

 
Z 1
0
dt
'(t)
;
Z +1
1
dt
'(t)

= ( m;+M) (2)
is a strictly increasing and concave function, satisfying ln'(1) = 0 and (d=dx) ln'(x) = 1='(x). In
particular, ln'(x) is negative on (0; 1) and positive on (1;+1). The natural logarithm is obtained with
'(t) = t.
The '-logarithm is self-dual, namely ln'(x) =   ln'(1=x) holds true if and only if:
'(t) = t2'(1=t); 8 t > 0 (3)
With the change of variables, t = 1=v, in Equation (1), we in fact obtain:Z x
1
dt
'(t)
=  
Z 1=x
1
dv
v2'(1=v)
(4)
If we let:
'(t) = te (ln t) (5)
the condition in Equation (3) is satisfied, if and only if the real function, , is even:
(y) = ( y); 8 y 2 R (6)
The transformation in Equation (5) suggests to us to give the following definition of the -logarithm,
equivalent to the definition of ln':
ln(x) =
Z lnx
0
e(y) dy; x > 0 (7)
where  : R! R is a continuous function, such that:
y1  y2 ) (y2)  (y1)  y2   y1 (8)
Let us observe that the assumption in Equation (8) on (y) is the counterpart of the assumption '(t)
nondecreasing in the definition of ln'(x) and ensures that the -deformed logarithm is concave. If (y)
is differentiable, Equation (8) is equivalent to (d=dy)(y)  1. The -deformed logarithm is self-dual,
if and only if (y) is an even continuous function satisfying Equation (8). The ordinary logarithm is
obtained with (y) = 0.
The '-exponential is defined as the inverse function of ln':
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exp' = ln
 1
' : ( m;+M)! R> (9)
It is a positive, increasing and convex function, satisfying exp'(0) = 1 and
(d=dx) exp'(x) = '(exp'(x)).
The '-exponential is self-dual, namely exp'(x) =
 
exp'( x)
 1 holds true, if and only if the
rate function:
R(x) =
'(exp'(x))
exp'(x)
(10)
is even. We, in fact, get that:
d
dx
 
exp'(x) exp'( x)

= (R(x) R( x)) exp'(x) exp'( x) (11)
Equivalently, exp(x) = ln
 1
 (x) results in being the solution of the Cauchy problem:(
u0(x) = u(x)e (lnu(x))
u(0) = 1
(12)
and is self dual, if and only if (lnu(x)) = (lnu( x)).
We now give some examples of deformed logarithms and exponentials.
2.1. Kaniadakis Logarithm and Exponential
The Kaniadakis logarithm with parameter  2 [ 1; 1] is a deformed logarithm with
'(t) = 2=(t 1 + t  1) or, equivalently, (y) = ln (cosh(y)) by Equation (5), andm = M = +1:
lnK(x) =
(
x x 
2
; if  6= 0
ln x; if  = 0
(13)
Since lnK(x) = ln
K
 (x), it is possible to only consider 0    1. The inverse of the Kaniadakis
logarithm is defined by:
expK(x) = exp
Z x
0
dzp
1 + 2z2

=
(  
x+
p
1 + 2x2
 1
 ; if  6= 0
expx; if  = 0
(14)
The Kaniadakis logarithm and exponential retain many of the features of the ordinary logarithm and
exponential, respectively; in particular, they are self-dual.
Entropy 2013, 15 3475
2.2. Tsallis Logarithm and Exponential
The Tsallis logarithm with parameter,   1 is a deformed logarithm with '(t) = 1=t 1 or,
equivalently, (y) = y, and:
m =
(
1

; if 0 <   1
+1; if   0 M =
(
+1; if 0    1
  1

; if  < 0
(15)
and is defined by:
lnT(x) =
(
x 1

; if   1;  6= 0
ln x; if  = 0
(16)
Its inverse is defined by:
expT(x) =
(
(1 + x)
1
 ; if (0 <   1; x >  1=) or ( < 0; x <  1=)
exp x; if  = 0; (x 2 R) (17)
The Tsallis exponential can be extended to all of the real line by letting:
expT(x) =
(
0; if 0 <   1; x   1=
+1; if  < 0; x   1= (18)
Let us notice that the Tsallis logarithm and exponential are not self-dual.
Remark 1. The original definition of the Tsallis logarithm uses a different parametrization of  and,
also, includes the case  > 1. Here, we have chosen the same parametrization for both the Tsallis and
the Kaniadakis logarithms to make a comparison between them easier. The condition,   1, is needed
to make '(t) nondecreasing or, equivalently, (y), satisfying Equation (8), and, thus, ln'(x) is concave.
Let us observe that the additional condition,   0, ensures that lnT(+1) = +1.
2.3. Other Examples
The Nigel J. Newton logarithm [44,45] is a deformed logarithm with '(t) = t
1+t
or, equivalently,
(y) = ln (1 + ey), andm = M = +1:
lnN(x) = x  1 + lnx (19)
The following deformed logarithm is obtained by taking '(t) = 4
t(t t )2 , 0 <   1; see [13,46]:
ln'(x) =
1

x   x 
x + x 
(20)
Its inverse is:
exp'(x) =

1 + x
1  x
 1
2
;   1

< x <
1

(21)
and is connected to expK(x) through exp'(x) = exp
K
(
xp
1 2x2 ).
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3. Deformed Entropies
Let (
;F ;P) be a probability space. Given another probability measure, Q, on (
;F), the
symbol, Q  P, stands for Q absolutely continuous with respect to (w.r.t.) P, and dQ
dP denotes the
Radon-Nikodym derivative of Q w.r.t. P.
Definition 1. Let Q  P and  : (0;+1) ! P be a convex function, (0) = limx!0(x). The
-relative entropy of Q w.r.t. P, or -divergence between Q and P, is defined as:
H(Q jP) = EP



dQ
dP

(22)
provided that the integral in Equation (22) exists; otherwise, we let H(Q jP) = +1.
In the following, we assume that  is a continuous, strictly convex and differentiable function
of the form, (x) = x ln'(x). Let us observe that the strict convexity of (x) implies that
H(Q jP)  (1) = 0; with equality, if and only if P = Q. Furthermore, the functional,
Q! H(Q jP), is strictly convex.
The standard relative entropy, H0(Q jP), or Kullback-Leibler divergence, is defined by letting
ln'(x) = ln(x), while the Kaniadakis relative entropy,HK(Q jP), is defined by letting ln'(x) = lnK(x).
Applying the definition of lnK, we, in fact, obtain:
HK(Q jP) =
EP
h 
dQ
dP
1+    dQ
dP
1 i
2
(23)
From the definition of lnK(x), for  = 0, H
K
(Q jP) is the standard relative entropy, while for  = 1, it
reduces to half of the variance of the Radon-Nikodym derivative:
HK1 (Q jP) =
1
2
V ar

dQ
dP

=
1
2
EP
"
dQ
dP
2
  1
#
; if Q P (24)
Lemma 1. Let Q P and  2 (0; 1]. Then, HK(Q jP) < +1, if and only if (dQ=dP) 2 L1+(P).
Proof. Since, for 0 <  < 1, (dQ=dP)1  is concave, by Jensen inequality, we can deduce that
EP[(dQ=dP)1 ] < +1. The conclusion follows from Equation (23).
The Tsallis relative entropy, HT(Q jP), with 0    1, is defined by letting ln'(x) = lnT(x). By
definition, for  = 0, it is the standard relative entropy, while for 0 <   1, it is given by:
HT(Q jP) =
8<: EP

( dQdP )
1+ 1


; if Q P
+1; otherwise
(25)
In particular, for  = 1, it reduces to the variance of the Radon-Nikodym derivative:
HT1 (Q jP) = V ar

dQ
dP

= EP
"
dQ
dP
2
  1
#
; if Q P (26)
Let us observe that HT0 = H
K
0 = H0 and H
T
1 = 2H
K
1 .
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Remark 2. Since, for  > 0, (dQ=dP) 2 L1+(P) is a sufficient condition for the standard relative
entropy to be finite, from the previous lemma, we deduce that HK(Q jP) < +1 or, equivalently,
HT(Q jP) < +1 implies that H0(Q jP) < +1.
The following proposition establishes the relationships between the standard, the Kaniadakis and the
Tsallis relative entropies.
Proposition 1. Let  2 (0; 1]. Then:
H0(Q jP)  c  HK(Q jP)  HT(Q jP) (27)
where the positive constant, c, goes to zero as ! 0.
Proof. The first inequality follows from the fact that ln(x)  ln(x) for x  1, and the converse
inequality holds true if x  1. In particular:
HK(Q jP) = EP

dQ
dP
ln

dQ
dP


Z
dQ
dP>1

dQ
dP
ln

dQ
dP

dP+
Z
dQ
dP1

dQ
dP
ln

dQ
dP

dP
= H0(Q jP) +
Z
dQ
dP1

dQ
dP

ln

dQ
dP

  ln

dQ
dP

dP  H0(Q jP)  c (28)
where:
c = max
x2[0;1]
(x ln(x)  x ln(x)) (29)
The second inequality follows from:
HK(Q jP) =
1
2
HT(Q jP) +
1
2
HT (Q jP) (30)
and:
HT (Q jP)  H0(Q jP)  HT(Q jP) (31)
where we defined:
HT (Q jP) =
EP

dQ
dP
1    1
  (32)
In fact, the Kaniadakis logarithmic can be expressed in terms of the Tsallis logarithmic as follows:
lnK(x) =
1
2
lnT(x) +
1
2
lnT (x) (33)
which implies Equation (30).
Using ln(x)  x  1 and Jensen inequality, we obtain:
HT (Q jP) =
EP

dQ
dP
1    1
  
1
  ln
 
EP

dQ
dP
1 !
 EP

dQ
dP
ln
dQ
dP

= H0(Q jP) (34)
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which is the first inequality of Equation (31). On the other hand, using similar arguments we get:
HT(Q jP) =
EP

dQ
dP
1+   1

 1

ln
 
EP

dQ
dP
1+!
 EP

dQ
dP
ln
dQ
dP

= H0(Q jP) (35)
which is the second inequality of Equation (31).
3.1. -Projections
Let us denote by K a convex set of probability measures on (
;F), which are absolutely continuous
w.r.t. P, and define K = fQ 2 K : H(Q jP) < +1g.
Definition 2. A measure, Q 2 K, is called a -projection of P on K if:
H(Q jP) = inf
Q2K
H(Q jP) =: H(K jP) (36)
We recall some relevant results about -projections:
1. If  is strictly convex andH(K jP) < +1, then there exists at most one -projection of P on K
(see, e.g., Proposition 8.2 in [47]).
2. If K is closed in the variational distance topology and limx!+1 (x)x = +1, then there exists a
-projection of P on K (see, e.g., Proposition 8.5 in [47]).
Let us observe that, if ln'(+1) = +1, as for the standard, the Tsallis (0    1) and the
Kaniadakis logarithms, then (x) = x ln'(x) satisfies the equality, limx!+1
(x)
x
= +1.
3. Let Q 2 K. Then, Q is the -projection of P on K, if and only if the directional derivative of
H( jP) in Q is non-negative along any direction from Q to any Q 2 K, (see [48]):Z
0

dQ
dP

(dQ   dQ)  0; 8Q 2 K (37)
4. Let Q 2 K. Under some additional growth conditions on (x)—see [47]—it holds that
Q is the -projection of P on K, if and only if 0  dQ
dP
 2 L1(Q) and EQ 0  dQdP  
EQ

0
 
dQ
dP

; 8Q 2 K.
A crucial issue, for example, in mathematical finance, is to know whether the -projection, Q, of
P on K is equivalent to P (in symbols, Q  P). Frittelli [32] studied the minimal entropy martingale
measure, which corresponds to the -projection when (x) = x ln(x) and K is a suitable class of
martingale probability measures on which the -projection exists. In this case, he showed that the
minimal entropy martingale measure is automatically equivalent to P if a measure, Q 2 K, equivalent
to P exists (see, also, the analogue result by Csizar [49]). On the base of the point 3 above, this fact can
be extended to general -projections.
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Corollary 1. Let 0(0) =  1. Assume a measure, Q 2 K, with Q  P, exists. If Q is the -
projection of P on K, then Q  P.
Proof. Suppose that Q is not equivalent to P, that is, P
 
dQ
dP = 0

> 0. Since Q  P, we deduce that
Q
 
dQ
dP = 0

> 0; but, under the hypothesis, 0(0) =  1, this leads to a contradiction to the necessary
condition on a -projection of the point 3 above.
Let us observe that, to prove the corollary above, we have employed 0(0) =  1. This condition is
fulfilled by (x) = x lnK(x) if  is strictly less than one, but not by (x) = x ln
T
(x), for all 0 <   1,
where it holds, 0(0) =  1=.
The Kaniadakis projection has been investigated in [34] in the same financial framework as [32].
The existence of the Kaniadakis projection has been derived from the points 1 and 2 above, and its
equivalence to P from Corollary 1. Furthermore, using the point 4 above, some characterizations of its
density w.r.t. P have been provided. These results, which hold for 0   < 1, extend those given in [32]
for  = 0.
More precisely, let X = (Xt)0tT be a locally bounded Rd-valued semimartingale defined on a
filtered probability space, (
;F ;F = (Ft)0tT ;P), where the filtration, F, satisfies the usual conditions,
F0 is trivial, F = FT and T 2 (0;+1) is a fixed time horizon. X represents the discounted asset prices
in an incomplete financial market. Let M be the set of local martingale measures, that is, the set of
all P-absolutely continuous probability measures that turn X into a local martingale, and letMe be the
subset ofM consisting of P-equivalent martingale measures. Moreover, define:
M = fQ 2M : HK(Q jP) < +1g; Me =M \Me (38)
In the following, we let (x) = x lnK(x), and we denote by QK the Kaniadakis projection of P onM,
called the minimal K-entropy martingale measure. Moreover, we assume 0   < 1.
Theorem 1.
1. IfM 6= ;, then QK exists.
2. IfMe 6= ;, then QK exists and is equivalent to P.
Theorem 2. Let Q 2Me. Then, Q = QK, if and only if:
1. dQ
dP = (
0
)
 1 (   g), where  2 R, g 2 L1( Q), EQ [g] = 0 and
(0)
 1
(x) = expK

x p1  2 + 2x2
1  2

2. g 2 C =
n
f 2 TQ2M L1(Q) : EQ[f ]  0; 8Q 2Mo.
Theorem 3. Let Q 2Me. Then, Q = QK, if and only if:
1. dQ
dP = (
0
)
 1      R dX
T

, where  2 R,  is X-integrable;
2. EQ
 R
dX

T

= 0 for Q = Q;QK.
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The proof of the theorems above can be found in [34].
The Tsallis projection of P onM, which we denote by QT, has been studied in mathematical finance
by several authors; see, e.g., [35]. In fact, it has been introduced as the optimal solution of the equivalent
problem of minimizing the Lp-norm of dQ
dP , with p > 1. For this reason, it is known as the p-optimal
martingale measure. In particular, the point 2 of Theorem 1 has been proven in [50] when the price
process, X , is continuous. Let us observe that, from Remark 2, we deduce that, for 0 <   1:
fQ 2M : HT(Q jP) < +1g = fQ 2M : HK(Q jP) < +1g =M (39)
The following result follows from Proposition 1 andM0 M (see Remark 2).
Proposition 2. Let:
V0 = inf
Q2M0
H0(Q jP); V K = infQ2MH
K
(Q jP); V T = infQ2MH
T
(Q jP) (40)
If V T ! V0 as ! 0, then V K ! V0 as ! 0.
Remark 3. Conditions on the convergence of V T to V0 as ! 0 can be found in, e.g., [51].
In the next section, we explicitly compute the Kaniadakis and Tsallis projections in a simple
one-period finite state market model. We show that the Kaniadakis projection interpolates the minimal
entropy martingale measure and the minimal variance martingale measure, which are two well known
-projections in mathematical finance. Moreover, we show that there are situations in which the
Tsallis projection is only P-absolutely continuous, while the corresponding Kaniadakis projection is
equivalent to P.
3.2. Example in a One-Period Finite State Market Model
Let n  2 be the cardinality of 
, r be one plus the interest rate and T = f0; 1g be the set of times.
Denote the risky asset we consider by S = (S0; S1) and assume that S0 = 1 and that S1 takes n different
positive values, a(i), i = 1; : : : ; n, with probability, P (S1 = a(i)) = p(i) > 0. Consider the problem:
min
q2M
 
nX
i=1
q(i) lnK

q(i)
p(i)
!
(41)
where M = fq 2 Rn; q  0;Pni=1 q(i) = 1;Pni=1 q(i)a(i) = rg is the convex set of risk neutral
(or martingale) probability measures. Using the method of Lagrange multipliers, for 0 <  < 1, the
solution of Equation (41) is given by:
qK(i) = p(i) (
0
)
 1
(   a(i)) (42)
where (x) = x lnK(x) and (; ) 2 R2 is the unique solution of the following two equations:
( Pn
i=1 p(i) (
0
)
 1 (   a(i)) = 1Pn
i=1 p(i)a(i) (
0
)
 1 (   a(i)) = r (43)
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For  = 0, the solution of Equation (41) is the minimal entropy martingale measure given by (see [32]):
qent(i) = qK0 (i) =
p(i)e a(i)Pn
i=1 p(i)e
 a(i) (44)
where  2 R is the unique solution of the following equation:
nX
i=1
p(i)(a(i)  r)e a(i) = 0 (45)
For  = 1, the solution of Equation (41) is the minimal variance martingale measure and is given by:
qvar(i) = qK1 (i) = p(i)

1 +
  r
2
(  a(i))

(46)
where  =
Pn
i=1 p(i)a(i), 
2 =
Pn
i=1 p(i) (a(i))
2   2.
In the following numerical example, we compare qent, qvar and qK, for different values of .
Let n = 3, r = 1, a(1) = 1 + (x + 2)=4, a(2) = 1 + x=4, a(3) = 1 + (x   2)=4 and x 2 R, and
assume p(1) = p(3) = 1=4, p(2) = 1=2. It can be checked that a measure, q 2 M, with q > 0 (and
therefore, equivalent to p) exists, if and only if jxj < 2. Under this assumption, we have already noticed
in Corollary 1 of the previous section that qent and, for all 0 <  < 1, qK are always equivalent to p,
while qvar is equivalent to p, if and only if jxj < 1. From Equations (44) and (45), the minimal entropy
martingale measure is given by:
qent(1) =
(2  x)2
16
; qent(2) =
4  x2
8
; qent(3) =
(2 + x)2
16
(47)
From Equation (46), the minimal variance martingale measure is given by:
qvar(1) =
1
4
(1  x); qvar(2) = 1  qvar(1)  qvar(3); qvar(3) = 1
4
(1 + x) (48)
The solution (; ) of Equation (43), computed through a numerical procedure for x = 0; 1=2; 1;
3=2 and  = 1=4; 1=2; 3=4, is reported in Table 1.
Table 1. Solution (; ) of Equation (43) computed for different choices of x and .
(; )  = 1=4  = 1=2  = 3=4
x =  3=2 (2.28049, -3.95826) (2.34499, -4.15981) (2.45742, -4.50550))
x =  1 (0.93836, -2.21744) (0.94162, -2.27150) (0.91767, -2.32605)
x =  1=2 (-0.04312, -1.02406) (-0.05019, -1.02886) (-0.07087, -1.02751)
x = 0 (-1,0) (-1,0) (-1,0)
x = +1=2 (-2.09125, 1.02406) (-2.10792, 1.02886) (-2.12589, 1.02751)
x = +1 (-3.49652, 2.21744) (-3.60138, 2.27150) (-3.73442, 2.32604)
x = +3=2 (-5.63603, 3.95826) (-5.97463, 4.15981) (-6.55358, 4.50549)
A comparison between qent, qvar and, for  = 1=4; 1=2; 3=4, qK, shows that:
qvar(1) = qK1 (1)  qK3=4(1)  qK1=2(1)  qK1=4(1)  qK0 (1) = qent(1) (49)
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qent(2) = qK0 (2)  qK1=4(2)  qK1=2(2)  qK3=4(2)  qK1 (2) = qvar(2) (50)
qvar(3) = qK1 (3)  qK3=4(3)  qK1=2(3)  qK1=4(3)  qK0 (3) = qent(3) (51)
It can be seen that qent gives a higher probability to the extreme states than qvar, while the converse is
true for the middle state. The Kaniadakis projection, qK, results in being a modulation of q
ent and qvar,
and the value of  moves qK from one extreme measure to the other.
Now, let us consider the same entropy minimization problem as Equation (41), but with the
Tsallis logarithm:
min
q2M
 
nX
i=1
q(i) lnT

q(i)
p(i)
!
(52)
For 0 <  < 1, the solution of Equation (52) is given by:
qT(i) = p(i) (	
0
)
 1
(   a(i)) (53)
where 	(x) = x lnT(x), (	
0
)
 1 (y) = expT(y)= exp
T
(1) and (; ) 2 R2 satisfies:( Pn
i=1 p(i) (	
0
)
 1 (   a(i)) = 1Pn
i=1 p(i)a(i) (	
0
)
 1 (   a(i)) = r (54)
For  = 0 and  = 1, the solution of Equation (52) is qent and qvar, respectively.
Let us assume again that n = 3, r = 1, a(1) = 1 + (x+ 2)=4, a(2) = 1 + x=4, a(3) = 1 + (x  2)=4
and x 2 R. We know that, under the assumption, jxj < 2, qK is equivalent to p, for all 0 <  < 1.
Now, let us choose x =  3 + p17 2 (1; 2), so that a(2)a(3) = 1, and for simplicity in computation,
let k = 1=2. Furthermore, let us assume p(i) > 0 (i = 1; 2; 3),
P3
i=1 p(i) = 1 and p(2) = 4p(3)a(3)
(equivalently, 4p(3) = p(2)a(2)). Therefore, p(2) = 4
4+a(2)
(1  p(1)), p(3) = a(2)
4+a(2)
(1  p(1)). It
can be checked that (; ) =

3
q
4+a(2)
(1+a(2))(1 p(1)) ;  a(1) + 1

is the unique solution of Equation (54).
This implies that the solution of Equation (52) is qT1=2(1) = 0, q
T
1=2(2) =
1
1+a(2)
and qT1=2(3) =
a(2)
1+a(2)
,
which is not equivalent to p.
4. Deformed Gaussian Processes
In this section, we define two stochastic processes, which can be viewed as a generalization of the
Wiener process, since their law is an extension of the Gaussian law based on the Kaniadakis and Tsallis
exponential. Thanks to the tail properties of these deformed exponentials, such processes can be used in
finance to generalize the Black and Scholes option pricing model, providing a better fit to the real data
of financial markets than that obtained by using processes with normal law.
The centered K-Gaussian probability density of parameters  2 (0; 1] and  > 0 is defined as:
f K(x) = (Z
K
)
 1
expK

  1
22
x2

; x 2 R (55)
where (ZK)
 1 is the normalization factor. Since:
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Z +1
0
xr 1 expK( x) dx =
1
(2)r (1 + r)
 
 
1
2
  r
2

 
 
1
2
+ r
2
  (r) (56)
where r < 1 and  (z) =
R1
0
e ttz 1 dt is the Gamma function (see formula (A20) in [13]), it
results that:
(ZK)
 1
=
1p

p


1 +

2
     1
2
+ 1
4

 
 
1
2
  1
4
 (57)
Unlike the standard case, from Equation (56), we can deduce that the K-Gaussian has finite moments only
under some suitable choices of the parameter, ; for example, the variance is finite if  < 2=3. Explicitly:Z
R
x2f K(t; x) dx =   
2 (58)
where:
  =
(1 + 
2
) 
 
1
2
+ 1
4

 
 
1
2
  3
4

2(1 + 3
2
) 
 
1
2
  1
4

 
 
1
2
+ 3
4
 (59)
is an increasing function of  (0 <  < 2=3). When  goes to zero, the K-Gaussian distribution
approaches the usual centered Gaussian distribution with variance 2, while for larger , it shows fat
tails, which vanish according to a power law.
Let (t) be any differentiable function from R> to R>, possibly depending on . Define:
f K(t; x) = (Z
K
(t))
 1
expK

  1
22(t)
x2

(60)
where (ZK(t))
 1 is given by Equation (57) after replacing  with (t).
Proposition 3. f K(t; x) given by Equation (60) solves the nonlinear time-dependent Kolmogorov
Forward, or Fokker-Plank, equation:
@f(t; x)
@t
=
1
2
(t) _(t)
@
@x
" 
ZK(t)f(t; x)

+

ZK(t)f(t; x)
 !@f(t; x)
@x
#
=
1
2
(t) _(t)
@2
@x2

(ZK(t))

1 + 
f(t; x)1+ +
(ZK(t))
 
1   f(t; x)
1 

(61)
Proof. It suffices to substitute the expression in Equation (60) of f K(t; x) into the Fokker-Plank equation.
In fact, thanks to property expK(x) exp
K
( x) = 1 and by the definition of expK, we get:
ZK(t)f
K
(t; x)

+

ZK(t)f
K
(t; x)
 
=

expK

  1
22(t)
x2

+

expK

1
22(t)
x2

= 2(t; x) (62)
where (t; x) =
q
1 + 2 x
4
44(t)
. Since @f
K
(t;x)
@x
=   1
2(t)
xf
K
(t;x)
(t;x)
, the right-hand side of the Fokker-Plank
equation reduces to:
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  _(t)
(t)
@
@x
[xf K(t; x)] =  
_(t)
(t)

1  x
2
2(t)(t; x)

f K(t; x) (63)
We now check that Equation (63) equals the left-hand side of the Fokker-Plank equation. In fact:
@f K(t; x)
@t
=  
 
_ZK(t)
ZK(t)
  x
2
2(t)(t; x)
_(t)
(t)
!
f K(t; x) (64)
By the definition of ZK(t), we get:
_ZK(t)
ZK(t)
=
_(t)
(t)
(65)
Substituting these expressions in Equation (64), we can deduce the equality between
Equations (64) and (63).
Remark 4. It has been proven in [52] that the K-Gaussian is not an exact solution of the purely K-
diffusive equation:
@f(t; x)
@t
=
D
2
@2
@x2
 
f(t; x)1+ + f(t; x)1 

(66)
where D is a constant diffusion coefficient, but it requires an additional time-dependent term. This can
be seen from the Fokker-Plank equation of Proposition 3, because of the presence of the two different
powers, (ZK(t))
 and (ZK(t))
 , which, multiplied by (t) _(t), cannot be constant simultaneously.
The centered T-Gaussian probability density of parameters  2 ( 2; 0) and  > 0 is defined as:
f T(x) = (Z
T
)
 1
expT

  1
22
x2

; x 2 R (67)
where:
(ZT)
 1
=
1p
2
p   
   1


 
   1

  1
2
 (68)
Let us note that, for    2, the distribution cannot be normalized, while for  > 0, it vanishes
outside the interval,

 
p
2

;
p
2



. Moreover, it can be proven that the variance of the T-Gaussian
distribution is finite if  2=3 <  < 0. As for the K-Gaussian distribution, when  goes to zero, the
T-Gaussian distribution approaches the usual centered Gaussian distribution, with variance 2, while for
larger jj, it shows fatter tails than the Gaussian distribution, since it decays with a power law in jxj
instead of exponentially.
Define:
f T(t; x) = (Z
T
(t))
 1
expT

  1
22(t)
x2

(69)
where (ZT(t))
 1 is given by Equation (68) after replacing  with (t).
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Proposition 4. f T(t; x) given by Equation (69) solves the nonlinear time-dependent
Fokker-Plank equation:
@f(t; x)
@t
= (t) _(t)
@
@x

ZT(t)f(t; x)
@f(t; x)
@x

= (t) _(t)
@2
@x2

(ZT(t))

1 + 
f(t; x)1+

(70)
Proof. Similarly to the proof of Proposition 3, by substituting the expression in Equation (69) of f T(t; x)
into the Fokker-Plank equation, we obtain that both the right-hand side and the left-hand side of the
equation equals:
  _(t)
(t)

1  x
2
2(t)(t; x)

f T(t; x) (71)
where (t; x) = 1  x2
22(t)
.
The purely T-diffusive Fokker-Plank equation:
@f(t; x)
@t
=
D
2
@2
@x2
f(t; x)1+ (72)
has been widely studied in the literature; see, e.g., [42,43]. Solving the equation:
(t) _(t)
(ZT(t))

1 + 
=
D
2
(73)
leads to (t)  t1=(2+). In finance, the Fokker-Plank Equation (72) has been used to model the market
dynamics through anomalous diffusions; see, e.g., [16–19,22]. Indeed, it suggests to define the process:
d
t = g(t;
t)dWt (74)
whereWt is the Wiener process and:
g(t;
t) =
q
D (f T(t;
t))
 (75)
Letting 
0 = 0 and 2(t)  2(t) ! t as  goes to zero, Equation (74) defines a “generalized Wiener
process” with a Tsallis distribution at each time, t, defined by Equation (69). The process, 
t, has been
then used to define the dynamics of the asset price process, X , as:
dXt = Xt dt+ Xt d
t (76)
where  and  are constant parameters. The reason for the use of the process, 
t, instead of the standard
Wiener process, as in the Black and Scholes model, relies on the fact that models that exhibit heavier
tails than those with log-normal distribution may provide a better fit for many equities (or indexes).
We are extending the model in Equation (76) in a working paper to consider the more general case,
where 
t is described by the time-dependent nonlinear Fokker-Plank equation of Proposition 3 or 4. In
the first case:
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g(t;
t) =
vuut(t) _(t) (ZK(t)f K(t;
t))
1 + 
+
(ZK(t)f
K
(t;
t))
 
1  
!
(77)
while in the second:
g(t;
t) =
r
2(t) _(t)
(ZT(t)f
T
(t;
t))

1 + 
(78)
Let us observe that, in both cases, if f K(t;
t) or f
T
(t;
t) is small, then g(t;
t) is large. Consequently,
an unlikely step for 
t tends to be followed by a large jump. Since the analytical expression of (t)
is not a priori specified, as for the purely T-diffusive case, our pricing models are suitable to describe
different types of (possibly, non-linear) variance changes with time. Obviously, the types of smile and
skew patterns that can be generated within this framework determine how well these models fit real data.
The downside of this approach is that it is no longer possible to have closed-form formulas for European
option prices, like in the Black and Scholes model. However, we can still calculate option prices by using
some numerical methods, for example, based on discretization of equations or Monte Carlo simulations;
see, e.g., [53–55].
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