Abstract. Milner proposed an axiomatization for the Kleene star in basic process algebra, in the presence of deadlock and empty process, modulo bisimulation equivalence. In this paper, Milner's axioms are adapted to no-exit iteration x ω , which executes x infinitely many times in a row, and it is shown that this axiomatization is complete for no-exit iteration in basic process algebra with deadlock and empty process, modulo bisimulation.
advantage of iteration over recursion as a means to express infinite processes is that it does not involve a parametric process definition, because the development of process theory is easier if parametrization does not have to be taken as primitive (see e.g. Milner [18, page 212] ). For example, iteration allows simpler axiomatizations than recursion, and it does not need a guardedness restriction to locate the class of meaningful terms. Therefore, the Kleene star is used for example in the specification and verification of Grid protocols [7] , which describe parallel computations in a grid-like architecture, and in the ToolBus [8] , which enables to link separate tools. In both cases, iteration is used almost exclusively in the form of the perpetual loop. No-exit iteration is also used in the educational vein [21] , because it enables to specify and verify infinite processes in a simple and intuitive way.
The three axioms for the unary Kleene star in Milner's axiom system (being Kleene's defining equation, Salomaa's conditional axiom and an equation which describes the interplay of Kleene star and empty process) have obvious counterparts for no-exit iteration. It turns out that these three axioms, together with the standard axioms for BPA ω δε (A), make a complete axiomatization for BPA ω δε (A) modulo bisimulation. The completeness proof is based on a strategy that originates from [11] . It also uses new techniques, which will hopefully turn out to be applicable in a possible proof of Milner's conjecture (see Section 4 for a discussion on this topic). For a detailed presentation of the completeness proof for BPA ω δε (A), and for omitted proofs in this paper, the reader is referred to [12] . This paper focuses on the process algebra BPA ω δ (A), in which the empty process is not present. This setting allows a more concise presentation of the ideas that are used in the completeness proof for the perpetual loop in process algebra. We will see that Kleene's defining equation and Salomaa's conditional axiom for the perpetual loop, together with the standard axioms for BPA δ (A), are complete for BPA ω δ (A) modulo bisimulation. Sewell [23] proved that there does not exist a complete finite equational axiomatization for the Kleene star in combination with deadlock modulo bisimulation, due to the fact that a ω is bisimilar to (a n ) ω for n = 1, 2, .... Since these equivalences are also present in BPA ω δε , Sewell's argument can be copied to conclude that there does not exist a complete finite equational axiomatization for BPA ω (A). Hence, the adaptation of Salomaa's conditional axiom for the perpetual loop is essential for the obtained completeness results.
The requirement 'y cannot terminate immediately' in Salomaa's conditional axiom can be defined inductively on the syntax. According to Kozen [16] this requirement is not algebraic, in the sense that it is not preserved under substitution of terms for actions. He proposed two alternative conditional axioms which do not have this drawback. These axioms, however, are not sound with respect to bisimulation equivalence.
Bergstra, Bethke and Ponse [6] suggested a finite equational axiomatization for BPA * , i.e, for basic process algebra with the binary Kleene star without the special constants δ and , modulo bisimulation. Their conjecture that it is complete was solved by Fokkink and Zantema [14] . (In contrast with this result, Aceto, Fokkink and Ingólfsdóttir [3] showed that there does not exist a complete finite equational axiomatization for BPA * modulo any process semantics in between ready simulation and completed traces.) In [11] , a new proof for the completeness result from [14] was presented. This new proof technique was applied successfully not only in this paper, but also in a paper on a restricted version of iteration called prefix iteration, which is better suited for a setting with prefix multiplication or with communication [2] , and in a paper on a more expressive variant of iteration called multi-exit iteration [1] .
The Perpetual Loop in Process Algebra

Syntax
We assume a non-empty alphabet A of atomic actions, with typical elements a, b, c. We also assume two special constants δ, which represents deadlock, and ε, which represents the empty process, and ξ ranges over A ∪ {δ, ε}. Furthermore, we have two binary operators: alternative composition x + y, which combines the behaviours of x and y, and sequential composition x·y, which puts the behaviours of x and y in sequence. Finally, we have the unary operator x ω , which executes x infinitely many times in a row. We will refer to this operator both as perpetual loop and as no-exit iteration. The language BPA ω δε (A), with typical elements p, q, ..., w, consists of all the terms that can be constructed from the atomic actions, the two special constants, the two binary composition operators, and the perpetual loop. That is, the BNF grammar for the collection of process terms is:
is obtained by deleting the empty process ε, and BPA ω (A) is obtained by deleting the deadlock δ and the empty process ε from the syntax. The sequential composition operator will often be omitted, so pq denotes p · q. As binding convention, alternative composition binds weaker than sequential composition and no-exit iteration.
Remark: The presence of the special constant δ in BPA ω δε (A) is redundant, because it can be expressed in BPA ω ε (A) modulo bisimulation: ε ω is bisimilar with δ, because both processes do not exhibit any behaviour. However, δ is maintained in the syntax as a standard abbreviation. [20] , where x a −→ x represents that process x can evolve into process x by the execution of action a, and x a −→ √ denotes that process x can terminate by the execution of action a, and the unary predicate x ε −→ √ denotes that process x can terminate immediately. Note that a process term can be a proper derivative of itself, for example, a * b a −→ a * b. In the sequel, p and p will denote derivatives of process term p. The following lemma can easily be deduced, using structural induction.
Operational Semantics
Lemma 2. Each process term in BPA ω δε (A) has only finitely many derivatives.
Process terms are considered modulo bisimulation equivalence from Park [19] . Intuitively, two processes are bisimilar if they have the same branching structure. Bisimulation equivalence is a congruence with respect to all the operators, which means that if p ↔ p and q ↔ q , then p+q ↔ p +q and pq ↔ p q and p ω ↔ (p ) ω . Namely, the transition rules in Table 1 are in the 'path' format, which guarantees that the generated bisimulation equivalence is a congruence, see [5, 13] . Table 2 presents the standard axioms A1-9 for BPA δε (A). Furthermore, Table 3 contains the defining equation NEI1 together with the conditional axiom RSP ω for the perpetual loop. The axiomatization A1-7+NEI1+RSP ω is sound for BPA ω δ (A), i.e., if p = q in BPA ω δ (A) is provable from these axioms, then p ↔ q. Since bisimulation equivalence is a congruence for BPA ω δ (A), soundness can be verified by checking this property for each axiom separately, which is left to the reader. Table 3 . The axioms for the perpetual loop in the absence of ε However, the axiom RSP ω is not sound in the presence of the empty process. Namely, due to the axiom A9, x = εx, it then implies x = ε ω , which is clearly unsound. Therefore, in Table 4 an adaptation RSP ω ε is introduced, where the condition y ↓ expresses that y cannot terminate immediately. This condition, which is similar to the so-called guardedness restriction in the Recursive Specification Principle from Bergstra and Klop [10] , can be defined inductively on the syntax: Table 4 . The axioms for the perpetual loop in the presence of ε
Axiomatizations
The purpose of this paper is to present the following three completeness results. 
Proof of the Main Theorem
This section presents preliminaries that are needed in the proof of Theorem 5, together with the completeness proof itself. Many preliminary definitions in this section originate from [11] . For omitted proofs the reader is referred to [12] .
Expansions
From now on, process terms in BPA ω δ (A) are considered modulo associativity and commutativity of the +, that is, modulo the axioms A1,2. We write p = AC q if p and q can be equated by axioms A1,2. As usual, n i=1 p i represents the term p 1 + . . . + p n , and the p i are called the summands of this term. The empty sum represents δ, where i∈∅ p i + q is not considered empty.
Definition 7. For each process term p, its collection of possible transitions is finite, say
is provably equal to its expansion, using A4-7+NEI1.
Proof: By structural induction with respect to p.
Normed Processes
The following terminology stems from [4] .
Definition 9. A process term p is called normed if it can terminate in finitely many transitions, that is, p
The class of normed processes in BPA ω δ (A) can be defined inductively as follows: -a ∈ A is normed; -if p or q is normed, then p + q is normed; -if p and q are normed, then pq is normed.
Lemma 10. If p is not normed, then pq = p is provable using A4,5,7+NEI1+RSP ω .
An Ordering on Pairs of Terms
The following weight function on process terms in BPA ω δ (A), which represents the maximum nesting of ω's in a term, will be used to formulate an ordering on pairs of terms.
Note that g-value is invariant under axioms A1,2. The following lemma can easily be deduced, using structural induction.
Lemma 11. If p is a derivative of p, then g(p ) ≤ g(p).
We consider pairs of process terms modulo commutativity. The ordering < on pairs of process terms is defined as follows.
Definition 12. The ordering < on pairs of terms is obtained by taking the transitive closure of the union of the three relations below.
(r, s) < (p, q) if g(r) < g(p) and g(s) < g(p);
2. (r, s) < (p, q) if g(r) < g(p) and g(s) ≤ g(q); 3. (p , q ) < (p, q) if p is a derivative of p, and not vice versa, and q is a derivative of q.
The proof of the completeness theorem is based on induction with respect to this ordering, so we need to know that it is well-founded.
Lemma 13. The ordering < on pairs of process terms is well-founded modulo = AC .
Proof: Omitted.
Basic Terms
We construct a set B of basic process terms, such that each process term is provably equal to a basic term, and the derivatives of basic terms are basic terms. We will prove the completeness theorem by showing that bisimilar basic terms are provably equal.
Definition 14. The set B of basic process terms is defined inductively as follows:
For notational convenience, we distinguish the following set C of cycles in B.
The following facts for basic terms will be needed in the completeness proof. Lemma 17. For each term p there exists a basic term q with g(q) ≤ g(p) such that p = q is provable using A4-7+NEI1+RSP ω .
The Auxiliary Function φ
Before starting with the completeness proof, first we need to develop some theory. The proposition that will be proved at the end of this section makes an important stepping stone to obtain the desired completeness result for BPA
, with p and p derivatives of p, does not imply p ↔ p . For example, clearly a((aa) ω ) ↔ aa((aa) ω ), but a ↔ / aa. In order to solve this ambiguity, we define an operator φ p on basic terms, where intuitively the term φ p (q), for q ∈ C, is obtained from the argument q as follows: all proper derivatives q of q with q (p ω ) ↔ p ω are removed in φ p (q). We will see that if
Definition 18. Given q ∈ B, the term φ p (q) is defined as follows, using structural induction. We distinguish two cases: either q ∈ C or q ∈ C.
-Case 1: q ∈ C. Then put φ p (q) = AC q.
-Case 2: q ∈ C, so that
Lemma 19. For q ∈ B we have g(φ p (q)) ≤ g(q).
Proof: By structural induction with respect to q.
The proofs of the next two technical lemmas are quite involved, and therefore omitted.
Lemma 20. Assume that for some natural number N 0 :
A. for all terms u with g(u) < N 0 we have p ω ↔ / u.
Let q, r ∈ B and g(q + r)
Lemma 21.
Assume that for some natural number N 0 :
A. for all terms u with g(u) < N 0 we have p ↔ / u; B. for all pairs (u, v) of bisimilar terms with g(u + v) < N 0 we have u = v.
Let p, q ∈ B and g(p + q) < N 0 . Then
Proposition 22.
A. for all terms u with g(u) < N 0 we have p ω ↔ / u; B. for all pairs (u, v) of bisimilar terms with g(u + v) < N 0 we have u = v.
Proof: By Lemma 17 p = s (1) with s ∈ B and g(s) ≤ g(p) < N 0 . Since conditions A and B hold, Lemma 21 can be applied to derive s(φ s (s)
According to Lemma 17 there exist basic terms t and u with g(t) ≤ g(q) < N 0 and g(u) ≤ g(r) < N 0 and
, and since g(t + u) < N 0 and requirement A of Lemma 20 is satisfied, it implies φ
Completeness Proof
Proof of Theorem 5: Assume p, q ∈ B with p ↔ q; we show that p = q can be derived from A1-7+NEI1+RSP ω , by induction on the well-founded ordering < on pairs of terms. So suppose that we have already dealt with pairs of bisimilar basic terms that are smaller than (p, q). By symmetry it is sufficient to consider two cases: either p ∈ C or p, q ∈ C.
-Case 1: p ∈ C.
According to Lemma 8 p and q are provably equal to their expansions. Since p ↔ q, these expansions can be adapted, using axiom A3, to obtain:
where p i ↔ q i for i = 1, ..., n. Since p ∈ C, Lemma 16.3 says that p is not a derivative of p i for i = 1, ..., n. Since the p i and the q i for i = 1, ..., n are derivatives of p and q respectively, it follows that (p i , q i ) < (p, q) for i = 1, ..., n (by item 3 in Definition 12). So induction yields p i = q i for i = 1, ..., n. Hence, p = q. -Case 2: p, q ∈ C.
Since p ∈ C, either p = AC r ω = r(r ω ) or p = AC r (r ω ), where r ∈ B and r is a proper derivative of r. In both cases p = r (r ω ) with r ∈ B and r a derivative (not necessarily proper) of r. Likewise, q = s (s ω ) with s ∈ B and s a derivative of s. By symmetry, it is sufficient to distinguish two cases: either r is not normed, or both r and s are normed. Case 2.1: r is not normed. Then by Lemma 10 r (r ω ) = r . Since g(r ) ≤ g(r) < g(p), item 2 in Definition 12 yields (r , q) < (p, q). So, since r ↔ r (r ω ) ↔ q, induction yields r = q. Hence, p = r (r ω ) = r = q. Case 2.2: Both r and s are normed. For convenience of notation put N 0 = max{g(p), g(q)}. Again, we consider two cases: either there exists or there does not exist a term t with g(t) < N 0 and p ↔ t.
• Case 2.2.1: There exists a term t with g(t) < N 0 and p ↔ t (and so q ↔ t).
Since by the assumption at case 2.2 r is normed, and r (r ω ) ↔ t, there exists a derivative t of t with r ω ↔ t , and so rt ↔ t . Furthermore, Lemma 11 implies g(t ) ≤ g(t) < N 0 , and so g(rt + t ) < N 0 . So after using Lemma 17 to reduce rt and t to basic form, we can apply induction, by item 1 in Definition 12, to conclude rt = t . RSP ω then yields r ω = t , so p = r t . By Lemma 17 r t = u with u ∈ B and g(u) < N 0 . Thus, p = u. Likewise, q = v for some basic term v with g(v) < N 0 . Then u ↔ p ↔ q ↔ v, so since g(u+v) < N 0 , induction yields u = v. Hence, p = u = v = q.
• Case 2.2.2: For each term t, if g(t) < N 0 then p ↔ / t (and so q ↔ / t).
Since p ↔ q, the assumption of this case implies g(p) = g(q). Note that the requirements A and B for Proposition 22 are satisfied, by the assumption at case 2.2.2 together with the induction hypothesis (item 1 of Definition 12). So we are allowed to apply Proposition 22 in this case. By the assumption at case 2.2 r is normed, so since r (r ω ) ↔ s (s ω ), there exists a derivative s of s such that r ω ↔ s (s ω ). Likewise, s ω ↔ r (r ω ) for some derivative r of r such that r (r
, and g(s r + r) < N 0 , Proposition 22 yields
Likewise,
Since s ((r s )
, and g(r s + s ) < N 0 , Proposition 22 yields r s (s ω ) = s (s ω ). (9) So finally,
= r ((s r ) ω )
= r s ((r s ) ω )
= r s (s ω )
= s (s ω ) = AC q. 2
An Example
We give an example as to how the construction in the completeness proof acts on particular pairs of bisimilar basic terms.
This equivalence belongs with case 2.2.2. It can be derived as follows. = (aδ + bc) ω .
Conclusion
In this paper, Milner's axiomatization for iteration was restricted to the case of noexit iteration, and it was proved that this yields a complete axiomatization for no-exit iteration in process algebra modulo bisimulation. The main new idea in the proof was to introduce a function φ which can help to minimize the argument p of a no-exit iteration term p ω , in such a way that p does not contain any proper derivatives p with p (p ω ) ↔ p ω . For example, using this function φ, the term (aa) ω can be reduced to a ω . The completeness result in this paper may be a step forward to a positive answer to the question whether Milner's axiomatization is complete for iteration in process algebra modulo bisimulation. Namely, the main problem in solving this question is to deal with no-exit iteration terms p ω where p is not minimal. Unfortunately, it is not obvious how to extend the definition of the function φ to all terms in process algebra with iteration. For example, consider the term (a ((a(ba + a) ) * c)) ω where the argument a((a(ba + a)) * c) of no-exit iteration is not minimal. Minimization of this argument would yield a so-called 'double-exit' term (with exits b and c), which cannot be expressed in process algebra with iteration modulo bisimulation (see [6, 1] ). The only way to obtain a no-exit iteration term with a minimal argument in this particular case is to rewrite the term to a((a(ba + a) + ca) ω )
A minimization strategy for all possible arguments of no-exit iteration would probably be the key to solving Milner's question.
