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are the boxplots of dist(ŴX ,WX) obtained by DISCA, CCA, and DCS re-
spectively; the figures in the bottom row are the boxplots of dist(ŴY ,WY )
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SUMMARY
When statistics meets real applications, the computational aspect of the statistical meth-
ods becomes critical. In this thesis, I improve the computational efficiency of some statis-
tical methods, so that they become both computationally and statistically optimal. Inspired
by the recent development of the distance-based methods in statistics, I first propose a
novel distance-based canonical analysis method for effective dimension reduction. Sec-
ondly, an efficient algorithm of calculating distance-based statistics is studied. Moreover,
a new semidefinite programming algorithm is also developed for the applications in power
flow analysis problems; it appears to be more robust than existing methods.
I give more details in the following. In the first part of this dissertation, we introduce
a novel dimension reduction method called distance-based independence screening for
canonical analysis (DISCA), which can be used to reduce dimensions of two random vec-
tors with arbitrary dimensions. The essence of our method – DISCA – is to use the distance-
based independence measure – distance correlation, which was proposed by Székely and
Rizzo in 2007 – to eliminate the ‘redundant’ dimensions until infeasible. Numerically,
DISCA is to solve a non-convex optimization problem. Algorithms and theoretical justi-
fications are provided, and the comparisons with other existing methods demonstrate its
accuracy, universality, and effectiveness. An R package DISCA can be found on GitHub.
Noticing that distance correlation used in DISCA is computationally expensive with the
increase of space dimensions, in the second part of this dissertation, we manage to accel-
erate the calculation of distance-based statistics, by projecting multidimensional variables
onto pre-specified projection directions, with the improvement of computational complex-
ity from O(m2) to O(nm · log(m)), where n is the number of projection directions and
m is the sample size. Computational savings are achieved when n  m/ log(m). The
optimal pre-specified projection directions can be obtained by minimizing the worse-case
difference between the true distance and the approximated distance. We provide solutions
xiii
and greedy algorithms for different scenarios, and confirm the advantage of our technique
in comparison with the pure Monte Carlo approach, in which the directions are randomly
selected rather than pre-calculated.
In the third part of this dissertation, we turn our focus on the applications of statistical
computational algorithms in power systems area. A new semidefinite programming algo-
rithm is proposed to solve the power flow and power system state estimation problems.
Both two kinds of problems are non-convex, and convex relaxation is the typical approach
to non-convexity in power systems area, while the objective functions are required to be
carefully designed in order to keep the equivalency before and after relaxation. We first
reformulate the two types of complex-valued problems as non-convex real-valued ones.
We show that an alternating semidefinite programming algorithm can be applied and is not
sensitive to the start point without the sacrifices of accuracy. Furthermore, it performs well
even when the voltage angles are not close to zero. Convergence analysis is provided, and
numerical studies on representative power systems datasets demonstrate the accuracy of




DISTANCE-BASED INDEPENDENCE SCREENING FOR CANONICAL
ANALYSIS
1.1 Introduction
The problem that this chapter focuses on, is to peel off the “redundant” dimensions between
two random vectors such that any further dimension reduction by linear projections will
lose the dependency structure (linear or nonlinear) between the two random vectors. In this
chapter, we propose a new backward eliminating method, called distance-based indepen-
dence screening for canonical analysis (DISCA), based on the distance covariance to carry
out dimension reduction for two sets of random vectors. Distance covariance, proposed by
[20], is a measure of dependence between two arbitrarily-dimensional random vectors. It
can be used to perform the independence testing for both continuous and discrete distribu-
tions, and to detect both linear and nonlinear relationships. Our distance-covariance-based
strategy is to utilize distance covariance as a criterion to remove the independent structures
until further elimination would bring the loss of dependency information between the two
random vectors. DISCA does not require any distributional assumption or any data struc-
ture assumption (such as the additional assumption in [23], and [22]). It can handle both
equal and unequal dimension reduction cases. Moreover, it can confirm the effective sub-
spaces as well as their dimensions simultaneously and does not require other sub-sampling
techniques (such as the bootstrap) to estimate the dimensions of the subspaces at the begin-
ning.
Our problem can be roughly seen as a canonical correlation analysis (CCA) problem.
Ever since [4] proposed the canonical correlation analysis (CCA), to extend the classical
CCA to the nonlinear (non-Gaussian) cases, many methods have been introduced, such as
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Kernel CCA by [7, 8] and [9], Informational CCA by [14], deep CCA by [6], HSIC-CCA
by [10], etc. DISCA is an improvement of all the CCA methods in the sense that, first, it
can detect not only equal dimensional dependent structure, which are the pairs of canonical
variables, but also non-equal dimensional dependent structure; second, it does not need
appropriately chosen kernel functions or nonlinear model functions as in Kernel CCA,
HSIC-CCA, and deep CCA; third, DISCA does not involve density estimation, which is
a difficult problem and computationally expensive, as in Informational CCA. Besides the
above improvements, DISCA still keeps the advantages in the performance when non-
normality and nonlinear relationships exist.
The dimension reduction problem, from the regression viewpoint, can also be roughly
viewed as a Sufficient Dimension Reduction (SDR) problem. The major assumption in an
SDR problem is
Y ⊥ X|βTX, (1.1)
where ⊥ stands for statistical independence between two random variables (or vectors),
and Y is a random variable (or vector) in Rq, X is a random vector in Rp, β ∈ Rp×r(r ≤ p)
is a matrix, and the space spanned by the columns of β is called the central subspace, de-
noted as SY |X . Finding the central subspace (i.e., the β) is the main task of the SDR. The
majority of SDR methods only handle the case when Y is univariate, such as the sliced in-
verse regression (SIR) [16], the sliced average variance estimation (SAVE) [34], the sliced
regression (SR) [35], and so on. These methods have certain restrictions for X and Y , such
as non-symmetric dependency, existed second moment, or sample size being larger than
dimension p. Since the direct multivariate extensions of most univariate SDR methods do
not work well because of the “curse of dimensionality” (taking slicing method for exam-
ple, when univariate, Y can be sliced into several intervals but when Y is multivariate, due
to the multiplicative nature of slicing in a multi-dimensional space, even when Y is just
three dimensions, how to slice the three-dimension space into pieces can be a challenge in
numerics.), projection methods are introduced to make the univariate methods applicable
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to the multivariate responses by projecting Y on one-dimensional spaces and then utilizing
the univariate SDR methods, such as [33] with ‘optimal’ projections, [37] with random
projections, and so on. Because these multivariate methods still need to apply the univari-
ate methods, the limitations existing in the univariate methods can not be avoided. Besides,
since it is a regression problem, X and Y are not equally treated and not exchangeable,
which makes infeasible to the problem setting in our case.
Sheng and Yin in 2013 and 2016 discuss how to find the central subspace based on the
distance covariance in two different cases: (case 1) β is a vector [23], and (case 2) β is a
matrix [22]. The assumption they used, however, is stronger than the original setting of
SDR: in Sheng and Yin’s papers, they need another assumption in addition to (1.1) to make
their theorems work:
P Tβ X ⊥ (I − Pβ)TX, (1.2)
where Pβ denotes the projection operator that projects onto the space spanned by the
columns of β, and I is the identity matrix. From (1.1) and (1.2) we know that Y is in-
dependent of (I−Pβ)TX , which is equivalent to say PW⊥XX ⊥ Y as in Assumption 1.2.6,
but (1.1) and (1.2) cannot be derived from the latter. So we have the following proposition
showing that our assumption is weaker than theirs.
Proposition 1.1.1. Assumption 1.2.6 in DISCA is weaker than assumptions (1.1) and (1.2)
in [23] and [22].
DISCA is also an improvement of SDR methods in the way that it is a general methods for
either univariate or multivariate Y , and can be used for equally or unequally treated X and
Y which makes find the central subspace for Y in terms of X as a special case.
[19] improves the SDR methods in similar spirit as ours. They define the dual central
subspace (DCS) in place of the previous central subspace SX|Y , and propose a method
to get both the central and dual central subspaces at the same time based on minimizing
the Kullback-Leibler (KL) divergence, which relies on the Gaussian kernel to estimate
3
density. DISCA is advantageous even compared with DCS as we do not need to do density
estimation. (Note that kernel-based density estimation can be very sensitive to the curse-
of-dimensionality.) Another improvement is that they use bootstrap technique, the same
as in [23] and [22], to estimate the dimension of both subspaces initially, which brings
computational burdens, while DISCA does not need this step.
To illustrate the effectiveness of DISCA, in the following we construct a simple example
where DISCA can prevail while all the CCA, SDR, and DCS methods fail. Suppose we







+ εj, j = 1, . . . , q,
where fj’s are functions in which at least two are the same, and εj’s are random noises in-





, . . . , 1√
p
)T , and the dimension of the reduced subspace for Y depends on how
many fj’s are the same: for example, if two of the functions are the same, the reduced
subspace for Y would be q−1. In this simple case, we will argue (in Section 1.3.2) that the
proposed DISCA can recover the fundamental dependency structure, while the other meth-
ods cannot. More explanations can be found in Section 1.5.1, which also gives a specific
simulation example based on this design.
The remainder of this chapter is organized as follows. We present background material
on the distance covariance and develop our methodology in Section 1.2, followed by the
theoretical results in Section 1.3. Section 1.4 contains both the algorithm and the conver-
gence analysis of the proposed algorithm. In Section 1.5, simulation examples are given
for comparison with the existing methods, and showing the capability of our method in
the unsolvable cases of other methods. Finally, we conclude and discuss future works in
Section 2.6. When possible, all proofs are relegated to the appendix.
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1.2 Methodology
In this section, we first give a brief review of the distance covariance, a measure of the inde-
pendence between two random vectors in Section 1.2.1, and then describe the formulation
of our problem in Section 2.2, followed by the motivation of our strategy in Section 1.2.3
and 1.2.4. In Section 1.2.5 and 1.2.6, we introduce our method in details.
1.2.1 Distance Covariance
Let X and Y be two random vectors from Rp and Rq, respectively. We denote | · |p as
the Euclidean norm in Rp, and | · |q as the Euclidean norm in Rq. The distance covariance
(dCov) between random vectors X and Y with finite first moments is the nonnegative
number V(X, Y ) that is defined in [20], and in [46], an equivalent and more numerically
amenable version is introduced as follows.
Definition 1.2.1. (Theorem 8 in [46]) We have
V2(X, Y ) = E [|X −X ′|p|Y − Y ′|q]− E [|X −X ′|p|Y − Y ′′|q]
−E [|X −X ′′|p|Y − Y ′|q] + E [|X −X ′|p]E [|Y − Y ′|q] ,
where (X, Y ), (X ′, Y ′), and (X ′′, Y ′′) are i.i.d.
Let (X,Y) be ourN samples of random vectorX and Y : X ∈ RN×p,Y ∈ RN×q. Each
row of (X,Y) represents one observation of X and Y . The empirical distance covariance
can be written as follows.
Definition 1.2.2. (Empirical distance covariance) We have



























|Xi −Xj|p|Yi − Ym|q.
The following are some results that are quoted from [20] and will be used in this chapter.
Theorem 1.2.3 shows that the independence of two random vectors are equivalent to their
distance covariance being zero. Theorem 1.2.4 describes the asymptotic property of the
empirical distance covariance.
Theorem 1.2.3. (Theorem 3 in [20]) We have
V2(X, Y ) = 0 if and only if X and Y are independent. (2.4)




VN(X,Y) = V(X, Y ).
1.2.2 Problem Formulation
We consider two random vectors X ∈ Rp, Y ∈ Rq satisfying the following two assump-
tions. Assumption 1.2.5 is a regular assumption in order to make sure that the distance
covariance exists; Assumption 1.2.6 is the one and only assumption related to our model:
we assume that there exists some subspace W⊥X in the space of Rp and W⊥Y in the space
of Rq, such that the projection of X on W⊥X is independent of Y , and symmetrically the
projection of Y on W⊥Y is independent of X . The objective is to find the orthogonal com-
plements of W⊥X and W
⊥
Y , which are denoted as WX and WY respectively.
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Assumption 1.2.5. We have E|X|p < ∞,E|Y |q < ∞, where | · |p is the Euclidean norm
in the Rp space, and | · |q is the Euclidean norm in the Rq space.
Assumption 1.2.6. Assume there exists WX , a p0-dimensional (p0 ≤ p) subspace of Rp,
and WY , a q0-dimensional (q0 ≤ q) subspace of Rq, such that their orthogonal complement
W⊥X and W
⊥
Y are the “largest”subspaces satisfying
PW⊥XX ⊥ Y and PW⊥Y Y ⊥ X,
where PW⊥XX (or PW⊥Y Y , resp.) stands for the projection of vector X (or Y , resp.) to
the subspace W⊥X (or W
⊥
Y , resp.). The “largest”subspace means that for any W
⊥ that
is a linear subspace of Rp and satisfies PW⊥X ⊥ Y , the dimension of W⊥ cannot be
larger than p − p0; Similarly, for any W⊥ that is a linear subspace of Rq and satisfies
PW⊥Y ⊥ X , its dimensionality cannot be larger than q − q0.
If we know the subspaces WX and WY , X and Y are reduced to PWXX and PWY Y .
Then we achieve the objective of dimension reduction for both X and Y .
1.2.3 Motivation
Our strategy of finding space WX and WY is motivated by Theorem 3 in [20] (listed as
Theorem 1.2.3 in this chapter): we aim to find all the directions on which the projection
of X is independent of Y , which is equivalent to finding all u’s (u ∈ Sp−1) such that
V2(uTX, Y ) = 0, where Sp−1 refers to the unit sphere in Rp. Then WX is the orthogonal
complement ofW⊥X , andW
⊥
X is the space spanned by all the directions u we have found. In
terms of the exchangeability of X and Y in Assumption 1.2.6, subspace WY can be found
by switching the positions of X and Y in the above and use PWXX instead of X . Since
we have Lemma 1.2.7, which can be derived by V2(uTX, Y ) ≥ 0, and P⊥WXX ⊥ Y in
Assumption 1.2.6, instead of finding all the u ∈ Sp−1 such that V2(uTX, Y ) = 0, all we
need to do is to find all the directions that minimize V2(uTX, Y ), which can be further
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formulated as finding all the orthonormal directions that minimize V2(uTX, Y ), since any
linear subspace can be determined by its orthonormal basis.
Lemma 1.2.7. If there exists some u ∈ Rp such that V2(uTX, Y ) = 0, then finding the
direction u ∈ Rp such that V2(uTX, Y ) = 0 is equivalent to finding the solution of
min
{
V2(uTX, Y ) : u ∈ Sp−1
}
,
where Sp−1 is the unit sphere in Rp.
This inspires us to develop an iteration: finding one direction each time, and computing
for the next one (if it exists) in the linear subspace that is the orthogonal complement of
the subspace spanned by the obtained directions. The following lemma shows that our
algorithm can help us to obtain the desired directions.
Lemma 1.2.8. Under the Assumption 1.2.5 and 1.2.6, assume W = span(S) is a subspace
of Rp satisfying W⊥ = span(S⊥) ⊂ W⊥X , where S and S⊥ are the orthonormal basis of W




V2(uTX ′, Y ) : ‖u‖2 = 1
}
.
Then, Su∗ is orthogonal to all the directions in W⊥, and if we define a new subspace K⊥
spanned by an orthonormal basis {Su∗} ∪ S⊥, then W⊥ ⊂ K⊥ ⊆ W⊥X .
A proof can be found in the appendix. As mentioned earlier, throughout this disserta-
tion, we always relegate the proofs to the appendix whenever possible.
1.2.4 Independence Test
After each iteration of minimizing V2(uTX, Y ), one needs to decide whether uTX and Y
is independent or not, and whether we can proceed to the next step of looking for another
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direction. The decision is made through the independence test of uTX and Y . The fol-
lowing two theorems, which are quoted from [20], form the theoretical foundation of the
independence testing. Theorem 1.2.9 shows that when the sample size is large enough, the
distribution of empirical distance covariance can be described as Gaussian distributions;
Theorem 1.2.10 is about the range of the type I error of the independence test.
Theorem 1.2.9. (Corollary 2 in [20]) If E (|X|p + |Y |q) <∞, then we have
1. If X and Y are independent, NV2N/S2(X,Y)
D−−−→
n→∞
Q where EQ = 1 and Q is








j where Zj’s are independent standard normal random variables, and
λj’s are nonnegative constants depending on the distribution of (X, Y ). Recall S2 is
defined in the Equation (2.3).












where Φ(·) denotes the standard normal cumulative distribution function, and let α(X, Y, n)
denote the achieved significance level of the test. If E (|X|p + |Y |q) < ∞, then for all
0 < α ≤ 0.215, we have
1. lim
n→∞










Section 1.2.3 gives us an overview of how to find WX and WY in the population point
of view. Suppose we have X ∈ RN×p,Y ∈ RN×q, which are the samples of X and Y ,
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respectively. Each row represents one observation. Our strategy of estimating WX and WY
when X and Y are given can be summarized as follows.
Initialization: Let X = X ∈ RN×p, Y = Y ∈ RN×q, SX be the set of orthonormal basis
of space WX with dimension dX , SY be the set of orthonormal basis of space WY
with dimension dY , S⊥X be the set of orthonormal basis of W
⊥
X , and S
⊥
Y be the set of




Y = ∅. Then correspondingly we have
SX = Ip, SY = Iq, dX = p, dY = q.
Estimating WX: Repeat the following steps until the condition in Step 3 is satisfied.
Step 1: Let X be the projection of X onto the subspace WX , that is, X ← XSX .
Step 2: Find u ∈ SdX−1 such that V2N(Xu, Y ) is minimized. Suppose the solution is
u∗.
Step 3: Calculate the squared empirical distance covariance, V2N(Xu∗, Y ). If the con-
dition






, where S2 is defined in (2.3)
is satisfied, stop here and the subspace spanned by SX is the orthonormal basis
of the final WX . Otherwise, transform u∗ into the original space Rp, that is,
SXu
∗, and then add SXu∗ into the set S⊥X , and also update the dimension of the
subspace WX : dX ← dX − 1, and repeat the process from Step 1.
Estimating WY : Using the same strategy, one can compute for SY , the orthonormal basis
of WY by switching X and Y in the previous procedure of finding WX , with one
change of using the PWXX instead of X . In other words, we switch X and Y , and




From the previous subsection, we can see that the key of our method is to find the solution,
denoted as u∗, of
min{V2N(Xu,Y) : u ∈ Sp−1}, (2.6)
which can be formulated as Equation (2.7) as shown in Lemma 1.2.11.


















∈ Rn−×p, where n− = |{(i, j) : gij < 0, j > i}| ,
and gij’s(i, j = 1, · · · , n) are defined as
















Note that the problem (2.7) is a non-convex problem with a quadratic constraint. We
first adopt the penalty method to transform the above problem into an unconstraint problem,
and then apply the difference-of-convex algorithm (DCA) to find a local solution. Details
can be found in Section 1.4.
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1.3 Theoretical Results
In this section, we establish the consistency properties of our procedure in Section 1.3.1. In
Section 1.3.2, we articulate the advantages of our method in comparison with CCA-, SDR-,
and DCS- types of competitors.
1.3.1 Consistency Properties
Before showing that the procedure in Section 1.2.5 will converge to the true WX , we verify
that the solution of (2.7) is convergent to a unit vector in WX in each iteration of our
method.
Lemma 1.3.1. In general, under the Assumption 1.2.5 and 1.2.6, assume subspace W ′ ⊆
Rp satisfying (W ′)⊥ ⊂ W⊥X , and U is an orthonormal basis of W ′. X ′ = UTX. (Note that
W ′ could be Rp, which leads to (W ′)⊥ = ∅. It still satisfies the condition (W ′)⊥ ⊂ W⊥X .
In this case U can be chosen as the identity matrix, and X ′ = X.) Let u be the vector with
positive first nonzero element, which is also a solution of the following problem:
u = argmin {‖M+u‖1 − ‖M−u‖1 : ‖u‖2 = 1} .
Then, there exists some u∗ such that we have u→ u∗ as N →∞, where u∗ is a vector with
positive first nonzero element satisfying
u∗ = argmin
{
V2(uTX ′, Y ) : ‖u‖2 = 1
}
.
Next we will show that the subspace obtained by our method will converge to the real
subspace. Before that, we need the definition of the distance between two subspace. Sup-
pose W1 and W2 are two equal-dimensional subspaces in Rn. The distance between them
can be defined as in [25]:
dist(W1,W2) = ‖P1 − P2‖2,
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where Pi is the orthogonal projection onto Wi (for i = 1, 2). The following theorem is
important in the calculation of the subspace distances.
Theorem 1.3.2. (Theorem 2.5.1 in [25]) Suppose that A = [A1, A2], B = [B1, B2] are
n-by-n orthogonal matrices. If we have W1 = span(A1), and W2 = span(B1), then we
have
dist(W1,W2) = ‖AT1B2‖2 = ‖AT2B1‖2.
Given the above theorem, we can show that DISCA can identify the true underlying
dependency structure when the sample size goes to infinity:
Theorem 1.3.3. Suppose the subspace estimate of WX by DISCA is ŴX , and dim(WX) =
dim(ŴX). Then we have
dist(WX , ŴX)→ 0, as N →∞.
Notice that Theorem 1.3.3 assumes that the dimension of the space ŴX is equal to the
dimension of the true space WX , which requires that the iteration stops at a right time.
The probability that we will get the right dimension of WX is guaranteed by the following
theorem:
Theorem 1.3.4. Suppose at iteration t, the dimension of the estimate of the subspace Ŵ (t)X
is equal to the dimension of the true subspace WX . Let P
(t)
N be the probability that the
















1.3.2 Comparison with Existing Methods
DISCA can reduce dimensionality in some circumstances where CCA , SDR, and DCS
cannot do. Here we give a detailed explanation of our comparison with CCA, SDR, and
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DCS methods.
As stated in Section 2.1, the canonical variables appear in pairs in CCA methods. Al-
though the dimension ofX and Y could be different, we will still reduce the dimensionality
for bothX and Y to two equal-dimensional spaces. No matter how advanced CCA has been
developed nowadays, the optimization form has not changed. Therefore, the limitation still
exists.
As for SDR, restricted by the regression setting, X and Y are not equally treated,
which makes it not suitable to the problem setting in this chapter. If we omit the oper-
ation complexity, a disputation would be to take Y as responses to do SDR with X to
get the dimensional reduction subspace for X and then switch the position of X and Y
to do the same thing as above to get the dimensional reduction subspace of Y . But this
still cannot work when at least two of the Yj’s is relevant. Suppose two random vectors
X = (X1, . . . , Xp)




Xi + εj, j = 1, . . . , q,
where εj’s are random noises independent of X . Then the dimensional reduction subspace
for X , that is, WX , is the subspace spanned by ( 1√p ,
1√
p
, . . . , 1√
p
)T , and that for Y , that
is, WY , is the subspace spanned by ( 1√q ,
1√
q
, . . . , 1√
q
)T . The dimension of both of the two
subspaces is 1. But if we apply SDR for X with respect to Y , and Y with respect to X , we
can get the true dimension reduction subspace WX , but fail to get the true WY because of
the non-exchangeability in the regression setting.
The limit of DCS is not too critical compared with the other two. In the stage of
determining how many dimensions should be kept by bootstrap, it requires the randomness
of the subspaces, which causes DCS cannot handle when at least one of the two random
vectors cannot be dimensionally reduced.
Above all, we construct one simple counterexample that all the three do not work
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but DISCA still can. Suppose two random vectors X = (X1, . . . , Xp)T ∈ Rp, Y =
(Y1, . . . , Yq)







+ εj, j = 1, . . . , q,
where fj’s are q different types of functions, and εj’s are random noises independent





, . . . , 1√
p
)T , and there is nothing we can do to reduce dimensionality for Y . In
other words, dim(WX) = 1, dim(WY ) = q. CCA-related methods are incapable of detect-
ing this kind of structure because if CCA stops after one iteration, it will give us only a pair
of directions (u, v) in which u might contain all the information we would like to know in
X but v only has one dimension of the whole p dimension space; if CCA stops after q iter-
ations (assuming q < p), there would be too much redundant information for X . Because
of the regression setting, SDR is unable to work well. Since Y cannot be dimensionally
reduced, DCS is ineffective. The simulation results regarding the counterexample for the
comparison with CCA, SDR, and DCS are in Section 1.5.1.
1.4 Applying DCA for estimating u∗
As mentioned in Section 1.2.6, the problem (2.7), which we eventually need to solve, is a
non-convex problem. Considering its special form (Lemma 1.2.11), we apply DCA to do
the calculation.
A review of the difference-of-convex algorithms is provided in Section 1.4.1. The corre-
sponding minimization problem is presented in Section 1.4.2. The adoption of the ADMM
to solve a subproblem is furnished in Section 1.4.3, followed by the convergence analysis
in Section 3.5.
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1.4.1 Review of DCA
Difference-of-Convex Algorithm (DCA) [24] is used to solve the optimization problems
that are related to DC (difference of convex) functions, which is defined below.
Definition 1.4.1. (DC function) Let f be a real-valued function mapping Rn to R. Then
f is a DC function if there exist convex functions, g, h : Rn → R, such that f can be
decomposed as the difference between g and h:
f(x) = g(x)− h(x),∀x ∈ Rn.




subject to: fi(x) ≤ 0, i = 1, · · · ,m,
(4.8)
where fi : Rn → R is a differentiable DC function for i = 0, ...,m.
Let ∂f(x) be the subgradient of f at x, and f ∗(y) be the conjugate of f(x). We have
the following lemma.
Lemma 1.4.2. If f : Rp → R is lower semi-continuous and convex, then
x ∈ ∂f ∗(y)⇐⇒ x ∈ argmax
{
yTx− f(x) : x ∈ Rp
}
.
Algorithm 1 shows the details of the DCA algorithm.
1.4.2 Minimizing V2N(Xu,Y)
As mentioned before, one can apply the augmented Lagrangian method to transform the
original problem (2.7) into an unconstrained problem. Assume we have ξ(t) ≥ 0. Here we
use t as the count of iterations. The problem (2.7) can be solved as a series of unconstrained
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Algorithm 1 Difference of Convex Algorithm (DCA) [24]
Initialization: choose u0, α, β;
1: for k ∈ N do
2: Choose yk ∈ ∂h(uk);
3: Choose uk+1 ∈ ∂g∗(yk);
4: if max
i




minimization problem which is to minimize the following function






















Let g(u; ξ(t)) = ξ
(t)
2










In each iteration t, one minimizes the augmented Lagrangian function, and then update
the ψ to be ψ(t) + ξ(t)(‖u‖2 − 1), and increase ξ(t) gradually. Per the updating rule of
augmented Lagrangian method, eventually ξ will go beyond some threshold, and ψ will
converge to the true Lagrangian multiplier. So if we choose ξ to be large enough, then
ξ−ψ > 0 is satisfied. Therefore, both g(u; ξ(t)) and h(u; ξ(t), ψ(t)) are convex, and we can




















{w : ‖w‖2 ≤ 1}, if uk = 0,
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where each entry of ∂‖ · ‖1 is defined as
(∂‖x‖1)i =

1, if xi > 0;
(−1, 1), if xi = 0;
−1, if xi < 0.














uTu+ ‖M+u‖1 − yTk u : u ∈ Rp
}
.
Overall, our algorithm for getting the solution of minimizing function (4.9) can be
summarized as in Algorithm 2.
Algorithm 2 DCA for minimizing (4.9) in iteration t
Initialization: choose u(0);
1: for k ∈ N do














{w : ‖w‖2 ≤ 1}, if uk = 0.









{∣∣∣ (uk+1−uk)i(uk)i ∣∣∣} < e then




1.4.3 Solving the Subproblem






uTu+ ‖M+u‖1 − yTk u
}
. (4.10)
It is a convex programming problem, and can be solved by a lot of methods, such as the
interior-point method. As Alternating Direction Method of Multipliers (ADMM) [21] is





subject to: Ax+Bz = c.
The trick is to split the variable in the problem into two seperate parts. In our case, recall





uTu+ ‖z‖1 − yTk u
subject to: M+u− z = 0.
(4.11)
The augmented Lagrangian of (4.11) is
Lρ(u, z, v) =
ξ(t)
2




where v is the Lagrangian multiplier, and ρ > 0 is the penalty parameter.
According to [21], we need to update u, z, and v as follows:

ul+1 = argminLρ(u, zl, vl);
zl+1 = argminLρ(ul+1, z, vl);
vl+1 = vl + ρ(M+ul+1 − zl+1).
(4.12)
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Through calculations, the results in our case are included in the following lemma.



















where the soft thresholding operator is defined as S(x, y) ∈ Rp,
(S(x, y))i = sgn(xi) max{|xi| − y, 0}.










where εabs is an absolute tolerance, and εrel is a relative tolerance.
To sum up, our algorithm can be summarized as in Algorithm 3.
Algorithm 3 ADMM for updating uk+1 in the loop of DCA
Initialization: choose z0, v0;



















4: vl+1 = vl + ρ(M+ul+1 − zl+1);
5: if ‖rl‖2 ≤
√
n+ε









It is not guaranteed that all difference of convex problems are convergent. So convergence
analysis is provided for our algorithm. We need the following lemma to proceed to our
main theorem stating that our algorithm will give us a stationary solution in each iteration
t.
Lemma 1.4.4. Let {uk} be the sequence generated by our algorithm 2 in a specific iteration
t. For all k ∈ N, we have
L(uk; ξ
(t))− L(uk+1; ξ(t)) ≥
ξ(t)
2
‖uk+1 − uk‖22 ≥ 0.
Theorem 1.4.5. Let {uk} be the sequence generated by our algorithm 2 in a specific iter-
ation t. The followings are true.
1. {uk} is bounded, and ‖uk+1 − uk‖2 → 0 as k → +∞.
2. Any nonzero limit point u(t) of {uk} satisfies the first-order optimality condition






This indicates that u(t) is a stationary point.
3. For certain k satisfying ‖uk − u(t)‖ < 1k , then we have




As before, all proofs are relegated to the appendix.
1.5 Simulation Studies
Denote the subspaces generated by DISCA or other methods as ŴX , and ŴY , respectively,
the true subspaces are denoted as WX and WY . In Section 1.5.1, we give the simulation
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results for the counterexample to show that only DISCA can work; and then in Section 1.5.2
we provide examples showing that DISCA can handle both the discrete and the heavy-tailed
cases. A real data example is provided in Section 1.5.3. We choose both εabs and εrel to be
10−3 in this section.
1.5.1 Counterexample Simulation
CCA can only get pairs of canonical variables which results in the disability of perform-
ing the correct dimension reduction when the dimensions of the reduced subspaces are not
equal; SDR may not perform well because of the non-exchangeability of responses and
predictors; DCS is not working when it is not necessary to reduce dimensions of at least
one of the random vectors. Section 1.3 already constructed a general case of a simple coun-
terexample for comparison with the above, and according to that example, the following is
a simple but clear example structure that can demonstrate this point:
Suppose X ∈ R3 and Y ∈ R2. We have X = (X1, X2, X3)T , Y = (Y1, Y2)T . In
addition, we have












where ε1, ε2 are i.i.d following the standard normal distribution.
Recall the definition of WX and WY : their orthogonal complement projections, PW⊥X
and PW⊥Y satisfy PW⊥XX ⊥ Y and PW⊥Y Y ⊥ X. Then the anticipated reduced subspace of





)T ; as there are other
random factors ε1 and ε2 in addition to the Xi’s, there is no way to reduce the dimension
of Y , so the anticipated reduced subspace of Y , that is WY , is supposed to be the subspace
spanned by (1, 0)T and (0, 1)T .
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We simulate samples with sizes N = 50, 100, 150, 200 for 500 times each. As the
subspace WY was accurately found each time without error, we will focus on ŴX . Table
1.1 shows how many times DISCA reduced X into 0,1,2 dimension subspaces respectively
for different N ; Figure 1.1 is the box plot for the distances between the ŴX produced by
DISCA and the true subspace WX . From the table and figure we can tell that the perfor-
mance of DISCA (both the accuracy of the dimension of the reduced subspace and the
subspace itself) is improved as the sample size increases.
dim(ŴX) 0 1 2
N=50 6 492 2
N=100 1 496 3
N=150 0 499 1
N=200 0 499 1
Table 1.1: Table of the dimension of ŴX




Figure 1.1: Boxplot of dist(ŴX ,WX)
1.5.2 Comparison with Existing Methods
The following are examples of the performance of DISCA and other existing methods –
CCA and DCS. As DCS needs to perform bootstrap to determine the dimension of the
reduced subspaces, which is extremely time consuming, here we just assume the bootstrap
gives the correct dimension and used the correct number to find the subspaces. Similarly,
we need to know how many pairs of canonical variables are significant so here we select
the correct number of pairs as well. Notice that when performing DISCA, we did not give
any prior knowledge of the subspace dimensions.
We constructed three different types of examples for illustration. Example 1.5.1 is a
continuous distribution case, which seems similar to the one in the above subsection, but it
actually not: the covariance matrix is more complicated; the dimension of Y is changed;
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the relation between X and Y is changed as well (including independent relation as well as
the linear and polynomial nonlinear relations). With these changes, DCS now works while
CCA is still not applicable. Example 1.5.2 is a discrete distribution case with independent
relation and polynomial nonlinear relation between X and Y . Example 1.5.3 is a heavy-
tailed distribution case with complicated nonlinear relation between X and Y .
In each example, we simulate N = 50, 100, 150, 200 for 1000 times. Similar to the
above section, we calculate the distances between the subspaces obtained from different
dimension reduction methods, ŴX or ŴY , and the true subspaces WX and WY , and draw
boxplots for each scenarios.
Example 1.5.1. (Normal distribution example)
Suppose X ∈ R3 and Y ∈ R3.
X = (X1, X2, X3)
T , Y = (Y1, Y2, Y3)
T .







Y1 and Y2 are independent, satisfying Y1 = X1 +X2 +X3 + 0.01ε1, Y2 = (X1 +X2 +
X3)
2 + 0.01ε2, Y3 ∼ N(0, 1), where ε1, ε2 are i.i.d. from the standard normal distribution.














; WY = span
{
(1, 0, 0)T , (0, 1, 0)T
}
.
The calculation results are as in Figure 1.2.
Example 1.5.2. (Discrete distribution example)
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Boxplot of dist(ŴX ,WX) by DISCA







Boxplot of dist(ŴX ,WX) by DCS







Boxplot of dist(ŴY ,WY ) by DISCA







Boxplot of dist(ŴY ,WY ) by DCS
Figure 1.2: The above figures are the results of Example 1: figures on the first row are
the boxplots of dist(ŴX ,WX) obtained by DISCA and DCS respectively; figures on the
bottom row are the boxplots of dist(ŴY ,WY ) obtained by DISCA and DCS respectively.
The x-axis represents N = 50, 100, 150, 200.
Suppose X ∈ R3 and Y ∈ R2.
X = (X1, X2, X3)
T , Y = (Y1, Y2)
T .
Xi ∼ B(10, 0.5), i.i.d, i = 1, 2, 3;Y1 = (X1 +X2 +X3)2 + 0.01ε, Y2 ∼ B(10, 0.35)
where ε is from the standard normal distribution.




















The calculation results are as in Figure 1.3.







Boxplot of dist(ŴX ,WX)
by DISCA







Boxplot of dist(ŴX ,WX)
by CCA







Boxplot of dist(ŴX ,WX)
by DCS







Boxplot of dist(ŴY ,WY )
by DISCA







Boxplot of dist(ŴY ,WY )
by CCA







Boxplot of dist(ŴY ,WY )
by DCS
Figure 1.3: The above figures are the results of Example 2: the figures in the first row
are the boxplots of dist(ŴX ,WX) obtained by DISCA, CCA, and DCS respectively; the
figures in the bottom row are the boxplots of dist(ŴY ,WY ) obtained by DISCA, CCA,
and DCS respectively. The x-axis represents N = 50, 100, 150, 200.
Example 1.5.3. (Heavy-tailed distribution example)
Suppose X ∈ R3 and Y ∈ R2.
X = (X1, X2, X3)
T , Y = (Y1, Y2)
T .
Xi ∼ t(2), i.i.d, i = 1, 2, 3;Yj = tanh (X1 +X2 +X3) + 0.01εj, j = 1, 2 where ε1, ε2 are
from the standard normal distribution.


























The calculation results are as in Figure 1.4.







Boxplot of dist(ŴX ,WX)
by DISCA







Boxplot of dist(ŴX ,WX)
by CCA







Boxplot of dist(ŴX ,WX)
by DCS







Boxplot of dist(ŴY ,WY )
by DISCA







Boxplot of dist(ŴY ,WY )
by CCA







Boxplot of dist(ŴY ,WY )
by DCS
Figure 1.4: The above figures are the results of Example 3: the figures in the first row
are the boxplots of dist(ŴX ,WX) obtained by DISCA, CCA, and DCS respectively; the
figures in the second row are the boxplots of dist(ŴY ,WY ) obtained by DISCA, CCA, and
DCS respectively. The x-axis represents N = 50, 100, 150, 200.
From the above results we can see that DISCA performs well for both normal and
heavy-tailed distribution, discrete and continuous distribution; the performance is improved
as the sample size increases. It is not surprising that CCA and DCS performs slightly better
than DISCA for the the dimension reduction of the linear relations for normal or nearly-
normal distributions (That is, the dimension reduction for WX in Example 1.5.1 and 1.5.2),
since they are designed to detect the linear relations for normal or nearly normal distri-
butions. For heavy-tailed distribution (Example 1.5.3) and nonlinear relations (That is,
Example 1.5.3 as well as dimension reduction for WY in Example 1.5.1 and 1.5.2), how-
ever, DISCA shows strong advantages compared with the others. The simulation results
confirm DISCA is more powerful in the scenarios involved with nonlinear relations and
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heavy-tailed distributions.
1.5.3 LA Pollution-Mortality Study (1970-1979)
In this section, we use a real dataset to demonstrate our method. This data was first studied
by [36], and was also studied by [19]. It contains 11 series of daily measurements in Los
Angeles County from the year 1970 to 1979. The first three columns are three different
kinds of mortality of all deaths of LA residents, LA nonresidents, and LA residents in
other localities; The fourth and fifth columns are two weather measurements of maximum
daily temperature and average relative humidity over five different monitoring stations; The
next six columns are pollutants measurements of the average of their daily maxima at six
monitoring stations. As in [36], we use the weekly data instead of the daily data to perform
the analysis. The number of observations is 508.
Mortality (Y)
1. Total Mortality Y1 (tmort)
2. Respiratory Mortality Y2 (rmort)
3. Cardiovascular Mortality Y3 (cmort)
Weather
4. Temperature X1 (temp)
5. Relative Humidity X2 (rh)
Pollutant
6. Carbon Monoxide X3 (co)
7. Sulfur Dioxide X4 (so2)
8. Nitrogen Dioxide X5 (no2)
9. Hydrocarbons X6 (hycarb)
10. Ozone X7 (o3)
11. Particulates X8 (part)
Table 1.2: Summary of the LA Pollution-Mortality Data
Let Y be the vector containing the three different kinds of mortality indices, and X =
(X1, X2, . . . , X8)
T be the weather and pollutant indices as illustrated in Table 1.2. The
aim is to find the related parts of X and Y . We apply DISCA on the dataset and get the
corresponding basis of WX and WY subspaces, U and V . There is no dimension reduction
for Y , and the details of U are summarized in Table 1.3. Notice that three measurements
in X are dominant: hydrocarbons, ozone, and the particulates. In fact, if we do varimax
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rotation for this matrix, we will get a matrix with the three bold positions being 1 and all
the others being 0. From the results we have the following observations:
dimension temp rh co so2 no2 hycarb o3 part
1 -0.1517 -0.1739 0.1216 -0.0111 0.1381 0.9549 0.0088 -0.0292
2 0.1729 0.0245 -0.2098 -0.2793 -0.1191 0.0662 0.9082 0.0641
3 -0.2504 -0.1255 0.1096 -0.0034 -0.0644 -0.0382 0.0025 0.9507
Table 1.3: DISCA reduced the 8-dimensional space of X into a 3-dimensional subspace,
with basis vectors shown as the rows in the above table.
• Not only we can conclude the weather factors such as temperature are not relevant
to mortality, but also we can say that the hydrocarbons, ozone, and particulates are
three most influential pollutants related to mortality during the 10-year period.
• Another observation is that although the three different kinds of mortality seem sim-
ilar, but as they cannot be reduced to a smaller subspace by projecting Y on some
linear subspace, there may exist complicated relationships among the three and they
cannot be simply represented.
• Compared with the results in [19], the results obtained by DISCA is more explain-
able as our results show explicitly which three components are important while their
results are some complicated linear combination of the variables.
1.6 Conclusion
As we discussed above, dimension reduction is an important topic especially for multi-
dimensional data. The existing dimension reduction methods cannot cover all the situations
more or less. In this chapter, we propose a new dimension reduction method, DISCA,
to address the issues caused by other methods, and it is strongly encouraged especially
when the dependency structure involving complicated nonlinear relations and non-normal
distributions. Besides, we have the computational advantage over the DCS method in [19],
as their method need apply bootstrap to first determine the dimension of both WX and WY ,
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which leads to (p − 1)(q − 1)B times computation (B is the bootstrap times, which is
usually large) while our method only performs once.
Furthermore, we presented the theoretical desirable properties of our method, and guar-
anteed the convergence of our algorithm in theory. Our simulation studies strongly support
our method and theory results, from one dimension to multi-dimension reduction, normal
to heavy-tailed distributions, and dimension reduction to no dimension reduction.
In future work, we would like to study the sparsity of DISCA since the significant
directions obtained from DISCA often has one or two elements that are much larger than
the others. Another potential direction is that the distance error seems to have a distribution




OPTIMAL PROJECTIONS IN THE DISTANCE-BASED STATISTICAL
METHODS
2.1 Introduction
Distances are very important in statistics: a class of hypotheses testing methods are based
on distances, such as the energy statistics [38], the distance covariance [20, 46, 47], and
many others. This type of testing statistics usually belong to the class of U-statistics or
the V-statistics [50, 49, 48], which require the calculation of all pairwise distances within
the sample. When variables are univariate, assuming the sample size is m, both [40] and
[52] proposed fast algorithms with computational complexity O(mlog(m)) where m is the
sample size. Recall that the computational complexity is O(m2) when the statistics are
computed directly based on their definitions. When variables are multivariate, especially
when they are high-dimensional, the calculation of the pairwise distances among these mul-
tivariate variables can not be implemented directly by the algorithm in [40], and therefore
becomes a potential bottleneck. Our chapter is aimed at reducing the computation complex-
ity in the multivariate case by projecting the variables along a set of pre-specified optimal
directions. When the number of pre-specified optimal directions n m/ log(m), compu-
tational savings can be achieved, since the computational complexity is O(nm · log(m)),
which would be less than O(m2).
We use the energy distances [38] as an example to solidify our motivation. The energy
statistic is used to test the equality between two distributions. More precisely, suppose
X1, ..., Xn1 ∈ Rp, p ≥ 1 are independent and identically distributed (i.i.d.), sampled from
the distribution FX , and Y1, ..., Yn2 ∈ Rp are i.i.d., sampled from the distribution FY . The
two-sample test statistic (also called the energy statistic) for testing the two-sample hypoth-
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H0 : FX = FY






















‖Yj − Yk‖ ,
(1.1)
where ‖Xi − Yj‖ , ‖Xi −Xk‖ , ‖Yj − Yk‖ are the distances from the two samples. Note
that the statistic En1,n2 solely depends on three types of inter-point distances: ‖Xi − Yj‖,
‖Xi −Xk‖, ‖Yj − Y`‖, i, k = 1, . . . , n1, j, ` = 1, . . . , n2. Denote m = n1 + n2. The
paper [41] have showed that it can be efficiently computed with computational complexity
O(mlog(m)) in the univariate case (i.e., p = 1).
When Xi’s and Yj’s are multivariate (i.e., we have p > 1), random projections have
been proposed to find a fast approximation to the statistic En1,n2 . For example, [41] gave
a fast algorithm that is based on random projections, which can achieve O(nm · log(m))
computational complexity, where n is the number of random projections. Note that the
approach in [41] is a pure Monte Carlo approach. The recent advances in the quasi-Monte
Carlo methods [53, 55] have demonstrated that in some settings, utilizing pre-determined
projections can lead to better performance than the completely random ones in the pure
Monte Carlo approach. Quasi-Monte Carlo methods sometimes enjoy faster rate of con-
vergence, e.g., [54].
Our approach turns a distance calculation in a multivariate situation to the one in a
univariate situation. The proposed approach
P1. first projects each multivariate variable along some pre-specified optimal direc-
tions to corresponding one-dimensional subspaces (the projected values are univari-
ate),
P2. then the sum of the `1 norm of the projected values is used to approximate the
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associated distance in the multivariate setting.
More specifically, let’s suppose the multivariate variable is v = (v1, ..., vp) ∈ Rp. Recall





For n ≥ 1, our objective is to identify the projection directions, which can be represented
by vectors u1, u2, ..., un ∈ Rp, and a predetermined constant Cn ∈ R, such that for any




∣∣uTi v∣∣ . (1.2)




∣∣uTi Xi − uTi Yj∣∣. Note that uTi Xi and uTi Yj are univariate. Therefore
the fast algorithm in the one-dimensional case can be utilized.
We continue with the example of the energy distances. Recall that the pre-specified




wXi ∈ R, w = 1, ..., n; i = 1, ..., n1; and
Ywj = u
T
wYj ∈ R, w = 1, ..., n; j = 1, ..., n2.
The distance between any two multivariate variables can be approximated by the sum of
these projections multiplying by a constant:

































































The second equation is true because in the one-dimensional case, the `2 norm becomes the
absolute value. Then one can apply the fast algorithms for univariate variables to calculate
the energy statistic in (1.3).
Remark: Our method is not restricted to the calculation of the energy statistic, or
other distance-based statistics. It can also be applied to the calculation of the distance-
based smooth kernel functions.
In this chapter, we first give a detailed description of our strategy to find the optimal
pre-specified projection directions. We formulate the searching for optimal projection di-
rections problem as a minimax optimization problem. Let {u1, u2, · · · , un} denote the
optimal set of projection directions, they should minimize the worst-case difference be-
tween the true distance and the approximate distance. Equation (1.4) below shows this idea









∣∣uTw(Xi − Yj)∣∣− ‖Xi − Yj‖
∣∣∣∣∣ . (1.4)
Discussion on how to solve the above problem is presented in Section 2.2.
In general, the problem in (1.4) is a nonconvex optimization problem, which is poten-
tially NP-hard. We found that in two special cases, the optimal directions can be derived
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analytically: (a) the 2-dimensional case and (b) when the dimension is equal to the number
of projections. More details on these two special cases are presented in Section 2.3. In
general cases, we propose a greedy algorithm to find the projection directions. Note that
the greedy algorithm terminates at a local optimal solution to (1.4). In this case, we cannot
theoretically guaranteed that the found directions correspond to the global solution to the
problem in (1.4), which is the case in most nonconvex optimization problems. At the same
time, the simulations show that our approach can still outperform the pure Monte Carlo
approach in many occasions.
The rest of this chapter is organized as follows. Section 2.2 shows the formulation of
our problem. Section 2.3 provides the analytical solutions to the problem in (1.4) in two
special cases. Section 2.4 presents the numerical algorithm for the general cases. In Section
2.5, the simulation results of our method are furnished. Section 2.6 contains the conclusion
and a summary of our work. All the technical proofs are relegated to the appendix (Section
??).
We adopt the following notations. Throughout this chapter, we use p to denote the
dimension of the data. The sample size is denoted by m. The number of projections is
denoted by n.
2.2 Problem formulation
As mentioned above, in order to estimate the distance between two multivariate variables,
we project them onto some pre-specified one-dimensional linear subspaces. We present
details in the following. Suppose the multivariate variable is v = (v1, ..., vp) ∈ Rp. Recall






Our objective is to design u1, u2, ..., un ∈ Rp, for n ≥ 1, and Cn ∈ R, such that for any




∣∣uTi v∣∣ . (2.5)
We would like to turn a distance (i.e., norm) of a multivariate variable v into a weighted
sum of the absolute values of some of its one dimensional projections (i.e., uTi v’s), knowing
that the one dimensional projections may facilitate efficient numerical algorithms.
Without loss of generality, we may assume ||v|| = 1. The approximation problem in










In words, we would like to select u1, ..., un and Cn such that the approximation in (2.5) has
the minimal discrepancy in the worst case. One can verify that the problem in (2.6) and the
problem in (1.4) share the same solutions.
To solve the problem in (2.6), the following two quantities are needed. For fixed










∣∣uTi v∣∣ , (2.8)
where Vmax and Vmin are the maximum and minimum of
n∑
i=1
∣∣uTi v∣∣ among all possible v
under the constraint ||v||2 = 1, respectively. With these two quantities (i.e., Vmax and Vmin),
we have the following result.







Furthermore, the solutions of u1, u2, ..., un in problem (2.6) are identical to the solutions







The above theorem indicates that the minimax problem in (2.6) is equivalent to the
maximization problem in (2.9). Note that in general, both problems are nonconvex, there-
fore potentially NP-hard. In our analysis, we found that both formulations (in (2.6) and
(2.9)) are convenient in various steps of derivation. Both of them are used in later analysis.
2.3 Derivable analytical results
We present the two special cases where analytical solutions are derivable. When the dimen-
sion is 2 (i.e., p = 2), we show in Section 2.3.1 that an analytical solution to the problem in
(2.9) is available. In Section 2.3.2, we present another case (when the dimension of the data
is equal to the number of projections, that is we have n = p) where an analytic solution to
the problem in (2.9) is derivable.
2.3.1 Special case when the dimension is 2
When the multivariate variables are two-dimensional, we can get the exact optimal projec-
tions that minimize the worse-case discrepancy. The following theorem describes such a
result.




−1θi , i = 1, ..., n.




+ kiπ, i = 1, ..., n (3.10)
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where each ki ∈ N.
Specially, when n is odd, the optimal solutions can be represented by the equally spaced
points on the circle. Furthermore, we can get the error rate in the 2-dimensional case, as in
the following theorem.
















Remark:Theorem 2.3.2 can be used as a guidance of choosing the number of direc-
tions. Assume we would like to control the squared error to be ε. Then, we can get 1
n2
= ε,
and therefore the number of directions should be larger than 1√
ε
.
In the above theorem, the random vector v is sampled independently from the Uniform
distribution on the unit circle S1. Note that the squared error rate isO(1/n2). The following
theorem presents the corresponding rate for the pure random projections.
















In the above theorem, both random vector v and vectors ui’s are independently sampled
from the Uniform distribution on the unit circle (S1). The squared error rate in the pure
Monte Carlo case is O(1/n). These two theorems illustrate the theoretical advantage of
adopting the pre-calculated projection directions (in relative to the random projections).
Such a phenomenon has been discovered in the literature regarding the quasi-Monte Carlo
methodology.
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2.3.2 Second special case with provable result
When the dimension is larger than 2, the problem in (2.6) is challenging. There is some
potentially relevant literature in mathematics, such as the searching for algorithms to locate
the equally-distributed points on the surfaces of some high-dimensional spheres [42, 43,
44]. We fail to locate the exact solutions to our problem.
Our analysis indicates that when the number of projections is equal to the dimension, an
analytical solution to the problem in (2.6) is derivable. We present details in the following.
To derive our analytical solution in a special case, we need to revisit two quantities, Vmin
and Vmax, which have been introduced in (2.7) and (2.8). The following lemma is about
Vmax.












siui with the maximal norm out of the all possible 2n linear combi-
nations. Let {smaxi ∈ {1,−1} : i = 1, ..., n} denote the solution for (3.11) when u1, · · · , un
are given. The Algorithm 4 formally presents the aforementioned approach. Assume we









i ’s denote the si’s that can achieve Vmax in the k-th loop. We have the Algorithm 4.
As for Vmin, suppose vmin is a minimizer of Vmin. We have the following property for
vmin.
Lemma 2.3.5. For fixed u1, u2, ..., un ∈ Rp, if Ω is an intersection of Sp−1 and a linear








Algorithm 4 Find smaxi ’s in the k-loop
Initialization: Unit vectors u(k)1 , u
(k)
2 , . . . , u
(k)
n ∈ Sp−1 are given.
Iteration: s(k)i ’s.
1: for binary combination of s(k)i ’s do










∥∥∥∥ be the maximum among
all the possible values, is the smaxi ’s, which is denoted as s
(k)
i ’s.
must have uTj vmin = 0 for at least one j (1 ≤ j ≤ n).
Geometrically, the above lemma indicates that vector vmin should be orthogonal to at
least one of the projection vector uj . For vector vmin, we will need the following definition
to further our derivation.






j vmin = 0
}
⊂ {u1, ..., un},
and it cannot be a strict subset for another Ω(v′min) where v
′
min is a minimizer that is differ-
ent from vmin.
Lemma 2.3.5 ensures that the set Ω(vmin) cannot be empty. The following lemma shows
that the linear subspace that is spanned by the elements of Ω(vmin) must have certain di-
mensions.
Lemma 2.3.7. If Ω(vmin) is a maximal subset of u1, ..., un, we must have
rank (Ω(vmin)) = p− 1,
for any minimizer vmin.
Recall p is the dimension of the data. The above lemma essentially states that the space
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that is spanned by the elements of Ω(vmin) is the orthogonal complement subspace of the
one-dimensional space that is spanned by the vector vmin.
One direct corollary of Lemma 2.3.7 is that the cardinality of the set Ω(vmin) is at least






This inspires us to use Algorithm 5 to find vmin as well as Ω(vmin) if all the uj’s are given.




2 , ..., u
(k)
n .
Algorithm 5 Find vmin and Ω(vmin) in the k-loop
Initialization: Unit vectors u(k)1 , u
(k)
2 , . . . , u
(k)
n ∈ Sp−1 are given.
Iteration: v(k) and Ω(v(k)).
1: for (p− 1) combination of u(k)i ’s, denoted as Sut do
2: while rank(Sut ) < p− 1 do
3: Add another uj that is not in the set Sut ;
4: end while
5: Find the orthogonal direction of the set Sut , which is one of the candidates of v
(k),





∣∣∣∣(u(k)i )T v(k)t ∣∣∣∣.
6: end for
7: The v(k)t , that can make the value of f(v
(k)
t ) be the minimum among all the possible
f(v
(k)
t ) values, is the vmin, which is denoted as v(k), and the corresponding Sut set is the
set Ω(vmin), which is denoted as Ω(v(k)).
From Lemma 2.3.7 we can get the exact solution for the special case when the number
of projection directions is equal to the dimension of the multivariate variables, which is
described in the following theorem.
Theorem 2.3.8. When the number of projections is equal to the dimension of the data, i.e.,
we have n = p, the optimal solution in (2.9) satisfies the following condition:
uTi uj = 0,∀i 6= j. (3.12)
The above is equivalent to stating that the set {u1, u2, · · · , un} forms an orthonormal basis
in Rp.
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2.4 Numerical approach in general cases
When p > 2 and n 6= p, we propose an algorithm to identify the optimal projections
u1, u2, ..., un, such that they solve (2.9). Per Lemma 2.3.4 and the definition of smaxi ’s, the






























where vmin and Ω(vmin) are defined in Section 2.3.2. We assume that the set Ω(vmin)










We use a method that is similar to the coordinate descent algorithm [51, 45] to search
for the optimal solutions of (2.9). Details of our algorithm can be found in Algorithm 6.
The optimal solution can be achieved by in a loop, maximizing (4.13) with respect to one
ui, while the others are fixed. We then iteratively maximize the objective function in (4.13)
until the value of the objective function (4.13) cannot be increased.









possible sets at the kth
iteration. For any u(k)j 6∈ Ω(k), without loss of generality, we assume that u1 6∈ Ω(k). The
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Without loss of generality, we can assume smax1 = 1. This is because, recalling that (s
max
i )’s





















∣∣uTi v(k)∣∣ , and B = n∑
i=2
smaxi ui.
Note that quantities A and B do not depend on u1. Our objective is to derive a strategy to
maximize the quantity in (4.15) as a function of the vector variable u1.
We first solve a constrained version of the above maximization problem. We define
Σ(v, θ) = {x : ‖x‖ = 1, 〈x, v〉 = θ}, for any fixed θ ∈ [0, π), where 〈·, ·〉 denote the angle
between two vectors. Conditioning on u1 ∈ Σ(v, θ), and v = v(k), maximizing the function




Note that the numerator is not a function of u1. Consequently, it is equivalent to minimizing
‖x+B‖ , where x ∈ Σ(v, θ).
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The following lemma presents an analytical solution to the above minimization problem.
Lemma 2.4.1. Given a vector B, a constant θ ∈ [0, π), and a unit-norm vector v, the
















|cos θ|+ A∥∥∥∥v cos θ +B + | sin θ|√BTB−(vTB)2 [(vTB)v −B]
∥∥∥∥ . (4.19)
Maximizing (4.16) with respect to θ is equivalent to maximizing (4.19). For fixed A, B,
and v, the right hand side of (4.19) is a function of θ. The following Theorem 2.4.2 gives
the solution to the above problem.





BTB [cosα + A cos(α− θ)− sin θ sin(α− θ)]




BTB [− cosα + A cos(α− θ) + sin θ sin(α− θ)]




where α satisfies sinα = v
TB√
BTB






The above theorem indicates that one can adopt a line search algorithm to compute for
θ.
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Based on all the above, the Algorithm 6 (below) furnishes a coordinate ascent scheme
to maximize the objective in (2.9).
Algorithm 6 Optimal projection algorithm
Initialization: Set a threshold ∆ > 0, initial unit vectors u(0)1 , u
(0)
2 , ..., u
(0)
n ∈ Sp−1. Thus,
by Algorithm 4 and 5, we can get the corresponding values v(0),Ω(0)(v(0)), and s(0)i ’s.
1: repeat
2: In the k-th loop, suppose the previous u(k−1)1 , u
(k−1)
2 , . . . , u
(k−1)
n are known.
3: for u(k−1)j 6∈ Ω(k−1)(v(k−1)) do










i , and denote the zeros as θ
∗.








6: By Algorithm 4 and 5, we can get the corresponding values v(k),Ω(k)(v(k)), and
s
(k)
i ’s, based on the newly updated uj’s, which also give us the value of Vmin and Vmax.
7: Compute Vmin/Vmax.
8: end for
9: Pick the u(k)j 6∈ Ω(k−1)(v(k−1)) that gives the maximal value of Vmin/Vmax in the
above loop.
10: if The value of Vmin/Vmax decreases then
11: Go back to u(k−1)j .
12: end if
13: until The increment of Vmin/Vmax is less than ∆.
2.5 Simulations
In the previous section, the optimal projections for both the special cases and the general
case are provided. The simulations will follow the same order. The simulations are about
the comparison of the Monte Carlo method and our method for the special cases and then
for the general case.
According to [41], Monte Carlo method is to select some random directions, denoted as
wi, i = 1, . . . , n, on the unit sphere Sp−1 and project the vector we would like to estimate,
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that is v, along these directions, so the norm of the vector v could be estimated as















In all the experiments, we randomly select 100 unit vectors on the sphere as the vectors
that we would like to estimate, in order to get the mean squared error for comparison
between the Monte Carlo method and the method we propose.
2.5.1 When the dimension is 2
When the dimension is equal to 2, the exact solution can be found as well as the mean
squared error rate. So we randomly select 100 unit vectors on the sphere as the vectors that
we would like to estimate. For both the Monte Carlo method and our optimal projection
method, we calculate the mean squared error over these 100 vectors. More specifically,
the squared error between the true norm of the vector, which is 1, and the estimated norm
is calculated for each of the 100 unit vectors when the number of directions is fixed. By
taking the mean of the 100 squared errors from the previous step, we get the mean squared
error for given number of directions. The number of directions used in our simulation is
from 2 to 10000. Figure 2.1 shows the comparison between our method and Monte Carlo
method regarding the logarithm of the mean squared error and the number of projection
directions. From the figure, we can see that our method performs better than the Monte
Carlo, and the advantage becomes more obvious when the number of projection directions
increases.
2.5.2 When we have n = p
When the dimension p is equal to the number of projection directions n, recall that in
Theorem 2.3.8, we give the exact solution of the pre-specified directions. Similar to what
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Figure 2.1: Optimal projection vs. Monte Carlo in the 2 dimensional case
we have done in the 2-dimensional case, we randomly select 100 unit vectors on the sphere
Sp−1, with dimension p varying from 8 to 11. So the number of projection directions is
varying from 8 to 11 correspondingly. We calculate the mean squared error of both the
Monte Carlo method and our optimal projection method for each p using the same strategy
as before. The details are in the Figure 2.2, where the x-axis represents the dimension, and
y-axis represents the mean squared error.
2.5.3 General setting: n ≥ p
When the dimension p is larger than 2 and n 6= p, the exact solution of (2.9) can not be
obtained. Therefore, we adopt the Algorithm 6. Like in previous simulations, we randomly
select 100 unit vectors on the sphere Sp−1, with dimension p varying from 3 to the number
of directions minus 1, and the fixed number of directions to be 8, 9, 10, 11, respectively,
and calculate the mean squared error of both the Monte Carlo method and our optimal
projection method for each p using the same strategy as before. Figure 2.3, 2.4, 2.5 and 2.6
show the comparison, where the x-axis represents the dimension, and y-axis represents the
mean squared error.
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Figure 2.2: Optimal projection vs. Monte Carlo in the n = p case
Figure 2.3: Optimal projection vs. Monte Carlo for dimension varying from 3 to 7 in the
case n = 8
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Figure 2.4: Optimal projection vs. Monte Carlo for dimension varying from 3 to 8 in the
case n = 9
Figure 2.5: Optimal projection vs. Monte Carlo for dimension varying from 3 to 9 in the
case n = 10
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Figure 2.6: Optimal projection vs. Monte Carlo for dimension varying from 3 to 10 in the
case n = 11
Overall, we can see that our method performs better than the Monte Carlo method.
2.6 Conclusion
We propose a new method to calculate the distance, which is critical in computing the
distance-based statistics, and can also be utilized in the calculation of the kernel functions
that are distance-based and smooth. The main idea is to use the sum of the norms of the
projections along a set of pre-calculated directions to approximate the original norm. By
doing so, one can utilize the fast algorithm for univariate variables that has been proposed
by [40]. The advantage is that the computational complexity is reduced from O(m2) to
O(mlog(m)) where m is the sample size. These pre-specified directions can be found by
minimizing the difference between the estimated distance and the true value in the worst
case. The associated problem is eventually a nonconvex optimization problem. We de-
rive the exact solutions when dimension is equal to either 2 or the number of projection
directions. In general cases, we propose an algorithm to find the projection directions.
The simulations show the advantage of the proposed method versus the pure Monte Carlo
approach, via comparing the mean squared errors.
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CHAPTER 3
A NEW SEMIDEFINITE PROGRAMMING ALGORITHM FOR POWER FLOW
AND POWER SYSTEM STATE ESTIMATION
This chapter proposes a new semidefinite programming algorithm to solve both the power
flow and poweer system state estimation problem. Both two kinds of problems are non-
convex, and convex relaxation is the typical approach to non-convexity in power systems
area, while the objective functions are required to be carefully designed in order to keep the
equivalency before and after relaxation. In this chapter, we first reformulate the two types of
complex-valued problems as non-convex real-valued ones. Rather than convex relaxation,
we further show that the solution of these problems can be found by alternately solving
two semidefinite programming problems. Convergence analysis is provided, and we also
give the conditions under which the equivalency holds between the original problem and
the newly proposed sequence optimization problem. Numerical results on the typical bus
systems demonstrate that our method is more applicable than the classical weighted least
square method when the voltage angles are not close to zero. In addition, our method shows
strong robustness regarding the start point and is significantly advantageous over the others
especially when bad data exist.
3.1 Introduction
An electrical power system facilitates supplying, delivering, and consuming the electric
power, where precise operating points and state estimation are important, not only for both
the reliability and security of the whole power networks, but also for the economic con-
siderations. In order to get accurate solutions, power flow analysis and power system state
estimation have been developed, studied, and applied in many practical problems, such as
optimal power flow, network reconfiguration, and so on [73]. The remaining of section 2.1
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is organized as follows: subsection 3.1.1 gives a brief review of previous studies in power
flow analysis and power system state estimation; subsection 3.1.2 states our contributions;
subsection 3.1.3 includes the notations in this chapter.
3.1.1 Previous Studies
Power flow analysis is a steady state analysis to determine the voltages (both magnitudes
and angles) for each bus in a power flow system given loading conditions, so as to get
the whole picture of the power flows of the system. It is a helpful and necessary step for
the future planning. For example, power flow analysis can be performed for the study of
various hypothetical situations, such as, a line taken off for repairing, to help people better
prepare for the potential system failures. The basic equations in power flow analysis are
a set of quadratic equations derived from the laws in physics. In general, it is a strong
NP-hard problem [56].
Many methods have been developed in order to solve the power flow equations [57].
One direction is to find the solutions by the exact expressions of the power flow equations,
the other is to get the approximate solutions to the power flow problem [58]. For the latter
one, the DC power flow equations are derived ([59, 60]) for simplification, such that fast
algorithms can be implemented. At the same time, however, accuracy can only be achieved
to a reasonable degree. Therefore there is a trade-off between speed and accuracy. This
chapter focuses on the former direction, to explore methods of solving the AC equations
with the emphasis on accuracy.
To solve the power flow equations, the Gauss-Seidel method and the Newton-Raphson
method [61], and their variants [62, 63] are the most popular iterative methods in power
flow analysis, in which the quadratic convergence is guaranteed as long as the initializations
are reasonable. This type of methods have been used for many years and the disadvantages
that have been criticized are mainly regarding the heavy reliance on the starting values
(the convergence guarantee can only be proved if the starting point is close to the true
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solution). In addition, these methods are only applicable when voltage phases are close to
zero. Another way of solving it is to formulate this problem as a semidefinite programming
by convex relaxation ([78, 77]). Lots of recent work have been devoted in this range, such
as [65, 66, 67, 68].
Besides power flow analysis, a highly related topic, state estimation problem is also
common in practice. The purpose of state estimation is to get the voltages estimation
(both magnitudes and angles) for each bus given system measurements [69], Weighted least
squares estimation has been widely used in state estimation, but its sensitivity to outliers
makes it not robust. Therefore, least absolute value estimation has been implemented in
order to get robustness. No matter weighed least squares or least absolute value method,
linear programming is a common strategy to solve the nonconvex problem [70, 71], which
intrigues the linear approximation in each iteration step. Similar to power flow analysis,
semidefinite programming can also be utilized on robust state estimation, which is usually
done by relax the nonconvex constraints to convex ones, in order to be solvable.
Overall, whether in power flow analysis or robust state estimation, the formulated prob-
lem is indeed to find a rank one matrix with a set of semidefinite constraints. Current liter-
atures use different convex relaxation strategies to solve it: Weng et al. drop the rank one
constraint and do weighted least square (WLS) or weighted least absolute value (WLAV)
estimation in [64] ; In the chapter [67] and [72], the authors relax the rank one problem as
a trace minimization problem by carefully choosing the multiplied matrix in the objective
trace function; other techniques, like stochastic gradient in [68], are also applied. Convex
relaxation, however, needs to be handled delicately as the accuracy is garanteed only if re-
laxation conditions are satisfied. Because of the potential intractability of these relaxation
methods in practice, this chapter targets at the original nonconvex problem and gets the
solution by alternately solving a pair of convex optimization problems.
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3.1.2 Our Contributions
Our method can be seen as an improvement of the conic relaxation method in [67]. We
follow the same structure to transform the net power and branch power constraints into
the trace formulation by constructing a series of matrices based on the admittance matrices
of both the net, the from-end branches and the to-end branches. Instead of constructing
the problem on complex domain as in [67], we prove that the problem can be equivalently
formulated into a complex-valued problems with a real-valued objective function.
Furthermore, while most existing literatures including [67] make use of convex relax-
ation to overcome the nonconvexity of the original problem, ours does not, in consideration
of the potential impracticability of the relaxing requirements. For example, in [67], a pre-
constructed matrixM0 is added as an additional constraint in the relaxed convex problem,
which depends on the value of the solution to the problem. More specifically, as stated
in [67], “it is impossible to design the matrix M0 in advance without knowing the phase
angle difference ]vs−]vt”, where ]vs and ]vt are the voltage angles of the s-th and t-th
bus respectively. Although they give several options to construct the matrix M0 based on
susceptance and conductance matrices, one needs to choose carefully to keep the relaxation
equivalency, which brings uncertainty of the accuracy of the solutions in practice. More-
over, the chapter [67] assumes that we have all the measurements of voltage magnitudes
for each bus, which may not be practical in reality either. In order to overcome the poten-
tial difficulties, we handle the problem differently. Rather than constructing matrix M0 to
relax the nonconvex optimization problem into a convex one, we formulate it as a sequence
optimization problem which iteratively solves two convex problems, with no need to con-
struct additional matrices and can be implemented in more general cases. We show that
this strategy can not only be used in the classical power flow problem, but also be extended
to the power system state estimation problem with strong robustness. Moreover, [67] is
mainly focused on the scenarios where only the measurements of nodal voltage magni-
tudes and branch active power flows are given, whereas our method is applicable in more
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general cases. Besides, in comparison with weighted least squares method, our method can
perform well when true voltage angles are large while weighted least squares can produce
reasonable solutions when true voltage angles are close to zero.
3.1.3 Notations
In this chapter, the boldface lowercase letters represent vectors, and the boldface uppercase
letters represent matrices. Sets are represented by calligraphic letters. More specifically,
HN represents the set ofN×N Hermitian matrices, RN represents the set ofN×1 vectors,
and S2N represents the set of 2N×2N symmetric matrices. The symbol (·)T , (·)∗ represents
the transpose and the conjugate transpose of a vector or a matrix. The symbol tr(·),R·, I·,
and rank(·) represent the trace, the real part, the imaginary part, and the rank of a matrix.
diag(·) denotes a diagonal matrix whose diagonal entries are given by the vector inside the
parentheses. X  0 indicates that the matrixX is nonnegative semidefinite.
3.2 Preliminaries
Consider an electric power network withN buses andL branches. The setN = {1, · · · , N}
is denoted as the set of buses, and the set L = {1, · · · , L} is denoted as the set of branches.
Vector v = (vk)N×1 ∈ CN×1 represents the nodal complex voltage vector. The net in-
jected complex power at bus k (k ∈ N ) is denoted as sk = pk + qkj, where j =
√
−1,
and the complex power injections entering the line l ∈ L through the from and to ends
of the branch as slf = plf + qlfj and slt = plt + qltj, respectively. Y is denoted as the
nodal admittance matrix of the power network, and Yf and Yt are the from and to branch
admittance matrices respectively. From Ohm’s law, the overall current, and the from and
to branch current can be written as
i = Y v, if = Yfv, it = Ytv.
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Let {e1, · · · , eN} and {d1, · · · ,dL} denote the canonical basis vectors in RN , and the











(EkY − Y ∗Ek) .
(2.1)
As we know sk = i∗kvk, then for each k ∈ N , the voltage magnitude |vk|, and the active
and reactive net injected power pk and qk can be expressed as
|vk|2 = tr (Ekvv∗) ,
pk = tr (Yk,pvv∗) ,
qk = tr (Yk,qvv∗) .
(2.2)










































then, for each line l ∈ L from node i to node j, pl,f , ql,f – the active and reactive power of
the from end of the branch l, and pl,t, ql,t – the active and reactive power of the to end of




∗) , ql,f = tr (Yl,qfvv∗) ,
pl,t = tr (Yl,ptvv
∗) , ql,t = tr (Yl,qtvv
∗) .
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Therefore, if we assume there are M measurements, and the set M is defined as M =
{1, · · · ,M}, then the nodal and line measurements can be represented by the following
quadratic formulations of the complex voltage v
tr (Mjvv∗) = zj, ∀j ∈M,
where {Mj}j∈M can be arbitrary measurement matrices from (2.1) and (2.3), and {zj}j∈M
are the known nodal or line measurements.
LetX = vv∗. Then, the power flow problem can be written as
find v ∈ CN
s.t. tr (MjX) = zj, ∀j ∈M,
X = vv∗.
(2.4)
3.3 Power Flow Analysis
We know from linear algebra that X = vv∗ is equivalent to X  0 and rank(X) = 1.
Therefore the problem (2.4) is equivalent to the following problem
find X ∈ HN




So our focus now is to solve problem (3.5), which is the equivalent version of problem
(2.4). Recall that X is a complex matrix. We denote the real and image part of X as RX
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is transformed to real domain as shown in Proposition 3.3.1 shows further reformulation of
Problem (2.4) based on Problem (3.5).
Proposition 3.3.1. Then problem (2.4) is equivalent to
find X ∈ HN




From the above we can see that as long as we can get the solution of the problem (3.7),
the power flow analysis problem can be solved. The difficult part is that problem (3.7) is a
nonconvex NP-hard optimization problem. According to the chapter in [74, Chapter 4.5],
the problem can be expressed as a sequence optimization problem. Suppose the eigenval-
ues of Z ∈ S2N are λ1(Z) ≥ λ2(Z) ≥ . . . λ2N(Z). If Z satisfies the following conditions
in the problem (3.7): rank(Z) = 2, and Z  0, the sum
2N∑
i=3
λi(Z) should reach its min-
imum 0. Moreover, since matrix X satisfies the linear constraints, the rank of X cannot
be smaller than 1, which indicates the rank of Z cannot be smaller than 2 based on the
proof of Proposition 3.7. Therefore, if the problem (3.7) is feasible, then there exists some
matrix Z such that rank(Z) ≤ 2, and Z  0, which also reaches the minimum of the sum
2N∑
i=3
λi(Z). Therefore problem (3.7) can be expressed as an optimization problem with the
same constraints and an objective function of minimizing the sum
2N∑
i=3
λi(Z), and the sum
2N∑
i=3
λi(Z) has an equivalent expression as shown in Theorem 3.3.2.
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where the set Φ is defined as in [74]:
Φ =
{
W ∈ S2N : 0 W  I, tr(W ) = 2N − 2
}
, (3.9)
which is the convex hull of the rank-(2N − 2) projection matrices.







s.t. tr (MjX) = zj, ∀j ∈M,
X  0.
(3.10)
The condition under which the equivalence is guaranteed, is stated as follows.
Theorem 3.3.3. The rank of the matrix X is 1, if and only if there exists a W ∈ Φ, such
that
tr(WZ) = 0. (3.11)
Recall that the set Φ is defined in (3.9) in Theorem 3.3.2.




s.t. tr (MjX) = zj, ∀j ∈M,
X  0,
(3.12)
which is convex optimization problem. Similarly, for any fixed matrix Z obtained by
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which is also convex. Therefore, the solution of the problem (3.10) can be obtained by
iteratively solving the two convex problem (3.12) and (3.13).
Assume the solution of the problem (3.7) is Xsol. There are many methods aiming at
recovering the vector v. In this chapter, we use the method from [79]:
1). The voltage magnitudes of each bus are determined by |Xsol,kk|, k = 1, 2, . . . , N ;
2). The voltage angles are obtained by the following optimization problem with the as-




|]Xst − (]vs − ]vt)|
s.t. ]vref = d0.
3.4 Power System State Estimation
If errors exist, residual terms will be added to the constraints and we get
tr (MjX) + rj = zj, ∀j ∈M,
where rj is the residual for each measurement zj , and the measurements not only consist
of the net active and reactive powers, but also the branch active and reactive powers.







s.t. tr (MjX) + rj = zj ∀j ∈M,
X = vv∗.
(4.14)
Using the same strategy as in Theorem 3.3.1, we can get the equivalent real version of
the problem (4.14). The proof is skipped as it will be the same as in Theorem 3.3.1.
Proposition 3.4.1. If we use the same notation in (3.6) in Proposition 3.3.1, then problem









If we can get the solution of the problem (4.15), by using the same strategy as in Sec-
tion 3.3, the vector v can be recovered. To solve problem (4.15), similarly as in power




















s.t. tr (MjX) + rj = zj, ∀j ∈M,
X  0,
(4.17)
which is convex. For any fixed matrix Z obtained by solving the problem (4.17), denoted












which is also a convex problem. Therefore, the solution of the problem (3.10) can be
obtained by iteratively solving the two convex problem (4.17) and (4.18).
3.5 Convergence Analysis
The only difference between the formulation of our method in the power flow analysis and
robust state estimation is whether the residual term exists or not, which in this case does
not affect the convergency. If the convergence property of our method holds in the power
flow analysis so does it in robust state estimation. Therefore we do not distinguish them
in this section and will give conclusions in general. But the Appendix C.6 will cover the
proofs in the circumstance of state estimation in case of doubts. All proofs are relegated to
the appendix.
First of all, we show that the convex iteration can achieve the local optimality as defined
in [74].
Theorem 3.5.1. Assume the initial value of matrix W is W (0). The solutions of W
and Z in the k-th iteration are denoted as W (k) and Z(k), respectively. Then, the series{
tr(W (k)Z(k))
}
is bounded and decreasing, thus convergent.
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Remark: State estimation version of Theorem 3.5.1 is shown in the following Thoerem
3.5.2, and proof can be found in the Appendix.
Theorem 3.5.2. Assume the initial value of matrix W is W (0). The solutions of W
and Z in the k-th iteration are denoted as W (k) and Z(k), respectively. Then, the series{
M∑
j=1
|r(k)j |+ tr(W (k)Z(k))
}
is bounded and decreasing, thus convergent.
Next we show that such matrixW in Theorem 3.3.3 exists.
Theorem 3.5.3. Suppose Z is the solution of the problem (3.7). Then there exists a matrix
W satisfying condition (3.11) and (3.9).
One can always choose the zero matrix 0 or identity matrix I as the initial value of
the matrix W if there is no better way to initialize it. Assume the global optimal value of
the problem is Zopt. The optimal projection direction, denoted as Wopd is defined as the
matrixW ∈ Φ such that tr(WZopt) = 0. IfWopd is a solution of the convex minimization
problem in the iterations, then according to Theorem 3.5.1, the local optimality would reach
the global optimal value, 0. In this case, the local optimum is actually the global optimum.
3.6 Numerical Tests
This section presents the numerical results for robust state estimation in addition to power
flow analysis. The datasets used here are all from Matpower [76]. Two methods, the
method in Zhang et al. [67] and the weighted least squares via Newton’s method, are used
for comparison to verify the advantage of our method. For simplification, the weighted
least squares via Newton’s method is denoted as WLS. The performance of each method is





where v is the true voltage, and N is the length of the vector v, or the number of buses in
the power network in our case. For the simplification of all calculations, we always use the
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flat start, the identity matrix as the initial start value of the matrix X in our algorithm. In
Zhang’s method, they provide several choices for designing the matrix M0: Y ∗Y , −B,
αI − B, real symmetric matrix with negative values at entries corresponding to the line
flow measurements and zero elsewhere, and entries corresponding to the line flow (s, t)
measurements being −Bst and M0;ii =
N∑
j=1
|Bij| for all i ∈ {1, . . . , N}. We run them all
and select the one that has the best result.
The rest of this section is organized as follows. Subsection 3.6.2 shows simulation
results for state estimation problems. We conduct noise study, bad data study,and start value
study in this subsection to compare our method with Zhang’s method and WLS method in
different scenarios. In subsection 3.6.1, we show that our method can also be applied to
power flow analysis.
3.6.1 Power Flow (PF) Simulation Results
The known measurements for the classical power flow problem (PF) are 1). Voltage mag-
nitudes for the reference bus and the PV buses; 2). Real power measurements for PV
buses; 3). Reactive power measurements for PQ buses. The voltage phase for the refer-
ence bus is also given. The true voltage magnitudes are chosen from the uniform distri-
bution Unif[0.9, 1.1], and the true voltage angles (degrees) are from uniform distribution
Unif[−θ, θ], where θ = 5, 10, 15, . . . , 90. For each θ, we repeat the simulation for 50 times,
and record the average values of RMSE and time for our method and the classical WLS
method. Figure 3.1, 3.2, and 3.3 show the simulation results for the 9-, 30-, and 57- bus
systems.
Overall, WLS performs faster than our method, however, when θ goes beyond 5 or 10
degrees, it diverges quickly and fails to find the true solutions. Although our algorithm
consumes more time, it is capable of keeping the accuracy when θ is moderately large.
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Mean RMSE Mean Time
Figure 3.1: 9-bus system power flow problem simulation
Mean RMSE Mean Time
Figure 3.2: 30-bus system power flow problem simulation
Mean RMSE Mean Time
Figure 3.3: 57-bus system power flow problem simulation
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3.6.2 Power System State Estimation (PSSE) Simulation Results
Comparison with Zhang’s Method
First of all, we conduct our method under the same circumstances as in [67]. The mea-
surements are 1). voltage magnitudes for all buses; 2). active power flows at both ends
of all lines of a spanning tree of the network. Zero-mean Gaussian noises are added with
0.002 and 0.001 per unit standard deviations for squared voltage magnitudes and line flows
respectively. Besides, 20% of randomly chosen line flow measurements are generated as
bad data, which are contaminated by adding zero-mean Gaussian noises with 0.1 per unit
standard deviation. We repeat the simulation for 100 times. Figure 3.4 and 3.5 show the
simulation results for the 57- and 118- bus systems. Both our method and Zhang’s method
outperform WLS in these situations. Our method is able to achieve smaller RMSE with
smaller variation.
RMSE Comparison Boxplot
Figure 3.4: Our method vs. Zhang’s method vs. WLS in the 57-bus system.
Noise Study
In this part, we introduce Gaussian noise terms for all of the measurements for the 9-, 57-
, and 118- bus systems. Particularly for the 9-bus system, we introduce Gaussian noise
N(0, 0.0012) and use the following: 1). Voltage magnitude for the reference bus and the
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RMSE Comparison Boxplot
Figure 3.5: Our method vs. Zhang’s method vs. WLS in the 118-bus system.
PV buses; 2). Real power constraints for all buses; 3). Reactive power constraints for the
PQ buses; 4). From-end branch real and reactive power constraints for branch 1,3,4,5,7;
5). To-end branch real and reactive power constraints for branch 7,8. We conduct the
simulation for 100 times. Figure 3.6 shows the simulation results for it. Zhang’s method
is worse than the classical WLS and our method, while ours can get the comparably good
solutions as WLS.
N(0, 0.0012) noises Boxplot
Figure 3.6: Simulation results with noises in the 9-bus system.
For the 57-bus systems, as in [67] their method are more suitable when all the volt-
age magnitudes are given, so we select the following measurements to run the simulation
in order to make fair comparison. 1). voltage magnitudes at all buses; 2). power flow
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measurements per line of a minimal spanning tree. We introduce the N(0, 0.0012) and the
N(0, 0.012) noises to all the measurement respectively, and repeat the simulation for 100
times. Figure 3.7 shows the results with different noise variances. In both settings, WLS
is worse than the other two, and ours still performs comparably well with Zhang’s method,
and with slightly better RMSE in terms of both mean and variance.
N(0, 0.0012) noises Boxplot for N(0, 0.0012)
N(0, 0.012) noises Boxplot for N(0, 0.012)
Figure 3.7: Simulation results with N(0, 0.0012) and N(0, 0.012) noises in the 57-bus sys-
tem.
For the 118-bus system, we go back to the general setting as follows: 1). Voltage
magnitude for the reference bus and the PV buses; 2). Real power constraints for all buses;
3). Reactive power constraints for the PQ buses; 4). From-end branch real and reactive
power constraints; 5). To-end branch real and reactive power constraints. The simulation
results are shown in Figure 3.8. Without the specific voltage magnitude constraints for
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Figure 3.8: Simulation results with N(0, 0.0012) noises in the 118-bus system.
all buses, Zhang’s method does not perform well although still better than WLS, while
our method outperforms the other two and remains the same order of RMSE as previous
situations.
Bad Data Study
Following the same structure as in the previous noise study section 3.6.2, in additional to
noises, we introduce bad data to the measurement as well. The selected measurements
for each bus system are the same as previous study. In the 9-bus system, we conduct
two different bad data situations: (i). an error of N(−2, 0.0012) is added to a randomly
selected measurement (the reactive power of the to-end of the branch 8), in addition to the
N(0, 0.0012) noises for all measurements; (ii) in addition to the error introduced in (i), we
add one more error of N(2, 0.0012) to another randomly selected measurement (the real
power of the from-end of the branch 5). Figure 3.9 shows the simulation results for both
situations. WLS does not perform well when bad data exist, while both our method and
Zhang’s method can successfully recover a good state estimation, and ours has a better
estimate with smaller RMSE and less variance.
In the 57-bus system, apart from the N(0, 0.0012) noises, we add ten randomly selected
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One Error N(−2, 0.0012) Our Method vs. Zhang’s Method
Two Errors N(∓2, 0.0012) Our Method vs. Zhang’s Method
Figure 3.9: Bad data simulation results with N(0, 0.0012) noises in the 9-bus system.
70
bad data to the measurements. The bad data follows Gaussian distribution N(2, 0.0012).
Figure 3.10 is the simulation summary. Both our method and Zhang’s method are signifi-
cantly better than WLS, while our method shows slightly better properties on the solutions.
Ten Errors N(2, 0.0012) Our Method vs. Zhang’s Method
Figure 3.10: Bad data simulation results with N(0, 0.0012) noises in the 57-bus system.
For the 118-bus system, similarly, we also add ten randomly selected bad data to the
measurements with Gaussian distribution N(2, 0.0012). Figure 3.11 gives the simulation
results for the three methods with similar pattern as in Figure 3.8. Our method shows
advantages over WLS and Zhang’s method.
Start Value Study
In simulations, it is critical to find the rightM0 matrix as the start value in Zhang’s method
in order to get correct solutions. The searching process needs a lot of efforts and in reality
will bring risks and uncertainty to the solutions if the right matrix M0 is not found. How-
ever, the flat start, identity matrix works in all the simulation we run. Figure 3.12 gives the
demonstration of influences of different start values on the results of our method based on
the 57-bus system with N(0, 0.0012) noises added to all constraints. In this case, we ran-
domly pick the values between 0 and 1 for each entry of the starting matrixW , and repeat
for 100 times. Simulation results show that our method is not sensitive to the starting value
compared to Zhang’s method. Other cases also show the similar patterns.
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Figure 3.11: Ten errors with N(0, 0.0012) noises in the 118-bus system.
Figure 3.12: Different start values with N(0, 0.0012) noises in the 57-bus system.
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3.7 Conclusion
In this chapter, we develop a new semidefinite programming algorithm for both the power
flow and power system state estimation problems. We first formulates the two complex-
valued problems into two non-convex problems with real-valued objective functions and
semidefinite constraints. Rather than doing convex relaxation to overcome the disadvan-
tages of nonconvexity, we instead formulate it as a sequence optimization problem, which
is to solve two well-defined convex problems and avoids the matrix preconstruction in the
objective function of the convex relaxation programming such as in the method in [67].
This makes our algorithm more adaptable and applicable in complicated or uninformative
circumstances. In order to show the feasibility and convergency, we provide convergence
analysis for our new algorithm and the condition when equivalency holds between the
sequence optimization problem and the non-convex semidefinite programming problem.
Furthermore, by conducting simulations on the classical power flow systems, iteratively
method shows comparable performance in the situations that other methods - the convex
relaxation method in [67], and the weighted least squares method via Newton’s method -
are applicable, such as situations when all voltage magnitudes are known, situations when
the voltage angles are small. Moreover, in other situations, such as not all voltage mag-
nitudes are known or the voltage angles are not close to zero, our method still works and
outperforms the others. Furthermore, the simulation results show that our method has good
performance when bad data exist. Overall, we are confident to recommend our newly pro-
posed method in both power flow analysis and power system state estimation, especially





PROOFS IN CHAPTER 1
A.1 Proof of Lemma 1.2.8
Proof. As W is a subspace of Rp satisfying W⊥ ⊂ W⊥X , we have
W ⊃ WX , and W \WX ⊂ W⊥X .
Because P⊥WXX ⊥ Y according to our Assumption 1.2.6, we know
PW\WXX ⊥ Y.
Therefore, based on (2.4), we know that the minimal value of V2(uTX ′, Y ) is 0, which
indicates Pu∗X ⊥ Y . Therefore u∗ can only come from the subspace W \WX ⊂ W⊥X .
Apparently u∗ 6∈ W⊥ since we ahve u∗ ∈ W as shown above, which implies that





is larger than the dimension of the subspace W⊥, which can also be
written as
W⊥ ⊂ K⊥ ⊆ W⊥X .
A.2 Proof of Lemma 1.2.11





























































































From another point of view, as in Definition 1.2.1, for any two random vectorsX ∈ Rp,
Y ∈ Rq, and a pre-specified direction u ∈ Rp,
V2(uTX, Y ) = E
[












|uT (X −X ′)|
]
E [|Y − Y ′|q] .
Define
g(X,X ′) = E
[
|Y − Y ′|q − |Y − Y ′′|q − |Y ′ − Y ′′|q + E [|Y − Y ′|q]
∣∣X,X ′] . (2.1)
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Then the function V2(uTX, Y ) can be rewritten as
V2(uTX, Y ) = E
[
g(X,X ′)|uT (X −X ′)|
]
. (2.2)
Now we consider the sample version. From (2.1), an estimate of g(X,X ′) can be, for
given X = Xi, and X ′ = Xj,
















which further gives us an estimate of V2(uTX, Y ).
Note that all gij’s (i, j = 1, · · · , N) can be computed and one can verify the following
properties of gij’s:
1. for any 1 ≤ i 6= j ≤ N , we have gij = gji, i.e., gij’s are symmetric subject to the
subscripts switching;








gij|uT (Xi−Xj)| = 2
N∑
i,j=1,j>i
gij|uT (Xi−Xj)| = 2 (‖M+u‖1 − ‖M−u‖1)
Omitting the constant 1
N2




subject to: ‖u‖2 = 1.
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A.3 Proof of Lemma 1.3.1
Proof. Suppose the statement, u→ u∗, as N →∞ is not true. Then we can select a subse-
quence {uN} such that lim
N→∞
uN = u
′, where u′ 6= argmin
{




V2((u′)TX ′, Y ) > V2((u∗)TX ′, Y ). (3.3)
As uN = argmin {‖M+u‖1 − ‖M−u‖1 : u ∈ W ′, ‖u‖2 = 1}, we have
1
N2
(‖M+uN‖1 − ‖M−uN‖1) <
1
N2
(‖M+u∗‖1 − ‖M−u∗‖1) . (3.4)
Since 1
N2





(‖M+uN‖1 − ‖M−uN‖1) =
1
N2
(‖M+u′‖1 − ‖M−u′‖1) . (3.5)
According to Theorem 1.2.4 and (3.5), letting N →∞ on both sides of equation (3.4),
we can get
V2((u′)TX ′, Y ) < V2((u∗)TX ′, Y ).
This is a contradiction to (3.3), which implies our assumption is not true. Therefore, we
have u→ u∗, as N →∞.
A.4 Proof of Theorem 1.3.3
Proof. Let Û⊥ be the orthonormal basis of Ŵ⊥X – the orthogonal complement of ŴX .
From Lemma 1.3.1 we know that each ûi in Û⊥ is convergent to some unit vector, ui in
W⊥X , where U
⊥ = [u1, u2, . . . ] is the orthonormal basis of W⊥X .
There exist matrix Û and U , such that [Û⊥, Û ], [U⊥, U ] are p-by-p orthonormal matrix,
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where span(U) is an orthonormal basis of WX . Then,





As Û⊥ → U⊥ as N →∞, we have
lim
N→∞





A.5 Proof of Theorem 1.3.4
Proof. Theorem 6 in [20] shows that
for all 0 < α < 0.215,
lim
N→∞








Let γ = 1− α. The theorem is proved.
A.6 Proof of Lemma 1.4.2
Proof. The proof is based on Prof. Udell’s ORIE 6326 slides at Cornell and Prof. Lieven
Vandenberghe’s EE236 slides. The right-hand side can be equivalently written as f ∗(y) +
f(x) = yTx by the definition of conjugate function. Therefore, the proof is finished if the
following holds
x ∈ ∂f ∗(y)⇐⇒ f ∗(y) + f(x) = yTx. (6.6)
When f : Rp → R is lower semi-continuous and convex, the following two proposi-
tions holds, which leads to Equation (6.6).
Proposition A.6.1. y ∈ ∂f(x)⇐⇒ f ∗(y) + f(x) = yTx.
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Proposition A.6.2. y ∈ ∂f(x)⇐⇒ x ∈ ∂f ∗(y).
A.7 Proof of Proposition B.3.2
Proof. By definition of subdifferential we have
y ∈ ∂f(x)⇐⇒ yTx−f(x) ≥ yT z−f(z),∀z ⇐⇒ yTx−f(x) ≥ sup
z
{yT z−f(z)} = f ∗(y).
By the definition of conjugate function, we have f ∗(y) ≥ yTx − f(x). Therefore the
following is proved:
y ∈ ∂f(x)⇐⇒ f ∗(y) + f(x) = yTx.
A.8 Proof of Proposition B.3.1
Proof. If y ∈ ∂f(x), according to Proposition B.3.2, we can get f ∗(y) = yTx − f(x).
Therefore, for any z, we have
f ∗(z) = sup
t
{zT t− f(t)} ≥ zTx− f(x) = xT (z− y) + yTx− f(x) = xT (z− y) + f ∗(y),
which indicates x ∈ ∂f ∗(y). As f ∗∗ = f , we can get y ∈ ∂f(x) if x ∈ ∂f ∗(y).
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A.9 Proof of Lemma 1.4.3
Proof. From (4.12), we know















































This is a quadratic programming problem, so the minimization is achieved when the fol-












MT+vl − yk − ρMT+zl
)
.












Again according to (4.12), we know






























A.10 Proof of Lemma 1.4.4
Proof. By definition of function L(uk; ξ(t), ψ(t)), we have
L(uk; ξ


















+‖M+uk‖1 − ‖M+uk+1‖1 + ‖M−uk+1‖1 − ‖M−uk‖1.
Because uk+1 is the solution of min{ ξ
(t)
2
uTu+ ‖M+u‖1 − yTk u}, we have
ξ(t)uk+1 +M
T
+∂‖M+uk+1‖1 − yk = 0.
Multiplied by (uk − uk+1)T , we get
ξ(t)〈uk − uk+1, uk+1〉+ 〈uk − uk+1,MT+∂‖M+uk+1‖1〉 − 〈uk − uk+1, yk〉 3 0.
Then we have
ξ(t)〈uk − uk+1, uk+1〉 = − (∂‖M+uk+1‖1)T M+uk + ‖M+uk+1‖1 + 〈uk − uk+1, yk〉.
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Therefore L(uk; ξ(t))− L(uk+1; ξ(t)) can be written as
L(uk; ξ




‖uk+1 − uk‖22 − (∂‖M+uk+1‖1)









‖uk+1 − uk‖22 +
(


















−〈uk+1 − uk, yk〉.




















− 〈uk+1 − uk, yk〉.
Since yk ∈ ∂h(uk; ξ(t), ψ(t)), we have
h(uk+1; ξ
(t), ψ(t))− h(uk; ξ(t), ψ(t)) ≥ yTk (uk+1 − uk),
















−〈uk+1−uk, yk〉 ≥ 0.
Therefore we get
L(uk; ξ
(t), ψ(t))− L(uk+1; ξ(t), ψ(t)) ≥
ξ(t)
2
‖uk+1 − uk‖22 ≥ 0.
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A.11 Proof of Theorem 1.4.5
Proof. 1. Since we have


















we know that L(u; ξ(t), ψ(t))→∞ as ‖u‖2 →∞, because the quadratic term domi-
nates the value of L(u; ξ(t), ψ(t)). Then for any u0 ∈ Rp, the set
{
u ∈ Rp : L(u; ξ(t), ψ(t)) ≤ L(u0; ξ(t), ψ(t))
}
is bounded. L(uk; ξ(t), ψ(t)) is also a non-increasing sequence according to Lemma
1.4.4, which indicates that for any given initial point u0,
{uk} ⊂
{
u ∈ Rp : L(u; ξ(t), ψ(t)) ≤ L(u0; ξ(t), ψ(t))
}
is bounded.
As {L(uk; ξ(t), ψ(t))} is bounded and also monotonically decreasing, {L(uk; ξ(t), ψ(t))}
is convergent. Then, we have
L(uk; ξ
(t), ψ(t))− L(uk+1; ξ(t), ψ(t))→ 0 as k → 0.
From Lemma 1.4.4 we know
L(uk; ξ
(t), ψ(t))− L(uk+1; ξ(t), ψ(t)) ≥
ξ(t)
2
‖uk+1 − uk‖22 ≥ 0,
so we have
‖uk+1 − uk‖2 → 0 as k → +∞.
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2. Let {ukj} be a sub-sequence of {uk} converging to u(t) 6= 0.
We know from our algorithm that









As ukj → u(t) as k →∞, we have





















































As we have proved that ‖uk‖2 is bounded, suppose the upper bound is C. Then the




. Because of the
properties of the norm, we have
‖uk‖2 − ‖u(t)‖2 ≤ ‖uk − u(t)‖2 ≤ ‖uk − u(t)‖1,




‖1 ≤ |M+|‖uk − u(t)‖1,




‖1 ≤ |M−|‖u(t) − uk‖1.
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Therefore, L(uk; ξ(t))− L(u(t); ξ(t)) is upper-bounded by
(
Cξ(t) + |M+|+ |M−|+ ξ(t) − ψ(t)
)
|‖u(t) − uk‖1.
From Lemma 1.4.4 we know that L(uk; ξ(t)) − L(u(t); ξ(t)) ≥ 0. Therefore, we can
get ∣∣L(uk; ξ(t))− L(u(t); ξ(t))∣∣ ≤ C ′|‖uk − u(t)‖1,
where C ′ is a constant. Furthermore, we can get
∣∣L(uk; ξ(t))− L(u(t); ξ(t))∣∣ = O( 1k ).
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APPENDIX B
PROOFS IN CHAPTER 2
All the proofs are included in this chapter, including a proof of Theorem 2.2.1 (Section
B.1)), a proof of Theorem 2.3.1 (Section B.2), a proof of Theorem 2.3.2 (Section B.4), a
proof of Theorem 2.3.3 (Section B.5), a proof of Lemma 2.3.4 (Section B.6), a proof of
Lemma 2.3.5 (Section B.7), a proof of Lemma 2.3.7 (Section B.8), a proof of Theorem
2.3.8 (Section B.9), a proof of Lemma 2.4.1 (Section B.10), and a proof of Theorem 2.4.2
(Section B.11). Some of these proofs involves detailed and potentially tedious derivations.
We try to furnish as much details as deemed reasonable.
B.1 Proof of Theorem 2.2.1
Proof. By definition of Vmin and Vmax, we have
CnVmin − 1 ≤ Cn
n∑
i=1
∣∣uTi v∣∣− 1 ≤ CnVmax − 1.






|uTi v| − 1
∣∣∣∣∣ = max {|CnVmin − 1|, |CnVmax − 1|} . (1.1)
Consider the right hand side of the above as a function of Cn, it is verifiable that the mini-
mum is achieved when





Bringing the above to (1.1), we have
∣∣∣∣ 2Vmin + VmaxVmin − 1
∣∣∣∣ = Vmax − VminVmax + Vmin = 21 + VminVmax − 1. (1.2)







From all the above, the lemma is proved.
B.2 Proof of Theorem 2.3.1
Proof. Without loss of generality, we assume θi = αi + kiπ, where α1 ≤ α2 ≤ ... ≤ αn ∈


















































































































































































|sin(δi + δi+1)|+ 2
n−3∑
i=1



























∣∣∣∣sin(δi2 + δi+1 + ...+ δj
)∣∣∣∣+ n−1∑
j=2
∣∣∣∣sin(δn2 + δ1 + ...+ δj−1
)∣∣∣∣ .







is equal to the
right hand side of (2.8), which means (3.10) is the optimal solution. In order to do that,
we first need to figure out what value the right hand side of (2.8) is. In the following we
use perturbation analysis to show that when δi = πn , which is equivalent to (3.10), the right
hand side achieves the maximum value. And then we show that the left side is equal to the
right side under the condition of (3.10). Therefore our proof can be completed.
For n ≥ 4, Nn and Dn are treated as functions of ∆. Then we have

































When δi = πn , i = 1, ..., n, we have





















Similarly, for Dn, we have
Dn(δ1 + ∆, δ2 −∆, δ3, ..., δn)
= 2
∣∣∣∣sin(δ1 + ∆2
)∣∣∣∣+ 2 ∣∣∣∣sin(δ2 −∆2











































∣∣∣∣sin(δn2 + δ1 + ∆
)∣∣∣∣+ Const,
and





















































































































When δi = πn , i = 1, ..., n, we have















































































Define g(∆) as the following
g(∆) =
Nn(δ1 + ∆, δ2 −∆, δ3, ..., δn)







































Nn(0) = Nn(δ1, δ2, δ3, ..., δn),
Dn(0) = Dn(δ1, δ2, δ3, ..., δn).
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= 0− 0 = 0.
Similarly, for any two δi, δj, simply give some perturbation to them, we can get the





, i = 1, ..., n
}
can maximize the function Nn
Dn
. Furthermore, we can get the maximum of Nn
Dn
by letting



















[2(n− r)− 1] sin (2r+1)π
2n
. (2.11)

















∣∣∣cos(θ − (i−1)πn )∣∣∣, we know f(θ) = f (θ − πn). So we only need to consider
θ ∈ [0, π
n
] to get the maximum.
Recall f(θ) is linear, so the minimum and maximum must be either θ = 0 or θ = π
n
.










































+ 1 if n = 2a+ 1,
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if n = 2a+ 1,
(2.12)














Recall the definition of δi’s, we know that (3.10) is the optimal solution for n ≥ 4.
For n = 3 and 2, by applying the similar strategy, we can get the same result as above.
B.3 Propositions we need in order to prove Theorem 2.3.2


















































































































So by dividing sin π
2n




































































π = 0. (3.14)










































































+ (n− 1) cos π
2n
,
































































− sin (2s− 1)π
2n
,








































































(2s− 1) sin (2s− 1)π
2n













































































































































Therefore, dividing sin π
2n

























































































































B.4 Proof of Theorem 2.3.2














































{∣∣uTi v∣∣}+ 1. (4.20)




(∣∣uTi v∣∣2) , E
v∼Unif(S1)
(∣∣uTi v∣∣ ∣∣uTj v∣∣) , E
v∼Unif(S1)
{∣∣uTi v∣∣} .
In order to calculate E
v∼Unif(S1)
(∣∣uTi v∣∣2), we let ui = (1, 0)′ and v = (cos θ, sin θ)′
without loss of generality. Then,
E
v∼Unif(S1)














Without loss of generality, assume 〈ui, uj〉 = snπ, for all 1 ≤ i, j ≤ n, i 6= j, which
means we can assume
ui = (1, 0)






π)′, s = 1, 2, . . . , n− 1.
Therefore, we have
∣∣uTi v∣∣ · ∣∣uTj v∣∣ = |cos θ| ∣∣∣cos θ cos snπ + sin θ sin snπ∣∣∣
=
∣∣∣cos2 θ cos s
n






As the following equations hold,
cos2 θ =
1 + cos 2θ
2





∣∣uTi v∣∣ · ∣∣uTj v∣∣ can be further written as















(∣∣uTi v∣∣ · ∣∣uTj v∣∣) can be rewritten as follows:
E
v∼Unif(S1)

























































∣∣∣ dθ = π∫
0





































































cos 2θ + cos s
n
























Combining (4.21), we get
E
v∼Unif(S1)























































































































π, s = 0, 1, 2, · · · , n− 1. (4.22)
Then we will get
E
v∼Unif(S1)
(∣∣uTi v∣∣2) = f(0),
E
v∼Unif(S1)
(∣∣uTi v∣∣ · ∣∣uTj v∣∣) = f(s), where 〈ui, uj〉 = snπ, s = 1, 2, · · · , n− 1.(4.23)





{∣∣uTi v∣∣} = E
θ∼Unif(−π,π)
























From (2.12) we can easily verify that




















































































































































In order to calculate the part
n−1∑
s=1
(n − s)f(s) in (4.27), we need the Proposition B.3.2.

















































































B.5 Proof of Theorem 2.3.3
Proof. Monte Carlo method uses random directions to approximate the norm, which means
ui ∼ Unif(S1), i.i.d.



























































(∣∣uTi v∣∣ ∣∣uTj v∣∣) ,
E
ui,v∼Unif(S1)
{∣∣uTi v∣∣} , for all i, j = 1, · · · , n.
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Let ui = (cosφ, sinφ)′, v = (cos θ, sin θ)′, where φ ∼ Unif(0, 2π), θ ∼ Unif(0, 2π).





















(∣∣uTi v∣∣ ∣∣uTj v∣∣)
= E
φi,φj ,θ∼Unif(0,2π)



























































































B.6 Proof of Lemma 2.3.4

















where the second equality is based on a standard trick in optimization [39, Chapter 9.2(ii)].






















where the equality is due to the condition ‖v‖ = 1.








∣∣∣∣∣ , j = 1, ..., p.




∥∥∥∥−1 (because of ‖v‖ = 1).








Combining (6.31) and (6.30), we have (3.11).
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B.7 Proof of Lemma 2.3.5
Proof. We start with a special case: the linear subspace is Rp(the entire space). Obviously
the n hyperplanes {
y : uTi y = 0
}
, for i = 1, 2, ..., n
divide the sphere Sp−1 into at most 2n sectors. Within each sector, functionf(v) is strictly
linear, therefore the minima cannot be an interior point. Recall a boundary point v must
have uTj v = 0 for at least one j, 1 ≤ j ≤ n.
Now we consider a linear subspace with dimension less than p, say, k. Let b1, ..., bk be
































where c = (c1, ..., ck)T and hTi =
(




, i = 1, ..., n. Note that in the early part
of this proof, the ui can be arbitrary.
The above derivation indicates that the latter case can be converted into the former case,
as c ∈ Rk is from the entire space. So we can get
hTi c = 0 for at least one i, 1 ≤ i ≤ n.
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bjcj can also be denoted as v, because any vector on the space is a linear
combination of the orthonormal basis b1, ..., bk.
From all the above, we proved the lemma.
B.8 Proof of Lemma 2.3.7
Proof. For notational simplicity, let us donate Ω = Ω(vmin). We can easily verify the
following
rank(Ω) ≤ p− 1.
Otherwise (i.e., rank(Ω) = p), by the definition of Ω, we will have vmin = 0. Now we show
that
rank(Ω) ≥ p− 1.
We use contradiction. Let us assume that rank(Ω) < p − 1. Define the following comple-
mentary set
Ω⊥ = {x : ‖x‖ = 1, x ⊥ Ω} ,
where x ⊥ Ω stands for that x is perpendicular to the linear space that is spanned by all the












Note that if rank(Ω) < p− 1, we have dim(Ω⊥) ≥ 2.
By Lemma 2.3.5, we can declare that there exists uj 6∈ Ω, uTj vmin = 0. However, this
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contradicts to the definition of Ω, which is supposed to be the maximal subset.
B.9 Proof of Theorem 2.3.8
Proof. When n = p, we have
f(v) = |uT1 v|+ |uT2 v|+ ...+ |uTp v|, for u1, ...up, v ∈ Sp−1.
According to the Lemma 2.3.7, we have





j vmin = 0
}
, and vmin is the minimizer of f(v). So the minimizer
of f(v) must satisfy that it is orthogonal to p− 1 linearly independent uj’s.
Assume every p − 1 uj’s are linearly independent. Then the minimizer is among the






combinations of uj’s, and each combination is correspond to 2 unit vectors orthogonal to
one of the p − 1 uj’s. (These 2 unit vectors are the two directions that are orthogonal to a
p − 1 spaces in Rp.) Thus there are totally 2p unit vectors that might be the minimizer of
f(v).
Suppose p of the 2p unit vectors are those whose first nonzero entry is positive. Denote
them as v−(1), v−(2), ..., v−(p). Then the other p unit vectors would be−v−(1),−v−(2), ...,−v−(p).




uj = 0,∀j 6= i, j ∈ {1, 2, ..., p}.
Thus the minimum value of f(v) can be upper bounded by the average of the function
109









































































































































































































































































v−(3) · · · 1

.
We claim that min
si=±1
sTΣs is upper bounded by p, and min
si=±1




v−(j) = 0,∀i 6= j.




v−(j) 6= 0, then there
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exists some s, such that sTΣs ≤ p. Suppose there does not exist such s, which means for
any s, the following holds,

























this will lead to
∑
si=±1
sTΣs > 2pp, which is a contradiction of (9.36). So we proved that








v−(j) = 0,∀i 6= j, which means Σ = Ip, we have min
si=±1
sTΣs = p.
We know that v−(i)’s only depends on ui’s, and when uTi uj = 0,∀i 6= j, we have(
v−(i)
)T
v−(j) = 0, ∀i 6= j. So when the following holds,
uTi uj = 0, ∀i 6= j,
min
si=±1



























∥∥∥∥∥ = √p. (9.37)
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combined with (9.38), we can arrive at the conclusion and finish the proof of the Lemma.
Let us assume
uTi uj = 0,∀i 6= j.
Without loss of generality, we can assume ui = ei, ∀i 6= j, where ei’s are the basic vectors




|vi|, v ∈ Sp−1.
We can easily verify the following, min
v




p. So when uTi uj =


























B.10 Proof of Lemma 2.4.1





1 + ‖B‖2 + 2 〈x,B〉 ,
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Suppose x∗ is the solution to the above problem (4.17). Then x∗ is the farthest point toB on
the circle that satisfies the constraints ‖x‖ = 1, 〈x, v〉 = θ. The three points x∗, v, and B
must be on a same plane. Therefore, we can assume
x∗ = av + bB. (10.40)





〈av + bB,B〉 ,
which is equivalent to
min
a,b
avTB + bBTB (10.41)
s.t.

a2 + b2‖B‖2 + 2abvTB = 1
a+ bvTB = cos θ.
(10.42)
Bringing the second equation in the constraints (10.42), that is,
a = cos θ − bvTB (10.43)
into (10.41), we have
min
b








+ cos θ2 = 1. (10.44)
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Then the solution to (10.44) is
b = ± sin θ√
BTB − (vTB)2
.
Since BTB − (vTB)2 ≥ 0, the minimum is achieved when
b = − | sin θ|√
BTB − (vTB)2
. (10.45)
Combining (10.45) with (10.43), we can get the solution.
B.11 Proof of Theorem 2.4.2
Proof. If θ ∈ [0, π), the square of the denominator of (4.18) becomes
1 + 2vTB cos θ +BTB − 2 sin θ
√













Similarly, if θ ∈ [π, 2π), then the square of the denominator of (4.18) becomes
1 + 2vTB cos θ +BTB + 2 sin θ
√
BTB − (vTB)2 = 1 +BTB + 2
√
BTB sin(α + θ),
where α is the same defined as above.
Hence, for θ ∈ [0, π), we have
f(θ) =
| cos θ|+ A√





for θ ∈ [π, 2π), we have
f(θ) =
| cos θ|+ A√
1 +BTB + 2
√
BTB sin(α + θ)
,
which is equivalent to
f(θ) =
| cos θ|+ A√
1 +BTB + 2
√
BTB sin(α + θ)
,
where θ ∈ [−π, 0), which is also equivalent to
f(θ) =
| cos θ|+ A√




where θ ∈ [0, π).
So the problem we want to solve is actually to maximize
f(θ) =
| cos θ|+ A√
1 +BTB + 2
√
BTB sin(α− θ)
on θ ∈ [0, π).
Under the first order condition, we have that if θ∗ maximizes f(θ), then 0 = f ′(θ∗).
When θ ∈ [0, π
2
), the first order differentiable function of f(θ) can be written as
f ′(θ) =
−(1 +BTB) sin θ +
√
BTB [cosα + A cos(α− θ)− sin θ sin(α− θ)](




When θ ∈ [π
2
, π), the first order differentiable function of f(θ) can be written as
f ′(θ) =
(1 +BTB) sin θ +
√
BTB [− cosα + A cos(α− θ) + sin θ sin(α− θ)](









BTB [cosα + A cos(α− θ)− sin θ sin(α− θ)]




BTB [− cosα + A cos(α− θ) + sin θ sin(α− θ)]
+(1 +BTB) sin θ if θ ∈ [π
2
, π),
Then our goal becomes to find the zeros of the function g(θ).
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APPENDIX C
PROOFS IN CHAPTER 3
C.1 Proof of Proposition 3.3.1
Proof. If we denote v as v = a+ ib, where a, b ∈ RN . Then matrix X can be expressed
as
X = vv∗ = (a+ ib)(a+ ib)∗ = (aa′ − bb′) + i(ab′ + ba′).
According to the definition of matrix Z in (3.6), we have
Z =
 aa′ − bb′ −(ab′ + ba′)
(ab′ + ba′) aa′ − bb′
 ,






Therefore, the rank of matrix Z satisfies rankZ ≤ 2.
Next we show that rank of Z cannot be smaller than 2. Recall that rank of matrix X
is 1, which is equivalent to the statement that there is only one nonzero solution to the
equation
Xx = λx. (1.1)
(Here the vectors that have different lengths but the same or opposite directions are not
seen as different solutions.) Assume x = α+ iβ. Thenonly one nonzero solution existing
for equation (1.1) is equivalent to saying that there is only one solution regarding α and β
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to the equation
(RXα− IXβ) + i(RXβ + IXα) = λα+ iλβ,
that is, there is only one solution regarding α and β to the equations
RXα− IXβ = λα, IXα+RXβ = λβ, (1.2)







If we denote y ∈ R2N , then the above equation can be rewritten as Zy = λy, which
means matrixZ has at least one nonzero eigenvalue. For that eigenvalue, the corresponding
eigenvectors are at least [α′, β′]′ and [−β′, α′]′. So the rank of matrix Z is at least 2.
Therefore, the rank of matrix Z is equal to 2. Thus proof is completed.
C.2 Proof of Theorem 3.3.2
Proof. Before the proof, we need the following theorem from [75]:








where U ∈ Φn,K = {U ∈ Sn : 0  U  I, trU = K}.
By letting n = 2N , K = 1,A = Z, and U = I −W in Theorem C.2.1, we have
max
W∈Φ
< Z, I −W >= λ1(Z) + λ2(Z). (2.3)
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As we know







λi(Z) =< Z, I > −max
W∈Φ
< Z, I −W >
=< Z, I > + min
W∈Φ
< Z,W − I >
= min
W∈Φ
< Z,W > .
C.3 Proof of Theorem 3.3.3






Since Z satisfies Z  0, we have
2N∑
i=3
λi(Z) ≥ 0. Therefore, equation (3.11) is a sufficient
condition for rankZ = 2. The necessity can also be confirmed by Theorem 3.3.2.
C.4 Proof of Theorem 3.5.1
Proof. In each iteration k, the matrixW (k) andZ(k) are positive definite matrices. We first
prove that tr(W (k)Z(k)) is lower bounded.
According to the properties of positive semidefinite matrices, we can say that there
exists some matrixA, such that Z(k) = A1/2A1/2. Then, tr(W (k)Z(k)) can be written as
tr(W (k)Z(k)) = tr(W (k)A1/2A1/2) = tr(A1/2W (k)A1/2). (4.4)
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As for any vector x, we have
xT (A1/2W (k)A1/2)x = (A1/2x)TW (k)(A1/2x),
whose trace is positive as W (k) is positive semidefinite. Therefore, A1/2W (k)A1/2 is a
positive semidefinite matrix, which indicates
tr(A1/2W (k)A1/2) ≥ 0.





lower bounded by 0.
Next, because the two convex optimization problems in each iteration are all minimiz-
ing problems, the following observation can be obtained:





is a decreasing series, and it has a upper bound
tr(W (0)Z(0)).




is both bounded and decreasing, it is convergent.
C.5 Proof of Theorem 3.5.3
Proof. Since the rank of matrix Z is 2, we can write Z as
Z = vvT ,
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where v is the 2N × 2 matrix. Therefore, the condition (3.11) can be written as
tr(WvvT ) = 0. (5.5)
AsW is a nonnegative semidefinite symmetric matrix, it can be decomposed as
W = UΛUT , (5.6)
where columns of U is the eigenvectors, Λ is a diagonal matrix whose diagonal elements
are eigenvalues. Then, by substituting (5.6) into (5.5), we can get







Assume the eigenvalues ofW are {λ1, . . . , λ2N}. Then, matrix Λ is equal to
Λ = diag {λ1, . . . , λ2N} .
According to condition (3.9), we know
0 W  I,
which implies
0  Λ = diag {λ1, . . . , λ2N}  I.
Therefore, we have
0 ≤ λi ≤ 1, i = 1, . . . , 2N. (5.8)
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Condition (3.9) also tells us




λi = 2N − 2. (5.9)
In (5.7), if we let w = UTv, then we have
tr(ΛwwT ) = 0,








The above equation tells us that if wij 6= 0, then we must have λi = 0. From (5.8) and
(5.9), we know the λi’s satisfy that there exist 1 ≤ i0 ≤ 2N , such that λi0 = 0, and
λi = 1, for i 6= i0. So matrix Λ can be constructed. Therefore, the matrix w must satisfy
wi1 = wi2 = 0, for i 6= i0. Assume U = (u1, . . . ,u2N). Then, because of w = UTv, we
have uTi v = [wi1, wi2]. Therefore, we know that for i 6= i0, uTi v = 0. So matrix U can
also be constructed. Overall, matrixW exists and can be constructed.
C.6 Convergence Analysis for State Estimation
Similar to the case of power flow analysis, we have Theorem 3.5.2 to guarantee the local
optimality. The proofs are as follows:
C.6.1 Proof of Theorem 3.5.2
Proof. Based on the same proof in the proof of Theorem 3.5.1, we can show that tr(W (k)Z(k))
is lower bounded by 0, that is,
tr(W (k)Z(k)) ≥ 0.
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As the other term
M∑
j=1




|r(k)j |+ tr(W (k)Z(k))
}
is also lower bounded by 0. Before we proceed to the next step, the equivalent representa-
tion of the series is stated as follows:
M∑
j=1









Next, same as in the proof of Theorem 3.5.1, because the two convex optimization problems




























|r(k)j |+ tr(W (k)Z(k))
}




|r(0)j |+ tr(W (0)Z(0)).




|r(k)j |+ tr(W (k)Z(k))
}




[1] K. Pearson, “On lines and planes of closest fit to systems of points in space,” Philo-
sophical Magazine, vol. 2, pp. 559–572, 6 1901.
[2] P. Comon, “Independent component analysis, a new concept?” Signal processing,
vol. 36, no. 3, pp. 287–314, 1994.
[3] W. S. Torgerson, “Theory and methods of scaling.,” 1958.
[4] H. Hotelling, “Relations between two sets of variates,” Biometrika, vol. 28, no. 3/4,
pp. 321–377, 1936.
[5] J. R. Kettenring, “Canonical analysis of several sets of variables,” Biometrika, vol. 58,
no. 3, pp. 433–451, 1971.
[6] G. Andrew, R. Arora, J. Bilmes, and K. Livescu, “Deep canonical correlation analy-
sis,” in International Conference on Machine Learning, 2013, pp. 1247–1255.
[7] P. L. Lai and C. Fyfe, “A neural implementation of canonical correlation analysis,”
Neural Networks, vol. 12, no. 10, pp. 1391–1397, 1999.
[8] ——, “Kernel and nonlinear canonical correlation analysis,” International Journal
of Neural Systems, vol. 10, no. 05, pp. 365–377, 2000.
[9] F. R. Bach and M. I. Jordan, “Kernel independent component analysis,” Journal of
machine learning research, vol. 3, no. Jul, pp. 1–48, 2002.
[10] B. Chang, U. Kruger, R. Kustra, and J. Zhang, “Canonical correlation analysis based
on hilbert-schmidt independence criterion and centered kernel target alignment,” in
International Conference on Machine Learning, 2013, pp. 316–324.
[11] T. W. Anderson, “Estimating linear restrictions on regression coefficients for multi-
variate normal distributions,” The Annals of Mathematical Statistics, pp. 327–351,
1951.
[12] A. J. Izenman, “Reduced-rank regression for the multivariate linear model,” Journal
of multivariate analysis, vol. 5, no. 2, pp. 248–264, 1975.
[13] R. D. Cook and C. M. Setodji, “A model-free test for reduced rank in multivariate re-
gression,” Journal of the American Statistical Association, vol. 98, no. 462, pp. 340–
351, 2003.
125
[14] X. Yin, “Canonical correlation analysis based on information theory,” Journal of
multivariate analysis, vol. 91, no. 2, pp. 161–176, 2004.
[15] A. Mukherjee and J. Zhu, “Reduced rank ridge regression and its kernel extensions,”
Statistical analysis and data mining: the ASA data science journal, vol. 4, no. 6,
pp. 612–622, 2011.
[16] K.-C. Li, “Sliced inverse regression for dimension reduction,” Journal of the Ameri-
can Statistical Association, vol. 86, no. 414, pp. 316–327, 1991.
[17] R. D. Cook and L. Forzani, “Likelihood-based sufficient dimension reduction,” Jour-
nal of the American Statistical Association, vol. 104, no. 485, pp. 197–208, 2009.
[18] K. Chen and Y. Ma, “Analysis of double single index models,” Scandinavian Journal
of Statistics, vol. 44, no. 1, pp. 1–20, 2017.
[19] R. Iaci, X. Yin, and L. Zhu, “The dual central subspaces in dimension reduction,”
Journal of Multivariate Analysis, vol. 145, pp. 178–189, 2016.
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