Abstract-In this paper, while considering the impact of the antenna correlation and the interference from neighboring users, we analyze channel estimation and training sequence design for multiinput multi-output (MIMO) two-way relay systems. To this end, we propose to decompose the bidirectional transmission links into two phases, i.e., the multiple access (MAC) phase and the broadcast (BC) phase. By considering the Kronecker-structured channel model, we derive the optimal linear minimum mean-square-error (LMMSE) channel estimators. The corresponding training designs for the MAC phase and the BC phase are then formulated and solved to improve channel estimation accuracy. For the general scenario of the training sequence design for both phases, two iterative training design algorithms are proposed that are verified to produce training sequences achieving near optimal channel estimation performance. Furthermore, for specific practical scenarios, where the covariance matrices of the channel or disturbances are of particular structures, the optimal training sequence design guidelines are obtained. The minimum required training lengths for channel estimation in both the MAC phase and the BC phase are also analyzed. Comprehensive simulations are carried out to demonstrate the effectiveness of the proposed training designs.
power consumption, enhancing reliability, and extending coverage, it suffers from low spectral efficiency due to the halfduplex nature of the network. To overcome this disadvantage, by using the idea of network coding, two-way relaying (TWR) has been proposed and has received great attention recently. In fact, TWR can maintain the advantages of traditional relaying while doubling spectral efficiency.
The improvement in spectral efficiency in TWR is achieved by applying self-interference cancelation at each source node and extracting the desired information from the received network-coded messages. In this case, the accuracy of the selfinterference cancelation process significantly affects the performance of TWR systems. Moreover, when using the popular amplify-and-forward (AF) relaying strategy, the accuracy of self-interference cancelation process heavily depends on the precision of the channel estimation. Thus, obtaining highly accurate channel state information (CSI) becomes more important in TWR systems compared to traditional one-way relaying systems. In fact, devising new channel estimation schemes for TWR systems has received great attention recently. For example, in [4] , the authors propose to estimate the cascaded channel of TWR systems under the AF relaying strategy. By using multiple phase shift keying (M-PSK) training symbols, blind and partially-blind channel estimators are investigated in [5] , [6] . Different from [4] [5] [6] , where flat fading channels are assumed, the authors in [7] investigate time varying channel estimation via a new complex-exponential basis expansion model. Moreover, in [8] , [9] , the channel estimation for TWR is extended to the scenario of orthogonal frequency division multiplexing (OFDM) systems.
It is worth noting that the works summarized above are concerned with single-antenna TWR systems. As expected, the multi-antenna or multi-input multi-output (MIMO) technique can be introduced into TWR systems to further improve transmission reliability and bandwidth efficiency. One efficient way to realize such performance improvement is to exploit the estimated CSI for the application of source and relay precoding [10] , [11] . Therefore, in MIMO TWR systems, in addition to affecting the performance of self-interference cancelation, inaccurate channel estimation also imposes a negative effect on the precoder design. Fig. 1 depicts a MIMO TWR setup. Let us denote the process of data transmission from the source nodes to the relay and the relay to the source nodes as multiple access (MAC) phase and broadcast (BC) phase, respectively. In [12] , the authors propose a MIMO channel estimator that uses the self-interference as a training sequence to estimate the channel matrices corresponding to the BC phase. In [13] , the performances of different channel estimators, including individual and cascaded channel estimators, are compared based on the least squares (LS) criterion. In [14] , an LS estimator is used to obtain the cascaded channel matrices corresponding to the BC and MAC phases using a single carrier cyclic prefix. Note that in the contributions of [12] [13] [14] , the channel statistics of random channel matrices, whether cascaded channels or individual channels, are assumed to be unknown. Based on the estimation theory, if channel statistics are known, the channel estimation can be conducted under the Bayesian framework and the estimation accuracy can be further enhanced. Hence, by taking these statistics into account, we seek to improve upon the channel estimators in [12] [13] [14] .
Very recently, the authors in [15] , [16] independently investigate the minimum mean-square-error (MMSE) channel estimation for TWR systems based on a correlated Gaussian MIMO channel model. In particular, in [15] , the cascaded channel matrices for AF TWR systems are estimated and the training sequences at the two source nodes are optimized to minimize the total channel estimation MSE. Different from [15] , the authors in [16] aim to estimate the individual channel matrices for each link. To reach this goal, two different estimation schemes, i.e., a superimposed channel training scheme and a two-stage channel estimation scheme, are proposed. In addition, the training sequences at the two source nodes, as well as, at the relay node are jointly optimized to improve channel estimation accuracy.
In this paper, similar to [1] , [12] [13] [14] [15] [16] , while assuming that the channel statistics are known, we analyze and devise channel estimators for correlated MIMO TWR systems. Specifically, we consider the Kronecker-structured channel model, such that the individual channel matrices can be estimated based on the Bayesian framework. However, unlike [15] , [16] , we also take into account the interference from the nearby users. Thus, in this model, the disturbance at each of the source nodes or at the relay node consists of both noise and interference. Note that the considered colored estimation environment may be more practical for applications in today's more densely deployed wireless networks. Although channel estimation in point-topoint MIMO systems in colored environments has been studied in [17] , [18] , to the best of our knowledge, this topic has not been addressed in the TWR scenario.
To enhance TWR performance, we seek to estimate the individual channel matrices corresponding to the source-torelay link and the relay-to-source link, see Fig. 1 . To this end, a new two-phase estimation scheme is proposed, where the bidirectional transmission of a TWR system is decomposed into the MAC phase and the BC phase. For the MAC and BC phases, the channel estimations are performed at the relay node and at the two source nodes, respectively. The proposed estimation scheme is different from the ones in [15] , [16] , where the channel estimation is assumed to only be conducted at the source nodes. As such, our proposed estimation scheme can more efficiently support precoding at the relay since it requires significantly less feedback overhead [10] , [19] , [20] . Based on the proposed estimation scheme, we derive the optimal linear MMSE (LMMSE) estimator for each phase. Next, the corresponding training design problems are formulated with the aim of minimizing the total MSE of channel estimation process for each phase. The training design problem considered here is different from that of [15] , [16] , since we take into account the effect of colored disturbances caused by interference at the relay node and at the source nodes. Moreover, the training design scenarios for point-to-point systems in [17] , [18] are different from the scenario under consideration in this paper, since our proposed training sequence design is optimized to simultaneously enhance channel estimation accuracy over both links in the BC phase and in the MAC phase. Although, for the general scenario, it is difficult to derive the optimal training sequence structures as in [15] [16] [17] [18] , we propose two iterative design algorithms to solve the training design problems. These algorithms are verified to converge quickly to the near optimal solution and to not be sensitive to the initialization process. For some special cases, where the covariance matrices of the channels or disturbances have specific forms, two specific approaches are applied to obtain the optimal training sequences: 1) the original problem is converted into a standard convex optimization problem; 2) the optimal structures of the training sequences are first derived and then used to reduce the original non-convex problem into a simple power allocation problem. Finally, to reduce training overhead, the minimum required training lengths for channel estimation in both the MAC and BC phases are analyzed. Extensive simulations are carried out to support the findings of the paper.
The rest of the paper is organized as follows. In Section II, we present the system model. The LMMSE estimators for both the MAC and BC phases are derived in Section III. The training designs for the MAC and BC phases are analyzed in Section IV and V, respectively. Simulation results are provided in Section VI. We conclude the paper in Section VII.
Notations: E(·) denotes the expectation operator. ⊗ denotes the Kronecker operator. vec(·) signifies the matrix vectorization operator. Superscripts A T , A * , and A H denote the transpose, conjugate, and conjugate transpose of matrix A, respectively. Tr(A), A −1 , det(A), and Rank(A) stand for the trace, inverse, determinant, and rank of A, respectively. λ(A) denotes a vector containing eigenvalues of A. Blkdiag(A 1 , A 2 , · · ·, A N ) denotes a block diagonal matrix constructed by matrices A i , for ∀i. Diag(a) denotes a diagonal matrix with a being its diagonal entries. A(n : m, :) and A(:, n : m) denote the sub-matrices constructed by n to m rows and n to m columns of A, respectively. A 2 F denotes the Frobenius norm of A. ℜ(z) denotes the real part of a complex variable z. The distribution of a circular symmetric complex Gaussian vector with mean vector x and covariance matrix Σ is denoted by C N (x, Σ). C x×y denotes the space of complex x × y matrices. S N and S N + denote the set of symmetric N × N matrices and the set of positive semidefinite N × N matrices, respectively. x y denotes that the vector y majorizes the vector x.
II. SYSTEM MODEL
Consider a TWR system, where sources S 1 and S 2 exchange messages with one another through a relay R. S 1 , R, and S 2 are assumed to be equipped with N 1 , M, and N 2 antennas, respectively. Channel matrices from S 1 and S 2 to R are denoted by H 1 and H 2 , respectively, and channel matrices from R to S 1 and S 2 are denoted by G 1 and G 2 , respectively.
Signal transmission within the TWR system is achieved in two time slots. In the first phase, referred to as the MAC phase, the source node S i , for i = 1, 2, transmit their signals to the relay node R, while in the second phase, referred to as the BC phase, the relay node R forwards its combined received signal to the two source nodes S 1 and S 2 . The proposed channel estimator aims to obtain the individual channels of the two hops, i.e., {H 1 , H 2 , G 1 , G 2 }, which is different from the cases studied in [4] , [15] to estimate the cascaded channel. This approach facilitates the precoding design and/or the power allocation at the relay node, which can further improve the overall system performance [10] , [11] , [19] , and [20] .
Following the transmission in Fig. 1 , we assume that H 1 and H 2 are estimated in the MAC phase via the training signals sent from the two sources, and G 1 and G 2 are estimated in the BC phase via the training signal transmitted from the relay. Moreover, the channels follow quasi-static fadings, i.e., the channel matrices {H 1 , H 2 , G 1 , G 2 } are random but stay constant during the whole duration of transmission.
The received training signals at the relay node in the MAC phase can be expressed as
where s i (t) denotes the training signal at S i and n R (t) represents the correlated disturbance at R. n R (t) includes the total background noise as well as the interference from adjacent communication links, and is modeled as a stochastic process with respect to the time variable t [17] , [18] , [21] . To estimate the channel matrices at the relay, the sources typically need to send a sequence of known training signals. Assuming training sequences have a length of L S , the received signal in (1) can be written in a matrix from as
where
Suppose that the source node S i has a maximum power of τ i during the channel estimation phase, the training sequence S i should fulfill the following power constraint
Now we give the distributions of the channel matrices H i , for i = 1, 2, and the disturbance N R in (2) . We assume that the channel matrices H i , for i = 1, 2, follow the Kroneckerstructured model [15] [16] [17] [18] , [21] and are expressed as
where indexes 't' and 'r' denote the 'transmitter' and 'receiver', respectively; W H i , for i = 1, 2, are assumed to be unknown matrices, where their entries are modeled by C N (0, 1); C r,H denotes the receive correlation matrix of both H 1 and H 2 ; 1 and C t,H i denotes the transmit correlation matrix of H i . In (4), the correlation amongst the channel parameters can be caused by insufficient antenna spacing as verified by the measurements in [22] , [23] . Based on the channel model in (4), we have
with
and Z r,H = C r,H C H r,H . Here, Z t,H i , for i = 1, 2, denote the covariance matrices at the transmitter side, and Z r,H denotes the covariance matrix at the receiver side. We assume that the correlation matrices C r,H and C t,H i , for i = 1, 2, are known in prior. This also implies that the channel covariance matrices Z r,H and Z H i , for i = 1, 2, are known and are in turn used for the training design in the MAC phase.
Regarding the disturbance N R , we denote n R = vec(N R ) and assume that n R is a random vector with mean 0 and E(n R n H R ) = K R . Moreover, K R is structured and modeled by [17] , [18] 
where K q,R ∈ C L S ×L S denotes the temporal covariance matrix; K r,R ∈ C M×M denotes the receive spatial covariance matrix. Moreover, the covariances of disturbance K q,R and K r,R are also known in prior. This further implies that K R is known. K q,R and K r,R shall be utilized for the training design in what follows. In the BC phase, the received training signals at the source nodes are given by
where s R (t) denotes the training signal at the relay node and n i (t) represents the correlated disturbance at the source node S i . By rewriting (7) into the matrix form, we have
with L R being the training sequence length at the relay. The following condition must be met to satisfy the power constraint at the relay node
In (9), τ R denotes the maximum power at the relay node during the training phase. Similar to the MAC phase, the channel matrices in the BC phase also follow the Kronecker-structured model, i.e.,
where W G i , for i = 1, 2, are unknown matrices in which the entries are modeled by C N (0, 1); C t,G denotes the transmit correlation matrix of both G 1 and G 2 ; 2 and C r,G i denotes the receive correlation matrix of G i . We also assume that the correlation matrices C t,G and C r,G i , for i = 1, 2, are known in prior and will be used for the training sequence design in the BC phase. Based on (10), we then have vec(
. As in (6), we denote n i = vec(N i ), for i = 1, 2, and assume that n i is a random vector with mean 0 and E(n i n H i ) = K i with K i having a structure of
where K q,i ∈ C L R ×L R , for i = 1, 2, denote the temporal covariance matrices and K r,i ∈ C N i ×N i , for i = 1, 2, denote the received spatial covariance matrices. Also, we assume that the statistics of K q,i and K r,i , for i = 1, 2, are known in prior.
Other assumptions made throughout this paper are listed as follows. We assume that K r,1 , K r,2 , and K r,R share the same eigenvectors with Z r,G 1 , Z r,G 2 and Z r,H , respectively. This assumption models the following scenarios as summarized in [18] , [21] : 1) Additive noise-limited scenario,
with µ R and µ i being the variances of the additive noises at the relay and the sources S i , respectively; 2) Interference-limited scenario,
, denoting the temporal covariances from nearby interfering users, which implies K r,R = Z r,H and K r,i = Z r,G i , for i = 1, 2; 3) Additive noise and temporally uncorrelated interference scenario,
with ν R and ν i being the powers of the interfering users at the relay and at the source S i , respectively, µ R and µ i being the variances of the additive noises at the relay and at the source S i , respectively; 4) Additive noise and spatially uncorrelated interference scenario,
For ease of the following training designs, we give the following definitions. The eigenvalue decomposition (EVD) of Z t,H i , Z r,H , Z t,G , and Z r,G i are given by
where a ∈ {r,t}, 
where V a,b denotes the unitary eigenvector matrix,
III. CHANNEL ESTIMATION FOR TWO-WAY RELAY SYSTEMS
Following the proposed estimation scheme in Section II, we next obtain the channel estimates based on (2) and (8) . For the estimation during the MAC phase, we rewrite (2) as
, and (15) and applying the identity
we can rewrite (15) into
The estimation of w H based on the LMMSE criterion can be obtained asŵ H = T R y R . The estimation matrix T R has the following form [24] 
w H where C r,H and C t,H are defined in (4) and (15), respectively.
Then, the resulting estimation error, or mean-square-error (MSE), e R can be derived as
where (19) and using the rule (I + AB) −1 = I − A(I + BA) −1 B, we obtain the following more compact form for e R e R = Tr C 0,
During the BC phase, the channel estimation should be based on the received signal in (8) . By vectorizing Y i in (8), we have
C r,G i and
In (23),
IV. TRAINING SEQUENCE DESIGN FOR MAC PHASE
In this section, the design of the training sequences for the MAC phase is analyzed. Namely, we shall optimize the training sequences S 1 and S 2 subject to two source power constraints to minimize the total estimation MSE, i.e., e R in (19) . The corresponding training sequence optimization problem can be formulated as
Before solving (25), we first introduce the following lemma that deals with the minimum length of S, L S .
Lemma 1: For an arbitrary K q,R , for the total MSE to tend to zero as the power at each of source tends to infinity, the minimum length of the source training sequence must be
as the power at each of source tends to infinity.
For K q,R = qI and with finite power at the source nodes, the minimum length of the training sequences transmitted from the source nodes must be r ≤ N 1 + N 2 . It is important to note that r denotes the rank of the optimal solution of S ∈ C (N 1 +N 2 )×L S , where L S is an arbitrary integer satisfying L S ≥ N 1 +N 2 in (25). 3 Proof: See Appendix A. Next, we seek to solve the non-convex optimization problem in (25) with respect to S 1 and S 2 . Although the objective function in (25) has a similar form to that of point-to-point systems, there are two power constraints in (25) that make the problem of solving this non-convex optimization problem more difficult than that of point-to-point systems in [17] and [18] . To proceed, we first note that e R in (20) can be obtained by substituting (18) into (19) . Thus, to make the problem tractable, we propose an iterative algorithm, which decouples the primal problem into two sub-problems such that we can solve each of them in an alternating manner. Let us rewrite (20) into the following form
Then, the optimization problem in (25) is equivalent to
In the first subproblem, we intend to optimize the LMMSE estimator matrix T R for a given S 1 and S 2 . Since T R is not related to the the power constraint, the problem simplifies to an unconstrained optimization problem given by
Given that (28) is convex with respect to T R , the optimal T R can be obtained as given in (18) . In the second subproblem, the training sequences S 1 and S 2 need to be optimized for a given T R by solving the following optimization problem min
We next show that the optimization problem in (29) can be transformed into a convex quadratically constrained quadratic programable (QCQP) problem [25] . To achieve this goal, we first reformulate the last term in (26) as
, and e i
In (30), Eq. (a) is obtained by using the circular property Tr{AB} = Tr{BA} and the matrix identity
Eq. (b) is obtained by using the identity
and Eq. (c) is obtained by using vec(S ⊗
The source power constraint in (29) can be rewritten as
According to (30), (32), and (35), the optimization problem in (29) can be transformed into
Since both E H (T H R T R ⊗ C T tr )E and I ⊗ E i are positive semidefinite matrices, we conclude that the optimization problem in (36) is a convex QCQP problem, which can be easily solved by applying the available software package. In summary, we outline the proposed iterative training design algorithm as follows:
Algorithm 1
• Initialize S 1 , S 2 • Repeat -Update the LMMSE estimator matrix T R using (18) for fixed S 1 and S 2 ; -For a fixed T R , solve the convex QCQP problem in (36) to get the optimal S 1 and S 2 ;
• Until The difference between the MSE from one iteration to another is smaller than a certain predetermined threshold.
Theorem 1:
The proposed iterative precoding design in Algorithm 1 is convergent and the limit point of the iteration is a stationary point of (27) .
Proof: We first prove that Algorithm 1 is convergent. To this end, we show that the sequence of the updates of the value of the objective function in (27) is convergent. Let us denote the value of the objective function in (27) by MSE and define
T as in (15) . We also denote T (n) R and S (n) as the n-th updates of T R and S, respectively. MSE indicates the value of the 2n-th update of MSE when T R = T (n) R and S = S (n) . Consider that the solutions of T R and S from subproblems (28) and (29) , respectively, are optimal. For each update of T R or S, the value of MSE always decreases, i.e., MSE (n) ≤ MSE (n−1) . This further indicates that the sequence {MSE (n) } ∞ n=1 decreases monotonically. Moreover, as the value of MSE is lower bounded (at least by zero), it can be concluded that the sequence {MSE (n) } ∞ n=1 is convergent based on the monotone convergence theorem in [26] , i.e., for an arbitrary ε, we can always find an N such that
Now we prove the convergence of the sequences {T
and {S (n) } ∞ n=1 . We first prove the convergence of
by showing lim n→∞ S (n) − S (n−1) = X (n) = 0 using a contradiction. Assume X (n) = 0 with n → ∞, we then have
which can not approach zero even as n → ∞. This contradicts the result that the sequence {MSE (n) } ∞ n=1 is convergent. This implies that the sequence {S (n) } ∞ n=1 is convergent. Repeating the same argument, we can also prove the convergence of the sequence {T
. As a convergent sequence always has a unique limit point, we, thus, obtain that the sequences {T
and {S (n) } ∞ n=1 always have limit points, which are
We now prove that the limit point is a stationary point of (27) . To proceed, we denoteȲ = {T R ,S 1 ,S 2 }. Since at the limit pointȲ,T R is the local minimizer of subproblem (28) , which implies thatT R satisfies the following Karush-KuhnTucker (KKT) condition [25] 
where e R (S 1 ,S 2 ) denotes the function e R with S 1 and S 2 being evaluated atS 1 andS 2 , respectively. Similarly,S i , for i = 1, 2, is the local minimizer of subproblem (29), which satisfies the following KKT conditions
where λ i is the Lagrangian multiplier associated with the source power constraints. By summing up the KKT conditions given in (37) and (38), it can be concluded that the limit pointȲ satisfies the KKT conditions of the primal problem in (27) , which further means thatȲ is a stationary point of (27) .
To this point, it is shown that the joint source training design can be solved via Algorithm 1. In the following, we illustrate that for some special cases, the optimal solution of (25) can be obtained in closed-form.
A. When K r,R = Z r,H
We first consider the case with K r,R = Z r,H . This case is applicable in the scenario where the disturbance is dominated by the interference from neighboring users as shown in [21] . Accordingly, the LMMSE estimator given in (18) can be rewritten as
and in obtaining Eq. (a), we have used the fact
In (40) 
where T R,1,1
). Based on (40) and (41), (29) is equivalent to the following optimization problem min
Although the optimization in (42) is convex and can be converted to a convex QCQP problem similar to (36). A closer investigation shows that the optimization problem in (42) can be more easily solved compared to (29) . This follows from the fact that the training matrices S 1 and S 2 are fully decoupled in the objective function. As shown below, this specific condition of the optimization in (42) allows us to find a closed-form solution for this problem via the KKT conditions. Such a approach significantly reduces the complexity of solving this optimization problem compared to using the QCQP approach. The Lagrangian function of (42) is first derived as
where λ i is the Lagrangian multiplier associated with the power constraint at the source S i . The KKT conditions for (42) can be derived as follows [25] 
Based on the KKT conditions shown in (43a) and by using (16), the optimal s i Δ = vec(S i ) can be obtained as
where X s,1 
B. When K q,R = qI M
This scenario corresponds to the practical case, where the disturbance consists of both the additive white Gaussian noise and the temporally uncorrelated interference. Similar to the derivations in Appendix A, the total MSE can be derived as
, where α n = σ r,H,n qδ r,R,n . Subsequently, the optimization problem in (25) can be rewritten as min
where E i is defined in (34). Although the optimization problem in (45) is non-convex with respect to S i , it is noted that one may optimize (45) with respect to the positive semidefinite matrix S * S T instead of the training sequence S i . This approach is preferable since in (45), the objective function and the constraint both depend on S * S T and not S i . Hence, by defining Q S Δ = S * S T , the following equivalent problem can be obtained min
Note that although the mapping from S to Q S is a many-to-one mapping, the optimal value of the objective function in (46) is equal to the one in (45). Based on this fact, if we find the optimal solution of (46), which is denoted asQ S , we can always obtain anS S withQ S =S * ST , which is also the optimal solution of (45).
Theorem 2:
The optimization problem in (46) is convex with respect to the positive semidefinite matrix Q S .
Proof: See Appendix C. Next, we further show that the optimization problem in (46) can be solved by transforming it into a semidefinite programming (SDP) problem. By introducing the variables X n for n = 1, 2, · · ·, M, the problem in (46) can be rewritten in an equivalent form as min
By using the Schur complement, (47) can be further transformed into the following SDP problem min
By solving the SDP problem in (48), the optimal solution to the optimization problem in (46) can be obtained. However, this numerical method of solving this optimization problem has a relatively high computational complexity. As such, to obtain the optimal structure of S i and gain a better understanding of the optimization in (45), the following theorem is introduced. Theorem 3: With L S ≥ N 1 + N 2 , the optimal training sequence S i in (45) must satisfy the condition S * 1 S T 2 = 0. In addition, the optimal S i has a form of 
In (49), the optimal λ i is nonnegative and should be selected to satisfy ∑ 
V. TRAINING SEQUENCE DESIGN FOR BC PHASE
In this section, we intend to optimize the training sequence S R by minimizing the total estimation MSE at the two source ends subject to the relay power constraint. According to the MSE derived in (24) , the corresponding problem can be formulated as
It is also worth noting that the training designs for point-topoint systems in [17] , [18] are not applicable to the scenario under consideration here, since the training sequence at the relay, S R , needs to be optimized to enhance channel estimation over both links that connect the relay to the sources nodes. Prior to solving (50), let us first present the minimum training sequence length required for channel estimation in the BC phase. Lemma 3: For arbitrary K q,i , i = 1, 2, for the MSE at the relay to tend to zero as the relay power tends to infinity, the minimum length of the relay training sequence must be L R = M. Otherwise, when L R < M, the total MSE is always lower bounded by
, with σ t,G,m being the m-th largest eigenvalue of Z t,G as the relay power tends to infinity.
For K q,i = q i I, i = 1, 2 and with finite power at the relay, the minimum length of the training sequence transmitted from the relay must be r ≤ M. It is important to note that r denotes the optimal solution of S R ∈ C M×L R , where L R is an arbitrary integer satisfying L R ≥ M in (50).
Proof: Since the proof is similar to the proof of Lemma 1, it is omitted for brevity.
In general, the optimization in (50) is non-convex. Hence, as in Algorithm 1, we first propose an iterative approach to optimize the design of the training sequence at the relay. To this end, the MSE, i.e., e i , given in (24) is rewritten as
Since (22) and (24) are in equivalent form, the optimization problem in (50) can be rewritten as min
In the first subproblem, for a given S R , the optimal LMMSE estimators T 1 and T 2 at the two source ends are obtained as given in (23) . Thus, we focus on solving the second subproblem, where the relay training sequence is optimized for a fixed LMMSE estimator. Similar to (30) and (32), the MSE in (51) is reexpressed as
, and constructed as in (30) . Accordingly, (52) can be rewritten as
Note that different from the source training design, (53) has only one power constraint. Thus, its solution can be obtained via the KKT conditions given by
where λ is the Lagrangian multiplier associated with the relay power constraint. The solution of (53) is obtained as
In (55), if the solution s R with λ = 0 violates the KKT conditions given in (54), λ should be chosen to meet s H R s R = τ R . Consequently, we introduce the following lemma.
Lemma 4: The function g(λ) = s H R s R , with s R defined in (55), monotonically decreases with respect to λ. Moreover, the optimal λ is upper-bounded by
and σ R,min denoting the smallest eigenvalue of A R . Proof: Since the proof is similar to that of Lemma 2, it is omitted for brevity.
Using the above steps, the overall relay training design algorithm can be summarized as follows:
Algorithm 2
• Initialize S R • Repeat -Update the LMMSE estimator matrix T i , for i = 1, 2, using (23) for a fixed S R ; -Update the training signal S R using (55) for a fixed T i , for i = 1, 2;
Note that the convergence property proven for Algorithm 1 also applies to Algorithm 2. Although for the general case the solution of S R can only be obtained via an iterative approach, it is shown that for some special cases, the optimal training sequence S R can be found in closed-form.
A. When K q,i = q i I
In this subsection, we consider that the temporal covariance matrix, K q,i , is a scalar multiple of the identity matrix. This scenario corresponds to the practical case, where the disturbance consists of both the additive white Gaussian noise and the temporally uncorrelated interference. Using similar steps as in Appendix A, we rewrite the MSE in (24) as
where β i,n = σ r,G i ,n δ r,i,n with δ r,i,n being the n-th eigenvalue of K r,i as defined in (14), andβ i,n = β i,n /q i , for i = 1, 2. Then, (50) can be further simplified as
The optimal solution of (56) is given in the following lemma. Lemma 5: The optimal S R in (56) is of the form
where Σ s,R is a positive real diagonal matrix with [Σ s,R ] n,n = σ s,R,n , U t,G is the eigenvector matrix of Z t,G , and V s,R is an arbitrary unitary matrix. The eigenvalues of Z t,G corresponding to the eigenvector matrix U t,G are arranged in the same order as the diagonal elements of Σ s,R . The optimal Σ s,R can be obtained from
t,G,m )}) can be found via the bisection search to meet the relay's power constraint.
Proof: The expression of MSE, i.e., e i , for i = 1, 2, in (56) contains a term Tr[(Z
. If the eigenvalues of Z t,G and S * R S T R are arranged in the same order, we have [27] 
Denote by
is a schur convex function with respect to the eigenvalues of A [18] , based on (59), we see that the minimum value can be reached if U s,R = U t,G and the eigenvalues of Z t,G , i. e., σ t,G,1 , σ t,G,2 , · · ·, σ t,G,M , are arranged in the same order with diagonal elements of Σ s,R , i.e., σ s,R,1 , σ s,R,2 , · · ·, σ s,R,M . With the structure of training sequence given in (57), the original optimization problem in (56) is reduced to the following power allocation problem min σ s,R,n ,∀n
The Lagrangian function of (60) can be written as
where λ is Lagrangian multiplier associated with the power constraint given in (60). Based on the KKT conditions, we obtain (58). Then, by setting σ s,R,m = 0 for ∀m, we obtain the range of λ as shown in Lemma 2.
B. When Z t,G = aI
This case corresponds to a scenario, where the relay antennas are far enough from one to another such that they are spatially uncorrelated. In this case, the corresponding training design problem can be formulated as
whereσ r,G i ,n = aσ r,G i ,n , andβ i,n = aβ i,n for i = 1, 2. In general, the optimization problem in (61) is non-convex with respect to S R . However, when the relay power is large enough, we approximately use the minimum training sequence length in the case of an infinite relay power derived in Lemma 3, i.e., L R = M. Then, (61) is equivalent to the following problem
In obtaining (62) from (61) 
where Q R Δ = S T R S * R . By using similar steps as that in Theorem 2, it can be shown that (63) is convex and it can be readily solved via the following SDP problem min
VI. SIMULATION RESULTS
In this section, we present simulation results to verify the performance of the proposed training design algorithms. The total normalized MSE (NMSE), defined as either
F }, is utilized to illustrate the performance of the proposed algorithms. In all simulations, the channel covariance matrices are assumed to have the following structures for b ∈ {1, 2, R} [17] . Here, the scalar k q,b is a normalization factor similar to the ones used in Z t,b and Z r,b . Moreover, I q,b indicates the strength of the interference from the nearby users. Following the approach in [18] , it is assumed that the received spatial covariance matrix of the disturbance, K r,b , shares the same eigenvalue vectors with Z r,b but with different eigenvalues. For simplicity, the length of the source and relay training sequences are assumed to be L S = N 1 + N 2 and L R = M, respectively. The sum power at the two sources are assumed to be τ 1 + τ 2 = 2P. If not specified otherwise, we assume that N 1 = N 2 = M = 3. Furthermore, the system parameters for the MAC phase are set to: d t,H 1 = 1.5, In Fig. 2 , the convergence behaviors of Algorithms 1 and 2 for different SNRs are shown in subfigures (a) and (b), respectively. It is illustrated that in general, the proposed iterative algorithms converge very quickly and at most 60 iterations are required for them to converge. These results also indicate that as the SNR increases more iterations are needed for the proposed algorithms to converge. In Figs. (3a) and (3b), the convergence of the proposed algorithms are verified for different sets of initializations. In this setup, "Random-1" indicates that a random initial point is selected, "Random-N" implies that N random initial points are tested but the one with the best performance is selected, and "Identity" indicates that S = Blkdiag(aI N 1 , bI N 2 ) and S R = cI M , where a, b, and c are used to satisfy the source and relay power constraints. The results in Figs. (3a) and (3b) indicate that for various SNR values, the proposed iterative training design algorithms are not sensitive to the selected initial point. Furthermore, it is observed that the initialization process denoted by "Identity" performs well as an initial point and can approach the initialization scenario denoted by "Random-10". Hence, in the following, if not state otherwise, the "Identity" initial point is used.
In Fig. 4 , we compare the total NMSE of the proposed iterative training design algorithm with that of [18] , which is intended for point-to-point systems. To make this comparison possible, for the training sequence design in the MAC phase, it is assumed that two source nodes transmit their training sequences in two orthogonal time intervals, i.e., s 1 
In the BC phase, the training sequence, S R is designed according to the channel from the relay to the source S 1 . The plots in Figs. (4a) and (4b) illustrate that compared to the approach in [18] , the proposed training design can significantly improve the accuracy of channel estimation in TWR systems. This gain is even more pronounced when the two source nodes operate at different transmit power levels during the MAC phase and when the strengths of the disturbances at the two source ends are asymmetric, i.e., I q,1 = I q,2 during the BC phase. This can be mainly attributed to the fact that the proposed training design algorithm, i.e., Algorithm 1, takes into account the temporal correlation of the disturbance at the relay node in the MAC phase, while ensuring that the training sequences transmitted from the relay node simultaneously match the channels corresponding to relay-to-source links during the BC phase.
In Fig. 5 , the performance of the proposed training sequence design algorithms and channel estimators in the MAC phase for K q,R = qI M is demonstrated. Three training sequence design approaches are taken into consideration: 1) The iterative design based on Algorithm 1; 2) The SDP design based on (48); and 3) The SVD design based on Theorem 1. As shown in Theorem 3, in this case, the optimization problem for finding the optimal training sequences is convex. Hence, it is well-known that both the SDP and the SVD design schemes can achieve optimal channel estimation performance. This outcome is also verified by the results in Fig. 5 . However, it is interesting to note that the proposed iterative algorithm denoted by Algorithm 1 can also achieve optimal performance, which further verifies its effectiveness for designing the training sequences in the MAC phase. Figs. 6 and 7 present the channel estimation performance for the special cases presented in Sections V-A and V-B during the BC phase. More specifically, in Fig. 6 , the plot with the legend "SVD design" refers to the results in Lemma 5. The results in Fig. 6 show that the proposed iterative design algorithm closely matches the optimal performance obtained in the proposed "SVD design" method. Moreover, the optimality of Algorithm 2 is further verified via the results in Fig. 7 . In this setup we consider the special case presented in Section V-B. Note that since the proposed "SDP design" in Section V-B is optimal, we conclude that the iterative design in Fig. 7 can approach the optimal solution in this special case.
VII. CONCLUSION
In this paper, the problem of channel estimation in MIMO TWR systems was analyzed. Unlike prior work in this field, the impact of the interference from neighboring devices and 
the effect of antenna correlations on the design of training sequences and channel estimation performance were taken into consideration. To obtain the channel parameters corresponding to each individual link, we have proposed to carry out the channel estimation process in two phases: the BC phase and the MAC phase. Next, the optimal LMMSE channel estimators for both phases were derived and the corresponding training sequence design problems for both phases were formulated. Subsequently, to ensure accurate channel estimation in TWR systems, the minimum required length of the training sequences were also analyzed. Since the resulting optimization problems were non-convex in their general form, specific transformations were used to obtain near optimal iterative algorithms for the design of the training sequences. Further analysis showed that the optimal structures of the training sequences can be obtained in closed-form when the channel or the noise temporal covariance matrices have special structures. Simulation results show that the proposed training sequence design algorithms can significantly enhance channel estimation performance in TWR systems.
APPENDIX A PROOF OF LEMMA 1
To prove Lemma 1, we first rewrite (20) into the following form q,R S T ∈ C (N 1 +N 2 )×(N 1 +N 2 ) , to achieve an arbitrary small total MSE with infinite source powers, we must design a training sequence whereβ R,n Δ = β R,n /q. With a finite power at the source, it is assumed that the optimal solution of S 1 and S 2 in (25) results in the optimal S, denoted byS, to have a rank of r ≤ N 1 + N 2 . By using the SVD decomposition, the optimalS can be decomposed toS = U S Σ S V H S , where U S and V S are matrices of size (N 1 +N 2 )×r and L S ×r, respectively, with U H S U S = I r , V H S V S = I r ; Σ S is an r × r diagonal singular-value matrix. The optimal S 1 and S 2 can be denoted asS 1 N 2 , : ). Subsequently, a newS given byS = U S Σ S , can be obtained that achieves an equal total MSE as that ofS, however, with a shorter training sequence length of L S = r. Furthermore, the newS 1 = U S,1 Σ S andS 2 = U S,2 Σ S require the same power at the sources nodes compared toS 1 andS 2 . This completes the proof of Lemma 1.
APPENDIX B PROOF OF LEMMA 2
By taking the gradient of g(λ i ), we can easily verify that g(λ i ) decreases with λ i }. Next, we mainly focus on deriving the upper bound of λ i . The source power constraint can be rewritten as In (46), the feasible set established by the power constraints is convex since the function Tr(E i Q S ) is linear [25] . To prove the convexity of (46), it is sufficient to show that the objective function is convex. Without loss of generality, we denote that f (Q S ) = Tr[(Z
−1
t,H + α n Q S ) −1 ]. Using the fact that a function is convex if and only if it is convex when restricted to any line that intersects its domain [25] , we can prove the convexity of f (Q S ) by restricting it to an arbitrary line that intersects the domain S N + , i.e., prove the convexity of g(t) = Tr[(Z 
