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Abstract
Determining which bipartite graphs can be principal graphs of subfactors
is an important and difficult question in subfactor theory. Using only planar
algebra techniques, we prove a triple point obstruction which generalizes all
known initial triple point obstructions to possible principal graphs. We also
prove a similar quadruple point obstruction with the same technique. Us-
ing our obstructions, we eliminate some infinite families of possible principal
graphs with initial triple and quadruple points which were a major hurdle in
extending subfactor classification results above index 5.
1 Introduction
Subfactor theory has many examples of unexpected discrete classification, begin-
ning with Jones’ index rigidity theorem [Jon83], which shows the index [B : A] of a
subfactor A ⊂ B lies in the set {4 cos2(pi/k)|k ≥ 3} ∪ [4,∞].
We study a finite index subfactor by analyzing its standard invariant, which has
many equivalent characterizations, such as Ocneanu’s paragroups [Ocn88], Popa’s
λ-lattices [Pop95], and Jones’ planar algebras [Jon99]. The standard invariant
also encodes the index and the principal graphs, which are the bipartite induc-
tion/restriction multi-graphs associated to tensoring with ABB and BBA.
A second example of discrete classification is the ADE classification of hyper-
finite subfactors with index at most 4, where Dodd and E7 do not occur [Ocn88,
Pop94]. Haagerup classified principal graphs of subfactors with index in the range
(4, 3 +
√
3) [Haa94], and recently, subfactor planar algebras with index less than
5 were completely classified [MS12b, MPPS12, IJMS12, PT12]. The recent survey
[JMS13] provides an excellent introduction to the subfactor classification program,
along with state-of-the-art information on its progress.
These classifications have two main parts: restricting the list of possible principal
graphs, and constructing examples when the graphs survive. The former task relies
on principal graph obstructions, which rule out many possible principal graphs by
combinatorial constraints, or by relating local structure of the principal graph to
data intrinsic to the subfactor planar algebra.
Several examples of the latter type of obstruction for triple points include Oc-
neanu’s triple point obstruction [Haa94], Jones’ quadratic tangles obstruction [Jon12],
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the triple-single obstruction [MPPS12], and Snyder’s singly valent obstruction [Sny12],
which mutually generalizes the quadratic tangles and triple-single obstructions.
In this article, we prove a triple point obstruction which is strictly stronger than
all known triple point obstructions for initial triple points, and a quadruple point
obstruction of similar flavor. The statement of the main theorem for initial triple
points uses the following notation. Suppose that the principal graphs (Γ+,Γ−) of a
subfactor planar algebra have an initial triple point at depth n − 1 (where n ≥ 2),
and that the projections one past the branch at depth n of Γ+ are labelled P,Q.
0 1
· · ·
n− 2 n− 1
Q
P
n
In this case, A = Tr(P )
Tr(Q)
P − Q is a rotational eigenvector orthogonal to TLn,+ with
rotational eigenvalue ωA = σ
2
A (see Subsection 2.2 and the beginning of Section 3).
We refer to ωA (and sometimes σA) as the chirality of the subfactor planar algebra.
Theorem. Suppose that for each R at depth n+1 connected to P , there is a unique
vertex E(R) at depth n connected to the dual vertex R of R. Then there is an explicit
formula for σA + σ
−1
A in terms of the traces of the projections of Γ± with depth at
most n+ 1. (See Theorem 3.3 and Remark 3.4 for more details.)
The importance of this formula is that it gives us the chirality, which is a priori
hidden in the planar algebra structure, in terms of visible combinatorial data of
the principal graph. As corollaries, we obtain the obstructions of Jones and Snyder
(Corollary 3.8) and a stronger version of Ocneanu’s obstruction for initial triple
points.
Corollary. Under the hypotheses of Ocneanu’s obstruction for initial triple points,
σA + σ
−1
A = [n+ 2]− [n]. (See Theorem 3.5 for more details.)
After obtaining the chirality using the above corollary, we provide a quick proof
that Dodd and E7 are not principal graphs by showing that the chirality is incom-
patible with the supertransitivity (see Remark 3.7 and Examples 3.12).
In Theorem 3.10, we obtain an obstruction for annular multiplicities ∗11 princi-
pal graphs, which were a major hurdle in extending subfactor classification results
above index 5 (see Subsection 2.2 for the definition of annular multiplicities). In
particular, we prove the following theorem, which eliminates a particular example
arising from running the principal graph odometer [MS12b] above index 5.
Theorem. There is no subfactor with principal graphs a translated extension of
W =
(
,
)
.
(See Definition 2.6 for the definition of “translated extension,” and see Subsection
3.3 for more details on eliminating W.)
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Our techniques also apply to initial quadruple points which are even translated
extensions of
Q =
(
,
)
.
In this case, there are two rotational eigenvectors A,B orthogonal to Temperley-
Lieb one past the branch, and the chiralities ωA = σ
2
A and ωB = σ
2
B are distinct (see
Proposition 4.1). We get three equations in Theorem 4.2: two for the chirality σA,
and one involving both σA and σB. In a specific case, we obtain a quadruple point
obstruction similar to Ocneanu’s triple point obstruction in Theorem 4.5. We use
this obstruction to eliminate two weeds in Corollary 4.7.
This article only relies on planar algebra techniques, and the one click rotation
F =
n− 1
n− 1
plays a crucial role. In particular, we use a quadratic relation due to Liu (Lemma
2.12) which is a clever variant of Wenzl’s relation [Wen87]. Such relations restrict
the structure of the principal graph via the skein theory of the planar algebra, giving
strong consequences. (For another such example of this phenomenon, see [BP13].)
Liu’s relation is effective because it only involves four terms, two of which are in
Temperley-Lieb and can be ignored for our purposes, and the one click rotation only
appears on one side of the relation.
As the hypotheses of the main theorem above are quite general for initial triple
and quadruple points, we expect that the obstructions obtained in this article will
be very powerful in the classification of subfactors.
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2 Background
We refer the reader to [Jon12, BMPS12] for the definition of a subfactor planar
algebra.
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2.1 Notation for planar algebras
In this article, P• denotes a subfactor planar algebra of modulus [2] where
[k] =
qk − q−k
q − q−1 ,
and q ∈
{
exp
(
2pii
2j
)∣∣∣j ≥ 3} ∪ [1,∞) such that [2] = q + q−1. We denote the
Temperley-Lieb subfactor planar subalgebra by TL•.
When we draw planar diagrams, we often suppress the external boundary disk.
In this case, the external boundary is assumed to be a large rectangle whose distin-
guished interval contains the upper left corner. We draw one string with a number
next to it instead of drawing that number of parallel strings. Since the shading
can be inferred from the distinguished interval, the number of strands, and whether
an element is in Pk,±, we omit it completely. Finally, we usually draw elements of
our planar algebras as rectangles with the same number of strands emanating from
the top and bottom, and the distinguished interval is always on the left unless it is
marked otherwise.
We refer the reader to [GdlHJ89, BP13, JMS13] for the definition of the principal
graphs (Γ+,Γ−) of P•. If there is only one projection P in the equivalence class [P ]
corresponding to a vertex of Γ±, then we identify [P ] with P .
For a projection P ∈ Pk,±, the dual projection P is given by
P = P
k
k
.
For a vertex [P ] of Γ± at depth n, there is a corresponding dual vertex [P ] necessarily
at depth n. If n is even then [P ] is a vertex of Γ+, but if n is odd, then [P ] is a
vertex of Γ−.
When we draw principal graph pairs, we use the convention that the vertical
ordering of vertices at a given odd depth determines the duality; the lowest vertices
in each graph at each odd depth are dual to each other, etc. When we specify the
duality at even depths (sometimes we omit this data), the duality is represented by
red arcs joining dual pairs of vertices. Self-dual even vertices have a small red dash
above them.
Example 2.1. The Haagerup subfactor [Haa94, AH99] has principal graphs(
,
)
.
2.2 Supertransitivity and annular multiplicities
We rapidly recall the notions of supertransitivity and annular multiplicities for
subfactor planar algebras and potential principal graphs following [Jon01, Jon12,
MPPS12, JMS13].
4
Definition 2.2. A subfactor planar algebra P• is called k-supertransitive if Pj,+ =
TLj,+ for all 0 ≤ j ≤ k. Equivalently, P• is k-supertransitive if the truncation
Γ+(k) of Γ+ to depth k is Ak+1. This gives us the notion of the supertransitivity of
a potential principal graph.
Remark 2.3. When we say a subfactor planar algebra or potential principal graph
Γ± is k-supertransitive, we usually also mean that TLk+1,+ ( Pk+1,+ or Γ±(k+ 1) 6=
Ak+2, although strictly speaking, this is an abuse of nomenclature.
Every subfactor planar algebra decomposes into an orthogonal direct sum of ir-
reducible annular Temperley-Lieb submodules. Each irreducible representation that
appears in the direct sum is generated by a single low weight rotational eigenvector
at some depth n, for which the rotational eigenvalue is an n-th root of unity [Jon01].
(Other eigenvalues are possible for 0-boxes which do not occur in subfactor planar
algebras.) Hence Pn,± is the direct sum of the annular consequences ACn,± of Pn−1,±
and the new low weight vectors at depth n.
Definition 2.4. The sequence of annular multiplicities of a subfactor planar algebra
is the sequence of multiplicities of lowest weight vectors, ignoring eigenvalues, i.e.,
an = dim(Pn,+)− dim(ACn,+).
If P• is n− 1 supertransitive, then an is just called the multiplicity.
Remark 2.5. A formula for the annular multiplicities in terms of the principal
graph is given in [Jon01]. We give it here for the reader’s convenience. First,
dim(Pj,±) = Lj, the number of loops of length 2j on Γ± starting at ?. We then have
ak =
k∑
j=0
(−1)j−k 2k
k + j
(
k + j
k − j
)
Lj.
Thus it makes sense to discuss the annular multiplicities of a subfactor planar algebra
or of a candidate principal graph pair.
The zeroth annular multiplicity a0 of a subfactor planar algebra is always 1, as
the empty diagram generates TL• as an annular Temperley-Lieb module. If P• is
k-supertransitive, then for all 1 ≤ j ≤ k, aj = 0, since Pj,± = TLj,±. For simplicity
of notation, if P• is k-supertransitive, but not k + 1-supertransitive, we denote the
initial chain (a0 = 1, a1 = 0, . . . , ak = 0) of annular multiplicities by an asterisk,
and we begin the sequence after the asterisk with ak+1.
Definition 2.6. We say Γ± is a translation of Γ0± if Γ± is obtained from Γ
0
± by
increasing the supertransitivity. (If the even dual data of Γ0± is specified, we only
allow even translations.) We say Γ± is an extension of Γ0± if Γ± is obtained from
Γ0± by adding new vertices and edges at strictly greater depths than the maximum
depth of any vertex in Γ0±.
A weed is a graph pairW which represents an infinite family of possible principal
graphs obtained from W by translation and extension. A vine is a graph pair V
which represents an infinite family of possible principal graphs obtained from V by
translation only.
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Examples 2.7.
(1) If P• has annular multiplicities ∗10, then Γ+ is a translated extension of
or .
(2) If P• has annular multiplicities ∗11, then Γ+ is a translated extension of
or .
Suppose P• is n − 1 supertransitive with multiplicity m. Then there are m
new low weight rotational eigenvectors A1, . . . , Am ∈ Pn,+, and Pn,+ = TLn,+ ⊕
span{A1, . . . , Am}.
Definition 2.8. The chiralities of P• are the rotational eigenvalues ωA1 , . . . , ωAm
corresponding to the new low weight rotational eigenvectors A1, . . . , Am respectively.
Remarks 2.9.
(1) The chirality of a subfactor planar algebra was first defined for some special
cases in [Jon99, Definition 4.2.12] and subsequently studied in [Jon12].
(2) In this article, work with a (completely determined!) square root σA of the
chirality ωA, and by a slight abuse of notation, we also call σA a chirality of our
subfactor planar algebra. This abuse of notation was also used in [MP13].
2.3 Liu’s relation
In this subsection, we derive a strong quadratic relation due to Liu, which is a
clever variant of Wenzl’s relation. Let P• be a subfactor planar algebra with prin-
cipal graphs (Γ+,Γ−). We begin by stating Wenzl’s relation. We will then state a
generalization from which Liu’s relation quickly follows.
Lemma 2.10 (Wenzl’s relation [Wen87]). Let f (k) ∈ TLk,± be the k-th Jones-Wenzl
projection. Then
k + 1
k + 1
f (k+1) =
k
k
f (k) − [k]
[k + 1]
k
k
k − 1
f (k)
f (k)
.
Below is a more general version of Wenzl’s relation known to experts (e.g., see
[MS12a, Lemma 3.7]).
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Lemma 2.11 (Generalized Wenzl’s relation). Suppose that P ∈ Pk,± is a projection
corresponding to the vertex [P ] at depth k of Γ±. Suppose that f ∈ Pk−1,± is a
projection corresponding to the vertex [f ] at depth k− 1 of Γ±. Suppose [P ] and [f ]
are connected by a single edge, and [f ] is the only vertex at depth k − 1 attached to
[P ]. Then the unique projection isomorphic to f under the image of P in Pk+1,± is
given by
Tr(f)
Tr(P )
k
k
k − 1
P
P
.
Hence the “new stuff” [GdlHJ89] P ′ connected to P at depth k + 1 is given by
k + 1
k + 1
P ′ =
k
k
P − Tr(f)
Tr(P )
k
k
k − 1
P
P
.
We now prove Liu’s relation from this generalization of Wenzl’s relation. Suppose
that P• is (n−1) supertransitive for some n ≥ 2, such that Γ+ is simply laced when
truncated to depth n, i.e., Pn,+ 	 TLn,+ is abelian.
Lemma 2.12 (Liu’s relation). Let P be a projection at depth n of Γ+, and let P
′
be as in Lemma 2.11. Then
F(P )∗F(P ) =
n− 1
n− 1
P
P
=
Tr(P )2
[n]2

n
n
f (n) +
[n− 1]
[n]
n− 1
n− 1
f (n−1)
f (n−1)

− Tr(P )
[n]
n
n
P ′ .
Proof. Start with P , apply the generalization of Wenzl’s relation, rotate by 180◦,
and then apply a cap on the right to see that
n− 1
n− 1
P
P
=
Tr(P )
[n]

n− 1
n− 1
P −
n
n
P ′
 .
7
Liu’s observation is that the left hand side is equal to F(P )∗F(P ), where
F =
n− 1
n− 1
is the one click rotation. The rest is a straightforward calculation, since capping P
gives a multiple of f (n−1) (taking traces gives the multiple). Note that we use Wenzl’s
relation again for f (n−1) with a strand on the left to get the final formula.
Remark 2.13. When the truncation Γ±(n + 1) of Γ± to depth n + 1 is simply
laced and acyclic, which ensures that we can determine the rightmost term in Liu’s
relation (see Remark 3.4), we can use Liu’s relation to determine the modulus of
the entries of the one click rotation at depth n.
3 Multiplicity 1 - triple points
When Γ+ is (n − 1) supertransitive for some n ≥ 2 and has multiplicity 1, we can
identify the rotational low weight eigenvector. We use the following conventions:
• designate the projections P,Q and Pˇ , Qˇ at depth n of Γ+ and Γ− respectively,
• if n is odd, then choose so that P = Pˇ and Q = Qˇ,
• r = Tr(Q)
Tr(P )
is the branch factor,
• A = rP −Q ∈ Pn,+ is a low-weight rotational eigenvector with eigenvalue ωA,
• since P +Q = f (n), we have P = f
(n) + A
1 + r
and Q =
rf (n) − A
1 + r
,
• A2 = (r − 1)A+ rf (n),
• the previous 4 lines have analogous formulas with checks, and
• F(A) =
√
r√
rˇ
σAAˇ for a determined σ
2
A = ωA.
Note 3.1. By designating P, Pˇ , we have designated A, Aˇ, which completely deter-
mines σA.
Definition 3.2. Since P only connects to f (n−1) at depth n− 1, we may define P ′
as in Lemma 2.11. Let ∩n+1(P ′) denote P ′ capped off on the right as in Lemma
2.12:
∩n+1(P ′) =
n
n
P ′ .
8
Since capping ∩n+1(P ′) on the top or bottom gives zero, we must have that ∩n+1(P ′) ∈
span{A0, f (n)} ⊂ Pn,±, where
A0 =
{
Aˇ if n is even
A if n is odd.
We denote the coefficient of A0 in ∩n+1(P ′) by coeff
∈∩n+1(P ′)
(A0) .
Theorem 3.3. If n is even and P = P , then
(rˇ − 1)r
rˇ
− (σA + σ
−1
A )
[n]
√
r√
rˇ
= −(1 + r) [n+ 1]
[n]
(
coeff
∈∩n+1(P ′)
(
Aˇ
))
. (E)
If n is even and P = Q, then r = 1, and
(rˇ − 1)1
rˇ
+
(σA + σ
−1
A )
[n]
√
rˇ
= −2[n+ 1]
[n]
(
coeff
∈∩n+1(P ′)
(
Aˇ
))
. (E)
If n is odd, then r = rˇ, and
(r − 1)− (σA + σ
−1
A )
[n]
= −(1 + r) [n+ 1]
[n]
(
coeff
∈∩n+1(P ′)
(A)
)
. (O)
Proof. To prove Equations (E) and (E), we find the coefficient of Aˇ in both sides of
Liu’s relation, noting that Aˇ is orthogonal to TLn,−. Suppose P = P . Then since
P =
f (n) + A
1 + r
, the left hand side in Liu’s relation is equal to
F(P )∗F(P ) = 1
(1 + r)2
F(f (n) + A)∗F(f (n) + A)
=
1
(1 + r)2

r
rˇ
Aˇ2 +
n− 1
n− 1
f (n)
A
+
n− 1
n− 1
A
f (n)
+
n− 1
n− 1
f (n)
f (n)

.
The fourth diagram is in TLn,− and does not contribute to the coefficient of Aˇ.
Note that the only diagram in the f (n) which contributes to the second, respectively
third, summand is n− 2 , respectively n− 2 , both of which have coefficient
(−1)n−1/[n] [Mor, Rez07]. Hence the coefficient of Aˇ is
1
(1 + r)2
(
(rˇ − 1)r
rˇ
+ (σA + σ
−1
A )
(−1)n−1
[n]
√
r√
rˇ
)
.
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Since the first two diagrams on the right hand side of Liu’s relation are in TLn,−,
Equation (E) follows immediately using n is even and Tr(P ) =
[n+ 1]
1 + r
.
When P = Q, a similar argument shows the coefficient of Aˇ in F(Q)∗F(Q) is
given by
1
(1 + r)2
(
(rˇ − 1)r
rˇ
− r(σA + σ−1A )
(−1)n−1
[n]
√
r√
rˇ
)
.
Now use r = 1 and n is even, and substitute for Tr(P ).
For Equation (O), we find the coefficient of A in F(P )∗F(P ) = F(Pˇ )∗F(Pˇ ). A
similar argument as before shows this coefficient is given by
1
(1 + rˇ)2
(
(r − 1) rˇ
r
+ (σA + σ
−1
A )
(−1)n−1
[n]
√
rˇ√
r
)
.
Now use r = rˇ and n is odd, and substitute for Tr(P ).
Remark 3.4. To get useful formulas from Theorem 3.3, we need to be able to
determine ∩n+1(P ′). This is always possible under the following condition:
• For each R at depth n + 1 of Γ+, let mR be the number of edges connecting
P and R. For each R with mR > 0, suppose there is a unique vertex E(R) at
depth n connected to R. In this case,
coeff
∈∩n+1(P ′)
(A0) =
∑
R
mR Tr(R)
Tr(E(R))
coeff
∈E(R)
(A0) .
This very general condition is satisfied by most principal graphs of small index, after
choosing the appropriate P .
3.1 Triple point obstructions
We now recover all known triple point obstructions from Theorem 3.3, and we give
a new annular multiplicities ∗11 obstruction.
We start with Ocneanu’s triple point obstruction for an initial triple point. The
hypotheses of Theorem 3.5 are equivalent to those for Ocneanu’s triple point ob-
struction [Haa94] (see [MPPS12, Theorems 3.5 and 3.6] for more details). Our
proposition actually determines the chirality, which is stronger than Ocneanu’s re-
sult, but only works for an initial triple point, which is weaker than Ocneanu’s
result.
Theorem 3.5. Suppose that
• if n is even, then r = rˇ, and for every vertex R connected to P , R only
connects to Pˇ if P = P or Qˇ if P = Q, or
• if n is odd, then for every vertex R connected to P , R only connects to P .
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Then σA + σ
−1
A = [n+ 2]− [n] = qn+1 + q−n−1.
Proof. Both conditions for n even and n odd imply that r = rˇ and
Tr(P ′) = [2] Tr(P )− [n] = [2]
(
[n+ 1]
1 + r
)
− [n] = [n+ 2]− r[n]
1 + r
.
Under these hypotheses, all three equations given in Theorem 3.3 specialize to give
σA + σ
−1
A = [n+ 2]− [n]. We include the proof below for convenience.
For n even and P = P , ∩n+1(P ′) = Tr(P
′)
Tr(P )
Pˇ , and Equation (E) rearranges and
simplifies to give
σA + σ
−1
A = [n]
(
(r − 1) + (1 + r) [n+ 1]
[n]
(
coeff
∈∩n+1(P ′)
(
Aˇ
)))
= (r − 1)[n] + (1 + r)[n+ 1]
(
Tr(P ′)
Tr(P )
· 1
1 + r
)
= (r − 1)[n] + (1 + r)
(
[n+ 2]− r[n]
1 + r
)
= [n+ 2]− [n].
For n even and P = Q, Tr(P ) = Tr(Q), so r = rˇ = 1, ∩n+1(P ′) = Tr(P
′)
Tr(P )
Qˇ, and
Equation (E) rearranges and simplifies to give
σA + σ
−1
A = −2[n+ 1]
(
coeff
∈∩n+1(P ′)
(
Aˇ
))
= −2[n+ 1]
(
Tr(P ′)
Tr(P )
· −1
1 + r
)
= [n+ 2]− [n].
Finally, For n odd, ∩n+1(P ′) = Tr(P
′)
Tr(P )
P , and Equation (O) rearranges and
simplifies exactly as Equation (E) did for the case n even and P = P .
Corollary 3.6 (Ocneanu [Haa94]). Under the conditions of Theorem 3.5, [2] ≤ 2.
Proof. qn+1 +q−n−1 = [n+2]− [n] = σA+σ−1A ∈ [−2, 2] only if q+q−1 = [2] ≤ 2.
Remark 3.7. After suitably labeling the projections at depth n, every irreducible
subfactor with index at most 4 satisfies the conditions of Theorem 3.5. A table of the
possible chiralities for these subfactors is given in Example 3.12, as is a proof that
E7 and D2k−1 (3 ≤ k <∞) are not principal graphs of subfactors. Interestingly, all
possible chiralities actually occur.
We now recover [Sny12, Theorem 3] which generalizes [Jon12, Theorem 5.1.11].
Corollary 3.8. Suppose [2] > 2, (Γ+,Γ−) has multiplicity 1, and P is singly valent.
Then n is even, r = [n+ 2]/[n], and
rˇ +
1
rˇ
= 2 +
ωA + ω
−1
A + 2
[n][n+ 2]
.
Moreover, if ωA is a primitive k-th root of unity, then 2k | n.
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Proof. Let P be the singly valent vertex. If n is odd, then the hypotheses of Theorem
3.5 are satisfied, so Corollary 3.6 contradicts [2] > 2. Hence n is even, P = P (since
Tr(P ) 6= Tr(Q)), and r = [n+ 2]/[n]. Since P ′ = 0, the right hand side in Equation
(E) is zero, and the equation can be rearranged to give
σA + σ
−1
A =
√
[n+ 2][n]
(√
rˇ − 1√
rˇ
)
.
Squaring both sides and rearranging yields the formula.
For the last statement, consider the 2-click rotation ρ on Pn,+. Since n = 2m for
some m, we have ρm is a trace-preserving map on span{P,Q}. Since Tr(P ) 6= Tr(Q),
ρm must be the identity, so ρm fixes S. In particular, ωmA = 1, so k | m, and thus
2k | n.
Remark 3.9. Note that the eigenvalue statement in Corollary 3.8 is essentially in
[Jon12, Theorem 5.1.11].
Theorem 3.10. Suppose (Γ+,Γ−) has annular multiplicities ∗11, and Γ± does not
have a singly valent vertex at depth n, i.e., Γ+,Γ− are both translated extensions of
.
(1) If n is even, (Γ+,Γ−) is a translated extension of
(
,
)
, and
(rˇ − 1)r
rˇ
− (σA + σ
−1
A )
[n]
√
r√
rˇ
=
r[n]− [n+ 2]
[n]
.
(2) If n is odd, (Γ+,Γ−) is a translated extension of
(
,
)
,
and
(r − 1)− (σA + σ
−1
A )
[n]
=
[n+ 2]− r[n]
r[n]
.
Proof. First, the principal graphs begin as claimed by [MS12b, Lemmas 6.3 and
6.4]. Let P be the bottom vertex at depth n on Γ+, and let P
′ be the bottom vertex
at depth n + 1 on Γ+. Let Pˇ be the bottom vertex at depth n on Γ−. We record
the following traces:
Tr(P ) =
[n+ 1]
1 + r
and Tr(Q) =
r[n+ 1]
1 + r
Tr(Pˇ ) =
[n+ 1]
1 + rˇ
and Tr(Qˇ) =
r[n+ 1]
1 + rˇ
provided n is even, and
Tr(P ′) = [2] Tr(P )− [n] = [2]
(
[n+ 1]
1 + r
)
− [n] = [n+ 2]− r[n]
1 + r
.
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Suppose n is even. Since P = P and E(P ′) = Pˇ , the right hand side of Equation
(E) is given by
RHS = −(1 + r)
(
[n+ 1]
[n]
)(
Tr(P ′)
Tr(Pˇ )
)(
coeff
∈Pˇ
(
Aˇ
))
= −(1 + r)
(
[n+ 1]
[n]
)(
[n+ 2]− r[n]
1 + r
· 1 + rˇ
[n+ 1]
)(
1
1 + rˇ
)
=
r[n]− [n+ 2]
[n]
.
When n is odd, E(P ′) = Q, and the right hand side of Equation (O) is given by
RHS = −(1 + r)
(
[n+ 1]
[n]
)(
Tr(P ′)
Tr(Q)
)(
coeff
∈Q
(A)
)
= −(1 + r)
(
[n+ 1]
[n]
)(
[n+ 2]− r[n]
1 + r
· 1 + r
r[n+ 1]
)( −1
1 + r
)
=
[n+ 2]− r[n]
r[n]
.
Remark 3.11. Snyder can produce the equations in Theorem 3.10 using his tech-
nique in [Sny12], but his technique does not generalize beyond the ∗11 case.
3.2 Finding chiralities of some examples
Examples 3.12 (Index at most 4). We now use Theorem 3.5 to determine the
chiralities of all non type-A irreducible subfactors with index at most 4 with an
initial triple point, and we show E7 and D2k+1 are not principal graphs of subfactors.
Note that the computation for index less than 4 was done previously in [Jon99,
Theorem 4.2.13] using a different method. Jones’ proof of the nonexistence of D2k−1
and E7 also shows the chirality is inconsistent with the supertransitivity, but he uses
a different formula.
In the table below, 4 ≤ k and 3 ≤ j ≤ ∞.
Graph n q σA + σ
−1
A possible σA possible ωA
Dk k − 2 exp
(
2pii
4k−4
)
0 ±i −1 (? k odd)
E6 3 exp
(
2pii
24
)
1 exp
(±2pii
6
)
exp
(±2pii
3
)
E7 4 exp
(
2pii
36
)
2 sin
(
2pi
9
)
exp
(±5pii
18
)
exp
(±5pii
9
)
?
E8 5 exp
(
2pii
60
)
1
2
(1 +
√
5) exp
(±2pii
10
)
exp
(±2pii
5
)
D
(1)
j+2 2 1 2 1 1
E
(1)
6 3 1 2 1 1
E
(1)
7 4 1 2 1 1
E
(1)
8 6 1 2 1 1
The ?’s above denote contradictions.
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• For Dk with k odd, −1 is not a (k − 2)-th root of unity.
• For E7, exp
(±5pii
9
)
is not a 4-th root of unity.
Example 3.13 (Fuss-Catalan). For generic a, b > 2, the principal graphs of the
Bisch-Jones Fuss-Catalan subfactor planar algebras [BJ97] are extensions of(
,
)
.
For these planar algebras, ωA = 1 [Jon12, Example 3.5.9], as can be verified by our
formula. The traces of the projections labelled as in the proof of Theorem 3.10 are
given by
Tr(P ) = a2 − 1 Tr(Q) = a2(b2 − 1)
Tr(Pˇ ) = b2(a2 − 1) Tr(Qˇ) = b2 − 1
Tr(P ′) = b(a3 − 2a).
Hence the branch factors are given by
r =
a2(b2 − 1)
a2 − 1 and rˇ =
b2 − 1
b2(a2 − 1) =⇒
r
rˇ
= a2b2.
Noting that [n] = [2] = ab and [n + 2] = [4] = ab(−2 + ab2), we substitute these
values into (1) from Theorem 3.10 which gives
−(σA + σ−1A ) =
(
r[n]− [n+ 2]
[n]
− (rˇ − 1)r
rˇ
) √
rˇ√
r
[n]
=

(
a2(b2−1)
a2−1
)
ab− ab(−2 + a2b2)
ab
−
(
b2 − 1
b2(a2 − 1) − 1
)
a2b2
( 1
ab
)
ab
=
(
a2(b2 − 1)
a2 − 1
)
+ 2− a2b2 −
(
a2(b2 − 1)
a2 − 1
)
+ a2b2
= 2.
Hence σA = −1, and ωA = 1 as claimed.
Example 3.14 (Uq(su(3))). The principal graphs of the Uq(su(3)) subfactors [Wen88]
are extensions of (
,
)
.
For these planar algebras, ωA = 1, which follows from Kuperberg’s A2 spider
[Kup96], where the generator at depth 3 is a hexagon with legs alternating in and
out. Hence it has a Z/3 symmetry. The author would like to thank Scott Morrison
for pointing this out. We verify this with our formula for two Uq(su(3)) subfactors:
Q1 =
(
,
)
Q2 =
(
,
)
.
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For Q1, the branch factor is the root of x3 − 4x2 + 3x + 1 which is approximately
1.45, and q is the root of x6− 2x5 + 2x4− 3x3 + 2x2− 2x+ 1 which is approximately
1.636. For Q2, the branch factor is (2 +
√
2)/2 and q = 1
2
(
1 +
√
2 +
√
2
√
2− 1
)
.
Using these values in (2) from Theorem 3.10, we get σA + σ
−1
A = −2.
Proposition 3.15 (2D2). The 2D2 subfactor planar algebra with principal graphs(
,
)
has chirality ωA = 1.
Proof. We work with the dual subfactor planar algebra with principal graphs(
,
)
.
Let P be the bottom vertex at depth 3, and let P ′1, P
′
2 be the bottom two vertices
at depth 4, where P ′1 is below P
′
2. The traces of P, P
′
1, P
′
2 are given by
Tr(P ) = Tr(Q) =
√
7 + 3
√
5, Tr(P ′1) =
1
2
(1 +
√
5), and Tr(P ′2) =
1
2
(3 +
√
5).
The right hand side in Equation (O) is given by
RHS = −(1 + r)
(
[n+ 1]
[n]
)((
Tr(P ′1)
Tr(P )
)
coeff
∈P
(A) +
(
Tr(P ′2)
Tr(Q)
)
coeff
∈Q
(A)
)
= −2
(
[n+ 1]
[n]
)((
Tr(P ′1)
Tr(P )
)(
1
2
)
−
(
Tr(P ′2)
Tr(Q)
)(
1
2
))
=
2
[n]
.
Since the left hand side is −σA + σ
−1
A
[n]
, we have σA + σ
−1
A = −2, so ωA = 1.
Proposition 3.16. The 2D2 subfactor planar algebra is singly generated at depth
3. More precisely, any 3-box not in TL3,± generates all of 2D2.
Proof. Since 2D2 has annular multiplicities ∗12, if A generated a proper planar
subalgebra, then the planar subalgebra would have either annular multiplicities ∗10
or ∗11. However, r = rˇ = 1, which contradicts Corollary 3.8 and Theorem 3.10,
since we know [2] =
√
3 +
√
5 > 2.
3.3 Eliminating a ∗11 weed above index 5
The following weed with annular multiplicities ∗11 appears when running the prin-
cipal graph odometer [MS12b] above index 5:
W =
(
,
)
.
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Note that W begins as claimed in Theorem 3.10, after applying a suitable graph
automorphism.
We now eliminate W using Theorem 3.10 and the technique of [MPPS12, Sec-
tion 4.1]. First, we determine the relative dimensions of the vertices as functions
of n and q, where q > 1 such that [2] = q + q−1. Second, we calculate the
relative branch factors, which are the expressions for r, rˇ as functions of n, q. Fi-
nally, we use Theorem 3.10 to write σA + σ
−1
A + 2 ∈ [0, 4] as a function of n, q, and
we show that this value is always negative, a contradiction.
Theorem 3.17. There is no subfactor with principal graphs a translated extension
of W.
Proof. Suppose we had such a subfactor, and note that n ≥ 3 and d ≥ 2.27453, so
q ≥ 1.6789. Let P be the 2-valent vertex on Γ+ at depth n, and let Pˇ be the bottom
vertex on Γ− at depth n. The formula in (2) from Theorem 3.10 rearranges to give
σA + σ
−1
A = r[n]−
[n+ 2]
r
, (1)
and the relative branch factors are given by
r = rˇ =
(q2 + 1) (q2n+8 + 3q2n+10 + 2q2n+12 + 2q2n+14 − q6 − 3q4 − 2q2 − 2)
2q2n+8 + 4q2n+10 + 4q2n+12 + 4q2n+14 + q2n+16 − 2q8 − 4q6 − 4q4 − 4q2 − 1 .
We then have
σA + σ
−1
A + 2 = r[n]−
[n+ 2]
r
+ 2 =
g(n, q)h(n, q)
k(n, q)
,
where g, h, k are given by
g(n, q) =a3
(
q18 + 2q17 + 4q16 + 4q15 + 4q14 + 5q13 + 4q12 + 4q11 + 2q10 + q9
)
+ a2
(−2q17 − q16 − 4q15 − 4q14 − 5q13 − 4q12 − 4q11 − 4q10 − q9 − 2q8)
+ a
(−2q10 − q9 − 4q8 − 4q7 − 4q6 − 5q5 − 4q4 − 4q3 − q2 − 2q)
+ (q9 + 2q8 + 4q7 + 4q6 + 5q5 + 4q4 + 4q3 + 4q2 + 2q + 1)
h(n, q) =a3
(
q18 − 2q17 + 4q16 − 4q15 + 4q14 − 5q13 + 4q12 − 4q11 + 2q10 − q9)
+ a2
(−2q17 + q16 − 4q15 + 4q14 − 5q13 + 4q12 − 4q11 + 4q10 − q9 + 2q8)
+ a
(−2q10 + q9 − 4q8 + 4q7 − 4q6 + 5q5 − 4q4 + 4q3 − q2 + 2q)
+ (q9 − 2q8 + 4q7 − 4q6 + 5q5 − 4q4 + 4q3 − 4q2 + 2q − 1)
k(n, q) =− qn+1(q − 1)(q + 1) (q2 + 1)
× (a2(2q14 + 2q12 + 3q10 + q8)− q6 − 3q4 − 2q2 − 2)
× (a2(q16 + 4q14 + 4q12 + 4q10 + 2q8)− 2q8 − 4q6 − 4q4 − 4q2 − 1)
using the shorthand a = qn. Note that k(n, q) is always negative.
Claim. For all n ≥ 0 and q ≥ 1.6789, g(n, q) ≥ 0.
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Proof of Claim. We break up g(n, q) into four parts: g(n, q) =
∑3
j=0 a
jgj(q) where
g3(q) = q
18 + 2q17 + 4q16 + 4q15 + 4q14 + 5q13 + 4q12 + 4q11 + 2q10 + q9
g2(q) = −2q17 − q16 − 4q15 − 4q14 − 5q13 − 4q12 − 4q11 − 4q10 − q9 − 2q8
g1(q) = −2q10 − q9 − 4q8 − 4q7 − 4q6 − 5q5 − 4q4 − 4q3 − q2 − 2q
g0(q) = q
9 + 2q8 + 4q7 + 4q6 + 5q5 + 4q4 + 4q3 + 4q2 + 2q + 1
One checks that for q ≥ 1.6789,
0 < g0(q)
0 < g3(q) + g2(q) + g1(q)
0 < g3(q) + g2(q) and
0 < g3(q).
Hence for a = qn with q ≥ 1.6789 and n ≥ 0, we have
0 < g3(q) + g2(q) + g1(q) + g0(q)
≤ a(g3(q) + g2(q) + g1(q)) + g0(q)
≤ a(a(g3(q) + g2(q)) + g1(q)) + g0(q)
≤ a(a(ag3(q) + g2(q)) + g1(q)) + g0(q)
= g(n, q).
Claim. For n ≥ 2 and q ≥ 1.6789, h(n, q) ≥ 0.
Proof of Claim. Since n ≥ 2, we replace n with m = n+2. We break up h(m+2, q)
into four parts: h(m+ 2, q) =
∑3
j=0 b
jhj(q) where
h3(q) = q
24 − 2q23 + 4q22 − 4q21 + 4q20 − 5q19 + 4q18 − 4q17 + 2q16 − q15
h2(q) = −2q21 + q20 − 4q19 + 4q18 − 5q17 + 4q16 − 4q15 + 4q14 − q13 + 2q12
h1(q) = −2q12 + q11 − 4q10 + 4q9 − 4q8 + 5q7 − 4q6 + 4q5 − q4 + 2q3
h0(q) = q
9 − 2q8 + 4q7 − 4q6 + 5q5 − 4q4 + 4q3 − 4q2 + 2q − 1
and b = qm. The rest is identical to the previous claim replacing g’s with h’s, a with
b, and n with m (except that the final conclusion is that h(m+ 2, q) > 0).
Thus 0 ≤ σA + σ−1A + 2 =
g(n, q)h(n, q)
k(n, q)
< 0 for n ≥ 2, a contradiction.
4 Multiplicity 2 - some quadruple points
Suppose (Γ+,Γ−) has multiplicity 2, n ≥ 2 is even, and two of the vertices at depth
n of Γ± are dual to each other, i.e., (Γ+,Γ−) is an even translated extension of
Q =
(
,
)
.
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For examples of subfactors with such principal graphs, see Examples 4.4. We use
the following conventions:
• P,Q,R and Pˇ , Qˇ, Rˇ are the projections at depth n of Γ± from bottom to top,
• r = 2 Tr(Q)
Tr(P )
,
• A = rP−(Q+R) and B = Q−R ∈ Pn,+ are low-weight rotational eigenvectors
with distinct eigenvalues ωA, ωB (by Proposition 4.1 below),
• row reducing
 r −1 −1 A0 −1 1 B
1 1 1 f (n)
 yields
PQ
R
 = 1
2(1 + r)
 2A+ 2f (n)−A− (1 + r)B + rf (n)
−A+ (1 + r)B + rf (n)
 ,
• Substituting the formulas for P,Q,R yieldsA2AB
B2
 =
r2P +Q+RR−Q
Q+R
 =
(r − 1)A+ rf (n)−B
−1
1+r
A+ r
1+r
f (n)
 ,
• the previous 4 lines have analogous formulas with checks, and
• F(A) =
√
r√
rˇ
σAAˇ and F(B) =
√
r(1 + rˇ)√
rˇ(1 + r)
σBBˇ (also by Proposition 4.1).
The next result is a modified version of [IJMS12, Lemma 2.1]. We provide a short
proof for convenience and completeness.
Proposition 4.1. The elements A = rP−(Q+R) and B = Q−R are rotational low
weight eigenvectors such that ω
n/2
A = 1 and ω
n/2
B = −1. The same holds with checks,
and thus there are completely determined σA, σB such that σ
2
A = ωA, σ
2
B = ωB, and
the above formulas hold for F(A),F(B).
Proof. First, note that span{A,B} = TL⊥n,+, since A,B are nonzero, orthogonal,
and have trace zero. Since P is self-dual and Q is dual to R,
ρn/2(A) = ρn/2(rP − (Q+R)) = rP − (Q+R) = A and
ρn/2(B) = ρn/2(Q−R) = R−Q = −B.
Thus {A,B} is a basis of eigenvectors for ρn/2 on TL⊥n,+. Let {v1, v2} be a basis of
eigenvectors for ρ on TL⊥n,+. Then {v1, v2} is a basis of eigenvectors for ρn/2, so up
to scaling, we must have v1 = A and v2 = B. The same holds with checks.
Since we know ωA 6= ωB, we know F(A) = σAλAAˇ for some real scalar λA and
a completely determined σA, and similar for B. Taking the norm squared of each
side gives the value of λA, λB.
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Since P,Q only connect to f (n−1) at depth n − 1, we may define P ′, Q′ and
∩n+1(P ′),∩n+1(Q′) as in Definition 3.2 applied to P,Q respectively.
Theorem 4.2. We have the following equations:
(rˇ − 1)r
rˇ
− (σA + σ
−1
A )
[n]
√
r√
rˇ
=− (1 + r) [n+ 1]
[n]
(
coeff
∈∩n+1(P ′)
(
Aˇ
))
(QA1)(
(rˇ − r − 2) + (σA + σ
−1
A )
[n]
√
rrˇ
)
r
rˇ
=− 2r(1 + r) [n+ 1]
[n]
(
coeff
∈∩n+1(Q′)
(
Aˇ
))
(QA2)(
(σAσ
−1
B + σ
−1
A σB)−
(σB + σ
−1
B )
[n]
√
rrˇ
)(r
rˇ
)√
1 + rˇ
√
1 + r
=− 2r(1 + r) [n+ 1]
[n]
(
coeff
∈∩n+1(Q′)
(
Bˇ
))
(QB)
Proof. We find the coefficient of Aˇ, Bˇ in both sides of Liu’s relation, noting that
Aˇ, Bˇ are orthogonal to TLn,− and are orthogonal to each other.
Since P =
f (n) + A
1 + r
, the proof of Equation (QA1) is identical to the proof of
Equation (E) in Theorem 3.3.
For Equations (QA2) and (QB), we note that Q = R = rf
(n) − A+ (1 + r)B
2(1 + r)
,
so expanding the left hand side of Liu’s relation applied to Q gives
F(R)∗F(R) = 1
4(1 + r)2
F(rf (n) − A+ (1 + r)B)∗F(rf (n) − A+ (1 + r)B).
This time there are 9 terms, 8 of which contribute some multiple of Aˇ or Bˇ. These
terms are as follows, where TA, TB ∈ TLn,−, and we omit the leading coefficient of
1
4(1 + r)2
, which we will move to the other side of the equation:
n− 1
n− 1
A
A
=
r
rˇ
Aˇ2 =
(
r(rˇ − 1)
rˇ
)
Aˇ+ TA
(1 + r)2
n− 1
n− 1
B
B
= (1 + r)2
r(1 + rˇ)
rˇ(1 + r)
Bˇ2 =
(
−r(1 + r)
rˇ
)
Aˇ+ TB
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−r

n− 1
n− 1
f (n)
A
+
n− 1
n− 1
A
f (n)

=
(
−r(−1)
n−1
[n]
√
r√
rˇ
(σA + σ
−1
A )
)
Aˇ
r(1+r)

n− 1
n− 1
f (n)
B
+
n− 1
n− 1
B
f (n)

=
(
r(1 + r)(−1)n−1
[n]
√
r(1 + rˇ)√
rˇ(1 + r)
(σB + σ
−1
B )
)
Bˇ
−(1 + r)

n− 1
n− 1
B
A
+
n− 1
n− 1
A
B

=
(
(1 + r)
√
r(1 + rˇ)√
rˇ(1 + r)
√
r√
rˇ
(σAσ
−1
B + σ
−1
A σB)
)
Bˇ.
Now collect the coefficients of Aˇ and Bˇ and substitute for Tr(Q).
Remarks 4.3.
(1) Once again, we need criteria similar to the criterion given in Remark 3.4 to
determine ∩n+1(P ′) and ∩n+1(Q′).
(2) In specific examples, one can first use Equations (QA1) and (QA2) to com-
pute σA, and then use Equation (QB) to compute σB. We will compute some
examples in the next subsection.
(3) Having two equations for σA+σ
−1
A should give a strong constraint for translated
extensions ofQ. We will see in Subsection 4.2 that we only need Equation (QA1)
to eliminate two such weeds.
4.1 Checking formulas on group-like subfactors at index 6
We now check Equations (QA1), (QA2), and (QB) on some group-like subfactors
at index 6. For each of these examples n = 2, so we know the chiralities are ωA = 1
and ωB = −1 by Proposition 4.1.
Examples 4.4. There are several group-like subfactors at index 6 which are trans-
lated extensions of Q. Details on computing these principal graphs can be found in
[BH96, KS00, MPPS13].
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First, we consider group-subgroup subfactors at index 6, which can be classified
by subgroups G of S6 which act transitively on {1, 2, 3, 4, 5, 6}. The subgroup H of
G is the point stabilizer Stab(1) of the action. We consider the following subgroups
of S6 which act transitively, where the notation for the groups comes from [Pfe05].
• A4a = 〈(123)(456), (135)(246)〉 ⊂ S6 yields the principal graphs(
2
,
)
.
• S3×3a = 〈(123)(456), (14)(26)(35), (142635)〉 ⊂ S6 yields the principal graphs(
,
)
.
• A4 × 2a = 〈(123)(456), (135)(246), (123456)〉 ⊂ S6 yields the principal graphs(
,
)
.
We also consider the Bisch-Haagerup subfactors RH ⊂ R o K for H = Z/2 and
K = Z/3, where as usual, we let G = 〈H,K〉 ⊂ Out(R) [BH96]. We consider the
following triples (G,H,K):
• H = 〈(12)(34)〉, K = 〈(123)〉, and G = A4 yields the principal graphs(
,
2
)
.
• H = 〈(34)〉, K = 〈(123)〉, and G = S4 yields the principal graphs(
,
)
.
• H = 〈(15)(24)〉, K = 〈(123)〉, and G = A5 yields the principal graphs(
,
)
.
In fact, just one calculation suffices to determine the chiralities for Examples 4.4
via our equations. If necessary, we pass to the dual subfactor so we may always
assume P is the univalent self-dual vertex at depth 2, i.e., the principal graphs are(
,
2
)
or they begin like (
,
)
.
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For these cases, P ′ = 0 and ∩n+1(Q′) = Tr(Q
′)
Tr(Pˇ )
Pˇ . We have the following traces:
Tr(P ) = 1 Tr(Q) = Tr(R) = 2
Tr(Pˇ ) = 3 Tr(Qˇ) = Tr(Rˇ) = 1
Tr(Q′) = Tr(R′) =
√
6.
Thus r = 4 and rˇ = 2
3
, and Equations (QA1), (QA2), and (QB) are given respec-
tively by(
2
3
− 1
)
12
2
− (σA + σ
−1
A )√
6
2
√
3√
2
= 0,((
2
3
− 4− 2
)
+
(σA + σ
−1
A )√
6
2
√
2√
3
)
12
2
= −2(4)(5) 5√
6
(√
6
3
)(
1
1 + 2
3
)
, and(
(σAσ
−1
B + σ
−1
A σB)−
(σB + σ
−1
B )√
6
2
√
2√
3
)(
12
2
)√
1 +
2
3
√
5 = 0.
Hence σA + σ
−1
A = −2, so σA = −1 and ωA = 1, and σB + σ−1B = 0, so σB = ±i and
ωB = −1.
4.2 Quadruple point obstructions
We now prove a result similar to Theorem 3.5 for even translated extensions of Q.
Theorem 4.5. Suppose that (Γ+,Γ−) is a translated extension of Q such that
• r = rˇ, and for every vertex R connected to P , R only connects to Pˇ .
Then σA + σ
−1
A = [n+ 2]− [n] = qn+1 + q−n−1, and thus [2] ≤ 2.
Proof. Just as for Theorem 3.5, we have
Tr(P ′) = [2] Tr(P )− [n] = [2]
(
[n+ 1]
1 + r
)
− [n] = [n+ 2]− r[n]
1 + r
.
Since Equation (QA1) is identical to Equation (E), the same proof for the case n
even with P = P for Theorem 3.5 shows σA + σ
−1
A = [n+ 2]− [n], and thus [2] ≤ 2
as in Corollary 3.6.
Definition 4.6. We define the following weeds with initial quadruple points which
occur when running the principal graph odometer [MS12b] above index 5:
Q1 =
(
,
)
Q2 =
(
,
)
,
where we use the convention that if a weed has shaded and unshaded vertices, then
only the unshaded vertices may connect to a vertex at depth n+ 1.
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Corollary 4.7. Any subfactor whose principal graphs are an even translated exten-
sion of Q1 or Q2 is the Z/4 group subfactor with principal graphs(
,
)
.
Proof. Note that Q1,Q2 both satisfy the conditions of Theorem 4.5. By Theorem
4.5, for both Q1,Q2, [2] ≤ 2, and any translated extension of Q1,Q2 must be the
trivial translated extension.
Remark 4.8. In [MS12b] Morrison-Snyder showed that the principal graph pair
of any non Temperley-Lieb subfactor planar algebra in the index range (4, 5) was
either a translated extension of one of 5 weeds or a translation of one of 39 vines,
up to taking duals. One of their weeds was given by
Q3 =
(
,
)
,
which is a translated extension of the weed Q1. (In [MS12b], Q3 is denoted by Q,
but we have already used this symbol.) Hence Corollary 4.7 gives another proof
that there is no subfactor whose principal graphs are a translated extension of Q3.
4.3 The other quadruple point when n is even
For formulas such as those in Theorem 4.2 to hold, we did not need to assume that
(Γ+,Γ−) was a translated extension of Q; rather, we needed to know the formulas of
the low weight rotational eigenvectors at depth n. Knowing the dual data ensured
that we could determine the new low weight rotational eigenvectors in Proposition
4.1. If we assumed the same formulas for the low weight rotational eigenvectors for
translated extensions of (
,
)
,
along with F(A) = σAλAAˇ and F(B) = σBλBBˇ for some real scalars λA, λB, we
would have obtained the same formulas.
Since we cannot verify these assumptions in this case, we cannot use these for-
mulas to prove obstructions to principal graphs. However, we can prove that the low
weight rotational eigenvectors are not given by these formulas, as in the following
proposition.
Proposition 4.9. Suppose (Γ+,Γ−) is a translated extension of
Q4 =
(
,
)
.
Let P,Q,R and Pˇ , Qˇ, Rˇ be the minimal projections at depth 4 from bottom to top.
At least one of Q−R or Qˇ− Rˇ is not a low weight rotational eigenvector.
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Proof. Suppose that B = Q−R and Qˇ− Rˇ are both rotational eigenvectors. Then
so are A = rP − (Q+R) and rˇPˇ − (Qˇ+ Rˇ), since both are orthogonal to Temperley-
Lieb and to Q − R, Qˇ − Rˇ respectively. Since Q4 has annular multiplicities ∗20,
ωA 6= ωB by [Jon12, Theorem 5.2.3]. Hence F(A) = σAλACˇ and F(B) = σBλBDˇ
where Cˇ, Dˇ are distinct elements in the set {rˇPˇ − (Qˇ+ Rˇ), Qˇ− Rˇ}. (We avoid using
Aˇ, Bˇ to avoid confusion.) There are two cases to consider.
Suppose that Cˇ = rˇPˇ − (Qˇ+ Rˇ) and Dˇ = Qˇ− Rˇ. Using r = rˇ, we have
F(A) = σA
(√
r√
rˇ
)
Cˇ = σACˇ and F(B) = σB
(√
r(1 + rˇ)√
rˇ(1 + r)
)
Dˇ = σBDˇ.
Hence we may write Aˇ = Cˇ and Bˇ = Dˇ without confusion. Replacing Q with
Q4, the proofs of Equation (QA1), Theorem 4.5, and Corollary 4.7 all hold mutatis
mutandis. We conclude that [2] ≤ 2. But 2 < ‖Γ±‖ ≤ [2], a contradiction.
The second case is a bit trickier. Suppose that Cˇ = Qˇ−Rˇ and Dˇ = rˇPˇ−(Qˇ+Rˇ),
where using r = rˇ, we have
F(A) = σA
(√
r(1 + rˇ)√
rˇ
)
Cˇ = σA(
√
1 + r)Cˇ and
F(B) = σB
( √
r√
rˇ(1 + r)
)
Dˇ =
σB√
1 + r
Dˇ.
As in Theorem 4.5,
∩n+1(P ′) = Tr(P
′)
Tr(P )
Pˇ =
(
[n+ 2]− r[n]
1 + r
· (1 + r)
[n+ 1]
)(
f (n) + Dˇ
1 + r
)
.
Liu’s relation applied to P as in Theorem 4.2 has the following left hand side after
multiplying by (1 + r)2:
LHS = F(A+ f (n))∗F(A+ f (n))
= (1 + r)Cˇ2 −√1 + r (σA + σ
−1
A )
[n]
Cˇ + T
= −Dˇ −√1 + r (σA + σ
−1
A )
[n]
Cˇ + T ′
for some T, T ′ ∈ TLn,−. The right hand side, multiplying by (1 + r)2 and ignoring
terms in Temperley-Lieb, is given by
RHS = −(1 + r) [n+ 1]
[n]
(
[n+ 2]− r[n]
1 + r
· (1 + r)
[n+ 1]
)(
Dˇ
1 + r
)
=
[n+ 2]− r[n]
[n]
Dˇ.
Since Cˇ, Dˇ are orthogonal to Temperley-Lieb and to each other, we must have
σA + σ
−1
A = 0, and the coefficients of Dˇ must agree, which means
−1 = [n+ 2]− r[n]
[n]
⇐⇒ r = [n+ 2] + [n]
[n]
.
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But Tr(Q) = Tr(R) =
[n]
[2]
implies dim(P ) =
[n+ 2]− [n]
[2]
and r =
2[n]
[n+ 2]− [n] .
Hence
2[n]
[n+ 2]− [n] = r =
[n+ 2] + [n]
[n]
⇐⇒ 3[n]2 = [n+ 2]2.
It is easy to check that this is impossible when q > 1.
Remark 4.10. By the symmetry of the graphs in Q4, it is natural to hypothesize
that bothQ−R and Qˇ−Rˇ are rotational eigenvectors, although there is no particular
reason this should be the case.
Corollary 4.11. For the GHJ 3311 subfactor [GdlHJ89] with principal graphs(
,
)
,
at least one of Q−R or Qˇ− Rˇ is not a low weight rotational eigenvector.
Remarks 4.12.
(1) In fact, the GHJ 3311 subfactor is the only subfactor whose principal graphs
are a translated extension of Q4 [IJMS12].
(2) Corollary 4.11 also follows from [MP13, Theorem 5.10], where surprisingly Qˇ−Rˇ
is a rotational eigenvector! However, it is convenient to disprove the hypothesis
in Remark 4.10 without having to do the substantial work of constructing the
subfactor planar algebra.
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