A three-dimensional ͑3-D͒ imaging system based on Gray-code projection is described; it is thought to be used as an integration to the already developed profilometer based on the projection of multifrequency gratings. The Gray-code method allows us to evaluate the 3-D profile of objects that present even marked discontinuities of the surface, thus increasing the flexibility of the measuring system as to the topology of the objects that can be measured. The basic aspects of Gray-code projection for 3-D imaging and profiling are discussed, with particular emphasis devoted to the study of the resolution of the method and to the analysis of the systematic errors. The results of this study allow us to determine the optimal setting of the parameters of the measurement and to develop a suitable calibration procedure. The procedures for implementing the Gray-code method are presented, and some interesting experimental results are reported. Calibration of the system reveals an accuracy of 0.2 mm, corresponding to 0.1% of the field of view.
Introduction
Three-dimensional ͑3-D͒ imaging is of increasing importance for a number of applications ranging from fast object recording in the industrial field 1,2 to highresolution topography of biological objects 3 and quality control of workpieces. 4 When applied to a microscopic scale, 3-D imaging is of use for microshape and rough-surface analysis. 5 Various techniques commonly used to implement 3-D imaging systems, most of which are based on triangulation. Scanning systems and whole-field projection systems are equally popular, based on either coherent or incoherent projection-light sources. The elaboration of the deformed light pattern is performed either by a reference grating or through computer elaboration.
In our laboratory, we have developed a 3-D imaging system that is based on grating projection and evaluation of the phase map associated with the pattern deformed by the object shape; the 3-D profile is then obtained by triangulation. 6 The conversion of the fringe pattern into a continuous phase map is performed by demodulation in the real-time domain. 7 This is derived by ͑1͒ multiplying the signal by a sine and a cosine function, whose spatial frequency is equal to the undeformed grating frequency, ͑2͒ lowpass filtering the two resulting signals to extract the low-frequency components, and ͑3͒ evaluating the arctangent of the ratio of the two low-pass signals. This procedure delivers the phase-only mod 2; unwrapping is needed to evaluate the integer part of the phase.
The experimental work performed shows that good results can be obtained, provided that the object profile is smooth; in this case, the frequency content of the object is in the lower-frequency range and well separated from the grating carrier frequency. However, when the maximum phase gradient is greater than 2͞3p, where p is the grating pitch, the unwrapping of the mod 2 fringe pattern fails and the absolute phase value cannot be evaluated.
To overcome this limit we exploited the capability of the projection device to generate patterns with different wavelengths. A first improvement came from the development of suitable procedures that automatically adjust the cutoff frequency of the lowpass filters in order to increase the robustness of the measurement to variations within a certain range of the object slope. 8 A second improvement resulted from the projection of multifrequency gratings in which a coarse grating is used to evaluate the integer part of the phase and a finer grating is used to achieve the mod 2 value. 6, 9 Finally, we implemented suitable image preprocessing to handle cases in which disturbances of the surface and a high noise level resulted in fringe deterioration and phase inconsistencies, which determine an incorrect behavior of the unwrapping algorithm. 10 This system demonstrated improved performance over a wide measuring range; nevertheless, the presence of grooves, holes, steep edges, and shadows still leads to noncontinuous phase fields that prevent the correct evaluation of the absolute phase value.
The combination of our multifrequency grating system with other projecting techniques was thought to be important to increase the system performance further. To this end, a different approach, based on Gray-code projection, has been used. This technique performs a time-space encoding of the measurement area and allows the unique description of 2 n different directions of projection by means of a characteristic n-bit code sequence. It was demonstrated to be particularly appropriate for dealing with steep slope changes and, in general, shape discontinuities of the surface to be measured, as the evaluation of the height is performed punctually, thus eliminating any influence on the measurement from neighborhood conditions. Gray-code projection, especially in combination with phase shifting, has been proposed by several authors and forms the basis of a number of industrial systems. 11, 12 The final aim of our present research activity is to integrate this technique with the multifrequency grating projection to achieve a system that performs at optimal accuracy and speed under different conditions. To achieve this goal, the theory of Gray-code projection has been revisited. Some aspects of this technique, in fact, are still lacking.
In this paper, we discuss in detail the algorithm used for Gray-code projection and elaboration and analyze the systematic measuring errors, which depend mainly on the geometry of the projector and vision devices; particular emphasis is devoted to the study of the resolution of the method. The results of this study allow us to determine the optimal setting of the parameters of the measurement and to develop a suitable calibration procedure. Moreover, we propose an implementation of the Gray-code projection method that can be easily combined with the original 3-D system, based on the projection of multifrequency gratings.
In Section 2 a detailed description of the technique, together with a brief description of the system layout is presented, in Section 3 the system analysis of the measurement resolution and the systematic errors introduced by an inaccuracy in the determination of the parameters involved in the measurement are described, Section 4 is devoted to the exhaustive description of the measuring procedures, Section 5 gives the experimental results, and Section 6 reports the main topics on the calibration of the system.
Description of the Technique and System Layout
The basic outline of the technique is summarized here with the aid of Fig. 1 . Points P and C represent the exit and the entrance pupils of the projection and imaging optics, respectively, d is the distance between them, and L is the distance from plane R. Plane R coincides with the X-Y plane of the orthogonal coordinate system, and the Z axis is parallel to the camera optical axis. The optical axes of both the projector and the video camera intersect plane R at point O. FW represents the width of the field of view along the X coordinate. On the CCD of the video camera, each pixel position is defined by indices i and j. The object height z͑ x, y͒ is evaluated with respect to plane R. The measurement procedure that uses the Gray-code approach is based on the projection, at n times, t 0 , t 1 , . . . , t n Ϫ 1 , of n stripe patterns p 0 , p 1 , . . . , p n Ϫ 1 . The stripes are parallel to the Y coordinate. Each pattern is formed in such a way that the projection of p 0 , p 1 , . . . , p n Ϫ 1 corresponds to the formation of a Gray code of n bits.
As an example, for n ϭ 4 the projection of patterns p 0 , p 1 , p 2 , p 3 on plane R corresponds to the formation of the Gray code shown in Table 1 . Rows r 0 , r 1 , r 2 , and r 3 of the table, which codify word bits from the most significant to the least significant one, can be interpreted as the binary representation of patterns p 0 , p 1 , p 2 , and p 3 along the X direction, provided that black stripes are assigned to the logic value 0 and the white stripes are assigned to the logic value 1. Columns c 0 , c 1 , . . . , c 15 are the code words, each corresponding to a light plane ͑LP͒. Each LP defines a direction of projection. In the general case, projection of patterns from p 0 to p n Ϫ 1 defines 2 n LP's. Thus a correspondence is established between 2 n directions of projection and points on plane R. Each pattern p 0 , . . . , p n Ϫ 1 is recorded in sequence by the video camera. The gray level of the CCD pixels is suitably thresholded and assigned to a logic value of either 0 or 1. If the CCD is composed of M ϫ N pixels, an M ϫ N matrix, called the bit plane, is correspondingly formed. Acquisition of patterns p 0 , . . . , p n Ϫ 1 results in the so-called bit-plane stack ͑BPS͒, n bits deep. A one-to-one correspondence exists between pixels on the CCD and the elements on the BPS: Each element of coordinates i, j on the BPS stores the Gray-code word of the LP viewed by the pixel that has the same coordinates on the CCD.
As shown in Fig. 1 , in the case in which no object is placed on plane R, point A is seen at pixel AЈ͑i, j͒ on the CCD. Thus, light plane LP A , which defines the projection direction corresponding to ray PA, is assigned to pixel AЈ͑i, j͒ and stored into the element of coordinates i, j on the reference bit-plane stack ͑RBPS͒. As an example, Fig. 2 shows the RBPS for the case n ϭ 4. From left to right, the bit planes that correspond to patterns p 0 , p 1 , p 2 , and p 3 are shown. The element of coordinates i, j stores the bit sequence 0 1 0 1, which is the Gray-code word of light plane LP A .
When an object is placed on plane R, its shape determines a deformation of the stripe patterns. The acquisition of patterns p 0 , . . . , p n Ϫ 1 results in the object bit-plane stack ͑OBPS͒, each element of which is, in general, codified by a different LP with respect to that associated with the RBPS. As shown in Fig. 1 , ray PA intersects the object at point H͑ x, y͒, which is seen at pixel BЈ͑i, j*͒ on the CCD. On the other hand, a different direction of projection is now seen at pixel AЈ͑i, j͒: This is the direction of ray PD, which strikes the object at point K. Hence light plane LP A is now associated with pixel BЈ͑i, j*͒, whereas a different LP, which corresponds to the direction of projection PD, maps to pixel AЈ͑i, j͒. Figure 2 gives an idea ͑for n ϭ 4͒ of the shift induced on the corresponding OBPS by an object presenting a parallepipedic shape. The Gray-code word of light plane LP A is now stored in the element of coordinates i, j*, while the element of coordinates i, j*, while the element of coordinates i, j stores the bit sequence 0 0 0 0 ͑i.e., light plane LP D ͒. Evaluation of the height z͑ x, y͒ of point H goes through three subsequent steps: in the first step, the shift AЈBЈ is determined. This shift, hereafter called S i, j , is expressed in pixels. S i, j is evaluated in terms of the shift of LP's, following a newly developed procedure in which the RBPS and the OBPS are elaborated by rows. This procedure reads, for each element of coordinates i, j of the RBPS, the LP associated with that element, searches for the position i, j* of the same LP on the OBPS, and sets S i, j ϭ j Ϫ j*. In the second step, the shift S R ͑ x, y͒ ϭ AB on plane R is determined by means of the following conversion formula:
The third step converts the shift S R ͑ x, y͒ into the height z͑ x, y͒. We obtained this by observing that triangles AHB and CHP are similar and that the following relationship holds:
where CP ϭ d. By expressing Eq. ͑2͒ with respect to z͑ x, y͒ we obtain
The system layout is the same as that used in the multifrequency grating projection system, based onto the triangulation geometry of Fig. 1 . It is schematically shown in Fig. 3 . An LCD-based unit ͑LCD 320 ABW͒, directly controlled by a personal computer ͑AST 486 33MHz͒, projects the Gray-code sequence of patterns. It also allows the projection of suitable illumination patterns, which turn out to be useful for the preprocessing of the images and the implementation of the threshold algorithm. Image acquisition is performed by means of a black-and-white CCD camera ͑Sony XC-77CE͒ equipped with precision zoom optics. A framegrabber ͑Imaging Technology, AFG series͒ plugged into the PC digitizes the images, performs elaboration, and allows image visualization through a monitor. The image resolution is 512 ϫ 512 pixels with 256 gray levels.
To shorten the measurement time we recently upgraded the system. In particular, a PC Pentium 133 MHz is now used as the elaboration unit, and a framegrabber based on the PCI bus ͑Matrix, PC IMAGE board͒ performs image handling. All the measurement procedures have been developed with Windows 3.1, by use of Cϩϩ object-oriented programming.
System Analysis

A. Resolution of the Measurement
In this section, the resolution of the measurement is evaluated. Because the projected stripes are parallel to the Y direction, pixels that have the same X coordinate present the same Gray-code word. Thus the resolution along the Y coordinate depends on only the resolution of the CCD matrix. Below we consider the dependence of the resolution on the X coordinate.
The minimum measurable value of z͑ x, y͒, z min , is expressed by
Equation ͑4͒ is obtained from Eq. ͑3͒ by the substitution of the lateral resolution x min into the shift S R ͑ x, y͒. The lateral resolution x min represents the minimum shift that can be evaluated along the X direction and is obtained from Eq. ͑1͒, where S i, j ϭ 1. Because d Ͼ Ͼ x min , Eq. ͑4͒ can be approximated by
Equation ͑5͒ suggests that the measurement resolution can be increased by reducing either FW or L or by increasing d. Parameters FW and L depend on each other through the optical characteristics of the video camera. In our system, this dependence is approximated by the following formula:
where f is the focal length of the optics of the video camera. Equation ͑6͒ shows that decreasing FW implies decreasing L or increasing f. In the measurement practice, the value of FW has to be chosen large enough to observe the whole object and small enough to optimize the measurement resolution. Equation ͑6͒ allows us to select the ratio L͞f, which gives suitable values of both FW and L to be used as input values in Eq. ͑5͒. Finally, Eq. ͑5͒ is used to determine the value of parameter d, which optimizes the measurement resolution. It is worth noting that care must be taken in choosing the value of d, as the higher the d, the higher the possibility of shadows in the measuring area and the higher the influence of the deformation of the projected stripes that is due to the crossed-optical-axes geometry. Generally the best solution leads to a geometric setup characterized by values of the ratio L͞d in the range 0.6 -1, corresponding to large values of the angle between the projection and the acquisition directions. Figure 4 shows an example. The object in Fig.  4͑a͒ has a shape that results from the superposition of a truncated cone onto a cylinder. The diameter of the cylinder is equal to 100 mm, and the maximum height of the object is 55 mm. To view the whole object, FW has been set equal to 189 mm. By means of Eq. ͑6͒ L has been chosen equal to 500 mm and f equal to 23.2 mm. Parameter d has been set equal to 592 mm in Eq. ͑5͒, resulting in z min ϭ 0.25 mm. Figure 4͑b͒ plots the evaluated profile along a single section of the object. As expected, the method performs the 3-D profile reconstruction even in correspondence with high values of the object gradient; on the other hand, the limit in resolution is clearly evident, especially on the central plateau region, where the measured resolution is equal to 0.27 mm. 
Influence of Parameters d and L
The height error ‫ץ‬ z͑ x, y͒ that is due to errors ‫ץ‬d and ‫ץ‬L can be evaluated by calculating the partial derivatives of Eq. ͑3͒ with respect to d and L:
Equations ͑7͒ and ͑8͒ show that the influence of errors ‫ץ‬d and ‫ץ‬L on the height error ‫ץ‬ z͑ x, y͒ is an almost linear function of the parameter S R ͑ x, y͒; parameter d is usually much larger than S R ͑ x, y͒. By inverting Eq. ͑3͒ with respect to S R ͑ x, y͒ and by substituting the result into Eqs. ͑7͒ and ͑8͒, we obtain
Equations ͑9͒ and ͑10͒ are the same as those derived from the analysis of the systematic errors in the system based on the projection of multifrequency gratings. 13 This is by no means surprising, as both techniques show the same optical geometry and are based on triangulation, despite the fact that the approach to the projection is different. However, Eqs. ͑9͒ and ͑10͒ apply to markedly different working ranges in the two approaches. In fact, in the Graycode technique, the resolution requirements force us to operate with values of the ratio L͞d close to 1; in contrast, in the other projection method, good resolution can be achieved even for values of L͞d in the range 3-5 and for larger values of the measuring area. 6 Equations ͑9͒ and ͑10͒ have been plotted as functions of z͑ x, y͒ and L. Following the geometric setup of the example in Fig. 4 , parameter d has been set equal to 592 mm. The dependence of ‫ץ‬ z͑ x, y͒͞‫ץ‬d and ‫ץ‬ z͑ x, y͒͞‫ץ‬L on z͑ x, y͒ are plotted in Fig. 5 and 6 , respectively.
Influence of Parameter FW
The importance of using a good estimate of FW has been evaluated with three different estimates, FW e1 , FW e2 , and FW e3 , to derive z͑ x, y͒ for the case of Fig.  4 . Table 2 shows, for each choice of FW e , the values obtained for S i, j , S R ͑ x, y͒, and z͑ x, y͒ for x ϭ 107.4 mm.
It can be seen that S i, j does not vary when FW e is varied; in contrast, S R ͑ x, y͒ undergoes a variation of the order of a factor 0.4 of the variation in FW e and z͑ x, y͒ undergoes a variation of 0.25 of the variation in The analytical derivation of the dependence of the height error ‫ץ‬ z͑ x, y͒ on the error ‫ץ‬FW is derived by substituting the expression for S R ͑ x, y͒ given in Eq. ͑1͒ into Eq. ͑3͒ and then by calculating the partial derivative of the resulting expression with respect to FW:
The dependence of ‫ץ‬ z͑ x, y͒͞‫ץ‬FW on S i, j is plotted in Fig. 7 for FW ϭ 189 mm and three settings of the parameters d and L, which yield the same ratio L͞d as in the example of Fig. 4 . It can be observed that the height error ‫ץ‬ z͑ x, y͒͞‫ץ‬FW is an almost linear function of S i, j . In fact, the contribution of the term S R ͑ x, y͒ ϭ ͑FW͞N͒S i, j in the denominator of Eq. ͑11͒ can be neglected, parameter d being 2 orders of magnitude greater than S R ͑ x, y͒. By inverting Eq. ͑3͒ with respect to S R ͑ x, y͒, and by substituting the result into Eq. ͑11͒, we obtain
Equation ͑12͒ expresses the height error ‫ץ‬ z͑ x, y͒͞ ‫ץ‬FW as a function of the field of view FW, of the object height z͑ x, y͒, and of the distance L between the video camera and plane R. In Fig. 8 , Eq. ͑12͒ is plotted as a function of z͑ x, y͒ and L for FW ϭ 189 mm.
Remarks on the Analysis of the Systematic Errors
The analysis performed so far allows us to calculate the maximum error that the system can tolerate for ‫ץ‬d, ‫ץ‬L, and ‫ץ‬FW as a function of the accuracy required for the measurement. By comparing the plots in Figs. 5, 6, and 8, we can determine which inaccuracy, either ‫ץ‬d, ‫ץ‬L, or ‫ץ‬FW, has more influence on the height error ‫ץ‬ z͑ x, y͒, depending on the working point ͑the actual values L, d, and FW͒ stemming from the resolution constraints.
With reference to the example of Fig. 4 , the curves ‫ץ‬ z͑ x, y͒͞‫ץ‬d, ‫ץ‬ z͑ x, y͒͞‫ץ‬L, and ‫ץ‬ z͑ x, y͒͞‫ץ‬FW have been plotted in Fig. 9 as functions of L for d ϭ 596 mm and corresponding to z͑ x, y͒ ϭ 55 mm. It is easy to note that the choice of either ‫ץ‬L or ‫ץ‬FW as control parameters during calibration depends on the value of L. In our example, where L ϭ 500 mm, the influence of ‫ץ‬FW is the highest. Thus the required accuracy is obtained by finely adjusting the estimate FW e from its initial value.
A suitable procedure for the calibration of the system must take into account these results: The actual values of d, L, and FW, determined above by means of Eqs. ͑5͒ and ͑6͒, have to be measured to the required accuracy. Starting from the initial esti- Table 2 . Evaluation of Shifts S i, j and S r ͑x, y͒ and Height z͑x, y͒ Calculated at x ‫؍‬ 107.4 mm along the Section of the Object in Fig. 4͑b͒ for mates of d e , L e , and FW e , the procedure should use either Eq. ͑10͒ or ͑12͒, depending on which inaccuracy ͑either ‫ץ‬L or ‫ץ‬FW͒ influences the height error more, to finely adjust the corresponding estimate until the required accuracy is obtained.
System Implementation
In this section, the procedures developed to perform the 3-D profile measurement with the Gray-code method are described. The first procedure allows the formation of the BPS's and performs triangulation. The second procedure is actually nested into the first one and performs suitable binarization of the acquired patterns. The third procedure performs shadow masking; it is activated to eliminate shadow areas from the measurement.
A. Bit-Plane Stack Formation and Triangulation
This procedure starts with the projection of eight stripe patterns, p 0 , . . ., p j , . . ., p 7 , corresponding to a Gray code of 256 words, whereby 256 different LP's are defined. Each pattern is acquired over a predefined number of frames, and the resulting averaged image is binarized by means of suitable thresholding. The image corresponding to the jth pattern, after the binarization, is passed through a lookup table ͑LUT͒. The output image is the jth bit plane, in which the elements that correspond to the pixels previously set to 0 are left unchanged and the others are set to the eighth bit word with a single 1 in position j. The BPS is obtained by performing a logical OR over the sequence of bit planes. In order to obtain the 3-D profile of an object, this procedure must be applied twice: First, only the reference plane is illuminated and the RBPS is stored; second, the object is placed on the reference plane, this procedure is activated again, and the OBPS is obtained. The computation of the height map z͑ x, y͒, for each point x, y of the measuring area, is achieved by elaborating both the RBPS and the OBPS and by performing triangulation.
B. Binarization Procedures
Four different binarization strategies have been implemented. The choice of the most appropriate strategy depends on the characteristics of the acquired images in terms of ͑1͒ level of background illumination, ͑2͒ contrast, and ͑3͒ presence of disuniformities of the reflectance of the object surface.
The first strategy allows the user to preset a single value of the threshold that is common to all image pixels. The most appropriate value of the threshold is set, depending on the histograms of two images of the scene, which are acquired before the stripe patterns. These are the so-called environmentalillumination ͑EI͒ image and the projector-light ͑PL͒ image, taken in correspondence with the illumination level in the absence and in the presence of the PL, respectively. The value of the threshold must belong to the range between the largest gray level in the EI image and the smallest gray level in the PL image. This procedure is simple and not too time consuming:
It is performed by passing each of the eight acquired stripe patterns through a suitable LUT. However, it is impossible to select the threshold when the upper and the lower bounds of the threshold range are too close to each other. This is the rather common case of objects that present high disturbances of the surface reflectance ͑dark or light spots͒ and marked discontinuities of the shape ͑grooves, holes, and shadows areas͒.
The second strategy applies the same thresholding procedure as above, after normalization of the images of the stripe patterns. The normalization follows a procedure already developed for the system based on multifrequency grating projection 6 ; it is aimed at reducing the dependence of the image on the background level and at decreasing the influence of disturbances of the surface reflectivity. Image normalization is performed again by use of EI and PL images. The averaged image of each stripe pattern is subtracted from the EI image and the PL image; then the resulting two images are divided by each other and multiplied by a factor set by the user, which allows the expansion of the gray levels along the whole available range. After normalization, the threshold is set equal to 128. The normalization procedure has been successfully integrated to the Gray-code projection; it has been observed that the influence of both background illumination and nonuniformities of the object reflectivity is strongly reduced, although at the expense of a larger time duration, because eight image divisions are needed.
The third and the fourth strategies are two spacevariant binarization procedures. 11, 12 The former evaluates the average image from the EI and the PL images. The resulting image stores, in each pixel, the threshold value. The binarization of each stripe pattern is performed by ͑1͒ subtracting it from the average image and ͑2͒ setting the resulting negative values to 0 and the others to 1. This technique does not require the preset of any parameter and is fast, because it is implemented by use of the hardware capabilities of the framegrabber. Moreover, because the threshold is set pixel by pixel, it works satisfactorily even when the surface presents marked variability of the reflectance.
The latter procedure requires that the projection of each stripe pattern is followed by the projection of the complementary one, i.e., the pattern with reversed distribution of illuminated and nonilluminated areas. The binarization is obtained by subtracting the reversed pattern from the direct one and by setting the resulting negative values to 0 and the others to 1. This technique takes advantage of the built-in feature of the LCD unit of automatically projecting both the direct and the reversed stripe patterns. It shows good performances in terms of flexibility, even though 16 patterns are required, resulting in an increased time of projection.
C. Shadow Masking
This procedure is based on the point-by-point product between the OBPS and a masking matrix. The masking matrix is obtained by evaluating the difference between PL and EI images: The resulting image is thresholded through a suitable LUT. The most appropriate value of the threshold is chosen by evaluating the range of variability of the gray levels that correspond to the shadow areas in EI and PL images. In our experiments, we observed that a typical range for the threshold is 5-30.
D. Remarks on the Elaboration Time
The method exhibits a processing time that depends on ͑1͒ the number of frames averaged during the image-acquisition step, ͑2͒ the binarization procedure, and ͑3͒ the activation of the shadow masking. In most cases, the integration of the Gray-code method dramatically decreases the measurement time ͑a factor of 3͒ with respect to the case in which the multifrequency grating projection is used.
Referring to the system layout in its original version, in the case in which the images are not averaged and the binarization is based on a fixed threshold without normalization, we observed that the BPS is built in ϳ1 s. When the average is performed over 64 frames and image normalization is activated, 1 min is required. In the case in which the images are averaged over 64 frames and the binarization is performed by use of the first space-variant threshold, the BPS is obtained in 30 s. The elaboration step lasts ϳ1 min, leading to an overall processing time of ϳ2 min in the worst case. Upgrading the system hardware largely reduced the overall measurement time: Typical values are now in the range 10 -15 s, depending on the elaboration sequence.
Experimental Results
Various target objects have been used to evaluate the overall performances of the system. The first example of application is a mechanical flange, shown in Fig. 10 . This object, which was previously painted white to optimize the uniformity of its surface reflectance, offers a significant test for our system because of its steep slope changes. The system parameters have been set by taking into account the guidelines discussed in Subsection 3.A. The field of view is equal to 203 mm, and the distance L is 643.5 mm. Parameter d has been chosen to be equal to 550 mm; this value leads to a theoretical height resolution of 0.46 mm. Figure 11 shows the image of stripe pattern p 6 deformed by the flange. The shadow areas are clearly visible. In this example, the binarization based on the first space-variant thresholding and the shadow-masking procedure have been activated. The calculated 3-D profile of the object is shown in Fig. 12 : It is worth noting that the shadowed areas have been eliminated from the measurement. In order to reconstruct the shape of the whole object, we rotated it and calculated the corresponding 3-D profile. A least-squares matching procedure allowed the merging of the two height maps. Figure 13 plots the profile along a section of the object: It can be noted that the rather small resolution of the measurement is balanced by the ability to detect the steep discontinuities of the object shape.
Another significant target is given by the object in Fig. 14. It is a white-painted mechanical rack that exhibits a steep height variation that corresponds to Fig. 10 . White-painted mechanical flange. Fig. 11 . Image of the stripe pattern deformed by the mechanical flange. the borders and a consistent, periodic discontinuity that corresponds to the teeth. The geometric parameters of the system are FW ϭ 240 mm and L ϭ 600 mm. Parameter d is equal to 600 mm. This value avoids shadows between the teeth. The expected height resolution is 0.47 mm. The calculated profile is plotted in Fig. 15 . Finally the performance of the system in the case of high and nonuniform reflectance of the surface has been considered. Figure 16 shows two objects of parallepipedic shape. The smaller one is a 24 mm ϫ 43 mm ϫ 66 mm block with a metallic surface that results in a variable visibility of the fringes and in the saturation of the video camera. The larger one is a 50 mm ϫ 60 mm ϫ 40 mm block. This object has been previously painted matte white. A number of disturbances have been superimposed on it, such as the gray stripe and the small crosses clearly visible in the figure. The geometric parameters of the system are FW ϭ 188 mm, L ϭ 530 mm, and d ϭ 585 mm, and the theoretical height resolution is 0.33 mm. The binarization based on the projection of both the direct and the reversed stripe patterns has been applied, and the resulting 3-D profile is depicted in Fig.  17 .
Calibration of the System
To calibrate the profilometer, a parallelepiped has been used as a master. Ten different points have been selected on its surface as control points for calibration; the height of the master has been measured in correspondence to the control points by means of a micrometer ͑resolution 0.01 mm͒. The measured height is 24.95 mm Ϯ 0.005 mm.
As a first step, the initial values of parameters FW, L, and d have been chosen. The field of view has been set to 99.5 mm, and, in order to maximize the height resolution, parameters L and d are equal to 230 and 248 mm, respectively. The resulting ratio L͞d ϭ 0.9 allowed us to limit shadows in the measuring area and to neglect the influence of the deformation of the projected stripes that is due to the crossed-optical-axes geometry. The expected theoretical resolution is 0.18 mm. In a second step, we examined the influence on the height error ‫ץ‬ z͑ x, y͒ of the inaccuracies ‫ץ‬L, ‫ץ‬d, and ‫ץ‬FW in the evaluation of the actual values of L, d, and FW, as discussed in Subsection 3.B. Figure 18 plots the result for z͑ x, y͒ ϭ 24.95 mm. It is easy to note that parameter FW is the most appropriate for obtaining the required accuracy.
A suitable calibration procedure has been developed that ͑1͒ evaluates, for each calibration point, the difference between the height measured by the system and the control height, and ͑2͒ iteratively adjusts the estimate of parameter FW until the errors become less than the theoretical resolution.
After the calibration, the system is used to measure other objects of parallepipedic shape, differing in height. All the objects were previously measured by means of the micrometer. The system shows an overall accuracy that is equal to the resolution. In particular, the measurement of the objects with a height in the range of Ϯ150% of the master height reveals an accuracy of 0.2 mm, corresponding to the 0.1% of the distance L.
Conclusions and Future Work
In this paper, the algorithm based on Gray-code projection for the measurement of 3-D profiles has been thoroughly discussed. The dependence of the height resolution on the parameters involved in the measurement has been studied, together with the influence on the measurement accuracy of the systematic errors. It has been shown how the resolution requirements determine the values of both the triangulation parameters and the focal length of the optics. The analysis of the systematic errors allows us to select the parameter to be varied from its initial value to optimize the accuracy of the measurement.
The significant performances of the Gray-code projection and detection setup have been described.
Given the excellent ability of this procedure to comply with even steep variations of slope in the object to be measured and given the possibility of correcting the systematic errors of the measurement, the proposed method may well be integrated together with the profilometer based on multifrequency grating projection, which shares the same geometry for the measurement of arbitrary shapes. The experimental work highlights the fact that the main drawback of the method is that the height accuracy is limited by the measurement resolution. The achievement of increased accuracy is under development, based on a suitable integration of the Gray code and phase shifting. The procedure is aimed at deriving a phase map of absolute values in which the principal value comes from phase shifting and the integer part of the phase from the Gray-code method.
