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Numerical simulations of magnetization reversal of a quantum uniaxial magnet under a swept
magnetic field [Hatomura, et al., Quantum Stoner-Wohlfarth Model, Phys. Rev. Lett. 116, 037203
(2016)] are extended. In particular, how the “wave packet” describing the time-evolution of the
system is scattered in the successive avoided level crossings is investigated from the viewpoint of
the distribution of the eigenstate populations. It is found that the peak of the distribution as a
function of the magnetic field does not depend on spin-size S, which indicates that the delay of
magnetization reversal due to the finite sweeping rate is the same in both the quantum and classical
cases. The peculiar synchronized oscillations of all the spin components result in the beating of the
spin-length. Here, dissipative effects on this beating are studied by making use of the generalized
Lindblad-type master equation. The corresponding experimental situations are also discussed in
order to find conditions for experimental observations.
PACS numbers: 75.40.Mg, 75.50.Xx, 75.75.Jn, 75.78.-n
I. INTRODUCTION
Quantum spin systems are usually realized in experi-
ments by diluted ensembles of single-domain ferromag-
netic nano-particles1,2, single-molecule magnets3,4, or
single-spins magnets5,6. These systems are generally with
relatively large spins S (collective spins of nano-particles
and single-molecule magnets, or large rare-earth angu-
lar momentum of single-spins magnets). Except for the
nano-particles case, this ensures the total absence of size-
and therefore spin-distribution, and as well, slow enough
quantum dynamics to be measurable. Due to small inter-
actions, they can be regarded as almost isolated, even at
low temperatures. This is particularly true with single-
spin magnets which can be diluted at will. Various quan-
tum effects have been reported in both single-molecule
and single-spin magnets. One of the significant quan-
tum effects is the stepwise magnetization process in hys-
teresis of blocked magnetization at low temperatures,
in which quantum tunneling between the states with
magnetizations in opposite directions plays an important
role7,8. This phenomenon is understood as a quantum
hybridization of discrete opposite magnetization energy
levels forming an avoided level crossing. The scattering
rate at the avoided crossing point is characterized by the
Landau-Zener formula9–12, which has been theoretically
applied to quantum nano-magnets13–15 and confirmed in
experiments16,17. Quantum effects at each avoided cross-
ing point have been intensively studied both theoretically
and experimentally during the last decades18.
Uniform magnetization reversal in a single ferromag-
netic domain associated with the classical metastable
state collapse was studied by Stoner and Wohlfarth19.
Because of the uniaxial anisotropy, the magnetization op-
posite to the direction of the magnetic field is metastable
until the magnetic field reaches a certain value. At the
end of metastability, which is called the Stoner-Wohlfarth
point, magnetization exhibits a jump to the stable di-
rection. This point draws an astroid known as the
Stoner-Wohlfarth astroid in the longitudinal and trans-
verse fields’ plane.
In the previous study20, we considered this metastable-
to-stable transition in the quantum case, where quan-
tum tunneling at each anti-level crossing plays an im-
portant role. Besides the well-known stepwise hysteresis
mentioned above, we discovered the spinodal-like criti-
cal behavior of the energy gaps in the successive avoided
crossing points. This result was obtained by a study
of the magnetization reversal resulting from the succes-
sive Landau-Zener scatterings at avoided crossing points.
These scatterings take place along the continuation of
the ground state energy level for Hz > 0 to the Hz < 0
until the Stoner-Wohlfarth point, which we called the
metastable branch. The spinodal criticality appears
along this metastable branch, or more precisely around
the Stoner-Wohlfarth point, at which the metastable
state in the corresponding classical model collapses into
the stable state. Furthermore, a characteristic recursive
beating of the magnetization takes place during its pre-
cession beyond the Stoner-Wohlfarth point. This beat-
ing results from the synchronized oscillations of all the
components of magnetization and leads to the recursive
oscillation of the spin-length, sf ≡ 〈sx〉
2 + 〈sy〉
2 + 〈sz〉
2,
which we called the spin-fidelity.
In the present paper, we study the nature of the tran-
sition from the quantum mechanical behavior to the clas-
sical one. In particular, we investigate how the distribu-
tion of the eigenstate populations for a given magnetic
field Hz changes as a function of S and discuss the cor-
responding classical deterministic state. It is found that
2the distributions of the scattered populations beyond the
Stoner-Wohlfarth point follow a universal scaling law in-
dependent of S. This indicates that the same distribution
holds even in the classical case. As to the beating of mag-
netization, we study the dissipative effects by making use
of the generalized Lindblad-type equation21–24. The re-
sults enable us to provide the conditions to observe the
beating phenomenon in experiments.
This paper is constructed as follows. In Sec. II, the
model is explained. In particular, the notations of the
quantum Stoner-Wohlfarth model and the conventional
spin Hamiltonian are explained in detail. The distribu-
tion of the eigenstate populations beyond the Stoner-
Wohlfarth point and its classical limit are studied in
Sec. III. Section IV is devoted to the dissipative dynam-
ics of the quantum Stoner-Wohlfarth model. We give
summary and discussions in Sec. V.
II. QUANTUM STONER-WOHLFARTH MODEL
A. Uniaxial single-spin magnets
The spin Hamiltonian, which is used for the study of
uniaxial quantum magnets, such as the molecular magnet
Mn12, is generally written as
H˜ = −D˜S2z − H˜xSx − H˜zSz, (1)
which contains an anisotropy constant D˜ and a mag-
netic field H˜ = (H˜x, 0, H˜z). Through this paper, we set
gµB = 1. Owing to the uniaxial anisotropy, the system
exhibits magnetic hysteresis. For systems with finite S,
i.e. with the discrete energy levels, magnetic hysteresis
is also discrete and is associated with dynamical jumps.
The classical correspondence of the Hamiltonian (1)
is nothing but the energy expression of the Stoner-
Wohlfarth model19
E = −Dm2z −Hxmx −Hzmz, (2)
where m = (mx,my,mz) is a classical spin described by
a unit vector, |m| = 1. In the past, this model was de-
voted to the study of the magnetization reversal of single-
domain ferromagnetic nano-particles under a tilted mag-
netic field. The important relation between the quanti-
ties D˜ and D will be given in the next subsection.
If the magnetic field is applied along a direction in the
hemisphere opposite to spontaneous magnetization, the
latter classical model (2) can be in metastable equilib-
rium. When the magnetic field becomes large so that
the energy barrier vanishes, the system changes from
metastable to unstable. Such a point associated with
a metastable-to-stable transition is generally called the
spinodal point. In the present model, it is called the
Stoner-Wohlfarth point and given by
(2D)2/3 = (Hx)
2/3 + (Hz)
2/3. (3)
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FIG. 1. Typical trajectories for the cases (a) with the degener-
ated ground states, (2D)2/3 > (Hx)
2/3+(Hz)
2/3, Hz = 0, (b)
at the Stoner-Wohlfarth point, (2D)2/3 = (Hx)
2/3 + (Hz)
2/3,
Hz = HSW, and (c) without the metastable state, (2D)
2/3 <
(Hx)
2/3 + (Hz)
2/3, Hz = −4. Here, D = 1 and Hx = 1.
This equation represents the famous Stoner-Wolhfart as-
troid which was actually observed in experiment25.
In Fig. 1, we show the three main types of trajec-
tories (a) with the metastable state, inside the Stoner-
Wohlfarth astroid (2D)2/3 > (Hx)
2/3 + (Hz)
2/3, (b) at
the Stoner-Wohlfarth point, on the astroid (2D)2/3 =
(Hx)
2/3+(Hz)
2/3, and (c) without the metastable state,
outside the astroid (2D)2/3 < (Hx)
2/3 + (Hz)
2/3.
B. Quantum Stoner-Wohlfarth model
When we study the quantum effects of the Stoner-
Wohlfarth model, it is convenient to adopt the quantum
Stoner-Wohlfarth model rather than the spin Hamilto-
nian (1). In the quantum Stoner-Wohlfarth model, we
replaced the classical spin in Eq. (2) by the normalized
3quantum spin operator
s = S/S, (4)
which satisfies the following commutation relation
[si, sj ] =
i
S
ǫijksk. (5)
Here and hereafter, we take h¯ = 1 and obtain the quan-
tum Stoner-Wohlfath Hamiltonian
H(t) = −Ds2z −Hxsx −Hz(t)sz , (6)
where the explicit time-dependence of the longitudinal
field Hz(t), which is taken in our analyses, is given by
Hz(t) = Hz(0)− ct, (7)
where c is a given sweeping rate.
In order to make clear the relation between the spin
Hamiltonian (1) and the quantum Stoner-Wohlfarth
model (6), we rewrite Eq. (1) as
H˜ = S(−D˜Ss2z − H˜xsx − H˜zsz). (8)
Comparing with Eq. (6), we find the ralations D = D˜S,
H = H˜ , and H = H˜/S. The overall factor S causes the
following time rescaling
τ =
t
S
, (9)
which gives
Hz(t) = Hz(0)− ct = Hz(0)− vτ, v = cS, (10)
where v is the sweeping rate in the spin Hamiltonian (1).
In the rest of the present paper, we shall consider the
Hamiltonian (6), which is the same as in our previous
paper20. Note that the corresponding anisotropy con-
stant is D = D˜S, where D˜ is the usual one in the spin
Hamiltonian (1).
C. Population dynamics
Let {|ψk(t)〉} be the instantaneous eigenstates of the
Hamiltonian (6),
H(t)|ψk(t)〉 = Ek(Hz(t))|ψk(t)〉. (11)
Under the swept field (10), the time-evolution is given by
the time-dependent Schro¨dinger equation
i
∂
∂t
|ψ(t)〉 = H(t)|ψ(t)〉, (12)
|ψ(t)〉 =
∑
k
ck(t)|ψk(t)〉, (13)
where ck(t) is the time-dependent coefficient. Now, we
introduce the population of the eigenstate
Pk(t) = |ck(t)|
2. (14)
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FIG. 2. (a) Energy spectrum of the quantum Stoner-
Wohlfarth model for spin-size S = 10, the anisotropic con-
stant D = 1, and the transverse field Hx = 1. The horizontal
axis is the longitudinal field Hz. The purple curves represent
the eigenenergies. Population dynamics under the swept field
with the velocity v = 0.05 is represented by the green circles.
The black line denotes the Stoner-Wohlfarth point. (b) The
distribution of the populations at Hz(t) = −4. The horizon-
tal axis represents the number of the state k and the vertical
axis represents the populations Pk.
A typical energy spectrum given by the ensemble
{Ek(Hz(t))}k=1,··· ,2S+1 is depicted in Fig. 2 (a) for S =
10, where the (2S+1 = 21) eigenenergies are plotted as a
function of Hz(t). In this figure, the population dynam-
ics is simulated for the initial condition Hz(0) = 2 with
the sweeping rate v = 0.05, starting from the ground
state. The size of circles denotes the population of the
eigenstates Pk(t). The distribution of the eigenstate pop-
ulations at Hz(t) = −4 is depicted in Fig. 2 (b).
The scattering process is understood as follows. When
the longitudinal field Hz(t) is swept from positive to
negative, the fully occupied initial state is scattered
at the successive anti-crossing points with the states
corresponding to the magnetization Mz = −S,−S +
1, · · · ,+S − 1 along the diadiabatic continuations of the
initial state (metastable branch). The population Pk(t)
at a certain negative magnetic field Hz(t) can be in-
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FIG. 3. Critical behavior of gaps at avoided crossings on
the metastable branch, which and its finite-size scaling are
found by Hatomura et al. [Phys. Rev. Lett. 116, 037203
(2016)]. Gaps are plotted from spin-size S = 20 to S = 320.
The anisotropic constant is D = 1 and the transverse field
is Hx = 1. The vertical axis is the scaled gaps S∆Ek and
the horizontal axis is the corresponding longitudinal magnetic
fields Hk. The Stoner-Wohlfarth point HSW is represented by
the black line.
terpreted as the amount of the scattering at the kth
avoided-crossing point. Here, the kth avoided-crossing
point is the anti-crossing point of the states correspond-
ing to Mz = +S and the state corresponding to Mz =
−S + k − 1. The energy gap of the kth avoided-crossing
point is denoted by ∆Ek, and the corresponding field is
defined as Hk, which gives the minimum energy gap at
the anti-crossing level. The amount of the scattering is,
of course, related to the size of the energy gap. In the
classical limit S →∞, the scaled gap S∆Ek depicted in
Fig. 3 is responsible to the scattering phenomenon. For
|Hz| < |HSW|, the state remains in the metastable state,
which indicates S∆Ek vanishes while it has a finite value
for |Hz | > |HSW|. This situation is responsible for the
critical behavior at the Stoner-Wohlfarth point, which
is characterized by the scaling law of the renormalized
gaps S∆Ek versus the longitudinal field Hk observed in
the previous paper20
(S∆Ek)
2 = S−1/3g((Hk −HSW)S
2/3), (15)
where g(·) is the scaling function. This scaling function
turned out to be identical to one of the spinodal critical
scaling26.
In the present paper, we study the distribution of
the populations Pk(t) at the field Hz(t) = −4, Pk ≡
Pk(t)|Hk(t)=−4, after the scattering region, i.e. far be-
yond the Stoner-Wohlfarth point (Fig. 2 (a)).
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FIG. 4. (a) The distributions of populations for S =
10, 20, 40, 80, and 160. (b) The data are plotted as a func-
tion of the scaled parameter k/S.
III. DISTRIBUTION OF POPULATIONS
A. Distribution and its scaling behavior
First, we study S dependence of the eigenstate popu-
lations {Pk}. The distributions are plotted versus k in
Fig. 4 (a) for spin S = 10 to 160. They are given again
in Fig. 4 (b) versus k/S. This leads to a concentration of
the curves at a certain position. In Fig. 5, we show the
accumulated population
Qk ≡
k∑
k′=1
Pk′ (16)
as a function of k/S. Here, we find that the accumulated
populations reach almost 1 around k/S ≈ 0.7, and thus
the scattering processes almost finish around there. In-
deed, the populations are almost zero for large k, which
do not contribute to the scattering processes. Therefore,
hereafter, we will not care about large k regions. In ad-
dition, we find that all the curves with different S cross
at almost the same point. We denote this crossing point
as kclpeak/S.
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FIG. 5. The accumulated populations for S = 10, 20, 40, 80,
and 160. The horizontal axis is the scaled parameter k/S and
the vertical axis is the accumulated populations Qk.
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FIG. 6. Relations between Hk and k. From the first avoided
crossing to the Stoner-Wohlfarth point, HSW < Hk < 0, S de-
pendence of the field corresponding to the kth gap is given by
Hk ∝ kS
−1. The horizontal black line represents the Stoner-
Wohlfarth point and the vertical black line is depicted to es-
timate corresponding k.
When we consider the distributions, the field Hk is
more meaningful than the label k, and so we plot the
difference of the fieldsHk−HSW as a function of (k−1)/S
in Fig. 6. Here, we estimate the Stoner-Wohlfarth point
in terms of k for later analysis, and it is given by kSW ≃
1+0.45S. We find this is actually a good scaling until the
Stoner-Wohlfarth point. However, this scaling is broken
beyond the Stoner-Wohlfarth point. This point will be
discussed in more details later.
Now, we study the population P˜Hk , which is a func-
tion of Hk, measuring the scattering rate at the field Hk
during the sweeping process. The relation between the
populations Pk and P˜Hk is given by
Pk∆k = P˜Hk∆Hk → P˜Hk = Pk
(
∆Hk
∆k
)−1
, (17)
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FIG. 7. The distributions P˜Hk as a function of Hk for S =
10, 20, 40, 80 and 160. The horizontal axis is the fields Hk and
the vertical axis is the populations P˜Hk .
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FIG. 8. The possible scaling plot for P˜Hk . The horizontal axis
is scaled as (Hk − Hpeak)S
2/3 and the vertical axis is scaled
as P˜HkS
−2/3.
where ∆k = k − (k − 1) = 1 and ∆Hk = Hk − Hk−1.
By using this relation, we obtain the distributions of the
populations P˜Hk as depicted in Fig. 7. In this expression,
the areas of the distributions are conserved and equal
to unity. Furthermore, the peak positions are almost S
independent for large S and nearly given by
Hpeak ≃ 0.52, (18)
suggesting the existence of a scaling plot. In order to keep
the conservation law for the areas of the distributions,
the scaling plot must take the form, (P˜HkS
−α, (Hk −
Hpeak)S
α), where α is a real number. Taking α = 2/3,
we obtain the scaled distributions as shown in Fig. 8.
This is actually the scaling law of the distributions of the
populations for large S.
In the above calculations, we adopted finite differ-
ences for the transformation from k to Hk. This causes
non-negligible errors, especially for small S. Indeed,
the results are quantitatively different when we adopt
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FIG. 9. Relation between Hk and k above the Stoner-
Wohlfarth point, Hk < HSW < 0. The horizontal axis is
(k − kSW)S
−7/6 and the vertical axis is Hk −HSW.
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FIG. 10. The possible scaling for distributions. The horizon-
tal axis is plotted as (Hk − Hpeak)S
2/3 and the vertical axis
is PkS
1/2.
∆Hk = Hk+1 −Hk instead of Hk −Hk−1. Therefore, we
consider the continuous limit S →∞ in Eq. 17,
P˜Hk = Pk
(
∆Hk
∆k
)−1
→ P˜ (Hk) = P (k)
(
dH(k)
dk
)−1
,
(19)
where P˜ (Hk) and P (k) are the continuous limit of P˜Hk
and Pk, and H(k) is the continuous limit of Hk. From
Fig. 6, the derivative dH(k)/dk is proportional to S−1
for 0 < |H(k)| < |HSW|. Now, we consider the scal-
ing for |H(k)| > |HSW|. The possible scaling is plotted
in Fig. 9. From this scaling, the derivative dH(k)/dk is
proportional to S−7/6 for |H(k)| > |HSW|. Therefore,
the scaling property of the vertical axis is P˜ (Hk)S
−2/3 ∝
P (k)S1/2 above the Stoner-Wohlfarth point, and thus
we obtain the scaled distributions as shown in Fig. 10.
We remark that the heights of the distributions are dif-
ferent from Fig. 8 because we neglect the coefficient of
dH(k)/dk ∝ S−7/6.
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FIG. 11. Sweeping-rate dependence of the peaks of the dis-
tributions. Spin-size is S = 160, the anisotropic constant is
D = 1, and the transverse field is Hx = 1. The horizontal axis
represents the sweeping rate v and the vertical axis represents
the difference of the peak field and the Stoner-Wohlfarth point
|Hpeak−HSW|. The purple curve is |Hpeak−HSW| = 0.52v
2/3 .
B. Velocity dependence of the peak fields
In the above subsection, we studied the S dependence
of the distribution for the particular sweeping rate v =
0.05. In this subsection, we investigate the sweeping rate
dependence of the shift ∆Hpeak = |Hpeak−HSW| for the
particular spin S = 160. The result of the calculations is
given in Fig. 11. Here, we find that the shift ∆Hpeak is
proportional to v2/3 for small velocities v <∼ 0.08. This
dependence can be understood from the scaled energy
gaps depicted in Fig. 3 and the scaling property (15).
Indeed, from the scaling form (15) and Fig. 3, we find
asymptotically
(S∆Ek)
2 ∝ |Hk −HSW|
1/2, (20)
beyond the Stoner-Wohlfarth point |Hk| > |HSW| for
spin S → ∞. The amount of the scattered populations
in a given small interval is approximately proportional to
the adiabaticity parameter δ ≡
∑
k(∆Ek)
2/c when the
avoided-crossing gaps ∆Ek are small and well-separated.
Here, summation is taken over a given interval of Hz and
c is the sweeping rate. Thus, the amount of the scattered
populations in the interval [Hpeak, HSW] is proportional
to
kclpeak∑
k=kSW
(∆Ek)
2
c
=
kclpeak∑
k=kSW
1
S
(S∆Ek)
2
v
∝
kclpeak∑
k=kSW
1
S
|Hk −HSW|
1/2
v
, (21)
for large S. Although S dependence of dH(k)/dk is com-
plicated and kSW/S is also S dependent, we regard the
7summation as the following integral
kclpeak∑
k=kSW
1
S
|Hk −HSW|
1/2
v
≃
∫ Hpeak
HSW
|H −HSW|
1/2
v
dH
∝
|Hpeak −HSW|
3/2
v
, (22)
for large S and just above the Stoner-Wohlfarth point.
As the scattered populations should be invariant for var-
ious velocities v, the v dependence of the peak Hpeak is
given by
|Hpeak −HSW| ∝ v
2/3. (23)
It is obvious that this behavior (23) does not work for
large velocities v because the above assumptions will not
hold for large fields |H −HSW|.
IV. EFFECTS OF THE ENVIRONMENT
ON THE BEATING DYNAMICS
A. Beating phenomenon
The beating phenomenon of the spin-length has been
found in the magnetization dynamics after the Stoner-
Wohlfarth point20. This recursive oscillation is regarded
as the beating of the resonant oscillations between the
adjacent energy levels. The period of this beating oscil-
lation is given by
Tτ =
2πS
D
, T˜τ =
2π
D˜
, (24)
in the τ unit. We remark that this beating is not only
the oscillation of the z component of magnetization27,
but also of all the components of spin, and as the result,
of the spin length
sf = 〈sx〉
2 + 〈sy〉
2 + 〈sz〉
2, (25)
which we call the spin-fidelity20 (Fig. 12).
Surprisingly, it was also found that the period of the
recursive oscillation does not depend on the strength of
the magnetic field Hz. In this sense, the beating is ro-
bust. However, in order to observe the beating in ex-
periments at finite temperatures, we must study their
stability against relaxation and decoherence.
B. Effects of relaxation and decoherence
In order to take dissipative effects in account, we use
the generalized Lindblad-type equation24. Although the
general treatment for the time-dependent fields is diffi-
cult28, the generalized Lindblad equation works in the
cases, where the change of parameters is much slower
than the relaxation time of the thermal bath24,28–31.
In this scheme, we consider the quantum Stoner-
Wohlfarth model coupled with a thermal reservoir. We
assume that the interaction Hamiltonian and the bath
Hamiltonian are given by
HI = λsx(B +B
†), B =
∑
k
gkbk, (26)
HB =
∑
k
ωkb
†
kbk, (27)
where λ is the coupling constant, bk is the bosonic oper-
ator associated with the thermal barth, and ωk and gk
are the characteristic parameters of the thermal reser-
voir. With such an interaction Hamiltonian, both spin
dephasing and relaxation are taken in account.
In the weak coupling limit λ ≪ 1, the dissipative dy-
namics is given by the generalized Lindblad equation24,31
∂
∂t
ρ(t) = −i[H(t), ρ(t)]−λ2π{[sx, R(t)ρ(t)]+h.c.}, (28)
with
R(t) =
∑
k,l
Ψ(Ek(t)− El(t))
×〈ψk(t)|sx|ψl(t)〉|ψk(t)〉〈ψl(t)|, (29)
where ρ(t) is the reduced density operator for the system,
Ek(t) is the instantaneous eigenenergy of the quantum
Stoner-Wohlfarth model
H(t)|ψk(t)〉 = Ek(t)|ψk(t)〉, (30)
and Ψ(·) is the bath spectral function
Ψ(ω) =
J(ω)− J(−ω)
eβω − 1
, J(ω) = ASωlΘ(ω). (31)
Here, β is the inverse temperature, J(ω) is the spectral
density, and Θ(ω) is the step function. Spin-size S ap-
pears in the spectral density J(ω) due to the normal-
ization of the system Hamiltonian H(t). The thermal
reservoir is called Ohmic for l = 1, sub-Ohmic for l < 1,
and super-Ohmic for l > 1. In the following, we cal-
culate the beating dynamics in the Ohmic case l = 1
for different values of the (inverse) temperature β, the
coupling-constant γ = λ2πAS, and the sweeping-rate v
(Fig. 13).
The oscillations of magnetizations with beatings, ob-
served in the previous paper20, exhibit two time scales
as seen in Fig. 12. The faster one is the simple spin-
precession with the time-dependent frequency ω˜p ∼
2D˜〈Sz〉+ H˜z and the slower one is the beating with the
time and field-strength independent frequency ω˜b ∼ D˜.
Detection of both frequencies, i.e. of the full spin motion,
should be possible in the absence of damping if the mea-
surement frequency ωm is faster than both frequencies,
ωm ≫ ωp > ωb. However, this is difficult to realize in real
systems. Furthermore, the spin dynamics is generally
damped by the environments. This results in finite spin-
lattice (dissipation) and spin-spin (decoherence) times T1
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FIG. 12. Beatings of the spin-components and the spin-fidelity. The horizontal axis is time τ and the vertical axes are (top
left) 〈sz〉, (top right) sf , (bottom left) 〈sx〉, and (bottom right) 〈sy〉. Spin-size is S = 10, the anisotropic constant is D = 1,
and the transverse field is Hx = 1. The longitudinal field is swept from Hz(0) = 1 with the sweeping rate v = 0.05.
and T2, respectively. In the Ohmic generalized Lindblad-
type equation, the parameter is γ ∝ 1/T1. In Fig. 13, we
show the effects of the inverse temperature β and the
coupling constant γ. On the experimental side, measure-
ments may require ensembles of identical single-domain
ferromagnetic nano-particles, single-molecular magnets,
or atomic magnets. Of course, single-objects measure-
ments are also possible.
Taking the example of the single-molecular magnet
Mn12, the experiment
7 shows that the anisotropic con-
stant D˜ = 0.61K giving the ratio D˜/gµB = 0.44T. For
an infinitesimal transverse fieldHx, the Stoner-Wohlfarth
point for Mn12 is given byHSW ≃ 8.8T. The frequency of
the beating is given by ωb ≃ 1.3× 10GHz. In spite of the
fact that such a value is rather large, we believe that these
beatings could be observed in a particular setup which
will be described later. Furthermore, other systems such
as single-spin magnets should show significantly smaller
beating frequencies.
V. SUMMARY AND DISCUSSIONS
In the present paper, we extended our previous work on
the quantum Stoner-Wohlfarth model20 (6) to the stud-
ies of (i) the distributions of the eigenstate populations
and their associated scaling properties (Sec. III) and (ii)
the beating dynamics of magnetization in the dissipative
(thermal) environment (Sec. IV).
(i) At a given swept field, the distribution of the eigen-
state populations beyond the Stoner-Wohlfarth point is
given by the amount of the scattered populations at the
successive avoided level crossings along the metastable
branch, which is the diabatic continuation of the state
corresponding to Mz = +S to the negative field re-
gion until the Stoner-Wohlfarth point. The calculations
show that the distribution of eigenstate populations {Pk}
has a peak at the field Hpeak, which is not located at
the Stoner-Wohlfarth point HSW but is shifted a certain
amount ∆Hpeak = |Hpeak−HSW|, which depends on the
sweeping rate v. It should be noted that the shift does
not depend on S, and thus it is the same in the classi-
cal limit S → ∞. We investigated the S dependence of
the distribution of the eigenstate populations {Pk}, and
found a possible scaling form. The dependence of the
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FIG. 13. Beatings in dissipative environments. Spin-size is S = 10, the anisotropic constant is D = 1, and the transverse field
is Hx = 1. The longitudinal field is swept from Hz(0) = 1. The horizontal axis is the classical time τ and the vertical axis is
the expectation value of the normalized spin operator 〈sz〉. The cases of (top left) the coupling constant γ = 0.01, the inverse
temperature β = 10, and the sweeping rate v = 0.05, (top right) γ = 0.01, β = 1, and v = 0.05, (bottom left) γ = 0.05, β = 10,
v = 0.05, and (bottom right) γ = 0.01, β = 10, and v = 0.01 are plotted.
shift on v was estimated to be proportional to v2/3 for
small v, which was discussed from the viewpoint of the
scattering at each avoided crossing and the associated
criticality around the Stoner-Wohlfarth point.
(ii) Finally, we studied how the beatings found out-
side of the Stoner-Wohlfarth point Hz < HSW < 0 are
modified by dissipative effects due to the contact with
a thermal reservoir. Adopting the generalized Lindblad-
type equation24, we showed how the beatings could be
preserved while magnetization relaxes to the ground
state, and clarified how a fast enough measurement and
sweeping time-scales could allow their observation at low
enough temperatures.
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