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ABSTRACT 
We introduce two interior point algorithms for minimizing a convex function 
subject to linear constraints. Our algorithms require the solution of a nonlinear 
system of equations at each step. We show that if sufficiently good approximations to 
the solutions of the nonlinear systems can be found, then the primal-dual gap 
becomes less that E in O(&llneI) steps, where n is the number of variables. 
1. INTRODUCTION 
In this paper we present two interior point algorithms for general convex 
programming. The first algorithm generalizes a potential reduction algorithm 
proposed by Kojima, Mizuno, and Yoshise [4] for positive semidefinite linear 
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OElsevier Science Publishing Co., Inc., 1991 
169 
655 Avenue of the Americas, New York, NY 10010 0024-3795/91/$3.50 
170 K. 0. KORTANEK, FLORIAN POTRA, AND YINYU YE 
complementarity problems, while the second one generalizes the primal-dual 
center path-following algorithms studied by Kojima, Mizuno, and Yoshise [5] 
and Monteiro and Adler [7] for convex quadratic programming or convex 
linear complementary problems. Other important recent approaches to con- 
vex programming have used the idea of an analytic center, as defined by a 
Iogarithmic barrier function of the program (see Sonnevend [12], Renegar 
[lo], and Sonnevend and Stoer [13]), involving a special class of convex 
functions (Jarre [l]) or a class of convex separable programming problems 
(Monteiro and Adler [8], McCormick [6], and Nesterov and Nemirovsky [9]). 
These methods usually provide additional efficiencies because of the possibil- 
ity of extrapolation and continuation. 
Our algorithms require the approximate solution of a nonlinear system of 
equations at each step. We give explicit bounds for the norms of acceptable 
residuals in solving the nonlinear systems. In particular we show that for the 
path-following algorithm it is sufficient to reduce the initial residual of the 
nonlinear system by only a factor of 2. We mention that for quadratic convex 
programming the systems become linear, and the fact that they are to be 
solved only approximately opens the possibility of using iterative methods for 
solving the corresponding linear problems. 
Both our algorithms terminate when the primal-dual gap becomes less 
than a user-specified tolerance &. We prove that this is accomplished in at 
most O(fi]l n E I) t p s e s, where n denotes the dimension of the problem. If the 
objective function is quadratic, then, by choosing E = 2-L, where L is the 
length of the data defining the quadratic program in some binary coding, it 
follows that the exact solution of the probIem is obtainabIe in 0(&L) steps. 
Thus for the quadratic programming case we recover the complexity results 
obtained in the abovementioned papers. 
2. A LINEARLY CONSTRAINED CONVEX PROGRAM AND 
THE ASSOCIATED PRIMAL-DUAL POTENTIAL FUNCTION 
The convex program considered in the present paper is defined as 
(W VCP = inf f(x) 
XEIW” 
subject to Ax = b and x >, 0, 
where A is an m X n matrix of rank m, b is a given m-vector, and f is a 
convex function whose domain includes the constraint set 
(1) 
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We assume in addition that f is continuously differentiable on the 
positive orthant x > 0 (i.e., xj > 0 for j = 1,. . .,n), and we assume the 
existence of a strictly positive feasible point x0, i.e., Ax0 = b and x0 > 0. The 
optimal set, should it exist, of program (CP) is denoted T * and is defined as 
T* =(x* ET:f(X*) =vcp]. (2) 
The well-known Lagrangian dual of (CP) is then 
(LD) SUP (b:‘ll[f(Y)-y~(Arl-b)]) 
y E W”’ 
subject to <$-a [f(q) - #(A9 - b)] ’ --a~. 
In general, there may be a duality gap between (CP) and (LD) in the sense 
that the supremum is less than the i&mum. The classical example 
inf{exp( - 6) : x2 = 0 and xi, ra z 0) has optimal value 1, but its (LD) 
has value 0, which is attained for any dual feasible y > 0; see Gol’stein [2, pp. 
22-241. 
Since our goal is algorithmic development, we specialize (LD) as follows. 
We assume that the inner minimization of (LD) is attained, so that the 
Karush-Kuhn-Tucker conditions apply: 
Vf(q)-A+0 (dual feasibility), 
4rV(9) = #-A$ (complementarity ) . 
In this case, program (LD) becomes 
subject to Vf( q) - ATy 2 0. 
Of course, in general (LDl) may not be consistent, while (LD) may be. 
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Because of the Karush-Kuhn-Tucker theorem, there is no loss in general- 
ity from adjoining the primal constraints to (LDl), thereby obtaining 
(DP) *Dp= 
subject to Ax=b and x>O 
and Vfcx>- Ary > 0. 
The vector 
s=s(x,y)=Vf(x)-A=y (3) 
will be termed the vector of reduced costs, as motivated by both linear and 
nonlinear programming. 
With the above notation the constraint set G of (DP) is defined as 
C;={(x,y)ERnXR’“:XE~,S=S(X,y)ZO}. (4) 
To further simplify notation we introduce the function 
gtx>y) =ft~> - x’Vf(4 + b=y. (5) 
Then the optimal set of program (DP) is given by 
G* =((x*,y*) EG:g(X*>y*) =vD,}. (6) 
An immediate duality consequence of the Karush-Kuhn-Tucker condi- 
tions is the following result. 
PROPOSITION 2.1. It is the case that x * E T * zf and only if there exists 
y* ElR’R such that (x*,y*)~G and (x*)~s* =O, in which case f<x*)= 
g(x*,y*) and (x*,y*)~G*. 
It is convenient to introduce the following set of strictly primal dual 
feasible points: 
3={(x,y)E~:X>O,S(x’y)>O}. (7) 
It will be assumed throughout this paper that 5 is not empty. 
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The goal of the algorithm in this paper is to produce an (z, y) E 3 for 
which the complementary product xTs is arbitrarily small, say xTs < E. The 
motivation is clear from the following duality inequalities: 
where the first inequality follows merely from (x, y) E 6, and the second has 
been termed the “duality inequality.” By achieving xTs < E, our algorithms 
provide a constructive proof that vCP = vor under the above assumption that 
3 is nonempty. 
In particular, if feasible points T are generated which converge to a point 
x * having some coordinate equal to 0 where Vf may not be defined, then it 
follows that x * E T *. 
Of course, if there exists (x *, y *) E G * it is immediate that 
o<f(x)-f(x*)<XTs<8, (8a) 
and 
0 G g(r*,y*) - s(r 
Let us note that for (x, y) E G the condition 
x*s=o 
is equivalent to the system of equations 
xs = 0, 
y) GE. (8b) 
where, as throughout this paper, a capital letter, say X, denotes the diagonal 
matrix having as diagonal entries the coordinates of the vector x, i.e., 
X = diag(x). 
In view of the above results we initiate procedures which obtain numeri- 
cally vectors (5, 0) in 3 for which (?)rS- is arbitrarily small positive number. 
The first algorithm to be studied is based upon minimizing the primal-dual 
potential function 
(6(x,s)=plnrTs- 5 Inxjsj, p=n+G, (9) 
j=l 
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introduced by Todd and Ye [15, 161 for linear programming. It can be shown 
that 
(10) 
Therefore any (~,o> E 3 for which 
+(Z,ji)<nlnn-&jlnsl (II) 
will satisfy (8). The algorithm to be studied in the next section will decrease 
the potential function (9) at each step until (11) and consequently (8) will be 
satisfied. In fact we will use (8) as a stopping criterion. 
In order to conveniently define our algorithms we need some additional 
notation. Thus, 11. (1 will always denote the Euclidean norm for vectors as well 
as the corresponding operator norm for matrices, i.e., 
llrll = (xf + . * . + xy, XER” 
IlMxll 
M E Rnx”. 
In particular, for the diagonal matrix X = diag(x), this gives 
llXll= max Ixil. 
I<i<n 
We will denote by e the vector having all coordinates equal to one, i.e., 
e = [l, 1,. , llT. The corresponding diagonal matrix E = diag(e) is simply the 
identity matrix. Also note that x = Xe. 
We end this section by stating two technical lemmas to be used later: 
LEMMA 2.3 (Ye [16]). If 
x > 0, s > 0, 
p2 := I(x-‘u112 + I(s-‘t112 < 1, 
(12) 
(13) 
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then 
x”:=x+u>o, s”:=s+t>O 
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(14) 
and 
T 
+pLt-eT(X--Iu+S-lt)+ 
P” 
xTs 2(1-P). 
(15) 
LEMMA 2.4 (Kojima, Mizuno, and Yoshise [4]). If d is a vector with all 
components different from zero, then 
(16) 
3. A POTENTIAL REDUCTION ALGORITHM 
With the notation introduced above, we assume that a pair of vectors 
(x0, y”) E S: has been obtained. Concrete numerical procedures for obtaining 
such a starting pair will be discussed elsewhere. At each step of our 
algorithm we will determine vectors u ‘,vk as approximate solutions of a 
nonlinear system of the form 
&(U,V) = 0, (17a) 
Ati = 0, (17b) 
and then set xk+’ = rk + uk, yk+’ = yk + uk. 
In order to maintain feasibility we will ask for the linear equation (17b) to 
be satisfied exactly, while allowing a nonzero residual in (17a). The size of an 
acceptable residual will be expressed in terms of information available at step 
k and two fixed parameters y, S satisfying the following conditions: 
O<yGl, ---,<6<1, 
A 
rl := 
6[d%26-(6-l)yi3] >. 
2(2-y)(l-6) . 
(184 
(18b) 
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The stopping criterion of the algorithm will depend on a user-supplied 
tolerance E. With the above input we may now define our first algorithm. 
ALGORITHM 3.1. 
for k =o,l, . . . do 
begin 
define sk := .s(x~, yk>, ok := (x~)~s~ 
if wk < E then terminate; eke 
define 
find uk E R”, ok E R”’ such that 
=e 
Auk=0 
(19) 
(20) 
(21) 
(22) 
set ,k+l:=Xk+uk, yk+‘=yk+2;k 
end. 
THEOREM 3.2. Assume that program (CP) satisfies the hypothesis stated 
in Section 2 and that (18) holds. Al so assume that (x0, y”> E 9 (7). Then the 
iterates produced by Algorithm 3.1 satisfy 
b k+l >yk+‘)E3, (23) 
(#@+l,yk+l) - c$(x”, yk) d - 7) (24) 
for k = 0, 1, . . until termination. 
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Proof. To simplify subsequent formulae we drop the index k. Thus we 
write 
x = Xk, S=Sk, 8=8,, u = Uk, v=vk, etc. 
Also we denote 
2 = Xk+l =x+u, Q=Y k+’ zz y + 2;, 
t=Vf(?)-Vf(x)-ATv, s”=si-t, 
D = (XS)_I/“, 
1 
y = ; D-'z, 
p=D-‘(Fe-Xs)=(;D-‘I+, 
Then (19) and (20) can be written as 
s 
~ll~-‘Il l pll = - 
2-y’ 
Xt+Su=ffD(p+q). (26) 
From (22) and (25) it follows readily that 
(I-y)SK’ 
11911 ~~-‘11~-‘lll1z,11 =G c2_ YJ,,D_I,, = (I- r>llpll. (27) 
Using the above relations, we will bound the quantity p appearing in Lemma 
2.3. 
We have successively 
p2 = III)-‘D-‘Sull” + IID-'ZFIXt(j" 
Q IIO-‘II”{// D-‘(SW + Xt) 1[2-2&) 
= ll~-~ll~{~~ll~ + 9112 -2&j 
Q Ilo-‘ll’(ey2- y)21(pll’ -24 
= 8’ -2//D-‘Ij2uTt. (28) 
178 K. 0. KORTANEK, FLORIAN POTRA, AND YINYU YE 
The convexity of f together with (21) implies that 
uTt = u’[ Vf( x + 24) - vj-( x)] 2 0. (291 
The last two inequalities together with (18) give 
P<S<l. (39) 
Hence we may apply Lemma 2.3. In particular, from (14) and the definition 
of t at the beginning of this proof we see that (23) is satisfied. 
In order to prove (24) we will bound the right hand side of (15). To do 
this we note that in our notation we have 
A( xTt + .sTu) - eT( X-‘u + S-‘t) 
(31) 
Now we apply Lemma 2.4 and observe that in our notation (16) can be 
written as 
The above inequality together with (25) and (31) give 
A( xTt + s’u) - e’( x-‘24 + s 
45 43 ys 
-It) < - yyellpll Ilo-‘II = - 2 2-y. 
(32) 
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Finally from (15) (28), (30), and (32) we obtain 
GYS P 
~(~,q-(b(r,s)<------ 
P2 
2 2-y +ouTt+ 2(1-6) 
&i ys s” 
Q--- 
2 2-y + 2(1-6) 
+( i-g)& (33) 
Using (18) we deduce that 
which together with (29) shows that the last term in (33) is nonpositive. 
Hence 
l$(a,s^)-$(x,s),<- 
s[&(l-s)-s(2-y)] 
2(2-7)(1-a) 
s[&-26(&1)ys] 
=- 
2(2-y)(l-6) . 
According to (18b) this proves (24), and a simple induction argument ends 
the proof of our theorem. m 
Let us make some comments on the parameters y and 6 in our algo- 
rithm. They are chosen to reflect a compromise between the desire to accept 
larger residuals [cf. (22)] and the desire to have a good decrease in the 
potential function. Of course the “optimal” y, 6 would be problem depen- 
dent. Moreover, once y, S are chosen and tlk, sk obtained via Algorithm 3.1 
then a line search along the directions of uk and ok will produce further 
reduction in the potential function. 
Let us denote by 5 the coefficient in (22) controlling the size of 
admissible residuals, i.e. 
5= (l-Y)s 
2-y ’ 
(34) 
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It can be proven that for y, S satisfying (18) we have 
.$ < 0.124. (35) 
Also, as 5 approaches its minimum value, 77 tends to zero. On the other hand, 
the unique maximizer of 77 under the constraints (18a) is given by 
y=l, 6= & A0.3949996, 
77 A 0.2131338, (36b) 
In this case 5 = 0, so that we have to solve (17) exactly. To allow nonzero 
residuals we may choose 
y = 0.82, 6 = 0.39, (37a) 
for which 
5 G 0.06, -f/s 0.11, (37b) 
so that we obtain about half of the maximum values possible for these 
quantities. The relation (22) would indicate that the decrease in the potential 
function for the choice (36) is twice larger than for (37). However, if a line 
search is also used, this may no longer be true. In any case, the following 
corollary applies for both (36) and (37) with or without a line search. 
COROLLARY 3.3. Under the hypothesis of Theorem 3.2, assume that 77 
does not depend on E and n. Assume also that 
Then Algorithm 3.1 terminates in at most O(&lln el> steps. 
Proof. The proof follows from (22) and the fact that (11) implies (8). n 
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Let us come back to the numerical solution of the nonlinear system (17) 
with 
(38) 
The Jacobian of this system is of the form 
0 -AT 
[ 1 AT 0 ’ (39) 
A typical step of a Newton-like method using a matrix of the form (39) can be 
written as follows: solve for Au, Ac the linear system 
AAu=O; (JOa) 
set 
ii=u+Au, G=u+Ao. (40b) 
Therefore, if (17b) is satisfied by the starting point, then it will be satisfied 
by all iterates by such a Newton-like method. 
Alternatively we may perform a QR factorization of AT before starting 
Algorithm 3.1, in order to obtain an orthogonal basis for the null space of A. 
Let B denote the matrix having as columns the vectors of this basis. Then 
u = ~w will satisfy (17b) for any w E R!“-“‘, and (17a) becomes 
Hk(BW,U) =o, (41) 
which is an n X n nonlinear system. Note that in the case of a quadratic 
objective function, (41) is a linear system which has to be solved only 
approximately at each step of Algorithm 3.1. 
For both approaches to solving (17) described above, the origin is a 
reasonable starting point. With the notation introduced at the beginning of 
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the proof of Theorem 3.2 we have 
~/H,(O,O)/l~BllDllllpll=~~ 
2-y llD-‘ll 
s 
IT- ( max *Fsk “’ 2-y I<iGn ’ ’ 1 ( min x!,yk I” l<i<n * ’ 1 . (42) 
Comparing this value with the size of an admissible residual, as specified by 
(221, it follows that the norm of the initial residual (42) has to be reduced by 
a factor of 
(1-r) 
min((s”s”)l”:i=l,...,ll) 
max((rfsk)““:i = l,...,n} 
(43) 
If the pair (X k, sk) is approximately centered in the sense that mini ~ i ~ n xk.sF 
=m~l.i,, _ xfsf, then this factor may be reasonable. However if 
min rksk 
lgi<n ’ * 
< max r+sk 
(significantly) 1 d i i n 
2 1) 
then the factor (43) becomes prohibitively small. 
In the next section we will impose an approximate centering condition 
and will prove that under such a condition we only have to halve the size of 
the initial residual. 
4. A PATH-FOLLOWING ALGORITHM 
The algorithm to be studied in this section will produce points close to 
the “central path.” This will be achieved by imposing an approximate 
centering condition. More precisely, the points produced by our algorithm 
will belong to the set 
where LY is a fixed parameter such that 
(44) 
O<a<l, (451 
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and s is defined as in (3). Our algorithm depends on three additional 
nonnegative constants A, CL, v satisfying 
O<v<A<l, V<K> (46) 
(+ := (AZ + /2)1’2+ v < l/(y, (47) 
u” P+v h-v - - 
2(1-a) + 6 G ff . 
(49) 
We note that given any A, CL, v satisfying (46) we can find sufficiently small 
LY for which (47) (48), and (49) hold. H owever, we do not want to work with 
a small o, because this would make the approximate centering condition very 
tight. In particular this would make it more difficult to get a starting pair 
(x0, y”) E 3,. For procedures to obtain such a starting pair in case the 
objective function is quadratic see Kojima, Mizuno, and Yoshise [5] and 
Monteiro and Adler [7]. In what follows we will assume that a starting pair 
(x0, y”) E 3, for our convex program has been obtained. Then the following 
algorithm can be applied. 
ALGORITHM 4.1. 
for k =O,I, . . . 
begin 
1 
define s k := S(Xk, Yk), Tk := = -(#sk 
n 
if 1271, < & then terTninate; dSe 
find uk E R”, ok E R”’ such that 
= h(~~e - Xksk) - %,e + zk 
6 
Auk=0 
(50) 
(51) 
(52) 
set Xk+l:=xk+Uk, yk+l:=yk+Uk 
end. 
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THEOREM 4.2. Assume that (CP) satisfies the hypothesis stated in Sec- 
tion 2 and that the inequalities (45)-(49) hold. Also assume that (x0, y”) E 
3’,. Then the sectors produced by Algorithm 4.1 satisfy 
ktl (x ,yk+l)E& (53) 
(54) 
for k = 0, 1, . . . until termination 
Proof. We use a part of the notation introduced at the beginning of the 
proof of Theorem 3.2. In the same spirit we denote 
(xkfsk xrs w 
T=r,!= =-=- 
n n n 
The proof is by induction, so that we assume that (x, y) E S‘,, i.e., 
x > 0, s > 0, (JXs - 7ell < 07. (55) 
With our notation (50) and (52) may be written as 
Xt+Su=A(7e-Xs)--CYI17e+z, 
G 
(56) 
llzll < ffvr. (57) 
The vector re - Xs is orthogonal to e, so that we can write 
I/ A( 7e - Xs) - %7e I/ 
2 2. 
4-t 
= A”(/7e - Xs((* + %Te /I II 6 
< /i2a27* + /_A&* = (A” + &y*g. (58) 
The above inequality together with (47) and (57) implies 
Ilxt + Sull <(Tar < 7. 
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From (55) it is easily deduced that 
1 
IID-‘II”,< (1_a)7, (59) 
where, as before, D = (XS) “’ Let us also consider the diagonal matrix . 
fl = X1/2S1/2 = S-ID, 
Following the technique used by Ye and Todd 1171, we can write 
(~~cr%~ > (IXt + Sull” = 1) D( Ht + H-b) II2 
> (1- (.u)TllHt + H-‘ull” > (1- a)7-(IlHtll” + I/H-‘ull”), 
where in deducing the last inequality we have used the fact that u?‘t > 0 [see 
(29)]. It follows that 
IIHtll” + IIH-‘ull” < 27. (61) 
Using (59) and (61) we obtain, along the lines of Lemma 1 of Ye and Todd 
D71, 
p" = 11x-'t&II'+ JIs-‘t(12 
=IlD-‘Htll”+~~D-‘H-‘ull” 
=s ~ID-‘~?(M~l” + IIH-‘~11”) 
< &Y2 < 1, (62) 
0 < u’t = uTH-‘Ht < IIEr’ull (pr’tl( 
< ;(IIHtll” + Ilff-lull”) < 2(;y;) 7, 
llutll = llUH-‘Htll Q lIH-‘UlI IlHtll 
G Ik-‘ull IlHdl < $(IIfftll” + llH-‘ul12) 
cr2cY2 
G 2(1-c/. 
(63) 
(64) 
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We note that (62) implies (x^,Q) E 3, as in the proof of Theorem 3.1. We 
have 
x^=r+u, s^=s+t, g=y+o. 
In order to prove (a,$) E 9’, we will have to show that 
We have 
&=xs+xt+su+ut, 
so that according to (56) 
.%Z=(l-h)(Xs-7e)+ l--“” 7e+Ut+z. 
( I IL 
Hence 
Using Ilell = G, (291, (571, and (63), we get readily that 
The above inequality together with (48) gives 
(65) 
(66) 
(67) 
(68) 
(69) 
EFFICIENT INTERIOR POINT METHODS 187 
From (66) and (67) we obtain 
X$-$e=(l-A)(Xs-re)+ Ut-% + z-z 
i :I( 11. 
Finally, from (49), (55), (57), (64) and from the fact that (urt / n)e and 
(eTz/n>e are the orthogonal projections of Ut and z on the one-dimensional 
subspace spanned by e, we deduce that 
II_?& - fell G (l- h)llXs - Tell+ IlUtll+ llnll 
i 
V”ff 
I (l-A)+ 
2(1-a) +v 1 or 
which proves (65). To summarize: under the assumption that (x, y) E 3, we 
have proved (a, 3) E 3, as well as (69). The theorem now follows from an 
induction argument. n 
COROLLARY 4.3. Assume that the hypothesis of Theorem 4.2 is satisfied 
with a, F, and v independent of n and E. Also assume that 
Then Algorithm 4.1 terminates in at most O(&lln ~1) steps. 
Along the lines of the comments on parameter selection and implication 
for the residuals from the last section let us observe that finding vectors uk, 
yk to satisfy (501, (511, (52) is done by approximately solving a nonlinear 
system of the form (17), where in this case Hk is given by 
Hk(U,U) = Xk[vf(Xk + u)-vf(xk) - Are] + Sku 
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This system may be solved either by using a Newton-like method of the form 
(do), or by using any iterative method for solving (41). In both cases the 
residual at the origin is bounded by [cf. (5811 
(( H,(O,O) /I ,< VP&Q. (70) 
Comparing (52) and (70), we see that the initial residual has to he reduced 
by a factor of 
&$ (71) 
It is easily seen that the parameters 
A=p=l, v = l/G, 
2 
G!=s 
verify the hypothesis of Corollary 4.3 for all n 3 3, and for these parameters 
the factor in (71) is 2. This means that we only have to halve the initial 
residual at each step. 
Note added in proof It turns out that the lower bound imposed on 6 in 
(Ha) is not necessary. 
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