Ordered Weighted Averaging (OWA) operators have been successfully applied in many prxtical problems. We explain this empirical success by showing that these operators are indeed guaranteed to work (i.e., are universal), and that these operators are the best to use (in some reasonable sense).
In the arithmetic average, we combine all the estimates with equal weights. In some practical situations, it makes sense to give move weight to consistent estimates and less weight to estimates that are far away from the consensus of the majority. For example, in some sports competitions, the lowest and the highest scores are deleted, and the average of the remaining values is taken as the resulting aggregate. In more precise terms, this aggregating opera- Instead of simply ignoring the outstanding estimates (i.e., assigning them 0 weight), we can give them smaller weight depending on their deviation from the others. For example, we can compute the mean 1 and the standard deviation (T of the original n estimates, and then combine then with weights proportional to s(1. i -Z~/(T), where s(z) is a decreasing function.
How can we describe different possible aggregation techniques?
2 Linearization: what is it and why it is a widely used application tool
One of the main tools of applied mathematics is linearization; see, e.g., [l]. The need for some tool of this type comes from the fact that the actual dependence y = f(s1,. . . , 2,) between physical quantities can be very complex and thus, very difficult to analyze. However, it is usually smooth (differentiable to dj, the differences xi -are small, hence we can safely ignore terms which are quadratic (or of higher order) in terms of these differences. As a result, we conclude that with a reasonable accuracy, the original complex dependence can be represented by a linear function:
For aggregation operations, we thus get a justification for linear aggregation functions like arithmetic average.
One practically useful feature of linearization is that it is consistent in the following sense. Instead of directly aggregating n estimates $1, . . . , z , , we can divide them into groups (not necessarily disjoint), aggregate the values within each group, and then aggregate the results. This is a natural thing to do if we have a large number of different experts: we can first get an average of experts from the same area, and then try to reconcile the resulting averages.
From the mathematical viewpoint, instead of applying a single aggregation operation to n estimates 
where ao,al,. . . ,a, are constants. The values ql), . . . , q,) can be easily described in terms of min and max:
where z(i) is the minimum of all the values except i-th, i.e.:
where z(i, j ) is the minimum of all the values except i-th and j-th; 0 etc.
Examples: min(x1, "2) can be described as an OWA operation corresponding to = 0, a1 = 1, and a2 = 0; m a x ( 5 1 ,~) can be described as a0 = a1 = 0, a2 = 1; arithmetic average corresponds to a0 = 0, a1 = . . . = a, = l/n, and the above sports average corresponds to a0 = a1 = a, = 0 and a2
Usually, only averaging OWA-operations are considered, i.e., operations for which a0 = 0, values a l , . . . , a , are non-negative, and a1 + . . . + an = 1. In many real-life situations -e.g., in automated control -we must make urgent decisions based on the values of certain critical physical characteristics. To make an informed decision, we often make several measurements of the same characteristic. Thus, in order to make a decision, we must aggregate these measurement results into a single value. Since a decision needs to be made urgently, we must aggregate fast.
A natural way to increase the speed of the computations is to perform computations in parallel on several processors. To make the computations really fast, we must divide the algorithm into parallelizable steps, each of which requires a small amount of time.
What are these steps? Inside the computer, each computation is represented as a sequence of hardware implemented operations: arithmetic operations a + b, a -b, a b, a/b, and min(a, b) and "(a, b).
The time required for each operation, crudely speaking, corresponds to the number of bit operations that have to be performed:
Operations -and + are second fastest. To add two n-bit binary numbers, we need n bit additions, and also potentially, n bit additions for carries. Totally, we need about 2n bit operations.
Multiplication by a constant can be implemented as a sequence of additions, so it is also a fast operation.
Multiplication of two general n-bit numbers is
implemented as a sequence of n additions of nbit numbers (again, basically in the same manner as we do it manually). It requires n2 bit operations and is thus much slower than +.
Division is done by successive multiplication, comparison and subtraction (basically, in the same way as we do it manually), so, it is an even slower operation than multiplication. In other words, we .will show that it is sufficient to first compute min and m a , the compute (in parallel) several linear combinations, and then again apply min and max. Let us describe our result in exact terms. for some fast functions h k i ( z ) .
In other words, first we compute fast functions hij, then we compute (in parallel) all linear combinations to compute gk, and then we apply fast operations to combine gk into the desired value f . In particular, if we take N = 1, hli(s1,. . . ,xn) = q i ) , and F ( z ) = 2,
we get an arbitrary OWA operation.
The following result shows that these fast-tocompute operations can indeed approximate an arbitrary continuous operation with an arbitrary accuracy:
Theorem. For every real number E, for every box In other words, the fastest-to-compute non-trivial functions -i.e., functions computable with a single non-fast time step -are universal approximators.
Proof
The main construction behind the proof is as follows:
we pick a small value a > 0. the functions gko(x), g E ( z ) , -and g k ( x ) are linear functions, i.e., linear combinations of fast functions zi;
finally, the transitions -from g k o ( z ) , g G ( z ) , and g$(z) to g k ( z ) , and then from g k ( x ) to F(z) -are performed by using min and max, i.e., are fast.
Thus, the above for-ulas describe how we can compute the function f(z) with a single non-fast time step.
To complete the proof, we must therefore find-a and M for which this fast-to-compute function f(z) is &-close to the given continuous function f(z).
Since the function f is continuous, there exists a 6 > 0 such that if 1 z i -5 6 for all i, then 
Let us take a = 6/2. As M , we will then take 
To complete the proof, we must show that F(x) 5 f(z) + E. Since f(x) is defined as the maximum of N values g r ( z ) , it is sufficient to prove that
for each of N functions g 1 ( x ) , . . . , g~( x ) . We will prove this by considering two possible cases: the first case is when for every i, we have the second case is when for some i, we have -xi')[ 5 (3/2) * a; 0 either z i -zi') > (3/2) . a, 0 or xi -2:') < -(3/2) . a.
In the first subcase, zi -(zit) + a/2) > a, hence, due to (6), we get f(z'") -M . a.
Due to our choice of M (formula (9) Thus, the value g l ( z ) which is defined (by formula (3)) as the smallest of several values including g i (z), is also smaller than f(dk)): g l ( z ) < f(z(')). From (ll), we conclude that f(z(')) 5 f(z) + E and hence, we get the desired inequality g l ( z ) 5 f(z) + E.
In the second subcase, this equality similarly follows from considering a function g ; ( z ) . In all cases, the inequality (12) is proven, so the theorem is proven as well.
Conclusion
OWA operators have been successfully applied in many practical problems. We explain this empirical success by showing two things:
0 that these operators are indeed guaranteed to 0 that these operators are the best to use (in some work (i.e., are universal), and reasonable sense).
