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Abstract
In this paper we introduce a new symbolic-numeric strategy to obtain semidiscretiza-
tions of a PDE that preserve local conservation laws. We prove that fully discrete version
of the conservation laws are satisfied by the solutions of a suitable time integrator. We
consider the Boussinesq equation as a benchmark and introduce new families of schemes
of order two and four that preserve conservation laws.
1 Introduction
Consider a system of q partial differential equations (PDEs) for u(x, t) with components
uα(x, t), α = 1, . . . , q,
A(x, t, [u]) = 0, (1)
where A is a row vector, and square brackets around a differentiable expression denote the
expression and finitely many of its derivatives with respect to time t and space x. We assume
that (1) has at least a totally nondegenerate conservation law, that is a total divergence [15],
DivF = Dx{F (x, t, [u])}+Dt{G(x, t, [u])}, (2)
that vanishes on solutions of (1):
DivF = 0, when [A = 0].
The functions F and G are the flux and the density of the conservation law, respectively, and
Dx and Dt denote the total derivatives with respect to x and t, respectively. When there
exists a column vector Q, such that
DivF = AQ,
we say that the conservation law is in characteristic form andQ is called the characteristic. The
space of the total divergences forms the kernel of the Euler operator E with components [15]
Eα =
∑
i,j
(−Dx)i(−Dt)j ∂
∂(DixD
j
tu
α)
. (3)
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Hence if Q is such that
E(AQ) = 0, (4)
then there exists F such that DivF is a conservation law of (1).
A new approach to develop new finite difference schemes that preserve conservation laws
of (1) has been recently introduced in [6]. This technique has been successfully applied to a
range of PDEs with different structure in [6–8].
This approach is based on the fact that discrete conservation laws form the kernel of a
discrete version of the Euler operator (3). Fully discrete approximations of (1) whose solutions
satisfy a discrete version of the desired conservation laws are obtained by requiring that a
discrete version of (4) is satisfied. Using this technique to find the most general conservative
schemes yields a large nonlinear system whose symbolic solution takes very long computation
time. In [6] the complexity of the calculations is reduced by introducing key compactness
assumptions on the discretizations.
In this paper we modify the approach in [6] to find semidiscretizations of (1) that preserve
semidiscrete local conservation laws. This reduces by far the number of variables in the system
and the most general conservative semidiscretizations can be easily found. The reduction of
the computational time is so significant that wider stencils can be considered and high order
methods easily found.
Found the discretization in space, a suitable integrator in time can be applied for the full
discretization depending on the conservation laws to preserve. We show that if G is quadratic
in [u], then any symplectic Runge-Kutta method preserves the local conservation law (2). This
is a local version of the well known result that symplectic Runge-Kutta methods preserve all
the quadratic invariants of a system of ODEs [3,5, 17].
For Hamiltonian PDEs, an approach widely considered in literature, consists in applying
a symplectic method to a suitable space discretization. Hamiltonian PDEs are in the form
Dtu = D ([u]x) E(H ([u]x)), (5)
where [u]x denotes u and its spatial derivatives only, D is a skew-adjoint operator that satisfies
the Jacobi identity and H is the Hamiltonian function. Although it is well known that this
yields the conservation of all the semidiscrete quadratic invariants, there are only few results
in literature about the preservation of local conservation laws. Local properties are more
essential: they hold throughout the domain, apply to the set of all solutions independently
of initial and boundary conditions, and provide much stronger constraint than preserving the
corresponding global invariant.
Results on local conservation are available for multisymplectic methods [2] and the more
general methods in [18]. Anyway, only local conservation laws with quadratic flux and density
can be preserved. Therefore, such methods do not preserve local momentum conservation laws
of many important equations in physics such as the nonlinear Schrödinger (NLS) equation,
the Korteweg-de Vries (KdV) equation, the Benjamin-Bona-Mahony (BBM) equation, the
modified Korteweg-de Vries (mKdV) and the Boussinesq equation. In fact, such conservation
laws have quadratic density but not quadratic flux. The strategy introduced in this paper
allows the preservation of such conservation laws.
Another popular approach for Hamiltonian PDEs is to use a discrete gradient method. Such
methods are obtained from a semidiscretization of H and a skew-adjoint full discretization of
D in (5), and preserve a discrete conservation law of the energy [14].
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In this paper we show that the class of locally energy conserving schemes is wider and that
the conservation is obtained under assumptions on the discretization of D that are milder than
skew-adjointness.
The paper is organised as follows: in Section 2 we introduce the new approach for obtaining
conservative space discretizations. In Section 3 we discuss suitable time integrators that
preserve some particular types of local conservation laws. These include typical conservation
laws of mass or charge, momentum and energy. In Section 4 we apply this new technique
to the Boussinesq equation and introduce methods of order two and four that preserve three
of its conservation laws. Finally, in Section 5 we show some numerical tests reflecting the
theoretical results and we compare with other methods from the literature.
2 Conservative space discretizations
We introduce a grid in space and denote with x the vector of the nodes. We consider a stencil
consisting of M = B − A+ 1 nodes
xm = x0 +m∆x, m = A, . . . , B, (6)
where x0 is a generic grid point. For any semidiscrete function f , we define the identity
operator I, the forward shift operator,
Sm : f(xm, t) 7→ f(xm+1, t),
the forward difference and the forward average operators in space,
Dm =
1
∆x
(Sm − I), µm = 12(Sm + I). (7)
The semidiscretizations of uα(x, t) are given by the column vectorU ∈ RMq with (m+αM−B)-
th entry
Uαm(t) ≈ uα(xm, t), m = A, . . . , B, α = 1, . . . , q.
The semidiscrete problem is
A˜(x, t, [U]) = 0, (8)
where here and henceforth tildes represent approximations to the corresponding continuous
quantities, and for any semidiscrete expression square bracket denotes the expression and a
finite number of its derivatives in time.
A semidiscrete conservation law of (8) is a semidiscrete divergence,
Div F˜ = Dm{F˜ (x, t, [U])}+Dt{G˜(x, t, [U])}, (9)
such that
Div F˜ = 0, when [A˜ = 0].
The functions F˜ and G˜ are the semidiscrete flux and the density of the conservation law (9).
Similarly as in the continuous case, we say that (9) is in characteristic form if there exists
Q˜ = Q˜(x, t, [U]), called the characteristic, such that
Div F˜ = A˜Q˜.
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The following result is crucial for obtaining semidiscretizations that preserve conservation
laws (see [15] and [11] for analogue results in the continuous and totally discrete setting,
respectively).
Theorem 1 The kernel of the semidiscrete Euler operator EU, whose α-component is
(EU)α =
∑
i,j
S−im (−Dt)j
∂
∂(DjtU
α
i )
is the space of the semidiscrete divergences (9).
Proof Let be L = L(x, t, [U]) such that EU(L) = 0 and consider the derivative
d
dε
L(x, t, ε[U]) =
∑
α,i,j
(DjtU
α
i )
∂L(x, t, ε[U])
∂(DjtU
α
i )
. (10)
Integrating by parts each term in the sum yields
(DjtU
α
i )
∂L
∂(DjtU
α
i )
= Uαi (−Dt)j
∂L
∂(DjtU
α
i )
+DtGˆ
= Uα0 S
−i
m (−Dt)j
∂L
∂(DjtU
α
i )
+DmFˆ +DtGˆ = DmFˆ +DtGˆ,
for some functions Fˆ = Fˆ (x, t, ε, [U]) and Gˆ = Gˆ(x, t, ε, [U]) whose precise expression is not of
importance. Substituting in (10) and integrating over ε ∈ [0, 1], gives that L is a semidiscrete
divergence. If L is in the form (9), EU(L) = 0 follows from the linearity of the Euler operator
and from the fact that for any k (see, e.g., [9]),(∑
i
S−im
∂
∂(DktU
α
i )
)
(DmF˜ ) = 0,
(∑
j
(−Dt)j ∂
∂(DjtU
α
k )
)
(DtG˜) = 0. 
Based on the result in Theorem 1, the approach in [6–8] is adapted for the preservation of
semidiscrete conservation laws of (1) with characteristics Q`, as follows:
1. Select a stencil1 that is large enough to support general semidiscretizations for A and
every Q`, having the desired order of accuracy. These generic approximations depend
on a number of free parameters to be determined.
2. Find some of the parameters by imposing the consistency up to desired order of accuracy.
3. Use symbolic algebra to determine the values of the free parameters that satisfy
EU(A˜Q˜`) = 0, (11)
for ` = 1. This guarantees that the first conservation law is locally preserved.
4. Iterate the previous step replacing Q˜1 with Q˜` for obtaining constrains on the parameters
that yield to the preservation of further conservation laws. If for some ` (11) has no
solution, the corresponding conservation law cannot be preserved without violating one
of the previous ones.
1Although here we only consider one dimensional space, the discussion can be extended to higher dimension.
Computations may be simplified by introducing some ansatz on the discretizations (see [6]).
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3 Time integration
Although the strategy in Section 2 can be applied to a PDE in the generic form (1) to
preserve any conservation law, in this section we focus only on more specific classes of PDEs
and conservation laws. We only consider one-step time integrators, introduced by defining
only the first iteration step. The next steps can be iterated in a similar way, possibly using
an adaptive strategy to conveniently choose a different time step at each iteration. For the
discretization in time we consider the stencil
(xm, tn), m = A, . . . , B, n = 0, 1, t1 = t0 + ∆t.
For any totally discrete function f the forward shift operators are
Sm : f(xm, tn) 7→ f(xm+1, tn), Sn : f(xm, t0) 7→ f(xm, t1).
The forward difference and forward average operators are defined by (7) and
Dn =
1
∆t
(Sn − I), µn = 12(Sn + I).
We denote with un ∈ RMq the column vector whose (m+ αM −B)-th entry is
uαm,n ≈ uα(xm, tn), m = A, . . . , B, α = 1, . . . , q,
and with um,n ∈ Rq the column vector with entries
uαm,n ≈ uα(xm, tn), α = 1, . . . , q.
3.1 Conservation laws with quadratic density
Here we focus only on PDEs in the form
Dt {g(x, [u]x)} = h(x, t, [u]x), (12)
where g is linear homogeneous in [u]x. Note that Hamiltonian PDEs are in the form (12). We
consider conservation laws of (12) in the form
Dx{F2(x, t, [u]x, [ut]x)}+Dt{G2(x, [u]x)} = 0, (13)
where G2 is a polynomial of degree two in [u]x. Without loss of generality we assume that
all the terms in G2 depend on [u]x. For many differential problems of importance in physics
(such as KdV, NLS and BBM equations) the conservation laws of mass and momentum are
in the form (13) with linear and quadratic density, respectively.
Let be P (x) an invertible operator such that
g˜(x,U) = P−1(x)U
and h˜(x, t,U) are two column vectors whose (m+αM−B)-th entry is a spatial discretization
of the α-th component of g(x, [u]x) and of h(x, t, [u]x) at xm. Let then be
Dt{g˜(x,U)} = h˜(x, t, P (x)g˜(x,U)), (14)
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a semidiscretization of (12) with the following approximation of (13),2
Dm{F˜2(x, t,U,Ut)}+Dt{G˜2(x,U)} = 0. (15)
The general form of the density and flux of (15) are
F˜2(x, t,U,Ut) = F˜2
(
x, t,U, P (x)h˜(x, t,U)
)
, G˜2(x,U) =
1
2
UTS(x)U+w(x)TU
where S(x) = S(x)T ∈ RMq×Mq and w(x) ∈ RMq.
The following theorem shows that a symplectic Runge Kutta method preserves local con-
servation laws having quadratic density. The proof follows similar steps as those used for
showing that such a method preserves quadratic invariants of systems of ODEs [3].
Theorem 2 The solution of any symplectic Runge-Kutta method applied to (14) satisfies a
discrete version of (15).
Proof The conservation law (15) amounts to
Dm
{
F˜2
(
x, t, P (x)g˜, P (x)h˜ (x, t, P (x)g˜)
)}
= −Dt{G˜2(x, P (x)g˜)}
= − ((P (x)g˜)TS(x) +w(x)T )P (x)h˜(x, t, P (x)g˜). (16)
Solving (14) using a s-stage symplectic Runge-Kutta method
g˜n+1 = g˜n + ∆t
s∑
i=1
bih˜(x, tn + ci∆t, P (x)ki), (17)
with internal stages
ki = g˜n + ∆t
s∑
j=1
ai,jh˜(x, tn + cj∆t, P (x)kj), i = 1, . . . , s, (18)
we obtain un = P (x)g˜n. Moreover,
G˜2(x,un+1) =
1
2
uTn+1S(x)un+1 +w(x)
Tun+1 =
(
1
2
(P (x)g˜n+1)
TS(x) +w(x)T
)
P (x)g˜n+1
=
(
1
2
(P (x)g˜n)
TS(x) +w(x)T
)
P (x)g˜n+
+ ∆t
s∑
i=1
bi
(
(P (x)g˜n)
TS(x) +w(x)T
)
P (x)h˜(x, tn + ci∆t, P (x)ki)+
+ ∆t
2
2
s∑
i,j=1
bibj
(
P (x)h˜(x, tn + cj∆t, P (x)kj)
)T
SP (x)h˜(x, tn + ci,∆t, P (x)ki).
Using (18) to eliminate g˜n from the first sum and rearranging, gives
G˜2(x,un+1) = G˜2(x,un) + ∆t
s∑
i=1
bi
(
(P (x)ki)
TS(x) +w(x)T
)
P (x)h˜ (x, tn + ci∆t, P (x)ki) +
+ ∆t
2
2
s∑
i,j=1
(bjbi−biai,j−bjaj,i)
(
P (x)h˜(x, tn+cj∆t, P (x)kj)
)T
S(x)P (x)h˜(x, tn+ci∆t, P (x)ki).
2Such semidiscretization can be obtained using the technique in Section 2.
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The condition of symplecticity
biai,j + bjaj,i − bibj = 0, ∀i, j = 1, 2, . . . , s,
and (16) give,
Dm
{
s∑
i=1
biF˜2
(
x, tn + ci∆t, P (x)ki, P (x)h˜(x, tn + ci∆t, P (x)ki)
)}
+Dn{G˜2(x,un)} = 0,
that is an approximation of (13). 
The following results straightforwardly follow from the proof of Theorem 2.
Corollary 1 Any Runge-Kutta method preserves semidiscrete local conservation laws whose
density is linear in [u]x.
Corollary 2 The symplectic implicit midpoint method (defined by (17)-(18) with s = 1, b1 =
1, and a1,1 = c1 = 1/2) applied to (14) preserves the conservation law
Dm
{
F˜2
(
x, tn +
1
2
∆t, µnun, Dnun
)}
+Dn{G˜2(x,un)} = 0.
3.2 Conservation law of the Hamiltonian
We consider here the system of Hamiltonian PDEs (5) defined on a domain with periodic
boundary conditions. This assumption is introduced only for simplicity: the preservation of
the conservation laws is local and therefore independent of the specific boundary conditions
assigned to the differential problem. The following local conservation law of the energy is
satisfied by all the solutions of (5)
Dt(H)=
∑
α,j
∂H
∂(Djxuα)
(DtD
j
xu
α)=
∑
α,j
∂H
∂(Djxuα)
Djx(Dtu
α)=Dx(ψ)+ET (H)DE(H)=Dx(F ) (19)
with
ψ =
∑
α,i,j
(DixDtu
α)(−Dx)j ∂H
∂Di+j+1x uα
.
It is known that any discrete gradient method is able to preserve the local conservation law
(19). Here we focus in particular on the very well Average Vector Field method (AVF) in-
troduced for the first time in [16]. If M is odd, we set A = −B in (6) so that, without loss
of generality, the stencil is centred on x0. Let be H˜(U) a semidiscretization of H([u]x). The
AVF method approximates (5) by
Dnu0,0 = D˜(u0,u1)δ˜(u0,u1) ≡ D˜(u0,u1)
∫ 1
0
EU
(
H˜(U)
) ∣∣∣
U=(1−ξ)u0+ξu1
dξ. (20)
If M is even, we set A = 1− B and the stencil is then centred on µm(x0). Let be H˜(µmU) a
semidiscretization of H([u]x). The AVF method can be adapted to such stencil as
Dnµmu0,0 = D˜(u0,u1)δ˜(µmu0, µmu1) ≡ D˜(u0,u1)
∫ 1
0
EµmU
(
H˜(µmU)
) ∣∣∣
U=(1−ξ)u0+ξu1
dξ.
(21)
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McLachlan and Quispel proved in [14] that discrete gradient methods preserve a discrete
version of (19) provided that D˜ is a skew-adjoint approximation of D. The following theorem
proves that the AVF method (20) preserves the conservation law of the energy (19) under a
milder assumption.
Theorem 3 The AVF methods (20) and (21) preserve a discrete energy conservation law if
there exists a function f defined on the stencil such that, respectively,
δ˜(u0,u1)
T D˜(u0,u1)δ˜(u0,u1) = Dm(f), (22)
or
δ˜(µmu0, µmu1)
T D˜(u0,u1)δ˜(µmu0, µmu1) = Dm(f). (23)
Proof As a consequence of (22), for (20) we have that
DnH˜(u0) =
∑
i,α
(Dnu
α
i,0)
∫ 1
0
∂
∂Uαi
Ĥ(U)
∣∣∣
U=(1−ξ)u0+ξu1
dξ = δ˜(u0,u1)
T (Dnu0,0)+Dm(ψ˜)
= δ˜(u0,u1)
T D˜(u0,u1)δ˜(u0,u1)+Dm(ψ˜)=Dm(F˜ ),
that is a discrete energy conservation law for (20), where
ψ˜ =
∑
j,α
sign(j)∆x
max{j−1,−1}∑
i=min{j,0}
(Dnui,0)S
i−j
m
∫ 1
0
(
∂
∂Uj
Ĥ(U)
) ∣∣∣
U=(1−ξ)u0+ξu1
dξ.
Similarly, as a consequence of (23), the energy conservation law preserved by (21) is
DnH˜(µmu0) = δ˜(µmu0, µmu1)
T D˜(u0,u1)δ˜(µmu0, µmu1) +Dm(φ˜) = Dm(F˜ ),
where
φ˜ =
∑
j,α
sign(j)∆x
max{j−1,−1}∑
i=min{j,0}
(Dnµmui,0)S
i−j
m
∫ 1
0
(
∂
∂µmUj
Ĥ(µmU)
) ∣∣∣
U=(1−ξ)u0+ξu1
dξ. 
Remark 1 The result of Theorem 3 holds true in particular when D˜ is a discrete skew-adjoint
operator.
Remark 2 A practical test for analysing whether condition (22) holds true or not, consists
in checking that
Eun
(
δ˜(u0,u1)
T D˜(u0,u1)δ˜(u0,u1)
)
= 0, n = 0, 1.
Remark 3 The following Hamiltonian preserving schemes can be obtained from (20) or (21)
where the operator D˜ is not skew-adjoint, but satisfies (22):
• EC8 and the family of schemes MC8 for KdV in [6],
• EC8(0) and MC8(0) for mKdV in [7],
• EC6 for BBM in [8].
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4 The Boussinesq equation
We consider here the (Good) Boussinesq equation
utt − uxx − (u2)xx + uxxxx = 0, (x, t) ∈ [a, b]× [0,∞), (24)
cast as a system of two PDEs
A = (ut − vx, vt − ux − (u2)x + uxxx) = 0. (25)
This system can be written in Hamiltonian form,
Dt u ≡ Dt
(
u
v
)
= D(E(H)),
with
D =
[
0 Dx
Dx 0
]
, H = 1
3
u3 + 1
2
(v2 + u2 + u2x).
System (25) has infinitely many independent conservation laws [1]. The first four are:
Dx(F1) +Dt(G1) ≡Dx(−v) +Dt(u), (26)
Dx(F2) +Dt(G2) ≡Dx(uxx − u− u2) +Dt(v), (27)
Dx(F3) +Dt(G3) ≡Dx
(
uuxx − 12(v2 + u2 + u2x)− 23u3
)
+Dt(uv), (28)
Dx(F4) +Dt(G4) ≡Dx(vuxx − uxut − uv − u2v) +Dt(H). (29)
with characteristics, respectively,
Q1 = (1, 0)T , Q2 = (0, 1)T , Q3 = (v, u)T , Q4 = (u+ u2 − uxx, v)T . (30)
When the boundary conditions are conservative (e.g. periodic), integrating in space (26)-(29)
gives the preservation of the following invariants,
I1 =
∫
u dx, I2 =
∫
v dx, I3 =
∫
uv dx, I4 =
∫
H dx, (31)
where I3 and I4 represent the global momentum and the global energy, respectively.
4.1 Conservative methods for the Boussinesq equation
We look for semidiscretizations of (25) in the form
A˜ = (DmF˜1 +DtG˜1, DmF˜2 +DtG˜2) = 0. (32)
Solutions of (32) satisfy semidiscrete versions of the conservation laws (26) and (27) with
Q˜1 = Q1 and Q˜2 = Q2. The linear and quadratic terms in (25) and (30) are approximated as:
B∑
i=A
αiZi,
B∑
i=A
B∑
j=i
βi,jZiZj,
9
respectively, where Zi ∈ {Ui, Vi, DtUi, DtVi} and the coefficients αi and βi,j are chosen by
requiring the desired order of accuracy and the preservation of the conservation law of either
the momentum (28) or the energy (29), according to the strategy in Section 2.
Fully discrete schemes that preserve the local momentum or the local energy are then
obtained by applying the Gauss-Legendre method or the AVF method, respectively. Since
these are Runge Kutta methods, the conservation laws (26) and (27), whose density is linear
in [u]x, are preserved (Corollary 1).
Second order schemes
Here we introduce new families of second order schemes that preserve three conservation laws.
The stencil in space consists of four points and we set A = −1 and B = 2 in (6). All the free
parameters in the formulae below (α, β, γ, ξ) are O(∆x2). Free parameters corresponding to
higher order perturbations are set equal to zero as their contribution is negligible.
Momentum conserving schemes
We have obtained six families of semidiscretizations that preserve the conservation law (28).
Here we define the fluxes and densities of the three preserved conservation laws and the
characteristic Q˜3. Here s ∈ {0, 1/3, 1/2}, and we define
Ψ(U, V ;w) = (1+β)(D2mU−1)(U0 +
s∆x2
2
D2mU−1)− 23(µmU−1)(µmU0)(U0 + s∆x
2
2(1−s)D
2
mU−1)
− 1
2
{
V 20 + U
2
0 + (1 + s∆x
2 + β)(DmU0)(DmU−1) + (w − α)(DmV−1)(DmV0)
}
− α(V0 + w2D2mV−1)(D2mV−1) + 2ξ(3s− 1)(2s− 1)(µmU−1)(µmU0)(D2mU−1).
• Three families of semidiscrete schemes and their conservation laws are given by the defini-
tions below for each of the three possible values of s:
F˜1 =− (V0 + αD2mV−1), G˜1 = µm(U0 + s∆x2D2mU−1), (33)
F˜2 = (1 + β)D
2
mU−1 − U0 − (U0 + (1−s)∆x
2
3−5s D
2
mU−1)(U0 +
s∆x2
5s−1D
2
mU−1)
− { s∆x2
s+1
+ ξ(3s− 1)(2s− 1)}{D2m(U2−1)− (DmU−1)(DmU0)},
G˜2 =µm
(
V0 + γD
2
mV−1
)
, F˜3 = Ψ(U, V ; γ), G˜3 = G˜1G˜2, Q˜3 = (G˜2, G˜1)T .
• Other three families of semidiscretizations and their conservation laws are given by the
same expressions of F˜1, F˜2 and G˜2, in (33) and:
G˜1 =µm
(
U0 + γD
2
mU−1
)
, Q˜3 =
(
µm(V0 + s∆x
2D2mV−1), µm(U0 + s∆x
2D2mU−1)
)T
,
F˜3 =Ψ(U, V ; s∆x
2) + γ{(DtDmµmU−1)(µmV−1) + (DtDmµmV−1)(µmU−1)}
+ s∆x2{(DmµmV−1)(DtµmU−1) + (DmµmU−1)(DtµmV−1)},
G˜3 = (µmU0)(µmV0)−(γ + s∆x2)(DmµmU−1)(DmµmV−1)+sγ∆x2(D2mµmU−1)(D2mµmV−1).
In the numerical tests section we limit our investigations to the semidiscretions obtained from
(32) with (33) and s = α = β = ξ = 0, γ = λ1∆x2 and we denote with MC2(λ1) the family
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of fully discrete methods obtained after applying the symplectic implicit midpoint method
(Gauss-Legendre method of order two).
Energy conserving schemes
We have found only one family of semidiscretizations in the form (32) that preserve the local
conservation law of the energy. For this family F˜1 and G˜2 are defined as in (33). Then
G˜1 =µmU0, F˜2 = (1 + β)D
2
mU−1 − U0 − (µ2mU−1)2, Q˜4 = (−µmF˜2,−µmF˜1)T (34)
F˜4 = − F˜1F˜2 − (1 + β)(DmµmU−1)(Dtµ2mU−1)
− ∆x2
6
(µ2mU−1){(DtDmµmU−1)(µ2mU−1)− (DmµmU−1)(Dtµ2mU−1)}
+ 1
2
(γ − α){(DtDmµmV−1)(µ2mV−1)− (DmµmV−1)(Dtµ2mV−1)},
G˜4 =
1
2
{
(µmU0)
2 + (1 + β)µm
(
(DmµmU−1)2
)
+ µm(V0 + αD
2
mV−1)µm(V0 + γD
2
mV−1)
}
+ 1
3
(µmU0)µm
(
(µ2mU−1)
2
)
.
The system of ODEs defined by (32) with (34) can be written in the form
Dt
(
µmU0
µmV0
)
= D˜
(
EµmU(H˜)
EµmV(H˜)
)
, (35)
with
H˜ = G˜4, D˜ =
(
0 D˜x
D˜x 0
)
, D˜x = Dm(µm + γD
2
mS
−1
m µm)
−1.
The operator D˜ is not skew-adjoint, but satisfies (23). Therefore, by applying the AVF method
(21) to (35) we obtain a family of fully discrete schemes that preserve the local conservation
law of the energy. We denote with EC2(λ2) the schemes with α = γ = 0 and β = λ2∆x2.
Fourth order schemes
The families of fourth order schemes introduced here preserve three local conservation laws
and depend on free parameters (α, β, γ, ξ) that are all O(∆x4). Parameters introducing only
perturbations of higher degree are set equal to zero.
For all the semidiscretizations introduced in this section, the approximations of the densi-
ties and of the characteristic Q˜3 are fourth order accurate. The discrete fluxes F˜j are second
order accurate, but DmF˜j approximates DxFj with accuracy of order four. Therefore the three
preserved conservation laws,
A˜Q˜j = DmF˜j +DtG˜j,
are fourth order accurate.
Momentum conserving schemes
On a spatial stencil with six points (A = −2 and B = 3 in (6)) we have obtained two families
11
of semidiscretizations that preserve the local momentum conservation law. We define
Θ(Z; p1, p2, p3, p4, p5, p6) = p1Dmµm(Z−1 + p2∆x2D2mZ−2)(D
3
mµmZ−2)
+D2m(Z−1 + p3∆x
2D2mZ−2)D
2
m(Z−1 + p4∆x
2D2mZ−2)
+ p5(Z0 + p6∆x
2D2mZ−1)(D
4
mZ−2),
and
Ψ(U, V ) =U0D
2
mU−1 − 12(V 20 + (DmµmU−1)2 + U20 ) + ∆x
2
48
D2m
(
V 2−1 + (DmµmU−2)
2 + U2−1)
)
{µm(U−1 − ∆x28 D2mU−2)}{µm(U0 − ∆x
2
8
D2mU−1)}(−23U0 + ∆x
2
4
D2mU−1 + γD
4
mU−2)
− ∆x2
24
Θ(U ;−2,− 7
32
, 1
8
, 1
8
, 3, 5
24
)− α
2
Θ(V ;−2,− 1
16
, 1
4
,−1
8
, 2, 1
16
)
+ β
2
Θ(U ;−2,− 1
16
, 1
4
,−1
8
, 2, 1
16
).
• The fluxes and the densities defining the first family of semidiscretizations and their pre-
served conservation laws are:
F˜1 =− (V0 − ∆x224 D2mV−1 + αD4mV−2), G˜1 = µm(U0 − ∆x
2
8
D2mU−1),
F˜2 =D
2
mU−1 − U0 − U20 + ∆x
2
24
D2m(U−1 + U
2
−1 − 3D2mU−2) + βD4mU−2
− γ
2
Θ(U ;−2,− 1
16
,−1
4
,−3
8
,−2,− 3
16
) + 7∆x
4
192
Θ(U ; 0, 0, 0, 0, 8
7
,−3
8
),
G˜2 =µm(V0 − ∆x28 D2mV−1 + ξD4mV−2), Q˜3 = (G˜2, G˜1)T , G˜3 = G˜1G˜2,
F˜3 = Ψ(U, V ) +
ξ
2
Θ(V ;−2,− 1
48
, 1
4
+
√
42
24
, 1
4
−
√
42
24
, 0, 0)− ξα
2
(D4mV−2)
2. (36)
• Another family of semidiscrete schemes and their conservation laws are given by F˜1, F˜2 and
G˜2 as in (36) and
G˜1 =µm(U0−∆x28 D2mU−1+ξD4mU−2), Q˜3 =
(
µm(V0−∆x28 D2mV−1), µm(U0−∆x
2
8
D2mU−1)
)T
,
F˜3 = Ψ(U, V )− ξ{(DtD2mµmU−2)(DmµmV−2) + (DtD2mµmV−2)(DmµmU−2)
− (DtD3mµmU−2)µm(V−1 − ∆x
2
8
D2mV−2)− (DtD3mµmV−2)µm(U−1 − ∆x
2
8
D2mU−2)}
G˜3 = {µm(U0−∆x28 D2mU−1)}{µm(V0−∆x
2
8
D2mV−1)}+ ξ(D2mµmU−2)(D2mµmV−2)
+ ξ∆x
2
8
(D3mµmU−2)(D
3
mµmV−2).
We denote with MC4(λ3) the family of schemes obtained by applying the Gauss-Legendre
method of order four to (36) with α = β = γ = 0 and ξ = λ3∆x4.
Energy conserving schemes
On the most compact six-point stencil, there are no semidiscretizations in the form (32) that
preserve the local energy of system (25). We consider then a seven-point stencil (B = −A = 3
in (6)) and we define the operators
ν±m = I ± ∆x
2
6
D2mS
−1
m ,
12
and, for any semidiscrete variables A,B and any natural number n,
ϕn(k) =
{
dn
2
e, if k ≥ n
2
,
k + 1, if k < n
2
,
Ψn(A,B) =
n∑
j=0
(DjmS
−ϕn(j)
m A)
(
(−Dm)n−jS−ϕn(n−j)m B
)
.
A family of semidiscretizations and its conservation laws are obtained with:
F˜1 ≡µmF̂1 = −µm(ν−mV−1 + αD4mV−3), G˜1 = U0, Q˜4 = (−ν+mSmF̂2,−ν+mSmF̂1)T ,
F˜2 ≡µmF̂2 = µm
{
D2mU−2 − ν−mU−1 − (ν+mU−1)2 + (β − ∆x
2
4
)D4mU−3 (37)
+ ∆x
2
6
(
2(ν+mU−1)(D
2
mν
+
mU−2) +D
2
m
(
(ν+mU−2)
2
))}
, G˜2 = V0 + γD
4
mV−2,
F˜4 = − 13(F̂1SmF̂2 + F̂2SmF̂1 + µm(F̂1F̂2)) + ∆x
2
24
Dt
{
U−1D3m(U−2 +
∆x2
2
D2mU−3)
}
+ (∆x
2
24
−∆x4
72
− β
2
)Ψ3(U0, DtU0) + (
α
2
− ∆x4
72
− γ
2
)Ψ3(V0, DtV0) +
∆x2
12
αΨ5(V0, DtV0)
+ (∆x
4
48
− ∆x2
12
β)Ψ5(U0, DtU0) +
∆x4
54
{
Ψ3
(
DtU0, (ν
+
mU0)
2
)
+ Ψ3
(
(ν+mU0)(Dtν
+
mU0), U0
)
+2Ψ1
(
DtU0, (ν
+
mU0)(D
2
mν
+
mU−1)
)
+Ψ1
(
Dt{(ν+mU0)(D2mν+mU−1)}, U0
)}−(DtU−1)(DmU−1)
G˜4 =
1
2
{(V0 + γD4mV−2)ν+m(ν−mV0 + αD4mV−2)+(DmU−1)Dmν+m(U−1−∆x
2
4
D2mU−2)+
U0ν
+
m(ν
−
mU0 − βD4mU−2)}+ 13U0ν+m
(
(ν+mU0)
2−∆x2
6
(
2(ν+mU0)(D
2
mν
+
mU−1)+D
2
m((ν
+
mU−1)
2)
))
.
The systems of ODEs defined by (32) with (37) can be written as
Dt
(
U0
V0
)
= D˜
(
EU(H˜)
EV(H˜)
)
, (38)
with
H˜ = G˜4, D˜ =
(
0 D˜x
D˜x 0
)
, D˜x = Dmµm(Smν
+
m + γD
4
mS
−1
m ν
+
m)
−1.
The operator D˜, although not skew-adjoint, satisfies (22) and we obtain a fully discrete family
of schemes that preserves the local conservation law of the energy by applying the AVF method
of order four (see [16]) to (38). We denote with EC4(λ4) the schemes obtained in this way and
setting α = λ4∆x4 and β = γ = 0.
5 Numerical Tests
In this section we solve a couple of benchmark problems to show the effectiveness and the
conservation properties of some of the numerical methods proposed in Section 4.
For comparisons, we consider the following second order structure preserving algorithms:
• The multisymplectic scheme for (24) developed in [19] and equivalent to the well known
Preissmann scheme,
PS ≡ D2nµ4mu−2,−1 −D2mµ2mµ2nu−2,−1 −D2mµmµn(µmµnu2−2,−1) +D4mµ2nu−2,−1 = 0.
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• The symplectic scheme for (25) in [4], obtained using the midpoint rule to a suitable
discretization in space,
MP ≡ (Dnu0,0−Dmµmµnv−1,0, Dnv0,0 +Dmµm(D2mµnu−2,0− (µnu−1,0)2−µnu−1,0) = 0.
• The energy-conserving scheme for (25) in [13] obtained using a discrete variational deriva-
tive method,
DVD ≡ (Dnu0,0 −Dmµnv0,0,
Dnv0,0 +Dm(D
2
mµnu−2,0 − 13(u2−1,0 + u−1,0u−1,1 + u2−1,1)− µnu−1,0)
)
= 0.
To the best of our knowledge, in literature there is no scheme for the Boussinesq equation
that is fourth order accurate in both space and time. Therefore we compare the performance
of the fourth order schemes in Section 4 with the following finite difference scheme for (24)
introduced in [10]:
FD4≡ (1+ ∆x212 D2mS−1m )2D2nu0,0−D2mµn
{
(1+ ∆x
2
12
D2mS
−1
m )(µnu−1,0 + (µnu−1,0)
2)−D2mµnu−2,0
}
.
The scheme FD4 is fourth order accurate in space and second order accurate in time, so in
order to have fair comparisons we always use this method with time step equal to ∆t2.
We consider (x, t) ∈ Ω ≡ [a, b] × [0, T ] and periodic boundary conditions. We introduce
on Ω a grid with I + 1 nodes, xi, in space and J + 1 nodes, tj, in time. Henceforth subscripts
denote shifts from the point (x0, t0) = (a, 0) (e.g., ui,j ' u(a+ i∆x, j∆t)).
Since the computational time is similar for all the schemes of the same order of accuracy,
our comparisons are based on the error in the solution at the final time t = T , evaluated as
‖u− uexact‖
‖uexact‖
∣∣∣∣
t=T
.
We also compare the errors in the global invariants (31) defined as
Errα = ∆x max
j=1,...,J
∣∣∣∣∣
I∑
i=0
(
G˜α
∣∣∣
Um=um+i,j ,Vm=vm+i,j
− G˜α
∣∣∣
Um=um+i,0,Vm=vm+i,0
)∣∣∣∣∣ , α = 1, 2, 3, 4,
where for the methods introduced in this paper G˜α is given in Section 4, for all the other
schemes we set
G˜1 = U0, G˜2 = V0, G˜3 = U0V0, G˜4
{
1
2
(U20 + V
2
0 + µm(Dm(U−1)
2)) + 1
3
U30
}
.
Single soliton
In the first problem we set Ω = [−60, 60]× [0, 25] and the initial conditions given by the single
soliton solution over R,
uexact(x, t) = −3p22 sech2
(
p
2
(x− ct+ d)) , vexact(x, t) = 3cp22 sech2 (p2(x− ct+ d)) ,
14
Table 1: Single soliton problem
Method Err1 Err2 Err3 Err4 Sol. Err.
MC2(0) 6.22e-15 6.22e-15 1.22e-15 7.90e-04 0.0293
MC2(−0.21) 5.33e-15 1.33e-15 1.22e-15 3.77e-04 0.0059
EC2(0) 4.44e-15 4.00e-15 1.08e-05 6.66e-16 0.0415
EC2(−0.20) 3.55e-15 3.55e-15 2.63e-06 1.22e-15 0.0062
PS 5.88e-16 0.0194 5.79e-04 0.0013 0.0238
MP 5.77e-15 4.89e-15 2.77e-04 0.0030 0.0706
DVD 5.77e-15 4.00e-15 0.0053 3.44e-15 0.0740
MC4(0) 5.77e-15 5.77e-15 2.00e-15 3.18e-05 7.84e-04
MC4(0.06) 5.77e-15 9.33e-15 2.89e-15 8.50e-06 1.23e-04
EC4(0) 6.66e-15 1.36e-11 4.02e-08 5.07e-14 4.12e-04
EC4(0.03) 6.21e-15 1.57e-12 1.47e-08 5.62e-14 1.94e-04
FD4 (∆t = 0.52) 9.97e-12 0.0036 1.07e-04 2.84e-04 0.0038
where c =
√
1− p2. We choose
p =
1√
3
, d = 10,
and we introduce a grid on Ω with ∆x = ∆t = 0.5.
In Table 1 we give the error in the conservation laws and in the solution for the different
methods. For this problem the values of the free parameters that minimize the error in the
solution of MC2(λ1), EC2(λ2), MC4(λ3), EC4(λ4) are λ1 = −0.21, λ2 = −0.20, λ3 = 0.06,
λ4 = 0.03. We also show the results obtained by setting all the parameters equal to zero. The
figures in the table show that:
• All the schemes preserve the first conservation law, but only those based on the formu-
lation (25) preserve the second conservation law;
• The schemes introduced in this paper preserve three conservation laws up to machine
accuracy;
• The new second order schemes give at least the same accuracy in the invariants that are
not conserved and in the solution as the schemes known in literature;
• Choosing the optimal value of the free parameter, the error in the solution is at least
about four times smaller than any other second order methods;
• The fourth order methods are all more effective than FD4 with timestep ∆t = 0.52.
In Figure 1, the upper plot shows the solution obtained by the most accurate scheme, MC2(−0.21).
The motion of the soliton does not produce any spurious oscillations. These can be seen instead
in the solutions of methods MP and DVD with amplitude of about 10−2.
The lower plot shows the exact solution and the solution of MC2(−0.21) compared to
the solutions of MP and PS around the top of the soliton (we omit the solution of DVD
as it is the least accurate). The approximate solutions have been reconstructed using cubic
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splines interpolation of the numerical results denoted with markers. This figure shows how
the solution of MC2(-0.21) better matches both the phase and the amplitude of the soliton.
Figure 2 shows the difference between the exact solution and the solutions of MC4(0.06)
and FD4 (with ∆t = 0.52). The error of MC4 is about 30 times smaller and only located at
the peak of the soliton, due to a small phase error. The error of FD4 is also spread where the
exact solution is flat.
Interaction of two solitons
We study now the interaction of two solitons over Ω = [−150, 150]× [0, 50]. The exact solution
over R is [12]
uexact = −6D2x logω(x, t), ω(x, t) = 1 + exp(η1) + exp(η2) + A exp(η1 + η2), (39)
where
ηj = pj(x− cjt+ dj), cj = (−1)j
√
1− p2j , A =
(c1 − c2)2 − 3(p1 − p2)2
(c1 − c2)2 − 3(p1 + p2)2 .
We obtain the initial conditions from (39) setting
p1 =
1√
6
, p2 =
1√
5
, d2 = −d1 = 20,
and we solve this problem with ∆x = ∆t = 0.5. The optimal value of the free parameters for
MC2(λ1), EC2(λ2), MC4(λ3), EC4(λ4) are λ1 = −0.19, λ2 = −0.18, λ3 = 0.06, λ4 = 0.02. The
results in Table 2 are consistent with those in Table 1 so analogue remarks can be made.
In Figure 3 we show the solution of the most accurate second order scheme, EC2(-0.18)
on the whole domain Ω (upper plot) and at the final time (lower plot). We notice that also
in this case schemes MP and DVD produce oscillations (amplitude ' 0.005) where the exact
solution is flat. This does not happen in the solution of EC2(-0.18).
In Figure 4 we show how the different schemes approximate the peak of the two solitons
(we do not show the least accurate solution of MP). The solution of EC2(-0.18) is the one that
best reproduces the speed and the amplitude of the two solitons.
Finally, in Figure 5 we compare the difference between the exact solution and the approx-
imations given by MC4(0.06) and FD4 (with ∆t = 0.52). We notice that also in this case
the error of FD4 has higher amplitude and spreads also far from the final location of the two
solitons.
6 Conclusions
In this paper we have introduced a new strategy to find semidiscretizations for a system of
PDEs that preserve multiple conservation laws. We have proved that any symplectic Runge
Kutta method preserves local conservation laws with quadratic density. We have also proved
that the AVF method preserves the local conservation law under milder conditions than the
skew-adjointness of the discrete operator D˜. In this way a new technique to find geometric in-
tegrators that preserve local conservation laws has been introduced. The symbolic calculations
required by this strategy are much cheaper than those of the strategy in [6].
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Figure 1: Top: Initial condition (dashed line) and solution of MC2(-0.21) at T=25
(solid line). Bottom: comparison of different schemes around the top of the soliton.
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Figure 2: Single soliton: Error of fourth order schemes.
The new technique has been applied to obtain methods that preserve either the momentum
or the energy of the Boussinesq equation. These are obtained as families depending on a
number of free parameters. Numerical tests have shown that the new schemes are competitive
with respect to other schemes in the literature and confirmed their conservation properties.
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