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Abstract
In this paper, it is revealed that modified form of He’s homotopy perturbation method corresponds to Adomian’s decomposition
method for certain nonlinear problems.
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1. Introduction
There are many new analytical approximate methods to solve two-point boundary-value and initial value
problems in the literature. Among these, He’s homotopy perturbation method [1–14] and Adomian’s decomposition
method [15–21] have been receiving much attention in recent years in applied mathematics in general, and in the area
of series solutions in particular. Both methods have proved to be powerful, effective, and can easily handle a wide
class of linear and nonlinear problems.
For example, in He’s homotopy perturbation method the solution of the functional equation is considered as a
summation of an infinite series usually converging to the solution. To be more specific, consider a nonlinear differential
equation:
N (u) = f (1)
where N is a general differential operator and f is a known analytic function on a Hilbert space. We can define a
homotopy H(u, p) by
H(u, 0) = L(u)− L(v0) = 0, H(u, 1) = N (u)− f = 0 (2)
where L(u) is a functional operator with known solution v0, which can be obtained easily. Classically, we may choose
a convex homotopy by
H(u, p) = (1− p)L(u)+ p[N (u)− f ] = 0 (3)
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and continuously trace an implicitly defined curve from a starting point H(v0, 0) to a solution function H(g, 1) where
g is a solution of (1). The embedding parameter p monotonically changes from zero to unity as the trivial problem
L(u)−L(v0) is continuously deformed to the original problem N (u)− f . If the embedding parameter p is considered
as a “small parameter”, applying the classical perturbation technique, we can assume that the solution of Eq. (3), can
be given by a power series in p, i.e.
v = v0 + pv1 + p2v2 + · · · (4a)
and setting p = 1 results in the approximate solution of (1) as
u = limp→1 v = v0 + v1 + v2 + · · · . (4b)
But, for several forms of nonlinearity (i.e. nonlinear polynomials, trigonometric nonlinearity, hyperbolic
nonlinearity, exponential nonlinearity and logarithmic nonlinearity) that may arise in nonlinear ordinary differential
equations, He’s homotopy perturbation method can be modified by introducing small parameter in nonlinear term(s)
and using Taylor expansion of it(them) to obtain the recurrence composition in the solution series. Namely, to obtain
its approximate solution of Eq. (3), we, at first, expand f into a Taylor series
f (u) = f (u0)+ f ′(u0)(pu1 + p2u2 + · · ·)+ 12! f
′′(u0)(pu1 + p2u2 + · · ·)+ · · ·
and substitute it into Eq. (3) with an assumed solution series (4a) and, equating the coefficients of like powers of p,
we obtain a series of inhomogeneous linear differential equations to solve.i.e.
p0 : L(u0)− L(v0) = 0,
p1 : L(u1)+ L(v0)+ N (u0)− f = 0,
p2 : L(u2)+ N (u1) = 0,
...
Hence, the approximate solution can be readily obtained as in Eq. (4b).
In that case, the homotopy perturbation method theoretically reduces to the Adomian decomposition method and
each inhomogeneous part of these linear differential equations gives Adomian polynomials respectively.
Because, the Adomian decomposition method for problem (1) assumes a series solution for u given by
u =
∞∑
n=0
un = u0 + u1 + u2 + · · · (5)
and the nonlinear operator can be decomposed into
N (u) =
∞∑
n=0
An (6a)
where the An’s are the Adomian polynomials of u0, u1, . . . , un given by
An = 1n!
dn
dλn
[
N
( ∞∑
i=0
λiui
)]
λ=0
n = 0, 1, 2, . . . . (6b)
Substituting Eqs. (5) and (6a) into the functional equation (1) yields
∞∑
n=0
un ≈
∞∑
n=0
An = f. (7)
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If the series in (7) is convergent, then (7) holds
u0 = f
u1 = A0(u0)
u2 = A1(u0, u1)
...
un = An−1(u0, . . . , un−1)
...
(8)
In this way, every term of the series (5) can be determined recursively.
Now, we suppose that nonlinear operator N (u) be a nonlinear function of u, i.e. g(u) and its Taylor expansion
around u0 is
g(u) = g(u0)+ g′(u0)(u − u0)+ 12!g
′′(u0)(u − u0)2 + · · · . (9)
Substituting the difference (u − u0) from Eq. (5) into (9), we obtain
g(u) = g(u0)+ g′(u0)(u1 + u2 + · · ·)+ 12!g
′′(u0)(u1 + u2 + · · ·)2 + · · · (10)
or
g(u) = g(u0)+ g′(u0)(u1 + u2 + · · ·)+ 12!g
′′(u0)(u21 + 2u1u2 + 2u1u3 + u22 + 2u2u3 + u23 + · · ·)
+ 1
3!g
′′′(u0)(u31 + 3u21u2 + 321u3 + 3u1u22 + 3u1u23 + · · ·)+ · · · (11)
Adomian polynomials can be obtained by reordering and rearranging of the terms given in Eq. (11), and A0 depends
only on u0, A1 depends only on u0and u1, A2 depends only on u0, u1 and u2, and so on. Therefore, rearranging the
terms in the expansion Eq. (11) according to order, An’s will be given as
A0 = g(u0)
A1 = u1g′(u0)
A2 = u2g′(u0)+ u
2
1
2! g
′′(u0)
A3 = u3g′(u0)+ u1u2g′′(u0)+ u
3
1
3! g
′′′(u0)
...
(12)
The expressions (11) and (12) confirm the fact that the series in An polynomials is a Taylor series about a function
u0 and not about a point as is usually used. Therefore, the Adomian method decomposes unknown u as a series
with components un and N (u) as a series with components An . Also, it is easy to show that when N (u) is g(u), the
Adomian polynomials given in (6b) yield the same results as in (12).
Recently, many researchers [22–28] use this fact and show that the sum of subscripts of the components of u
in each term of the polynomial An is equal to n. This suggests that one can substitute u as a sum of components
un, n ≥ 0 as defined by the decomposition method. As it is seen, A0 is always determined independently of the
other polynomials An, n ≥ 1. Therefore, one can first separate A0 = g(u0) for every nonlinear term g(u), then, the
remaining components of g(u) can be expanded by any means. Hence, collecting all terms of the expansion obtained
such that the sum of the subscripts of the components of u in each term is the same completes the calculation of the
Adomian polynomials. Once An are determined by (12), one can repeatedly determine the term un of the series from
Eq. (8) and consequently the solution u.
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On the other hand, Ghorbani and Saberi-Nadjafi [28] calculated the Adomian polynomials by the use of He’s
homotopy perturbation method for some nonlinear polynomials and derivative nonlinearities.
Consequently, the usage of the Taylor series expansion in the Homotopy perturbation method as described above
makes some reduction on the method and it coincides with the Adomian decomposition method, and one can easily
demonstrate that the Adomian polynomials obtained as above correspond to the inhomogeneous parts of the series of
inhomogeneous linear differential equations obtained by modified homotopy perturbation method.
In next section we apply the case described above to some examples.
2. Bratu’s type problems
Example 1 (Bratu’s Boundary Value Problem). We consider the boundary value problem
u′′ + λeu = 0 (13)
u(0) = 0, u(1) = 0
a. Homotopy perturbation solution
Re-write Eq. (13) in the form
u′′ + λepu = 0
u(0) = 0, u(1) = 0 (14)
where p ∈ [0, 1] and is an imbedding parameter. As in He’s homotopy perturbation method, it is obvious that when p =
0, Eq. (5) becomes a linear equation; when p = 1, it becomes the original nonlinear one. Due to the fact that p ∈ [0, 1],
so the imbedding parameter can be considered as a “small parameter”. Applying the perturbation technique, we can
assume that the solution of Eq. (5) can be expressed as a power series in p:
u = u0 + pu1 + p2u2 + p3u3 + · · · . (15)
Setting p = 1 results in the approximate solution of the problem:
u∗ = limp→1 u = u0 + u1 + u2 + u3 + · · · . (16)
To obtain its approximate solution of Eq. (14), we expand epu into Taylor series
epu = 1+ pu + p
2u2
2! +
p3u3
3! +
p4u4
4! + · · · . (17)
Substituting (15) and (17) into (14) and equating the coefficients of like powers of p, we obtain series of
inhomogeneous linear differential equations to solve. i.e.
p0 :
{
u′′0 = −λ
u0(0) = 0, u0(1) = 0
p1 :
{
u′′1 = −λu0
u1(0) = 0, u1(1) = 0
p2 :
{
u′′2 = −λu1 −
λ
2
u20
u2(0) = 0, u2(1) = 0
p3 :
{
u′′3 = −λu2 − λu0u1 −
λ
6
u30
u3(0) = 0, u3(1) = 0
...
(18)
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Thus, by solving the equations above, we obtain,
u0 = −12λx
2 + 1
2
x
u1 = 124λ
2x4 − 1
12
λ2x3 + 1
24
λ2x
u2 = − 1180λ
3x6 + 1
60
λ3x5 − 1
96
λ3x4 − 1
144
λ3x3 + 1
160
λ3x
...
Hence, we have;
u0 = u0 with zero-order approximation
u1 = u0 + u1 with first-order approximation
u2 = u0 + u1 + u2 with second-order approximation
u3 = u0 + u1 + u2 + u3 with third-order approximation
...
Thus, one can recursively determine every term of the series
∑∞
n=0 unas its shown above.
b. Adomian decomposition solution
Eq. (1) can be written as a operator form
Lu = λeu (19a)
u(0) = u(1) = 0 (19b)
where the differential operator L is
L = ∂
2
∂x2
. (20)
The inverse operator L−1 is assumed a two-fold integral operator given by
L−1(·) =
∫ x
0
∫ x
0
(·)dxdx . (21)
Applying the inverse operator L−1 on both sides of (19a) and using the initial condition
u(0) = 0, we find
u(x) = x + λL−1(eu). (22)
According to Adomian decomposition method, the solution u(x) is represented by the series as in Eq. (5) with
u0 = 0.
The nonlinearity eu may be expanded using Eq. (6),
eu =
∞∑
i=0
Ai = A0 + A1 + A2 + · · · .
From the Taylor series of eu at u0 (which is zero in our case)
eu = 1+ u + 1
2!u
2 + 1
3!u
3 + · · ·
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we can find
A0 = 1
A1 = u1
A2 = u2 + 12!u
2
1
A3 = u3 + u1u2 + 13!u
3
1
A4 = u4 + u1u3 + 12!u
2
2 +
1
2
u21u2 +
1
4!u
4
1
...
(23)
and few terms of the solution can be found as
u1 = −12λx
2 + 1
2
λx
u2 = 124λ
2x4 − 1
12
λ3x3 + 1
24
λ2x
u3 = − 1180λ
3x6 + 1
60
λ3x5 − 1
96
λ3x4 − 1
144
λ3x3 + 1
160
λ3x
which is exactly the same as Homotopy perturbation solution.
Careful observation shows that inhomogeneous parts of the each differential equations in Eq. (18) give the Adomian
polynomials given in Eq. (23) respectively.
Example 2 (Bratu’s Initial Value Problem). We consider the initial value problem
u′′ − 2eu = 0, 0 < x < 1
u(0) = u′(0) = 0. (24)
a. Homotopy perturbation method
Re-write Eq. (24) in the form;
u′′ − 2epu = 0, 0 < x < 1
u(0) = u′(0) = 0. (25)
Substituting, again, (15) and (17) into (25) and equating the coefficients of like powers of p, we obtain series of
inhomogeneous linear differential equations to solve. i.e.
p0 :
{
u′′0 = 2
u0(0) = 0, u′0(0) = 0
p1 :
{
u′′1 = 2u0
u1(0) = 0, u′1(0) = 0
p2 :
{
u′′2 = 2u1 + u20
u2(0) = 0, u′2(0) = 0
p3 :
u′′3 = 2u2 + 2u0u1 + u
3
0
3
u3(0) = 0, u′3(0) = 0
...
(26)
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From the above equations, we can obtain
u0 = x2
u1 = x
4
6
u2 = 2x
6
45
u3 = 17x
8
1260
u4 = 62x
10
14175
u5 = 691x
12
467775
...
(27)
and
u(x) = x2 + x
4
6
+ 2x
6
45
+ 17x
8
1260
+ 62x
10
14 175
+ 691x
12
467 775
+ · · ·
or equivalently
u(x) = −2
(
− x
2
2
− x
4
12
− x
6
45
− 17x
8
2520
− 31x
10
14 175
− 691x
12
935 550
+ · · ·
)
(28)
which is the expansion of −2 ln(cos x) and is the exact solution of Bratu-type initial value problem given in Eq. (24).
b. Adomian decomposition method
Eq. (24) can be written in an operator form
Lu = 2eu (29a)
u(0) = u′(0) = 0 (29b)
where the differential operator L is
L = ∂
2
∂x2
. (30)
The inverse operator L−1 is assumed a two-fold integral operator given by
L−1(·) =
∫ x
0
∫ x
0
(·)dxdx .
Applying the inverse operator L−1 on both sides of (29a) and (29b), we find
u(x) = 2L−1(eu). (31)
Substituting (5) and (6) into the functional (31) gives
∞∑
n=0
un(x) = 2L−1
( ∞∑
n=0
An
)
(32)
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where An are Adomian polynomials of the nonlinear term eu defined above in (22), and few terms of the solution can
be found as
u0 = 0
u1 = x2
u2 = x
4
6
u3 = 2x
6
45
u4 = 17x
8
1260
u5 = 62x
10
14 175
u6 = 691x
12
467 775
(33)
which again gives the solution obtained in Eq. (28).
3. Conclusion
In this paper, we have revealed that modified form of He’s homotopy perturbation method corresponds to
Adomian’s decomposition method for certain class of nonlinear differential equations. Confirmation is made through
by Bratu’s type problems, namely problems involving exponential nonlinearity only. But, it can be easily shown that
the correspondence between the methods for equations with nonlinearities such nonlinear polynomials, trigonometric
nonlinearity, hyperbolic nonlinearity and logarithmic nonlinearity can easily be revealed and is our future task.
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