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A COUPLING APPROACH TO RANDOM CIRCLE MAPS EXPANDING
ON THE AVERAGE
MIKKO STENLUND AND HENRI SULKU
Abstract. We study random circle maps that are expanding on the average. Uniform bounds
on neither expansion nor distortion are required. We construct a coupling scheme, which leads
to exponential convergence of measures (memory loss) and exponential mixing. Leveraging
from the structure of the associated correlation estimates, we prove an almost sure invari-
ance principle for vector-valued observables. The motivation for our paper is to explore these
methods in a nonuniform random setting.
Acknowledgements. This research was funded by ERC Advanced Grant MPOES. Mikko
Stenlund also received financial support from the Academy of Finland. He wishes to thank
Carlangelo Liverani and the University of Rome “Tor Vergata” for their hospitality during the
preparation of this manuscript.
1. Introduction
In this paper we study random compositions of the form Tωn ◦ · · · ◦ Tω1 , where each Tωi
is a C2 circle mapping with no critical points (T ′ωi 6= 0 everywhere), drawn independently of
the others from a set {Tω1 : ω1 ∈ Ω} according to a probability distribution dη(ω1). We
do not place uniform bounds on expansion or distortion that would hold from one map to
the next. On the contrary, individual maps are allowed to contract locally and distort their
images strongly (without a bound). To compensate for such individual freedom, we impose
probabilistic conditions on the occurrence of these “bad” maps in the sequence. In particular,
we require the maps to be expanding on the average, i.e.,
∫
inf |T ′ω1 | dη(ω1) > 1, with integrable
distortion. The precise, somewhat stronger, assumptions are laid out in the next section.
We prove statistical properties including the existence of an absolutely continuous invariant
measure, exponential memory loss and mixing, as well as an almost sure invariance principle
for vector-valued observables. Prior studies entailing similar models include [5, 6, 11, 12, 16, 17,
19]. After finishing the present manuscript, the authors have also learned of the very recent
works [1, 9] on the subject, as well as the related [28].
The motivation for the paper is twofold. First, we wish to explore the suitability of the
coupling method in the above context of nonuniform random maps. Diverting from the papers
mentioned, the primary instrument in our analysis is indeed coupling. The coupling method
is a soft tool for establishing statistical properties pertaining to the issues of memory loss and
correlation decay. In the field of dynamical systems it has been implemented in various works
such as [4,7,18,23,25,30] and many others. A transparent introduction to coupling for dynamical
systems (in the most elementary setup) can be found in [27]. As to the second motivation, a
question that arises naturally is whether other limit laws hold true; we wish to investigate
the possibility of proving such laws for the present class of nonuniform random dynamical
systems via correlation estimates. It was shown in [8, 20, 22] that a central limit theorem for
Sinai billiards follows from correlation bounds involving suitable classes of observables. In [24] a
similar approach was taken to prove an almost sure invariance principle (ASIP) for both random
and non-random billiard systems. Here we show that, for our system, an ASIP follows from the
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established correlation estimates with little added work. Yet, the last point is subtle: it depends
on the particular form of the correlation estimates, obtained for particular classes of observables.
Let us be fully clear that the (averaged) theorems on the Markov chain corresponding to the
random maps at issue can certainly be obtained, for example, via spectral methods. Here we
present a different approach, which we hope to be of use to other authors beyond the present
setup.
Structure of the paper. The paper is organized as follows. In Section 2 we introduce the model
precisely and record some mathematical preliminaries necessary for understanding the results
and the proofs in the rest of the paper. In Section 3 we present our main results. In the
following Sections 4–7 we prove these results in the same order as they appear in Section 3.
2. Preliminaries
Let S denote the circle obtained by identifying the endpoints of the unit interval [0, 1]. The
Lebesgue measure on S1 is denoted by m.
Given α ∈ (0, 1), we denote by Cα the set of functions S → R (or S → C) that are Hölder
continuous with exponent α. The corresponding Hölder constant is denoted by |f |α. We also
introduce the norm
‖f‖α = |f |α + ‖f‖∞.
To define the compositions Tωn ◦ · · · ◦ Tω1 of the Introduction properly, let (Ω,F , η) be a
probability space and, for each ω1 ∈ Ω, let the map Tω1 : S → S be C
2 without critical
points (with additional assumptions to follow shortly). Then consider compositions of such
maps drawn from the product space. We assume the map Ω × S → S : (ω1, x) 7→ Tω1x to be
measurable, and define the quantities
λωi = inf |T
′
ωi
| and ∆ωi =
∥∥∥∥ T ′′ωi(T ′ωi)2
∥∥∥∥
∞
.
Notice that λωi measures the dilation and ∆ωi the distortion of the map Tωi.
Expectations with respect to the “selection distribution” η will often be denoted by angular
brackets 〈 · 〉. That is, for any measurable function h : Ω→ R : h(ω1) = hω1, we write
〈h〉 =
∫
hω1 dη(ω1).
Standing assumption. Throughout the paper, we assume that the moment conditions
〈λ−2〉 < 1 and 〈∆2〉 <∞ (1)
be satisfied.
In particular, 〈λ〉 > 1, meaning that the composed maps are expanding on the average. An
individual map, on the other hand, could have regions of strong contraction, T ′ωi ≈ 0, as well
as those of strong distortion, |T ′′ωi| ≫ (T
′
ωi
)2.
The sequence (Xn)n≥0 with
Xn(ω, x) = Xn(ω1, . . . , ωn, x) = Tωn ◦ · · · ◦ Tω1(x),
where ω = (ωn)n≥1 ∈ ΩN and x ∈ S, forms a homogeneous Markov chain with state space S.
(We set X0(ω, x) = x.) The Markov operator Q corresponding to (Xn)n≥0 has the expression
Qf(x) =
∫
Ω
f(Tω1x) dη(ω1)
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for any bounded measurable function f . Let us also define the operator P as
Pg(x) =
∫
Lω1g(x) dη(ω1), g ∈ L
1(m),
where Lωi : L
1(m) → L1(m) stands for the transfer operator of the map Tωi associated to the
Lebesgue measure m, that is,
Lωig(x) =
∑
y∈T−1ωi {x}
g(y)
|T ′ωi(y)|
.
As is straightforward to check, it is the dual of Q in the sense that∫
g · Qf dm =
∫
Pg · f dm.
A probability distribution µ is stationary for the Markov chain (Xn)n≥0 if∫
Qf dµ =
∫
f dµ
for all bounded measurable f . If µ is absolutely continuous with density φ (with respect to m),
the stationarity condition reduces to
Pφ = φ.
For brevity, we will write E for the expectation with respect to the product measure P = η∞.
That is, if h : Ωn → R is measurable, then
E[h] =
∫
h(ω1, . . . , ωn) dη
n(ω1, . . . , ωn).
We denote by P µ the measure induced on the path space of the Markov chain (Xn)n≥0 with
initial measure µ. The corresponding expectation we denote Eµ. That is,
Eµ[h(X0, . . . , Xn)] =
∫
h(X0, . . . , Xn)(ω1, . . . , ωn, x) dη
n(ω1, . . . , ωn) dµ(x),
for any bounded measurable h : Sn+1 → R and any n ≥ 0.
Finally, σ will denote the usual left shift on ΩN. That is,
(σω)n = ωn+1, n ≥ 1.
3. Results
The next theorem is our first result.
Theorem 1. The Markov chain (Xn)n≥0 admits an absolutely continuous stationary probability
distribution µ whose density φ is Lipschitz continuous and bounded away from zero.
Remark 2. In Corollary 12 we establish a “quantitative” lower bound on φ depending only on
the “system constants” appearing in (1).
From here on, µ and φ will always refer to the objects above. Once the existence of φ has
been established, it is interesting to study convergence of initial densities toward it. To that
end, we first work with individual sequences ω.
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Theorem 3. There exists such a constant θ ∈ (0, 1) that the following holds. Let α ∈ (0, 1).
For almost every ω, there exists C(ω) > 0 such that
‖Lωn · · · Lω1(ψ
1 − ψ2)‖L1(m) ≤ C(ω)max(‖ψ
1‖α , ‖ψ
2‖α)θ
αn (2)
for all n ≥ 0 and all probability densities ψ1, ψ2 ∈ Cα. Moreover, given a probability distribu-
tion dν = ψ dm with ψ ∈ Cα,∣∣∣∣∫ f · g ◦ Tωn ◦ · · · ◦ Tω1 dν − ∫ f dν ∫ g ◦ Tωn ◦ · · · ◦ Tω1 dν∣∣∣∣ ≤ C(ω)‖ψ‖α‖f‖α‖g‖∞θαn (3)
for all n ≥ 0, and all complex-valued functions f ∈ Cα and g ∈ L∞.
Here (2) states that, for typical sequences ω, the L1-distance between the push-forwards of
two Hölder continuous densities tends to zero exponentially. The bound in (3) states that, with
respect to any probability measure having a Hölder continous density, the random variables f
and g ◦ Tωn ◦ · · · ◦ Tω1 become asymptotically decorrelated at an exponential rate. The method
of proof we use is coupling. Theorem 3 can also be obtained by different means, namely that of
thermodynamic formalism and Hilbert projective cones; see [11,12] and, for a piecewise smooth
case, [5].
Once the sequence-wise bounds have been obtained, related results can be established for
the Markov chain (Xn)n≥0:
Theorem 4. There exist a constant θ ∈ (0, 1) and, for any α ∈ (0, 1), a constant C > 0 such
that
‖Pnψ − φ‖L1(m) ≤ C‖ψ‖αθ
αn (4)
for all n ≥ 0 and all probability densities ψ ∈ Cα. Moreover,∣∣∣∣∫ f · Qng dµ − ∫ f dµ ∫ g dµ∣∣∣∣ ≤ C‖f‖α‖g‖∞θαn (5)
for all n ≥ 0, and all complex-valued functions f ∈ Cα and g ∈ L∞.
By (4), the push-forwards of Hölder continuous initial densities converge in L1 to the Lipschitz
continuous invariant density at an exponential rate, while pair correlations with respect to the
stationary distribution decay exponentially by (5). In the present formulation, Theorem 4 does
strictly speaking not follow from Theorem 3, because we do not claim that C(ω) has finite
expectation. Rather, we will prove the two results in parallel, as consequences of common
intermediate bounds.
By Theorem 4, the measure µ is ergodic. It is standard that distinct ergodic measures are
mutually singular. Since µ is equivalent to m by Theorem 1, we get the following corollary:
Corollary 5. The measure µ is the unique absolutely continuous ergodic measure.
Given sufficient information on the convergence of measures, it becomes natural to ask about
the statistical properties of the limit distribution. Indeed, the pair correlation bound in (5) is
key in our proof of the probabilistic limit theorem below. The investigation of the coupling
technique aside (see Introduction), it is the main result of our paper. To the best of our
knowledge, such a result has not appeared in the literature.
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Theorem 6. Fix a positive integer d. Let f : S → Rd be Hölder continuous with
∫
f dµ = 0,
and denote briefly
An = f ◦Xn . (6)
There exists such a symmetric, semi-positive-definite, d× d matrix Σ2 that the following hold:
(1) The matrix Σ2 is the limit covariance of 1√
n
∑n−1
k=0 Ak. That is,
lim
n→∞
1
n
Eµ
(
n−1∑
k=0
Ak ⊗
n−1∑
k=0
Ak
)
= Σ2 .
(2) The random variables 1√
n
∑n−1
k=0 Ak converge in distribution, as n → ∞, to a centered
Rd-valued normal random variable with covariance Σ2.
(3) Given any λ > 1
4
, there exists a probability space together with two Rd-valued processes
(A∗n)n≥0 and (Bn)n≥0 on it, for which the following statements are true:
(a) (An)n≥0 and (A∗n)n≥0 have the same distribution.
(b) The random variables Bn, n ≥ 0, are independent, centered, and normally dis-
tributed with covariance Σ2.
(c) Almost surely,
∣∣∑n−1
k=0 A
∗
k −
∑n−1
k=0 Bk
∣∣ = o(nλ).
Item (2) of the theorem is called an averaged (or annealed) central limit theorem and item (3)
a vector-valued almost sure invariance principle with covariance Σ2 and error exponent λ. The
“almost surely” in item (c) refers to the probability space on which the processes (A∗n)n≥0
and (Bn)n≥0 are defined. Note that
∑n−1
k=0 Bk can be interpreted as the location of an R
d-
valued Brownian motion at time n. The almost sure invariance principle implies several other
limit results, which we do not list here; see [3, 13, 21, 26].
A standard computation in item (1) yields the formula
Σ
2 =
∫
f ⊗ f dµ+
∞∑
m=1
∫ (
f ⊗Qmf +Qmf ⊗ f
)
dµ .
The question arises whether this matrix is non-degenerate.
Lemma 7. Consider a nonzero vector v ∈ Rd. The matrix Σ2 is degenerate in the direction v,
i.e., vTΣ2v = 0, if and only if there exists a Hölder continuous function g : S→ R satisfying
v
T
f(x) = g(x)− g(Tω1x)
for all x and almost all ω1. (Here the superscript T denotes transposition.)
The preceding lemma places a serious obstruction to degeneracy. In particular, up to a
negligible set of ω’s,
p−1∑
k=0
v
T
f(Tωk ◦ · · · ◦ Tω1(x)) = 0
whenever Tωp ◦ · · · ◦ Tω1(x) = x (periodic trajectory). Hence, having a degenerate covariance
matrix Σ2 amounts to a very exceptional choice of f .
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4. Proof of Theorem 1
The strategy of proving Theorem 1 is to find φ as an accumulation point of
(
n−1
∑n−1
k=0 P
k
1
)
n≥1
by showing that ‖Pn1‖C1 is uniformly bounded for n ≥ 0.
Given a sequence (ωi)i≥1, denote
Sn =
n∏
i=1
λ−1ωi and Rn =
n∑
i=1
∆ωi
n∏
j=i+1
λ−1ωj . (7)
Lemma 8. For any C1-function ψ, the bound
|(Lωn . . .Lω1ψ)
′| ≤ Sn · Lωn · · · Lω1|ψ
′|+Rn · Lωn · · · Lω1|ψ|
holds.
Proof. The straightforward bound
|(Lω1ψ)
′| ≤ λ−1ω1Lω1 |ψ
′|+∆ω1Lω1 |ψ|, ω1 ∈ Ω,
holds for a C1-function ψ. Iterating this bound yields the claim. 
First of all, Lemma 8 implies
‖(Lωn . . .Lω1ψ)
′‖L1(m) ≤ Sn‖ψ
′‖L1(m) +Rn‖ψ‖L1(m),
because Lωi is a contraction in L
1(m). Setting ψ = 1 yields ‖(Lωn . . .Lω11)
′‖L1(m) ≤ Rn. Thus,
‖Lωn · · · Lω11‖∞ ≤ 1 + ‖(Lωn · · · Lω11)
′‖L1(m) ≤ 1 +Rn, (8)
because Lωn · · · Lω11 is a C
1 probability density. Another consequence of Lemma 8 is
‖(Lωn · · · Lω11)
′‖∞ ≤ Rn‖Lωn · · · Lω11‖∞ ≤ Rn(1 +Rn).
In particular,
‖Pn1‖C1 ≤ E[(1 +Rn)
2].
Lemma 9. There exists such a constant CR > 0 that
sup
n≥1
E[(1 +Rn)
2] ≤ CR.
Proof. By Jensen’s inequality, it is enough to check that E[R2n] is uniformly bounded. But
R2n =
n∑
i=1
n∑
ℓ=1
∆ωi∆ωℓ
n∏
j=i+1
λ−1ωj
n∏
k=ℓ+1
λ−1ωk
=
n∑
i=1
∆2ωi
n∏
j=i+1
λ−2ωj + 2
∑
1≤i<ℓ≤n
∆ωi∆ωℓ
n∏
j=i+1
λ−1ωj
n∏
k=ℓ+1
λ−1ωk
=
n∑
i=1
∆2ωi
n∏
j=i+1
λ−2ωj + 2
∑
1≤i<ℓ≤n
∆ωi∆ωℓλ
−1
ωℓ
ℓ−1∏
j=i+1
λ−1ωj
n∏
k=ℓ+1
λ−2ωk .
Therefore,
E[R2n] = 〈∆
2〉
n∑
i=1
〈λ−2〉n−i + 2〈∆〉 〈λ−1∆〉
∑
1≤i<ℓ≤n
〈λ−1〉ℓ−1−i 〈λ−2〉n−ℓ.
Here
〈λ−1〉 ≤ 〈λ−2〉1/2, 〈∆〉 ≤ 〈∆2〉1/2 and 〈λ−1∆〉 ≤ 〈λ−2〉1/2〈∆2〉1/2
by Jensen’s and Hölder’s inequalities. Thus, by (1),∑
1≤i<ℓ≤n
〈λ−1〉ℓ−1−i 〈λ−2〉n−ℓ =
n∑
ℓ=2
(
ℓ−1∑
i=1
〈λ−1〉ℓ−1−i
)
〈λ−2〉n−ℓ ≤
1
1− 〈λ−1〉
1
1− 〈λ−2〉
<∞.
This proves the lemma. 
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It is standard that the existence of a Lipschitz continuous stationary distribution as an
accumulation point of the sequence (n−1
∑n−1
k=0 P
k
1)n≥1 follows by a compactness argument
(see, e.g., [27]). The distribution is strictly positive. To see this, first observe that φ > 0 on
an arc I ⊂ S. Also, there exists a λ¯ > 1 such that η
(
ω1 ∈ Ω : λω1 ≥ λ¯
)
> 0. Thus, we
have Pn(φ|I) > 0 for some sufficiently large n. Now φ = P
n(φ) ≥ Pn(φ|I) > 0.
The proof of Theorem 1 is now complete. 
5. Proofs of Theorems 3 and 4
5.1. Regularity of push-forward densities. The following distortion estimate is standard.
It will be needed for controlling the regularity of the push-forward distributions under the
dynamics.
Lemma 10. Let n ∈ N be arbitrary. For any x, y ∈ S,
e−Rnd(x,y) ≤
(Tωn ◦ · · · ◦ Tω1)
′((Tωn ◦ · · · ◦ Tω1)
−1
i x)
(Tωn ◦ · · · ◦ Tω1)
′((Tωn ◦ · · · ◦ Tω1)
−1
i y)
≤ eRnd(x,y), (9)
Here Rn is as defined earlier and (Tωn◦· · ·◦Tω1)
−1
i is the ith branch of the inverse of Tωn◦· · ·◦Tω1
on a given arc J ⊂ S of length |J | ≤ 1
2
containing both x and y.
Proof. For brevity, let x−n+i and y−n+i denote the preimages of x and y, respectively, along the
same branch of the inverse of Tωn ◦ · · · ◦ Tωi+1 . Note that
(Tωn ◦ · · · ◦ Tω1)
′(x−n) =
n∏
i=1
T ′ωi ◦ Sωi(x−n+i),
where Sωi stands for an appropriate inverse branch of Tωi . Hence,
log
(Tωn ◦ · · · ◦ Tω1)
′(x−n)
(Tωn ◦ · · · ◦ Tω1)
′(y−n)
≤ | log((Tωn ◦ · · · ◦ Tω1)
′(x−n))− log((Tωn ◦ · · · ◦ Tω1)
′(y−n))|
≤
n∑
i=1
| log T ′ωi ◦ Sωi(x−n+i)− log T
′
ωi
◦ Sωi(y−n+i)|
≤
n∑
i=1
‖(log T ′ωi ◦ Sωi)
′‖∞ d(x−n+i, y−n+i) ≤
n∑
i=1
∆ωi d(x−n+i, y−n+i)
≤
n∑
i=1
∆ωi
n∏
j=i+1
λ−1ωj · d(x, y) = Rnd(x, y).
A similar estimate is obtained by interchanging x and y, which proves the claim. 
Proposition 11. Suppose ψ is a strictly positive probability density and that logψ ∈ Cα. Then
Lωn · · · Lω1ψ inherits these properties for every n ∈ N and
|logLωn · · · Lω1ψ|α ≤ S
α
n |logψ|α +Rn,
where Rn and Sn have been defined earlier.
Proof. Let J ⊂ S be an arc with |J | ≤ 1
2
. Given an initial probability density ψ, we introduce
the notation
ψn,i(x) =
ψ((Tωn ◦ · · · ◦ Tω1)
−1
i x)
(Tωn ◦ · · · ◦ Tω1)
′((Tωn ◦ · · · ◦ Tω1)
−1
i x)
, x ∈ J,
Then
Lωn · · · Lω1ψ(x) =
w∑
i=1
ψn,i(x),
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where w is the number of inverse branches of Tωn ◦· · ·◦Tω1 on J . Next, let x, y ∈ S be arbitrary.
Without loss of generality, we may assume both points belong to J . Therefore,∣∣∣∣log ψn,i(x)ψn,i(y)
∣∣∣∣ ≤ ∣∣∣∣log ψ((Tωn ◦ · · · ◦ Tω1)−1i x)ψ((Tωn ◦ · · · ◦ Tω1)−1i y)
∣∣∣∣+ ∣∣∣∣log (Tωn ◦ · · · ◦ Tω1)′((Tωn ◦ · · · ◦ Tω1)−1i y)(Tωn ◦ · · · ◦ Tω1)′((Tωn ◦ · · · ◦ Tω1)−1i x)
∣∣∣∣
≤ | logψ|α d((Tωn ◦ · · · ◦ Tω1)
−1
i x, (Tωn ◦ · · · ◦ Tω1)
−1
i y)
α +Rnd(x, y)
≤ (Sαn | logψ|α +Rn)d(x, y)
α.
For brevity, denote Bn = (S
α
n | logψ|α +Rn)d(x, y)
α. Then
e−Bnψn,i(y) ≤ ψn,i(x) ≤ eBnψn,i(y).
Summing over i, we get
e−BnLωn · · · Lω1ψ(y) ≤ Lωn · · · Lω1ψ(x) ≤ e
BnLωn · · · Lω1ψ(y).
Taking logarithms yields the desired bound. 
Before proceeding, we prove the lower bound alluded to below Theorem 1 on the stationary
density φ in terms of system constants:
Corollary 12. There exists a constant c > 0, depending only on the moments appearing in (1),
for which
inf φ ≥ c.
Proof. Recall that φ is an accumulation point of the sequence (n−1
∑n−1
k=0 P
k
1)n≥1. From Propo-
sition 11 we get logLωn · · · Lω11 ≥ −Rn for all n ≥ 0. Applying Jensen’s inequality,
Pn1 = E(Lωn · · · Lω11) ≥ E
(
e−Rn
)
≥ e−E(Rn).
Lemma 9, together with another application of Jensen’s inequality, finishes the proof. 
5.2. Coupling argument. We are now ready to explain the coupling step. In what follows,
we assume that α > 0 has been fixed once and for all.
We introduce the notation
HK = {ψ : X → R a probability density, ψ > 0, | logψ|α ≤ K},
with K > 0. The following lemma will turn out useful.
Lemma 13. Fix any K > 0 and set
κ =
1
2
exp(−K) (10)
K ′ = exp (4K) . (11)
Then
(1) ψ ≥ 2κ > 0 holds for every ψ ∈ HK.
(2) ψ˜ := (ψ − κ)/(1− κ) ∈ HK ′ for all ψ ∈ HK.
Proof. We have the elementary bounds (see [27])
exp(−| logψ|α) ≤ ψ(x) ≤ exp(| logψ|α)
and
|ψ|α ≤ | logψ|α exp (| logψ|α)
for probability densities ψ. Thus, for ψ ∈ HK ,
ψ(x) ≥ exp(−| logψ|α) ≥ exp(−K) = 2κ.
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Therefore,∣∣∣∣log(ψ(x)− κ1− κ
)
− log
(
ψ(y)− κ
1− κ
)∣∣∣∣ ≤ sup
x
1
ψ(x)− κ
|ψ(x)− ψ(y)| ≤
1
κ
|ψ|α d(x, y)
α
≤ 2K exp (2K) d(x, y)α ≤ exp (4K) d(x, y)α,
which proves the lemma. 
From here on, we will assume that K > 0 is fixed once and for all. (The value of K will be
determined later.) This also fixes κ and K ′.
Given a K ′′ > 0 and a sequence ω, we say that the
Coupling condition C(K ′′, ω, n) is satisfied if
SαnK
′′ +Rn ≤ K. (12)
This definition is natural, because Proposition 11 implies that
Lωn · · · Lω1ψ ∈ HK ∀ψ ∈ HK ′′ if C(K
′′, ω, n) is satisfied.
Let ψ1 and ψ2 be arbitrary densities in HK ′′ and suppose C(K
′′, ω, n) is satisfied for some n.
Then, by the above observation and by Lemma 13,
ψin ≡ Lωn · · · Lω1ψ
i = κ+ (1− κ)ψ˜in,
where
ψ˜in = (ψ
i
n − κ)/(1− κ) ∈ HK ′. (13)
Thus,
‖ψ1n − ψ
2
n‖L1(m) ≤ (1− κ)‖ψ˜
1
n − ψ˜
2
n‖L1(m).
In other words, the coupling condition allowed us to “couple” a κ-fraction of the n-step push-
forwards of the densities ψ1 and ψ2. Obviously, the procedure can be continued inductively,
treating ψ˜in as the initial densities: since (13) holds, we can couple a κ-fraction of the τ -step
push-forwards Lωn+τ · · · Lωn+1ψ˜
1
n and Lωn+τ · · · Lωn+1ψ˜
2
n assuming that C(K
′, σnω, τ) holds, and
again the “normalized remainder densities” are in HK ′ by (13).
Let us formalize the above procedure. Given K ′′ > 0 and ω, define
τ0(ω) = 0 and τ1(ω) = inf{n ≥ 0 : C(K
′′, ω, n) is satisfied},
and
τk(ω) = inf{n ≥ 0 : C(K
′, στk−1(ω)ω, n) is satisfied}
for all k ≥ 1. We use here the convention that the infimum of the empty set is ∞. Next, set
n0(ω) = 0 and nk(ω) =
k∑
j=1
τj(ω),
for k ≥ 1. Now nk ∈ N∪{∞} is the time at which the kth coupling will occur and τk ∈ N∪{∞}
is the kth inter-coupling time. (Both depend on K ′′ and ω, but we suppress this from the
notation.) In particular, using the above coupling argument in combination with the L1(m)-
contractivity of each Lωi and the obvious fact that ‖ψ
1 − ψ2‖L1(m) ≤ 2, we see that
‖ψ1n − ψ
2
n‖L1(m) ≤ 2(1− κ)
k ∀n ≥ nk
holds for all pairs ψ1, ψ2 ∈ HK ′′. Alternatively, writing
Nn(ω) = max{k ≥ 0 : nk(ω) ≤ n}
for the number of couplings by time n for the sequence ω,
‖ψ1n − ψ
2
n‖L1(m) ≤ 2(1− κ)
Nn ∀n ≥ 0.
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In brief, the L1-distance between the densities converges exponentially to zero as a function
of the number of couplings that has occurred. To make use of this, it is necessary to study the
statistical properties of Nn.
5.3. Coupling time analysis. In this section we analyze the tail behavior of the inter-coupling
times τk, and subsequently obtain crucial information about the distribution of Nn. The task
will boil down to studying a pair of random difference equations.
For notational simplicity, let us write
An = λ
−1
ωn and Bn = ∆ωn .
Given α ∈ (0, 1), Proposition 11 states that
|logLωn · · · Lω1ψ|α ≤ S
α
n |logψ|α +Rn,
where, according to (7),
Sn =
n∏
i=1
Ai and Rn =
n∑
i=1
Bi
n∏
j=i+1
Aj.
Starting with |logψ|α = ξ, we can perform a coupling when S
α
n ξ+Rn ≤ K; see (12). Here ξ > 0
is an arbitrary initial condition and K > 0 a large (non-random) constant to be fixed later.
Note that Rn and S˜n = S
α
nξ satisfy the random difference equations
Rn = AnRn−1 +Bn, n ≥ 1,
and
S˜n = A
α
nS˜n−1, n ≥ 1.
Our objective is to control the random time when the coupling condition
Zn = Rn + S˜n ≤ K
is first satisfied, given the initial condition
(R0, S˜0) = (0, ξ).
Indeed,
|logLωn · · · Lω1ψ|α ≤ Zn
for all n ≥ 0. This objective is complicated by the fact that S˜n and Rn are not independent ran-
dom variables, and because — unlike (S˜n)n≥0 and (Rn)n≥0 separately — the sequence (Zn)n≥0
of their sums does not satisfy a simple recursion relation.
To remedy the above situation, we begin with the observation that
Zn ≤ Rn +max(S˜n, 1) ≤ Rn +max(S˜
1/α
n , 1) ≤ Rn + S˜
1/α
n + 1.
Since S˜
1/α
n = AnS˜
1/α
n−1, the sums
Ln = Rn + S˜
1/α
n
satisfy the random difference equation
Ln = AnLn−1 +Bn, n ≥ 1, (14)
with the initial condition
L0 = ξ
1/α.
This is of interest because (14) is “simple” and because of the dominating property
Zn ≤ Ln + 1, n ≥ 0.
The coupling condition is therefore certainly satisfied if
Ln ≤ K − 1.
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Thus, let
T = inf{k ≥ 0 : Lk ≤ K − 1}
be the first time the Markov chain (Ln)n≥0 dips below level K−1. The utility of T to our proof
lies in the fact that it dominates the inter-coupling times τk when ξ is chosen properly.
For the following, note that the assumptions in (1) imply
〈A1〉 < 1 and 〈B1〉 <∞.
Proposition 14. Fix any
K >
〈B1〉
1− 〈A1〉
+ 1.
Then
q = 〈A1〉+
〈B1〉
K − 1
< 1.
Starting the Markov chain (Ln)n≥0 at an arbitrary level L0 = ℓ > K − 1,
P ℓ(T > n) ≤
ℓqn
K − 1
for all n ≥ 0. (Here P ℓ is the path measure of (Ln)n≥0 starting at ℓ.)
We point out that the number 〈B1〉
1−〈A1〉 appearing in the lemma above is the expected value of
the stationary limit distribution of the chain (Ln)n≥0; see [29].
Proof. The key idea of the proof is to dominate the chain (Ln)n≥0 with another chain (L˜n)n≥0
whose value decays below level K − 1 quickly. Note that we can rewrite (14) as
Lm = UmLm−1
where
Um = Am +
Bm
Lm−1
.
Given L0 = ℓ > K − 1, we have T ≥ 1 and Lm−1 > K − 1 for all m ∈ [1, T ]. Therefore,
Um < Am +
Bm
K − 1
= Vm
and
Lm ≤ VmLm−1, 1 ≤ m ≤ T.
Defining a Markov chain (L˜m)m≥0 such that L˜0 = ℓ and
L˜m = VmL˜m−1, m ≥ 0,
we have
Lm ≤ L˜m, 0 ≤ m ≤ T.
That is, L˜m dominates Lm for as long as the chain (Lm)m≥0 remains above level K − 1. In
particular, T > n ⇒ min0≤m≤n Lm > K − 1 ⇒ L˜n > K − 1, so that
P ℓ(T > n) ≤ P ℓ(L˜n > K − 1).
Since L˜n = ℓ
∏n
m=1 Vm, Markov’s inequality now yields
P ℓ(L˜n > K − 1) <
1
K − 1
Eℓ(L˜n) =
ℓ
K − 1
(E(V1))
n =
ℓqn
K − 1
,
where
q = 〈A1〉+
〈B1〉
K − 1
< 1
as we assume that K > 〈B1〉
1−〈A1〉 + 1. 
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Proposition 15. Let K > 0 be as in Proposition 14, and α ∈ (0, 1) and K ′′ > 0 be given.
There exist such constants t ∈ (0, 1), ϑ ∈ (0, 1) independent of α, and D > 0 that
P(Nn < [tαn]) ≤ Dϑ
n
holds for all n ≥ 0.
Proof. Observe that
P(Nn < [tαn]) = P
[tαn]∑
j=1
τj > n
 ,
where the equality holds because the sum appearing on the right side is just the time when
the [tαn]th coupling occurs. The variables τj , j ≥ 1, are independent and τj , j ≥ 2, are also
identically distributed. Thus, for any p ∈ (0, 1),
P
[tαn]∑
j=1
τj > n
 ≤ pn E(p−∑[tαn]j=1 τj) = pn E(p−τ1)(E(p−τ2))[tαn]−1 ≤ pn E(p−τ1)(E(p−τ2))tαn
By Proposition 14, each of the random variables τj has an exponential tail: more precisely,
there exists q ∈ (0, 1) such that
P(τ1 > m) ≤
(K ′′)1/α
K − 1
qm and P(τ2 > m) ≤
(K ′)1/α
K − 1
qm
for m ≥ 0. Thus, fixing any p ∈ (q, 1),
E
(
p−τj
)
=
∫ ∞
1
P(p−τj > x) dx =
∫ ∞
1
P
(
τj >
log x
log(p−1)
)
dx <∞.
In fact, writing
c =
∫ ∞
1
x− log q/ log p dx,
we have
E
(
p−τ1
)
≤
(K ′′)1/αc
K − 1
and E
(
p−τ2
)
≤
(K ′)1/αc
K − 1
.
We then have
P(Nn < [un]) ≤
(K ′′)1/αc
K − 1
(
p
(
(K ′)1/αc
K − 1
)u)n
.
Moreover, with the choices
p = q2β , β =
K − 1
2K
, u = tα
we have c = K − 1 and
P(Nn < [tαn]) ≤ (K
′′)1/α
(
q2β(K ′)t
)n
.
Now we choose t > 0 so that (K ′)t = q−β, which yields ϑ = qβ < 1 and D = (K ′′)1/α. 
Proposition 15 implies the bound
P(Nn < [tαn] for some n ≥ m) = P
(⋃
n≥m
{Nn < [tαn]}
)
≤
∑
n≥m
P(Nn < [tαn])
≤
∑
n≥m
Dϑn = D′ϑm
for all m ≥ 0. Next, define the random time n˜ = n˜(K ′′, ω) by
n˜ = inf{m ≥ 0 : Nn ≥ [tαn] for all n ≥ m}.
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In words, given a sequence, the number of couplings by time n is at least [tαn] for every n ≥ n˜.
Then
P(n˜ > k) = P(Nn < [tαn] for some n ≥ k) ≤ D
′ϑk.
In particular, the expected value of n˜ is finite.
5.4. Proofs of the theorems. In this section we patch together the results of the previous
sections. This leads to Theorems 3 and 4.
Given two probability densities ψ1, ψ2 ∈ HK ′′, we have
‖Lωn · · · Lω1(ψ
1 − ψ2)‖L1(m) ≤ 2(1− κ)
[tαn] ≤ 2(1− κ)tαn−1
for all n ≥ n˜. Thus, setting
χ(n) = χ(n;K ′′, ω) = 1{n˜>n} + (1− κ)
tαn−1,
the bound
‖Lωn · · · Lω1(ψ
1 − ψ2)‖L1(m) ≤ 2χ(n)
holds true for any n ≥ 0. This implies (2) for the restricted class of densities.
Next, we relax the regularity condition. To this end, given an arbitrary probability den-
sity ψ ∈ Cα, define
ψh =
ψ + h
1 + h
, h > 0.
Since ψ + h ≥ h, we have
|logψh(x)− logψh(y)| = |log(ψ(x) + h)− log(ψ(y) + h)| ≤
1
h
|ψ(x)− ψ(y)| ≤
|ψ|α
h
d(x, y)α.
Thus, we obtain
ψh ∈ H1, h ≥ |ψ|α.
Recall |log φ|α ≤ Lip(φ) <∞. Setting h = |ψ|α + Lip(φ), both ψh, φh ∈ H1, so that
‖Lωn · · · Lω1(ψ − φ)‖L1(m) ≤ 2(1 + h)χ(n; 1, ω).
As ‖ψ‖∞ ≥ 1, we can estimate 1 + h ≤ (1 + Lip(φ))‖ψ‖α. Taking expectations,
‖Pn(ψ − φ)‖L1(m) ≤ 2(1 + Lip(φ))‖ψ‖α(D
′ϑn + (1− κ)tαn−1).
In other words, we have proved (2) and (4).
Let us continue our analysis of individual sequences ω. Suppose g ∈ L∞ is complex-valued
and f ∈ Cα is real-valued with
∫
f dm = 0. Define
f˜ =
f + 2|f |α
2|f |α
.
Since ‖f‖∞ ≤ |f |α, it is easy to check that f˜ ∈ H1. Therefore,∣∣∣∣∫ f · g ◦ Tωn ◦ · · · ◦ Tω1 dm∣∣∣∣ = ∣∣∣∣∫ Lωn · · · Lω1f · g dm∣∣∣∣ ≤ ‖g‖∞‖Lωn · · · Lω1f‖L1(m)
= 2|f |α‖g‖∞‖Lωn · · · Lω1(f˜ − 1)‖L1(m) = 4|f |α‖g‖∞χ(n; 1, ω).
In general,
∫
f dm = 0 fails, in which case the preceding bound yields∣∣∣∣∫ f · g ◦ Tωn ◦ · · · ◦ Tω1 dm− ∫ f dm ∫ g ◦ Tωn ◦ · · · ◦ Tω1 dm∣∣∣∣ ≤ 4|f |α‖g‖∞χ(n; 1, ω).
We can also change the measure in the integrals above. Indeed, let ψ ∈ Cα be a probability
density and denote dν = ψ dm. Then readily∣∣∣∣∫ f · g ◦ Tωn ◦ · · · ◦ Tω1 dν − ∫ f dν ∫ g ◦ Tωn ◦ · · · ◦ Tω1 dm∣∣∣∣ ≤ 4‖ψ‖α‖f‖α‖g‖∞χ(n; 1, ω),
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because |fψ|α ≤ ‖ψ‖α‖f‖α. On the other hand,∣∣∣∣∫ g ◦ Tωn ◦ · · · ◦ Tω1 dν − ∫ g ◦ Tωn ◦ · · · ◦ Tω1 dm∣∣∣∣
=
∣∣∣∣∫ ψ · g ◦ Tωn ◦ · · · ◦ Tω1 dm− ∫ ψ dm ∫ g ◦ Tωn ◦ · · · ◦ Tω1 dm∣∣∣∣
≤ 4|ψ|α‖g‖∞χ(n; 1, ω).
Collecting the bounds,∣∣∣∣∫ f · g ◦ Tωn ◦ · · · ◦ Tω1 dν − ∫ f dν ∫ g ◦ Tωn ◦ · · · ◦ Tω1 dν∣∣∣∣ ≤ 8‖ψ‖α‖f‖α‖g‖∞χ(n; 1, ω).
Hence, we have proved (3) for real-valued f . For complex-valued f , a similar bound follows
from the one above with a larger prefactor. This proves Theorem 3.
In particular, we can choose ν = µ. Since f and g are bounded, we can therefore estimate∣∣∣∣∫ f · Qng dµ− ∫ f dµ ∫ g dµ∣∣∣∣ = ∣∣∣∣∫ f · Qng dµ− ∫ f dµ ∫ Qng dµ∣∣∣∣
=
∣∣∣∣∫ f · E[g ◦ Tωn ◦ · · · ◦ Tω1 ] dµ− ∫ f dµ ∫ E[g ◦ Tωn ◦ · · · ◦ Tω1 ] dµ∣∣∣∣
≤ E
[∣∣∣∣∫ f · g ◦ Tωn ◦ · · · ◦ Tω1 dµ− ∫ f dµ ∫ g ◦ Tωn ◦ · · · ◦ Tω1 dµ∣∣∣∣]
≤ C‖φ‖α‖f‖α‖g‖∞E[χ(n; 1, ω)] ≤ C‖φ‖α‖f‖α‖g‖∞(D′ϑn + (1− κ)tαn−1).
This proves (5) and Theorem 4. 
6. Proof of Theorem 6
Our proof of Theorem 6 is based on providing exponential bounds, uniform in n, on multiple
correlation functions of the form
Eµ[FGn]−E
µ[F ]Eµ[Gn], (15)
where, for certain Hölder continuous functions gi ∈ C
α, i ≥ 0,
F = g0 ◦X0 · · · gm ◦Xm
Gn = gm+1 ◦Xm+1+n · · · gm+k ◦Xm+k+n .
(16)
The main ingredient for obtaining such bounds will be the pair correlation bound in (5) of
Theorem 4. Here, beside the uniform exponential rate, the crucial bit of information is that
the function g appearing in (5) is only required to be in L∞ and that the bound depends on g
only through its L∞ norm.
Fix α ∈ (0, 1), H > 0 and ε > 0. Let fk, k ≥ 0, be real-valued functions such that
sup
k≥0
|fk|α ≤ H. (17)
Let tk, k ≥ 0, be real numbers satisfying
sup
k≥0
|tk| ≤ ε (18)
and define the functions
gk = e
itkfk , k ∈ N.
These are the functions we use in (16). Notice immediately that
|gk| = 1 and |gk|α ≤ εH. (19)
For what follows, we define the operator Pˆ by setting
Pˆg = φ−1P(φg).
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This will be convenient for manipulating integrals with resect to the invariant measure µ, as∫
Pˆg · f dµ =
∫
P(φg) · f dm =
∫
g · Qf dµ.
We also introduce the operators Pˆg and Qg which act according to
Pˆg(h) = Pˆ(gh) and Qg(h) = Q(gh).
Lemma 16. Defining
G˜n(ω, x) = gm+1 ◦X1+n(σ
mω, x) · · ·gm+k ◦Xk+n(σ
mω, x),
we have
Eµ[FGn] = E
µ
[
gmPˆgm−1 · · · Pˆg1Pˆg01 · G˜n
]
. (20)
Above, the operator product Pˆgm−1 · · · Pˆg1Pˆg0 acts on the constant function 1. Moreover,
Eµ[Gn] = E
µ
[
G˜n
]
and Eµ[F ] = Eµ
[
gmPˆgm−1 · · · Pˆg1Pˆg01
]
. (21)
Proof. We can write
Xm+l(ω, x) = Xl(σ
mω,Xm(ω, x)).
Accordingly, G˜n(ω,Xm(ω, x)) = Gn(ω, x). Because the Markov chain (Xn)n≥0 is stationary, Xm
has distribution µ. Now, since G˜n(ω, · ) only depends on ωi, i > m, the first identity in (21)
follows. Next, integrating with respect to the variables ωi, 1 ≤ i ≤ m, in ascending order of
the index i, we get
Eµ[FGn] = E
µ
[
g0Qg1Qg2 · · ·QgmG˜n
]
.
Using duality repeatedly, starting with the first Q from the left, then the second, and so on,
we arrive ultimately at (20). The second identity in (21) is proved in a similar fashion. 
As a consequence, the difference in (15) equals
Eµ
[
gmPˆgm−1 · · · Pˆg1Pˆg01 · G˜n
]
−Eµ
[
gmPˆgm−1 · · · Pˆg1Pˆg01
]
Eµ
[
G˜n
]
.
Note also that gmPˆgm−1 · · · Pˆg1Pˆg01 does not depend on ω at all. Thus,
Eµ
[
gmPˆgm−1 · · · Pˆg1Pˆg01
]
=
∫
gmPˆgm−1 · · · Pˆg1Pˆg01 dµ.
We can also integrate out the ω-dependence of G˜n:∫
G˜n dη
k+n(ωm+1, · · · , ωm+k+n) = Q
nQgm+1Qgm+2 · · ·Qgm+k1.
Here the ωi-integrals were done in descending order of the index i. The resulting expression
only depends on x. This leaves us with
Eµ[FGn]−E
µ[F ]Eµ[Gn] =
∫
gmPˆgm−1 · · · Pˆg1Pˆg01 · Q
nQgm+1Qgm+2 · · ·Qgm+k1 dµ
−
∫
gmPˆgm−1 · · · Pˆg1Pˆg01 dµ ·
∫
QnQgm+1Qgm+2 · · ·Qgm+k1 dµ.
(22)
In order to take advantage of (5) directly, we will need to bound Qgm+1Qgm+2 · · ·Qgm+k1 in
the supremum norm and gmPˆgm−1 · · · Pˆg1Pˆg01 in the Hölder norm. Bounds in the supremum
norm are immediate, because Q and P are increasing operators and because ‖gi‖∞ = 1. Indeed,
|Qgih| ≤ Q|gih| ≤ ‖h‖∞Q1 = ‖h‖∞
and
|Pˆgih| ≤ φ
−1P(φ|gih|) ≤ ‖h‖∞φ−1P(φ) = ‖h‖∞
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for any h : S→ C, so that
‖Qgm+1Qgm+2 · · ·Qgm+k1‖∞ ≤ 1 (23)
and
‖gmPˆgm−1 · · · Pˆg1Pˆg01‖∞ ≤ ‖Pˆgm−1 · · · Pˆg1Pˆg01‖∞ ≤ 1. (24)
We now proceed to bounding the Hölder constant |gmPˆgm−1 · · · Pˆg1Pˆg01|α, which is more subtle.
Note that
Pˆgn−1 · · · Pˆg01 = φ
−1Pgn−1 · · · Pg0φ = φ
−1
∫
Lωn,gn−1 · · · Lω1,g0φ dη
n(ω1, . . . , ωn), (25)
where
Lωi,gh = Lωi(gh).
The following identity will be convenient, because the right side involves a composition of the
“usual” transfer operators Lωi:
Lemma 17. For any h,
Lωn,gn−1 · · ·Lω1,g0h = Lωn · · · Lω1(e
Vnh),
where Vn = Vn(ω) =
∑n−1
k=0 itkfk ◦ Tωk ◦ · · · ◦ Tω1.
Proof. This holds for n = 1. Assume that it holds for n = k. Then, for n = k + 1 and any u,∫
u · Lωn,gn−1 · · · Lω1,g0h dm =
∫
u · Lωn,gn−1Lωn−1 · · ·Lω1(e
Vn−1h) dm
=
∫
u ◦ Tωne
itn−1fn−1Lωn−1 · · · Lω1(e
Vn−1h) dm
=
∫
u ◦ Tωn ◦ · · · ◦ Tω1 exp(itn−1fn−1 ◦ Tωn−1 ◦ · · · ◦ Tω1) · e
Vn−1h dm
=
∫
u ◦ Tωn ◦ · · · ◦ Tω1 · e
Vnh dm =
∫
u · Lωn · · · Lω1(e
Vnh) dm.
Thus, the induction principle proves the lemma. 
Lemma 18. For any complex-valued h ∈ Cα,
|Lωn,gn−1 · · · Lω1,g0h|α ≤ (1 +Rn)
(
n∑
j=1
‖h‖∞∆ωj
λωn · · ·λωj+1
+
n−1∑
k=0
εH‖h‖∞
λαωn · · ·λ
α
ωk+1
+
|h|α
λαωn · · ·λ
α
ω1
)
.
Proof. Consider two points x, y ∈ S and an arc J containing both x and y with |J | ≤ 1
2
. Denote
by Sn,i : J → Sn,iJ , 1 ≤ i ≤ w, the branches of the inverse of Tn ≡ Tωn ◦ · · · ◦ Tω1 . Note
d
dz
1
T ′n(Sn,iz)
= −
T ′′n (Sn,iz) · S
′
n,i(z)
(T ′n(Sn,iz))2
= −
T ′′n (Sn,iz)
(T ′n(Sn,iz))3
.
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Observe also that Lωn · · · Lω1 is the transfer operator associated to Tn. Without loss of gener-
ality, we assume T ′n > 0. Then, recalling Lemma 17 and that |e
Vn | = 1,∣∣Lωn · · · Lω1(eVnh)(x)− Lωn · · ·Lω1(eVnh)(y)∣∣ =
∣∣∣∣∣
w∑
i=1
(eVnh)(Sn,ix)
T ′n(Sn,ix)
−
w∑
i=1
(eVnh)(Sn,iy)
T ′n(Sn,iy)
∣∣∣∣∣
≤
∣∣∣∣∣
w∑
i=1
(
1
T ′n(Sn,ix)
−
1
T ′n(Sn,iy)
)
(eVnh)(Sn,ix)
∣∣∣∣∣
+
∣∣∣∣∣
w∑
i=1
1
T ′n(Sn,iy)
(
(eVnh)(Sn,ix)− (e
Vnh)(Sn,iy)
)∣∣∣∣∣
≤ ‖eVnh‖∞
w∑
i=1
∣∣∣∣ 1T ′n(Sn,ix) − 1T ′n(Sn,iy)
∣∣∣∣+ w∑
i=1
1
T ′n(Sn,iy)
|(eVnh)(Sn,iy)− (e
Vnh)(Sn,ix)|
≤ ‖h‖∞
w∑
i=1
∣∣∣∣∫ T ′′n (Sn,iz)(T ′n(Sn,iz))3 dm(z) d(x, y)
∣∣∣∣+ w∑
i=1
|eVn◦Sn,ih ◦ Sn,i|α
T ′n(Sn,iy)
d(x, y)α
≤ ‖h‖∞
∥∥∥∥ T ′′n(T ′n)2
∥∥∥∥
∞
∫
Lωn · · · Lω11 dm d(x, y)
+ sup
1≤i≤w
|eVn◦Sn,ih ◦ Sn,i|αd(x, y)αLωn · · · Lω11(y)
≤
(
‖h‖∞
∥∥∥∥ T ′′n(T ′n)2
∥∥∥∥
∞
+ sup
1≤i≤w
|eVn◦Sn,ih ◦ Sn,i|α
)
d(x, y)α · ‖Lωn · · · Lω11‖∞.
Now, we can first estimate sup1≤i≤w |e
Vn◦Sn,ih ◦ Sn,i|α:
|eVn◦Sn,ih ◦ Sn,i|α ≤ ‖h‖∞|e
Vn◦Sn,i |α + |h ◦ Sn,i|α ≤ ‖h‖∞
n−1∑
k=0
|tk||fk ◦ Tk ◦ Sn,i|α + |h|αλ
−α
Tn
≤ εH‖h‖∞
n−1∑
k=0
λ−αωn · · ·λ
−α
ωk+1
+ |h|αλ
−α
ωn · · ·λ
−α
ω1 .
Finally,∥∥∥∥ T ′′n(T ′n)2
∥∥∥∥
∞
=
∥∥∥∥ 1T ′n (log T ′n)′
∥∥∥∥
∞
=
∥∥∥∥∥ 1T ′n
n∑
j=1
(
log T ′ωj ◦ Tj−1
)′∥∥∥∥∥
∞
≤
n∑
j=1
∥∥∥∥∥ 1(Tωn ◦ · · · ◦ Tωj+1)′ ◦ Tj · T ′j · T
′′
ωj
◦ Tj−1 · T ′j−1
T ′ωj ◦ Tj−1
∥∥∥∥∥
∞
=
n∑
j=1
∥∥∥∥∥ 1(Tωn ◦ · · · ◦ Tωj+1)′ ◦ Tj · T
′′
ωj
(T ′ωj )
2
◦ Tj−1
∥∥∥∥∥
∞
≤
n∑
j=1
1
λωn · · ·λωj+1
∆ωj .
Collecting the bounds and recalling (8) finishes the proof. 
Proposition 19. Given α ∈ (0, 1), H > 0 and ε > 0, there exists such a constant C > 0 that
sup
n≥0
|gnPˆgn−1 · · · Pˆg01|α ≤ C
holds for all n ≥ 0, for all choices of (fk)k≥0 and (tk)k≥0 satisfying (17) and (18).
Proof. First,
|gnPˆgn−1 · · · Pˆg01|α ≤ |gn|α‖Pˆgn−1 · · · Pˆg01‖∞ + |Pˆgn−1 · · · Pˆg01|α
≤ εH + |Pˆgn−1 · · · Pˆg01|α
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where (19) and (24) were used. Next, by (25) and Lemma 17,
|Pˆgn−1 · · · Pˆg01|α ≤
∣∣∣∣φ−1 ∫ Lωn,gn−1 · · · Lω1,g0φ dηn(ω1, . . . , ωn)∣∣∣∣
α
≤ |φ−1|α‖φPˆgn−1 · · · Pˆg01‖∞ + ‖φ
−1‖∞
∫
|Lωn,gn−1 · · · Lω1,g0φ|α dη
n(ω1, . . . , ωn)
≤ |φ|α‖φ
−1‖2∞‖φ‖∞ + ‖φ
−1‖∞
∫
|Lωn,gn−1 · · · Lω1,g0φ|α dη
n(ω1, . . . , ωn).
With the aid of Lemma 18, the bound in (8) and Lemma 9, we can bound the integral in the
last line above using Hölder’s inequality and independence. Namely,∫
|Lωn,gn−1 · · · Lω1,g0φ|α dη
n(ω1, . . . , ωn)
≤ E
[
(1 +Rn)
(
n∑
j=1
‖φ‖∞∆ωj
λωn · · ·λωj+1
+
n−1∑
k=0
εH‖φ‖∞
λαωn · · ·λ
α
ωk+1
+
|φ|α
λαωn · · ·λ
α
ω1
)]
≤
(
E
[
(1 +Rn)
2
])1/2‖φ‖∞
n∑
j=1
(
E
[
∆2ωj
λ2ωn · · ·λ
2
ωj+1
])1/2
+ εH‖φ‖∞
n−1∑
k=0
(
E
[
1
λ2αωn · · ·λ
2α
ωk+1
])1/2
+ |φ|α
(
E
[
1
λ2αωn · · ·λ
2α
ω1
])1/2
≤ C
1/2
R
(
‖φ‖∞〈∆2〉1/2
n∑
j=1
〈λ−2〉(n−j)/2 + εH‖φ‖∞
n−1∑
k=0
〈λ−2α〉(n−k)/2 + |φ|α〈λ−2α〉n/2
)
≤ C
1/2
R ‖φ‖α
(
〈∆2〉1/2
n∑
j=1
〈λ−2〉(n−j)/2 + εH
n−1∑
k=0
〈λ−2α〉(n−k)/2 + 〈λ−2α〉n/2
)
.
By Jensen’s inequality, 〈λ−2α〉 ≤ 〈λ−2〉α. Since also 〈λ−2〉 ≤ 〈λ−2〉α < 1 holds, we can further
bound the expression in the last line by
C
1/2
R ‖φ‖α
(
〈∆2〉1/2 + εH
1− 〈λ−2〉α/2
+ 1
)
.
Finally, note that |φ|α is bounded by the Lipschitz constant of φ for all α ∈ (0, 1). 
We are finally in position to state the multiple correlation bound that is needed to prove
Theorem 6:
Theorem 20. There exist such a constant θ ∈ (0, 1) and, given α ∈ (0, 1), H > 0 and ε > 0,
a constant C > 0 that
|Eµ[FGn]− E
µ[F ]Eµ[Gn]| ≤ Cθ
αn
holds for all n ≥ 0, for all choices of (fk)k≥0 and (tk)k≥0 satisfying (17) and (18).
Proof. This follows immediately from (5) of Lemma 4, once we collect (22), (23), (24) and
Proposition 19. 
The following theorem is a special case of the main result in [10].
Theorem 21 (Gouëzel [10]). Let (An)n≥0 be a stationary sequence of Rd-valued random vari-
ables which is centered and bounded. Given integers n > 0, m > 0, 0 ≤ b1 < b2 < · · · < bn+m+1,
k ≥ 0, and vectors t1, . . . , tn+m ∈ R
d, define
X(k)n,m =
m∑
j=n
tj ·
bj+1−1+k∑
l=bj+k
Al.
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Assume that there exist such constants ε > 0, C > 0, and c > 0 that∣∣∣E(eiX(0)1,n+iX(k)n+1,n+m)− E(eiX(0)1,n)E(eiX(k)n+1,n+m)∣∣∣ ≤ Ce−ck(1 + max
1≤j≤n+m
|bj+1 − bj |
)C(n+m)
(26)
holds for all choices of the numbers n, m, bj, k > 0, and of the vectors tj satisfying |tj| ≤ ε.
Then items (1)–(3) of Theorem 6 (with E in place of Eµ) are true for the process (An)n≥0.
In other words, it is now enough to prove that (26) holds in our case, with An as defined
in (6). This is immediate, as
tj ·Al(ω, x) = |tj|
(
tj
|tj|
· f ◦ Tωl ◦ · · · ◦ Tω1(x)
)
,
where the maps
tj
|tj | · f : S→ R, j ≥ 0, are uniformly Hölder continuous:∣∣∣∣ tj|tj| · f(x)− tj|tj| · f(y)
∣∣∣∣ ≤ |f(x)− f(y)| ≤ |f |α d(x, y)α.
Therefore, the difference on the left side of (26) is of the general form (15) with F and Gn as
in (16). Theorem 20 thus yields the bound Cθαn on the right side of (26).
The proof of Theorem 6 is complete. 
7. Proof of Lemma 7
Let Φ denote the skew product map Φ(ω, x) = (σω, Tω1x) and π the projection π(ω, x) = x.
Abusing notation, we write P µ = P × µ and Eµ for the corresponding expectation in this
section; this measure is invariant for Φ. Setting An = f ◦ π ◦ Φ
n (cf. (6)), observe that
Σ
2 = Eµ(A0 ⊗A0) +
∞∑
m=1
Eµ(A0 ⊗Am +Am ⊗A0). (27)
Denote
Sn =
n−1∑
m=0
Am.
Lemma 22. There exists a constant C ≥ 0 such that
sup
n≥0
∥∥Eµ(Sn ⊗ Sn)− nΣ2∥∥ ≤ C. (28)
Proof. Using invariance,
Eµ(Sn ⊗ Sn) = nE
µ(A0 ⊗A0) +
n−1∑
m=1
(n−m)Eµ(A0 ⊗Am +Am ⊗A0).
Recalling (27), we have
Eµ(Sn ⊗ Sn)− nΣ
2 =
∞∑
m=1
an(m)E
µ(A0 ⊗Am +Am ⊗A0)
where an(m) = −m for 1 ≤ m < n and an(m) = −n for m ≥ n. Because |an(m)| ≤ m,∥∥Eµ(Sn ⊗ Sn)− nΣ2∥∥ ≤ ∞∑
m=1
m ‖Eµ(A0 ⊗Am +Am ⊗A0)‖ .
But
Eµ(A0 ⊗Am +Am ⊗A0) =
∫
(f ⊗Qmf +Qmf ⊗ f) dµ
is exponentially small in m according to Theorem 4, so the sum above converges. 
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Recall the µ-average of f vanishes. Given a vector v ∈ Rd, we define fv = v
T
f ,
Xk = fv ◦ π ◦ Φ
k and Sn =
n−1∑
k=0
Xk.
Since vT(Am ⊗An)v = v
T(An ⊗Am)v = XnXm for all n,m ≥ 0, (28) gives∣∣Eµ(S2n)− nvTΣ2v∣∣ = ∣∣vT(Eµ(Sn ⊗ Sn)− nΣ2)v∣∣ ≤ C|v|2 (29)
uniformly for n ≥ 1.
From here, the proof is similar to [2]. Suppose Σ2 is degenerate. In other words, there
exists a vector v ∈ Rd such that vTΣ2v = 0. By the bound above, the random variables Sn
are uniformly bounded in L2(P µ). By the Banach–Alaoglu theorem, there exists a sequence
(nk)k≥1 and S ∈ L2(P µ) such that
lim
k→∞
Eµ(hSnk) = E
µ(hS)
for all h ∈ L2(P µ). In particular, if h is independent of the sequence ω and g = µ(S),
lim
k→∞
nk−1∑
j=0
µ
(
hQjfv
)
= µ(hg).
A similar identity is obtained with Pˆh in place of h. Therefore,
µ(h(fv − g +Qg)) = µ(hfv)− lim
k→∞
nk−1∑
j=0
µ
(
hQjfv
)
+ lim
k→∞
nk∑
j=1
µ
(
hQjfv
)
= lim
k→∞
µ(hQnkfv) .
By Theorem 4, the last limit vanishes. In other words, there exists g ∈ L2(µ) such that
fv = g −Qg. (30)
Claim. In fact,
fv(x) = g(x)− g(Tω1x) (31)
almost surely.
Accepting the Claim for now, pick ω1 so that the above identity holds for almost every x.
Standard Livschitz (Livšic) rigidity theory then shows that g is Hölder continuous [14, 15]. In
particular, (31) holds for all x. This proves the lemma in one direction.
To prove the lemma in the other direction, suppose (31) holds almost surely for some nonzero
vector v and some Hölder continuous g. Then Sn = g− g ◦π ◦Φ
n holds P µ-almost-everywhere,
and
Eµ
(
S2n
)
= ‖g − g ◦ Φn‖2L2(Pµ) ≤ 4‖g‖
2
L2(µ).
Combining the bound with (29) we get vTΣ2v ≤ n−1
(
C|v|2 + 4‖g‖2L2(µ)
)
for all n ≥ 1, which
is only possible if Σ2 is degenerate in the direction of v.
It thus remains to prove the earlier Claim. To that end, we define
Gk = g ◦ π ◦ Φ
k
and
Mn =
n−1∑
k=0
(Xk −Gk +Gk+1) = Sn −G0 +Gn.
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Since (Sn)n≥1 is uniformly bounded in L2(P µ), so is (Mn)n≥1. Since (30) holds, the latter
sequence is also a martingale adapted to the filtration (Fn)n≥1 where Fn is the sigma-algebra
generated by the random variables x, ω1, . . . , ωn. Therefore,
Eµ(M2n) =
n−1∑
k=0
Eµ
(
(Xk −Gk +Gk+1)
2
)
= nEµ
(
(X0 −G0 +G1)
2
)
.
Combining these two facts, it follows that X0 − G0 + G1 vanishes almost surely. The claim is
proved.
This finishes the proof of Lemma 7. 
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