The recently developed genome-wide association study (GWAS) design enables the identification of genes specifically associated with economic outcomes such as occupational and other choices. This is a promising new approach for economics research which we aim to apply to the choice for entrepreneurship. However, due to multiple testing issues, very large sample sizes are needed to differentiate between true and false positives. For a GWAS on entrepreneurship, we expect that a sample size of at least 30,000 observations is required.
and effort. The second is that people are either born with the right personality and skills or they are not, and there is not much that one can do about it. Obviously, which of these two stories is true has farreaching implications for individual behavior and economic policies. As we discuss below, there is increasing evidence that inherited qualities play a role in occupational choice with recent scientific advances showing different pathways through which genes can influence entrepreneurial behavior. However, in contrast to popular views, a genetic influence does not imply any kind of determinism, irrelevance of the environment, or of free will, as we discuss later.
The recent scientific breakthroughs that make it possible to discover the genetic basis of human behavior and traits are linked to the results of the Human Genome (Collins et al. 2003) and HapMap projects (The International HapMap Consortium 2005) . These projects decoded the human genome and identified those genetic regions where humans frequently exhibit differences, which is only a very small part of the entire genome. This resulted in new technological developments that allow the genotyping 1 of hundreds of thousands of markers in large samples at reasonable costs. In particular, a new generation of studies of variations across the entire human genome, called genome-wide association studies (GWAS), have launched an unprecedented era of genetic discoveries, already resulting in more than 500 published studies, identifying common variants associated with numerous complex quantitative traits and diseases (Hindorff et al. 2009 ). GWASs focus on so-called single nucleotide polymorphisms (SNPs, pronounced 'snips') , base pairs that differ between members of a species, which cover a high proportion of the common genetic variation within the genome. This study design provides insights into biological processes and improves our understanding of the biological origins of differences among human beings. This is an important step toward putting the old debate about whether entrepreneurs are born or made through a rigorous scientific test focusing on the genes. Furthermore, this study design is also applicable to various other outcomes of economic relevance, such as educational attainment, risk preferences, and income.
From an economics perspective, the idea that genes influence behavior seems far-fetched at first glance. Typically economists focus on understanding the role of the environment in shaping human behavior, the interactions of people, and the consequences of these interactions. Economists sometimes find it convenient to study the behavior of 'representative agents' (Kirman 1992; Hartley 1996) . However, there is ample scope for individuality in economic models, which is typically formalized in the form of preferences 2 or productivity values 3 that depend on personal characteristics. Such individual differences are likely to have important economic implications. For example, we know that occupational choice depends on risk and uncertainty preferences (Knight 1921; Kihlstrom and Laffont 1979; Iyigun and Owen 1998) , as well as on non-monetary preference for independence (Benz and Frey 2008; Block and Koellinger 2009 ), educational attainment (Evans and Leighton 1989) , skills (Jovanovic 1994; Lazear 2004 Lazear , 2005 Laussel and Le Breton 1995; Roessler and Koellinger 2009) , gender (Grilo and Thurik 2008 ) and a tendency to be overconfident and overly optimistic (Camerer and Lovallo 1999; Koellinger et al. 2007 ). All these individual attributes are candidates for an indirect genetic influence on occupational choice. 4 In fact, there is growing empirical evidence from studies of twins that individual characteristics, which can affect the tendency to become an entrepreneur, are indeed at least partially due to genetic differences. Examples include preferences for risk seeking (Cesarini et al. 2009a) , altruism in dictator games (Knafo et al. 2008; Israel et al. 2008) , job satisfaction 1 Genotyping refers to determining the genotype of an individual by the use of biological assays which are also called DNA microarrays. These microarrays integrate several laboratory functions on a single chip that is suitable for highthroughput screening methods. 2 In economics, the term preference typically refers to theoretical assumptions about the rank order between different choices according to the degree of desirability to an individual. 3 For example, the labor productivity of a person measures output per labor-hour, given a particular production technology and capital input. Differences in labor productivity are often attributed to personal characteristics such as education or experience. 4 Other attributes of an environmental nature such as (the threat of) unemployment ) and the institutional environment (Freytag and Thurik 2007 ) may play moderating roles. (Arvey et al. 1989) , vocational interests (Betsworth et al. 1994) , work values (Keller et al. 1992) , novelty seeking (Ebstein et al. 1996; Kluger et al. 2002) , gambling (Pérez de Castro et al. 1997; Comings et al. 1996) , general cognitive ability and intelligence (Deary et al. 2006; Plomin 1999; Plomin and Kosslyn 2001; Plomin and Spinath 2004) , educational attainment (Miller et al. 2001) , and overconfidence (Cesarini et al. 2009b ).
In addition, empirical evidence suggests that entrepreneurship tends to run in families. Lentz and Laband (1990) observe that around half of all US selfemployed proprietors are second-generation business owners. Evans and Leighton (1989) find that the likelihood of self-employment increases if the father is a manager, and decreases if the father is unskilled. Furthermore, Dunn and Holtz-Eakin (2000) find that parental self-employment both increases the fraction of time that offspring spend in self-employment and reduces the age at which they enter. Colombier and Masclet (2008) find intergenerational correlation for self-employment in France. Andersson and Hammarstedt (2010) show that having both a self-employed father and a self-employed grandfather positively effects self-employment propensities for third-generation male immigrants in Sweden. Finally, Van der Zwan et al. (2010) show that people with selfemployed parents climb the 'entrepreneurial ladder' more quickly than those without such parents. It seems likely that self-employed parents transfer relevant skills and familiarity with entrepreneurial behavior to children. But it could also be that inherited characteristics explain the observed intergenerational effects. Indeed, several comparative twin studies suggest a potential genetic influence on the propensity to become self-employed (Nicolaou et al. 2008a, b; Nicolaou and Shane 2009; Zhang et al. 2009 ).
In late 2007, these thoughts and findings encouraged us to start investigating the human genome to identify genetic causes of entrepreneurial behavior using GWAS. We assembled a multidisciplinary research group of economists and genetic epidemiologists, establishing the Gentrepreneur Consortium ( Van der Loos et al. 2010) . To the best of our knowledge, this is the earliest attempt to apply GWAS to an economic outcome of a relatively general, and hence complex, nature. We are aware that the entrepreneurial choice is possibly a very complex one to explain because entrepreneurship is a multidimensional phenomenon about which there is no general agreement. Not only have psychology, economics, anthropology, and business studies widely different views but also the more popular view of what entrepreneurship is, seems to vary with time and space (Bygrave and Hofer 1991; Wennekers and Thurik 1999; Verheul et al. 2005) . In the present study we measure entrepreneurial activity with selfemployment which is an established and widely used measure.
Our GWAS uses data from the Rotterdam Study (Hofman et al. 2009 ). The Rotterdam Study is a prospective cohort study, hosted at the Erasmus University Rotterdam Medical Center. The majority of the genotyped individuals in the Rotterdam Study provided data on their occupational status, allowing us to study entrepreneurial behavior by looking at selfemployment. The present article is inspired by our ongoing work with this data and employs simulations to illustrate important identification issues in GWAS in general. Our simulations mimic several characteristics of the Rotterdam Study, such as sample size (N * 10,000), the prevalence of self-employment (*10% of the sample) and the number of SNPs (*550,000).
We presented preliminary results using RS-I at the Behavior Genetics Association June 2008 conference in Louisville, Kentucky (Groenen et al. 2008) . Since then our work has focused on replicating results using independent samples and we have now embedded our effort to assemble a working group (Gentrepreneur) within the Cohorts for Heart and Aging Research in Genomic Epidemiology (CHARGE) consortium (Psaty et al. 2009 ). As we discuss below, replication is crucial for this type of research and our efforts to replicate the findings from our discovery cohort are ongoing.
In this article, we describe the GWAS design and how it can be applied to study economic outcomes. We illustrate the statistical multiple testing problem that arises in this context when using simulation studies that closely mimic a GWAS setting on entrepreneurship. Following current best practice in genetics research, we discuss how strict confidence levels in combination with large sample sizes are required to identify genes that are truly associated with entrepreneurship or other economic outcomes. Furthermore, the interpretation of findings from GWAS on economic outcomes is not straightforward and this article provides several guidelines in this regard.
We begin by describing some basic genetic concepts and the principles underlying genome-wide association studies (GWAS) in Sect. 2. From the setup of GWAS, the multiple testing problem arises, which we describe in detail and illustrate with a series of simulations in Sect. 3. The interpretation of results from GWAS is discussed in Sect. 4. Section 5 concludes and outlines some possible future potential of GWAS for economics and entrepreneurship research. GWAS is facilitated by a phenomenon called linkage disequilibrium (LD). LD refers to the nonrandom way SNPs are inherited together, i.e. many SNPs on the human genome are systematically correlated. SNPs in perfect linkage disequilibrium are inherited together, while SNPs in perfect linkage equilibrium are inherited randomly. LD makes it possible to discover which SNP is causing an outcome even if the SNP is not genotyped. In this case SNPs that are genotyped and in LD with the causal SNP are associated with the outcome. Thus, when a significant association is found between a SNP and an outcome, the association is not necessarily causal. However, the known systematic correlations of SNPs may still enable researchers to identify the causal gene by looking up SNPs that are in LD to the candidate loci.
5 LD patterns in the human genome have been charted by the HapMap project and are used to reduce the number of SNPs that need to be included in an assay to cover a broad spectrum of the genome.
Typically, genotyping is currently done with 550,000 SNP arrays that, after data cleaning, tend to deliver information about the specific alleles for around 500,000 SNPs that are available for statistical analysis. Although this already gives a high resolution image of the human genome, next generation microarrays will allow researchers to assay 2-12 million markers per sample, including comprehensive coverage of both common and rare variants.
The basic GWAS design is to associate an outcome of interest, such as the presence of a disease, an IQ score, or the employment status of an individual (called 'phenotype'), with SNPs on the chip, usually by carrying out a bivariate statistical test for each SNP. Hence, GWAS is an exploratory method that does not rely on prior hypotheses about expected relationships. For a binary outcome like entrepreneurship (with y = 1 meaning the individual is an entrepreneur, and y = 0 otherwise), the bivariate test performed for each SNP typically consists of a Pearson's chi-square test for independence within a two-by-two contingency Table 1 classifies individuals according to their genotype for a certain SNP, which is AA, AG, or GG, and according to their status of the outcome. The table shows there are a subjects with y = 1 with genotype AA for this SNP, b subjects with y = 0 with genotype AA, and so on. This table can be collapsed into a two-by-two table by counting the number of alleles for each allele of this SNP (A and G). This results in Table 2 , where the letters refer to the ones used in Table 1 . This is done to increase the power of the test, as the test within the two-by-two table is a 1 degree of freedom test in contrast to the 2 degrees of freedom test within the three-by-two table. A chi-square test for independence is carried out for each SNP in the study based on tables like Table 2 .
Alternatively, a logistic regression on the outcome of interest can be carried out for each SNP, and each regression equation may include additional control variables. If 500,000 SNPs are available for statistical analyses, this implies that 500,000 chi-square tests or 500,000 logistic regressions must be conducted. Typically, these analyses are carried out using specialized software such as PLINK (Purcell et al. 2007) .
However, collapsing the two-by-three table into a two-by-two table can only be done under the assumption that the so-called Hardy-Weinberg Equilibrium (HWE) (Hardy 1908; Weinberg 1908) holds within the complete sample (Sasieni 1997; Guedj et al. 2008) . HWE is a population genetics law stating that genotype and allele proportions are constant in a population from generation to generation, given that the population is large, mating is random, there are no mutations, and there is no selection or migration. Deviations from HWE may indicate one of the above-mentioned phenomena, but may also imply genotyping errors or population stratification. Therefore, it is imperative to test SNPs for HWE before running a GWAS.
Understanding HWE and how to test for it requires some knowledge of the mathematics of HWE. It is quite straightforward and as follows. Assume that the proportions of the alleles A and G in a population are given by p and q, respectively. Furthermore, assume that p and q are identical for females and males in a population, mating is random, and that the population is large. Under these assumptions, a so-called Punnett square can be constructed (see Table 3 ) to derive the possible genotypes in the next generation and their proportions. Table 3 shows that offspring in the next generation randomly receive either the A or the G allele from their mother and father. This results in the three possible genotypes: AA, AG, and GG. Furthermore, under the independence assumption the Table 1 Genotype counts in a study for a binary outcome and a particular SNP Table 2 Allele counts in a study for a binary outcome and a particular SNP
Genome-wide association studies 5 expected proportions of the genotypes in the next generation are p 2 for A homozygotes, 2pq for heterozygotes, and q 2 for G homozygotes. Finally, based on the above, and given that the allele and genotype proportions must sum to one, we can derive two equations: p ? q = 1 and p 2 ? 2pq ? q 2 = 1. There are three steps to perform the test of whether a specific SNP fulfills HWE: First, the proportion of the observed alleles in the population is calculated. Second, using the latter equation and the computed allele proportions, the expected genotype proportions can be obtained. Finally, the expected genotype proportions can be compared to the genotype proportions observed in the population using a simple one degree of freedom chi-square test (Crisp et al. 1978) .
Identification of true positives
The very large numbers of independent statistical tests that must be carried out in this research design lead to a severe multiple testing problem. In other words, it is expected that just on the basis of pure chance a large number of SNPs will show highly significant associations even if there is no actual relationship between a SNPs and the studied outcome. For example, assume that none of the analyzed 500,000 SNPs are truly associated with the outcome, i.e. the statistical null hypothesis of no association between SNP and outcome is correct. If we adopt a 1% significance level for hypothesis testing, performing 500,000 tests will yield 5,000 expected incorrect rejections of the null hypothesis (i.e. false positives). Even an apparently stringent significance level of 0.00001 (equivalent to a P value of 10 -5 ) still leads to 5 false positives on average. Not surprisingly, many GWAS often yield SNPs with P values in this range, even studies with relatively small samples. As a result, many early GWAS studies reported findings that could not be later replicated (Hirschhorn et al. 2002) . Hence, to keep the false positive rate at an acceptably low level, stringent significance levels are now used in GWAS to compensate for multiple testing. The often-used Bonferroni correction, for example, suggests a significance level of 10 -7 for individual tests in order to obtain a 5% significance level for the whole family of 500,000 tests. On the other hand, due to linkage disequilibrium one is essentially conducting more tests than the number of genotyped SNPs. The generally accepted opinion is to account for at least 1 million independent tests in a European descent GWAS (McCarthy et al. 2008; The International HapMap Consortium 2005; Hoggart et al. 2008) . Based on this, the Bonferroni correction proposes a significance level of 5 9 10 -8 to obtain a family-wise significance level of 5%. This level is often referred to as 'genome-wide significance' and only SNPs that pass this threshold are typically considered to be true positives. However, to reach such high levels of significance, very large sample sizes are needed to be able to discover associations with weak effects (McCarthy et al. 2008) .
To demonstrate the need for large sample sizes in order to find small effects, we performed several simulation studies that mimic the situation of a GWAS on entrepreneurship. We simulated datasets of three different sizes (n = 1,000, n = 10,000, and n = 30,000) with 550,000 SNPs for each observation. The SNPs are unlinked and in perfect linkage equilibrium for different sample sizes. Subsequently, a GWAS was performed on the simulated data sets. Simulation and association was performed using PLINK software (Purcell et al. 2007 ). For the simulation of SNPs a trait prevalence of 10% in the population was assumed, which is roughly comparable to the prevalence of entrepreneurship in both the Netherlands and in our discovery cohort, the Rotterdam Study. Therefore, to mimic the true setting as closely as possible, the ratio between non-entrepreneurs and entrepreneurs is also 9 to 1 in the simulated data sets. The allele frequencies range from 0 to 1 and the effect allele is assumed to act multiplicatively, i.e. the odds ratio for people having two copies of the effective allele is the square of the odds ratio associated with having just one copy of the effective allele. Note that this amounts to an additive effect on the log scale. Table 3 Punnett square for the alleles A and G with proportions p and q
Father allele
Mother allele
Proportions are given in parentheses 6 Details about how the simulated data was generated can be requested from the authors.
Before the association analysis, SNPs that failed a test of Hardy-Weinberg equilibrium (HWE) at the 10 -6 level in subjects with y = 0 were dropped. In the data sets for n = 10,000 and n = 30,000 this resulted in 1 and 18 SNPs, respectively, being dropped. No SNPs were dropped due to HWE testing in the other data set. After that, alleles with a minor allele frequency (MAF) smaller than 5% were also filtered out. For all three data sets approximately 55,000 SNPs failed the MAF filter and were dropped from the analysis. As said, testing for HWE in subjects with y = 0 is necessary for the chi-square test within a two-by-two table to be valid. SNPs in the simulation study can be out of HWE because they are generated randomly not taking HWE into account, whereas in practice, in absence of true association, deviation from HWE proportions will very likely reflect genotyping errors.
Of the 550,000 SNPs, five sets of each thirty SNPs were simulated with a known association with the trait with odds ratios of 1.2, 1.5, 1.7, 2 and 3. The remaining SNPs (549,850 in total) were simulated with an odds ratio of exactly one and, consequently, are not associated with the trait. Finally, the analysis was performed using chi-square tests for independence in a two-by-two table for each SNP, as described above.
The results of the simulation studies are plotted below as density histograms of the P values (Figs. 1, 2) . The two figures are only different in the sample size used for the analysis, with 1,000 observations for Fig. 1 and 10,000 observations for Fig. 2 . In these histograms the y-axis is the frequency density, which is the relative frequency divided by the bin width, which is 0.05 given that 20 bins of equal width are used on a scale from 0 to 1 (Sturges 1926) . Note that the total area of all bins sums to one and the bin size multiplied by its density is the relative frequency of the observations falling in that bin. Furthermore, below the histograms the P values of the associated SNPs are plotted using different symbols to indicate different odds ratios. The dotted line indicates the conventional significance level of 0.01. Finally, the dashed line is the genome-wide significance level of 5 9 10 -8 . Figures 1 and 2a show the entire range of P values generated by the GWAS. As one can expect, the randomly generated SNPs result in an almost uniform distribution of P values. Importantly, the true positives with an odds ratio of greater than one cannot be differentiated from the other SNPs when small samples, with n = 1,000, are used, as shown in Fig. 1 . Most true positives with odds ratios of smaller than 2 do not even reach the conventional significance level of 0.01. Apparently, this study is severely underpowered to detect true positives with low odds ratios.
In contrast, when using the larger sample size of n = 10,000, clustering of true positives with an odds ratio of 1.5 and higher is exhibited around the dashed line at the right of panel (a) of Fig. 2 , which indicates genome-wide significance. However, from this figure it is not clear how well the study differentiates between true and false positives at P values smaller than 0.01. One must zoom into this area to learn more about the power of GWAS at larger samples sizes. One way to zoom into the relevant area of low P values in panel (a) of Fig. 2 is by transforming the x-axis to the -log 10 (P value). This is done in panel (b) of Fig. 2 . Fig. 1 Histogram of simulated P values with n y=1 = 100 and n y=0 = 900. In total 550,000 SNPs are simulated, including 5 sets of 30 SNPs with odds ratios greater than 1, i.e. 150 SNPs have a known association with y = 1. Frequency density is the relative frequency divided by the bin width so that the area of all bins sums to one Genome-wide association studies 7
Another way to better visualize false and true positives is to plot the different odds ratios against the P values using a -log 10 scale on the x-axis (Fig. 3a-c ). These plots make it possible to see how associated SNPs compare to un-associated SNPs at different sample sizes and odds ratios. Again, the conventional confidence level of 0.01 is indicated by a dotted line and genome-wide significance at 5 9 10 -8 with a dashed line. Figure 3a plots the results of the GWAS with a sample size of n = 1,000, similar to Fig. 1 . Apparently it is impossible to differentiate between false positives and true positives with an odds ratio less than 3 with this sample size, while true positives with an odds ratio greater than or equal to 3 will probably be detected. In addition, most true positives with an odds ratio smaller than 1.7 do not even reach the conventional significance level of 0.01 and will remain undetected. A GWAS on entrepreneurship with a sample size of n = 1,000 is severely underpowered to detect true positives with low odds ratios.
A tenfold increase in sample to n = 10,000 resolves these problems for most SNPs with an odds ratio of 1.5 or higher, as shown in Fig. 3b . However, the low odds ratios of 1.2 still cannot be differentiated from false positives because they are unlikely to reach the threshold level of genome-wide significance. Furthermore, we see that the genome-wide significance threshold is rather conservative: No false positives cross this threshold, but a few true positives with odds ratios of 1.4 and higher fall slightly below the cut-off significance level. Hence, these SNPs will be reported as false negatives although they have very low P values between 10 -6 and 5 9 10 -8 . Figure 3c repeats the same exercise with a sample size of n = 30,000. This time, all SNPs with an odds ratio of 1.5 or higher are correctly identified. Also, a majority of SNPs with an odds ratio of 1.2 are detected and can be differentiated from ineffective SNPs.
In addition to the effect size (odds ratio) of the effective allele, other factors also influence the power of genetic association studies, such as the chosen type 1 error, the minor allele frequency (MAF), the linkage disequilibrium of the marker, and the true-associated variant. There are also confounding factors such as population structure and geography, misclassification errors, and selection biases Fig. 2 Histograms of simulated P values with n y=1 = 1,000 and n y=0 = 9,000. In total 550,000 SNPs are simulated, including 5 sets of 30 SNPs with odds ratios greater than 1, i.e. 150 SNPs have a known association with y = 1. Frequency density is the relative frequency divided by the bin width so that the area of all bins sums to one. Panels a and b show the same data, except that in panel b the x axis is transformed to the -log 10 scale (Wang et al. 2005 ). Based on the genetic power calculator by Purcell et al. (2003) , Fig. 4 illustrates the joint influence of MAF and odds ratios on the required sample size that is needed to detect true positives in a sample with a 10% share of individuals who exhibit y = 1, again closely matching the typical set-up of a GWAS on entrepreneurship. For example, with a MAF of 20% and an odds ratio of 1.3, the figure shows that a sample of approximately n = 15,000 is needed to have an 80% probability of detecting a true association. It is obvious that the sample size required to detect true positives can easily become enormous if the effective minor allele has a frequency of less than 0.2 and if the odds ratio is smaller than 1.3. Unfortunately, there is no way of ruling out that most or even all true positives lie in this range of parameters, ex ante.
How likely is it that the genetic factors associated with economic behavior such as entrepreneurship will have small odds ratios? Medicine has already discovered many genetic disorders that are complex, multifactorial, or polygenic; disorders likely to be associated with multiple genes in combination with lifestyle and environmental factors. Some examples of such genetically complex diseases identified under GWAS on are listed in Table 4 . Frequently, weak effects of single loci are found with odds ratios that are in the range of, or smaller than, 1.2 (e.g. Alzheimer's disease, bipolar disorder, breast cancer, lung cancer, multiple sclerosis, and type 2 diabetes). If these genetically complex diseases are any guideline, we should expect that the SNPs associated with entrepreneurship and other complex behaviors will also have weak effects.
This demonstrates that very large sample sizes are needed to find small effects. Not only are such large genotyped samples very costly to obtain, but most datasets of genotyped cohorts that are currently available are not nearly large enough for this purpose. At this point in time, the best available solution lies in Fig. 3 P values versus odds ratios for three different sample sizes. Panel a n y=1 = 100 and n y=0 = 900, panel b n y=1 = 1,000 and n y=0 = 9,000, and panel c n y=1 = 3,000 and n y=0 = 27,000. For each panel 550,000 SNPs are simulated, including 30 SNPs with odds ratios greater than 1, i.e. 150 SNPs have a known association with y = 1. Some SNPs with high odds ratios achieved P values smaller than 10 -160 and are therefore not shown Genome-wide association studies 9
the meta-analysis of several independent cohorts. In this study design, a consortium of different cohorts is formed that includes genotyped individuals and sufficient information on the outcome of interest such as the presence of a disease or an economic outcome like self-employment or educational attainment. Within the consortium, independent GWAS are performed on each sample, following harmonized standards for the phenotype definition, SNP filtering, and model specification. The results of each GWAS are then meta-analyzed using software such as Metal.
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Given the typical sample size of genotyped cohorts used in medical research, often more than five large independent cohorts must be included for a metaanalysis to reach sufficient statistical power. This implies that setting up and managing a consortium requires substantial time investments and a long-term commitment to the research project before publishable findings become available. An additional challenge is that any two GWASs will typically use overlapping but non-identical SNP maps due to the variety of genotyping technologies available. Thus, not every SNP is genotyped in every study, but one still wants to obtain a measure of statistical significance for each individual SNP, taking into account all evidence ('direct' and 'indirect') from all studies. The typical strategy in such cases is to impute genotypes for all 'missing' SNPs in all cohorts, and carrying out the analysis as if the imputed data were observed. This is possible because the HapMap project provides independent samples of haplotypes 8 that can be used as reference to impute missing alleles in a study using software such as MACH (Li and Abecasis 2006) or IMPUTE (Marchini et al. 2007 ). The resulting imputed samples often have more than 2 million SNPs, which decreases the power of the analysis even further and in principal requires the use of even stricter confidence levels to avoid false positive according to the Bonferroni correction (4 9 10 -9 if 2 million tests are carried out and a significance level of 1% is desired for the entire Fig. 4 Effects of allele frequency and allelic odds ratio on sample-size requirements. Numbers shown are for a statistical power of 80% for a chisquare test within a two-bytwo table at a significance level of P value \5 9 10 -8 for a sample with 10% of y = 1 7 http://www.sph.umich.edu/csg/abecasis/metal/index.html. 8 A haplotype is the specific combination of alleles at several loci on a single chromosome that are inherited together. family of tests). Nevertheless, there are several degrees of correlation (linkage disequilibrium) between markers resulting in the use of a significance threshold of 5 9 10 -8 which takes into account the number of independent common variants (tests) in the genome.
Hence, the replication and meta-analysis of several samples in one study is often necessary to identify small genetic effects. In addition to addressing the multiple testing problem, the meta-analysis study design has a secondary effect that may be either desirable or undesirable from the point of view of an economist interested in genetic causes of behavior: meta-analysis has a bias for identifying loci that have a similar association with economic behavior in different environments. This is because the cohorts included in a meta-analysis are unlikely to be collected from identical geographic, economic and cultural settings. For example, to conduct a metaanalysis on entrepreneurship it is necessary to include cohorts from various regions since no single homogenous region is likely to have a sufficient number of genotyped individuals available. In the Gentrepreneur Consortium we are currently running ( Van der Loos et al. 2010) , cohorts from the Netherlands, the United States, Great Britain, Germany, and Iceland are included. This study design tends to suppress alleles that are effective in only one country, but ineffective in any of the other countries. This is desirable if the research objective is to identify genetic factors that are characteristic of entrepreneurs across different economic and cultural environments. However, if the objective is to identify and to compare different genetic determinants of entrepreneurship in different environments, very large samples in each country will be needed that allow the identification of true positives, with or without the application of metaanalysis. At this point of time, this will only be possible for very few countries, if at all.
One final factor aggravating the need for large samples is that one cannot assume that the economic behavior of men and women are triggered by the same SNPs. For example, in an empirical study on the correlates of nascent entrepreneurship Wagner (2007) demonstrates that men and women cannot be pooled in one sample because the estimated coefficients of the unpooled samples differ significantly from each other, in particular with respect to the effect of fear of failure. Grilo et al. (2007) present similar results using the concept of the entrepreneurial ladder. Arguably, men and women face different demands and constraints when making decisions, whether about education, the formal job market, the amount of time to invest in money earning activities, and whether to choose self-employment or a wage job (Cowling and Taylor 2001; Verheul et al. 2009 ). If men and women face different environmental circumstances that require different skills and attitudes to cope with to achieve a particular economic outcome, the same genes would not necessarily be linked to this economic outcome. An example is entrepreneurship because both genders may face different motivations and environmental constraints in their occupational choice, which may lead to different genes being 1.20 8 9 10
Steinthorsdottir et al. (2007) associated with entrepreneurship for men and women. As a result, separate GWAS should be conducted on entrepreneurship for both genders. However, this requires even larger samples to identify SNPs with relatively small effects. In summary, the required sample size for a GWAS on an economic outcome of interest can easily get very large ([50,000 observations) if the effective alleles have odds ratios of 1.2 or lower; if the frequency of the effective minor allele is low (\20%), if the outcome of interest is rare (\20% of the population), and if there is an interaction between genes and the environment that leads to country-, time-, or gender-specific associations. On the other hand, strong genetic effects with odds ratios of 3 or greater can already be detected with sample sizes of around 1,000 observations. However, given previous findings on genetically complex behaviors, it is unlikely that many economic outcomes will be found that can be clearly linked to a limited number of genes with strong effects. Based on our discussion, we expect sample sizes of at least 30,000 observations will be required to identify SNPs associated with economic outcomes such as entrepreneurship.
How to interpret GWAS results
Given the discussion above, it is obvious that GWAS results below the threshold of genome-wide significance are likely to be false positives. But what does it mean if a particular study does not find SNPs that reach genome-wide significance? Does this mean that genes are not important? Although this is one of the possible causes for not finding genome-wide significance, it is certainly not the only one. Our simulations demonstrate that a plausible alternative explanation is that the study is underpowered: it does not have enough observations to find SNPs with weak effects. In addition, it could be that different genes are associated with an economic outcome in different environments, which will make it difficult to detect the SNPs with meta-analysis using data from different regions or time periods. For example, let us assume that one way genes influence the propensity to become an entrepreneur is via risk preferences. Generally, greater willingness to tolerate risk should increase the probability that an individual will choose self-employment over wage work (Kihlstrom and Laffont 1979; Cramer et al. 2002) . However, the risk of entrepreneurship for the individual may depend on the cultural and economic context. To illustrate, assume that entrepreneurship is less risky in the USA than in Japan because failing with an entrepreneurial business may be more severely punished in Japan than in the USA. While failure may result in severely restricted job offers and lower wages in Japan, it may actually be regarded as positive in the USA, which could lead to better job offers following the entrepreneurial episode of an individual. Consequently, genes influencing risk preferences may be more strongly associated with entrepreneurial behavior in Japan than in the USA. In fact, the relationship may be completely absent or even reversed in the USA, if the above assumptions are true. Hence, a metaanalysis pooling observations from both countries would tend to 'overlook' genes associated with risk preferences although they may be highly relevant in the Japanese context.
Furthermore, there are a number of limitations in current SNP arrays that could be responsible for not finding the true genetic determinants of behavior. For example, rare SNPs (i.e. base pairs that vary in only a very small part of a population) are not covered by current SNP arrays and the most effective SNPs may be found there.
In addition, there are exceptions to the rule that people carry exactly two copies of each SNP, one inherited from each parent . Instead, there are regions in the genome where people have copy number variants, ranging from zero to 14 copies of a gene. Such copy number variants are not yet recorded in most SNP arrays although they occur frequently throughout the genome and cover hundreds of genes, disease loci, functional elements, and segmental duplications. These copy number variants could not only influence the susceptibility to diseases (Freeman et al. 2006; Estivill and Armengol 2007) , but also the tendency to become an entrepreneur or other economic outcomes.
Another way how inherited changes could influence economic behavior is via epigenetics. Epigenetics refers to the fact that changes in phenotype (appearance) or gene expression can be caused by mechanisms other than changes in the underlying DNA sequence. These changes may persist through cell divisions for the remainder of the cell's life and may also be passed on for numerous generations without any change in the underlying DNA sequence. An example of epigenetic effects is the process of cell differentiation: a single fertilized egg cell changes into the many cell types including bones, muscles, blood vessels, organs, etc. as it continues to divide. It does so by activating some genes while inhibiting others (Reik 2007) . Epigenetic effects occur via several mechanisms, including changes in nutrition. For example, an experiment on agouti mice, which are yellow, fat, and susceptible to life-shortening diseases like cancer and diabetes, found that a change in diet of mother mice could have far-reaching consequences for their offspring (Waterland and Jirtle 2003) . In the experiment, a test group of mother mice were fed a diet rich in methyl donors, small chemical clusters that can attach to, and turn off, a gene. Although these mother mice passed on the agouti gene to their offspring, their children were slender and mousy brown instead of yellow and fat. Furthermore, in addition to living longer, the offspring did not display the susceptibility to cancer and diabetes found in the parents.
Epigenetic effects can also be induced after birth and can be long lasting, passing through several generations without changing the underlying DNA sequence. Medical scientists are still coming to understand the many ways that epigenetic changes unfold. However, there is increasing evidence that genes are not necessarily fate and genetic functions can be switched on and off through nutrition or exposure to environmental risk factors. Of course epigenetic effects that cause heritable differences in behavior are not revealed by the GWAS design.
Rare SNPs, copy number variants, and epigenetic effects are just examples illustrating that the GWAS design does not cover all the potential pathways in which traits and economic outcomes can be heritable. In addition, the vast sample sizes required to identify SNPs with small effective could be prohibitively large. Consequently, not finding any genome-wide significant hits in a GWAS does not allow for the conclusion that genes are not relevant for the outcome under investigation. This is an important insight because it helps reconcile findings from GWAS and from twin studies that appear conflicting at first glance. For example, numerous studies of twins find that intelligence and general cognitive ability are heritable to a significant extent (Deary et al. 2006; Plomin 1999; Plomin and Kosslyn 2001; Plomin and Spinath 2004 ). Yet, until now GWAS have not been successful at identifying loci associated with IQ scores; even though this is one of the most intensively researched traits in behavioral genetics.
As discussed in Sect. 3, one reason for this discrepancy is that it is very difficult to identify effective SNPs with low odds ratios in GWAS since very large samples are required. However, if intelligence, entrepreneurship and many other human traits and behaviors are genetically complex traits, then it is reasonable to expect that many SNPs with low odds ratios will be found once sufficiently large sample sizes have been gathered. Furthermore, numerous small genetic effects can easily add up in total importance, especially if the effective SNPs interact with each other. This could help to explain the discrepancy between relatively weak effects of SNPs discovered in GWAS and the strong estimated importance of genes often reported in studies of twins. However, it could also be that particular SNPs are only effective in narrowly defined environments. In this case, it is unlikely that even extremely large scale GWAS meta-analyses will discover genomewide significant SNPs although different genes may be important for the behavior of individuals in their particular environment.
Another reason for the discrepancy between the results in twin studies and GWAS are shortcomings in the design of twin studies that may lead to an overestimation of the importance of genes. First, twin studies require the assumption of a shared, identical environment for twins. A violation of this assumption can lead to an overestimation of genetic effects (Rutter 2006) . A second potential shortcoming of twin studies is the assumption that MZ twins are genetically identical. It was recently found that this is not true as even MZ twin pairs often exhibit different copy number variation profiles (Bruder et al. 2008) . Not much is known about how these different profiles can influence behavior and if these differences are more pronounced among MZ or DZ twin pairs. Not accounting for such genetic differences among twins introduces a potential bias into the twin study design. Finally, the structural equation models (SEM) used in twin studies only indicate one possible explanation of the underlying correlation matrix. They do not allow one to conclude that the model is true or unique because other SEM models may also fit the same data.
Given the methodological difficulties of GWAS and twin studies, it is possible that twin studies tend to give an 'upper bound' for the relevance of genes in explaining an outcome of interest, while GWAS give a 'lower bound', potentially overlooking many important heritable factors. We emphasize here that GWAS is designed to identify common factors, i.e. those with a population frequency of at least 5%. For the identification of rarer genetic risk factors different technology and study designs are necessary. Furthermore, most, if not all, current GWAS analyses are focused on identifying genetic risk factors with an additive effect (rather than dominant or recessive effects), and on identifying individual genetic risk factors (rather than gene-gene and gene-environment interactions). In other words, effects departing from these assumptions are easily missed and require particular attention and sufficiently powered samples.
The essential question is what does it mean if a GWAS finds genome-wide significance for one or several loci. Does this imply genetic determinism together with environmental irrelevance and lack of free will? Luckily, such interpretation is usually not warranted. Firstly, ongoing epigenetic research has identified various mechanisms that affect how genes, the environment, and behavior can interact, thus leading to long-lasting differences in cell functions. Secondly, so far most research on behavioral genetics and on the genetics of diseases does not find a strict determinism between a particular gene and a specific outcome. In most cases, genes are neither a necessary nor sufficient condition for an outcome to occur. Rather, genes influence the probability that an event occurs, often conditional on non-genetic factors such as the exposition to an environmental risk factor or choice (Rutter 2006) . For example, there are genes associated with smoking (Caporaso et al. 2009 ) and with lung cancer (Wang et al. 2008 ). Not everyone with these genes smokes or gets lung cancer, and many people who smoke and get lung cancer do not have these genes. Yet, having these genes significantly increases the probability of smoking and lung cancer. In particular, a genetic predisposition to lung cancer is likely to be amplified by smoking, while an absence of the exposure to smoke is likely to reduce the risk of lung cancer even for those with the genetic predisposition. Similar interactions between genes, the environment, and free will can be expected for economic outcomes such as entrepreneurship. Hence, if GWAS finds effective alleles for entrepreneurship, this will most probably indicate a genetic predisposition to an outcome that will only materialize in the presence of appropriate environmental conditions and conscious choice. It is then necessary to understand the causal pathway of the genetic effect to draw economically valuable conclusions. Is the genetic effect present in different environments? Is it linked to other well-known characteristics of entrepreneurs such as a low degree of risk aversion or overconfidence? Are there differences in the way genes influence the entrepreneurial propensity of men and women? And how do the biological, psychological and economic mechanisms work that lead to these associations?
From our point of view, the absence of genomewide significant results in GWAS on entrepreneurship does not necessarily contradict results from twin studies that suggest a high importance of heritability. Rather, it most likely means that the available sample sizes are not large enough or that the most important factors cannot be found among common SNPs. Increasing sample size and looking at other places such as rare SNPs, copy number variants and epigenetic effects would be the next step. While the discovery of specific SNPs associated with entrepreneurship would be an important finding, it would not be the end of the quest. The next step would be understanding how the causal pathway from genes to behavior works and how robust these findings are in different environments. Only then could one start drawing conclusions regarding optimal individual behavior and economic policy.
Conclusion: genetics in economics research?
For economists who believe that a better understanding of economic behavior is an end in itself, the virtues of GWAS and genetics in economic research are evident. Genetics can help us understand the root of individual differences, for example with respect to preferences and productivity values. Also, genetics can help discover new dimensions of individuality that influence economic behavior; those not yet part of established theory. We find this prospect exciting and promising enough to justify this time-consuming and risky endeavor using this approach.
But beyond curiosity as a motivation, are there clear, tangible results economists could expect to get out of this approach? Arguably, the history of science teaches us that the social relevance of many discoveries is not readily and rapidly apparent. Also, most discoveries have little if any social relevance and it is difficult to determine ex ante which research agenda is the most promising. Yet, we dare to speculate about some potential benefits of economists looking at genes here.
First, genetic differences across populations may be discovered that will help to explain aggregate economic outcomes. For example, Global Entrepreneurship Monitor data shows that immigrant countries have a higher share of nascent entrepreneurs than other countries (Levie 2007; Ali et al. 2008) . One potential explanation, from a genetic point of view, are founder effects (a special case of genetic drift): if a small group from a population splinters off and founds a new population in a geographically distant area, the new population is likely to exhibit different shares of alleles at specific loci in the DNA. In this case, the genetic predisposition of the founders will have very strong and long-lasting effects on the genetic make-up of the new population far into the future that could influence their behavior.
9 If the spinoff population is very small, it will not be possible to represent all genetic variants found in the original population. Furthermore, the spin-off decision could have genetic determinants. For example, if there are genetic predispositions to low risk aversion and novelty seeking, these genes will tend to be overrepresented in immigrant nations that were initially populated by mavericks and explorers. Consequently, there could be a higher average genetic predisposition to entrepreneurial behavior in such countries, independent from the institutional framework conditions or push effects resulting from social marginalization or isolation. This higher level of (genetically induced) entrepreneurial behavior could then have further repercussions in productivity figures, available job offers, wages, and the ability of the economy to adapt quickly to structural changes.
Second, detailed insights into the genetics of economic behavior and its causal pathways may improve our understanding of the scope and potential boundaries for economic policies. For example, a poor fit between genetic predisposition and occupational choice may result in lower monetary income. In addition, not attaining desired social status can affect life expectancy (Rablen and Oswald 2008) and potentially other non-monetary determinants of utility such as general health. Hence, people may have a genetic predisposition for a particular occupation and there may be a price tag on not finding one's 'occupational destiny'. Insights along these lines may enable more targeted, maybe even personalized support for people during their educational and work life.
Our conclusion is that GWAS is a promising approach to investigate the genetic causes of economic outcomes. However, as with other genetically complex traits, we expect that very large sample sizes will be needed: in the magnitude of several ten thousand observations, which will lead to a high cost for each true positive discovered. Doubtless the financial and administrative resources necessary to gather the necessary data are beyond the means of most economics departments and research institutes. This, and the rapid progress in the fields of genetics, implies that close cooperation between economics and medical departments will be imperative for finding genetic determinants of economic outcomes.
Finally, it is worth emphasizing that genetics is still a young and rapidly developing research field. GWAS are a significant improvement to earlier approaches in genetics; approaches that have already delivered a wealth of invaluable new insights. However, it is unlikely to be the final word. Rapid scientific and technological progress will enable even better and cheaper insights in the human genome in the future. This will lead to more and better data availability and methodological improvements that can also be used for studying economic outcomes of interest, with entrepreneurship being just one prominent example. Hence our belief that economists can and will learn something useful by looking at genes. 9 A well-known example for this effect is the high prevalence of people suffering the Ellis van Creveld syndrome in the North American Amish population, which can be traced back to two members of the new colony started in Pennsylvania in 1744 (Cavalli-Sforza et al. 1996) .
