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1. INTRODUCTION
We are concerned with quasilinear partial differential equations of elliptic
type which are degenerate; in particular we investigate the range of such
quasilinear differential operators and properties of the solution operator.
For elliptic problems which are semilinear in nature, much has been accom-
plished in recent years, whereas for more general quasilinear or fully nonlinear
problems such information is by comparison very incomplete.
Let us briefly describe the problem to be studied here.
Let 0 be a bounded open set in RN and let
A: 0_RN  RN, N1,
be a mapping satisfying Carathe odory conditions which has the asymptotic
behavior
A(x, v) } vrw(x) |v| p,
where w is a nonnegative measurable function satisfying certain additional
conditions,
A(x, v) } v:w(x) |v| p
(1)
|A(x, v) |;w(x) |v| p&1,
where : and ; are positive constants and p # (1, ). Also A is assumed to
be strictly monotone with respect to v i.e.
(A(x, v1)&A(x, v2)) } (v1&v2)>0, v1{v2 .
We consider boundary value problems of the following type
&div A(x, {u)=f, x # 0,
(2)
u=%, x # 0.
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As we shall see, the mapping L, given formally by
(L(u), v) =|
0
A(x, {u) } {v
will yield a mapping
L: V  V*,
where V is a Sobolev space of functions, hence it will be advantageous to,
in fact, consider more general variational inequalities of the form
|
0
A(x, {u) } {(v&u)( f, v&u) , u # K, \v # K,
where K is some given closed, convex set in the space V and ( } , } ) is the
pairing between V and V*.
In particular, we shall be concerned with the unique solvability of these
problems for given data f, % in a suitable space and continuity (especially
complete continuity) properties of the solution operator.
We shall first establish spaces for the weak formulation of the above
problems and then study continuity properties of the associated solution
operators. These properties will be used later in Sections 47, where we shall
employ fixed point theory and similar techniques (LeraySchauder degree
and index theory) to study nonlinear perturbations of problem (2), i.e.
problem (2) in case f not only depends upon x but on u, as well. We
consider problems where the perturbation terms have (in a sense to be
made precise below) growth limited by p&1. We then proceed to problems
where the growth restrictions are relaxed and are only required to be
subcritical (again made precise below) and we obtain existence theorems
for positive solutions. We finally show that sub and supersolution type
existence results may be obtained which also have as a consequence the
existence of extremal solutions; here we show that ideas already used in
[20] and [14] and further developed in [10, 11] may be employed to obtain
such results for the quasilinear degenerate case.
2. ON WEIGHTED SOBOLEV SPACES
In this section we shall briefly discuss some properties of weighted Sobolev
spaces which will be needed in the sequel. As our work here uses some of
the basic potential theoretic results in [19] we often refer to that mono-
graph and rely on its presentation, we also refer to chapter 1 of this text
for basic properties of weighted Sobolev spaces.
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There are a number of papers devoted to degenerate elliptic equations on
weighted Sobolev spaces, see e.g. [15, 16, 28], and the references in these
papers. One notes that, depending on the nature of the boundary value
problems studied, different definitions of the weighted Sobolev spaces are
employed and not all yielding the same spaces. As our results concern
primarily variational inequalities as well as equations, the approaches used
in [15] and [16], which are based on the LerayLions theorem and a
direct application of a topological degree for equations, seem not to be
suitable for inequality problems. We also consider existence of positive solutions
of variational inequalities and equations and thus need lattice properties
and maximum principles (cf. Chapter 1, [19]). We therefore use weighted
Sobolev spaces defined similarly to those in [28], but different from those
of some other papers, e.g. [15, 16]. Also, our coercivity assumptions are on
the highest terms only (cf. condition (16)), rather than on all terms as in
[15] and [16]. This is a natural condition in applications, as it allows the
consideration of various kinds of lower order terms independently.
Let us now consider some assumptions and notation. Let p # (1, ) and
w: RN  R+ be a locally integrable function which is positive a.e. (with
respect to Lebesgue measure). We shall also assume that w is p-admissible
in the sense of [19], pp. 7, 8. These conditions imply that there is a canonical
Radon measure + associated with w given by
+(E )=|
E
w(x) dx,
where integration is with respect to N-dimensional Lebesgue measure. As
is common, we write
d+=w(x) dx.
We let L p(0, +) be the usual L p-space with respect to the measure + and
H1, p(0, +) be the first order weighted Sobolev space associated with
L p(0, +). It is defined as follows (cf. [19], see also [28]): H 1, p(0, +) is the
completion of the set
[u # C1(0): &u&=&u&1, p=&u&L p(0, +)+_{u_L p(0, +)<],
under the norm & }&1, p .
As noted above, the literature abounds with work on first order weighted
Sobolev spaces (cf. [15, 16, 23, 29, ...]), where W1, p(0, +) is defined as the
set of locally integrable functions, which are in L p(0, +), together with
their first distributional derivatives. As observed in [19], H1, p(0, +) and
W1, p(0, +) are generally different. However, they coincide if the weight w
172 LE AND SCHMITT
File: DISTL2 338404 . By:CV . Date:03:03:98 . Time:15:42 LOP8M. V8.B. Page 01:01
Codes: 2105 Signs: 1029 . Length: 45 pic 0 pts, 190 mm
is in the Muckenhoupt class Ap ([19]). Also, if w11&p is locally integrable
in 0, as assumed in [15, 16], then H 1, p(0, +)/W1, p(0, +).
We denote by
H 1, p0 (0, +)=C

0 (0)
H 1, p (0, +)
and note that H 1, p0 (0, +)=W
1, p
0 (0, +) whenever they are both defined.
Because of the Poincare inequality (essentially an assumption in the
definition of p-admissibility, see [19])
&u&0=_{u_L p(0, +)
is an equivalent norm in H 1, p0 (0, +).
It is known (see [19]) that L p(0, +), H 1, p(0, +), and H 1, p0 (0, +) are
uniformly convex, and hence reflexive, Banach spaces. (We shall write Lp(0),
H1, p(0), and H 1, p0 (0), etc. for the Lebesgue and Sobolev spaces with
respect to Lebesgue measure.)
We now establish some compact imbedding results which are consequences
of the Sobolev imbedding theorem (cf. [1]).
Proposition 1. Assume
w # L_(0), w&1 # L!(0), _, !>1,
where
{
1
!
+
1
_
<
p
N
,
1<_,
if
p
N
<1+
1
!
if
p
N
1+
1
!
.
(3)
Then the imbedding
H1, p(0, +)/L p(0, +)
is compact.
Proof. By applying Ho lder’s inequality one obtains (cf. Lemma 1.13
of [19]) that the imbedding
H1, p(0, +)/H1, ( ps)(0) (4)
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is continuous, whenever 1<sp and w&1 # L1s&1(0). On the other hand,
we have, as in Lemma 1.12 of [19], using Ho lder’s inequality, that the
imbedding
Lsp(0)/L p(0, +) (5)
is continuous, whenever 1s<, and w # Ls$(0), s$=ss&1.
It follows from (4), choosing s=1+(1!), that the imbedding
H1, p(0, +)/H 1, (p!!+1)(0) (6)
is continuous. The Sobolev imbedding theorem (see [1]) implies that the
imbedding
H1, ( p!!+1)(0)/Lq(0) (7)
is compact for all q1 such that
q<\ p!!+1+
*
={
p!N
!+1
N&
p!
!+1
, if N>
p!
!+1
, if N
p!
!+1
,
={
p!N
(!+1) N&p!
,
,
if
p
N
<1+
1
!
if
p
N
1+
1
!
.
(8)
Since w # L_(0) it follows from (5) that the imbedding
L_$p(0)/L p(0, +) (9)
is continuous, where _$=__&1. Hence (68) imply that the imbedding
H1, p(0, +)/L p(0, +) (10)
is compact, provided there exists q satisfying (8) and q_$p; the latter is
the case if and only if
_$p<\ p!!+1+
*
. (11)
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Using (8) one sees that (11) holds for all _ # [1, ), if Np!!+1. For
N>p!!+1, (11) becomes
_
_&1
p<
p!N
(!+1) N&p!
,
or
1
!
+
1
_
<
p
N
.
Thus, since (3) is assumed, the assertion follows.
We next present conditions on the weight function w (as in Proposition 1)
such that the imbedding
H1, p(0, +)/Ls(0, +)
is compact, where s is a subcritical exponent (i.e. s<p*, p*=Np(N&p)
if N>p and p*= if Np). We have the following proposition.
Proposition 2. Assume 1s<p* and _, !>1 are such that
w # L_(0), w&1 # L!(0),
and that
{
1
_
+
s
p
1
!
<1&
s
p*
,
1<_,
if
p
N
<1+
1
!
if
p
N
1+
1
!
.
(12)
Then the imbedding H 1, p(0, +)/Ls(0, +) is compact.
Proof. The proof is similar to the proof of the previous proposition. We
hence only provide a sketch.
We know that
H1, p(0, +)/H 1, ( p!1+!)(0) (13)
and
L_$s(0)/Ls(0, +) (14)
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are continuous imbeddings. In order therefore to have the compact
imbedding
H1, ( p!1+!)(0)/L_$s(0) (15)
it suffices to have the existence of q_$s such that q<( p!!+1)*, that is
_$s<( p!!+1)*. In the case pN<1+(1!) this is equivalent to (12).
We note that in case p=s, the conditions of the previous proposition
hold. Also, (13) holds trivially if _=!=.
3. EXISTENCE AND UNIQUENESS OF SOLUTIONS
Let
A: 0_RN  RN
be a mapping satisfying Carathe odory conditions and let w be a nonnegative
measurable function satisfying the conditions of Proposition 1 and assume
p # (1, ). Further let
A(x, v) } v:w(x) |v| p, x # 0, v # RN (16)
and
|A(x, v)|;w(x) |v| p&1, x # 0, v # RN, (17)
where : and ; are positive constants. Also assume A(x, 0)#0 and A is
strictly monotone with respect to v i.e.
[A(x, v1)&A(x, v2)] } (v1&v2)>0, v1{v2 .
Define
L: H1, p(0, +)  (H1, p(0, +))*,
(where, as usual, (H1, p(0, +))* is the dual space of H 1, p(0, +)), as follows
(L(u), v) =|
0
A(x, {u) } {v dx, u, v # H1, p(0, +), (18)
here ( } , } ) is the pairing between (H1, p(0, +))* and H 1, p(0, +). It follows
from (16) and (17) and the Carathe odory conditions that L is well-defined,
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continuous and bounded (i.e. maps bounded sets to bounded sets). For
f # (H1, p(0, +))*, e.g. f # L p$(0, +), we consider the variational inequality
{(L(u), v&u) ( f, v&u) , \v # K,u # K, (19)
where K is a given closed convex set in H 1, p(0, +) such that for given
% # H 1, p(0, +),
K/V%=%+H 1, p0 (0, +).
Typical examples of closed convex sets K that are of interest are as follows:
For % # H 1, p(0, +) and : 0  [&, ], a measurable function, let the
convex set K be defined by
K=K%, =[u # H1, p(0, +): u&% # H 1, p0 (0, +), and u a.e. on 0]. (20)
(By the assumptions on +, +-a.e. and a.e. are equivalent concepts.)
The following proposition is valid:
Proposition 3. Let K, A and L be as above. Then for every f # (H1, p(0, +))*
the variational inequality (19) has a unique solution u.
Proof. It follows from the monotonicity of A that if u1 and u2 are
solutions, then u1&u2=constant on connected components of 0. This, on
the other hand, since ui&% # H 1, p0 (0, +), i=1, 2, implies (see [19]) that
u1=u2 . That a solution exists will follow from the coercivity of L and
standard existence results about variational inequalities (see e.g. [21, 25]).
Thus let us prove coercivity. For fixed , # K and arbitrary u # K we have:
(L(u)&L(,), u&,)
=|
0
[A(x, {u)&A(x, {,)] } ({u&{,) dx
: |
0
( |{u| p+|{,| p) d+&; \\|0 ( |{u| p) d++
( p&1)p
\|0 ( |{,| p) d++
1p
+\|0 ( |{,| p) d++
( p&1)p
\|0 ( |{u| p) d++
1p
+ . (21)
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Hence, using Poincare ’s inequality and (21), and noting that u&, # H 1, p0 (0, +),
we obtain
(L(u)&L(,), u&,) c1 &u&,& p&c2(&,&(&,& p&1+&u&,& p&1)
+&,& p&1 (&,&+&u&,&)). (22)
Since
&,& (&,& p&1+&u&,& p&1)+&,& p&1(&,&+&u&,&)<<&u&,& p,
for &u&,& large, we get
(L(u)&L(,), u&,)c3 &u&,& p,
where c1 , c2 , c3 are constants. Hence
lim
&u&  
(L(u)&L(,), u&,)
&u&,&
=, (23)
proving the coercivity and hence, via [21], [25], the existence of a solution.
We note here that the problem (2) may be treated by this proposition by
choosing the set K as the set K%, & .
4. CONTINUITY OF THE SOLUTION OPERATOR
Let us assume the setting of the previous section. We have shown that
for each f # (H 1, p(0, +))* the variational inequality (19) has a unique
solution uf . This defines an operator
P=PL, K : (H1, p(0, +))*  K/V% (=%+H 1, p0 (0, +))
(24)
f [ uf .
We now establish continuity properties of this operator. In order to
accomplish this, we first shall establish some properties of the operator L.
We shall henceforth use the abbreviated notation V=H1, p(0, +) and
V*=(H1, p(0, +))*. Then L: V%  V* has the following properties:
Lemma 4. 1. L is continuous and bounded (in the sense that L maps
bounded sets in V into bounded subsets of V*), and L(0)=0,
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2. L is strictly monotone on V% and coercive in the sense that there
exist constants p>1, c>0 such that
(L(u), u) c &u& p0 , \u # V% , (25)
(L(u)&L(v), u&v) >0, \u, v # V% , u{v. (26)
We now also assume that L is of class (S) in V% ([9, 32]), i.e., for all
sequences [un]/V% such that
un ( u in V% ,
and
lim
n  
(L(un), un&u)=0, (27)
it follows that un  u in V% (we use the usual convention that ( denotes
weak convergence and  convergence with respect to the norm topology).
This property will be of use combined with the useful property of
uniformly convex spaces which guarantees (see e.g. [9, 32]):
If un ( u in V, and &un&  &u&, then un  u. (28)
The following particular criteria for an operator to be in class (S) are
valid: Assume that L satisfies the following monotonicity condition:
(L(u)&L(v), u&v) g(&u&0 , &v&0), \u, v # V% , (29)
where g is defined on R+_R+ such that
g(x, y)0, \x, y # R+,
and for any sequence [(xn , yn)]/R+_R+ satisfying
g(xn , yn)  0 and xn  a # R+, (30)
yn  a. Then L belongs to class (S).
To see this, suppose un ( u and that (27) is satisfied. Then
lim
n  
(L(u), un&u) =0
and hence
lim
n  
(L(un)&L(u), un&u) =0.
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Using (29), one obtains
g(&un&0 , &u&0)  0 as n  . (31)
Letting xn=&u&0 , yn=&un &0 , it follows that limn   xn=&u&0 , and hence,
by (31),
yn=&un &0  &u&0 .
Since un  u in L p(0, +), &un &  &u&. Thus it follows from (28) that un  u,
and consequently that L is in class (S).
We see that (25)(26) hold, hence L will belong to class (S), if L satisfies
the following coerciveness condition:
(L(u)&L(v), u&v) c &u&v& p0 , \u, v # V. (32)
In fact, putting v=0 in (32), we see that (25) holds. Moreover, if
(L(u)&L(v), u&v) =0, then u=v. Hence (26) holds. Now, if un ( u in V
and (L(un), un&u)  0, then
(L(un)&L(u), un&u)  0, n  ,
and un  u, as follows from (32). This shows that L is in class (S).
To illustrate, we consider the weighted p-Laplacian
L: V%  V*,
given by
(Lu, v) =|
0
|{u| p&2 {u } {v d+, u, v # V% .
For the case p2, and for example, N=1, 0=(0, 1), because of the
inequality
( |x| p&2 x&| y| p&2 y)(x&y)c( p) |x&y| p, \x, y # R,
(c( p) is a positive constant depending only on p), we find, for u, v # V% ,
(Lu&Lv, u&v) =|
1
0
( |u$| p&2 u$&|v$| p&2 v$)(u$&v$) d+
c( p) |
1
0
|u$&v$| p d+
=c( p) &u&v& p0 .
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Hence (32) holds. (32) also holds if N1 and p2, however for the
p-Laplacian, in the case 2p>1, we no longer have (32). On the other
hand, we still have (25), (29), (30).
In fact, for u, v # V% , the following hold true:
(Lu&Lv, u&v)=|
0
( |{u| p&2 {u&|{v| p&2 {v) } ({u&{v) d+
=|
0
[|{u| p+|{v| p&(|{u| p&2+|{v| p&2) {u } {v] d+
&u& p0 +&v&
p
0 &|
0
( |{u| p&2+|{v| p&2) |{u| |{v| d+
=&u& p0 +&v&
p
0 &|
0
|{u| p&1 |{v| d+&|
0
|{v| p&1 |{u| d+.
(33)
However, Ho lder’s inequality implies
|
0
|{u| p&1 |{v| d+\|0 |{u| p d++
( p&1)p
\|0 |{v| p d++
1p
=&u& p&10 &v&0 . (34)
Performing similar estimates for the second integral in the right hand side
of (33), we find
(Lu&Lv, u&v)&u& p0 +&v&
p
0 &&u&
p&1
0 &v&0&&u&0 &v&
p&1
0
=(&u& p&10 &&v&
p&1
0 )(&u&0&&v&0).
Hence (29) holds with
g(x, y)=(x& y)(x p&1&y p&1), x, y0.
Since p>1, it follows that g(x, y)0, \x, y0. Suppose now, that for
sequences [xn], [ yn], xn0, yn0, \n, one has
{g(xn , yn)=(xn&yn)(x
p&1
n &y
p&1
n )  0, n  
xn  a,
then an easy argument shows that yn  a, also. Since V is uniformly convex
([1]), L belongs to class (S) by the above remarks.
Now, with v=0, we have
(Lu, u) =&u& p0 , \u # V% .
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Hence (25) is satisfied. Moreover, L is strictly monotone on V% . In fact, if
(Lu&Lv, u&v) =0, then equality signs are valid in (33) and (34). Hence
&u&=&v&, and
{u } {v=|{u| |{v| a.e. in 0,
i.e.,
{u(x)=a(x) {v(x), a(x)0, x # 0,
and (34) implies |{u| p=c |{v| p a.e. in 0 with c=const. Hence a p=c, i.e.,
a=const. Since
|
0
|{u| p d+=|
0
|{v| p d+,
a#1. Hence {u={v a.e. in 0. Because u, v # V% , one has u=v, proving the
strict monotonicity of L.
We now prove the following:
Corollary 5. Assume that L belongs to class (S). Then the operator P,
defined by (24), is continuous.
Proof. Let [ fn]/V* be such that fn  f. Let u=P( f ), un=P( fn)
(un , u exist and are unique by the above remarks). We have to prove that
un  u in V% .
For n # N, we have
(L(un)&fn , v&un) 0, \v # K, (35)
and
(L(u)&f, v&u) 0, \v # K. (36)
It follows from (35) and Lemma 4 that [un] is bounded in V% , as the
following simple computation shows:
c1 &un& p0 (Lun , un)(Lun , v)+( fn , un&v)
; &un & p&10 &v&0+c2 & fn& &un&v&0 , \v # K.
Hence [un] has a weakly convergent subsequence [u’]/[un] such that
u’ ( w in V% , (37)
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with w a solution of (36). In fact, since L is monotone in V% , we obtain
from Minty’s lemma ([21]) that (35) and (36) are equivalent to
(L(v)&fn , v&un)0, \v # K, \n1 (38)
and
(L(v)&f, v&u) 0, \v # K, (39)
and hence w=u.
Since L is monotone, an easy computation shows that
lim
’  
(L(u’)&L(u), u’&u) =0.
It follows that (since L belongs to class (S)), that u’  u, and since all
subsequences of [un] have a subsequence with this same property, it
follows that un  u, proving the continuity.
Without the assumption that L belong to class (S), we have the following
result, which is sufficient for our need here.
Proposition 6. The solution mapping P is bounded and hemi-continuous
from V* to V, i.e. it is continuous from V* with the strong topology to V
equipped with the weak topology.
Proof. Fix , # K and let u=P( f ), then (L(u), ,&u) ( f, ,&u), i.e.,
|
0
A(x, {u) {u dx=(L(u), u)
(L(u), ,)&( f, ,&u)
=|
0
A(x, {u) {, dx&( f, ,&u) .
Consequently,
: &u& p0 =: |
0
|{u| p w dx|
0
A(x, {u) {u dx
|
0
; |{u| p&1 |{,| w dx+& f &
*
(&,&0+&u&0)
; \|0 |{u| p w dx+
( p&1)p
\|0 |{,| p w dx+
1p
+& f &
*
&,&0+& f &* &u&0
=; &u& p&10 &,&0+& f &* &,&0+& f &* &u&0 .
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It follows from Young’s inequality that &u&0 is bounded whenever & f &* is.
Hence P maps bounded sets of V* into bounded ones in V, i.e., P is
bounded.
Now, let fn  f in V*, which will imply that un :=P( fn) ( u :=P( f )
in V. Since [ fn : n # N] is bounded, [un : n # N] is also bounded by the
above proof. By the reflexivity of V, one can choose a subsequence [u’]/
[un] such that
u’ ( u in V.
Since L is monotone, by using Minty’s lemma (cf. [21]), we see that the
variational inequality
{(L(u’), v&u’) ( f’ , v&u’), \v # Ku’ # K,
can be written in the equivalent form
{(L(v), v&u’) ( f’ , v&u’), \v # Ku’ # K.
Since f’  f and v&u’ ( v&w, letting ’  , one gets
(L(v), v&w) ( f, v&w) , \v # K.
Since w # K (K is weakly closed), it follows again by Minty’s lemma, that
w is a solution of (19) and by the above uniqueness result, w=u. Since
every weakly convergent subsequence of [un] converges (weakly) to u, it
follows that un ( u in V, proving that P is hemi-continuous.
5. EXISTENCE OF SOLUTIONS IN THE SUB-( p&1) CASE
We now apply the results in the above section to obtain existence theorems
for solutions of ‘‘semi-linear’’ variational inequalities and equations (positive
solutions) in the case of sub-( p&1) growth.
Let us consider the following variational inequality:
{(L(u), v&u) ( f (u), v&u), \v # K,u # K, (40)
or in particular, the nonlinear equation:
L(u)= f (u) on V. (41)
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The idea is to convert (40) (or (41)) into a fixed point equation, by using
the solution mapping P. Therefore u is a solution of (40) if and only if u=
P[ f (u)], u # V. However, to use usual topological methods (like the
Schauder fixed point theorem, continuation methods, or topological degrees
and indices...), one needs some compactness properties of the mapping P b f.
Hence we will consider the equation in a space W such that the imbedding
V/W is compact.
To simplify the presentation, we consider in the sequel the case where
%=0, i.e., K/V0=H 1, p0 (0, +). In this section, we denote W=L
p(0, +).
Assume that f : W  V* is defined by
( f (u), v)=|
0
F(x, u(x)) v(x) d+, (42)
where F : 0_R  R is a Carathe odory function with the growth condition
|F(x, u)|a(x)+b |u|_, for a.e. x # 0, all u # R, (43)
where a # L p$(0, +), b>0, and _<p&1. From this assumption, we see that
for u # L p(0, +), the function
x [ F (u)(x)=F(x, u(x)),
is in Lp$(0, +). By the Niemitskii theorem [22] (which also holds for weighted
spaces), the mapping u [ F (u) is continuous from L p(0, +) to L p$(0, +)
(we use the fact that + and Lebesgue measure have the same sets of
measure zero).
On the other hand, we know that the functional defined by
( g , v)=|
0
gv d+, v # V,
is in V*, whenever g is in L p$(0, +), and the mapping g [ g is continuous
from L p$(0, +) to V*. From these considerations it follows that f, given by
(42), can be written as
f (u)=F (u),
which is a continuous mapping from W to V*. Also, f is bounded, since
u [ F (u) and g [ g are bounded. Let i: H1, p(0, +)/L p(0, +) be the
natural imbedding, then, as proved in Proposition 1, i is compact. So (40)
can be written as
u=iP[ f (u)], u # L p(0). (44)
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Hence
M=iPf : W wf V* wP V wi W.
Since f is continuous, P is hemi-continuous, and i is compact, it follows
that M is continuous. If S/W is bounded, then f (S) is bounded in V* by
the above observation and by Proposition 6, Pf (S) is bounded in V. Also,
since i is compact, M(S)=i[Pf (S)] is relatively compact in W. Hence M
is a completely continuous operator from W into itself. Using the Leray
Schauder continuation method, we shall establish the following result.
Theorem 1. The fixed point problem (44) and hence also problem (40)
have a solution.
Proof. We show that there exists R>0, sufficiently large, such that if
u=*iP[ f (u)], 0<*1, (45)
then &u&L p(0, +)<R. For 0<*1, the above equation can be written as
u*=iP[ f (u)], or equivalently,
L \u*+ , v&
u
* f (u), v&
u
* , \v # K.
Fixing v=, # K, it follows that
L \u*+ ,
u
*L \
u
*+ , ,+ f (u),
u
*+( f (u), ,) .
Hence (for a definition of : see (1)) (in the following c with or without a
subscript, will always denote a constant independent of u)
:
&u& p0
* p
=: "u*"
p
0
L \u*+ ,
u
*
|
0 }A \ } , { \
u
*++} |{,| dx+|0 |F( } , u)| |,| d++|0 |F( } , u)| }
u
* } d+
; |
0 }{ \
u
*+}
p&1
|{,| d++&F( } , u)&L p$(0, +) &,&L p(0, +)
+&F( } , u)&L p$(0, +) "u*"L p(0, +)
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; "{ \u*+"
p&1
L p(0, +)
&{,&L p(0, +)+(&a&L p$(0, +)+b & |u|_&L p$(0, +))
_\&,&Lp(0, +)+"u*"L p(0, +)+
c1 "u*"
p&1
0
&,&+c2 _1+\|0 |u|_p( p&1) d++
1p$
&\&,&0+"u*"0+
c1* p&1 &u& p&10 &,&0+c3 \1+[+(0)]( p&_&1)p \|0 |u| p d++
_p
+
_\&,&0+&u&0* +
c1* p&1 &u& p&10 &,&0+c4(1+&u&
_
0) \&,&0+&u&0* + ,
since
|
0
|u|_p( p&1) d+\|0 d++
1&(_p&1)
\|0 |u| p d++
_p&1
and
\1& _p&1+
1
p$
=
p&_&1
p
,
_
p&1
}
1
p$
=
_
p
.
Consequently,
: &u& p0 c1 * &u&
p&1
0 &,&0+c4(1+&u&
_
0)(*
p &,&0+* p&1 &u&0)
c1 &u& p&10 &,&0+c4(1+&u&
_
0)(&,&0+&u&0)
c1 &u& p&10 &,&0+c4(&,&0+&u&0+&u&_0 &,&0+&u&_+10 )
c(&u& p&10 +&u&
_+1
0 &u&
_
0+&u&0+1)
c(1+&u&‘0),
with ‘=max[1, _+1, p&1]. Since _<p&1, it is true that 1‘<p. This
shows that u must be bounded in H 1, p0 (0, +) and thus in L
p(0, +). Hence
there exists R>0, as asserted.
By using the above argument, together with fixed point index theory, we
can prove existence results for positive solutions of equation (41).
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Let W+=[u # L p(0, +): u0 a.e. on 0] be the positive order cone in
W=L p(0, +). It is clear that W + is normal, W1 +=<, and W+ generates
W. We now suppose that besides the growth condition (43), F is positive
in the sense that
F(x, u)0, for a.e. x # 0, all u0. (46)
Under this assumption, W+ is invariant under M, i.e.,
M(W+)/W+.
In fact, if u # L p(0, +), u0 on 0, then F (u) # L p$(0, +) and by (46),
F (u)=F( } , u)0 a.e. on 0.
Let w=P[ f (u)], then for , # C 0 (0), ,0 on 0,
(L(w), ,) =( f (u), ,)=|
0
F( } , u) ,w dx0.
This means that w # H 1, p0 (0, +) is a supersolution (in the sense of [19];
we shall encounter this term again in a somewhat more general sense in
Section 7) of L (i.e. w satisfies (L(u), ,)0, \, # C 0 (0), ,0 on 0). It
is clear that ’=min[w, 0] # H 1, p0 (0, +) (Lemma 1.23, [19]). Since 0 is a
solution (i.e. L(0)=0), one has w0 on 0 by the Maximum Principle for
L (Lemma 3.18, [19]). Hence, M(u)=i(w)0 a.e. on 0, proving that
M(u) # W+.
From this observation, the following existence result for nonnegative
solutions of (41) follows.
Theorem 2. Equation (41) has a nonnegative solution whenever conditions
(43) and (46) hold.
Proof. Since W+ is invariant under M and M is compact, we may employ
the fixed point index ind(M, U ) of M on (relatively) open subsets U of W+
(cf. [2]). We want to show that
ind(M, BR(0) & W+)=1,
for R as in the proof of Theorem 1. In fact, if we consider the homotopy
[u&*M(u): * # [0, 1]]
on BR (0) & W +, then for
u # W +(BR(0) & W+)=BR(0) & W +=[u # W+: &u&L p(0, +)=R],
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we have proved in Theorem 1 that
u&*M(u){0, \* # [0, 1].
Hence, using the homotopy invariance property of the index, one has
ind(M, BR(0) & W+)=ind(0, BR(0) & W+)=1,
since 0 # BR(0) & W+. By the usual solution property of the index, we see
that M has a fixed point in BR(0) & W+, i.e. (41) has a nonnegative
solution.
6. EXISTENCE OF SOLUTIONS IN THE SUBCRITICAL CASE
In this section we shall prove some existence results for the variational
inequality (40) and equation (41) (positive solutions) in the subcritical
growth case. The techniques are again maximum principles for degenerate
operators, compact imbeddings for weighted spaces and index theory.
6.1. AssumptionsExistence of Solutions
We first present some assumptions. For notational convenience, we assume
now that f is defined by
( f (u), v)=&|
0
F(x, u(x)) v(x) d+, (47)
(cf. (42)), where F: 0_R  R is a Carathe odory function with the growth
condition
|F(x, u)|a(x)+b |u| s&1, for a.e. x # 0, all u # R, (48)
where 1s<p* is such that the conditions of Proposition 2 hold and
a # Ls$(0, +), b>0, and, as before s$=ss&1 is the exponent conjugate to
s. We shall also assume that F is of the form
F(x, u)=G(x, u)+H(x, u), a.e. x # 0, u # R, (49)
where
uG(x, u)0, (50)
and
|H(x, u)|a~ (x)+b |u|_, for a.e. x # 0, u # R, (51)
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with a~ # Ls$(0, +) b >0, and 1_<s&1. Since the imbedding
Ls$(0, +)/[H 1, p0 (0, +)]*,
is continuous, we can conclude from Proposition 2 that for each g # Ls$(0, +)
the variational inequality
{(L(u), v&u)|0 g(v&u) d+, v # Ku # K,
has a unique solution
u=P(g) # H 1, p0 (0, +).
Moreover, by Proposition 6 (and Corollary 5) the operator
P: Ls$(0, +)  H 1, p0 (0, +)
is bounded and hemi-continuous.
On the other hand, using the growth conditions (51) we see that f
defined by (42) is a continuous mapping
f : Ls(0, +)  Ls$(0, +).
Hence (41) is equivalent to the fixed point equation
u=iP[ f (u)], u # Ls(0, +), (52)
where the imbedding i: H 1, p0 (0, +)/L
s(0, +) is compact.
Further, there exists a best constant #=#(0, +, s, p) such that for
u # H 1, p0 (0, +)
&i(u)&L s(0, +)=&u&Ls(0, +)# &u&H 01, p (0, +)=# &u&0 . (53)
We have the following theorem.
Theorem 3. Assume the above conditions. Furthermore, let there exist , # K
and R>0 such that
:
p
Rp># p[&a&Ls$(0, +) &,&0+&a~ &Ls$(0, +)R+p&1:1& p; p &,& p0
+#b &,&0 Rs&1+b |+(0) | 1&(_+1)s R_+1], (54)
where : and ; are defined by (1). Then (40) and (41) have solutions.
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Proof. As before, we define the mapping M by
M=i b P b f
and find that
M: Ls(0, +)  Ls(0, +)
is a completely continuous mapping.
We shall prove that
degLS(id&M, BR(0), 0)=1, (55)
for R satisfying (54) and degLS is the LeraySchauder degree. Thus we
consider the family of mappings id&*M, * # [0, 1] and we show that
u{*M(u), * # [0, 1], &u&L s(0, +)=R. (56)
This clearly holds for *=0, and for *>0, we obtain
L \u*+ , v&
u
* f (u), v&
u
* , \v # K.
Fixing v=, # K, with , satisfying (54), one has
L \u*+ ,
u
*L \
u
*+ , ,+ f (u),
u
*+( f (u), ,) .
On the other hand
L \u*+ ,
u
*
:
* p
&u& p0
and
L \u* , , =|0 A \x, { \
u
*++ {, dx; |0 }{ \
u
*+}
p&1
|{,| d+
; &u& p&1 &,&0 .
Using these expressions, our hypotheses, Young’s inequality and a lengthy
calculation we obtain that (56) holds and hence (55). We only sketch some
estimates and computations. We first have
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|
0
F(u) \,&u*+ d+=|0 F(u) , d+&
1
* |0 G(x, u) u d+&
1
* |0 H(x, u) u d+
|
0
F(u) , d+&
1
* |0 H(x, u) u d+ (cf. (50))
|
0
a |,| d++b |
0
|u| s&1 |,| d++
1
* |0 a~ |u| d+
+
b
* |0 |u|
_+1 d+
# &a&Ls$(0, +) &,&0+#b &u& s&1Ls(0, +) &,&0
+
1
*
&a~ &L s$(0, +) &u&L s(0, +)
+
b
*
|+(0)| 1&(_+1)s &u&_+1L s(0, +) .
It follows that
:
* p
&u& p0 ; &u&
p&1
0 &,&0+# &a&Ls$(0, +) &,&0+#b &u&
s&1
Ls(0, +) &,&0
+
1
*
&a~ &Ls$(0, +) &u&L s(0, +)+
b
*
|+(0)| 1&(_+1)s &u&_+1Ls(0, +) .
On the other hand, Young’s inequality gives
; &u& p&10 &,&0
1
p
* p( p&1):1&p; p &,& p0 +\p&1p +
:
* p
&u& p0 .
Since p1 and 0<*1, we find
1
p
:
* p
&u& p0 
1
p
* p( p&1):1&p; p &,& p0 +# &a&Ls$(0, +) &,&0+#b &u&
s&1
Ls(0, +) &,&0
+
1
*
&a~ &L s$(0, +) &u&L s(0, +)+
b
*
|+(0)| 1&(_+1)s &u&_+1L s(0, +) ,
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and
:
p
&u& pL s(0, +)#
p { 1p * p( p&1):1&p; p &,& p0 +# &a&L s$(0, +) &,&0
+#b &u&s&1Ls(0, +) &,&0+&a~ &L s$(0, +) &u&L s(0, +)
+b |+(0)|1&(_+1)s &u&_+1L s(0, +)= .
Hence &u&Ls(0, +){R, proving (56). Now, it follows from (55), that there
exists u # BR(0) such that u=Mu, i.e. u is a solution of (40). That (41) has
a solution is proved similarly.
Remark 1. (a) If 0 # K, then by choosing ,=0 in (54), the following
simpler condition replaces (54):
:
p
Rp&1># p[&a~ &L s$(0, +)+b |+(0)| 1&(_+1)s R_]. (57)
(b) If _<p&1 and 0 # K, or s<p+1, then (54) is satisfied for all
R>0, sufficiently large.
If _>p&1 and 0 # K, then (57) holds if &a~ &L s$(0, +) , and R>0 is chosen
small enough. In the case 0  K, then (54) is satisfied if s>p+1, &a&Ls$(0, +)
and &a~ &L s$(0, +) are small, and R>0 is chosen sufficiently small.
6.2. Existence of Nonnegative Solutions
In this section, we shall be concerned with the existence of nonnegative
solutions of variational inequalities and, in particular, nonnegative solutions
of equations. In [34] and [35], the author considered the existence of non-
negative solutions of variational inequalities containing the Laplacian; the
following result is motivated by these considerations and those in [12]. To
simplify some calculations and notation, we shall assume in the sequel that
0 # K. The assumptions imposed on f (u) will be the following. Let f (u) be
given by (47) with F(x, u) satisfying
G (x, u)F(x, u)G(x, u), (58)
for a.e. x # 0, all u # R+. Here G is a Carathe odory function with growth
condition
G(x, u)a(x)+b |u| s&1, x # 0, u0, (59)
with a # Ls$(0, +), b>0,
G(x, 0)=0, a.e. x # 0, (60)
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and
G is nondecreasing for all u0. (61)
Moreover, G is of the form
G (x, u)=H(x)+ :
m
j=1
cju pj, (62)
where 0pjs&1 and H # Ls$(0, +). We denote by
H 1, p+ (0, +)=[u # H
1, p
0 (0, +): u0 a.e. on 0]
the cone of all nonnegative functions of H 1, p0 (0, +).
We thus obtain the following result for positive solutions of (40).
Theorem 4. Assume that (58)(62) are satisfied, that
H 1, p+ (0, +)/rcK, (63)
where rcK is the recession cone of K, i.e. K=t>0 tK, and there exists R>0
such that
Rp&1>
# p
: { :
m
j=1
cj[+(0)]1&(pj+1)s R pj+&H&L s$(0, +)= . (64)
Then (40) has a nonnegative solution, i.e., a solution in K & H 1, p+ (0, +).
Proof. Let I and P be as above. We first extend G( } , u) to R by defining
G(x, u)=&G(x, &u) for u0.
Then G is still a Carathe odory function and (59) becomes
G(x, u)a(x)+b |u| s&1, x # 0, u # R. (65)
We prove that for each w # Ls$(0, +), there exists a unique solution u in
Ls(0, +) of the following equation
u=IP[&G( } , u)+w]. (66)
Using the definition of P, this equation can be written in the equivalent
variational inequality form:
{(L(u), v&u)|0 [&G( } , u)+w](v&u) d+, \v # K (67)u # K.
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or
{(L1(u), v&u) |0 w(v&u) d+, \v # K (68)u # K,
with L1 defined by
(L1(u), v)=(L(u), v)+|
0
G( } , u) v d+.
(60), (61), and the extension of G, imply that G(x, u) is nondecreasing with
respect to u # R. Hence the operator S(u) defined by the second integral,
(S(u), v)=|
0
G( } , u) v d+,
is monotone on H 1, p0 (0, +). Moreover, since G( } , u) is of the same sign
as u, S is nonnegative. It follows from (65) that u [ G( } , u) is a continuous,
bounded mapping from H 1, p0 (0, +)/L
s(0, +) to Ls$(0, +)/[H 1, p0 (0, +)]*
and therefore that S is continuous and bounded.
It follows that L1 is a continuous, bounded, strictly monotone mapping
from H 1, p0 (0, +) into [H
1, p
0 (0, +)]*. On the other hand, since L is coercive
and S is monotone, L1 is also coercive. By classical existence and uniqueness
results for variational inequalities, it follows that (68) (and thus (67), (66))
has a unique solution u=uw . Define M from Ls$(0, +) to Ls(0, +) by
M(w)=uw .
We check that M is continuous and compact. Let [wn] be a sequence in
Ls$(0, +) and let un=M(wn), i.e.,
un=IP[&G( } , un)+wn]. (69)
If [wn] is bounded in Ls$(0, +) (then in [H 1, p0 (0, +)]*), then [un] is
bounded in H 1, p0 (0, +) by the coercivity of L1 . From Proposition 2 it
follows that [un] is relatively compact in Ls(0, +). To prove the continuity
of M, we let wn  w in Ls$(0, +). Since [wn] is bounded, [un] is relatively
compact and we can choose a subsequence [u’]/[un] such that
u’  u in Ls(0, +).
It follows that
&G( } , u’)+w’  &G( } , u)+w in Ls$(0, +).
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Letting n=’ in (69), and then ’  , one obtains
u=IP[&G( } , u)+w],
i.e. u=M(w). Since this holds for all convergent subsequences [u’] of
[un], un  u=M(w), proving the continuity of M.
We next write the equation u=IP[ f (u)] in the form
u=IP[&G( } , u)+f (u)+G( } , u)]
=IP[&G( } , u)+[G( } , u)&F( } , u)]],
or, using the definition of M,
u=M[G( } , u)&F( } , u)] :=N(u). (70)
We show that (70) has a solution in the positive cone of Ls(0, +):
Ls+(0, +)=[u # L
s(0, +): u0 a.e. in 0].
To do this we first verify that
N[Ls+(0, +)]/L
s
+(0, +).
Let w # Ls+(0, +) and u=N(w)=M[Q(w)], with
Q(w)=G( } , w)&F( } , w)0 a.e. on 0, (71)
as follows from (58) and the fact that w(x)0 for a.e. x # 0. The proof that
u0 a.e. on 0 is based on maximum principle arguments, applied to the
nonlinear degenerate operator L (cf. [19]). By the definition of M, one has
u=IP[&G( } , u)+Q(w)],
or in the variational inequality form (67),
{(L(u), v&u)+|0 G( } , u)(v&u) d+|0 Q(w)(v&u) d+, \v # Ku # K.
Let , # H 1, p0 (0, +), with ,0 on 0. Since &, # rcK (63) implies that
v=u&, # K. Substituting v=u&, in the above inequality, one obtains
(L(u), ,)+|
0
G( } , u), d+|
0
Q(w), d+0, (72)
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(viz. (71)). For ,=u&=min[u, 0] we know by Lemmas 1.19 and 1.20 of
[19] that u& # H1, p(0, +), and
{u&(x)={{u(x)0
if u(x)0
if u(x)>0.
(73)
On the other hand, one has
G(x, u(x)) u&(x)={0G(x, u(x)) u(x)
if u(x)0
if u(x)0
0 for a.e. x.
Hence 0 G( } , u) u& d+0 and it follows from (72) that
0(L(u), u&)=|
0
A(x, {u) {(u&) dx
=|
[x # 0: u(x)0]
A(x, {u) {u dx
: |
[x # 0: u(x)0]
|{u| p d+.
Consequently, {u={u&=0 a.e. on the set [x # 0: u(x)0] and it follows
from (73), that {u&=0 a.e. on 0. Since u& # H 1, p0 (0, +), one obtains that
u&=0 (Lemma 1.17, [19]) and therefore u0 a.e. on 0, proving that
u # Ls+(0, +) and that L
s
+(0, +) is invariant under N.
In what follows, we consider the restriction of N to Ls+(0, +). For
simplicity, we still use N to denote this restriction. Since G&F is a conti-
nuous, bounded operator from Ls(0, +) to Ls$(0, +) and M is compact
from Ls$(0, +) to Ls(0, +), we see that N is compact from Ls(0, +) into
itself and from Ls+(0, +) into itself. Therefore, the fixed point index of N
with respect to Ls+(0, +), ind(N, Br(0) & L
s
+(0, +)), is well defined,
provided
x&N(x){0, \x # Br(0) & Ls+(0, +).
To show that
ind(N, Br(0) & Ls+(0, +))=1, (74)
with R given in (64), we consider the family
[x&*N(x): * # [0, 1]]
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of compact perturbations of the identity and prove that
x&*N(x){0, \x # Br(0) & Ls+(0, +), \* # [0, 1]. (75)
This clearly holds for *=0. Assume 0<*1 and u # Ls+(0, +) satisfy
u=*N(u), then u*=M[G( } , u)&F( } , u)], or equivalently,
u
*
=IP _&G \ } , u*++G( } , u)&F( } , u)& ,
which in variational inequality form reads as:
{L \
u
*+ , v&
u
*|0 _&G \ } ,
u
*++G( } , u)&F( } , u)&\v&
u
*+ d+, \v # K
u # K.
Choosing v=0 # K in this inequality, one gets
L \u*+ ,
u
*
1
* |0 _G( } , u)&G \ } ,
u
*+& u d+&
u
* |0 F( } , u)u d+ (76)
and it follows, as in the above proofs, that
L \u*+ ,
u
*: "
u
*"
p
0
=:*&p &u& p0 .
On the other hand, since u # Ls+(0, +) and G( } , u) is increasing for u0,
we find
G( } , u)&G \ } , u*+0,
and then
|
0 _G( } , u)&G \ } ,
u
*+& u d+0.
It follows from (76) that
:*&p &u& p0 &
1
* |0 F( } , u)u d+.
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Therefore,
&u& p0 &
* p&1
: |0 F( } , u)u d+
&
* p&1
: |0 G ( } , u)u d+
=&
* p&1
: |0 \Hu+ :
m
j=1
cju pj+1+ d+
&
* p&1
: \ :
m
j=1
cj |
0
u pj+1 d++|
0
|H | u d++
&
* p&1
: { :
m
j=1
cj &u&
pj+1
L s(0, +) [+(0)]
1&( pj+1)s+&H&Ls$(0, +) &u&L s(0, +)=
&
1
: { :
m
j=1
cj &u&
pj
Ls(0, +) [+(0)]
1&( pj+1)s+&H&L s$(0, +)= &u&L s(0, +) ,
(since *1). On the other hand, (53) implies that
&u& p0 
1
# p
&u& pL s(0, +) .
Thus
&u& p&1L s(0, +)
# p
: { :
m
j=1
cj[+(0)]1&( pj+1)s &u& pjL s(0, +)+&H&L s$(0, +)=
and from (64) we conclude that &u&L s(0, +){R. Therefore,
x&N(x){0, \x # Ls+(0, +), &u&Ls(0, +)=R.
Using the homotopy invariance property of the fixed point index we obtain
ind(N, BR(0) & Ls+(0, +))=ind(0, BR(0) & L
s
+(0, +))
=1 (since 0 # BR(0) & Ls+(0, +)).
It follows that N has a fixed point in BR(0) & Ls+(0, +), i.e., (40) has a
nonnegative solution.
Remark 2. (a) Condition (63) is satisfied if K=H 1, p0 (0, +), i.e. (40) is
an equation. It also holds in the case K is defined by an obstacle as in (20):
K=[u # H1, p(0, +): u&% # H 1, p0 (0, +), and u a.e. on 0].
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(b) If all of the pj are less than p&1, then (64) is satisfied provided
we choose R sufficiently large.
If pj>p&1 for all j, and &H&L s$(0, +) is small enough, then (64) holds if
we choose R>0 sufficiently small.
7. ON EXTREMAL SOLUTIONS
In this section we shall consider another topic which has enjoyed considerable
success in the existence theory of boundary value problems for semilinear
elliptic equations and initial boundary value problems for semilinear parabolic
equations, namely we shall consider results which yield the existence of
solutions of equations of the type considered above once the existence of an
ordered pair of weak sub- and supersolutions is known. In this case we also
prove the existence of extremal solutions of the problem thus extending
some of the classical sub- and supersolution existence results (see e.g.
[33]). In the case of inequalities, e.g. obstacle problems as considered
earlier, the concept of subsolution does not make sense, yet supersolutions
may be defined. In such cases we also may consider extremal solutions
which will be minimal among a certain class of solutions.
The considerations we use are based on similar considerations used in
[10, 11, 14, and 20].
7.1. Sub- and Supersolutions
We shall assume the conditions in Proposition 1 and Section 3. We still
assume here that F satisfies the Carathe odory condition; however, the growth
condition (43) will be replaced by a less restrictive one. As in Sections 5
and 6, we shall assume without loss of generality that the boundary data
%=0. As above, we say that u # H 1, p0 (0, +) is a solution of (41) if
{
F( } , u) # L p$(0, +)
(77)
(L(u), v) =|
0
F( } , u) v d+, \v # H 1, p0 (0, +).
(For brevity’s sake we shall restrict ourselves to the case of equations and
simply remark, as pointed out above, that results involving and concerning
supersolutions may be discussed in a similar, but separate manner.) For the
definition of sub- and supersolutions of (41), we need a definition for
functions in weighted spaces with positive (or negative) traces on 0. We
note that H1, p(0, +) and H 1, p0 (0, +) have lattice structures, i.e. if u, v #
H1, p(0, +) (or H 1, p0 (0, +)) then so are u
+, u&, max[u, v], and min[u, v]
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(cf. Chapter 1, [19]). Using this, we have the following definition of functions
in weighted spaces with positive (or negative) traces on 0.
Definition 1. Let u # H 1, p(0, +). We say that u0 (resp. u0) on 0
if u+ (resp. u&) is in H 1, p0 (0, +).
This definition is a natural extension of the usual definition in regular
Sobolev spaces, without using traces. A simple but useful property is the
following:
Lemma 7. If u0 (resp. 0) on 0 and v # H 1, p0 (0, +) then u+v0
(resp. 0) on 0.
Proof. Assume u0 on 0, i.e. u+ # H 1, p0 (0, +). We have u
++|v| #
H 1, p0 (0, +) since |v| # H
1, p
0 (0, +). Moreover,
0(u+v)+u++|v| a.e. in 0.
Then (u+v)+ # H 1, p0 (0, +) by Lemma 1.25, [19], implying u+v0 on 0.
We make the following definition of super- and subsolutions of (41).
Definition 2. A function u # H1, p(0, +) is called a supersolution of
(41) if u is of the form
u =min[u 1 , u 2 , ..., u m],
where u 1 , u 2 , ..., u m # H1, p(0, +) and each u j , 1 jm satisfies the
following condition:
(Hsuper) {
v F( } , u j) # Lp$(0, +)
v u j0 on 0
v (L(u j), ,)|
0
F( } , u j), d+, \, # H 1, p0 (0, +) & L
p
+(0, +).
Subsolutions are defined in the same way as maxima of a finite number
of functions in H1, p(0, +) satisfying the condition (Hsub) obtained by
reversing the inequalities in (Hsuper). It is clear that if u is a solution of (41),
then u satisfies both (Hsub) and (Hsuper). Hence u is both a sub- and
supersolution of (41). It is immediate from the definition that the minimum
(respectively maximum) of a finite number of supersolutions (respectively
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subsolutions) is also a supersolution (respectively subsolution). We consider
on L p(0, +) the usual (partial) ordering: For u, v # L p(0, +),
uv  u(x)v(x) a.e. in 0
 v&u # L p+(0, +).
Throughout this section, we always assume that (41) has a subsolution
u

=max[u
 1
, ..., u
 k
] and a supersolution u =min[u 1 , ..., u m] such that u
u .
We denote by u0=min[u 1
, ..., u
 k
] and u0=max[u 1 , ..., u m]. Both u0 , u0
are in H1, p(0, +) and u0u
u u0.
The growth condition (43) can now be relaxed as
|F(x, u)|a(x)+b |u| p&1, for a.e. x # 0, all u # [u0(x), u0(x)],
(78)
with a # L p$(0, +), b0.
Under those conditions, we shall establish the following main theorem of
this section:
Theorem 8. (41) has a maximal solution u* and a minimal solution u
*in the order interval [u

, u ], i.e., u

u
*
u*u and if u is any solution of
(41) such that u

uu , then u
*
uu*.
The proof of this result is based on a number of lemmas.
Lemma 9. There exists a solution u of (41) such that u

uu .
Proof. We use a construction motivated by the constructions used in
[10, 14, and 20]. To proceed, we need some auxiliary mappings and results.
We define the mapping b: 0_R  R by
[t&u (x)] p&1 if t>u (x)
b(x, t)={0 if u (x)tu (x) (79)&[u

(x)&t] p&1 if t<u

(x),
for x # 0, t # R. It is clear that b is a Carathe odory function. Moreover,
|b(x, t)|(|t|+|u (x)|+|u

(x)| ) p&1
c[[|u0(x)|+|u0(x)|] p&1+|t| p&1]
=a1(x)+c |t| p&1, (80)
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with a1(x) # L p$(0, +), and c>0 a constant. This shows that u [ b( } , u) is
a continuous mapping from L p(0, +) to L p$(0, +)/([H1, p(0, +)]*) and
satisfies
|
0
b( } , u)u d+=|
[x: u(x)>u (x)]
(u&u ) p&1 u d+
&|
[x: u(x)<u

(x)]
(u

&u) p&1 u d+
|
[x: u(x)>u (x)]
(c1 |u| p&c2 |u | p&1 |u| ) d+
+|
[x: u(x)<u

(x)]
(c3 |u| p&c4 |u
| p&1 |u| ) d+
c5 |
0
|u| p d+&c6 |
0
( |u | p&1+|u

| p&1) |u| d+&c7
c8 &u& pLp (0, +)&c9 . (81)
Let 1ik, 1 jm, and define, for each u # H1, p(0, +),
u
 i
(x) if u(x)<u
 i
(x)
Tij(u)(x)={u(x) if u i (x)u(x)u j (x)u j (x) if u(x)>u j (x),
and
u

(x) if u(x)<u

(x)
T(u)(x)={u(x) if u (x)u(x)u (x)u (x) if u(x)>u (x),
for a.e. x # 0. Then Tij , T are bounded, continuous mappings from H1, p(0, +)
(respectively L p(0, +)) into itself.
In fact, it is easy to see that
T(u)=max[u, u

]+min[u, u ]&u,
(82)
Tij (u)=max[u, u i
]+min[u, u j]&u,
which immediately implies the claimed property (cf. Lemma 1.22, [19]).
(We also note that in the nonweighted case w=1, (82) gives a simple proof
for the lemma in [14].)
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Now, since u0wu0, the growth condition (78) and the above
continuity and boundedness properties imply that the mappings
u [ F( } , Tij (u)), F( } , T(u)),
are bounded and continuous from L p(0, +) to L p$(0, +). We next consider
the following equation:
{(L(u)+dB(u)&C(u), ,)=0, \, # H
1, p
0 (0, +)
u # H 1, p0 (0, +).
(83)
Here d>0 is a constant to be chosen later,
(B(u), ,) =|
0
b(x, u), d+, (84)
and
(C(u), ,)
=|
0 _F( } , T(u))+ :1ik, 1 jm |F( } , Tij (u))&F( } , T(u))|& , d+, (85)
(u, , # H 1, p0 (0, +)). Since the mappings u [ b( } , u) and u [ F( } , Tij (u)),
F( } , T(u)) are bounded and continuous from L p(0, +) to L p$(0, +),
using the compact imbedding H 1, p0 (0, +)/L
p(0, +) (Proposition 1) and
the continuous imbedding L p$(0, +)/[H 1, p0 (0, +)]*, we immediately
conclude that dB&C is a bounded completely continuous mapping from
H 1, p0 (0, +) to [H
1, p
0 (0, +)]*.
Since L is strongly monotone and bounded, it follows that L+dB&C is
pseudo-monotone and bounded (cf. [37]). Also it follows from (78) and
(82) that
|F(x, Tij (u)(x))|a(x)+b( |u(x)|+|u i
(x)|+|u j (x)| ) p&1
a(x)+Cb( |u(x)|+|u0(x)|+|u0(x)| ) p&1
a(x)+b1[ |u(x)| p&1+(|u0(x)|+|u0(x)| ) p&1]
=a2(x)+b1 |u(x)| p&1,
where a2=a+b1( |u0 |+|u0 | ) p&1 # L p$(0, +) and b1>0, with a similar
estimate for |F(x, T(u)(x))|. Hence, using Ho lder’s and Young’s inequalities,
we obtain
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|(C(u), u) ||
0
[(mk+1) |F(x, T(u)(x))|+:
i, j
|F(x, Tij (u)(x))| |u(x)| d+
(2mk+1) |
0
[a1(x)+b1 |u(x)| p&1] |u(x)| d+
c10 &u& pLp(0, +)+c11 . (86)
Combined with (81) and (25), this yields
(L(u)+dB(u)&C(u), u)
: &u& p0 +dc8 &u&
p
L p(0, +)&dc9&c10 &u&
p
L p(0, +)&dc11
=: &u& p0 +(dc8&c10) &u& pLp(0, +)&c12 .
Choosing dc10 c8 , we obtain
lim
&u&0  
(L(u)+dB(u)&C(u), u)
&u&0
 lim
&u&0  
: &u& p0 &c12
&u&0
=,
i.e. L+dB&C is coercive on H 1, p0 (0, +). The existence of solutions of (83)
now follows from the classical existence theorems of MintyBrowder type
(cf. [21] or [25]).
In the next step, we show that any solution u of (83) must satisfy
u
 q
uu r , \q # [1, ..., k], r # [1, ..., m].
From this, it follows that u

=max[u
 q
: 1qk]umin[u r : 1rm].
Let us prove the first inequality; the proof of the second follows in a similar
manner. As u
 q
satisfies (Hsub), we have u q
0 on 0, F( } , u
 q
) # L p$(0, +)
and
(L(u
 q
), ,)|
0
F( } , u
 q
), d+, \, # H1, p(0, +) & Lp+(0, +). (87)
Subtracting (83) from (87), it follows that for all , # H1, p(0, +) & Lp+(0, +),
(L(u
 q
), ,)&(L(u), ,)|
0 _F( } , u q)&F( } , T(u))
&:
i, j
|F( } , Tij (u))&F( } , T(u))|& , d+
+d |
0
b( } , u), d+. (88)
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Using Lemma 7, we see that u
 q
&u0 on 0, i.e. (u
 q
&u)+ # H 1, p0 (0, +) &
Lp+(0, +) and hence we may choose ,=(u q
&u)+ in (88). Since
(L(u
 q
)&L(u), (u
 q
&u)+) =|
0
[A(x, {u
 q
)&A(x, {u)] {[(u
 q
&u)+] dx,
(89)
and
{[(u
 q
&u)+]={{(u q&u)0
if u
 q
&u>0
if u
 q
&u0,
(for u
 q
, u # H1, p(0, +), see Lemma 1.19, [19]), the right hand side of (89)
equals
=|
[x: u
 q
(x)>u(x)]
[A(x, {u
 q
)&A(x, {u)] {[(u
 q
&u)] dx
(90)
0.
On the other hand,
|
0 _F( } , u q)&F( } , T(u))&:i, j |F( } , Tij (u))&F( } , T(u))|& (u q&u)
+ d+
=|
[x: u
 q
(x)>u(x)] _F( } , u q)&F( } , T(u))
&:
i, j
|F( } , Tij (u))&F( } , T(u))|& (u q&u) d+0. (91)
In fact, for u
 q
(x)>u(x), we have u

(x)u(x), and
Tqj (u)(x)=u q
(x), T(u)(x)=u

(x),
hence
F(x, u
 q
)&F(x, T(u))&:
i, j
|F(x, Tij (u))&F(x, T(u))|
F(x, u
 q
)&F(x, T(u))&|F(x, Tqj (u))&F(x, T(u))|
=F(x, u
 q
)&F(x, u

)&|F(x, u
 q
)&F(x, u

) |0,
and thus the integrand of the last integral in (91) is nonpositive.
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Using (88), (90), and (91), we obtain, by noting that u
 q
u

,
0|
0
b( } , u)(u
 q
&u)+ d+=|
[x: u
 q
(x)>u(x)]
b( } , u)(u
 q
&u) d+
=|
[x: u
 q
(x)>u(x)]
&(u

&u) p&1 (u
 q
&u) d+0,
from which follows
0=|
[x: u
 q
(x)>u(x)]
(u

&u) p&1 (u
 q
&u) d+
|
[x: u
 q
(x)>u(x)]
(u
 q
&u) p d+ (since u

u
 q
>u)
=|
0
[(u
 q
&u)+] p d+.
This implies (u
 q
&u)+=0 a.e. in 0, i.e. uu
 q
a.e. in 0, or uu
 q
. Similarly,
one can show that uu r , 1rm and then u
uu . By the definition of
b and these inequalities, we have (since u

uu ),
b(x, u(x))=0 a.e. in 0,
i.e., B(u)=0 and also
Tij (u)=T(u)=u, \i, j.
Using the growth condition (78), we find that F( } , u) # L p$(0, +). Thus it
follows from (85) that (C(u), ,) =0 F( } , u), d+ and (83) becomes
{(L(u), ,)&|0 F( } , u), d+=0, \, # H
1, p
0 (0, +)
u # H 1, p0 (0, +),
i.e., u is a solution of (41).
We define S as the set of all solutions of (41) between u

and u :
S=[u # H 1, p0 (0, +): u is a solution of (41) such that u
uu ].
Then S is not empty by Lemma 9 and Theorem 8 asserts that S (with
the ordering ) has a greatest and a least element. The proof of this
assertion is based on Zorn’s lemma and a continuity argument.
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Proof of Theorem 8. To apply Zorn’s lemma, we prove that each chain
in S has an upper bound in S. In fact, let C be a nonempty chain in S. Let
w0 # C and consider
C0=[u # C: uw0],
then C0/C and w0 # C0 , moreover, since C is a chain, any upper bound
of C0 is also an upper bound of C. Thus we only need to find an upper
bound for C0 . Also, by considering C0&w0 instead of C0 , we can assume
without loss of generality that C0/Lp+(0, +). Since for all u # S,
&u&Lp(0, +)c(&u
&L p(0, +)+&u &Lp(0, +)),
the set [&u&L p(0, +) : u # C0] is bounded. Let
$=sup[&u&L p(0, +) : u # C0](<).
If there exists u # C0 such that &u&Lp(0, +)=$, then u is an upper bound for
C0 in S. In fact, u # S and for any v # C0 , we either have vu or vu. In
the second case,
$=&u& pL p(0, +)=|
0
u p d+|
0
v p d+$. (92)
Hence 0 u p d+=0 v p d+. Since vu a.e. in 0, this holds only when u=v
a.e. in 0, i.e. u=v.
Therefore uv, \v # C0 and u is an upper bound of C0 (and then of C ).
Assuming that &u&L p(0, +)<$, \u # C0 , by the definition of $, there exists
u1 # C0 such that
$>&u1&Lp(0, +)>$&1.
Using again the definition of $, there exists u2 # C0 such that
$>&u2&L p(0, +)>max[&u1&L p(0, +) , $& 12].
Inductively, we can choose, for each n # N, an element un # C0 such that
$>&un&L p(0, +)>max {&un&1&Lp(0, +) , $&1n= . (93)
It follows that unun&1 , for otherwise unun&1 (C0 is a chain), and hence
&un&1& pL p(0, +)=|
0
u pn&1 d+|
0
u pn d+=&un&
p
L p(0, +) ,
contradicting the choice of un in (93).
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Hence [un] is increasing in Lp+(0, +). Let u=supn un , then un  u a.e. in
0 and by the Monotone Convergence Theorem,
|
0
u pn d+  |
0
u p d+.
Using (93), it follows that
|
0
u p d+=lim |
0
u pn d+=$
p.
Hence u # L p(0, +), &un&L p(0, +)=$. Also, since
0|un&u| p=(u&un) pu p,
we can use the Dominated Convergence Theorem to conclude that
|
0
|un&u| p d+  0,
i.e.,
un  u in L p(0, +). (94)
We now check that u is an upper bound of C0 . Let v # C0 . If vun for
some n, then vu. Assuming that u3 un , \n, then, as C0 is a chain, unv,
\n. As in the above arguments,
&un& pL p(0, +)=|
0
u pn d+|
0
v p d+=&v& pL p(0, +) .
Letting n  , one has $&v&L p(0, +) , contradicting our above assumption
about $. Consequently, u is an upper bound for C0 .
We now prove that u # S, i.e. u is a solution of (41) between u

and u .
Since u

unu , \n, clearly u
u=lim unu . As noted in Section 5, u is a
solution of (41) if and only if u satisfies the fixed point equation (44):
u=iPf (u)=M(u),
where M=iPf : L p(0, +)  L p(0, +) is continuous due to the continuity of
f, the hemi-continuity of P, and the compactness of i. We note here that
because of the growth condition (78), f is continuous on the interval [u

, u ]
in L p(0, +). Since we are working only in this interval here, the continuity
of M on [u

, u ] is enough for our purpose. Now, for each n # N,
un=M(un), un # [u
, u ].
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Letting n   in this equation and using (94), we immediately have
u=M(u), which means that u is a solution of (41). In other words, u # S.
We have proved that each chain in S has an upper bound in S. Using
Zorn’s lemma, we obtain a maximal element u* of S with respect to the
partial order . u* is the largest element of S, for if we assume v # S and
v3 u*, then since both v and u* are solutions, max[v, u*] is a subsolution
of (41). Using Lemma 9, we get a solution w such that
(u

)max[v, u*]wu .
Thus w # S and wu*. By the maximality of u*, w=u*, i.e. vu*. This
contradiction proves that u* is the greatest element of S, i.e. a maximal
solution of (41).
The existence of the least element u
*
of S, i.e. the minimal solution of (41),
is established in the same way.
7.2. An Application: Existence of Nontrivial Solutions
We consider the following equation depending on a parameter *>0:
{(L(u), v) =*( f (u), v) , \v # H
1, p
0 (0, +)
u # H 1, p0 (0, +).
(95)
Here (L(u), v) =0 A(x, {u) {v dx, ( f (u), v)=0 F(x, u)v d+, are as in
previous sections. We consider various conditions on A and F such that
(95) have (nontrivial) positive solutions, by using the above result on sub-
and supersolutions.
(a) We first consider the case F satisfies the following condition:
There exists a positive constant a such that
v F(x, a)0,
{ v F(x, 0)0, a.e x # 0 (96)v F satisfies (78) for a.e. x # 0, u # [0, a].
We note that if in (96), F(x, 0){0, then f (0){0 and 0 is not a solution
of (95). The following result is a direct consequence of Theorem 8.
Corollary 10. If (96) holds, then for all *>0, (95) has a positive
solution u*a.
Proof. We compute (L(a), ,) =0* 0 F( } , a), d+, \, # H
1, p
0 (0, +) &
Lp+(0, +), and a>0 on 0. Hence a is a supersolution of (95). Similarly,
0 is subsolution. Our conclusion follows from Theorem 8.
210 LE AND SCHMITT
File: DISTL2 338442 . By:CV . Date:03:03:98 . Time:15:43 LOP8M. V8.B. Page 01:01
Codes: 2204 Signs: 1076 . Length: 45 pic 0 pts, 190 mm
(b) We next assume that F(x, 0)=0=F(x, a), x # 0. In this case, 0
is a solution of (95) and we are looking for nontrivial positive solutions.
We first assume that A has variational structure, i.e. there exists a
Carathe odory function
F: 0_RN  R
such that (cf. Chapter 5, [19]):
F(x, } ) strictly convex and differentiable in RN, (97)
(then continuously differentiable in RN ) for a.e. x # 0. For some #, $>0,
fixed,
{ v #w(x) |!|
pF(x, !)$w(x) |!| p
v F(x, t!)=|t| p F(x, !),
(98)
for a.e. x # 0, all ! # RN, t # R, moreover,
A(x, !)={!F(x, !), a.e. x # 0, all ! # RN. (99)
Then it is easy to check that A satisfies the assumptions in Section 3.
Moreover, A is homogeneous, i.e.,
A(x, t!)=|t| p&2 tA(x, !), x # 0, ! # RN,
and L is the (Fre chet) derivative of IF (u)=0 F(x, {u(x)) dx:
(I$F (u), v) =(L(u), v) , \u, v # H1, p(0, +). (100)
We shall assume that for some fixed constant a>0,
{ v F(x, 0)=F(x, a)=0, a.e. x # 0v F satisfies (78) for a.e. x # 0, u # [0, a]. (101)
We also assume F is ‘‘differentiable’’ at 0 (of order p&1) and the
derivative is |u| p&2u, in the sense that
F(x, u)=|u| p&2 u+ g(x, u), (102)
for x # 0, u # R, and
g(x, u)
u p&1
 0 as u  0+, (103)
211BOUNDARY VALUE PROBLEMS
File: DISTL2 338443 . By:CV . Date:03:03:98 . Time:15:43 LOP8M. V8.B. Page 01:01
Codes: 2762 Signs: 1347 . Length: 45 pic 0 pts, 190 mm
uniformly for x # 0. We shall prove that (95) has a solution for each *
greater than the first eigenvalue *0 of the problem:
{(L(u), v)=* |0 |u|
p&2 uv d+, \v # H 1, p0 (0, +) (104)
u # H 1, p0 (0, +).
Now, the first eigenvalue *0 of (0s28) may be defined as
*0=min {
p |
0
F (x, {u) dx
|
0
|u| p d+
: u # H 1, p0 (0, +)>[0]=
=min { p |0 F (x, {u) dx: u # H 1, p0 (0, +), p&1 |0 |u| p d+=1= . (105)
We consider the minimization problem of IF on the surface S=[u #
H 1, p0 (0, +), p
&1 0 |u| p d+=1].
It follows from (98) that IF (u)c &u& p0 , and hence IF is coercive on S.
By the compactness of the imbedding H 1, p0 (0, +)/L
p(0, +), we see that
S is weakly closed. Hence the problem
IF (u)=min
v # S
IF (v) (106)
has a solution u0 . Since u0{0, IF (u0)=*0>0. Solutions u of (106) are
eigenfunctions of (104) corresponding to *=*0 as follows directly from
Liusternik’s theorem, (100), and the fact that
 ddu \
1
p |0 |u|
p d++ , v=|0 |u| p&2 uv d+, \u, v # H 1, p0 (0, +).
If A(x, !)=w(x) |!| p&2 ! (A is the weighted p-Laplacian), then F(x, !)=
p&1w(x) |!| p satisfies all above conditions. Moreover, since F(x, !) depends
only on x and |!|, and since
|{(u)|=|{( |u| )|, \u # H1, p(0, +),
we see that if u satisfies (106) then so does |u|. In this case, (106) has non-
negative eigenfunctions corresponding to *0 . To check that *0 is the first
eigenvalue, assume * and u satisfy (104). Letting v=u in (104), one has
|
0
F (x, u) dx=
1
p |0 A(x, {u) {u dx=
1
p
(L(u), u) =
*
p |0 |u|
p d+.
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Hence, by (105)
*=
p |
0
F (x, u) dx
|
0
|u| p d+
*0 ,
i.e., *0 is the smallest eigenvalue of (104).
In the sequel, we assume that to *0 there corresponds a nonnegative,
bounded eigenfunction ,0 , i.e. ,00 and
,0(x)c, a.e. x # 0, (107)
for some c>0. We have the following result:
Corollary 11. Under the above assumptions, (95) has a nontrivial
positive solution u*a for all *>*0 .
Proof. Let *>*0 . As in Corollary 10, we already have that a is a
supersolution of (95). We show that for =>0, sufficiently small, =,0 is a
subsolution. It follows from (107),
0=,0a,
for all =>0, small. Hence the first two conditions in (Hsub) are satisfied, in
view of (101). Thus we need to verify the third condition. Let , # H 1, p0 (0, +),
,0 in 0, then
(L(=,0), ,)&* |
0
F(x, =,0), d+
=|
0
A(x, =({,0)), dx&* |
0
[|=,0 | p&2 =,0+g(x, =,0)], d+
== p&1 |
0
A(x, {,0), dx&*= p&1 |
0 _ |,0 | p&2 ,0+
g(x, =,0)
= p&1 & , d+
=*0= p&1 |
0
|,0 | p&2 ,0, d+&*= p&1 |
0 _ |,0 | p&2 ,0+
g(x, =,0)
= p&1 & , d+
== p&1 |
0 _(*0&*) , p&10 &*
g(x, =,0)
= p&1 & , d+
== p&1 |
[x: ,0(x)>0] _(*0&*)&*
g(x, =,0)
(=,0) p&1& , p&10 , d+. (108)
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It follows from (107) that =,0  0 uniformly on 0 and hence (103) implies
that
g(x, =,0)
(=,0) p&1
 0 uniformly on 0,
as =  0. Since *>*0 , we can choose =>0 sufficiently small such that
} g(x, =,0)(=,0) p&1 }
*&*0
2*
, for a.e. x # 0.
Consequently, for ,0,
|
[x: ,0(x)>0] _(*0&*)&*
g(x, =,0)
(=,0) p&1& , p&10 , d+
\*0&*2 + |[x: ,0(x)>0] ,
p&1
0 , d+0,
i.e., (108) implies
(L(=,0), ,)&* |
0
F(x, =,0) , d+0.
We have proved that for =>0 small, =,0 is a subsolution of (95) and
0=,0a. Theorem 8 implies the existence of a solution u of (95) such
that =,0ua. Since ,0{0, u is positive and nontrivial.
(c) We now consider the case where A is also a perturbation of a
homogeneous operator of the type in (b). We assume that
A(x, !)=A0(x, !)+h(x, !), x # 0, ! # RN, (109)
here
A0 satisfies (97)(99), and (110)
h is differentiable on 0_RN and for 1i, jN,
lim
u  0
1
w(x) |u| p&1
hi
xi
(x, u)=0
(111)
lim
u  0
1
w(x) |u| p&2
hi
!j
(x, u)=0,
uniformly for x # 0.
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Assume that F satisfies (101)(103) as in (b) and let *0 be the first eigen-
value of the problem
{|0 A0(x, {u) { v dx=* |0 |u|
p&2 uv d+, \v # H 1, p0 (0, +) (112)
u # H 1, p0 (0, +).
Then Corollary 11 also holds in this case, under the following further
assumption:
To *0 there corresponds an eigenfunction ,00, which is twice differen-
tiable on 0 and for some constants c1>0, it is true that
,0(x), } ,0xi } , }
2,0
xi xj }c1 . (113)
We also assume that for each 00//0, there exists c2=c2(0), such that
|{,0(x)|c2 ,0(x), a.e. x # 00 . (114)
Again it follows that =,0 is a subsolution of (95) for =>0, small. In fact,
for , # H 1, p0 (0, +), ,00, we may show, using (114), that
|
0
A(x, {(=,0)) {, dx&* |
0
F (x, =,0), d+
=|
0
A0(x, =({,0)) {, dx&* |
0
= p&1, p&10 , d+
+|
0
h(x, =({,0)) {, dx&* |
0
g(x, =,0), d+
== p&1*0 |
0
, p&10 , d+&=
p&1* |
0
, p&10 , d+
&|
0
div[h(x, ={,0)], dx&* |
0
g(x, =,0) , d+
== p&1 |
0
[(*0&*) , p&10 &
*g(x, =,0)
(=,0) p&1
, p&10
&
div[h(x, ={,0)]
w(x)(= |{,0 | ) p&1
|{,0 | p&1= , d+
= p&1 |
0 {(*0&*)&
*g(x, =,0)
(=,0) p&1
&c p&12
|div[h(x, ={,0)]|
w(x)(= |{,0 | ) p&1= , p&10 , d+.
(115)
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On the other hand, we see that
|div[h(x, ={,0)]|= } :
N
i=1

xi
[hi (x, ={,0(x))] } :
N
i=1 }
hi
xi
(x, ={,0(x)) }
+= :
N
i, j=1 }
hi
!j
(x, ={,0(x)) } } 
2,0
xi xj } .
Using (111) and (113), we can conclude from this estimate that
|div[h(x, ={,0)]|
w(x)(= |{,0 | ) p&1
 0,
uniformly on 0, as =  0. Hence for =>0, sufficiently small,
(*0&*)&
*g(x, =,0)
(=,0) p&1
&c p&12
|div[h(x, ={,0)]|
w(x)(= |{,0 | ) p&1

*0&*
2
<0
and the last integral in (115) is nonpositive. We have shown that
|
0
A(x, {(=,0)) {, dx&* |
0
F(x, =,0), d+0,
for all , # H 1, p0 (0, +) & L
p
+(0, +), i.e. =,0 is a subsolution of (95). We thus
again obtain the existence of a solution of (95) between =,0 and a.
Remark 3. (a) We can, in (102) and (104), replace the function |u| p&2 u
by derivatives of homogeneous functions as we did for A in (97)(99).
(b) If w1(1&s) # L1(0) with 1<s<pn, then
H 1, p0 (0, +)/H
1, ps(0)/C(0 ).
In this case, (107) is immediately satisfied.
(c) The positivity and boundedness of the principal eigenfunction ,0 ,
as in (107), usually holds for nonweighted cases. Also, in those cases,
(114) is a consequence of the Hopf lemma, see e.g. [18] for second order
equations and [31], [30] for equations involving the p-Laplacian.
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