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Abstract
In brain imaging and connectomics, the study of brain networks, es-
timating the mean of a population of graphs based on a sample is a core
problem. Often, this problem is especially difficult because the sample
or cohort size is relatively small, sometimes even a single subject, while
the number of nodes can be very large with noisy estimates of connec-
tivity. While the element-wise sample mean of the adjacency matrices is
a common approach, this method does not exploit underlying structural
properties of the graphs. We propose using a low-rank method which
incorporates dimension selection and diagonal augmentation to smooth
the estimates and improve performance over the na¨ıve methodology for
small sample sizes. Theoretical results for the stochastic blockmodel show
that this method offers major improvements when there are many vertices.
Similarly, we demonstrate that the low-rank methods outperform the stan-
dard sample mean for a variety of independent edge distributions as well
as human connectome data derived from magnetic resonance imaging, es-
pecially when sample sizes are small. Moreover, the low-rank methods
yield “eigen-connectomes”, which correlate with the lobe-structure of the
human brain and superstructures of the mouse brain, and enable estima-
tion of latent connectome structure. These results indicate that low-rank
methods are an important part of the toolbox for researchers studying
populations of graphs in general, and statistical connectomics in particu-
lar.
Keywords: networks, connectome, low-rank, estimation
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1 Introduction
Estimating a population mean based on a sample of brain networks, as repre-
sented by their structural connectomes estimated from DTMRI, is a key chal-
lenge. Generally, estimation of a population mean based on samples is at the
core of statistics. For a distribution of graphs, we define the mean graph as the
expectation of the adjacency matrix, regardless of the data distribution. The
sample mean, motivated by its intuitive appeal, the law of large numbers, and
the central limit theorem, has its place as an important statistic for mean graph
estimation.
However, the mean of a population of graphs is a high-dimensional object,
consisting of O(N2) parameters for graphs with N nodes (vertices). When
the number of samples M is much smaller than N2, or even N , estimating
such a high-dimensional estimands using naive unbiased methods can lead to
inaccurate estimates with very high variance. Such small-M large-N occur
frequently with new higher-resolution technologies as well as when the focus is on
a smaller harder-to-sample subpopulation. With MRI technologies improving in
resolution and newer imaging modalities such as electron microscopy becoming
more prominent, ever larger connectomes will be under study. Similarly, in
animal studies, studies of rare diseases, and when estimating means for small
subpopulations, the number of sample graphs M may be quite small.
Furthermore, using poor estimates can lead to low power and accuracy for
subsequent inference tasks. By exploiting a bias-variance trade-off, it is often
fruitful to develop estimators which have some bias but greatly reduced variance.
When these estimators are biased towards low-dimensional structures which
well approximate the full dimensional population mean, major improvements in
estimation can be realized [1]. Furthermore, a more parsimonious representation
of the mean improves interpretability and allows for novel exploratory analyses.
In statistical connectomics, [2, 3] propose a way to test if there is a difference
between the distributions for two groups of networks. While hypothesis testing
is the end goal of their work, estimation is a key intermediate step which may
be improved by accounting for underlying structure in the mean matrix. Thus,
improving the estimation procedures for the mean graph is not only important
by itself, but also can be applied to help improve other statistical inference
procedures. Indeed, for the task of community detection, [3] propose the use of
low-rank mean graphs to find clusters across networks.
The entry-wise sample mean is a reasonable estimator if one is unwilling
to take any additional structure into account. However, with only a small
sample size, the entry-wise sample mean does not perform very well due to high
variance. Intuitively, an estimator incorporating known structure in the true
distribution of the graphs, assuming the estimator is computationally tractable,
is preferable to the entry-wise sample mean.
We propose an estimator based on a low-rank structure of a family of ran-
dom graphs. Section 3.2 discusses details about this estimator. These esti-
mates can improve performance since they have much lower overall variance
than naive entry-wise sample means, thereby offsetting the bias towards the
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low-rank structure in terms of overall error. Additionally, [4] has argued that
even many full-rank statistical models may be well approximated by low-rank
structures.
The proposed method builds on the idea of approximating a matrix with
a low-rank matrix [5] but also incorporates aspects specific to networks such
as bounded entries and missing diagonal entries. Selection of the rank for the
approximation is a notoriously difficult problem and our work considers two
methods for automatic rank selection.
Other matrix decompositions such as non-negative matrix factorization [6]
and non-negative SVD [7] aim to decompose a matrix into non-negative factors.
This often has an intuitive appeal when some true latent factors are themselves
non-negative, such as for dictionary learning tasks. As our primary motiva-
tion is estimating the mean graph, non-negativity constraints are not needed
and we are still able to use lower-dimensional factors for further exploration.
Alternatively, from the motivation of clustering networks themselves, [8] has
used non-negative matrix factorization of of vectorized adjacency matrices as a
preliminary dictionary learning step.
The use of low-rank and spectral methods is not new to connectomics, neu-
roscience, and biology [9]. [10] employs low-rank shrinkage for estimation of
functional connectivity. Connectome harmonics [11] have been investigated to
understand the dynamics of neural networks [12]. The Laplacian spectrums of
connectomes have been used for comparison across species [13]. Our work spec-
ifies when and how these types of methods can be used to improve performance
of mean graph estimation.
Importantly, low-rank methods also produce parsimonious and interpretable
representations of the data as represented by the random dot product graph
model. The proposed algorithm can be viewed as yielding estimates of low-
rank latent structure in the population, regardless of whether the true mean
graph is low-rank or not. As we demonstrate, the interpretations of these latent
parameter estimates illustrate hypotheses which relate the structure of the con-
nectome to well established anatomical structures (see Fig. 6 and Section 5.2)
and suggest a basis for mapping structural hierarchies in brain organization.
2 Statistical Connectome Models
In connectomics, brain imaging data for each subject can be processed to output
a graph, where each vertex represents a well-defined anatomical region present
in each subject. For structural brain imaging, such as diffusion tensor MRI,
an edge may represent the presence of anatomical connections between the two
regions as estimated using tractography algorithms [14]. For functional brain
imaging, such as fMRI, an edge between two regions may represent the presence
of correlated brain activity between the two regions.
This work considers the scenario of observing M graphs, represented as
adjacency matrices, A(1), A(2), . . . , A(M), each having N vertices with A(m) ∈
{0, 1}N×N for each m. We assume there is a known correspondence for vertices
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in different graphs, so that vertex i in graph m corresponds to vertex i in graph
m′ for any i, m, m′. The graphs we consider are undirected and unweighted
with no self-loops, so each A(m) is a binary symmetric matrix with zeros along
the diagonal.
We assume that the graphs are sampled independently and identically from
some distribution andthe mean graph is the expectation of each adjacency ma-
trix.
Definition 2.1 (Mean Graph). Suppose A(1), . . . , A(M)
iid∼ G for some random
graph distribution G, with A(m) ∈ {0, 1}N×N for each m. The mean graph is
E[A(m)], which we will denote by P .
Note, this definition requires no assumption on the distribution G.
2.1 Independent Edge Model
The most general model we consider is the independent edge model (IEM)
with parameter given by a mean graph P ∈ [0, 1]N×N [15]. An edge exists
between vertex i and vertex j with probability Pij , and each edge is present
independently of all other edges. Note that the IEM is a generalization of
the Erdo˝s-Re´nyi random graphs, where each edge is present with probability p
independently of all other edges [16, 17].
The assumption of independent edges, while not necessary to define the mean
graph, is important for our theory. In practice the independent edge assump-
tion may not hold, as brain graphs will have complex spatial and functional
dependencies. On the other hand, if E[A(m)] has low-rank structure then our
methods below can still improve performance. Regardless of the structure P ,
the low-rank method below will provide an estimate of the low-rank structure
of P .
2.2 Random Dot Product Graph
The random dot product graph model (RDPG) [18, 19], assigns latent positions
to each vertex in a graph where the probability of an edge being present between
two nodes is the dot product of their latent vectors [20].
Formally, let X ⊂ Rd be a set such that x, y ∈ X implies x>y = ∑di=1 xiyi ∈
[0, 1]. Let X1, . . . , XN ∈ X be iid column vectors representing the N latent
positions and let X = [X1| · · · |XN ]> ∈ RN×d. Note, the entries of X are
not required to be non-negative and for these purposes this introduce no inter-
pretability issues. We assume that X is the same for all observed graphs.
A random adjacency matrix A is said to be an RDPG if for each adjacency
matrix a ∈ {0, 1}n×n,
Pr[A = a|X] =
∏
i<j
(X>i Xj)
aij (1−X>i Xj)1−aij .
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Conditioned on the latent positions, the RDPG is an independent edge model
with probability matrix given by the outer product of the latent position ma-
trix with itself, P = XX>. This imposes that P is positive-semidefinite and
rank(P ) = rank(X) ≤ d.
2.3 Stochastic Blockmodel as an RDPG
One of the most common structures for graphs is that vertices tend to cluster
into communities. Vertices of the same community behave similarly, connecting
to similar sets of nodes.
This structural property is captured by the stochastic blockmodel (SBM)
[21], where each vertex is assigned to a block and the probability that an edge
exists between two vertices depends only on their respective block memberships.
The SBM is parameterized by the number of blocks K (generally much less
than the number of vertices N), the block probability matrix B ∈ [0, 1]K×K ,
and the vector of iid block memberships τ ∈ {1, . . . ,K}N . For each i ∈ [N ],
τi = k means vertex i is a member of block k. Denote as ρk the probability
Pr[τi = k] for each k. We assume that the τ vector is the same for all observed
graphs.
Conditioned on τ , Aij
ind∼ Bern(Bτi,τj ). To ensure that the SBM can be
considered as an RDPG, we always impose that the B matrix for the SBM is
positive semidefinite (see Appendix C.1).
To better describe complex network structures, many generalizations of the
SBM incorporate the variation of vertices within blocks. For example, [22]
proposed mixed membership stochastic blockmodels, and [23] proposed degree-
corrected SBM. These generalizations aim to capture variations among vertices
while maintaining parts of the original community structure. The RDPG is use-
ful in this regard since any SBM with degree-correction and mixed-membership
can be represented as an RDPG and visa versa [24, 25].
3 Estimators
3.1 Element-wise Sample Mean A¯
The most natural estimator to consider is the element-wise sample mean. This
estimator, defined as A¯ = 1M
∑M
m=1A
(m), is the maximum likelihood estimator
(MLE) for the mean graph P if the graphs are sampled from an IEM dis-
tribution. It is unbiased so E[A¯] = P with entry-wise variance Var(A¯ij) =
Pij(1− Pij)/M . Moreover, for the independent edge model, A¯ is the uniformly
minimum-variance unbiased estimator, so it has the smallest variance among
all unbiased estimators. Similarly, it enjoys the many asymptotic properties of
the MLE as M → ∞ for fixed N . However, if graphs with a large number of
vertices are of interest, A¯ is not consistent for P as the number of vertices N
becomes large for fixed M , while our estimator Pˆ from Section 3.2 is consistent
for low-rank P .
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Additionally, A¯ does not exploit any low-dimensional structure. If the graphs
are distributed according to an RDPG or SBM, then A¯ is no longer the maxi-
mum likelihood estimator since it is not guaranteed to satisfy the properties of
the mean graph for that model. In the RDPG case, rank(A¯) will with high
probability not be equal to d, and for the SBM case, A¯ will not have the struc-
ture of an SBM mean graph, with K distinct rows and columns. Hence, in
either case A¯ will be outside the parameter space and idadmissible.
The performance can be especially poor when the sample size M is small,
such as when M  N . For example, when M = 1, A¯ is simply the binary adja-
cency matrix A(1), which is an inaccurate estimate for an arbitrary P compared
to estimates which exploit underlying structure, such as the low-rank structure
of the RDPG model.
3.2 Low-Rank Estimator Pˆ
Motivated by the low-rank structure of the RDPG mean matrix, we propose
the estimator Pˆ based on the spectral decomposition of A¯, yielding a low rank
approximation of A¯. Low-rank methods for matrices can be viewed as being
closely related to ideas such as principal components analysis. Viewed from a
regularization perspective, the low-rank approximation finds an estimate with
many zero-eigenvalues which can be viewed as analogous to an L0 constraint on
the eigenvalues of the solutions. These estimates are also related to methods
employing nuclear norm penalization [26].
This estimator is similar to the estimator proposed by [26] but incorporates
additional adjustments which serve to improve the performance for the specific
task of estimating the mean graph. Additionally, we consider an alternative
dimension selection technique. Details of the dimension selection procedures
and the diagonal augmentation are in Appendices A.1 and A.2, respectively. To
summarize, the overall strategy to compute Pˆ is described in Algorithm 2. A key
component of this algorithm is the low-rank approximation from Algorithm 1.
Algorithm 1 Rank-d approximation of a matrix.
Input: Symmetric matrix A ∈ RN×N , dimension d ≤ N .
Output: lowrankd(A) ∈ RN×N
1: Compute the algebraically largest d eigenvalues of A, s1 ≥ s2 ≥ . . . ≥ sd
and corresponding orthonormal eigenvectors u1, u2, . . . , ud ∈ RN ;
2: Sˆ ← diag(s1, . . . , sd) and Uˆ ← [u1, . . . , ud];
3: Return Uˆ SˆUˆ>;
The first step is to calculate the sample mean A¯. In Step 2 to Step 4, the
algorithm augments the diagonal of A¯ based on [27], selects the dimension dˆ
to embed (see Appendix A.1), and computes the low-rank approximation P˜ (0)
based on the embedding. Then in Step 5 and Step 6, the algorithm augments
the diagonal again based on [28] (see Appendix A.2) which yields an improved
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low-rank estimate P˜ (1). Finally, Step 7 thresholds the matrix entries to ensure
all elements are between 0 and 1.
Algorithm 2 Algorithm to compute Pˆ
Input: Adjacency matrices A(1), A(2), · · · , A(M), with each A(m) ∈ {0, 1}N×N
Output: Estimate Pˆ ∈ [0, 1]N×N
1: A¯←
(
M∑
m=1
A(m)
)
/M ;
2: D(0) ← diag(A¯1)/(N − 1);
3: dˆ← dimselect(A¯+D(0)); (see Appendix A.1)
4: P˜ (0) ← lowrankdˆ(A¯+D(0)); (see Algorithm 1)
5: D(1) ← diag(P˜ (0));
6: P˜ (1) ← lowrankdˆ(A¯+D(1)); (see Algorithm 1)
7: Pˆ ← min(max(P˜ (1), 0), 1).
For a given dimension d we consider the estimator lowrankd(A¯) defined as
the best rank-d positive-semidefinite approximation of A¯. Let Sˆ be a diago-
nal matrix with non-increasing entries along the diagonal corresponding to the
largest d eigenvalues of A¯ and let Uˆ have columns given by the correspond-
ing eigenvectors. Similarly, let S˜ be the diagonal matrix with non-increasing
entries along the diagonal corresponding to the remaining N − d eigenvalues
of A¯ and let U˜ have columns given by the corresponding eigenvectors. Since
the graphs are symmetric, the eigen-decomposition can be computed as A¯ as
Uˆ SˆUˆ> + U˜ S˜U˜> = [Uˆ |U˜ ](Sˆ ⊕ S˜)[Uˆ |U˜ ]T . The d-dimensional adjacency spectral
embedding (ASE) of A¯ is given by Xˆ = Uˆ Sˆ1/2 ∈ RN×d. For an RDPG, the rows
of Xˆ are estimates of the latent vectors for each vertex [29]. Using the adjacency
spectral embedding, the low-rank approximation of A¯ is XˆXˆ> = Uˆ SˆUˆ>. Al-
gorithm 1 gives the steps to compute this low-rank approximation for a general
symmetric matrix A.
To compute the estimator Pˆ , the rank d must be specified; there are various
ways of dealing with dimension selection. In this paper, we explore an elbow
selection method proposed in [30] and the universal singular value thresholding
(USVT) method [26]. Appendix A.1 discusses details of these methods.
Moreover, when the adjacency matrices are hollow, with zeros along the
diagonal, there is a missing data problem that leads to inaccuracies if Pˆ is com-
puted based only on A¯. To compensate for this issue, we use an iterative method
developed in [28]. Appendix A.2 discusses details of the iterative method.
4 Theoretical Results
To estimate the mean of a collection of graphs, we compare the two estima-
tors from Section 3: the entry-wise sample mean A¯ and the low-rank Pˆ mo-
tivated by the RDPG. The mean squared errors (MSE) for our estimators are
MSE(Pˆij) = E[Pˆij −P ]2 and MSE(A¯) = E[A¯ij −P ]2. The relative efficiency for
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two estimators is the ratio of their MSE, RE(A¯ij , Pˆij) =
MSE(Pˆij)
MSE(A¯ij)
, with values
above 1 indicating A¯ should be preferred while values below 1 indicate Pˆ should
be preferred. Relative efficiency is a useful metric for comparing estimators be-
cause it will frequently be invariant to the scale of the noise in the problem and
hence is comparable across different settings.
4.1 SBM
In this section, entry-wise relative efficiency is computed to analyze the per-
formance of these two estimators under the SBM. The asymptotic relative ef-
ficiency is defined as limN→∞RE. We also define the scaled relative efficiency,
N · RE(A¯ij , Pˆij) which normalizes the relative efficiency so that the asymp-
totic scaled relative efficiency is non-zero and finite. Somewhat surprisingly, the
results indicate that the asymptotic relative efficiency will not depend on the
sample size M .
For this asymptotic framework, the proportion of vertices in block k, |{i :
τi = k}|/N , will converge to ρk as N →∞ by the law of large numbers.
Denote the block probability matrix as B = νν> ∈ [0, 1]K×K . By definition,
the mean of the collection of graphs generated from this SBM is P ∈ [0, 1]N×N ,
where Pij = Bτi,τj . After observing M graphs on N vertices A
(1), · · · , A(M)
sampled independently from the SBM conditioned on τ , the two estimators can
be calculated, A¯ and Pˆ .
Lemma 4.1. For the above setting, for any i 6= j, if rank(B) = K = d; for
large enough N ,
E[(lowrankd(A¯)ij − Pij)2] ≈
1/ρτi + 1/ρτj
MN
Pij(1− Pij),
and
lim
N→∞
N ·Var(lowrankd(A¯)ij) =
1/ρτi + 1/ρτj
M
Pij(1− Pij).
Theorem 4.2. In the same setting as in Lemma 4.1, for any i 6= j, if rank(B) =
K = d, then for large enough N :
RE(A¯ij , lowrankd(A¯)ij) ≈
1/ρτi + 1/ρτj
N
, (1)
and the asymptotic relative efficiency (ARE) is
ARE(A¯ij , lowrankd(A¯)ij) = lim
N→∞
RE(A¯ij , lowrankd(A¯)ij) = 0.
Note these theorems are stated for lowrankd(A¯) rather than Pˆ . This allows
us to employ theoretical developments which apply specifically to the rank-d ap-
proximation of A¯ [31]. While we assume that rank(P ) is known for this theory,
asymptotically accurate methods to estimate d in the SBM and RDPG settings
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have been established [32]. In the large N setting, the other elements of Algo-
rithm 2, notably the diagonal augmentations and thresholding, result in negli-
gible deviations of from lowrankd(A¯) and hence do not impact the asymptotic
theory. Nonetheless, these components do improve finite sample performance,
see Appendix A.3.
Note that ρτi represents the probability that a vertex is assigned to the same
block as vertex i, i.e. τi-th block. The proofs of these results are provided in
Appendix C.1.
This theorem indicates that under the SBM, Pˆ is a much better estimate of
the mean of the collection of graphs P than A¯, especially when N is large. Note
that a relative efficiency less than 1 indicates that Pˆ should be preferred over
A¯, so under the above assumptions, as N →∞, Pˆ performs far better than A¯.
Note that even though the RE could be greater than 1 for some N , eventually
the RE will go to 0 as N increases. The result shows that the relative efficiency
is of order O(N−1) and N · RE(A¯ij , Pˆij) (denoted as scaled RE) converges to
1/ρτi + 1/ρτj when N →∞.
An important aspect of Theorem 4.2 is that the ARE does not depend
on the number of graphs M , so the larger the graphs are, the better Pˆ is
relative to A¯, regardless of M . For smaller values N , the impact of M may be
more substantial. In the SBM and RDPG cases, Pˆ should still offer substantial
improvements over A¯. The theory in this case is more difficult to analyze as
the impacts of low-rank approximations in the small N setting are less well
understood (see Section 4.3).
The asymptotic results are for a number of vertices going to infinity with
a fixed number of graphs, a setting which will be very useful in future con-
nectomics analysis, as the collection of larger and larger brain networks grow
from small sample sizes. For example, [33] recently reported a high resolution
magnetic resonance microscopy based estimate of the mouse brain using a single
mouse.
The approximate formula Eq. 1 indicates that the sizes of the blocks can
greatly impact the relative efficiency. As an example, consider a 2-block SBM
with large but fixed number of nodes N . If each of the blocks contain half the
vertices, then for each pair of vertices, the relative efficiency is approximately
4/N . If the first block gets larger, with ρ1 → 1, then the RE for estimating
Pij with τi = τj = 1 will tend to its minimum of 2/N . On the other hand as
ρ1 → 1, if τi = 1 and τj = 2, then, since ρ2 = 1− ρ1, the relative efficiency for
estimating such an edge pair will be approximately 1 and the same will hold
if τi = τj = 2. Note that the maximum value for the relative efficiency of two
vertices from different blocks in a two-block model is achieved when ρ1 = 1/N
and ρ2 = (N − 1)/N in which case the relative efficiency is N/(N − 1) ≈ 1.
(Values of ρs below 1/N correspond to graphs where no vertices are typically
in that block, so the effective minimum that can be considered for ρs is 1/N .)
Note, N · RE(A¯ij , Pˆij) achieves its minimum for i and j from different blocks
when ρk = 1/K for all k.
Finite sample simulations illustrating these results are in Appendix D.
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4.2 RDPG
If instead of assuming that the graphs follow an SBM distribution, we assume
that the graphs are distributed according to an RDPG distribution, similar
gains in relative efficiency can be realized. While there is no compact analytical
formula for the relative efficiency of Pˆ versus A¯ in the general RDPG case, using
the same ideas as in Theorem 4.2, we can show that RE(A¯ij , Pˆij) = O(1/N).
Proposition 4.3. Suppose that A(1), A(2), . . . , A(M) are iid from an RDPG
distribution with common latent positions X1, . . . , Xn, which are drawn iid from
a fixed distribution. As the number of vertices N → ∞, it holds for any i 6= j
that RE(A¯ij , lowrankd(A¯)ij) = O(1/N), where again the asymptotic relative
efficiency in N does not depend on M .
The proof of this proposition closely follows the proofs of Lemma 4.1 and
Theorem 4.2.
4.3 Generalizations
When low-rank assumptions hold for the mean graph P , our theory and subse-
quent simulations show that Pˆ will significantly outperform A¯. However, if P
is full-rank or nearly full-rank, then we do not have such guarantees.
If the graphs are distributed according to an SBM or an RDPG, the rela-
tive efficiency is approximately invariant to the number of graphs M when N
is large. If on the other hand, the graphs are generated according to a full-rank
independent edge model, then the relative efficiency can change more dramati-
cally as M changes. For larger M , more of the eigenvectors of A¯ will concentrate
around the eigenvectors of the mean graph. This leads to the fact that the opti-
mal embedding dimension for estimating the mean will increase, making A¯ and
the optimal low-rank approximation more similar. As a result, RE(A¯, Pˆ ) will
increase as M increases for full-rank models, with RE(A¯, Pˆ ) possibly ≥ 1 since
it is not guaranteed that Pˆ will choose the optimal dimension.
As M →∞ with N fixed, the optimal embedding dimension will itself tend
to N . If the dimension selection method also tends to N , such as for the USVT
method, then for M large, Pˆ and A¯ will coincide. Note, this relies on also
including negative eigenvalues in the estimate. In the general case, for fixed M
and N , whether Pˆ or A¯ has better performance is a difficult theoretical question
beyond the scope of this manuscript.
Another challenge in some network contexts is sparsity of the graph as N
grows. Many of the theoretical underpinnings of our proofs have been extended
to this setting [34], which enable the extension of our results to the sparse setting
for average degrees as small as θ(log4N).
5 Human Connectomes
In practice, observed graphs do not follow the independent edge model, let alone
an RDPG or SBM, but the mean of a population of graphs is still of interest.
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To demonstrate that the estimator Pˆ is useful in such cases, its performance on
structural connectomic data is tested. The graphs are based on diffusion tensor
MR images of the SWU4 dataset collected and available at the Consortium
for Reliability and Reproducibility [35] (see Appendix B.1 for dataset details).
The dataset contains 454 brain scans, each of which was processed to yield an
undirected, unweighted graph with no self-loops, using the pipeline described
in [36, 37]. The vertices of the graphs represent regions in the brain defined
according to an atlas. Here, three atlases were used: the JHU atlas with 48
vertices [38], the Desikan atlas with 70 vertices [39], and the CPAC200 atlas
with 200 vertices [40]. An edge exists between two vertices whenever there is
at least one white-matter tract connecting the corresponding two regions of the
brain.
Our goal is to estimate the mean graph of the population P , defined as the
entry-wise mean of all the 454 graphs. Fig. 1 (a) shows a heat map of the
population mean graph P . Darker pixels indicate a higher proportion of graphs
having an edge between the given vertices. Fig. 1(b) depicts the entry-wise
sample mean A¯ when the sample size is M = 5 in the SWU4 dataset example.
While A¯ is a reasonable estimate of P , there are some vertex-pairs with very
inaccurate estimates. The upper triangular area of the heat map for A¯ depicts
the 18 vertex-pairs which have an absolute estimation error larger than 0.4.
When the sample size is small, the performance of A¯ degrades due to its high
variance. Such phenomena are most obvious when the sample size decreases
from M = 5 to M = 1. Fig. 1(c) shows the heat map of A¯ based on sample
size M = 1. Since there is only one observed graph, A¯ is binary and thus very
bumpy. Similarly, when the same absolute estimation error threshold is 0.4, 504
(out of 2415) edges in the upper triangular area are highlighted.
When we use the same random sample size of M = 5 as in Fig. 1, the
plot of Pˆ in Panel (e) shows a finer gradient of values which results in a 3%
relative improvement in estimation of the true probability matrix, P . A¯ has
mean squared error of 0.016 and Pˆ has mean squared error of 0.015. The upper
triangular area of the heat map for Pˆ depicts the 6 edges which have absolute
estimation error larger than 0.4, whereas 18 edges are highlighted for A¯ based
on the same threshold.
The smoothing effect is even more obvious when M = 1, as in Fig. 1(f). Pˆ
smooths the estimate, especially for edges across the two hemispheres, in the
lower left and corresponding upper right block (which is not shown in the heat
map). Based on the calculations, Pˆ , with mean squared error 0.049, outperforms
A¯, with mean squared error 0.104, a 53% relative improvement in estimation.
Similarly, the same absolute estimation error threshold of 0.4 highlights 234
edges for Pˆ , less than 50% as many as A¯.
A cross validation on the 454 graphs serves to evaluate the performance
of the two estimators. Specifically, for each atlas, each Monte Carlo replicate
consists of sampling M graphs out of the 454, and computing the low-rank
estimator Pˆ and the sample mean A¯ on the M graphs. These estimates are
compared to the sample mean P for all 454 adjacency matrices.
To evaluate performance, the average of the ratios of the mean squared error
11
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Figure 1: The heat map of the population mean for the 454 human connectome
graphs from the SWU4 dataset and the Desikan atlas are depicted in Panel
(a) (also in Panel (d)). Darker pixels indicate a higher proportion of graphs
having an edge between the given vertices. The two heat maps in the second
column indicate the sample mean for 5 sampled graphs (Panel (b)), and the
low-rank estimate Pˆ for the same 5 graphs with rank d = 11 (Panel (e)), com-
puted using Algorithm 2. The mean squared errors (MSE) for this sample are
MSE(Pˆ ) = 0.015 as compared to MSE(A¯) = 0.016, a 3% relative improve-
ment. To highlight the improvements, the upper triangular areas of the heat
maps for A¯ and Pˆ show the 18 edges for A¯ and 6 edges for Pˆ which have ab-
solute estimation error larger than 0.4. In the third column, two heat maps
using a sample size M = 1 (Pˆ is calculated with a dimension d = 12) show a
smoothing effect in the heat map of Pˆ (MSE= 0.049), which leads to a 53% rel-
ative improvement compared to A¯(MSE= 0.104). Similarly, the same absolute
estimation error threshold of 0.4 highlights 504 edges for A¯ and 234 edges for
Pˆ .
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Figure 2: A¯ and Pˆ were computed on samples of graphs from each atlas: JHU,
Desikan, and CPAC200, with different sample sizes M and different dimension
selection procedures, ZG and USVT. For each of the two methods for comput-
ing Pˆ , relative efficiencies were estimated with respect to the sample mean A¯.
Confidence intervals all had lengths less than 0.015, and hence were omitted for
clarity. When M = 1 or 5, Pˆ always provides substantial improvements (RE <
.7) compared to A¯. For M = 10, Pˆ using USVT has worse performance than A¯
but using ZG still improves upon A¯.
across all vertex pairs is computed. 1000 cross-validation simulations on each
of the three atlases are run for sample sizes of M = 1, 5, 10. For M = 1, only
the 454 distinct possibilities are considered. To determine the rank for Pˆ , we
employed Zhu and Ghodsi’s method [30] and USVT [26] (see Appendix A.1).
Fig. 2 shows the estimated relative efficiencies between A¯ and Pˆ . For each at-
las and each sample size, both dimension selection methods have similar overall
performance. Confidence intervals for the estimated relative efficiencies, calcu-
lated by assuming a normal distribution, all have lengths less than 0.015. All
relative efficiencies are significantly different from 1.
The largest improvements using Pˆ occur when M is small and N is large,
where the RE are smaller than 1. On the other hand, once M = 10, A¯ tends to
do nearly as well or better than Pˆ , except for the larger atlas using ZG.
For the sample with size M = 5 from Fig. 1, Fig. 3 shows the values for
the absolute estimation error |A¯ − P | and |Pˆ − P |, as well as |A¯ − Pˆ |. The
lower triangular sections show the absolute differences while the upper triangular
matrix highlights vertex pairs with absolute differences larger than 0.4. There
are 18 edges for A¯ and only 6 edges for Pˆ being highlighted in the figure. Note
that approximately 13% of all pairs of vertices are adjacent in all 454 graphs
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Figure 3: For the SWU4 data with the Desikan atlas, using a sample of M = 5
graphs, A¯ and Pˆ are computed (Fig. 1 (b) and (e)). Here, the lower triangular
matrices show the absolute estimation error |A¯− P |, |Pˆ − P | and |A¯− Pˆ |. The
embedding dimension for Pˆ is d = 11 selected by the ZG method. The upper
triangular matrix highlights the edges with absolute differences larger than 0.4,
with 18 edges from A¯ and only 6 edges from Pˆ being highlighted. Overall, Pˆ
provides improved performance over A¯ for this sample size.
and hence A¯ will always have zero error for those pairs of vertices. Nonetheless,
Pˆ typically outperforms A¯.
5.1 Challenges of the SWU4 Dataset
While Pˆ performs well when the sample size M is small and the number of
vertices N is large, the SWU4 dataset itself does not strictly adhere to the
low-rank assumptions of our theory. Whether the dataset has strong or weak
low-rank structure was investigated. In Fig. 4, the relative error ‖lowrankd(P )−
P‖2F /‖P‖2F of using a rank-d approximation of P (see Algorithm 1) is plotted as
solid curves. The rate at which this curve tends to zero provides an indication of
the relative increase in error when using lowrankd(A¯) as compared to A¯, when
M is large. For all three atlases, substantial errors remain for any low-rank
(< n/2) approximation. This can be compared to the dashed lines which show
how these error increases would behave if P was truly low-rank where the ranks
are selected by Zhu and Ghodsi’s method, 13 for JHU, 8 for Desikan, and 37
for CPAC200.
While these challenges can negatively impact the performance of low-rank
procedures when estimating P , we can also view Pˆ as estimating latent low-rank
structure in P . For such an estimand, Pˆ will provide excellent performance, even
for large M .
To illustrate this, we considered estimating the d∗ approximation of P , de-
noted as Pd∗ , where d
∗ is chosen according the Zhu and Ghodsi method applied
to the eigenvalues of P . For the SWU4 dataset with the CPAC 200 atlas, Fig-
ure 5 shows the estimated relative efficiency, on a log-scale, of A¯ compared to
Pˆ , for estimating P , red solid line, and Pd∗ , dashed blue line. The relative effi-
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Figure 4: The solid curves show the relative error ‖lowrankd(P ) − P‖2F /‖P‖2F
of using a rank-d approximation of P for three different atlases. The values
of this curve indicate the increase in relative error when using lowrankd(A¯) as
compared to A¯, when M is large. The relative error increases decay relatively
slowly , indicating that P is not well approximated by a low-rank matrix. If P
were actually low-rank, 13, 8, and 37, respectively, the relative error is plotted
with the dashed curves.
ciency is estimated based on 100 monte carlo replicates of sampling M graphs
for M ∈ {1, 2, 5, 10, 20, 50, 100}. Recalling that relative efficiencies below one
favor Pˆ , for large M , Pˆ has poor performance compared to A¯ for estimating P
but excellent relative efficiency for estimating Pd∗ .
This dataset has other challenges for low-rank methods. First, there are a
large number of negative eigenvalues which Pˆ will not capture.
Low-rank methods can include large negative eigenvalues, however, for low
sample sizes excluding negative eigenvalues improved performance for SWU4.
See Appendix A.3 for a comparison of these and other parameters in the CPAC200
atlas.
Second, approximately 12.8% of the entries of P are exactly equal to 1.
For these edges, A¯ will have exactly zero error, while Pˆ will be a less accurate
estimate.
Despite these challenges, when the sample size is relatively small, such as
M = 1 or M = 5, and for a larger number of vertices, Pˆ gives a better estimate
than A¯ for the SWU4 dataset. (See Appendix E for a similar synthetic data
analysis.) Importantly, this improvement is robust to the embedding dimension
as illustrated in Appendix A.1.1.
5.2 Eigen-connectomes and Lobe Structure
In addition to yielding potentially improved estimation, low-rank methods si-
multaneously provide convenient interpretations.
Using the mean graph P for the Desikan atlas, the average of all 454 graphs,
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Figure 5: For the CPAC 200 atlas, the estimated relative efficiency (RE) of A¯
compared to Pˆ on a log-scale, where values below one favor Pˆ . The red solid
line is the RE for estimating P and the blue dashed line is the RE for estimating
Pd∗ The horizontal axis denotes the sample size M on a log-scale. While Pˆ is a
relatively poor estimator of P for large M , the reverse is true for Pd∗ , where Pˆ
is clearly superior to A¯, even for large M .
we estimated latent positions Xˆ ∈ RN×d. Here, N = 70 is the number of
vertices and d = 8 is the dimension selected by the Zhu and Ghodsi’s method
[30]. Fig. 6 shows the first 4 dimensions of Xˆ in the brain space. The value
of Xˆij determines the color of the i-th brain region for the j-th dimension; i.e.
the j-th entry of the estimated latent vector for the i-th region. Red represents
a positive value while blue represents a negative one, and the darker the color,
the smaller the magnitude of the Xˆij .
The 1st dimension, depicted in Panel (a) of the figure, correlates strongly
with degrees for each vertex. The 2nd dimension, panel (b), shows a distinction
between the left and right hemisphere. Similarly, the other dimensions quali-
tatively correspond to different lobes. For example, the red color corresponds
to the Frontal and Temporal lobes in the 3rd dimension, while the light blue
roughly matches the Occipital lobe in the 4th dimension.
These “eigen-connectomes” demonstrate noteworthy similarity to the struc-
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tural connectome harmonics of [11]. While prior work has established the utility
of eigen-connectomes as a basis set for modeling of functional dynamics, the cur-
rent study demonstrates the correspondence of these dimensions with lobular
divisions. The connection between eigenvectors corresponding to each dimen-
sion and lobes will be explored more rigorously in Section 5.2. Future work
integrating the connections between structural features with the modeling of
dynamics may provide insight into the spatial distribution of large-scale cortical
hierarchies [12]. Additionally, such representations enable the use of techniques
from multivariate analysis to further study the mean graph.
As an example, the brain can be divided into lobes, originally based purely
on anatomical considerations, now widely recognized to also play a functional
role [41]. While different anatomists partition brain regions differently, there
is general agreement on four cortical lobes per hemisphere: frontal, parietal,
occipital, and temporal [42, 39, 43].
For the Desikan atlas, there are 70 regions (35 regions for each hemisphere),
with each region belonging to a single lobe (see Appendix B.1).
One might hypothesize that properties of regions within a lobe are more
similar than across lobes, as regions within lobes would be expected to share
more functional roles. To test whether the embedded latent positions X preserve
this property or not, we propose a test statistic T to be the average differences
between vertices within the same lobe minus the average differences between
vertices across different lobes, i.e.
T (X, l) =
∑
i 6=j
1l(i)=l(j)‖Xi −Xj‖2∑
k 6=l 1l(k)=l(l)
− 1l(i)6=l(j)‖Xi −Xj‖2∑
k 6=l 1l(k)6=l(l)
, (2)
where l(i) denotes the lobe assignment for vertex i. If the latent positions X
and the lobe assignment l are independent, then T (X, l) will be close to zero. A
small test statistic T (X, l) indicates that latent positions of the regions within
the same lobe are closer compared to the ones across the lobes.
However, the anatomical geometry might contribute to the dependence be-
tween X and l, with spatially proximal vertices having similar connectivity
patterns. Hence, a small test statistic T (X, l) is evidence that the low-rank
methods preserve the lobe structure only if we also condition on anatomy ge-
ometry: H0 : X and l are conditionally independent given anatomical geometry,
HA : X and l are conditionally dependent given anatomical geometry. The test
of conditional independence has less power compared to the test of uncondi-
tional independence which is performed with a random permutation of lobe
labels (which yield a p-value < 10−6).
To test under the anatomical geometry conditions, the lobe assignments l(i)
were randomly modified so that the number of regions in each lobe remain the
same and the regions within the same modified lobe are still spatially connected.
In particular, we performed a sequence of randomized flips, where a flip is a swap
of two pairs of vertices which preserves the number of regions in each lobe and
maintains the constraint that lobes are spatially contiguous. The lobes are
flipped a limited number of times in order to study how the number of flips
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(a) 1st dimension
(b) 2nd dimension
(c) 3rd dimension
(d) 4th dimension
Figure 6: Each panel depicts the values of the latent positions for the regions
in the Desikan atlas for the mean graph of the SWU4 dataset. The color of
the i-th brain region for the j-th dimension is determined by the value of Xˆij ,
i.e. the j-th element of the estimated latent vector for the i-th region. Red
represents a positive value while blue represents the negative one, with brighter
color indicating larger magnitudes. The 1st dimension, depicted in Panel (a),
is relatively flat across the entire brain. In Panel (b), there is a distinction of
the left and right hemispheres as conveyed in the 2nd dimension. Similarly,
the other dimensions appear to correspond closely with the anatomical lobe
structures of the brain.
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impacts the test statistic. Appendix A.4 discusses the flipping procedure.
1000 simulations with the test statistics of T (X, l′) are performed, each with
a fixed number of flips. The number of flips varies from 1 to 10 (Fig. 7). In the
violin plot, the dashed line indicates the value of T (X, l) based on the true lobe
assignment. The p-value is less than 0.05 if the number of flips is larger than
7. Hence, latent positions in the same lobe are more similar to each other, even
after accounting for the fact that geometrically proximal regions may also have
similar latent positions.
When the number of flips is small, this test has very little power, with the
null distribution being only a small deviation from the original lobes. When the
number of flips gets large, eventually the contiguity of the lobes breaks down
and the empirical p-values continue to get smaller.
p=0.22 p=0.16 p=0.12 p=0.1 p=0.08 p=0.06 p=0.06 p=0.04 p=0.03 p=0.02
−0.36
−0.32
−0.28
−0.24
1 2 3 4 5 6 7 8 9 10
number of flips
T(
X,
 l)
Figure 7: Violin plot for 1000 simulations of T (X, l′) with l′ randomly drawn
from the set of valid flips, preserving lobe size and contiguity. The dashed line
represents the statistic T (x, l) for the true lobes. As the null hypotheses move
further from the original lobe assignment, with the number of flips growing,
the 95% central region of the null shifts away from T (x, l) under the true lobe
assignment. The p-value for each test is provided at the bottom of the figure.
6 Application to a Mouse Connectome
As a further application of low-rank methods, an MRI-DTI mouse brain connec-
tome [33] with M=1 specimen was evaluated. The data acquisition protocol is
described in the appendix, Appendix B.2, and resulted in a 296 node weighted,
directed graphs with vertices again corresponding to regions in the brain. The
296 regions were organized into a multilevel, hierarchical structure. Analysis
of the fine-grained and the first level of the hierarchy partitioned the label set
into eight superstructures, with four in each hemisphere: forebrain, midbrain,
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hindbrain, and white matter.
The original matrix W ∈ (R+)296×296 is a weighted adjacency matrix with
Wij denoting the number of tracts passing through ROIs i and j. As the original
weights had very heavy tails, these weights were transformed by setting Aij =
log(Wij + 1). This resulted in the weighted adjacency matrix in Figure 8 (a).
Note that Algorithm 2 does not strictly require the entries to be binary and
hence is applicable in this weighted setting by only thresholding the elements
of Pˆ to be non-negative.
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dt adjacency matrix
0 100 200 300
0
100
200
300
row
co
l
rank−7 approximation
0
5
10
15
20
25
log(# tracts)
Figure 8: The left panel shows the weighted adjacency matrix with weights
transformed by the transformation w 7→ log(w + 1). Higher weights are shown
as darker pixels. The right panel shows the rank-7 approximation of this matrix
where the rank was chosen using method in [30]. In both panels, dashed lines
show the division between the eight different superstructures.
Using the procedure described in Algorithm 2, the dimension selection pro-
cedure [30] resulted in a rank-7 approximation which is shown in the right panel
of Figure 8. Since the sample size is only one, cross-validation cannot be em-
ployed, but visually it appears that the rank-7 approximation captures many of
the features in the original matrix.
As with the human data, we studied the relationship between the structure
of the graph and the eight superstructures. Panel (a) of Figure 9 shows entries
grouped by superstructure of the four scaled singular vectors of the weighted
adjacency matrix A corresponding to the largest singular values. The points are
colored according to the four superstructures and the shapes are determined by
the hemisphere. The ordering of the points groups together nodes in the same
superstructure and hemisphere. The second and fourth vectors have structure
which correlates closely with the four superstructures and the two hemispheres,
respectively. Additionally, the first vector appears to separate the midbrain
from the other three superstructures.
The right panel of Figure 9 shows a scatter plot of the entries of the fourth
and second vectors along with the class boundaries for the eight-class quadratic
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discriminant analysis classifier. This classifier achieves a training error rate of
87/296 ≈ 0.29. The error rate is particularly high for the white matter, with
58/60 vertices being classified incorrectly, meaning that ignoring the white mat-
ter, 29/236 ≈ 0.12 vertices were misclassified. Panel (c) shows the normalized
confusion matrix for the eight classes, indicating that the forebrain and hind-
brain classes are well separated while the white matter and midbrain have more
substantial overlap. This matches with the general structure of the white mat-
ter which is not defined at the first hierarchical level of the atlas according to
spatial structure, while the fore-, mid-, and hind-brain superstructures are.
Finally, the same permutation analysis as Fig. 7 was also performed for
the mouse connectome as shown in Fig. 14 in Appendix A.4. This test again
indicates that the eight superstructures are significant even after accounting for
the spatial structure of the regions.
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Figure 9: Panel (a) shows entries of the the 4 scaled singular vectors of A
corresponding to largest singular values. The ordering of the entries is the same
as the ordering in Figure 8, where vertices in the same superstructures and
hemispheres are grouped together. Colors of points denote the superstructures
and shapes denote the hemispheres. Panel (b) is a scatter plot of the the fourth
(horizontal axis) and second (vertical axis) singular vectors. The background
coloring is determined by learning a classifier, based on a mixture of Gaussians,
to classify the eight different superstructures. Panel (c) shows the normalized
confusion matrix for the mixture of Gaussians learned in panel (b). Each entry
corresponds to the proportion of nodes with a given label that were predicted
to be each other label, with true and predicted labels given by the row and
column, respectively.
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7 Discussion
Motivated by the RDPG model, via a low-rank approximation to the entry-wise
MLE, our methodology takes advantage of low-rank structure of graphs. We
give a closed form for the asymptotic relative efficiency between the entry-wise
MLE A¯ and its low-rank approximation lowrankd(A¯) in the case of a SBM,
showing theoretically that low-rank methods can provide substantial improve-
ments. Our theoretical results are all shown for the large N regime in terms of
lowrankd(A¯), however in practice we have observed that our proposed estima-
tor Pˆ has even better performance, and asymptotically the difference between
them will typically be small under dense low-rank models. Moreover, our es-
timator outperforms the entry-wise MLE in a cross validation analysis of the
SWU4 brain graphs and in low- and full-rank simulation settings when M is
small. These results illustrate that Pˆ performs well even when the low-rank
assumption is violated and that Pˆ is robust and can be applied in practice.
The low-rank methods could also be applied for functional MRI studies by
applying them to appropriate correlation matrices or other network estimates.
We have performed preliminary explorations in that setting where Pˆ again per-
forms well for estimating latent structure. Since static fMRI graphs likely have
lower noise than structural connectomes, the estimator A¯ generally performed
well for estimating the population mean graph.
As we have shown in Figure 5, Pˆ is an excellent estimate of the low-rank
latent structure of P . As other authors have noted [4], many random network
models will enjoy strong low-rank structure in their mean graph which will be
readily captured by Pˆ .
For the human connectome data, the largest improvements using the low-
rank method occurred when the number of graphs M was small, while it pro-
vided only minor improvements, or even slightly degraded performance, when
M was large. However, even in large scale studies, low-rank methods will be
useful for estimating graph means for subpopulations, e.g. the population of fe-
males over 60 with some college education. Using the element-wise sample mean
for such small strata, which may have fewer than ten subjects, will frequently
result in a degradation of performance. Similarly, [44] proposed a Bayesian non-
parametric approach for modeling the population distribution of network-valued
data which reduces dimensionality via a mixture model and our methods could
be easily adapted to those ideas.
While the low-rank methods considered in this paper may perform well, fur-
ther refinements of these methods which account for the particular traits of
connectomics data would be useful to improve estimation further. For exam-
ple, we assume that the adjacency matrix is observed without contamination.
However, when heavy-tailed noise is present, robust methods may be necessary.
Rank-based methods and robust likelihood methods could be very useful in that
case [45, 46]. [47] considers this problem and proposes the use of Lq likelihood
to improve both the low-rank and full rank methods for estimating P .
Another issue that arose in the analysis of the connectome dataset was the
presence of structural ones in the mean graph for the population. These struc-
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tural ones appear since edges between certain regions of the brain are present
in all members of the healthy population. For these always-present edges, the
low-rank methods will have non-zero error while the sample mean will always
have zero error. Detecting and incorporating structural ones and zeros could
yield methods that share the best elements of both methods considered here.
While in this paper the focus is the estimation of the mean graph P exploiting
the low-rank structure, many future directions are quite interesting, such as
fitting the SBM or clustering the vertices to detect different brain regions. For
example, [48] introduced a region-extraction approach based on a sparse penalty
with dictionary learning; [49] performed independent component analysis of
fMRI data to draw group inferences; [50] consider a joint embedding model for
feature extractions.
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A Methods
A.1 Choosing Dimension
Often in dimensionality reduction techniques, the choice for dimension d, relies
on analyzing the set of the ordered eigenvalues, looking for a “gap” or “elbow”
in the scree-plot. [30] present an automated method for finding this gap in the
scree-plot that takes only the ordered eigenvalues as an input and uses Gaussian
mixture modeling to find these gaps. The mixture modeling results in multiple
candidate dimensions or elbows, and our analysis indicated that underestimating
the dimension is much more harmful than overestimating the dimension. For
this reason, the 3rd elbow was employed in the experiments performed for this
work. While [30] only defines the 1st elbow, we define the s-th elbow as in
Algorithm 3.
Algorithm 3 Algorithm to compute the Zhu and Ghodsi’s elbow
Input: The number of Zhu and Ghodsi’s elbow s, with eigenvalues λ1, . . . , λN
Output: The s-th Zhu and Ghodsi’s elbow
1: Calculate the 1st elbow d1 based on λ1, . . . , λN according to [30]
2: for i = 2 to s do
3: Calculate the i-th elbow di based on λdi−1+1, . . . , λN according to [30]
4: end for
Universal Singular Value Thresholding (USVT) is a simple estimation pro-
cedure proposed in [26] that can work for any matrix that has “a little bit of
structure”. In the current setting, it selects the dimension d as the number of
singular values that are greater than a constant c times
√
N/M . The specific
constant c must be selected carefully based on the mean and variance of the en-
tries, and since overestimating the dimension was not overly harmful, we chose
a relatively small value of c = 0.7.
Overall, selecting the appropriate dimension is a challenging task and nu-
merous methods could be applied successfully depending on the setting. On
the other hand, in our setting, many dimensions will yield nearly optimal mean
squared errors and the two methods did not pick drastically different dimen-
sions. Thus efforts to ensure the selected dimension is in the appropriate range
are more important than finding the best dimension.
A.1.1 Exploration of Dimension Selection Procedures
To further investigate the impact of the dimension selection procedures, we also
considered all possible dimensions for Pˆ by ranging d from 1 to N . ˆMSE of
A¯ and Pˆ was plotted in Fig. 10. The horizontal axis gives dimension d, which
only impacts Pˆ , which is why estimated MSE of A¯ is shown as flat. When d is
small, Pˆ underestimates the dimension and throws away important information,
which leads to relatively poor performance. When d = N , Pˆ is equal to A¯, so
that the curve for ˆMSE for Pˆ ends at ˆMSE(A¯). In the figure, a triangle denotes
1
the 3rd elbow found by the Zhu and Ghodsi method, and a square denotes
the dimension selected by USVT with threshold 0.7. Both dimension selection
algorithms tend to select dimensions which nearly minimize the mean squared
error.
When M is 1 or 5, A¯ has large variance which leads to large ˆMSE. Mean-
while, Pˆ reduces the variance by taking advantages of inherent low-rank struc-
ture of the mean graph. Such smoothing effect is especially obvious while there
is only 1 observation. When M = 1, all weights of the graph are either 0 or 1,
leading to a very bumpy estimate A¯. In this case, Pˆ smooths the connectomes
estimate and improves the performance. Additionally, there is a large range of
dimensions where the performance for Pˆ is superior to A¯. With a larger M , the
performance of A¯ improves so that its performance is frequently superior but
nearly identical to Pˆ .
A.2 Graph Diagonal Augmentation
The graphs examined in this work have no self-loops and thus the diagonal
entries of the adjacency matrix and the mean graph are all zero. However,
when computing the low-rank approximation, these structural zeros lead to in-
creased errors in the estimation of the mean graph. While this problem has
been investigated in the single graph setting, with multiple graphs, the problem
is exacerbated since the variance of the other entries is lower, so the relative
impact of the bias in the diagonal entries is higher. Moreover, the sum of eigen-
values of the hollow matrix will be zero, leading to an indefinite matrix, which
violates the positive semi-definite assumption. So it is important to remedy the
situation that we do not observe the diagonal entries.
[27] proposed the simple method of imputing the diagonals to be equal to the
average of the non-diagonal entries for the corresponding row, or in equivalently
the degree of the vertex divided by n − 1. Earlier, [28] proposed using an
iterative method to impute the diagonal entries. In this work, these two ideas
are combined by first using the row-average method (see Step 3 of Algorithm 2)
and then using one step of the iterative method (see Step 6 of Algorithm 2).
Note that when computing errors, the diagonal entries are omitted since these
are known to be zero.
A.3 Evaluation of Method Choices
Each step of our algorithm is designed to improve overall performance, however
for all situations these choices are not guaranteed to help. The diagonal aug-
mentation has negligible impact in the large-N theoretical regime we’ve studied,
but may have bigger for moderate sized N . Additionally, other choices such as
keeping only positive eigenvalues and the dimension selection procedure can
have substantial impacts in many cases.
In this section, the claim that the choices made are reasonable defaults is
justified. In particular, for the SWU4 data, we evaluated whether the particular
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Figure 10: These plots show the mean squared error for A¯ (solid line) and Pˆ
(dashed line) for three datasets (JHU, Desikan, and CPAC200) while embedding
the graphs into different dimensions and with different sample sizes M . The
average dimensions chosen by the 3rd elbow of Zhu and Ghodsi is denoted by
a triangle and those chosen by USVT with threshold equaling 0.7 is denoted
by a square. Vertical intervals, visible mainly in the N = 48, 70 and M = 1
plots, represent the 95% confidence interval for the mean squared errors. When
M is small, Pˆ outperforms A¯ with a flexible range of the embedding dimension
including the average of the dimensions selected by Zhu and Ghodsi and USVT.
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algorithmic choices actually improve performance. Algorithm 2 was modified in
one of four ways:
1. performing the first diagonal augmentation [27] in step 2 or not,
2. performing the second diagonal augmentation [28] in steps 5-6 or not,
3. using either the Zhu and Ghodsi (ZG) procedure [30] or the USVT proce-
dure [26]for dimension selection, and
4. keeping the largest positive eigenvalues or keeping the largest eigenvalues
in magnitude.
Figure 11 shows the impact of each of these four binary decisions on esti-
mating the mean graph for the SWU4 dataset for the Desikan atlas in 11a and
for the CPAC200 atlas in 11b. The two default choices are more opaque while
the variations are more transparent. The figure demonstrates that overall, the
choices that we have made improve performance in these settings.
Each panel compares the impact of using either of the diagonal augmentation
steps or not. Overall, we see that the first diagonal augmentation, as indicated
by color, has a small but essentially universally positive impact on relative
efficiency. It has biggest impact when the second diagonal augmentation is not
performed and when M is large. The second diagonal augmentation, indicated
by shape and line type, can have a a bigger impact, especially when M is large.
For the CPAC200 atlas, it can happen that the second diagonal augmentation
can negatively impact performance when M is small. In general however, both
diagonal augmentations appear to improve performance in most cases.
The reason that diagonal augmentation has a larger impact when M is large
boils down to a bias-variance trade-off. When M is large the overall variance
of the entries in A¯ is very low which means the relative impact of the bias from
using zeros along the diagonal is more substantial. Both diagonal augmentation
procedures serve to reduce this bias and hence can have substantial impact when
M is larger.
As suggested, the impact of keeping either the largest magnitude or largest
positive eigenvalues is substantial. For most cases, our choice to keep the largest
positive eigenvalues improved performance, (with the relative efficiencies gener-
ally lower for the corresponding panels). However, when M is large and USVT
is used then keeping largest magnitude eigenvalues is preferable.
For the dimension selection procedure, USVT and ZG have performances
which do differ for certain regimes and choices. For the Desikan atlas, USVT
appears to perform better for larger M when using largest in magnitude eigen-
values. This is likely due to the fact that USVT is using a larger dimension
when M is larger, which has a bigger impact when large negative eigenvalues
can be included.
A.4 Flipping Procedure for Permutation Test
Here the details of the flipping procedure are described for the permutation
test mentioned in Section 5.2. As mentioned before, there are 10 lobes and 70
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Figure 11: Each line depicts the relative efficiency between a version of the
proposed low-rank procedure and the standard sample mean A¯. The top panels
are for estimating the mean graph of (a) the Desikan atlas and the bottom
panels for (b) the CPAC 200 atlas. The two fully opaque lines represent the
default parameters and transparent lines represent alternatives. The different
panels indicate whether the largest eigenvalues in magnitude were kept, on the
left, or the largest positive eigenvalues are kept, on the right, and whether the
USVT or the ZG rank-selection procedures was used, on the top and bottom,
respectively. The line color depicts whether the first diagonal augmentation step
was used, and the linetype and shape, indicate whether the second diagonal
augmentation step was used. Note that our default setting correspond to using
both diagonal augmentations, the blue dashed line with triangles, and using
positive eigenvalues. While these are not alway the best parameters we can
see that they are nearly always competitive and often perform substantially
better than other choices. Further details of these experiments are provided in
Appendix A.3.
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regions based on the Desikan atlas. We say two regions are adjacent if they
share a common boundary. Such spatial adjacency is denoted by an adjacency
matrix S for the 70 regions, where Sij = 1 means region i and region j contain
a pair of voxels, vi and vj , which are spatially adjacent. If this is true, then
region j is defined as a neighbor of region i. The lobe i.d. for region i is denoted
by li.
Now a uniform 1-flip can be defined by:
1. Selecting a pair of adjacent regions (region i1 and region j1) across the
boundary of lobes uniformly, i.e. Si1j1 = 1 and l(i1) 6= l(j1);
2. Uniformly selecting another pair of adjacent regions (region i2 and region
j2 where i1 6= i2 and j1 6= j2) across the same boundary of lobes uniformly,
i.e. Si2j2 = 1 and l(i1) = l(i2) and l(j1) = l(j2);
3. Reassigning region j1 to lobe li1 and reassign region i2 to lobe lj2 .
By this definition, after a uniform 1-flip, the number of regions in each lobe
stays the same, where only two regions are changed to a different lobe.
Then we can define a uniform k-flip naturally as sequentially performing
uniform 1-flip k times. Note that after a uniform k-flip, the number of regions
in each lobe still stays the same.
In the permutation test, a uniform k-flip was applied and the test statistic
T (X, l) was calculated based on the lobe assignment after flipping. The p-value
is computed as the proportion of uniform k-flips with a T value smaller than
the T value for the true lobe assignments.
Figure 14 shows the violin plots for the metric defined in Eq. (2) permuted
in the same way as described above but applied to the mouse connectome.
B Dataset Description
B.1 Human Connectomes
The original dataset is from the Emotion and Creativity One Year Retest
Dataset provided by Qiu, Zhang and Wei from Southwest University available
at the Consortium for Reliability and Reproducibility [35, ?]. It is composed of
235 subjects, all of whom were college students. Each subject underwent two
sessions of anatomical, resting state DTI scans, spaced one year apart. Due to
incomplete data, only 454 scans are available.
When deriving MR connectomes, the NeuroData team parcellates the brain
into groups of voxels as defined by anatomical atlases [37]. The atlases are
defined either physiologically by neuroanatomists (Desikan and JHU), or are
generated using an automated segmentation algorithm (CPAC200). Once the
voxels in the original image space are grouped into regions, an edge is placed
between two regions when there is at least one white-matter tract, derived using
a tractography algorithm, connecting the corresponding two parts of the brain
[?]. The resulting graphs are undirected, unweighted, and have no self-loops.
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For the Desikan atlas, there are 70 different regions (35 regions for each
hemisphere), with each region belonging to a single lobe. Three regions of
the Desikan atlas per hemisphere (Banks of Superior Temporal Sulcus, Corpus
Callosum, and the “Unknown” region) do not have obvious lobe assignment and
were clustered into a new lobe category named “other” to resolve this issue.
B.2 Mouse Connectome
Images of the fixed specimen were acquired on a 9.4-T small-animal-magnet
using a 3D diffusion-weighted imaging sequence. 120 unique diffusion directions
were acquired using a b value of 4000 s/mm2, interleaved with 11 non-diffusion
weighted scans. Images were acquired in 235 hours, and reconstructed at 43
micron resolution. The mouse brain was labeled with 296 regions of interest,
148 per hemisphere [?].
To construct a structural connectome of the mouse brain fiber data was
reconstructed (max 4 fiber orientations/voxel), then probabilistic tractography
was performed using FSL [?], (5000 samples per voxel, 21 µm step size, 45
degrees curvature threshold). The 296 seed regions had connectivity estimates
produced by counting the number of fibers that originate from one region and
fall onto all other regions. This was normalized by the volume of the seed region
and resulted in a 296x296 weighted, directed graph.
C Proofs for Theory Results
For the proofs below we will denote lowrankd(A¯) as P˜ .
C.1 Outline for Main Theorems
Here the proof of Lemma 4.1 is outlined, which provides the approximate MSE of
P˜ in the stochastic blockmodel case. The result depends on using the asymptotic
results (see Theorem C.1) for the distribution of eigenvectors from [31] which
extend to the multiple graph setting in a straightforward way.
The first key observation is that since A¯ is computed from iid observations
each with expectation P , A¯ is unbiased for P and Var(Aij) =
1
M Pij(1 − Pij).
The results of [31] provide a central limit theorem for estimates of the latent
position in an RDPG model for a single graph. Theorem C.1 describes important
details. Since the variance of each entry is scaled by 1/M in A¯, the analogous
result for A¯ is that the estimated latent positions will follow an approximately
normal distribution with variance scaled by 1/M compared to the variance for
a single graph.
Since P˜ij = Xˆ
>
i Xˆj is a noisy version of the dot product of ν
>
s νt from
Section 2.3 and each Xˆi is approximately independent and normal, we can
use common results for the variance of the inner product of two indepen-
dent multivariate normals [?]. After simplifications that occur in the stochas-
tic blockmodel setting, we can derive that the variance of P˜ij converges to
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(
1/ρτi + 1/ρτj
)
Pij(1 − Pij)/(N ·M) as N → ∞. Since the variance of A¯ij is
Pij(1 − Pij)/M , the relative efficiency between P˜ij and A¯ij is approximately
(ρ−1τi + ρ
−1
τj )/N when N is sufficiently large.
C.2 Proof Details
Here the proofs are presented of the results in Section 4. To keep the ideas clear
and concise, some details are omitted, which are only slight changes to previous
works. We assume the block memberships τi are drawn iid from a categorical
distribution with block membership probabilities given by ρ ∈ [0, 1]K where∑
i ρi = 1. We will also assume that for a given N , the block memberships are
fixed for all graphs.
We denote matrix of between-block edge probabilities byB = νν> ∈ [0, 1]K×K
which we assume has rank K and is positive definite. By definition, the mean
of the collection of graphs generated from this SBM is P , where Pij = Bτi,τj .
We observe M graphs on N vertices A(1), · · · , A(M) sampled independently
from the SBM conditioned on τ . Define A¯ = 1M
∑M
t=1A
(t). Let Uˆ SˆUˆ> be the
best rank-d positive semidefinite approximation of A¯, then we define P˜ = XˆXˆ>,
where Xˆ = Uˆ Sˆ1/2.
The proofs presented here will rely on a central limit theorem developed
in [31]. The theorem was modified slightly to account for the multiple graph
setting and is presented in the special case of the stochastic blockmodel.
Theorem C.1 (Corollary of Theorem 1 in [31]). In the setting above, let
X = [X1, . . . , XN ]
> ∈ RN×d have row i equal to Xi = ντi (recall that τi are
drawn from [K] according to the probabilities ρ). Then there exists an orthog-
onal matrix W such that for each row i and j and any z ∈ Rd, conditioned on
τi = s and τj = t,
Pr
{√
N(WXˆi − νs) ≤ z,
√
N(WXˆj − νt) ≤ z′
}
=Φ(z,Σ(νs)/M)Φ(z
′,Σ(νt)/M) + o(1)
(3)
where Σ(x) = ∆−1E[XjX>j (x>Xj − (x>Xj)2)]∆−1 and ∆ = E[X1XT1 ] is the
second moment matrix, with all expectations taken unconditionally. The func-
tion Φ is the cumulative distribution function for a multivariate normal with
mean zero and the specified covariance, and o(1) denotes a function that tends
to zero as N →∞.
The proof of this result follows very closely the proof of the result in the
original paper with only slight modifications for the multiple graph setting.
We now prove a technical lemma which yields the simplified form for the
variance under the stochastic blockmodel.
Lemma C.2. In the same setting as Theorem 4.2, for any 1 ≤ s, t ≤ K:
ν>s Σ(νt)νs =
1
ρs
ν>s νt (1− ν>s νt).
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Proof. Under the stochastic blockmodel with parameters (B, ρ), we have Xi
iid∼∑K
k=1 ρkδνk , where ν = [ν1, · · · , νK ]> satisfies B = νν>. Without loss of gener-
ality, it can be assumed that ν = US where U = [u1, · · · , uK ]> is orthonormal
in columns and S is a diagonal matrix. Here it can be concluded that ν>s = u
>
s S.
Defining R = diag(ρ1, · · · , ρK), allows
∆ = E[X1X>1 ] =
K∑
k=1
ρkνkν
>
k = ν
>Rν = SU>RUS.
Thus
ν>s Σ(νt)νs =
K∑
k=1
ν>s ∆
−1ρkνkν>k ∆
−1νs(ν>t νk)(1− ν>t νk)
=
K∑
k=1
ρk(u
>
s U
>R−1Uuk)2(ν>t νk)(1− ν>t νk)
=
K∑
k=1
ρk(e
>
s R
−1ek)2(ν>t νk)(1− ν>t νk)
=
K∑
k=1
ρkδskρ
−2
s (ν
>
t νk)(1− ν>t νk)
=
1
ρs
ν>t νs(1− ν>t νs)
Lemma C.3 (Lemma 4.1). In the same setting as above, for any i, j, condi-
tioning on Xi = ντi and Xj = ντj :
lim
N→∞
N ·Var(P˜ij) =
1/ρτi + 1/ρτj
M
Pij(1− Pij).
And for N large enough, conditioning on Xi = ντi and Xj = ντj :
E[(P˜ij − Pij)2] ≈
1/ρτi + 1/ρτj
MN
Pij(1− Pij).
Proof. Conditioned on Xi = νk, we have by Theorem C.1,
E[WXˆi] = νk + o(1)
and
N · Cov(WXˆi,WnXˆi) = Σ(νk)/M.
Also, Corollary 3 in [31] says Xˆi and Xˆj are asymptotically independent.
Thus, conditioning on Xi = νs and Xj = νt, we have limN→∞ E[Xˆ>i Xˆj ] =
limN→∞ E[(WN Xˆi)>]E[WN Xˆj ] = ν>s νt = Pij .
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Since P˜ij = Xˆ
>
i Xˆj is a noisy version of the dot product of ν
>
s νt, combined
with Lemma C.2 and the results above, by Equation 5 in [?], conditioning on
Xi = νs and Xj = νt:
E[Xˆ>i Xˆj ] = E[(WN Xˆi)>]E[WN Xˆj ]
= ν>s νt + o(1) = Pij + o(1)
and
N ·Var(P˜ij)
=
1
M
(
ν>s Σ(νt)νs + ν
>
t Σ(νs)ν
>
t
)
+
1
M2N
(tr(Σ(νs)Σ(νt))) + o(1)
=
1
M
(
ν>s Σ(νt)νs + ν
>
t Σ(νs)ν
>
t
)
+ o(1)
=
1/ρs + 1/ρt
M
Pij(1− Pij) + o(1).
Since P˜ij = Xˆ
>
i Xˆj is asymptotically unbiased for Pij , when n is large enough:
E[(P˜ij − Pij)2] = Var(P˜ij) ≈ 1/ρs + 1/ρt
MN
Pij(1− Pij) + o(1).
We now prove Theorem 4.2
Proof of Theorem 4.2. Combining the MSE result of A¯ij
E[(A¯ij − Pij)2] = Pij(1− Pij)
M
,
and Lemma 4.1, i.e. for large enough N ,
E[(P˜ij − Pij)2] ≈
1/ρτi + 1/ρτj
MN
Pij(1− Pij),
and therefore there is a large enough N ,
RE(A¯ij , P˜ij) =
E[(P˜ij − Pij)2]
E[(A¯ij − Pij)2] ≈
1/ρτi + 1/ρτj
N
.
And the ARE result follows directly by taking the limit of RE as N →∞.
The proof for Theorem 4.2 is now a simple application of the above lemmas
to the ratio of the mean squared errors for A¯ and Pˆ .
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Figure 12: The top panel shows the estimated relative efficiency RˆE(A¯, Pˆ ) as a
function of N for fixed M = 100 based on simulations of an SBM. For each value
of N , 1000 Monte Carlo replicates of the SBM from Appendix D estimated the
RE. Each curve corresponds to an average across vertex pairs corresponding
to the three distinct block probabilities B11, B12, and B22 in the two-block
SBM. Recall that values below 1 indicate that Pˆ is performing better than
A¯. To distinguish the three curves, the bottom panel shows the corresponding
scaled relative efficiencies, N · RˆE(A¯, Pˆ ). The solid horizontal line indicates the
theoretical asymptotic scaled relative.
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D SBM Simulations
In this section, the theoretical results from Section 4 regarding the relative
efficiency between A¯ and Pˆ via Monte Carlo simulation experiments in an ide-
alized setting will be illustrated. These numerical simulations will also allow us
to investigate the finite sample performance of the two estimators.
Here, we consider the following 2-block SBM with parameters
B =
[
0.42 0.2
0.2 0.7
]
, ρ =
[
0.5 0.5
]
.
When calculating Pˆ , the dimension selection step from Algorithm 2 is omitted
and replaced with the true dimension d = rank(B) = 2. Note that for large N ,
many dimension selection methods will often correctly select the true dimension
[26, 32]. 1000 Monte Carlo replicates were performed with the above SBM
distribution with N ∈ {30, 50, 100, 250, 500, 1000}
Since the relative efficiency only depends on the block memberships of the
pair i, j, letting Dst = {(i, j) : τi = s, τj = t, 1 ≤ i < j ≤ n}, the relative
efficiency for each block pair can be estimated using
RˆEst(A¯, Pˆ ) =
∑
(i,j)∈Dst
ˆMSE(Pˆij)∑
(i,j)∈Dst
ˆMSE(A¯ij)
for s, t ∈ {1, 2}, where ˆMSE denotes the estimated mean squared error based on
the Monte Carlo replicates. For the remaining simulations and real data anal-
ysis, we will always be considering estimated relative efficiency and estimated
mean squared error rather than analytic results, and hence we will frequently
omit that these are estimated values.
In Fig. 12, we plot the (estimated) relative efficiency (top panel) and the
scaled (estimated) relative efficiency (bottom panel), N · RˆEst(A¯, Pˆ ). The dif-
ferent dashed lines denote the RE and scaled RE associated with different block
pairs, either B11, B12, or B22. As expected from Theorem 4.2, the top panel
indicates that the relative efficiencies are all very close together and much less
than 1, decreasing at the rate of 1/N , indicating that Pˆ is performing better
than A¯.
Based on Theorem 4.2, the scaled RE converges to 1/ρτi + 1/ρτj = 4 as
N → ∞ for all pairs i, j. This is plotted as a solid line in the bottom panel.
The figure shows that N · RˆEst(A¯, Pˆ ) converges to scaled asymptotic RE quite
rapidly. Error bars were omitted, as the standard errors are very small for these
estimates.
Remark D.1. For small graphs, the estimates of the edge probabilities for pairs
of vertices in different blocks are much better than the estimates for edges within
each block. The reason for this is unclear and could be due to the actual values
of the true probability, but it may also be due to the fact that there are approx-
imately twice as many pairs of vertices in different blocks, N2/4, than there
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are in the same block, N2/8 −N/4. This could lead to an increase in effective
sample size which may cause the larger differences displayed in the left parts
of Fig. 12. However, these differences are nearly indistinguishable for unscaled
relative efficiency overall.
E Synthetic Data Analysis for Full Rank IEM
While the theory we have developed is based on the assumption that the mean
graph is low rank, as we have seen in Section 5, Pˆ can perform well even when
this assumption is false. To further illuminate this point, a synthetic data
analysis under a more realistic full-rank independent edge model was performed.
As discussed in Section 5.1, the sample mean of the 454 graphs in the Desikan
dataset is actually of full rank. For this simulation, we will use the sample
mean as the probability matrix P . A sampling of independent graphs from
the full rank IEM with the probability matrix P show that for the synthetic
data sets of size M = 1, 5, and 10, Pˆ performs even better than A¯ in the real
data experiments. Fig. 13 shows the resulting estimated MSE for A¯ (solid line)
and Pˆ (dashed line), as a function of the embedding dimension for simulated
data based on the full rank probability matrix P shown in the left panel of
Fig. 1. These results are similar to those presented in Section 5, though overall
Pˆ performs even better than in the real data experiments. When M is small, Pˆ
outperforms A¯ with a flexible range of embedding dimensions including those
selected by the Zhu and Ghodsi method. On the other hand, when M is large
enough, both estimators perform well with the decision between the two being
less conclusive. This simulation again shows the robustness of Pˆ to deviations
from the RDPG model, specifically if the probability matrix is full-rank.
We also note that the finite-sample relative efficiency for this synthetic data
is even more favorable to Pˆ than for the real data, with relative efficiency lower
than 1/3 for M = 1 in the synthetic data analysis as compared to relative
efficiency which were at best around 1/2 for M = 1 in the original data. From
this observation, we can postulate that the degradation in the performance of Pˆ
in real data can at least partially be attributed to the fact that the independent
edge assumption does not hold for real data. It also suggests that more elaborate
models of connectomes will be valuable for various inferential tasks.
F Analysis of Mouse Superstructures
Fig. 14 shows the analogous permutation analysis to that performed in Sec-
tion 5.2 and Fig. 7 but for the mouse data described in Appendix B.2.
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Figure 13: Comparison of Pˆ and A¯ for synthetic data analysis. As in Fig. 12,
this figure shows ˆMSE for A¯ (solid line) and Pˆ (dashed line) for simulated data
with different sample sizes M based on the sample mean for the Desikan dataset.
Again, the average of dimensions selected by the USVT method (square) and
the ZG method (triangle) tend to nearly approximate the optimal dimension.
Overall, the structure of these plots well approximates the structure for the real
data indicating that performance for the independent edge model will tend to
translate in structure to non-independent edge scenarios. On the other hand,
the relative efficiency RˆE(A¯, Pˆ ) is lower for this synthetic data analysis than for
the SWU4 data.
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Figure 14: Violin plot for the mouse connectome permutation test. As in Fig. 7,
1000 simulations for each number of flips show that as the number of flips
increases, the distribution under the null moves further from the dashed line.
This indicates that the latent positions correlate with the superstructures even
after conditioning on the spatial structure. Dashed line represents the situation
based on true superstructure assignment.
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