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概要
本研究では、発想法の 1つであるマインドマップ (以下MM)を多人数で効率よく扱うため、ヘッドマウ
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KJ法 [6]*1を VR空間上でハンドジェスチャを用いて操作して作成する KJVR[7]の様な既存の発想支援ソフ



















































本研究ではシステムの実装に Unity5.6.2、HMD に数メートル四方での位置追跡が可能な HTC Vive(以下
Vive)、ハンドトラッキングセンサーに赤外線による画像解析を用い手の情報を出力する Leap Motion(以下
Leap)を使い、これらを以下の環境で動かした。
• OS: Windows 10 Pro
• GPU: GTX Titan



















































































































1 <CentralImage text="授業の計画" url="" maxbranch_id="2" maxball_id="17">
2 <Branch branch_id="2" parentball_id="5" centerball_id="16" childball_id="
17" childball_pos="(-0.1998, 14.5662, 0.0350)" text="電気通信大
学" url="https://pbs.twimg.com/profile_images/699482453933592576/
Vo20Pibj.png" color="RGBA(0.601, 0.087, 0.806, 1.000)">
3 </Branch>
4 <Branch branch_id="1" parentball_id="13" centerball_id="14" childball_id=
"15" childball_pos="(-1.2444, 13.0514, 0.0593)" text="電気通信大





MMVR ではハンドジェスチャを使い操作するが、ハンドジェスチャの取得については HMD である HTC
Viveの正面にハンドトラッカーである Leap Motionを装着し、手の動きを取得している。また、手の位置、指
の位置、指の角度、Leap Motionで既に定義されている GrabStrengthデータにアクセスするため、Leap Motion









を Leap Motion に用意されている Finger.IsExtended の値を使用した。もし人差し指のみ伸びていて、か
つ何かしらのジェスチャが実行中であることを表す GestureController を継承したコンポーネントが手の
GameObject についていなければ、手の GameObject に対し新たにジェスチャ用のクラス GestureController

















使われるデータの保存形式は図 16の様に内容テキスト、画像 URL、配置されている最大のブランチ ID、最
大のジェスチャ領域 IDになる。












ディレクトリに保存し、その内容を Google Speech APIに送信し、図 17のように返される結果を取得するこ
とでその内容をテキスト化している。キーワード作成時は SpeechAPIで帰ってきた結果の内 1番目をテキス
トとしてブランチに登録し、キーイメージ作成時はその結果の画像を Google Custom SearchAPIに送信して、
図 18の様に帰ってきた結果 itemsの 1番目に帰ってきた URLを取得し画像をダウンロードすることで実現
した。
また、保存送信に使われるデータの形式は図 19の様になり、保存されるデータはブランチの ID、ブランチ







図 17: Google Speech APIの結果例
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1 {
2 "kind" : "customsearch#search" ,
3 "url" : {
4 "type" : "application/json" ,
5 "template" : 中略
6 } ,
7 "queries" : {
8 "request" : [
9 {
10 "title" : "Google Custom Search - 電気通信大学" ,
11 "totalResults" : "8510000" ,
12 "searchTerms" : "電気通信大学" ,
13 "count" : 10 ,
14 "startIndex" : 1 ,
15 "inputEncoding" : "utf8" ,
16 "outputEncoding" : "utf8" ,
17 "safe" : "off" ,
18 "cx" : "003548188006677474222:u3i3mkmn0eu" ,
19 "searchType" : "image"
20 }
21 ] ,




26 "context" : {
27 "title" : "MMVR - Google Image Search"
28 } ,
29 "searchInformation" : {
30 "searchTime" : 0 . 613681 ,
31 "formattedSearchTime" : "0.61" ,
32 "totalResults" : "8510000" ,
33 "formattedTotalResults" : "8,510,000"
34 } ,
35 "items" : [
36 {
37 "kind" : "customsearch#result" ,
38 "title" : "電気通信大学 (@uectokyo) | Twitter" ,
39 "htmlTitle" : "\u003cb\電気通信大学u003e\u003c/b\u003e (@uectokyo) | Twitter" ,
40 "link" : "https://pbs.twimg.com/profile_images/699482453933592576/Vo20Pibj.png" ,
41 "displayLink" : "twitter.com" ,
42 "snippet" : "電気通信大学 (@uectokyo) | Twitter" ,
43 "htmlSnippet" : "\u003cb\電気通信大学u003e\u003c/b\u003e (@uectokyo) | Twitter" ,
44 "mime" : "image/png" ,
45 "image" : {
46 "contextLink" : "https://twitter.com/uectokyo" ,
47 "height" : 400 ,
48 "width" : 400 ,
49 "byteSize" : 42497 ,
50 "thumbnailLink" : "https://encrypted -tbn3.gstatic.com/images?q=
tbn:ANd9GcR78np5MDXThwSg0NX7_GBfwStKvseTdPwKl6HAfJQRntWMRhmkBf7I6Q" ,
51 "thumbnailHeight" : 124 ,







図 18: Google Custom Search APIの結果例
20
1 <Branch branch_id="2" parentball_id="5" centerball_id="16" childball_id="17
" childball_pos="(-0.1998, 14.5662, 0.0350)" text="電気通信大
学" url="https://pbs.twimg.com/profile_images/699482453933592576/
Vo20Pibj.png" color="RGBA(0.601, 0.087, 0.806, 1.000)">
2 </Branch>
3 <Branch branch_id="1" parentball_id="13" centerball_id="14" childball_id="
15" childball_pos="(-1.2444, 13.0514, 0.0593)" text="電気通信大



























OS Windows 10 Pro













実験ではマインドマップの基本的な操作を評価するため 7 つのタスクを用意し、これを被験者に MMVR,
iMindMap でそれぞれ 3 回ずつ行わせ、操作完了までにかかった時間を評価した。実験手順としては、予












































































操作＼被験者番号 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
タップ 5 4 5 5 5 5 4 4 - - - - - - - -
ドラッグ 5 4 5 5 5 5 5 3 - - - - - - - -
ダブルタップ 5 4 3 2 4 4 4 3 - - - - - - - -
ブランチの作成 5 4 5 4 5 4 5 4 5 5 5 5 5 4 5 4
ブランチの削除 5 5 5 5 4 3 5 4 5 5 5 5 5 5 5 5
キーワードの変更 4 3 3 1 5 4 4 5 5 4 5 5 5 4 4 4









操作＼被験者番号 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
タップ 5 5 4 5 5 5 5 5 - - - - - - - -
ドラッグ 5 5 5 5 5 5 5 5 - - - - - - - -
ダブルタップ 5 5 4 2 5 4 5 4 - - - - - - - -
ブランチの作成 5 5 4 5 5 5 5 5 3 4 4 5 5 3 4 4
ブランチの削除 5 4 5 5 5 5 5 5 5 5 5 5 5 5 4 5
キーワードの変更 5 4 3 5 5 4 5 5 2 5 4 5 5 5 2 4







操作＼被験者番号 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
セントラルイメージ 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
ブランチ 5 3 3 5 4 4 5 4 5 3 5 5 5 4 5 3
キーワード 5 3 5 5 4 5 3 5 5 5 5 5 5 5 5 4









































タスク全てに対し被験者ごとの平均と 3回目のタスク完了時間について 5%有意水準の両側 t検定（以下全有
意差検定は 5%有意水準の両側 t検定で行った）でMMVRと有意差が出たものについて調べた所、タスク 3
の平均と 3回目、タスク 5の 3回目で有意差が出たことがわかった。また、全被験者の各ソフト各タスク毎平






























図 27: タスク 1被験者毎平均
図 28: タスク 2被験者毎平均
36
図 29: タスク 3被験者毎平均
図 30: タスク 4被験者毎平均
37
図 31: タスク 5被験者毎平均
図 32: タスク 6被験者毎平均
38
図 33: タスク 7被験者毎平均
図 34: 各タスク全試行全被験者平均
39




この結果より、MMVR と iMindMap の共通操作はいずれも iMindMap の方がスコアが高いことがわかっ
た。中でも、キーワードの変更とキーイメージの変更のスコアが低い一方、これらの操作に必要なタップのス
コアが 4を超えていることから、ジェスチャ操作でなく、音声入力の点で評価が下がったものと考えられる。































































































1, 2 3, 4 5, 6 7, 8
MMVR(A) iMindMap(A) MMVR(B) iMindMap(B)


















操作＼被験者番号 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
グラブ 5 4 5 5 5 5 4 4 - - - - - - - -
タップ 5 4 5 5 5 5 5 4 - - - - - - - -
ドラッグ 5 4 5 5 5 5 5 4 - - - - - - - -
ダブルタップ 5 4 3 5 4 4 5 4 - - - - - - - -
ブランチの作成 5 4 5 4 5 4 5 3 5 3 5 5 5 4 5 3
ブランチの削除 5 4 5 5 4 4 5 4 5 4 5 5 5 5 5 4
キーワードの変更 5 3 3 5 5 4 5 4 5 5 5 5 5 4 5 4
キーイメージの変更 5 3 3 5 5 4 5 4 3 4 5 4 3 4 2 3
視点の移動 5 3 5 5 3 5 2 3 - - - - - - - -









操作＼被験者番号 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
グラブ 5 5 4 5 5 5 5 5 - - - - - - - -
タップ 5 5 4 5 5 5 5 5 - - - - - - - -
ドラッグ 5 5 5 5 5 4 5 4 - - - - - - - -
ダブルタップ 5 5 4 5 5 5 5 4 - - - - - - - -
ブランチの作成 5 5 4 5 5 5 5 5 5 4 4 5 5 4 5 4
ブランチの削除 5 5 5 5 5 4 5 5 5 5 5 5 5 5 5 4
キーワードの変更 5 4 3 5 5 4 5 5 3 5 4 5 5 5 5 5
キーイメージの変更 5 4 3 5 5 4 5 5 3 3 4 5 3 4 1 4
視点の移動 5 5 5 5 5 5 3 3 - - - - - - - -


























































































































































































































MMVR に関しては被験者 6 のように自由な場所にブランチを作成することが評価点として挙げられてい
























































MMVRの視点に関しては、被験者 1, 2, 5, 6, 8の様に見やすく位置も調整しやすかったという意見の一方、





















2名の被験者でグループを 1組を作り、実験を行った。以降、この被験者を被験者 1, 2と呼ぶ。
8.3 比較対象
比較対象は実験 1と 2同様、間接操作を用い作成する iMindMapを使用した。
8.4 実験環境




OS Windows 10 Home
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