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Abstract
In this paper we establish Lp-boundedness (1 < p < ∞) for a class of singular convolution operators
on the Heisenberg group whose kernels satisfy regularity and cancellation conditions adapted to the im-
plicit (n+ 1)-parameter structure. The polyradial kernels of this type arose in [A.J. Fraser, An (n+ 1)-fold
Marcinkiewicz multiplier theorem on the Heisenberg group, Bull. Austral. Math. Soc. 63 (2001) 35–58;
A.J. Fraser, Convolution kernels of (n + 1)-fold Marcinkiewicz multipliers on the Heisenberg group, Bull.
Austral. Math. Soc. 64 (2001) 353–376] as the convolution kernels of (n + 1)-fold Marcinkiewicz-type
spectral multipliers m(L1, . . . ,Ln, iT ) of the n-partial sub-Laplacians and the central derivative on the
Heisenberg group. Thus they are in a natural way analogous to product-type Calderón–Zygmund convo-
lution kernels on Rn. Here, as in [A.J. Fraser, An (n + 1)-fold Marcinkiewicz multiplier theorem on the
Heisenberg group, Bull. Austral. Math. Soc. 63 (2001) 35–58; A.J. Fraser, Convolution kernels of (n + 1)-
fold Marcinkiewicz multipliers on the Heisenberg group, Bull. Austral. Math. Soc. 64 (2001) 353–376], we
extend to the (n + 1)-parameter setting the methods and results of Müller, Ricci, and Stein in [D. Müller,
F. Ricci, E.M. Stein, Marcinkiewicz multipliers and two-parameter structures on Heisenberg groups I,
Invent. Math. 119 (1995) 199–233] for the two-parameter setting and multipliers m(L, iT ) of the sub-
Laplacian and the central derivative.
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This paper deals with a class of singular integrals on the Heisenberg group underlying which
is an implicit (n + 1)-parameter structure. These operators in a natural way generalize to the
Heisenberg group the product-type Calderón–Zygmund singular integral operators on Rn.
There is a rich product theory of Fourier analysis on Rn (see, e.g., [2,4,5,9,12]). In [4,5],
Calderón–Zygmund singular integral operators generalizing the product Hilbert transform
H(f ) = f ∗ 1
x1 · · ·xn ,
but with convolution kernels which cannot be written as a product, were studied. Let us consider
operators of this type with, however, a stronger version of the regularity conditions, holding
for all derivatives, and a more general type of cancellation condition—expressible in terms of
normalized bump functions (this is the kind of product-type operator defined on general products
of stratified groups by Müller, Ricci and Stein in [10] (see also [11])): Away from all coordinate
planes, the distribution kernel K on Rn is smooth and satisfies the regularity condition∣∣∂i11 · · · ∂inn K(x)∣∣ CI |x1|−1−i1 · · · |xn|−1−in (1)
for all multi-indices I = (i1, . . . , in). We define a normalized bump function on Rk to be a
smooth function, supported in the unit ball, such that it and all of its first-order partial deriv-
atives are bounded by a fixed pre-determined constant. Then general product-type cancellation
conditions are expressed by requiring that the distribution kernel K , when tested against any
multi-parameter dilate of any normalized bump function in any k of the n variables, yields a
distribution kernel on Rn−k satisfying the regularity condition of type (1) in the remaining n− k
variables.
Such singular integral operators on Rn are precisely the multiplier operators given by the
strong Marcinkiewicz condition on the Fourier transform Kˆ = m:∣∣(ξ1∂ξ1)j1 · · · (ξn∂ξn)jnm(ξ)∣∣ CJ (2)
for all multi-indices J = (j1, . . . , jn).
In [6,7] we prove a generalization of this fact for the Heisenberg group, and establish the Lp-
boundedness (1 < p < ∞) of the corresponding Marcinkiewicz-type multiplier operators. We
do this using methods developed by Müller, Ricci, and Stein in [10] to establish corresponding
results for two-fold Marcinkiewicz-type spectral multipliers m(L, iT ) of the sub-Laplacian and
the central derivative.
The Marcinkiewicz-type multipliers we consider in [6,7] are defined spectrally as functions
m(L1, . . . ,Ln, iT ) of the central derivative and the n-partial sub-Laplacians L1, . . . , Ln on the
Heisenberg group. This is in analogy to the fact that on Rn the multipliers can be viewed via
the Spectral Theorem as functions m(i∂/∂x1, . . . , i∂/∂xn) of the n-partial derivatives. Unlike
i∂/∂x1, . . . , i∂/∂xn on Rn, however, which act independently in the n-component variables, the
operators L1, . . . , Ln and iT on Hn have intertwined actions—they share their action in the
central t-variable. Here (z, t) ∈ Cn × R = Hn. Consequently, the regularity and cancellation
conditions found in [6,7] to characterize the convolution kernels of these operators are almost,
but not quite, of (n + 1)-fold product-type on C × · · · × C × R. These “near-product-type”
conditions are given in Section 5.
Since L1, . . . ,Ln and iT commute with all rotations in the C-variables of Hn = C × · · · ×
C×R, the kernels of these spectral multiplier operators are necessarily polyradial; that is, radial
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kernels, though not necessarily polyradial, still satisfy the same near-product-type regularity and
cancellation conditions, should not also define bounded operators on Lp(Hn). We show here that
they do, extending to the (n + 1)-parameter case the results and methods of Müller, Ricci, and
Stein in [10] for two-fold near-product-type operators on Hn = Cn × R. As in [6,7], while our
methods are essentially the same as those in [10], the technical difficulties inherent in the (n+1)-
fold case are substantial and more in the nature of a generalization from one to n variables, than
from two to several.
The proof in [10] involves lifting to the product group G = Hn × R, while here, as in [6],
we lift to G = H × · · · × H × R in which n copies of the three-dimensional Heisenberg group
H have been pulled apart. The (2n + 1)-dimensional Heisenberg group Hn is then a quotient
G/ker(π) under the natural homomorphism π :G → Hn. The method used is then that of “re-
verse transference” (see also [1]): Given an L1 kernel K on Hn, we construct a lifted L1 kernel
K on G, and show that it satisfies all 2n+1 product-type regularity and cancellation conditions on
the pure product group G, whenever K is of near-product-type on Hn. On the product group G,
Lp-boundedness, for 1 < p < ∞, of convolution operators with product-type kernels follows by
the direct generalization to several factors of the work in [10] for product groups G1 × G2 of
two factors. The Lp-boundedness of near-product-type convolution operators on the Heisenberg
group is then obtained by the method of transference (see also [3]).
2. Preliminaries
Let Hn denote the (2n+ 1)-dimensional Heisenberg group. That is, Hn = Cn × R, with mul-
tiplication
(z, t)(w, s) = (z +w, t + s + 2 Im z · w¯).
The identity for this multiplication is (0,0), and the inverse (z, t)−1 of (z, t) is (−z,−t). The
Heisenberg group is a connected, simply connected nilpotent Lie group. We define one-parameter
dilations on Hn, for r > 0, by
r(z, t) = (rz, r2t).
These dilations are group automorphisms. A homogeneous norm on Hn is given by∣∣(z, t)∣∣= (|z|2 + |t |)1/2.
Using coordinates (z, t) = (x + iy, t) for points in Hn, the left-invariant vector fields Xj , Yj
and T on Hn equal to ∂∂xj ,
∂
∂yj
and ∂
∂t
at the origin are given by
Xj = ∂
∂xj
+ 2yj ∂
∂t
, Yj = ∂
∂yj
− 2xj ∂
∂t
and T = ∂
∂t
,
respectively. These 2n + 1 vector fields form a basis for the Lie algebra hn of Hn with commu-
tation relations
[Yj ,Xj ] = 4T
for j = 1, . . . , n, and all other commutators equal to 0.
A differential operator D on Hn is called homogeneous of degree d if
D
(
f (r·))= rd(Df )(r·).
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two. The homogeneous dimension of Hn is 2n + 2, the sum of the degrees of the homogeneous
basis elements X1, . . . ,Xn, Y1, . . . , Yn, and T .
3. The lifting argument
Let Hn denote the n-fold product H × · · · × H of the three-dimensional Heisenberg group H
(not to be confused with the (2n + 1)-dimensional Heisenberg group Hn), and set G = Hn × R.
Elements
(z1, u1, . . . , zn, un, t) = (h1, . . . , hn, t) = (h, t)
of G, where hi = (zi , ui) ∈ H and t ∈ R, will also, by abuse of notation, be denoted (z, u, t).
We define the homomorphism π :G → Hn by
π(z1, u1, . . . , zn, un, t) =
(
z, t +
n∑
i=1
ui
)
.
The kernel of π is the central subgroup
N =
{
(z, u, t): z = 0, t = −
n∑
i=1
ui
}
,
which is isomorphic to Rn. The Heisenberg group Hn can thus be identified with the quotient
group G/N .
3.1. Transference from L1(G) down to L1(Hn)
For a function f ∈ L1(G), we define the transferred function f  on the quotient G/N ∼= Hn
by integrating over cosets:
f (z, t) =
∫
Rn
f
(
z1, u1, . . . , zn, un, t −
n∑
i=1
ui
)
du.
Then f  ∈ L1(Hn) and∥∥f ∥∥
L1(Hn)
 ‖f ‖L1(G).
If f is a smooth function on G, then f  is smooth on Hn, and for any X ∈ g, the Lie algebra
of G,
dπ(X)f  = (Xf ).
Thus [∂zj f ] = ∂zj f .
Proposition 1 (Transference). Let K ∈ L1(G) and Tf = f ∗ K . Then the operator T  given by
T f = f ∗ K is bounded on Lp(Hn), 1 < p < ∞, and∥∥T ∥∥
Lp(Hn)→Lp(Hn)  ‖T ‖Lp(G)→Lp(G).
(For the proof, see [3], or the method of descent in [13, Chapter XI].)
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Given a function f ∈ L1(Hn), the natural lifted function on G is of course f ◦ π . This is
however not an L1 function, and so we make use of a cut-off function on Hn in order to con-
struct a lifted function f  in L1(G). In this way, we can force |ui | ∼ |zi |2 in the support of f #,
and so provide control of the size of f # in the ui -directions by means of the size of f in the
zi -directions. Further, by appropriate normalizing, we adjust the size of f ◦ π to account for the
homogeneity of two in the ui -variables:
For χ ∈ C∞c (R), supported in [1/2,1], and such that χ  0, and
∫
χ = 1, we let
Xz(u) = χ|z1|2(u1) · · ·χ|zn|2(un),
where for r > 0, χr denotes the normalized dilated function r−1χ(·/r) on R. Given f ∈ L1(Hn),
we now define the lifted function f  on G by
f (z,u, t) = f ◦ π(z,u, t)Xz(u)
= f
(
z, t +
n∑
i=1
ui
)
χ|z1|2(u1) · · ·χ|zn|2(un). (3)
Then f  ∈ L1, and we observe that under the · operator, f  does indeed transfer back down to
f on Hn:(
f 
)
(z, t) =
∫
Rn
f 
(
z,u, t −
n∑
i=1
ui
)
du
=
∫
Rn
f (z, t)χ|z1|2(u1) · · ·χ|zn|2(un) du
= f (z, t)
∫
R
χ(u1) du1 · · ·
∫
R
χ(un) dun = f (z, t).
We will abuse notation somewhat when working with m-fold sub-products Hm of G (1m n).
For (w, s) ∈ Hm we will understand X(s) or Xw(s) to denote the m-fold products
X(s) = χ(s1) · · ·χ(sm) and Xw(s) = χ|w1|2(s1) · · ·χ|wm|2(sm),
respectively.
4. Product theory
We begin by defining what will be referred to as a product-type kernel on a product group G =
G1 × · · · × GN . This definition applies in the generality of homogeneous groups (homogeneous
groups are defined, e.g., in [8], or [13, Chapter XIII]). However, in this paper we only consider
products of the homogeneous groups H (where |(z, t)| = (|z|2 + |t |)1/2, and the homogeneous
dimension Q = 2 + 2 = 4), C (where Q = 2), and R (Q = 1).
For j = 1, . . . ,N , let Gj be a homogeneous group of homogeneous dimension Qj . Then Gj
is equipped with an automorphic one-parameter dilation (which, for rj > 0, we denote simply by
xj 	→ rj xj , for xj ∈ Gj ) and a homogeneous norm | · |. We consider a basis
{Xj,1, . . . ,Xj,nj }
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set {0,1,2, . . .}), the degree of the left-invariant differential operator XIj = Xi1j,1 · · ·X
inj
j,nj
on Gj
will be denoted by dj (I ).
Notation. Throughout this paper, we will adopt the following notational conventions for product
groups. For x in a product group G = G1 × · · · ×GN , we let
|x| = (|x1|, . . . , |xN |),
so that, given a multi-index J ∈ (Z+)N ,
|x|J = |x1|j1 · · · |xN |jN .
For j ∈ Z+, we denote by j the multi-index (j, . . . , j) ∈ (Z+)m for a dimension m which
will always be clear from the context. We set Q = (Q1, . . . ,QN), and for a multi-index
I = (I1, . . . , IN), with Ij ∈ (Z+)nj , j = 1, . . . ,N, we also set
d(I) = (d1(I1), . . . , dN(IN)).
The differential operator XI = XI11 · · ·XINN on G, with X
Ij
j on Gj defined as above, then has
degree |d(I)|.
We denote multi-parameter dilation, given r = (r1, . . . , rN ) ∈ (R+)N , by
δr (x) = (r1x1, . . . , rNxN)
for x ∈ G. We will on occasion have need of the multi-parameter dilations by (r21 , . . . , r2N) or
(r−11 , . . . , r
−1
N ). We will therefore write these as δr2 and δr−1 where r2 = (r21 , . . . , r2N) and r−1 =
(r−11 , . . . , r
−1
N ), respectively.
Frequently it will be necessary to split a variable x in a product group G into two component
variables. In such cases we shall write x = (x	←, x	→), where
x	←= (x1, . . . , x	), x	→= (x	+1, . . . , xN)
for 1 	N, and
XJ
	←
= XJ11 · · ·XJ		 , XK	→ = X
K	+1
	+1 · · ·XKNN
for J = (J1, . . . , J	) ∈ (Z+)n1 × · · · × (Z+)n	 and K = (K	+1, . . . ,KN) ∈ (Z+)n	+1 × · · · ×
(Z+)nN . We also set
G	←= G1 × · · · ×G	, G	→= G	+1 × · · · × GN,
with corresponding definitions of Q	←, Q	→, d	←, and d	→. When we wish to split x into more
than two component variables, we will employ the notation xjk with for 1 j < k < N , xjk =
(xj+1, . . . , xk).
We note that for z ∈ CN , |z|2 = |z1|2 · · · |zN |2, while |z|2 = (|z1|2, . . . , |zN |2), and |z|2 is the
usual norm squared, |z1|2 + · · · + |zN |2.
We define the product-type kernel conditions in terms of normalized bump functions. A C∞c
function ϕ on a group is called a normalized bump function if ϕ is supported in the unit ball, and
ϕ and all first-order partial derivatives of ϕ are bounded by a fixed, pre-determined constant.
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type kernel conditions) if it satisfies the regularity condition∣∣XIK(x)∣∣CI |x|−Q−d(I ) (4)
for all I = (I1, . . . , IN ), Ij ∈ (Z+)nj , j = 1, . . . ,N ; as well as for each 	 = 1, . . . ,N , the can-
cellation condition in x	←∣∣∣∣ ∫
G	←
XI	→
K(x)ϕ
(
δr (x	←)
)
dx	←
∣∣∣∣ CI |x	→|−Q	→−d	→(I ) (5)
for all I = (I	+1, . . . , IN), Ij ∈ (Z+)nj , j = 	 + 1, . . . ,N , all normalized bump functions ϕ on
G	←, and all r ∈ (R
+)	.
In addition, the kernel K must satisfy each of the cancellation conditions obtained from (5)
by permuting the indices 1, . . . ,N .
In the case where K is a tempered distribution, we assume that K is smooth away from the
“planes” {x ∈ G: xj = 0}, j = 1, . . . ,N , and satisfies the regularity condition (4), as well as
the cancellation conditions (5) interpreted as follows. Given ϕ in the Schwartz space S(G	←), we
define the distribution Kϕ on G	→ by
Kϕ(ψ) = K(ϕ ⊗ψ)
for all ψ ∈ S(G	→), where
ϕ ⊗ ψ(x1, . . . , xN) = ϕ(x	←)ψ(x	→).
The cancellation condition (5) for distributions K then states that for all normalized bump func-
tions ϕ on G	←, and for all r ∈ (R
+)	, the distributions Kϕ◦δr ∈ S ′(G	→), are smooth away from
the planes {x	→∈ G	→: xj = 0}, j = 	+ 1, . . . ,N , and uniformly satisfy∣∣XI	→Kϕ◦δr (x	→)∣∣ CI |x	→|−Q	→−d	→(I )
for all I = (I	+1, . . . , IN) ∈ (Z+)n	+1 × · · · × (Z+)nN .
A convolution operator on a product group G whose kernel is of product-type will be called a
product-type convolution operator.
Theorem 2 (Müller, Ricci, Stein). Product-type convolution operators on a product group G are
bounded on Lp , for 1 < p < ∞, with bound dependent only on the constants in the product-type
kernel conditions (4), (5).
Proof. This pure product result generalizes directly from the two-fold version [10, Theorem 4.4].
5. Near-product-type kernels on the Heisenberg group
For the remainder of this paper, we once again let G denote the (n + 1)-fold product group
H
n × R.
We now state the main result of this paper. The cancellation conditions (7)–(9) below are to
be interpreted for distributions in the same manner as indicated above.
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product-type kernel conditions) if K is smooth away from the zi = 0 planes, and satisfies the size
condition∣∣∂Iz ∂kt K(z, t)∣∣CI,k|z|−2−I (|z|2 + |t |)−1−k (6)
for all I ∈ (Z+)n, k ∈ Z+; as well as the following cancellation conditions: for all 	, 1 	 n,∣∣∣∣ ∫
C	
∂Iz	→
∂kt K(z, t)ϕ
(
δr (z	←)
)
dz	←
∣∣∣∣ CI,k|z	→|−2−I (|z	→|2 + |t |)−1−k (7)
for all normalized bump functions ϕ on C	, r ∈ (R+)	, I ∈ (Z+)n−	, and k ∈ Z+;∣∣∣∣ ∫
C	
∫
R
∂Iz	→
K(z, t)ϕ
(
δr (z	←, t)
)
dz	←dt
∣∣∣∣CI |z	→|−2−I (8)
for all normalized bump functions ϕ on C	 × R, r ∈ (R+)	+1, and I ∈ (Z+)n−	; all conditions
obtained from (7) and (8) by permuting the indices 1, . . . , n; and∣∣∣∣ ∫
R
∂Iz K(z, t)ϕ(rt) dt
∣∣∣∣ CI |z|−2−I (9)
for all normalized bump functions ϕ on R, r > 0, and I ∈ (Z+)n.
A convolution operator on Hn whose kernel is of near-product-type will be called a near-
product-type convolution operator.
Remark 3. When conditions (6)–(9) all hold, then they also hold uniformly over all translates of
dilated normalized bump functions.
Proof. Consider for example condition (9) for a translated dilate ϕ(r(· + s)) of a normal-
ized bump function ϕ on R. Taking a normalized bump function η on R such that η ≡ 1 on
[−1/2,1/2], then
ϕ
(
r(t + s))= ϕ(r(t + s))η(rt) + ϕ(r(t + s))(1 − η(rt)).
The first term is in fact a dilate by r of the normalized bump function ϕ(· + rs)η(·). The second
term has support away from the origin, and so the regularity condition (6) gives the required
estimate. 
Theorem 4. If K is a near-product-type distribution kernel on Hn, then the operator Tf = f ∗K
is bounded on Lp(Hn) for 1 < p < ∞.
The proof uses Theorem 2 and the following proposition, which is proved in Section 6.
Proposition 5. Let K ∈ C∞c (Hn) satisfy (6)–(9). Then K satisfies the (n+ 1)-fold product-type
kernel conditions (4), (5) on G = Hn × R.
Proof of Theorem 4. Let ψ be a normalized bump function on C, with
∫
ψ = 1, and ψ(0) = 1;
and ψ0 a normalized bump function on R with
∫
ψ0 = 1, and ψ0(0) = 1. We define ϕ on Hn by
ϕ(z, t) = ψ(z1) · · ·ψ(zn)ψ0(t).
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∫
ϕ = 1, and ϕ(0) = 1. Denote by ϕε1 the
normalized dilated function
ϕε1(z, t) = ε1−2n−2ϕ
(
z/ε1, t/ε
2
1
)
for ε1 > 0, and by ϕ(ε2·) the dilated function
ϕ
(
ε2 · (z, t)
)= ϕ(ε2z, ε22t)
for ε2 > 0. Then the functions Kε1,ε2 = ϕ(ε2·)(K ∗R2n+1 ϕε1) are smooth, compactly supported,
converge to K in the sense of distributions, as ε1, ε2 → 0, and by Lemmas 6.1 and 6.2 in [7],
satisfy (6)–(9) uniformly in ε1 and ε2.
By Proposition 5, the lifted functions Kε1,ε2 must satisfy product-type kernel conditions on
G uniformly in ε1 and ε2. But then the convolution operators they define are uniformly bounded
on Lp(G), for 1 < p < ∞, by Theorem 2. Recalling that for f ∈ L1(Hn), (f ) = f , by The-
orem 1 we see that the convolution operators on Hn with kernels Kε1,ε2 are uniformly bounded
on Lp(Hn). And the result now follows by Fatou’s lemma. 
6. The product-type estimates on the lifted kernel K
In this section, we prove Proposition 5. We have K ∈ C∞c (Hn) satisfying (6)–(9), and using
(3) we define K ∈ L1 by
K(z,u, t) = (K ◦ π)(z,u, t)Xz(u)
= K
(
z, t +
n∑
i=1
ui
)
χ|z1|2(u1) · · ·χ|zn|2(un).
Before proceeding, we observe that for r, s ∈ R, r > 0,
∂ir∂
j
s
{
χr(s)
}= ∂ir{ 1r1+j χ(j)
(
s
r
)}
=
i∑
	=0
C	,j
s	
r1+j+i+	
χ(j+	)
(
s
r
)
and therefore for w ∈ C,
∣∣∂iw∂js {χ|w|2(s)}∣∣=
∣∣∣∣∣wi
i∑
	=0
C	,j
s	
|w|2+2j+2i+2	 χ
(j+	)
(
s
|w|2
)∣∣∣∣∣
 Ci,j
i∑
	=0
|s|	
|w|2+2j+i+2	
∣∣∣∣χ(j+	)( s|w|2
)∣∣∣∣.
But as |s| |w|2 in the support of the bounded function χ(j+	)(s/|w|2),∣∣∂iw∂js {χ|w|2(s)}∣∣ Ci,j |w|−2−i−2j  Ci,j (|w|2 + |s|)−1− i2 −j .
For h = (z, u) ∈ Hn, recalling that |hi | = (|zi |2 + |ui |)1/2, the homogeneous norm on the ith
copy of H, we have for all I, J ∈ (Z+)n,∣∣∂Iz ∂Ju Xz(u)∣∣CI,J |h1|−2−i1−2j1 · · · |hn|−2−in−2jn = CI,J |h|−2−I−2J , (10)
as well as, of course, the m-fold version of this for (z, u) in any sub-product Hm of Hn (1 
m n).
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We first show that K# satisfies the product-type regularity condition (4), which on G = Hn×R
becomes:∣∣∂Iz ∂Ju ∂kt K#(z, u, t)∣∣ CI,J,k|h|−4−I−2J |t |−1−k (11)
for all I, J ∈ (Z+)n, k ∈ Z+. (Note that H = C × R has homogeneous dimension 4.) Since
K(z,u, t) = (K ◦ π)(z,u, t)Xz(u), then it suffices to show that in the support of Xz(u),∣∣∂Iz ∂Ju ∂kt (K ◦ π)(z,u, t)∣∣ CI,J,k|h|−2−I−2J |t |−1−k,
for then by (10),∣∣∂Iz ∂Ju ∂kt K(z,u, t)∣∣ CI,J ∑∣∣∂I1z ∂J1u ∂kt (K ◦ π)(z,u, t) ∂I2z ∂J2u Xz(u)∣∣
 CI,J,k
∑
|h|−2−I1−2J1 |t |−1−k|h|−2−I2−2J2
 CI,J,k|h|−4−I−2J |t |−1−k,
where the summations are over all I1, I2, J1, J2 ∈ (Z+)n such that I1 + I2 = I and J1 + J2 = J .
From the near-product-type regularity condition (6) on K , we have that for all I, J ∈ (Z+)n,
k ∈ Z+,
∣∣∂Iz ∂Ju ∂kt (K ◦ π)(z,u, t)∣∣=
∣∣∣∣∣(∂Iz ∂k+|J |t K)
(
z, t +
n∑
i=1
ui
)∣∣∣∣∣
 CI,J,k|z|−2−I
(
|z|2 +
∣∣∣∣∣t +
n∑
i=1
ui
∣∣∣∣∣
)−1−k−|J |
.
Since |ui | |zi |2 in the support of χ|zi |2(ui), then
|t |
∣∣∣∣∣
n∑
i=1
ui
∣∣∣∣∣+
∣∣∣∣∣t +
n∑
i=1
ui
∣∣∣∣∣
n∑
i=1
|zi |2 +
∣∣∣∣∣t +
n∑
i=1
ui
∣∣∣∣∣= |z|2 +
∣∣∣∣∣t +
n∑
i=1
ui
∣∣∣∣∣,
|hi |2 = |zi |2 + |ui | 2|zi |2 and |hi |2  2|zi |2  2
(
|z|2 +
∣∣∣∣∣t +
n∑
i=1
ui
∣∣∣∣∣
)
for i = 1, . . . , n. We therefore obtain the required estimate on K ◦ π in the support of Xz(u),
from which the result follows.
6.2. Cancellation in t
We next prove the cancellation condition in t on K#:∣∣∣∣ ∫
R
∂Iz ∂
J
u K
#(z, u, t)ϕ(rt) dt
∣∣∣∣CI,J |h|−4−I−2J (12)
for all normalized bump functions ϕ on R, I, J ∈ (Z+)n and r > 0. We have
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R
∂Iz ∂
J
u (K ◦ π)(z,u, t)ϕ(rt) dt
∣∣∣∣=
∣∣∣∣∣
∫
R
(
∂Iz ∂
|J |
t K
)(
z, t +
n∑
i=1
ui
)
ϕ(rt) dt
∣∣∣∣∣
=
∣∣∣∣∣
∫
R
∂Iz ∂
|J |
t K(z, t)ϕ
(
r
(
t −
n∑
i=1
ui
))
dt
∣∣∣∣∣.
Since ϕ(r(t −∑ni=1 ui)) is a translated dilate of a normalized bump function on R, then when|J | = 0, we can use the cancellation condition (9) in t to see that this is bounded by CI,J |z|−2−I .
For |J | = 0, using the regularity condition (6) instead, we see that this is bounded by
C
∫
R
∣∣∂Iz ∂ |J |t K(z, t)∣∣dt  CI,J |z|−2−I ∫
R
(|z|2 + |t |)−1−|J | dt
 CI,J |z|−2−I |z|−2|J |  CI,J |z|−2−I−2J .
Consequently in the support of Xz(u), for all I , J ∈ (Z+)n,∣∣∣∣ ∫
R
∂Iz ∂
J
u (K ◦ π)(z,u, t)ϕ(rt) dt
∣∣∣∣CI,J |z|−2−I−2J CI,J |h|−2−I−2J .
Therefore∣∣∣∣ ∫
R
∂Iz ∂
J
u K
(z,u, t)ϕ(rt) dt
∣∣∣∣= ∣∣∣∣ ∫
R
∂Iz ∂
J
u
{
Xz(u)(K ◦ π)(z,u, t)
}
ϕ(rt) dt
∣∣∣∣
 CI,J
∑∣∣∣∣∂I1z ∂J1u Xz(u)∫
R
∂I2z ∂
J2
u (K ◦ π)(z,u, t)ϕ(rt) dt
∣∣∣∣
 CI,J
∑∣∣∂I1z ∂J1u Xz(u)∣∣|h|−2−I2−2J2 ,
where the summations are over all I1, I2, J1, J2 ∈ (Z+)n such that I1 + I2 = I and J1 + J2 = J .
Thus by (10) we obtain (12) as required.
6.3. Cancellation in (H	 × R)-variables
Given 	, 1 	 n, we prove the cancellation condition in the (z	←, u	←, t)-variables:∣∣∣∣ ∫
H	×R
∂Iz	→
∂Ju	→
K#(z, u, t)ϕ ◦ δr (h	←, t) dh	←dt
∣∣∣∣ CI,J |h	→|−4−I−2J (13)
for all normalized bump functions ϕ on H	 ×R, r ∈ (R+)	+1, and I, J ∈ (Z+)n−	. Cancellation
in any other (H	 × R)-variables follows from this by relabelling the indices 1, . . . , n.
By homogeneity, we may assume r	+1 = 1. We have∣∣∣∣ ∫
	
∂Iz	→
∂Ju	→
K(z,u, t)ϕ ◦ δr (h	←, t) dh	←dt
∣∣∣∣CI,J ∑∣∣∂I1z	→∂J1u	→Xz	→(u	→)∣∣|AI2,J2 |,H ×R
1236 A. Fraser / J. Math. Anal. Appl. 327 (2007) 1225–1243where the summations are over all I1, I2, J1, J2 ∈ (Z+)n−	 such that I1 +I2 = I and J1 +J2 = J ,
and
AI2,J2 =
∫
H	×R
∂I2z	→
∂J2u	→
(K ◦ π)(z,u, t)Xz	←(u	←)ϕ ◦ δr (h	←, t) dh	←dt.
Thus the required estimate (13) follows from (10) once we have shown that |AI,J | 
CI,J |h	→|
−2−I−2J for any I, J ∈ (Z+)n−	. Since |ui |  |zi |2 for i = 	 + 1, . . . , n in the sup-
port of Xz	→
(u	→), it suffices in fact to show |AI,J | CI,J |z	→|
−2−I−2J
. Now, AI,J = A|J |I , where
for k ∈ Z+,
AkI =
∫
H	×R
∂Iz	→
∂kt K
(
z, t +
n∑
i=1
ui
)
Xz	←
(u	←)ϕ ◦ δr (h	←, t) dh	←dt. (14)
Relabelling coordinates if necessary, we assume for 0m 	 that
r1, . . . , rm > 1 and rm+1, . . . , r	  1.
We now break up the integral according the sizes of the various zi -variables corresponding to
the small ri ’s. To this end, we introduce a normalized bump function μ on R such that μ ≡ 1 on
[−1/2,1/2], and include the factors 1 = μ(n|zi |2)+ (1 −μ(n|zi |2)), for i = m+ 1, . . . , 	 in the
integrand in (14). Then AkI can be written as the sum for j = m, . . . , 	 over all
(
	−m
j
)
different
terms obtained by permuting the indices m + 1, . . . , 	 in the term
A
kj
I =
∫
H	×R
∂Iz	→
∂kt K
(
z, t +
n∑
i=1
ui
)
M(zmj )

M(zj	)Xz	←
(u	←)ϕ ◦ δr (h	←, t) dh	←dt,
where the functions M and

M , for any N , denote the N -fold products
M(w) =
N∏
i=1
μ
(
n|wi |2
)
and

M(w) =
N∏
i=1
(
1 −μ(n|wi |2)),
w ∈ CN . Without loss of generality, for a given j , we need only consider the term AkjI . By the
change of variables ui 	→ ui/|zi |2 for i = 1, . . . , 	,
A
kj
I =
∫
C	
∫
R
∫
R	
∂Iz	→
∂kt K
(
z, t +
	∑
i=1
|zi |2ui +
n∑
i=	+1
ui
)
× M(zmj )

M
(
zj	
)
X(u	←) ϕ ◦ δr
(
z	←, δ|z	←|
2(u	←), t
)
du	←dt dz	←.
Then integrating first in t , with the change of variables t 	→ t +∑ji=1 |zi |2ui ,
A
kj
I =
∫
H	
∫
R
∂Iz	→
∂kt K
(
z, t +
	∑
i=j+1
|zi |2ui +
n∑
i=	+1
ui
)
× M(zmj )

M(zj	)X(u	←) ϕ ◦ δr
(
z	←, δ|z	←|
2(u	←), t −
j∑
|zi |2ui
)
dt dh	←
i=1
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∫
H	−j
B
kj
I (hj	)

M(zj	)X(uj	) dhj	,
where
B
kj
I (hj	) =
∫
Hj
∂Iz	→
∂kt K
(
z, t +
	∑
i=j+1
|zi |2ui +
n∑
i=	+1
ui
)
ψ˜hj	(zj←, t) dzj←dt.
Here, for hj	 ∈ H	−j , the function ψ˜hj	 on Hj is given by
ψ˜hj	(zj←, t) = M(zmj )
∫
Rj
X(uj←)ϕ ◦ δr
(
z	←, δ|z	←|
2(u	←), t −
j∑
i=1
|zi |2ui
)
duj←.
We show in Lemma 6 that in fact ψ˜hj	 = ψhj	 ◦ δR , the dilate by
R = (r1/3, . . . , rm/3, 1/3, . . . , 1/3, 1/9) ∈
(
R
+)j+1
of a normalized bump function ψhj	 on Hj (normalized with respect to a constant independent
of hj	). With this information in hand, we can estimate AkjI .
Case j < 	. For j > 0, since ψhj	 is a normalized bump function on Hj then for t ∈ R, the
functions ψhj	(·, t) are uniformly normalized bump functions on Cj . We therefore estimate |BkjI |
using the cancellation condition (7) in zj← on K , observing that |t | 9 in the support of ψhj	 ◦ δR .
For the case j = 0, which can only arise when m = 0, there are no zj← or uj← variables; zj	 = z	←,
and we use the regularity condition (6). In either case we obtain
∣∣BkjI ∣∣ CI,k ∫
|t |9
|zj	|−2|z	→|
−2−I
(
|zj→|
2 +
∣∣∣∣∣t +
	∑
i=j+1
|zi |2ui +
n∑
i=	+1
ui
∣∣∣∣∣
)−1−k
dt
 CI,k|zj	|−2|z	→|
−2−I |zj→|
−2−2k.
Then for k = |J |, we have |BkjI | CI,k|zj	|−2−α1|z	→|
−2−I−2J
, where α = 2/(	 − j) > 0, and
so ∣∣AkjI ∣∣ CI,k|z	→|−2−I−2J
∫
H	−j
|zj	|−2−α1

M(zj	)X(uj	) dhj	
 CI,k|z	→|
−2−I−2J
	∏
i=j+1
∫
|zi |2 12n
∫
|ui |1
|zi |−2−α dui dzi,
which is bounded by CI,k|z	→|
−2−I−2J
, as required.
Case j = 	. Here, there is no M factor, and
Ak	I = Bk	I =
∫
∂Iz	→
∂kt K
(
z, t +
n∑
i=	+1
ui
)
ψ˜(z	←, t) dz	←dt,H	
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ψ˜(z	←, t) = M(zm	)
∫
R	
X(u	←) ϕ ◦ δr
(
z	←, δ|z	←|
2(u	←), t −
	∑
i=1
|zi |2ui
)
du	←,
which by Lemma 6 is a dilate by R ∈ (R+)	+1 of a normalized bump function ψ on H	. If k > 0,
we use the cancellation in z	← and integrate out in t :
∣∣Ak	I ∣∣ CI,k ∫
R
|z	→|
−2−I
(
|z	→|
2 +
∣∣∣∣∣t +
n∑
i=	+1
ui
∣∣∣∣∣
)−1−k
dt
 CI,k|z	→|
−2−I |z	→|
−2k,
which gives the required estimate for k = |J |. On the other hand, if k = 0, so that there are no
t-derivatives on K , then we take into consideration the cancellation in t . By change of variables
in t ,
A0	I =
∫
C	
∫
R
∂Iz	→
K(z, t)ψ ◦ δR(z	←, t − s) dt dz	←,
where s =∑ni=	+1 ui . Writing
ψ ◦ δR(z	←, t − s) = ψ ◦ δR(z	←, t − s)μ
(
t
9
)
+ψ ◦ δR(z	←, t − s)
(
1 − μ
(
t
9
))
,
we split A0	I correspondingly into A +

A. Since ψ ◦ δR(z	←, t − s)μ(t/9) is a dilate by R of a
normalized bump function in (z	←, t), then by cancellation condition (8), |A| CI |z	→|
−2−I
. For
A, by the cancellation (7) in z	←,
| A | CI
∫
|t |9/2
|t−s|9
|z	→|
−2−I (|z	→|2 + |t |)−1 dt  CI |z	→|−2−I .
Thus |A0	I | CI |z	→|
−2−I
, as required when |J | = k = 0, completing the proof of the cancella-
tion condition in (H	 × R)-variables.
Lemma 6. The functions
ψ˜hj	(zj←, t) = M(zmj )
∫
Rj
X(uj←)ϕ ◦ δr
(
z	←, δ|z	←|
2(u	←), t −
j∑
i=1
|zi |2ui
)
duj←
for hj	 ∈ H	−j are dilates by R = ( 13 r m←, 13 1, 19 ) ∈ (R+)j+1 of normalized bump functions on
Hj (normalized uniformly in hj	).
Proof. We first observe that in the case when j = 0, we must also have m = 0, and as there are
no zj← or uj← variables, ψ˜hj	(zj←, t) becomes merely ψ˜h	←
(t) = ϕ ◦ δr(z	←, δ|z	←|2(u	←), t), which is a
normalized bump function in t .
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ψ˜hj	(zj←, t) = M(zmj )
∫
Rj
X(uj←)ϕ˜hj	(zj←, t;uj←) duj←,
where for hj	 ∈ H	−j , we set
ϕ˜hj	(zj←, t;uj←) = ϕ ◦ δr
(
z	←, δ|z	←|
2(u	←), t −
j∑
i=1
|zi |2ui
)
= ϕ
(
δr (z	←), δr2δ|z	←|
2(u	←), t −
j∑
i=1
|zi |2ui
)
.
Observing that δr2δ|z	←|
2(u	←) = δ|δr (z	←)|2(u	←), we see that
ϕ˜hj	(zj←, t;uj←) = ϕhj	
(
δR(zj←, t);uj←
)
for the function ϕhj	 on Hj × R given by
ϕhj	(zj←, t;uj←) = ϕ
(
3zm←,3δrmj (zmj ) , δrj	(zj	),
δ|3zm←|
2(um←), δ|3δrmj (zmj )|2(umj ), δ|δrj	 (zj	)|2(uj	),
9t − 9
m∑
i=1
r−2i |zi |2ui − 9
j∑
i=m+1
|zi |2ui
)
, (15)
and R = ( 13 r m←, 13 1, 19 ) ∈ (R+)j+1. Therefore ψ˜hj	 = ψhj	 ◦ δR , with
ψhj	(zj←, t) = M(3zmj )
∫
Rj
X(uj←) ϕhj	(zj←, t;uj←) duj←
which we now show is a normalized bump function with respect to a constant independent of hj	 .
Noting that r−1i < 1 for i = 1, . . . ,m, and ri  1 for i = m + 1, . . . , j , the first-order partials of
ψhj	 are easily seen to be bounded. Since ϕ is supported in the unit ball in H	 × R, then in the
support of ϕhj	 ,∣∣∣∣∣t −
m∑
i=1
r−2i |zi |2ui −
j∑
i=m+1
|zi |2ui
∣∣∣∣∣ 19 . (16)
But as r−1i < 1 for i = 1, . . . ,m, and in the support of X(uj←), |ui | 1, for i = 1, . . . , j ,
|t | 1
9
+
m∑
i=1
r−2i |zi |2|ui | +
j∑
i=m+1
|zi |2|ui | 19 + |zj←|
2
which gives us∣∣(zj , t)∣∣2 = |zj |2 + |t | 1 + 2 |zj |2. (17)← ← 9 ←
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into
∑j
i=1 |zi |2ui or
∑m
i=1 r
−2
i |zi |2ui , respectively, and we obtain the same estimate (17).
Now, in the support of ϕhj	 , we have |zm←| 1/3, while in the support of M(3zmj ), we have
n|3zi |2  1, i = m + 1, . . . , j , and so
|zj←|
2  1
9
+
j∑
i=m+1
1
9n
 2
9
, (18)
which again holds in the case m = 0 < j where zj←= zmj and in the case 0 < m = j , where zj←=
zm←. Therefore, |(zj←, t)|
2  1, so that ψhj	 is supported in the unit ball in Hj , as required. 
6.4. Cancellation in H	-variables
Given 	, 1 	 n, we prove the cancellation condition in the (z	←, u	←)-variables:∣∣∣∣ ∫
H	
∂Iz	→
∂Ju	→
∂kt K
#(z, u, t)ϕ ◦ δr (h	←) dh	←
∣∣∣∣ CI,J,k|h	→|−4−I−2J |t |−1−k (19)
for all normalized bump functions ϕ on H	, r ∈ (R+)	, I, J ∈ (Z+)n−	, and k ∈ Z+. Cancella-
tion in any other H	-variables follows from this by relabelling the indices 1, . . . , n.
As in Section 6.3, it suffices to show that in the support of Xz	→
(u	→), we have |AI,J,k| 
CI,J,k|z	→|
−2−I−2J |t |−1−k for any I, J ∈ (Z+)n−	, k ∈ Z+, where
AI,J,k =
∫
H	
∂Iz	→
∂Ju	→
∂kt (K ◦ π)(z,u, t)Xz	←(u	←)ϕ ◦ δr (h	←) dh	←.
Letting e = |J | + k, then AI,J,k = AeI with
AeI =
∫
H	
∂Iz	→
∂et K
(
z, t +
n∑
i=1
ui
)
Xz	←
(u	←)ϕ ◦ δr (h	←) dh	←.
Our interest this time is in the sizes of the zi ’s compared to that of t . Therefore, we again let μ
be a normalized bump function on R with μ ≡ 1 on [−1/2,1/2], but now include the factors
1 = μ(|zi |2/|t |)+ (1 −μ(|zi |2/|t |)), for each i from 1 through 	 in the integrand above. We can
thus write AeI as a sum for j = 0, . . . , 	 over all different terms obtained by permuting the indices
1, . . . , 	 in the term
A
ej
I =
∫
H	
∂Iz	→
∂et K
(
z, t +
n∑
i=1
ui
)
M(zj←)

M(zj	)Xz	←
(u	←)ϕ ◦ δr (h	←) dh	←,
where M(w) and

M(w) now denote products of factors μ(|zi |2/|t |) and (1 − μ(|zi |2/|t |)), re-
spectively. Given j , without loss of generality, we consider only the term AejI .
For a function f on R, we have
f
(
v +
j∑
i=1
ui
)
=
j∑
q=0
∑
p
up1∫
· · ·
upj−q∫
f (j−q)
(
v +
j−q∑
i=1
si
)
ds1 · · ·dsj−q,0 0
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tionally choose q as index rather than the more obvious q ′ = j − q in the interest of simplifying
subsequent notation.) We can thus write AejI as the sum for q = 0, . . . , j over all different terms
obtained by permuting the indices 1, . . . , j in the term
A
ejq
I =
∫
H	
uq+1∫
0
· · ·
uj∫
0
∂Iz	→
∂
e+j−q
t K
(
z, t +
j−q∑
i=1
si +
n∑
i=j+1
ui
)
×M(zj←)

M(zj	)Xz	←
(u	←) ϕ ◦ δr (h	←) ds dh	←.
Again, without loss of generality, for a given q , we consider only this term. Notice that the
uq←-variables now appear only in the X and ϕ ◦ δr factors. Let
ψ˜hq	(zq←) =
∫
Rq
M(zq←)Xzq←(uq←)ϕ ◦ δr (h	←) duq←.
Then
A
ejq
I =
∫
H	−q
uq+1∫
0
· · ·
uj∫
0
B
ejq
I (hq→, s, t)M(zqj )

M(zj	)Xzq	(uq	) ds dhq	,
where
B
ejq
I (hq→, s, t) =
∫
Cq
∂Iz	→
∂
e+j−q
t K
(
z, t +
j−q∑
i=1
si +
n∑
i=j+1
ui
)
ψ˜hq	(zq←) dzq←.
We show in Lemma 7 that for q > 0, ψ˜hq	 is a dilate by an R ∈ (R+)q of a normalized bump
function ψhq	 on Cq . Hence, by the cancellation condition (7) in zq← on K (or by the regularity
condition (6) if q = 0),
∣∣BejqI (hq→, s, t)∣∣ CI,e|zq	|−2|z	→|−2−I
(
|zq→|2 +
∣∣∣∣∣t +
j−q∑
i=1
si +
n∑
i=j+1
ui
∣∣∣∣∣
)−1−e−j+q
.
But as 0  |si |  |uq+i |, for i = 1, . . . , j − q , and for every i, |ui |  |zi |2 in the support of
χzi (ui),∣∣∣∣∣t +
j−q∑
i=1
si +
n∑
i=j+1
ui
∣∣∣∣∣ |t | −
n∑
i=q+1
|ui | |t | − |zq→|2;
and thus |zq→|2 + |t +
∑j−q
i=1 si +
∑n
i=j+1 ui | is greater than or equal to each of |zj	 |2, |z	→|
2
, and
|t | in the support of Xzq→(uq→). Since e = |J | + k, we obtain the following two estimates. When
j < 	, letting α = 2/(	 − j) > 0,∣∣BejqI (hq→, s, t)∣∣ CI,e|zqj |−2|zj	|−2−α1|z	→|−2−I−2J |t |−k−j+q; (20)
and when j = 	,∣∣Be	q(hq , s, t)∣∣ CI,e|zq	|−2|z	 |−2−I−2J |t |−1−k−	+q . (21)I → →
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Ω =
{
zq	: |zi |2  |t |, i = q + 1, . . . , j ; |zi |2  |t |2 , i = j + 1, . . . , 	
}
so that M(zqj )

M(zj	) is supported in Ω . Then
∣∣AejqI ∣∣ CI,e ∫
Ω
∫
R	−q
∣∣BejqI (hq→, s, t)∣∣Xzq	(uq	)
∣∣∣∣∣
uq+1∫
0
· · ·
uj∫
0
ds
∣∣∣∣∣duq	 dzq	
 CI,e
∫
Ω
∫
R	−q
∣∣BejqI (hq→, s, t)∣∣|zqj |2Xzq	(uq	) duq	 dzq	,
since |ui | |zi |2 in the support of χzi (ui). Hence by (20),∣∣AejqI ∣∣ CI,e|z	→|−2−I−2J |t |−k−j+q
∫
Ω
∫
R	−q
Xzq	(uq	) duq	 |zj	|−2−α1 dzq	.
But
∫
R	−q Xzq	(uq	) duq	 = 1, and∫
Ω
|zj	|−2−α1 dzq	  C|t |j−q
	∏
i=j+1
∫
|zi |2 |t |2
|zi |−2−α dzi  C|t |−1+j−q .
Hence |AejqI | CI,e|z	→|
−2−I−2J |t |−1−k , as required. (We note that this argument holds even in
the cases q = 0 and q = j .)
Case j = 	. Using (21) instead of (20), the estimate for Ae	qI follows exactly as above, ob-
serving that Ω is now a bounded set, with
∫
Ω
dzq	  C|t |	−q . (In the case q = j = 	, then
|Ae		I | = |Be		I | and (21) gives the required estimate immediately.) This proves the cancellation
condition on K in H	-variables, concluding the proof of Proposition 5. 
Lemma 7. For q > 0, the functions
ψ˜hq	(zq←) =
∫
Rq
M(zq←)Xzq←(uq←)ϕ ◦ δr (h	←) duq←
are dilates by R = (R1, . . . ,Rq), with Ri = n−1/2 max(ri , |t |−1/2), of normalized bump functions
ψhq	 on C
q (normalized with respect to a constant independent of hq	 ∈ H	−q ).
Proof. By the change of variables ui 	→ ui/|zi |2, for i = 1, . . . , q , we have
ψ˜hq	(zq←) =
∫
Rq
M(zq←) X(uq←)ϕ ◦ δr
(
zq←, δ|zq←|
2(uq←), hq	
)
duq←.
Then clearly ψ˜hq	 = ψhq	 ◦ δR for
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=
∫
Rq
M ◦ δR−1(zq←)X(uq←)ϕ ◦ δr
(
δR−1(zq←), δ|δR−1 (zq←)|
2(uq←), hq	
)
duq←
=
∫
Rq
q∏
i=1
{
μ
( |zi |2
R2i |t |
)
χ(ui)
}
× ϕ(r1R−11 z1, . . . , rqR−1q zq, r21R−21 |z1|2u1, . . . , r2qR−2q |zq |2uq, δrq	(hq	))duq←.
From the supports of μ and ϕ, we see that ψhq	 is supported where
|zi |2
R2i |t |
 1 and
∣∣riR−1i zi∣∣ 1 for i = 1, . . . , q,
so that |zi |min(Ri |t |1/2,Rir−1i ) = n−1/2. Thus ψhq	 is supported in the unit ball in Cq . Fur-
thermore, since
1
R2i |t |
 n and riR−1i  n
1/2,
then the first-order partials of ψhq	 are easily seen to be bounded independently of hq	. 
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