Abstract. Our aim in this paper is to establish variable exponent weighted norm inequalities for generalized Riesz potentials via norm inequalities in non-homogeneous central Herz-Morrey spaces.
Introduction
Let I α (x) = |x| α−N be the Riesz kernel of order α (0 < α < N) on the Euclidean N-space R N . The classical Sobolev's inequality for Riesz potentials is
for f ∈ L p (R N ), 1 < p < N/α, where 1/p * = 1/p − α/N. For weighted Lebesgue spaces L p,w , Muckenhoupt-Wheeden [13] showed
under certain conditions on the weight w. In case w(x) = (1 + |x|) −a , the condition is N − Np < a < N − αp. These results have been extended to the case of variable exponent; see [1] and [4] for unweighted spaces, and [11] , [12] and [14] for weighted spaces.
The above inequalities may be called of L p -L p * type. In [7] , Kurokawa gave a L p -L p type inequality
where L p,a (R N ) = L p,w (R N ) with w(x) = (1 + |x|) −a (0 < a < N − αp). Kurokawa also gave similar inequalities for generalized Riesz potentials I α,k f , which are defined as Our aim of this paper is to extend Kurokawa's results to variable exponent case. To this end, we consider variable exponent non-homogeneous central Herz-Morrey spaces H p(·),q,ω (R N ) (whose definition will be given in Section 2) and we shall establish norm inequalities for the operators f → I α f and
. Throughout this paper, let C denote various positive constants independent of the variables in question.
Preliminaries
Throughout, let p(·) be a measurable function on R N such that
and assume that it is log-Hölder continuous at ∞:
for all x ∈ R N .
For a measurable set Ω ⊂ R N , we consider the variable exponent Lebesgue space
where
Let ω(r) : (0, ∞) → (0, ∞) be a measurable function satisfying the doubling condition, that is, there exists a constant c d ≥ 1 such that
We consider the variable exponent weighted Lebesgue space
Let B(x, r) = {y ∈ R N : |y − x| < r} and A(r) = B(0, 2r) \ B(0, r) for x ∈ R N and r > 0. For q > 0, we consider the variable exponent non-homogeneous central Herz-Morrey space
where 
with a constant C > 0.
Proof. By the doubling condition on v and Fubini's theorem, we havê
for r ≥ r 0 with a constant C > 0 depending only on M, β, γ and c ∞ .
for r ≥ r 0 with a constant C > 0 depending only on M ′ , β ′ , γ and c ∞ .
for x ∈ A(r) with a constant C > 0 depending only on γ and c ∞ .
with a constant C > 0 depending only on M, β and c ∞ . Hence, by (2.3) again,
in case λ(r) ≥ r −γ , which implies the assertion of (1). The proof of (2) is similar.
with a constant C < ∞.
Proof. Suppose (2.4) holds, and set
Since ω(r) is assumed to be doubling, there is δ > 0 such that
By (2) of the previous lemma (note that (2.5) implies (2.2) for some β ′ ≥ 0), we havê
by (2.7) and (2.4). Hence, by Lemma 2.1, the latter inequalities yield
and we obtain the assertion of the lemma.
By Lemma 2.2 (1) and (2.8)
for r ≥ 1. Therefore, using Lemma 2.1 and (2.9), we havê
For later use we prepare the following result.
Lemma 2.5. There is a constant C > 0 such that
for r > 1.
Proof. Let r > 1 and f be a nonnegative measurable function on
which proves the result.
Norm inequalities for (generalized) Riesz potentials
For 0 < α < N and an integer k ≥ 1, let I α (x) = |x| α−N and
whenever the integrals are well-defined.
The following estimates are fundamental (see [9] , [10] and [15] ).
Lemma 3.1.
We consider the following condition (P) for p(·):
As is well known, p(·) satisfies (P) if p − > 1 and p(·) is log-Hölder continuous (locally as well as at ∞) (see, e.g., [ We consider the following two types of conditions for ω(r): (ω1; ν) r → r ε 1 +ν ω(r) is almost decreasing on [1, ∞) for some ε 1 > 0; (ω2; µ) r → r −ε 2 +µ ω(r) is almost increasing on [1, ∞) for some ε 2 > 0. 
Proof. We may assume that f (x) = 0 for x ∈ B(0, 1). Let j 0 be the smallest integer such that 2 j 0 ≥ r. By Lemma 2.5, we havê
In case q > 1, by Hölder's inequality and (ω1; N/p(∞) − β), for 0 < ε < ε 1 , we have
Therefore, we obtain the required result in this case.
For the case 0 < q ≤ 1, by the fact that (a + b) q ≤ a q + b q for all a, b ≥ 0 instead of Hölder's inequality, we also obtain the required result.
Proof. We consider only the case q > 1, since the case 0 < q ≤ 1 is easily treated. By Lemma 2.5, Hölder's inequality and (ω2; N/p(∞) − β), for 0 < ε < ε 2 , we havê
ω(r) for 0 < r < 1.
Note here thatˆB
Using (ω1; N/p(∞) − N), we have
f (y) dy for x ∈ A(r), by Lemma 3.3
for x ∈ A(r) and 0 < ε < ε 1 . Hence, by (3.1),
Similarly, since
for x ∈ A(r), by Lemma 3.4 and (3.1) we have If x ∈ A(r), then B(0, 4r) ⊂ B(x, 6r). Hence
for x ∈ A(r). Hence, using (P), we have
By (3.2), (3.3), (3.4) and (3.5),
Finally we obtain
Let r ≥ 2. In the proof of the previous theorem, we have shown
Since by Lemma 3.1
for x ∈ A(r), using Lemma 3.3 and (3.1) we have
for 0 < ε < ε 1 . Similarly, since by Lemma 3.1
, we see by Lemma 3.4 and (3.1),
as is shown in the proof of the previous theorem. From these estimates, we obtain
as in the proof of the previous theorem. Finally, noting that |I α,k (x, y)| ≤ CI α (x − y) for |x| ≤ 4 and |y| ≥ 1, we obtain
as in the proof of the previous theorem.
Remark 3.7. For 0 < λ < N/p + , let p λ (·) be defined by
By modifying the methods expanded in the proof of Theorems 3.5 and 3.6, one can prove: Assume that p(·) satisfies (P). Let 0 < λ < N/p + and λ ≤ α. The case λ = α obtains the Sobolev type inequality.
Combining Theorems 3.5 and 3.6 with Proposition 2.4, we obtain our main theorem:
Theorem 3.8. Assume that p(·) satisfies (P). Assume that 0 < inf 0<r≤1 ω(r) ≤ sup 0<r≤1 ω(r) < ∞.
(1) If ω satisfies (ω1; N − Np(∞)) and (ω2; N − αp(∞)), then
(2) If ω satisfies (ω1; N − αp(∞) + (k − 1)p(∞)) and (ω2; N − αp(∞) + kp(∞)) for an integer k ≥ 1, then
In case ω(r) = (1+r) −a , we denote H p(·),q,ω (R N ) by H p(·),q,a (R N ) and L p(·),ω (R N ) by L p(·),a (R N ). In view of Example 3.2, we have the following corollaries for this special weight: Corollary 3.9. Assume that p(·) satisfies (P). −(a+α) (log(2 + | · |)) −δ u 1 L p(·) (A(r)) q dr r ≤ C as in the proof of (1). The case 0 < q ≤ 1 can be treated in the same way as in the proof of (1). For the rest of the proof, we can use the same estimates as given in the proof of 
