A spectral function on a formally real Jordan algebra is a real-valued function which depends only on the eigenvalues of its argument. One convenient way to create them is to start from a function f : R r → R which is symmetric in the components of its argument, and to define the function F (u) := f (λ(u)) where λ(u) is the vector of eigenvalues of u. In this paper, we show that this construction preserves a number of properties which are frequently used in the framework of convex optimization: differentiability, convexity properties and Lipschitz continuity of the gradient for the Euclidean norm with the same constant as for f .
Introduction
Since a few years, a new trend stands out in convex optimization. The formalism of Jordan algebras is more and more used to successfully extend some interior-point optimization algorithms for linear programming to quadratic and semidefinite programming (see for instance [5, 11, 13, 15] ). As we will try to show in this introduction, this extension is often made in a relatively systematic way.
In order to fix the idea, let us define a primal-dual pair of linear optimization problems:
where A ∈ R m×n is surjective, b ∈ R m and c ∈ R n . We assume, as usual, that there exists a point (x 0 , s 0 , y 0 ) which satisfies all the constraints, with x 0 > 0 and s 0 > 0.
Many so-called interior-point algorithms exist to solve this problem. Most of them follow a smooth curve Γ(µ) which converges to the solution when µ goes to infinity. To do so, they generate a sequence of points which approximate the curve for greater and greater values of µ. A proximity function is introduced in order to control how far the current point is from the curve Γ. This proximity function and the rule to generate successive points near the curve are often constructed from a barrier function or a potential function (see for instance [16] or [13] ). Here are four examples of such objects. The long-step centrality measure: d −∞ (x, s) := min 1≤i≤n x i s i − s, x /n. A so-called long-step path-following algorithms [16] is based on this proximity function.
The self-regular barrier function: Jiming Peng has defined the class of so-called selfregular functions [13] . They are barrier functions ψ for the ray R ++ which satisfies two specific conditions. Given such a function ψ, the self-regular barrier function for the positive orthant R n ++ that it generates is ψ(x) := n i=1 ψ(x i ).
As we will see below, each of them generalize themselves in the framework of semidefinite programming basically by replacing the components of the argument by the eigenvalues of the argument (or a slightly modified argument).
A justification for using the more general framework of Jordan algebras, or more precisely of formally real Jordan algebras of rank r, is that the notion of eigenvalue also exists in this context. That is, any element u of such an algebra has a spectral decomposition with real eigenvalues λ 1 (u), . . . , λ r (u), exactly like symmetric or hermitian matrices. Actually, the set of symmetric matrices, as well as the set of hermitian matrices (equipped with a symmetrized multiplication A•B := AB+BA 2 instead of the classical one) are formally real Jordan algebras.
As a matter of fact, when Pascual Jordan enounced the axioms defining his eponym algebras, he wanted to catch the minimal set of properties that an algebraic structure has to satisfy to fit the main features observable operators in quantum mechanics need to have. At a second stage, he wanted to know all the algebraic structures which fulfil his set of axioms; in particular, he wanted to know whether there exist other examples than the symmetric real matrices and hermitian matrices with a symmetrized multiplication he already knew. He has shown that the answer is positive: it is also the case for matrices of quaternions, 3 × 3 matrices of octonions and the so-called quadratic-form algebras. 1 Quadratic-form algebras are the most appropriate setting for quadratic optimization.
Let us define a primal-dual pair of semidefinite optimization problem, where the unknowns X and S are n × n symmetric matrices:
Here A is a linear mapping from n × n real symmetric matrices to R m , b ∈ R m , C a n × n real symmetric matrix and ·, · F the usual Frobenius scalar product; that is U,
We assume that there exist a positive definite pair X 0 , S 0 and a y 0 which satisfy all the constraints. We finally denote by λ i (V ) the i th eigenvalue of V , taking the usual convention that they are ordered:
The primal logarithmic barrier: it suffices to replace the components x i of the argument of f µ by the eigenvalues λ i (X):
In the more general Jordan algebras framework, the corresponding barrier will simply have the expressionF µ (u) := − 1 µ ln det(u). (We refer the reader to Section 3 for the definition of all the notations we use when dealing with Jordan algebras). Note that the function F µ we have obtained depends only on the eigenvalues of its argument; we will call such a function a spectral function.
The Tanabe-Todd-Ye potential function: its natural extension to (1) takes the form:
We simply have replaced the scalar product s, x by S, X F and the components of x and s by the eigenvalues of X and S respectively. Note that
The function Φ(X, S) can be constructed by replacing any component
. It depends only of the eigenvalues of the matrix X 1/2 SX 1/2 ; so, in a sense, it is also a spectral function.
In Jordan algebras, the potential function we would use would have the formΦ
The long-step centrality measure: in the framework of semidefinite programming, we can extend it to:
(One prefers to use the matrix X 1/2 SX 1/2 instead of the apparently more simple XS, because the latter is not necessarily symmetric). Just like Φ ρ , this function only depends on the eigenvalues of X 1/2 SX 1/2 .
In the context of Jordan algebras of rank r, this function becomesD
The self-regular barrier function: the semidefinite extension of this function depends again only on the eigenvalues of its argument:
and in Jordan algebras of rank r, one can takeΨ(u) :
Of course, the behavior of the algorithms these objects generate depends heavily on their properties.
In this paper, we will study such real-valued functions on Jordan algebras which depend only on eigenvalues of their argument, that is spectral function on Jordan algebras. All these functions can be constructed in the following way: given a function f : R r → R ∪ {±∞} which is invariant with respect to permutations of its argument's components, we can define F (v) := f (λ(v)) for any element v in the Jordan algebra. We examine questions like: "what are the properties that the domain of f can transmit to the domain of F ?" and "what are the properties that the function f can transmit to F ?"
In Section 2, we define some convenient notations that we will use throughout all the paper. A recall of all the facts about Jordan algebras that we need is provided in Section 3. In Section 4, we prove one of the main technical tools we will use in this paper. It is the generalization of a well-known inequality for symmetric matrices to Jordan algebras. We begin our treatment on spectral functions of Jordan algebras in Section 5 by answering how some properties of the domain of F can be deduced from those of the domain of f . In Section 6, we answer to this question for the functions themselves, first for conjugacy properties and subdifferentiability, then for differentiability and finally for convexity. All our efforts converge to the final statement, which can be used later to analyze new algorithms for quadratic and semidefinite programming. We show that if f has a Lipschitz continuous gradient with a constant L for the Euclidean norm, then F has also a Lipschitz continuous gradient with the same constant for the usual Euclidean norm of the underlying Jordan algebra.
Notations
For any x ∈ R n and any 1 ≤ p ≤ n, we write s p (x) for the sum of its p largest components; to simplify the notations, we will set s(x) := s n (x) = n i=1 x i . Of course, the function s p is invariant with respect to permutations of the argument's components. x min and x max are respectively the lowest and the largest component of x; that is, x max = s 1 (x) and
The domain of a function f : R n → R ∪ {+∞} is the set of points x in R n where f (x) < +∞; this set is denoted by dom f . Provided that R n is equipped with a scalar product ·, · , we define the conjugate function of f to be the function
Throughout the text, the scalar product we will chose for R r is, unless explicitly stated, the standard dot product:
Given a set A of R n , we define the indicator function Ind A of A as the function from R n to R ∪ {+∞} which is equal to 0 on A and to +∞ on R n \A. The convex hull of A is denoted by conv(A). As an immediate consequence of Hahn-Banach's Theorem, we have:
for any real-valued affine function f .
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Let P be the set of all permutations of r-dimensional vectors; we view them here as r × r matrices. We denote σ P the permutation on indices {1, 2, . . . , r} that a P ∈ P defines. We will label each element of P with an index: doing this, P = {P i , 1 ≤ i ≤ r!}. We call a subset of R r symmetric if it remains unchanged under any permutation of P.
We will often use a standard theorem about the set P. We recall its statement below, but we need first a notation and a definition. Definition 2.1 We will denote the all-one r-dimensional vector by 1. We also write
with p times the value "1" and (r − p) times the value "0", so that 1 r = 1.
Definition 2.2 A matrix A ∈ R r×r is doubly stochastic if all its elements are nonnegative, if A1 = 1 and if
The proof of the well-known Birkhoff's Theorem can be found in [8] , Theorem 8.7.1.
Theorem 2.1 (Birkhoff 's Theorem) The convex hull of P is the set of doubly stochastic matrices.
We also need a classical inequality involving P (see for instance Theorem 368 in [7] ).
One last notation must be defined. For any γ, λ ∈ R r , we will write
If P 1 and P 2 are permutations which order the components of a γ ∈ R r and a λ ∈ R r respectively, we have m(γ, λ) = P 1 γ, P 2 λ . The function m clearly satisfies m(P γ, P λ) = m(γ, λ) for any P, P ∈ P and any γ, λ ∈ R r .
Preliminary results on Jordan algebras
In this work, we will mostly deal with unitary formally real Jordan algebras of finite dimension as they are defined in classical textbooks on Jordan algebras, like [1] , [4] or [6] . The interested reader can find in one of these references a demonstration for any unproved statement we give below. The reading of the beautiful book of Kevin McCrimmon [10] is also really useful to understand their fundamental meaning and implications.
Throughout the text, J will denote a real vector space of dimension N equipped with a bilinear operation
This operation is called the multiplication of J ; it makes J an algebra. For the sake of simplicity, we will frequently omit the symbol •. We assume that this multiplication:
-is formally real: for all u, v ∈ J , uu + vv = 0 implies that u = 0 and v = 0.
In other words, J is a formally real Jordan algebra of dimension N . We also assume that J is unitary i.e. that the multiplication has a neutral element e ∈ J .
The multiplication operator by a u ∈ J is conveniently denoted by
and that Q u,v is linear in u and in v. Much more than the multiplication, it is the operator Q which plays the main role in Jordan algebras. Actually, it is possible to replace commutativity and Jordan's axiom by two relations which only involve the operator Q (see [10] , Paragraph I.2.1).
Some elements of an algebra are of a crucial importance to describe its properties. The idempotents make a class of such particular objects. One can define the powers of any element u ∈ J . We recursively set u 0 := e and u m+1 := L(u)u m for any m ≥ 0. A crucial fact about Jordan algebras is that for any m, n ≥ 0, we have u m+n = u m u n (see for instance [1] , Satz IV.1.5); this property is often referred to as the power associativity. We can thus speak about polynomials in Jordan algebras and multiply them between themselves. By power associativity, R[u] is a subalgebra of J . So, this set has its own minimal idempotents, which are not necessarily minimal in J .
Definition 3.3 An idempotent c of R[u] is minimal in R[u] if it is the only idempotent of the set L(c)R[u].
Since J is finite dimensional, R[u] is also finite dimensional. Hence, there exists a real monic polynomial µ u (t) of smallest degree such that µ u (u) = 0. This polynomial is called the minimal polynomial of u in J . The rank r of J is the maximal degree that a minimal polynomial can take. The set of elements of J which have a minimal polynomial of degree rwe call them regular -is dense in J (see Proposition II.2.1 in [4] ). We define the characteristic polynomial f u of a regular element u to be its minimal polynomial. In fact, the coefficients of f u are polynomials on the components of u (see again Proposition II.2.1 in [4] ), and can thus be defined everywhere on J . The resulting polynomial, which is now defined for any u ∈ J , is the characteristic polynomial. Its (complex) roots {λ 1 (u), . . . , λ r (u)} are the eigenvalues of u. They are ordered in such a way that λ 1 
T . The eigenvalue vector λ(u) is continuous with respect to u (see [2] for a proof of continuity of the roots of a polynomial with respect to its coefficients).
3
The trace of any u ∈ J is defined as tr(u) :
. It is linear (as a consequence of Proposition II.2.1 of [4] ) and associative i.e. tr((uv)w) = tr(u(vw)) whatever u, v, w are in J (see [9] , Corollary 32.3). The determinant of any u ∈ J is det(u) := r i=1 λ i (u). We recall below some classical results on Jordan algebras.
In the statement of the two first theorems the notation A • B means the set {uv|u ∈ A, v ∈ B} for any subsets A, B of J . 
As an immediate consequence of this theorem, we can remark the following. This theorem as numerous consequences. First, it allows us to define the standard scalar product on J . We put u, v J := tr(uv) for any u, v ∈ J ; we have already mentioned that the trace is linear, so ·, · J is bilinear; the theorem makes sure that this form is positive definite so we can use it as a scalar product. In order to simplify the writing, we will denote ||v|| for ||v|| J := tr(v 2 ), and for any v ∈ J , unless when there might be a confusion with the standard Euclidean norm in R r , for which we write || · ||. It is interesting to mention that the operator L(u) is self-adjoint for any u ∈ J . Indeed, by associativity of the trace:
As another consequences of this theorem, we can observe that the only idempotent in J of trace r is e; all the other idempotents have a strictly lower trace. 
We close this section by a not so standard result that we will use quite often in the sequel. 
Using the associativity of the trace, we further have:
This implies L(u)v = uv = 0.
A fundamental inequality
Extending a classical result in symmetric matrices theory, we show in this section the following fundamental inequality:
We also propose a clear and compact description of the equality case; this result will be used to compute the subdifferential of some functions. Note that we have to take account of the order of eigenvalues in the previous definition. 
The equality holds if and only if u and v have a similar joint decomposition.
where B is the r × r matrix with coefficients Theorem 3.5) and that the sum of elements in every row or column of B is equal to 1. That is, B is doubly stochastic. Hence, by Birkhoff's Theorem on Page 4, B ∈ conv(P). Thus:
the last equality yields because λ(u), λ(v) ∈ R r ↓ (see the rearrangement inequality). Now, we will determine the equality conditions. The "if" part is trivial. To prove the "only if" part, let
Set M j := {k j−1 + 1, . . . , k j } (with k 0 = 0), e j := i∈Mj c i and e j := i∈Mj c i .
The equality is obtained in (2) if and only if the matrix B lies in the convex hull of those permutation matrices P for which λ(u) T P λ(v) = λ(u) T λ(v). By Theorem 2.2, this can happen if and only if σ
The matrix of such a permutation satisfy P ii = 0 if i and i don't belong to the same M j . Each submatrix [B ii ] i,i ∈M j is doubly stochastic by Birkhoff's Theorem, then tr(e j e j ) = δ jj |M j | = δ jj tr(e j ) = δ jj tr(e j ) for any 1 ≤ j, j ≤ s.
If j = j , we can apply Proposition 3.2 to deduce that e j e j = 0 i.e. e j ∈ J 0 (e j ), implying that the operators L(e j ) and L(e j ) commute by the first Pierce decomposition Theorem.
If j = j , the operators L(e j ) and L(e j ) also commute, because e j = e − j =j e j . Equivalently, e j ∈ J 0 (e j ) + J 1 (e j ). Further, since tr(e j e j ) = tr(e j ), we have e j ∈ J 1 (e j ). Note that the idempotent e j has the same trace as the unit element e j of the subalgebra J 1 (e j ). We have pointed out, after Theorem 3.4, that the only idempotent which has a maximal trace in a Jordan algebra must be its unit element. In our case, e j is thus the unit element of J 1 (e j ) i.e. e j = e j . Finally,
In other words, u and v have a similar joint decomposition.
We easily deduce from this theorem that the eigenvalue vector is a Lipschitz continuous function. The norm of R r we use in the following corollary is the standard Euclidean norm.
Corollary 4.1 For any u, v ∈ J we have ||λ(u) − λ(v)|| ≤ ||u − v|| J . Proof
We have:
J . The equality holds if and only if u and v have a similar joint spectral decomposition.
The set K = {v ∈ J |λ(v) ∈ Q}
In this section, we begin the study of spectral functions of Jordan algebras by the consideration of a specific but important example (namely Example 5.1 and Lemma 5.3). This example which will help us to understand how the convexity of a set Q can force the set of all the elements having their eigenvalues in Q to be convex as well. This fact is the keystone of all our convexity results on spectral functions.
We begin by presenting a standard way for constructing spectral functions. Given a symmetric set Q ⊆ R r and a function f : Q → R which is symmetric with respect to permutations (i.e. for any P ∈ P and any u ∈ Q, we have f (P u) = f (u)), we can define the spectral function generated by f as the function F whose domain is K := {v ∈ J |λ(v) ∈ Q} and such that F (v) := f (λ(v)). In this section, we study some properties of the domain K formed by this construction. Spectral functions, and especially their differential properties and their convexity, are studied in the next section.
We recall the definition of a standard object in convex analysis.
The support function of Q is the function:
The support function of a set Q ⊆ R r is simply the conjugate of Ind Q . As the supremum of some linear functions, a support function is always convex. An entire section of [14] is devoted to their study. As a straightforward consequence of the definition, we can point out that if Q is closed, convex and with f as a support function, then f
For any λ ∈ R r , we define:
P(λ) := {P λ|P ∈ P} and SC(λ) := conv(P(λ)).
We can immediately observe that for any P ∈ P and γ ∈ SC(λ), we have P γ ∈ SC(λ) i.e. SC(λ) is symmetric with respect to permutations. Actually, this is the smallest symmetric convex subset of R r which contains λ. We can use Birkhoff's Theorem to provide an another characterization of this set:
there exists a r × r doubly stochastic matrix A such that Aλ = γ.
In the following simple but important example, we compute the support function of SC(λ).
Example 5.1 (Support function of SC(λ)) Let λ ∈ R r and let f be the support function of SC(λ). We compute it at a µ ∈ R r . By definition of f and of m(·, ·) (see on Page 5), we have:
f (µ) = sup
As an application of this Example, we can check the following lemma. 
The function s p is thus convex as the support function of some set.
The following lemma gives a third characterization of the elements of SC(λ).

Lemma 5.2 Let λ, γ ∈ R
r . We have:
Proof
Let us fix a λ ∈ R r and P 1 ∈ P such thatλ := P 1 λ ∈ R r ↓ . We set:
It is trivial to check that S is a closed symmetric set which contains λ. This set is also convex, because s p is a convex function as it is shown in the previous lemma.
We will compare the support function f of SC(λ) with the support function g of S. Since S and SC(λ) are both convex and closed, we get f * = Ind SC(λ) and g * = Ind S . It remains to show that f = g to prove that SC(λ) = S.
Note that, by the rearrangement inequality and the symmetry of S, we have:
The latter optimization problem is linear: it can be written as
with:
The pointλ is feasible for this problem and the objective value it gives equals m(λ, µ). The dual of this problem has the following form:
One can easily check that taking u := 0, v p :=μ p −μ p+1 for 1 ≤ p < r and w :=μ r gives a dual feasible point; it makes the objective value equal to λ ,μ = m(λ, µ), which is f (µ) by the Example 5. 
tr(v) = s(λ).
We turn now to one of our main problem in this section. Given a symmetric set Q of R r , we can build the set K := {v ∈ J |λ(v) ∈ Q}. A natural question we may formulate about this construction is: are there some properties of Q that K might inherit ? The next theorem gives an answer for convexity, openness and compactness. But we need first a result which echoes the Lemma 5.1. It actually generalizes to the case of unitary formally real Jordan algebras of finite dimension a well-known variational description of the sum of the p largest eigenvalues obtained by Ky Fan for Hermitian matrices (see [3] ). An immediate consequence of this description is that S p is a convex function. 2. Suppose that Q is closed and take a sequence (v m ) m≥0 in K which converge to v ∈ J .
We have to prove that v ∈ K. We know that λ(v m ) ∈ Q for all m ≥ 0. By continuity of λ and closedness of Q, λ(v) ∈ Q, and v ∈ K.
3. Let Q be an open symmetric set of R r . Observe that R r \Q is a closed symmetric set and that J \K = {v ∈ J |λ(v) ∈ R r \Q}. By the previous item, J \K is closed, and K is an open set.
Suppose that there exist a
In the proof of convexity of K, we have used the fact that:
We will exploit it once more in the next section in order to prove a convexity result about spectral functions.
Inherited properties of spectral functions
Given a symmetric set Q of R r and a symmetric function f : Q → R, we can build the spectral function F generated by f , which is defined on K := {v ∈ J |λ(v) ∈ Q}.
In the same spirit to what we did in the previous section, we will try to ask the following question: what are the properties of f that F does inherit ?
In the first subsection, we focus on the conjugate F ; our result allows us to have quite a compact description of the subdifferential of a spectral function. We use this fact in the second subsection, where we study differential properties of F . In the third subsection, we finally study how the convexity of f can influence the convexity of F .
Conjugate of a spectral function and subdifferential
Let us first check that the conjugate of a symmetric function is symmetric.
Lemma 6.1 Let Q be a symmetric set of R r and let f : Q → R be a symmetric function. The conjugate of f with respect to any scalar product of R r is a symmetric function. Proof We will write ·, · for a scalar product in R r . Let s ∈ R r and let P ∈ P. We have :
by symmetry of Q (note that f * (P s) may be equal to ±∞).
From this lemma, we can consider the spectral function generated by f * . The next theorem shows that this is exactly F * .
Theorem 6.1 Let Q be a nonempty symmetric set of R r , let f : Q → R be a symmetric function and let F be the spectral function generated by f . Then F * is the spectral function generated by f * .
Proof
Let s ∈ J be such that f * (λ(s)) < +∞. We successively have:
The Theorem 4.1 justifies the second to last equality.
As a straightforward corollary, we can establishe how the subdifferential of a spectral function is linked to the subdifferential of the function from which it has been generated.
Corollary 6.2 Using the same notations as in the previous Theorem, we have:
∂F (x) = {s ∈ J |λ(s) ∈ ∂f (λ(x)), s and x have a similar joint decomposition}.
Proof
We have for any x, s ∈ J :
An element s ∈ J belongs to ∂F (x) if and only if F * (s) + F (x) = tr(xs) (see Theorem 23.5 in [14] ). We reach the upper bound of the first inequality if and only if λ(s) ∈ ∂f (λ(x)); by Theorem 4.1, the equality yields in the second inequality if and only if x and s have a similar joint decomposition.
As an application, we can prove that the function S p (u) = 
We know from Example 5.1 that f (µ) = m(λ, µ) = λ, µ . To compute the subdifferential of f in µ, we have to determine the set on which the supremum is reached. Applying Theorem 2.2, the set of permutations P such that f (µ) = P λ, µ is the set of permutations for which σ P : M j → M j for any 1 ≤ j ≤ s. By Birkhoff's Theorem (see on page 4), we know that the convex hull of this set is L. Thus ∂f (µ) = {Lλ|L ∈ L} = Lλ.
To simplify the notations, let us write p for k j . To prove this statement, it suffices to apply the previous remark with λ := 1 p and µ := λ(u). Using the notation we introduced there, we have L1 p = 1 p . By construction, the only element of J which has 1 p as eigenvalues and which has a similar joint decomposition with u is e := p i=1 c i . Hence ∂S p (u) = {e }. It remains to use Theorem 25.1 of [14] to prove that S p is differentiable in u.
We conclude this subsection by an easy result that is useful in a proof that the conjugate of the conjugate of a spectral function F is, under some restriction, exactly F . Proposition 6.5 Let Q be a nonempty symmetric set of R r , let f : Q → R be a symmetric function and let F be the spectral function generated by f . If epi f is closed, then epi F is closed. Proof Let K be the domain of F and let (v n , t n ) n≥0 be a sequence in epi F such that v n converges to v ∈ J and t n converges to t ∈ R. We have (λ(v n ), t n ) ∈ epi f ; by continuity of the eigenvalue
Convex properties of spectral functions
We analyze in this subsection how convex properties of a symmetric function are transmitted to the spectral function it generates. Theorem 6.3 Let Q ⊆ R r be a symmetric set and
If f is twice differentiable and strongly convex with parameter σ for the Euclidean norm, F is strongly convex with parameter σ for the norm || · || J .
Let us take an arbitrary µ ∈ SC(λ α ). We can write it as µ = r! j=1 α j P j λ α , where the nonnegative α j 's sum up to 1.
Suppose first that f is convex. Using convexity and symmetry of f , we get
and F is convex.
Next, if f is quasi-convex, we get f (µ) ≤ max 1≤j≤r! {f (P j λ α )} = f (λ α ) by symmetry of f . Hence, like in (5), we can write
and F is quasi-convex.
If f is strongly convex with parameter σ, we have by definition that f (λ) − σI is positive semidefinite; equivalently,
G is convex by the first item. We need to make some straightforward computations before proving the strong convexity of F . We have:
Now, by convexity of G, we can write: which is equivalent to the strong convexity of F with the parameter σ.
As an application of this, one can check that the condition number cond(u) = λ 1 (u)/λ r (u) for u ∈ int K J is a quasi-convex function, as f (x) = max 
Proof
Let us prove that (7) implies (8) . To this end, we fix a x in dom f * and we note v := f * (x); we have thus f * (x) = x, v − f (v) and f (v) = x. By 7, for any u ∈ dom f ,
Thus, for any y ∈ dom f * , we can write:
which is (8), as v = f * (x). Now we check that (8) implies (7) . Observe that f is closed, because differentiable, and convex; thus (f * ) * = f by Corollary 12.1.2 of [14] .
We fix a x ∈ dom f and we put v := f (x). Similarly to what we have done above, we have for any u ∈ R n :
Then, for any y ∈ dom f , f (y) = sup
and (7) is satisfied. 
First of all, F is convex and differentiable because f is. It can easily be shown that (9) is equivalent to (7) . By the previous lemma, the conjugate f * of f is strongly convex with parameter 1/L for the Euclidean norm. The spectral function generated by f * is F * by Theorem 6.1. The third item of Theorem 6.3 shows that F * is strongly convex with a parameter equal to 1/L. Since f has a closed epigraph, Proposition 6.5 shows that epi F is also closed; hence the conjugate of F * is F (See [14] , Corollary 12.2.1). Applying again the previous lemma, we deduce that F has a Lipschitz continuous gradient with parameter L.
