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Chapter 1
Introduction
With the exponential growth of digital information available, providing
proper access to information has become an important and difficult prob-
lem. Searching for digital information has become part of our daily life. We
expect to find, with the minimum time and effort, the answers to a large
variety of information needs: from names of good restaurants in a specific
city to reviews on the last gadget we want to buy or the route to reach cer-
tain locations. The difficult task is left to the information retrieval system
(search engine) that has to dive into this big ocean of information and find
the right pieces of information that answer each of the information needs.
Fortunately, since there is a global need for searching and automatically
processing and exchanging all this digital information, new ways have ap-
peared that organize or structure information in different ways: markups,
annotations, metadata, classifications, etc.. These ways of organizing infor-
mation provide retrieval systems with a new source of information that can
help them to perform their task.
The research presented in this thesis investigates the use of several types
of structural information when processing search tasks on a collection of
XML documents. We present and discuss the main aspects of our work in
the following sections.
1.1 Research Domain
Structured Documents and XML
Although all documents contain some type of (at least implicit) structure,
we use the term structured document to refer to those documents that con-
1
2 Introduction
tain explicit meta-information about its content or its logical structure1.
This extra information is normally added in the form of markup, using a
markup language. Markup is extra information that is added to the docu-
ments for different purposes. For instance, to describe formatting actions,
to structure information, or to provide text semantics [BYRN99].
There are two main types of markup: procedural and descriptive.
Procedural markup gives information on how parts of the docu-
ment should be processed or viewed. It mainly provides information
about the layout and style of (parts of) the documents.
Descriptive markup is concerned about the logical structure of the
documents and the description of its components. It mainly provides
structural and semantic information about (parts of) the documents.
Markup languages allow users to combine the text of documents with
extra information about the text. Many different markup languages exist:
SGML, HTML, XML, LaTex, MathML, etc.. In the research presented in
this thesis we use documents that have been marked up with XML. The
Extensible Markup Language (XML) is a standard developed by the World
Wide Web Consortium (W3C)2. XML is a subset of SGML, the Standard
Generalized Markup Language [SGM86], and it is itself a meta-language, a
language that allows the definition of different markup languages.
The use of XML documents has several advantages. Thanks to its sim-
plicity and flexibility, XML has become a very popular standard for data
exchange and communication in the Web. The amount of documents avail-
able in this format and the amount of different tasks performed on XML
documents has increased considerably (e.g., [Cox01, DMR03]). This means
that more and more people can benefit from a retrieval system that consid-
ers the XML markup. XML documents are also interesting because they
contain both types of markup which gives the possibility to investigate
differences between them. Another important reason for using XML docu-
ments is the possibility to evaluate the proposed retrieval techniques. Since
our research is experimental, the need to empirically evaluate the proposed
approaches becomes essential. We make use of the INitiative for the Eval-
uation of XML Retrieval (INEX) benchmark (see Section 2.4) to evaluate
our results.
1We do not differentiate between structured and semi-structured documents (a.k.a.
loosely structured documents), documents in which its marked up structure might only
partially match the document schema.
2http://www.w3c.org
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1.2 Research Problem
XML Element Retrieval
The main research problem addressed in this thesis is the effective retrieval
of relevant parts of documents. This task is also known as focused retrieval
or, in the domain of XML documents, XML element retrieval [Foc]. Focused
search is specially useful in scenarios where the documents being searched
are very long or when information needs require very specific information.
To be able to point the user to the relevant parts of documents is not an
easy task. Retrieval systems need to find out not only where the relevant
information is but also what granularity of answer (retrieval unit) is more
appropriate to return to the user. This task is very similar to the one of
passage retrieval [SAB93]. The main difference is that XML documents
contain explicit divisions of the document (XML elements) that can be
used as retrieval units. Thus, retrieval systems in this scenario have extra
information embedded in the text that can help them, not only to decide
which retrieval unit is better in each case but also to locate the relevant
information. How to do this effectively is still an open research question
that we will address in this thesis.
1.3 Research Approach, Hypothesis and
Contributions
Structural Features
Besides the markup, documents contain other types of structural informa-
tion that can be used for retrieval. We use the term structural feature to
refer to any extra information, besides the author’s written content of a
document, that can be extracted from (parts of) documents and their or-
ganization within a collection. This information can be explicit or implicit
in the documents and collections and expressed in different forms. Exam-
ples of structural features include markup, metadata about the document,
and any surface feature that can be extracted from the documents or the
collection (e.g., hierarchical location of the document or element size).
A large part of the research presented in this thesis aims at identifying
and analyzing the potentials of different structural features. We hypothesize
that the information that can be extracted from the structural features
of documents and collections can be further exploited. Furthermore, we
argue that to be able to find the most relevant parts of documents retrieval
systems need to be able to collect and combine different types of evidence.
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We hypothesize that the combination of evidence collected from different
types of structural features will help retrieval systems to perform better.
User-based information retrieval
Since the popularization of the World Wide Web, not only the amount
of digital information has increased. The amount of users searching for
information and the amount of search tasks performed on the Web have
also increased significantly. We argue that in order to be able to provide
answers to this diversity of users and search tasks, a retrieval system needs
to consider specific information about the user and the context of the search.
We use the term user-based information retrieval to refer to the retrieval
techniques that consider specific information about the user (age, topical
knowledge, genre, etc.) or the contextual aspects of the search (geographical
location, work task, request type, etc.).
Our research concentrates on a specific aspect of user-based information
retrieval. We study the influence of the type of search task and of several
contextual factors on the structural characteristics of relevant information.
We argue that if there are differences in the distribution of structural fea-
tures on the relevant information regarding different search tasks or context
situations, retrieval systems should be able to use this information more ef-
fectively and adapt their strategies to different users and contexts.
To summarize, our work aims at acquiring a better understanding of
the role of structural information and how it can help retrieval systems
to perform several types of information needs. In this way, information
retrieval (IR) systems will be able to use this extra source of information
more effectively when adapting their retrieval strategies to different users
and contexts.
1.4 Research Questions
The research presented in this dissertation looks into three main aspects
of information retrieval in the domain of XML documents: (1) ad-hoc
retrieval, where we study the use of structural information for the ad-hoc
retrieval of XML elements, (2) relevance feedback, where we study the
use of relevance feedback to refine the structural information given a user
need, and (3) user-based IR, where we study the relationships between
user search tasks and contextual factors and the structural characteristics of
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the relevant information. The following section highlights the main research
questions for each of these topics.
Ad-hoc Retrieval
Structured documents provide information retrieval systems with an extra
source of information. This part of the research aims at acquiring a better
understanding of the nature of this structure and its potentials to process
different search tasks. In particular, we investigate the following research
questions:
What are the most common retrieval strategies used in XML
element retrieval and what are they good for?
(addressed in Chapters 2 and 4)
Can we define retrieval strategies that exploit the structural
features of documents more effectively?
(addressed in Chapters 3 and 4)
Relevance Feedback
As the complexity and diversity of information needs increase, information
retrieval systems need to be able to process any information users might
provide. This can be done, for example, by using special user interfaces or
through relevance feedback strategies. Although relevance feedback tech-
niques have been used in IR systems for many years now [RL03], they have
mainly focus on the content part of the documents.
We hypothesize that, in the same way as content requests are refined
during a relevance feedback process, relevant structural information can also
be used to update search parameters and to refine our model of the struc-
tural characteristics of the desired information. In particular, we investigate
the following research questions:
Which structural features can be extracted during a relevance
feedback process?
(addressed in Chapter 5)
Can the use of structural features, extracted from a relevance
feedback process, improve retrieval effectiveness?
(addressed in Chapter 5)
6 Introduction
User-based IR
Because the aim of any information retrieval system is to be able to answer
effectively different types of search tasks and information needs, it is impor-
tant to understand the nature of these tasks and the different contextual
factors that might influence the search.
As mentioned before, our research concentrates on a very specific aspect
of user-based information retrieval: The influence of search task type and
three different contextual factors on the structural characteristics of relevant
information. We argue that if there are differences in the distribution of
structural features on the relevant information regarding different search
tasks or context situations, retrieval systems should be able to use this
information more effectively. One main research question is investigated:
Can we identify a dependency between a topic’s task type and
some of its contextual factors and the structural aspects of the
topic’s relevant elements?
(addressed in Chapter 6)
1.5 Thesis Overview
This thesis is divided into seven chapters. An overview of what is discussed
in the remaining six chapters is given below:
Chapter 2: Structured Documents Retrieval. This chapter dis-
cusses past and current work on structured document retrieval. We
present the main research issues of the field and explain the new chal-
lenges posed by the structure of documents. Since our retrieval model
uses the language modeling approach to IR, we focus on analyzing the
behavior of this model when applied to XML element retrieval. In this
chapter we also provide a description of the INitiative for the Evalu-
ation of XML Retrieval (INEX), the benchmark used to evaluate our
approaches, and present the results of the baseline runs.
Chapter 3: A Multi-evidence Retrieval Model for XML Re-
trieval. This chapter introduces the theoretical background and the
retrieval model used for the research presented in this thesis. Our
approach is based on the principle of polyrepresentation [IJ05] and
makes use of the available evidence collected from documents and
queries to rank components of XML documents. Our model com-
bines the evidence of four different types of element representations:
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element content, element context, element metadata and document
metadata.
Chapter 4: Element Context - Supporting Relevance. This
chapter investigates the use of element context information in our
retrieval model. We first analyze the effects of using several types of
element context representations and then propose a new method to
learn from relevance assessments which context set can be best used
for each specific element type. We evaluate the performance of the
method proposed and analyze its strengths and limitations.
Chapter 5: Using Structural Features for Relevance Feed-
back. This chapter proposes the use of structural information for
relevance feedback. We focus on the element and document metadata
representations and analyze the potential of this type of information
for relevance feedback. We also experiment with the use of this type
of information in a simulated real setting, where the user provides
relevance feedback on the top 20 elements of a ranked-list.
Chapter 6: Search Tasks and Context. This chapter discusses
the use of contextual information in XML element retrieval. We
present results of a collaborative user study carried out by the Inter-
active Track at INEX 2005 [FLMK06] and investigate dependencies
between three different contextual features and the structural char-
acteristics of the relevant elements. We compare our findings with
available results from similar studies.
Chapter 7: Conclusions. This chapter summarizes the main find-
ings and contributions of this thesis and gives directions for future
research.
Chapter 2
Structured Document
Retrieval
This chapter discusses past and current work on structured document re-
trieval. We present the main research issues of the field and explain the new
challenges posed by the structure of documents. Since our retrieval model
uses the language modeling approach to IR, we specially focus on analyzing
the behavior of this model when applied to XML element retrieval. In this
chapter we also provide a description of the INitiative for the Evaluation of
XML Retrieval (INEX), the benchmark used to evaluate our approaches,
and present the results of the baseline runs.
2.1 Introduction
Although XML is a rather new markup language [W3C98], structured doc-
uments have existed for many years now1. Structured document retrieval,
the study of the combination of content and structural information from
documents, and related fields such as fielded search have already addressed
some of the challenges that the structure of the documents poses to infor-
mation retrieval systems.
In this chapter we highlight the main issues related to structured docu-
ment retrieval and present the baselines of our experimentation. In the first
part of the chapter we give an overview of related work on using structural
features in IR (Section 2.2) and discuss existing XML retrieval approaches
(Section 2.3). Section 2.4 presents the INEX benchmark and discusses issues
1Remember that although all documents contain some type of (at least implicit)
structure, we use the term structured documents to refer to those documents that are
explicitly marked up.
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related to evaluation. In Section 2.5 we discuss the use of language models
for XML element retrieval and analyze the effects of the main parameters
of this model. We finish the chapter by presenting the baseline runs of our
experimentation in Section 2.6 and the conclusions in Section 2.7.
2.2 Using Structural Features for Retrieval
IR research has used structural information in many ways. For instance, to
display results (e.g., showing titles), to guide the user when browsing the
result list (e.g., hypertext systems), to cluster results (e.g., by category), or
to perform relevance feedback (e.g, on abstracts). Structural information
may also be used by the retrieval model to enhance retrieval performance.
This is the case, for instance, of the use of anchor text in web search or the
use of fielded search in digital libraries. Our research work makes use of the
structural features of documents and collections in this way, as a tool to
improve retrieval effectiveness. In the rest of this section we discuss related
work on using structural features for searching. Note that rather than
presenting an exhaustive description of these works, we provide pointers to
different areas where related work can be found.
2.2.1 Hyperlink Structures and Web Search
The hyperlink structure of the Web has been studied and exploited for
many years now. Lots of work exists that proposes ways to use the hyper-
link structure between documents to improve retrieval effectiveness (see for
example [BP98, Kle99, BH98a]). Besides ranking, link analysis has been
successfully applied to different IR tasks such as crawling (deciding what
documents to index), categorizing pages, and finding similar or duplicate
pages [Hen01]. An early survey of the issues regarding web information
retrieval can be found in [BH98b]. Our approach of using relationships be-
tween XML elements described in Chapter 4 is somewhat related to the use
of the hyperlink structure of the Web. In a similar way, we use the content
of the XML elements that point or relate to one another in our ranking
mechanism.
Besides links, other types of structural information have been used in
web search. For instance, Kraaij et al. [KWH02] demonstrate that using
URL-length information can improve performance when querying for home
pages. Kamps studies in [Kam05] the effectiveness of web-centric priors
based on document length, URL structure, and link topology. He shows
that while document length is not a good indicator of relevance for web
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search, the other two are. We use similar types of structural information in
our work. We investigate if several structural features such as the element
type or the containing journal of an article are good indicators of relevance
(see Chapter 5 and 6).
2.2.2 Fielded Search and Structured Queries
For some decades now, fielded search has been a common and essential tool
when searching on collections of documents or bibliographic information
(i.e., digital libraries). It has become more popular with the apparition of
web search engines (e.g., Google2, Yahoo!3) which often offer some sort of
advanced search that allows users to perform fielded search (e.g., to search
in titles or urls).
Also, with the appearance of new markup languages (e.g., XML) and
query languages that work on the marked up documents (e.g., XQuery)
users have been provided with a more powerful tool to express complex and
specific needs. Users are not restricted to a fixed number of fields and can
freely express other types of constraints on the documents’ structure (such
as hierarchical relationships). This possibility of querying using structural
constraints poses new challenges to information retrieval systems. On one
hand, due to differences in the structure of the documents, some type of
mapping need to be done when querying on heterogeneous sources. On
the other hand, the knowledge that the user has of the structure of the
documents might influence the correct interpretation of the structural con-
straints of the query. However, it is still an open question whether end users
are able to use these query languages. (e.g., [OT03, Tro05b]).
We believe that a large number of end users will not be able to pose
complex queries. Either the languages they should use are too difficult, or
they simply do not know the documents’ structure well enough. We prefer
to investigate the scenario where users do not know about the structure
of the documents and pose full-text queries. We argue that, even in this
scenario (where users do not use the structure of the documents) informa-
tion retrieval systems should use it to improve retrieval effectiveness. For
instance, by gathering information about the structural characteristics of
the desired information (e.g., during an interactive session) and internally
making use of structural queries.
2http://www.google.com
3http://search.yahoo.com
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2.2.3 Structured Document Collections and
Evaluation
Many existing document collections contain documents with some type of
structure. In some cases, documents contain additional metadata in form
of markup. Some other times they contain markup to indicate layout or
logical structure. Most of the TREC4 collections, for instance, are marked
up in one way or another. Already in 1994, Wilkinson used one of the
TREC collections to show that knowledge of the structure of documents can
lead to improvements in retrieval performance [Wil94]. He used structural
information such as section type to weight differently parts of documents
and showed that document retrieval could be performed by simply using
the content of its parts. Our goal is very similar to the one of Wilkinson
in the sense that we want to study ways on how structural information can
improve retrieval. In our case however, we look into the potential benefits
for focused retrieval.
We argue that one of the reasons that there are not many studies on
the use of structural information for focused retrieval is the lack of eval-
uation benchmarks. Even if TREC collections contain structure, TREC
tracks have concentrated on document retrieval. This has changed in the
last few years with the appearance of the Initiative for the Evaluation of
XML retrieval (INEX) [FGKL02] (described in Section 2.4). Many more
approaches exist since INEX started. We describe some of them in Sec-
tion 2.3.
2.2.4 Focused Search and Unit of Retrieval
When the task of a retrieval system is to retrieve parts of documents, re-
trieval systems need to find out not only where the relevant information is
but also what granularity of answer (retrieval unit) is more appropriate to
return to the user.
In case of marked up documents, the explicit divisions of the docu-
ment can be used as retrieval units. Although retrieval systems need still
to decide whether, e.g., a paragraph is better than a section, they have
already an explicit set of logical units that can be used as potential an-
swers. This is the main difference to other focused search tasks such as
passage retrieval [SAB93, JZ06, Cal94], question answering [GHG04] or e-
book search [BL05], where most of the time systems have the extra task of
composing the best retrieval unit.
4http://trec.nist.gov
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In our focused search task of XML element retrieval, we exclusively con-
sider the explicitly marked up XML elements as retrieval units. However,
because of the large variety of potentially retrievable units in many XML
documents, deciding what are the most appropriate units given a query is
still a difficult problem. We discuss this issue further in Subsection 2.3.3.
2.3 Approaches to XML Element Retrieval
As we have seen, structural features have already been widely used in IR.
However, markup provided by XML documents differs from other types
of markup provided by commonly used markup languages such as HTML.
While HTML and other markup languages have a fixed element set, in XML
users can specify their own set. In consequence, XML markup tends to be
more heterogeneous and descriptive, often having some semantic mean-
ing [LLD+02].
An interesting feature of XML documents (and other marked up doc-
uments) is the hierarchical structure of its marked up elements. In Chap-
ter 4 we investigate if we can exploit the hierarchical structure of XML
documents to improve retrieval effectiveness. When performing a focused
retrieval task, this hierarchical structure introduces an important issue that
has to be handled, the so called overlap problem [KLdV04]. We discuss this
problem in Section 2.3.3.
Different studies on the use of the XML structure to improve retrieval
effectiveness exist. Luk et al. [LLD+02] give an overview of the early ap-
proaches that used or extended IR models to work on XML documents. In
the few years of INEX existence [FGKL02], many XML retrieval approaches
have been presented (see [FLMS05, FLMK06]). The ones presented at
INEX 2005 are summarized by Lalmas and Kazai in [LK06]. Although
many of these approaches simply use standard IR techniques to rank (inde-
pendently) the document’s elements, several efforts have been made towards
defining new retrieval models and techniques that take structural features
into account. For instance, structural relationships between elements have
been used to propagate or weight scores [FG01, SKdR04, AJK05], or the
content information contained in certain structural components has been
weighted specially [OC03b, LRM06]. This section reviews the most common
approaches.
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2.3.1 The Straightforward Approach
A straightforward way of performing XML element retrieval is to con-
sider each of the XML elements a document and rank them independently.
At INEX, common IR models have been used in this way (and also ex-
tended) for XML element retrieval: vector space model [MM05, CMB05,
WSM05, Dop06], BM25 [LRM06], GPX [Gev06, vZ06], language mod-
els [SK06, OC05, LMR+05], etc.
When simply applying retrieval models to independently rank the XML
elements of a document, two main issues arise:
• Because of the nested structure of documents, result lists contain
many overlapping elements. This is because when a specific element
contain the query terms, all of its ancestors will contain them too.
Thus, all elements in the same path (containing that element) will be
to a certain degree relevant to the query. This is known as the overlap
problem [KLdV04]. For tasks where we assume that the user does not
like to see the same information twice, removing overlap techniques
need to be applied. These are discussed in Subsection 2.3.3.
• Another common issue is that the top ranking produced by some re-
trieval models (such as language models) contains very small elements.
This is because small elements may constitute an almost perfect match
to the query, e.g. when they contain exclusively query terms and there-
fore, they get a high score. Since normally these elements are not good
retrieval units (too small to fulfill an information need) there is a need
to apply some type of length normalization [KdRS04]. Approaches to
address this issue are described in Subsection 2.3.3.
2.3.2 Using Structural Features
Of course, retrieval approaches that extend these models to make use of
the structural information contained in the XML documents have also been
presented. We distinguish two main categories of approaches; those based
on specific element types and those based on tree relationships.
Using Specific Element Types
This category includes the approaches where the retrieval technique is based
on element types. In other words, where information is processed differently
according to the element type it belongs to. In this category we find ap-
proaches that, for instance, only rank a specific subset of element types, con-
sidered the unique possible retrievable units (e.g., [TO03, MM03]). Other
2.3 Approaches to XML Element Retrieval 15
approaches weight higher the terms appearing in specific element types
such as titles (e.g., [Tro05a, Wil94]). These techniques are based on the
assumption that different parts of a document are not equally important
and thus, terms appearing in different parts (elements) should be weighted
differently. This is not a new technique in IR and has been the reason why
several retrieval models and query languages have been extended to incor-
porate structure weighting (e.g., [LRM06, FG01]). The main drawback of
these approaches is that they require some knowledge of the document’s
structure and the importance of different element types. In some cases
however, to learn structure weights is done automatically (e.g., [Tro05a]).
Using Tree Relationships
This category includes the approaches that use the XML tree structure in
the score computation of the retrieval model. This is normally done by
propagating the element scores along the tree [SHB06], or by doing some
type of contextualization. By contextualization we refer to the retrieval
techniques that estimate retrieval scores by combining the element’s score
with other related elements score. For instance, article weighting is a com-
mon technique that combines element and document scores in order to
give higher weight to those elements that are contained in relevant articles
(e.g., [SKdR04, MM05]). Besides articles, this combination technique can
be done with other tree relationships, e.g., the parent node. In [AJK05],
Arvola et al. analyze different contextualization scenarios and report that
although all scenarios improved retrieval effectiveness over the baseline, con-
textualizing with the root element (the document) performed best. Chap-
ter 4 of this dissertation experiments with different element context scenar-
ios and proposes a method that learns from relevance assessments which
elements can be best used for contextualization.
2.3.3 Addressing Challenges in XML Element
Retrieval
The Overlap Problem
As discussed previously, because of the nested structure of documents, when
a specific element is estimated relevant to the query, all the elements con-
taining this element (ancestors) will also be estimated (to a certain degree)
relevant to the query. This is why result lists often contain many overlap-
ping elements. Thus, for retrieval tasks where it is assumed that a user does
not like to see the same information twice, the overlap has to be removed.
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Normally this is done by removing overlapping elements from the result
set, after retrieval systems have produced an initial ranking of all XML el-
ements. A fairly trivial approach keeps the highest ranked element on each
path and removes its ancestors and descendants from the result list (e.g.
[SHB06]). More advanced techniques (e.g., [Cla05], [MM06], [MRW+06])
exploit the XML tree structure to decide which elements should be removed
or pushed down the ranked list. In the first approach, the information re-
trieval systems rely completely on the underlying retrieval models to pro-
duce the best ranking. The assumption is that the most appropriate element
(highly exhaustive and specific5) on a path has been assigned a higher score
than the rest. This could indeed be the case if the retrieval model would
consider, when ranking, not only the estimated relevance of the XML ele-
ment itself but also its usefulness compared to other elements in the same
path. However, since many retrieval models rank elements independently,
the highest scored element may not be the most appropriate one, i.e., the
one the user prefers to see.
In [MRW+06] we investigated differences in terms of effectiveness be-
tween three types of approaches to remove overlap: 1) the ones that just
select from the result list a certain element type (e.g., sections or para-
graphs), 2) the ones that keep the highest ranked element in a path and
remove its ancestors and descendants from the result list, and 3) the ap-
proach proposed in the paper [MRW+06]. This approach makes use of an
utility function that tries to capture the amount of useful information con-
tained in each XML element. In the paper we argue that to model the
usefulness of a node, three important aspects need to be considered: (1)
the relevance score estimated by the retrieval model, (2) the size of the
element, and (3) the amount of irrelevant information it contains. The re-
sults of these experiments show that re-ranking elements using the utility
function helps to improve retrieval performance (in terms of precision at
low recall levels) for some of the retrieval scenarios. However, the approach
that performed best in all retrieval scenarios is the one that returns only
paragraphs. As a general trend for the first type of approach (the ones that
select a specific element type), and as expected for these type of tasks, the
longer the element type selected, the worse the performance.
Our position with the overlap problem is that retrieval models are the
ones that should provide a better ranking considering dependencies in the
XML tree structure and the usefulness of the XML elements, regarding
different structural features such as length. We believe overlap removal
5Exhaustivity and Specificity are the two dimensions used at INEX to assess rele-
vancy. See Section 2.4 for clarification.
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should be simply a presentation issue.
Length Normalization
When applying standard retrieval models to XML retrieval another common
problem arises. Very small elements may constitute an almost perfect match
to the query, e.g., when they contain exclusively query terms, and therefore
be ranked on top of the result lists. However, since these elements are not
of much use to the end user, the retrieval model score is normally modified
by length normalization to push these small elements down the ranked list
and make room to other, more lengthy relevant stuff.
This section reviews the common approaches to length normalization in
XML retrieval. An analysis of the use and importance of length normal-
ization in XML retrieval is found in [KdRS04]. We focus our presentation
on their side-effects regarding retrieval performance, the ones we attempt
to avoid in the approach presented in Chapter 4.
Removing small elements. A straightforward yet effective technique
to deal with the problem is to remove all elements shorter than a certain
threshold (i.e., containing less words). This has been done at indexing time
[TO03] or by post-filtering results [Cla05]. The main advantage of this
method is the potential of high initial precision, since the relevance scores
estimated by the retrieval model are left untouched. A drawback of remov-
ing short elements without further consideration is that the information
that some of these small elements have been ranked high by the retrieval
model is lost. Our approach (described in Chapter 4) shows that perfor-
mance can be improved by propagating the relevance score of the small
elements before removing them from the results list.
Defining a subset of retrievable units. Another effective approach
to get rid of the small elements is to predefine a subset of possible element
types that can be retrieved [TO03, MM03]. Any element type outside this
subset is not considered retrievable. The main drawback of this approach
is that familiarity with the structure of the collection is required to be able
to decide what are sensible retrieval units. In the method presented in
Chapter 4 the relationships between elements are defined in a generic way,
and could be applied to any collection or retrieval model given some training
data.
Length priors. A very effective and more generic technique for length
normalization in XML retrieval is to assign relevance to the XML elements
a priori, as a function of their length (e.g., [KdRS04, LMR+05]). Statistics
of relevance assessments seem to say “the longer, the better”, so length
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priors rewarding long elements (sometimes very long elements) have been
found effective.
The main side-effect of this approach is that the prior may ”weaken” the
initial ranking of the retrieval model. Re-ranking XML elements by their
length leads to lower early precision when compared to other techniques.
In the approach described in Chapter 4, re-ranking is based on the evidence
collected by the retrieval model. Long and relevant elements are pushed
up the ranked list, but not only for being a lengthy element - rather, their
rank is improved because of being connected to other retrieved elements.
A related drawback of re-ranking XML elements by length is that it
may diminish the effect of other, more content-oriented XML retrieval tech-
niques, such as article weighting (see Section 2.3.2). Also, since relevant
elements for different search tasks can have different length distributions,
deciding what function of the length to use as a prior is not trivial. We
argue that the approach presented in Chapter 4 is more stable across tasks.
Propagating scores Another technique used in XML retrieval is to
exploit the structural relationship between elements to aggregate or prop-
agate scores along the structure of the XML tree [FG01, OC03b]. These
approaches indirectly apply a more content-oriented length normalization.
The work presented in Chapter 4 is related to these techniques in that we use
score propagation to normalize by relevance and not by length. However,
our method uses propagation along element type specific relationships and
it extends to relationships between XML elements that are not necessarily
following the tree structure of the document.
2.4 Evaluation: the INEX Benchmark
The Initiative for the Evaluation of XML retrieval (INEX) [FGKL02] is a
benchmark for the evaluation of XML retrieval. Since its start in 2002,
INEX has provided a nice forum for the discussion of XML retrieval related
issues. Similarly to other evaluation benchmarks (e.g., TREC6), in the
past five years INEX has constantly grown and evolved to incorporate new
retrieval tasks, scenarios, and collections. We make use of the INEX 2005
data set to evaluate our retrieval approaches. This section briefly describes
the settings used in INEX 2005 regarding collection, tasks, assessments, and
evaluation metrics. We focus our explanation on the retrieval tasks we use
to evaluate the approaches presented in this thesis. Detailed information on
these and other tasks can be found in the workshop proceedings [FLMK06].
6http://trec.nist.gov
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Figure 2.1: File organization of the INEX collection
Since 2005 there has been a separate workshop on XML element method-
ology. On this workshop several aspects of the evaluation methodology are
discussed and analyzed. A report for each of the existing workshops can be
found in the SIGIR Forum [TL05, TG06].
2.4.1 Collection
The INEX 2005 test collection is a subset of IEEE Computer Society pub-
lications, consisting of 16,819 scientific articles from 24 different journals
(ranging within the years 1995-2004).
The file organization of the INEX collection is depicted in Figure 2.1.
For each of the journals contained in the collection there is a directory that
contains a sub-directory for each year. This directory contains the articles
of that journal published in that specific year.
An overview of an article’s structure is shown in Figure 2.2. Document
markup divides the articles in three main parts: 1) front matter (fm), 2)
body (bdy), and 3) back matter (bm). The front matter (part 1 in Fig-
ure 2.2) contains a header (hdr) with metadata about the article: title,
author name, journal, publication date, etc.. The body part of the article
(part 2 in Figure 2.2) contains descriptive markup that provides information
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Figure 2.2: Overview of the structure of an XML document from the INEX
collection
about the logical structure of the document (sections, paragraphs, etc.) and
the semantic meaning of its components (e.g., figures). But it also contains
procedural markup that gives information about the layout (italics, bold,
etc.). The back matter (part 3 in Figure 2.2) contains mainly descriptive
markup that provides semantic information about its components, basically
bibliographic items (article title, author name, etc.).
2.4.2 Topics and Relevance Judgments.
The INEX participants are responsible for creating a set of topics (queries)
and for assessing the relevant XML elements for each of these topics.
Two types of topics exist: content-only topics (CO) and content-and-
structure topics (CAS). The first ones are full-text queries formed by a set
of keyword terms. These requests ignore the document structure and only
pose restrictions on the content. The latter are requests that, besides the
conditions on the content, use explicitly the structure of the documents
to specify structural constraints. These constraints can express conditions
on the type of elements desired (target elements) but also on the context
these elements should appear (containment conditions). These queries are
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expressed in NEXI [TS05], a subset of XPath extended with an about clause
used for ranking purposes.
The research presented in this thesis uses the CO queries. Since CO
queries do not require knowledge of the document’s structure, they represent
a more realistic setting. With the popularization of search engines on the
Web, users have become very familiar with expressing their information
needs as a set of keywords. It is still discussed whether they would be able
to pose proper CAS queries (e.g., [OT03], [Tro05b]). Furthermore, since our
goal is to investigate how structural features can improve retrieval, by using
CO queries we make sure no other factor (such as the knowledge the users
have on the document’s structure) affects our evaluation. The investigation
of how structural constraints might help to improve effectiveness is left for
future work.
The relevance judgments are given in two different dimensions: exhaus-
tivity (E) and specificity (S). The exhaustivity dimension reflects the degree
to which an element covers a topic and the specificity dimension reflects
how focused the element is on that topic. Thus, to assess an XML ele-
ment, participants are asked to highlight the relevant parts of each element
(specificity) and to use a three-level scale [0, 1, 2] to define how much of the
topic that element covers (exhaustivity). For later usage in the evaluation
measures, the specificity dimension is automatically translated to a value
in a continuous scale [0 . . . 1], by calculating the fraction of highlighted (rel-
evant) information contained by that element. The combination of the two
dimensions is used to quantify the relevancy of the XML elements. Thus,
a highly relevant element is one that is both, highly exhaustive and highly
specific to the topic of request.
From the set of 40 CO topics submitted at INEX in 2005, only 29 were
assessed. While writing this thesis, we found out that the evaluation results
were considerably affected by a single topic (topic number 230). The bias
produced by this topic has been already noticed and reported in [Sig06]
(pages 98 and 119). To avoid this bias, we decided to remove this topic
from the topic set. A more detailed explanation of the effects of this topic
can be found in Appendix B.
Thus, effectively we are using a topic set of 28 topics for our evaluation
(see Appendix A). This is quite a small number. Although it is believed
that the minimum number of topics for an evaluation is around 25, to
evaluate with less than 50 topics might be problematic if the evaluation
measures used are not stable [BV00]. For the work presented in this thesis,
we assume that the measures used are stable and we leave for future work
the evaluation of the approaches with a bigger set of topics.
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2.4.3 Retrieval Tasks
The main retrieval task at INEX is defined as the ad-hoc retrieval of XML
elements. So, retrieval systems may retrieve relevant XML elements of vary-
ing granularity. Within this setting, several retrieval sub-tasks have been
defined. The sub-task we evaluate against is defined as content-oriented
XML retrieval using content-only conditions (CO). As mentioned in previ-
ous subsection (Subsection 2.4.2), this means that the requests are free text
queries that contain only content conditions (not structural). Furthermore,
within this sub-task several retrieval scenarios are used. We evaluate our
approach against two of them, namely the thorough and the focused task.
The Focused Task.
In the focused task, the goal is to find the most exhaustive and specific
elements on a path. Once the element is identified and returned, none of
the remaining elements in the path should be returned. In other words, the
result list should not contain overlapping elements. This is a user-oriented
task since the underlying assumption is that users do not want to see the
same information twice.
The Thorough Task.
In the thorough task, the aim is to retrieve all highly exhaustive and specific
elements in the collection, regardless whether they overlap or not. Hence,
retrieval systems are simply asked to return elements ranked by their rele-
vancy to the topic of request. This a system-oriented task and its goal is to
evaluate whether retrieval systems are capable of locating all the relevant
elements in the collection.
2.4.4 Evaluation Metrics.
The official INEX 2005 evaluation metrics are the eXtended Cumulated Gain
(XCG) metrics [KL06b]. Although these measures have not yet widely
spread in the IR community, we prefer to report our results using these
measures for two main reasons: For comparison to other groups partici-
pating at INEX and, more importantly, because these metrics are specially
designed for evaluating XML element retrieval and therefore, unlike other
evaluation measures, they address XML element retrieval issues such as
overlap. In this section, we briefly outline their main characteristics, and
refer to [FLMK06] for a more detailed description.
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The XCG metrics are an extension of the cumulated gain (CG) met-
rics [JK02] that consider dependency between XML elements (e.g., over-
lap and near-misses). The XCG metrics include a user-oriented measure
called normalized extended cumulated gain (nxCG) and a system-oriented
measure called effort-precision/gain-recall (ep/gr). In comparison to the
common IR evaluation measures, nxCG corresponds to a precision measure
at a fixed cut-off, and ep/gr provides a summary measure related to mean
average precision (MAP).
To map the exhaustivity and specificity values into a single relevance
score, two different quantization functions are used. These functions model
different user preferences. The strict one models a user who only wants to
see highly relevant elements (e = 2, s = 1) and the generalized one allows
different degrees of relevance. More formally:
quantstrict(e, s) :=
{
1 if e = 2 and s = 1,
0 otherwise.
quantgen(e, s) := e ∗ s
Reporting Results
For all the experiments presented in this thesis, we report the following
numbers:
nxCG[10] and nxCG[25]: For a given rank i, the value of nxCG[i ]
reflects the relative gain the user accumulated up to that rank, com-
pared to the gain he/she could have obtained if the system would have
produced the optimum best ranking.
MAep: is the uninterpolated mean average effort-precision and is calcu-
lated by averaging the effort-precision values obtained for each rank
where a relevant document component is returned.
Significant tests: The plus (minus) symbols indicate a significant increase
(decrease) over the baseline using the Wilcoxon signed-rank test at a
confidence level of 95% (+) (-) or 99% (++) (- -).
2.5 Using Language Models for XML
Element Retrieval
This section takes a close look at the behavior of the language modeling ap-
proach to IR ([Hie98],[PC98]) when applied to XML element retrieval. We
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briefly discuss the main issues and present the baseline runs used through-
out the thesis. For a more detailed analysis of the usage of language models
in this scenario we refer the reader to [Sig06]. An extensive analysis of the
use of language models for different information retrieval tasks can be found
in [Hie01] and [Kra04].
Language models estimate the relevance of a document by calculating
the probability that that document generates the query terms. This is
done using two different probability distributions: the so called foreground
and background models. In XML element retrieval, the documents in the
retrieval model correspond to elements. The foreground model (P (Ti|Ej))
estimates the probability of a term Ti given a particular element Ej, and
P (Ti) estimates the probability of the term Ti in general English. These two
distributions are linearly combined to estimate the relevance of an element
given a query (P (R)):
P (R) = P (Ej|T1, ...Tn)
=
n∏
i=1
(λP (Ti|Ej) + (1− λ)P (Ti))
in which n is the query length.
The linear combination of the probabilities is also known as linear in-
terpolation smoothing. Smoothing is used to avoid the sparse data prob-
lem [Hie01], i.e., to avoid assigning a value of 0 to the entire product of
probabilities when a single query term Ti does not occur in the document.
Subsection 2.5.1 demonstrates the effects of the smoothing parameter.
The foreground and background probabilities, P (Ti|Ej) and P (Ti) re-
spectively, are estimated from specific collection statistics, defined as max-
imum likelihood estimators. In the following equations, variable t ranges
over the term domain, i.e., all terms in the collection. For the foreground
probability, we use the maximum-likelihood estimator based on term fre-
quency tfi,j (measuring how many times a term Ti occurs in an element
Ej):
P (Ti|Ej) =
tfi ,j∑
t tft ,j
For estimating the background probability, common estimators are collec-
tion frequencies (measuring how many times a term occurs in the collection)
2.5 Using Language Models for XML Element Retrieval 25
or document frequencies (measuring in how many distinct documents the
term occurs).
Pcf (Ti) =
cfi∑
t cft
, Pdf (Ti) =
dfi∑
t dft
In XML element retrieval it is also possible and maybe desirable, to use
element frequencies (measuring in how many distinct elements the term
occurs). However, due to the nested structure of XML documents how to
calculate these frequencies is not a trivial problem. We discuss background
probabilities in Subsection 2.5.2.
2.5.1 Smoothing Parameter
As mentioned above, the smoothing parameter (λ) is used to avoid assigning
zero scores to documents (or elements) that do not contain all the query
terms, the so called sparse data problem [Hie01]. In linear interpolation
smoothing, the parameter controls the emphasis given to the evidence col-
lected by the model (foreground) or by the collection model (background).
Background probabilities play a similar role to the one of idf in other re-
trieval models, i.e., they make sure that common terms contribute less to
the final ranking (see [Wes04], page 45). In [KdRS04], Kamps et al. point
out another role of the smoothing parameter when used in XML element
retrieval. They show that this parameter introduces a length bias; when
higher lambda values are used, larger elements are returned.
The following experiment investigates the influence of the smoothing
parameter λ on the effectiveness of the results when evaluating with both
official metrics: nxCG and MAep. Note that this experiment is not used to
validate any hypothesis. Our goal is to investigate how sensitive the model
is to this parameter, given the collection, topic set and evaluation metrics
used in our research.
We performed a set of runs where we varied the value of the parameter
λ from 0 to 1 on a constant increment of 0.1. The results are shown in Fig-
ures 2.3 and 2.4. We can see that both measures are similarly affected by
the smoothing parameter. In the generalized case and for both metrics, the
higher the lambda value, the better the performance. This improvement is
probably achieved because of the length bias effect reported in [KdRS04].
This effect is minimal under the strict quantization where no big differ-
ences are found. In any case, it seems that the evidence collected by the
foreground model is very important for this scenario and that high lambda
values should be used. We choose lambda 0.9 as a baseline for our experi-
mentation. This is the same value Sigurbjo¨rnsson reported as optimal for
this collection [Sig06].
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Figure 2.3: Lambda estimation results for the nxCG metric
Figure 2.4: Lambda estimation results for the MAep metric
2.5.2 Background Probabilities
Collection statistics are needed to estimate the probabilities of the collec-
tion model (background probabilities). Common estimators are collection
frequencies (measuring how many times a term occurs in the collection)
or document frequencies (measuring in how many distinct documents the
term occurs). In this scenario however, it might be desirable to use element
frequencies (measuring in how many distinct elements the term occurs).
More formally:
Pcf (Ti) =
cfi∑
t cft
, Pdf (Ti) =
dfi∑
t dft
, Pef (Ti) =
efi∑
t eft
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However, due to the nested structure of XML documents how to calcu-
late element frequencies is not a trivial issue. Since a single term appears
in many different elements (one per ancestor), to estimate element frequen-
cies is hard. One option is to ignore the nested structure and consider all
elements (and the terms occurring in them) independently. This results in
redundant frequencies, where the same term is counted many times. Fur-
thermore, in this case the term frequency will depend on which level in
the tree the term occurs. The deeper the level, the more elements will
contain that term and therefore, the higher the element frequency. In con-
sequence, the measure of discriminativeness (idf) it is determined by the
structure above a term. Although this might seem an unnatural way to
estimate the background probabilities, results using these statistics are sat-
isfactory [Sig06, LMR+05]. We believe that a more natural way to estimate
element frequencies is to count on how many different paths the term oc-
curs. We do that by considering only the text nodes in the XML tree. Text
nodes are nodes in the XML tree that contain uniquely terms (never other
XML elements). By considering only these nodes, we make sure no nested
terms are redundantly counted.
To experiment with different background probabilities, we perform the
same set of runs from previous subsection (Subsection 2.5.1). Results are
shown in Figure 2.5 and 2.6. In general, no big differences are observed
between the different background probabilities. This was expected for very
high lambda values where the emphasis is given to the foreground model and
background probabilities are not contributing too much to the final score.
For the values where larger differences between background models can be
observed (nxCG[10], lambda values between 0.3 and 0.6), the document
frequencies are the statistics performing best. When looking at lambda
0.9 (our baseline) we see that for most of the measures and quantizations,
document frequencies perform equally or slightly better. This is not the case
for precision at low recall levels (nxCG[10]) where collection frequencies
produce the best result. Thus, being aware of loosing some precision in
the generalized case, we still choose document frequencies as background
statistics for our experimentation.
2.5.3 Length Priors
As explained in Subsection 2.3.3, to avoid having too small elements in
the result list, language model scores can be adjusted by a length prior.
The common choice for a prior probability P (Ej) is based on the rationale
that longer elements have a higher a priori probability of containing relevant
information, simply due to their length. Kamps et al. [KdRS04] analyze the
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Figure 2.5: Background probabilities. Results for the nxCG metric.
effects of different length priors for XML retrieval and show the importance
of extreme length priors.
Although we also experimented with different length priors in previous
work [LMR+05, MRdV+05], for the work presented here we make use of a
very simple yet effective length prior, the element size (P (Ej) = size(Ej)).
The results of our length prior run compared to the baseline (λ = 0.9 and
document frequencies) are shown in Table 2.1.
The length prior run works well under the generalized quantization.
However, the only statistically significant gain is obtained with the recall
oriented measure (MAep). The performance is worse under the strict quan-
tization, especially for the precision measure at low recall levels, where
applying a length prior seems to hurt performance. This can be explained
because under the strict quantization only highly exhaustive and specific
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Figure 2.6: Background probabilities. Results for the MAep metric.
Table 2.1: Effects of applying a length prior (P (Ej) = size(Ej)) to the
baseline run.
Generalized Strict
run nxCG[10] nxCG[25] MAep nxCG[10] nxCG[25] MAep
baseLM 0.1832 0.1921 0.0628 0.0600 0.0512 0.0116
baseLP 0.2261 0.2199 0.0659(++) 0.0520 0.0472 0.0128
elements are considered and these are not necessarily very long. Thus, re-
warding by length in this scenario is not the best strategy. Note that in our
case the length prior is not that effective because our baseline uses a very
high lambda value (again the length bias effect [KdRS04]). Length prior
effects are much bigger when lambda values are smaller.
As an alternative length normalization, we also analyze the effects of
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Figure 2.7: Results for length normalization using different cut-off values
removing small elements form the result lists (see Subsection 2.3.3). Fig-
ure 2.7 shows the effects of removing from our baseline elements that are
smaller (contain less terms) than several cut-off values.
Under the strict quantization, the only differences in performance are
found at nxCG[25]. At this recall level, removing elements smaller than
100 words results in the best retrieval performance. In the generalized
case, the best MAep is obtained when only elements containing less than
10 words are removed, indicating that there are relevant elements that are
very small. However, any cut-off value smaller than 50 performs better
than the baseline, suggesting that our baseline results contain many small
irrelevant elements. In this scenario, the higher the cut-off value, the lower
the performance; when removing elements containing more than 50 terms,
relevant elements from the baseline run are eliminated. For the nxCG
measure we see almost the opposite effect. For this metric, performance
tends to increase until cut-off values of 50 and 60. When removing elements
larger than that, performance decreases again. However, all cut-off values
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perform better than the baseline. This means that removal of small elements
is a good strategy for early precision. We discuss further this issue in
Section 2.6. As a trade off between precision and recall, we take 30 as the
cut-off value for our experimentation.
2.5.4 Hierarchical Language Models
Another commonly used technique in language modeling approaches (in
this and other retrieval settings) is the so called hierarchical language mod-
els [OC05] or mixture models [Sig06]. In these models, relevancy is es-
timated as a linear interpolation of different language models. In XML
element retrieval, a popular hierarchical model combines the element, doc-
ument and collection models:
P (R) = P (Ej|T1, ...Tn)
=
n∏
i=1
(λeP (Ti|Ej) + λdP (Ti|Dj) + (1− λe − λd)P (Ti))
in which n is the query length and Dj is the document where Ej appears.
Ogilvie et al. [OC05] propose a different hierarchical model. They esti-
mate a language model for each node on the tree and interpolate several of
these models when ranking the XML elements.
We do not use hierarchical models in the research presented here. How-
ever, our contextualization methods proposed in Chapter 4 provide a similar
effect when ranking XML elements.
2.6 Baseline Runs
To summarize, this section presents the baseline runs we will use for the
experimentation presented in this thesis. In all our experiments, we make
use of the title descriptions of the CO topics (see Appendix A). For both,
topics and collection, stop words are removed using the SMART stop word
list [Sal71], and all remaining keywords are stemmed with the Porter stem-
mer [Por97].
The Thorough Task
Table 2.2 summarizes the baseline runs used for the thorough task. Label
baseLM represents the language modeling approach baseline using λ = 0.9
32 Structured Document Retrieval
and document frequencies. Label baseRM denotes the previous baseline
(baseLM) without the elements that contain less than 30 terms. Label
baseLP corresponds to the language modeling baseline (baseLM) with a
length prior (P (Ej) = size(Ej)).
Table 2.2: Results for the different baselines runs in the thorough task
Generalized Strict
run nxCG[10] nxCG[25] MAep nxCG[10] nxCG[25] MAep
baseLM 0.1832 0.1921 0.0628 0.0600 0.0512 0.0116
baseLP 0.2261 0.2199 0.0659(++) 0.0520 0.0472 0.0128
baseRM 0.2683(++) 0.2538(++) 0.0721(++) 0.0560 0.0688 0.0140
The Focused Task
For the focused task, we present the same baseline runs as for the thorough
task without overlap. Overlap removal is is performed as a post-processing
step using the simple algorithm of keeping the highest scored element in a
path (see Subsection 2.3.3). Results are shown in Table 2.3.
Table 2.3: Results for the different baselines runs in the focused task
Generalized Strict
run nxCG[10] nxCG[25] MAep nxCG[10] nxCG[25] MAep
baseLM 0.1848 0.1746 0.0627 0.0737 0.0601 0.0160
baseLP 0.2020 0.1640 0.0548 0.0537 0.0441 0.0103(-)
baseRM 0.2434(+) 0.2117 0.0794(++) 0.0577 0.0951 0.0177
Discussion
For the thorough task and under the generalized quantization, the length
normalization approaches (baseLP and baseRM) help to improve retrieval
effectiveness. This can be explained because the original ranking contains
many small elements that are ranked high but are not appropriate retrieval
units. When applying length normalization, other more lengthy units are
pushed up the ranked list. These units tend to be more appropriate than
the small ones, not only because longer elements contain more information
but also due to the cumulative nature of the exhaustivity dimension. Since
exhaustivity propagates up the tree, ancestors of a relevant element have an
exhaustivity equal or greater than their descendants. These ancestors are
relevant to some degree, even though their specificity may be low, i.e., even
if they contain only a marginal portion of relevant text. Because far less
large elements exist in a collection than small elements, it is worthwhile
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to return larger elements first. The improvement obtained is larger and
always statistically significant for the run where the very small elements are
removed. This is because the relevance scores predicted by the underlying
retrieval model are left untouched. As discussed in Section 2.3.3, when using
length priors, the relevancy predicted by the retrieval model is overruled
and elements are re-ranked exclusively by their length. This re-ranking is
specially harmful under the strict quantization, where near misses are not
considered in the evaluation. This is explained by the contribution of the
specificity dimension to the final relevance. The elements pushed up the list
by the length prior tend to be less specific, as they often cover more than
one topic.
Table 2.3 shows that re-ranking the elements based on a length prior
never results in the best retrieval results for the focused task. This is
because, when removing the overlap, only the highest scored element in
each path is kept. Since the re-ranking produced by the length prior pushes
long elements on top of the ranked list, these elements are the ones returned
to the user and all their descendants are removed from the result set. That
means that when the highest scored element is an article no more elements
from that article are returned, missing the opportunity to return the set of
elements contained in that article that are most focused on the topic of the
request (containing highly relevant information). Since these large elements
tend to be less specific, this effect is specially harmful under the strict
quantization, where only highly relevant information is considered. In the
generalized setting, where near-misses are allowed, removing the smallest
elements is beneficial for retrieval effectiveness. In the strict case however,
this is not always the case and gains are not statistically significant.
In both retrieval scenarios, if the search task requires of a high precision
in finding highly relevant elements (nxCG[10] and strict quantization), the
original ranking is the one that performs best. Thus, although in general
terms the run where very small elements are removed performs the best,
none of the three baseline models is satisfactory at all settings. Moreover,
each of these models treat XML elements independently. We argue that in
an XML retrieval setting, retrieval models should be aware of the structural
relationships between elements in the tree structure. This is even more
important when elements that are related through the tree hierarchy cannot
all be presented to the user, as is the case in focused XML retrieval. In
such a setting, the expected relevancy of an element should depend on the
expected relevancy of its structurally related elements. If the retrieval model
takes this structural information into account, presenting a non-overlapping
result list to the user becomes a presentation issue.
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2.7 Conclusions
We have presented past and current work on structured document retrieval
and discussed the main research issues of the field. We have had a close
look at the behavior of the language modeling approach when applied to
XML element retrieval and presented the evaluation benchmark used in
our experimentation. Finally, we have introduced the baseline results upon
which our experimental research will be based. Note that our baselines
are the best runs we could obtain (once the lambda parameter is fixed)
using the language modeling approach in this setting and quite high com-
pared to other approaches (see [FLMK06]). Our main goal is to present
specific approaches on the use of structural information that can improve
this performance further.
Chapter 3
A Multi-evidence Retrieval
Model for XML Retrieval
This chapter introduces the theoretical background and the retrieval model
used for the research presented in this thesis. Our approach is based on
the principle of polyrepresentation [IJ05] and makes use of the available ev-
idence collected from documents and queries to rank components of XML
documents. We start by explaining the motivation of our approach in Sec-
tion 3.1 and discuss the principle of polyrepresentation in Section 3.2. We
then introduce the specific document representations used in our model in
Section 3.3 and formally describe the operational model in Section 3.4. The
chapter concludes with a discussion of the strengths and limitations of this
approach (Section 3.5).
3.1 Introduction
Often information retrieval systems estimate the relevance of documents by
measuring their similarity to a given user’s information need. To do so, they
use representations of both, information needs and documents and estimate
the relevance comparing these representations (see Figure 3.1). However,
since there is not a unique way to represent documents and information
needs, the choice of which representations to use is a factor that influences
retrieval performance.
Research has shown that some representations are more effective than
others and that the combination of the evidence collected from different ones
can improve effectiveness (e.g., [Cro06, BKFS95, OC03a, Lee97]). Thus,
an increasing number of IR systems try to exploit several document and
user need representations to improve retrieval effectiveness (see Figure 3.2).
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Figure 3.1: Basic information retrieval framework.
Although quite some work has been done in the area of combination of
evidence and data fusion to investigate ways to combine different types of
document representations [OC03a], user needs statements [BKFS95], and
search engines results (known as meta-search) [AM01], what types of evi-
dence are more effective and how to combine them remains an open research
question.
Note that although some of these topics have gained popularity in the
last decade, the combination of different document representations has been
studied for many years now (e.g., [FE72, DGK83]). However, while these
early studies (mostly performed in the digital libraries and information
science fields) were focusing on boolean retrieval, the focus nowadays is on
ranked retrieval.
Intuitively, it is not surprising that the combination of several sources of
evidence helps to improve retrieval performance. This is also the technique
humans use everyday to find things. Thus, the problem IR systems face
is analogous to the one we face when, for instance, we forget our keys at
home and ask our partner to look for them. Even if we remember exactly
where they are, it is not always easy for our partner to find them. Imagine
we forgot them in some drawer. If there are few keys in the drawer, an
evidence such as the “key I am looking for is small” might be enough to
distinguish the key we need from the rest. However, when there are many
keys in that drawer, this evidence might not be enough and some more
clarification might be needed: e.g., “the key I am looking for is small,
and red, and has a round head”. The more evidence we can provide to
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Figure 3.2: Combining document and query representations in an informa-
tion retrieval framework.
describe the object we are searching for, the easiest will be for our partner
to distinguish the specific key from the rest. Note that this evidence is
normally the description of several aspects or attributes of the object such
as size, color, or shape. Thus, it is important to gather evidence, not only
to localize the objects but also to distinguish them from similar ones.
Since the amount of digital information available increases rapidly, the
need to perform more complex and specific requests in order to find the
information we desire becomes more and more apparent. Thus, in a similar
way as when searching for keys in a drawer, information retrieval systems
need to make use of all sources of evidence available to reduce the uncer-
tainty inherent in the IR process and be able to distinguish the relevant
information from the rest. We argue that this evidence should cover several
aspects of the information being searched, not only topically (referring to
the content) but also other attributes such as type, size or location.
Furthermore, it can be the case that this evidence is only implicit in the
context of the search and that it is never explicitly expressed by the user.
We argue that IR systems need to make use of contextual information to
be able to use this implicit evidence. Imagine now that before forgetting
the keys at home we have decided with our partner that we would meet
after work and go to spend the weekend in our little house by the sea. In
this case, a simple sentence such as “I forgot the keys” might be enough
for our partner to know which keys did we forget (the ones for the house
by the sea), where are they (we always put them in the same drawer), and
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how they look like (our partner has seen them before). In a similar way, IR
systems need to make use of implicit evidence collected from the user and
the context of the search to be able to find the desired information.
To summarize, we argue that, to reduce the uncertainty inherent in the
IR process, information retrieval systems should make use of all sources of
evidence available. The following requirements should be satisfied:
1. To use sources of evidence that cover (together) several aspects of the
information required, not only topical ones.
2. To make use of implicit evidence from the specific context of the
search.
3. To be adaptive to the amount of evidence available at each moment
and be able to incorporate new evidence the user can provide through
mechanisms such as relevance feedback or interface forms.
3.2 The Principle of Polyrepresentation
The principle of polyrepresentation (or multi-evidence) [Ing94, Ing96, IJ05]
suggests that the combination of cognitively and functionally different rep-
resentations of information objects involved in an information seeking and
retrieval (IS&R) process can help to improve retrieval effectiveness. Thus,
creating polyrepresentations of the information space (e.g., different docu-
ment representations) or of the user’s cognitive space (e.g., different repre-
sentations of the information need) can reduce the uncertainty inherent in
an IR process and improve the performance of IR systems. Good results
are expected when cognitively dissimilar representations are used.
The polyrepresentation principle considers two types of representations:
Cognitively different representations are those representations origi-
nated from the interpretations of different actors. For instance, the
text of a document (written by the author of the document) and the
index terms for that document (created by the indexers of the docu-
ment).
Functionally different representations. are those representations orig-
inated from the same actor but that have a different functional nature.
Examples of functionally different representations are the titles, ab-
stracts, images, or references in a document.
The principle of polyrepresentation is based on the following hypothesis:
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“The more interpretations of different cognitive and functional
nature, based on an IS&R situation, that point to a set of objects
in so-called cognitive overlaps, and the more intensely they do
so, the higher the probability that such objects are relevant (per-
tinent, useful) to a perceived work task/interest to be solved,
the information (need) situation at hand, the topic required,
or/and the influencing context of that situation.” (Ingwersen &
Ja¨rvelin, The Turn, page 208).
In few words, when representations with different cognitive (and func-
tional) origin point at the same documents, it is regarded as evidence of
high probability of relevance. Thus, documents that are estimated relevant
by different representations, i.e., documents that belong to the overlap be-
tween the different sets of relevant documents, are considered more likely
to be relevant to the information need.
The principle of polyrepresentation offers a holistic theoretical frame-
work for the combination of evidence from different sources. On the one
hand, it suggests that this evidence should be extracted not only from the
documents or the search engines, but also from the users and their contexts.
On the other hand, it also states that the best combination of evidence is the
one that combines cognitively and functionally different representations of
the objects involved in the IS&R process. Even if it does not specify exactly
which ones, it argues about the type of evidence that should be combined.
In our opinion, these two aspects are the most important features and
the main novelties compared to other combination of evidence and data fu-
sion frameworks where usually the only space considered is the information
space and where no general hints of which type of information is better to
combine are given.
Our research hypothesizes that the best way to use the structural fea-
tures of documents will be determined by the different types of user search
tasks and contextual factors (see Chapter 6). Thus, we need to be able to
incorporate information from the user’s cognitive space into our retrieval
model. We also want to investigate which structural features are best for the
different search tasks and contextual situations and we need to experiment
with their different usage and combination.
These are the main reasons why the principle of polyrepresentation pro-
vides an adequate framework for our research and a good starting point
to test our hypotheses. Furthermore, it gives us hints on which type of
information we should combine for effective retrieval.
Thus, we choose the principle of polyrepresentation as the framework
for our work. We create a retrieval model for structured documents where
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the principle’s premises are followed and use it to investigate our research
questions.
3.2.1 Applying the Principle of Polyrepresentation
Although the principle of polyrepresentation provides some hints on which
type of information is better to combine (cognitively and functionally dif-
ferent representations), it does not provide any guidelines on which types
of cognitively and functionally different representations should be used and
how should they be combined in an operational model. As we will see later
on, how to combine is not an issue for exact match retrieval systems, where
it is enough to return the documents belonging to the so called cognitive
overlaps. For ranked retrieval systems this is a more difficult problem and
we will discussed it in Section 3.2.2.
There are many possible ways to apply the polyrepresentation principles.
In the information space, polyrepresentation can be applied when using
cognitively different document representations (such as the text written by
the author and the context of the citations done by other authors over
time), or by using functionally different document representations (such as
the images, captions, titles or references within a document). It can also
be applied when using different databases or document collections, or when
using different retrieval strategies or IR systems (such as different weighting
schemes or relevance feedback algorithms).
In the user’s cognitive space, polyrepresentation can be applied by using
different user statements of the information need, the problem, or the work
task. These representations are functionally different and can be asked at
any moment in time during an information seeking and retrieval process.
Note that the principle of polyrepresentation considers information needs
to be either well or ill-defined and stable or less stable (evolving with time).
Thus, to achieve a polyrepresentation of the user’s cognitive space, the
combination of different user statements (also over time) is essential.
Furthermore, since the principle of polyrepresentation can be applied to
combine the different spaces, many possibilities exist. Thus, investigating
which representations are most adequate and how can they be combined
becomes an essential problem.
Several empirical studies exist that directly or indirectly test the princi-
ple of polyrepresentation. As stated in [IJ05], the principle itself, and its un-
derlying hypothesis, was originally based on few experiments carried out in
the domain of citation analysis (e.g., [McC89, Pao93]). Explicitly, the prin-
ciple of polyrepresentation has been applied in different scenarios, e.g., to
combine different document representations (e.g., [SPLI04, SLI06, Lar04]),
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different databases (e.g., [Chr04]), and, more recently, to design interfaces
for implicit relevance feedback [Whi06]. Implicitly, the principle of polyrep-
resentation has been applied, for instance, to combine cognitively different
representations of information needs (e.g., [KDF05, BCCC93]). Many stud-
ies done in the area of combination of evidence and data fusion can be
related to polyrepresentation. Croft reviews this field in [Cro06].
There are several issues to consider when applying the principle of
polyrepresentation, especially in ranked retrieval systems. An analysis of
the practical implications of doing so is presented by Larsen in [Lar05]. In
the following section we discuss some of them.
3.2.2 Understanding the Principle of
Polyrepresentation
A few aspects of the principle of polyrepresentation need to be understood
before applying it. This section discusses and analyzes the main features
of polyrepresentation and defines what we consider the most important
requirements when building an operational model based on it.
Inherently Boolean
Although the principle of polyrepresentation was intended to be applied to
both, boolean and ranked retrieval systems, it is founded on boolean logic
premises which makes its application in a ranked retrieval setting more
difficult (see [Lar05]). The few empirical studies done in a ranked retrieval
setting did not have very promising results (e.g., [Lar04, SLI06]). This is due
to the permissive nature of ranked retrieval systems. Since these systems
rank documents even when they contain few query terms, many documents
that are not related to the information need appear in the overlaps. To solve
this problem, Larsen ([Lar04]) applied thresholds to reduce the number of
documents in the overlaps, producing slightly better results. However, how
to successfully apply the principle of polyrepresentation for ranked retrieval
remains an open research question.
Cognitive Overlaps
The principle of polyrepresentation hypothesizes that the more representa-
tions point to a certain document, the more likely this document is relevant.
Thus, the documents belonging to the cognitive overlaps should be ranked
higher than those that are not. Unfortunately, this is not an easy require-
ment to be satisfied by ranked retrieval systems. As mentioned before, one
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of the nice properties of ranked retrieval is that the partial match allows
of a more flexible way to compare representations thus, even if documents
do not contain all the query terms, they are still contained in the answer
set. It is also a common practice to rank the complete set of documents.
So, even if documents do not contain any of the query terms, they still get
some default score (e.g., the background statistics in the language modeling
approach to IR). In this case, all documents would belong to all overlaps.
Thus, the concept of cognitive overlaps in ranked retrieval systems has to be
understood in a different way. As suggested in [Lar05], rather than gener-
ating overlaps between sets, ranked retrieval systems should fuse the ranks
or scores of these sets to produce a final ranking. Thus, instead of simply
selecting the documents that are ranked by two different representations
(in consequence belong to some overlap), systems should give higher scores
to those documents that have been ranked high by both representations.
A related issue is when the representations to be combined are not
equally effective. In this case, we would probably like to give more impor-
tance to (weight) specific representations. Conceptually, this means that
we want to include more elements from the highly weighted representations
into the overlap. Thus, even if the elements are not highly scored, we might
still want them in the final result set.
We apply polyrepresentation on already weighted representations. Thus,
the elements belonging to the cognitive overlaps are those that either have
been ranked high in all the representations or maybe only in the important
ones. In other words, we use a more flexible concept of cognitive overlap
than the one used traditionally in polyrepresentation studies. Our retrieval
model is explained in Section 3.4.
The User as a Cognitive Actor
One of the novelties of the principle of polyrepresentation is that it allows
the representation and combination, not only of documents and retrieval
strategies, but also of information needs and contexts. Different repre-
sentations of the user’s information need are seen as functionally different
representations describing the same object and therefore can be combined
to achieve a better retrieval performance. In the same way, user oriented
techniques such as relevance feedback, where the user’s request is reformu-
lated after some relevance assessment is done, can be easily embedded into
the framework. Note that the principle of polyrepresentation does not see
information needs as static but rather dynamic entities. Since the informa-
tion need evolves, the work task (which is fixed) plays an important role.
The principle of polyrepresentation suggests that it is important not only to
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consider work tasks but also to use different interpretations of it. Although
in our work we take into account the work task and different reformulations
of the information need, we consider these to be stable. The interaction
aims to clarify and extract different representations of this need more than
to understand an evolving need. We consider that an information need
might be more or less ill-defined and assume that different interpretations
of it will help to understand it better. Although we believe that our model
can be used to process evolving needs, we do not investigate this aspect.
One of the reasons for not investigating evolving needs is that evaluation of
dynamic information needs is still an open research question and therefore
it would not be possible to evaluate our results.
A Precision Tool
Although designed as a general theoretical framework, empirical studies
have shown that the principle of polyrepresentation helps mainly to im-
prove precision. The studies also show that the principle of polyrepresen-
tation works best when there are many relevant documents for a certain
information need. Thus, it is important to bear in mind that the polyrepre-
sentation principle is not good for all types of search tasks. We hypothesize
that in our scenario the principle of polyrepresentation will be specially
good for retrieving highly relevant elements. We test this hypothesis in the
experimentation presented in Chapters 4 and 5, where we show the effects
of applying the polyrepresentation principle in our retrieval scenario.
3.3 Polyrepresentation in Structured
Document Retrieval
So far, not much work has been done on using polyrepresentation in struc-
tured document retrieval. Larsen makes use of the INEX collection for his
research [Lar04], but focuses mainly on the use of references and citations.
Since our goal is to investigate the use of structural features for retrieval,
we base our polyrepresentation approach on the different structural aspects
that can be extracted from XML documents (references being one of them).
We use polyrepresentation of XML elements instead of documents. The
reason for that is that we want to address the task of focused retrieval as
explained in Chapter 1. We rank documents as being one of the many XML
elements, but we do not treat them differently. Thus, we use cognitively
and functionally different representations of XML elements. This section
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describes the types and properties of the different sources of evidence (rep-
resentations) we want to combine.
Like documents, XML elements can be represented in many ways. In
fact, most of the representations that can be used to represent documents
can be applied at the element level. For instance, they can also be described
by several types of metadata, or by the textual content written by the author
of the document. However, for being contained in bigger units (documents),
XML elements in isolation dispose of other sources of information that
could be used to describe them; for instance, the information describing
their “container” (e.g., metadata about the document) or the relationships
between them and other XML elements in the tree.
We identify four main types of representations that can be used to de-
scribe an XML element. These categories describe very different aspects
(attributes) of an element. Each category may include multiple function-
ally different representations which describe the same aspect of the element.
However, strictly speaking, these categories can not be called cognitively
different, because sometimes they originate from the same author.
Thus, we propose to extend the principle of polyrepresentation with an
intermediate type of representations: descriptively different representations.
This class includes those representations that describe different attributes or
aspects of the same object. They may originate from the same or different
actor and conceptually group functionally different representations accord-
ing to the aspect of the object they describe. In other words, descriptively
different representation are always functionally different but might also be
cognitively different. Examples of descriptively different representations are
the abstract of a document (describing its content), the references it con-
tains (describing its related articles), and metadata information about the
journal where it was published (describing its publication information).
The four descriptively different representations of an XML element that
we use in our retrieval model are:
Element Content: These are representations of the textual information
contained in the element, i.e., the full-text version of the elements.
Like in document retrieval, this type of information can be represented
in various ways. For instance, by using all the terms contained in the
element (document), by using the stemmed version of the terms, or
by removing stop-words from these representations.
Element Context: These are representations of contextual information
surrounding the element. By contextual information we mean infor-
mation from related elements. We argue that any other element in
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the XML tree that has some relationship with the one being ranked,
could be seen as contextual information for this element. For exam-
ple, elements are contained in articles. These articles can provide
some “contextual” information about this element. This relationship
between an element and its context can be used for retrieval pur-
poses. A few other examples of context information are: ancestors
of elements (e.g., parent or root nodes), descendant nodes (such as
children nodes or titles contained in the element), or the references
this element points to. Note that these relationships may exist ex-
plicitly in the XML structure (parent-child) or in the content of the
element (references) but also could exist implicitly, such as some se-
mantic relationship between element names (e.g between author name
and author bibliography). Although any related element could again
be represented in many ways, we use the content information from
the related elements as contextual representation. Chapter 4 defines
and experiments with different element context representations.
(Derived) Element metadata: These representations provide non-topical
information about the element. They provide information such as the
type, size, or location of the element. We experiment with the tag
name (element type) and the element size in Chapter 5.
Document metadata: As mention before, elements are contained in doc-
uments. Metadata for that document could also be taken into account
when describing the elements. Document metadata information is fre-
quently used for fielded search or as a selector to narrow searches. It
includes any type of information that describes the document, for ex-
ample, the type of information that is described in the Dublin Core
Metadata Element Set1. Examples include article title, author, pub-
lication date, journal, keywords, or publisher. Chapter 5 experiments
with the journal information. Note that this information relates to
the document and therefore is shared by all the elements belonging
to the same document.
Figure 3.3 represents the four descriptively different representations vi-
sually. According to the principle of polyrepresentation, the overlaps pro-
duced by these four representations have a higher likelihood to be relevant.
In Figure 3.4, we can see a polyrepresentation view of the four representa-
tion categories.
1http://dublincore.org/
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Figure 3.3: Sources of evidence for an XML component.
From the overlaps in Figure 3.4, we can distinguish three groups; the
overlaps originating from two, three and four element representations. Thus,
overlaps O6, O7, O8, O9, O10, O11 belong to the first group (CO1), overlaps
O2, O3, O4, and O5 belong to the second group (CO2), and overlap O1
belongs to the third group (CO3).
The principle of polyrepresentation suggests that the darker gray the
overlap, the higher the relevancy of the elements contained in that overlap.
Thus, elements belonging to CO3 should get a higher retrieval score than
those contained in the groups CO2, CO1 or contained only in one of the
representations (CO0).
However, as mentioned previously, we argue that for ranked retrieval the
concept of overlap should be treat differently, because retrieval algorithms
are much more permissive when ranking. Imagine a retrieval model ranking
all elements by giving a default value to the ones that do not contain the
query terms. Then, all the elements will be in all the overlaps of Figure 3.4
and all the overlaps will contain all elements (as all scores will be higher
than zero). Thus, as discussed already, we need to combine the scores (or
ranks) that the elements obtain in each of the representations in such a way
that the premises of the polyrepresentation principle are followed.
We consider that for the principle of polyrepresentation to be success-
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Figure 3.4: Polyrepresentation view of the four types of element represen-
tations
fully applied in our scenario, the more representations we use, the better
the retrieval performance. Thus, using representations from all four cate-
gories will provide a better ranking than using representations from only
two or three of them. We hypothesize that any of the representations used
on its own will result in worse performance. Our main hypotheses for the
combination of representations are as follows:
- The more representation categories used, the better the retrieval per-
formance. For example, overlap O1 will perform better than any of
the ones in group CO2.
- The weights on the different representation categories and the choice
of which representation to use for each of them will vary among dif-
ferent search tasks.
- Topically related categories (such as content and context information)
will be more effective and will need higher weights.
- Combinations without the content information will result in bad per-
formance. For example, in the group of overlap CO3, overlaps O6, O7,
and O8 will perform better than O9, O10, and O11.
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3.4 Retrieval Model
The previous section has introduced a polyrepresentation structure to rep-
resent XML elements. This polyrepresentation structure consists of four
different categories that represent four different aspects of the XML el-
ements. This section describes how these representations categories are
operationalized in our retrieval model and how they are combined to pro-
duce a final ranking. Note that the retrieval model presented is a pragmatic
one. We do not aim at formalizing a theoretical framework but to provide
a framework where we can experiment with the element polyrepresentation
structure we presented in previous section.
Unfortunately, the NEXI query language used at INEX [TS05] is not
powerful enough to express the types and combinations of queries we need
to express. The main problems are that, depending on the representations
used, NEXI cannot express all the queries that would represent the overlaps
(e.g., O3) and it is not flexible enough to, e.g., weight differently the different
representations.
Instead, we use Mihajlovic´’s Score Region Algebra (SRA) [Mih06] to ex-
press our retrieval expressions. Score region algebra (SRA) provides a flex-
ible framework for element scoring and ranked retrieval and allows easy im-
plementation of different retrieval models and combination functions. The
next section provides an overview of this framework and its main operators.
A more detailed and formal description of SRA can be found in Mihajlovic´’s
PhD thesis [Mih06]. A much shorter description of the algebra can be found
in [MBHA05].
3.4.1 Score Region Algebra
Score region algebra (SRA) is an extension of existing region algebras for
structured document retrieval.
Region algebras view documents as a set of regions instead of e.g., a se-
quence of characters or words. Each region has a starting and end position.
In region algebras, documents are represented as a set of regions and the
algebra operators defined work on them.
In the SRA framework, each XML element is a region, with a start
and end position. Each of these regions (r) contains the terms that are
inside this XML element. In other words, when seeing the document as
a linearized string or set of tokens, each XML element can be seen as a
contiguous subset of this string. SRA extends region algebras to be able
to differentiate between elements, attributes, terms, and other components
of structured documents and to be able to express region relevance scores.
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Note that in SRA terms are also regions. Their main characteristic is that
they have the same start and end position.
The main operators of SRA allow entity selection (σ), relevance score
computation (⊐p), score combination (⊓p, ⊔p) and score propagation (◮,
◭). We continue by giving an informal description of these operators. A
formal one can be found in [Mih06].
Entity selection (σ). This operator selects regions by name and type.
For example, the expression (Rnsec :=)(σn=sec,t=node(C)) returns a set
of regions (Rnsec) formed by the starting and end positions of all
the sections in the document, and the expression (Rwretrieval :=
)(σn=retrieval,t=word(C)) returns a set of regions (R
w
retrieval) formed by
the starting and end positions of all the terms retrieval that appear
in the document.
Relevance score computation (⊐p). This operator specifies how to mod-
ify the scores of the search elements (regions from the left operand)
based on attributes of the contained regions in the right operand. For
example, the expression (Rnsec ⊐p R
w
retrieval) modifies the score of the
sections of the document (Rnsec) regarding the number of occurrences
of the term retrieval that they contain.
Score combination (⊓p, ⊔p). These operators specify how to combine
the scores of two different region sets. Thus, the expression ((Rnsec ⊐p
Rwinformation) ⊓p (R
n
sec ⊐p R
w
retrieval)) returns the region set of sections
(Rnsec) with scores obtained from the combination of the section scores
obtained when ranking sections for containing the term information
and the section scores obtained when ranking the sections for con-
taining the term retrieval.
Score propagation (◮, ◭). These operators specify how to propagate
scores to the containing or contained elements, respectively. For ex-
ample, the expression (Rnsec ◮ (R
n
titles ⊐p R
w
retrieval)) would propagate
the scores obtained by the titles regarding the term retrieval to the
containing sections.
3.4.2 Representations
This section describes how we model the four different categories of element
representations of Section 3.3.
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Element Content
The content information represents the full-text version of the element. Like
in document retrieval, we need to estimate the similarity of each element
to the query. In terms of SRA, that means that for the region set of all
the element nodes (Rn
∗
), we compute their score according to the query
terms contained in them (Rwq ). In a simplified version of SRA (see [Mih06],
Section 3.2, page 88) we would express:
(Rct :=)(R
n
∗
⊐p R
w
q )
To compute these elements scores (⊐p) we use the language modeling
approach to information retrieval [Hie98, PC98]. Note that SRA allows us
to use any other retrieval model; it only states that scores are assigned, not
how. However, since our goal is to investigate the importance and use of
different representations, we prefer to fix this setting rather than experi-
ment with different retrieval models. The language modeling approach to
information retrieval and its effects when applied to structured document
retrieval have been explained in Chapter 2, Section 2.5.
Element Context
As explained before, we use the content (full-text version) of the related
elements to represent context information. Like with the content repre-
sentation, to estimate the relevancy of these related elements we use the
language modeling approach to IR. Thus, given the region set of elements
belonging to the context of an element, we estimate their relevance by com-
paring their content to the query (Rncontext ⊐p R
w
q ). It can be the case that
the context set of an element is composed by more than one element. In
this case some type of aggregation of the scores need to be performed in
order to give a final score to the element. There is not any restriction on
what can constitute the context set of an element. The elements belong-
ing to the context set Rncontext might not be explicitly linked to the element.
Thus, differently from Mihajlovic´’s work, our ◮ (◭) functions need to prop-
agate (and if necessary aggregate) scores without necessarily following the
XML tree structure. We introduce an extra operator (⊲) that performs
these operations given any context set, even when the elements belonging
to the context set belong to different parts of the tree. We express context
representations as:
(Rcx :=)(R
n
∗
⊲ (Rncontext ⊐p R
w
q ))
where Rncontext is the set of element nodes considered as the context of the
element and ⊲ is the propagation function that aggregates and propagates
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the scores of the elements belonging to that set. In database terms, the
main difference between this operator and the score propagation operators
from Mihajlovic´ is that the join performed between the two region sets
(elements and their context sets) is done following several different criteria
and not exclusively according to the containment property.
(Derived) Element Metadata
Representations of (derived) element metadata might be of varying nature.
The main common aspect is that they describe query-independent aspects
of the elements such as size, type or location. Since this type of information
is not necessarily equal for each of the relevant elements given a query, we
do not treat them as boolean constraints but as preferences of the user. In
other words, we do not treat this information strictly but as indication of
which type of elements the user might prefer. We only experiment with two
types of element metadata: element size and element type.
To rank elements in this element representation category we use func-
tions to estimate the prior probability of relevance for an element given
its specific size or type. The information used by these functions to es-
timate the relevance can be obtained from several sources; for instance,
from relevance judgments, interface forms, relevance feedback techniques,
or studying user behavior. It could also be defined on the basis of the type
of search task and contextual situation. These aspects are investigated in
Chapters 5 and 6.
We use the SRA prior operator∇(R) to express these type of functions2:
(Rem :=)(∇(R
n
∗
))
This operator returns the set of elements of the region set Rn
∗
with
their score modified according to function fprior(r). We use two different
functions to model this type of information: f sizeprior(r) and f
type
prior(r).
Document Metadata
Representations of document metadata can be classified into two main
groups: the ones that somehow describe the content of the document (known
also as semantic metadata [BYRN99]), such as keywords and title, and the
ones that describe other non-content aspects of the document (known also
as descriptive metadata [BYRN99]), such as journal and author name or
publication date.
2Note that besides having a similar symbol, this operator does not have anything to
do with derivatives.
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The first ones can be modeled in the same way as contextual informa-
tion. However, since the relation between this type of information and the
elements of the article is always one to one (all elements have the same
document metadata information), there is no need to use an aggregation
function; propagating the scores suffices. Thus, we rank first the articles ac-
cording to this type of information, by propagating the scores to the article
level, and then we propagate the scores to the elements:
(Rdm :=)(R
n
∗
◭ (Rnarticle ◮ (R
n
title ⊐p R
w
q )))
The other group can be modeled in the same way as element metadata.
We see this type of information as user preferences for certain types of
documents. Note that when modeled in a strict way, this information has
the effect of a document selector. Again, we use the prior operator from
SRA:
(Rdm :=)(∇(R
n
∗
))
Since we only experiment with the journal information, we use the function
f
journal
prior (r).
3.4.3 Combining Representations
Once the retrieval scores for each of the representations are estimated, we
need to combine them. As mentioned before, we hypothesize that not all
the element representations are equally good to describe elements. In par-
ticular, we hypothesize that the user will consider topically related elements
more relevant than those that are only structurally related. However, as
the principle of polyrepresentation suggests, we expect the combination of
both representations to perform best. To test our hypothesis, our model has
to provide some weighting mechanism. We need to be able to weight the
different representations and give more importance to some of them. We
use the SRA operator ⊛ to weight the different representation categories.
This operator simply modifies the scores of a region set by combining them
with a constant value.
In SRA, two different operators exist for the combination of scores: ⊓p
and ⊔p. ⊓p denotes how scores are combined in an AND expression and
⊔p how scores are combined in an OR expression. Following the principle
of polyrepresentation, we hypothesize that the use of all four categories of
representations will perform best. Since the final ranking should emphasize
the elements that have been ranked high in all of the representations (i.e.,
the ones belonging to the overlap between all representations), we choose
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Var. Repr. Description
⊐p ct Function to estimate relevance in the content representation
⊲ cx Function to propagate and aggregate scores
fsizeprior(r) em Prior probability of relevance according to size
f
type
prior(r) em Prior probability of relevance according to type
◮ dm Function to propagate and aggregate scores
◭ dm Function to propagate and aggregate scores
f
journal
prior (r) dm Prior probability of relevance according to journal
α,β all
Weights for the combination of functionally different
representations within one representation category
⊔p all
Function for the combination of functionally different
representations within one representation category
⊓p comb. Function for the combination of different representation categories
wct comb. Weight for the content representation
wcx comb. Weight for the context representation
wem comb. Weight for the element metadata representation
wdm comb. Weight for the document metadata representation
Table 3.1: Description of the different parameters and functions used by
the retrieval model.
the AND as a combination expression and therefore we use the operator
⊓p.
The final ranking function for the XML elements is expressed as:
(RE :=)((wct ⊛Rct) ⊓p (wcx ⊛Rcx) ⊓p (wem ⊛Rem) ⊓p (wdm ⊛Rdm))
where wct, wcx, wem, wdm are the weights given to each of the represen-
tations and Rct, Rcx, Rem, and Rdm are the scores provided by each of the
representations.
Note that for each of the representation categories, functionally differ-
ent representations might be used. As an example, consider the context
representation. If we would want to use two or more functionally differ-
ent representations of context, the results of the different representations
should also be combined and maybe weighted. In this case, we would like
to emphasize that that aspect (category) of the element is represented by
one OR the other way. We use the operator ⊔p to combine functionally
different representations of an specific attribute of an element:
(Rcx :=)((α⊛Rcx1) ⊔p (β ⊛Rcx2))
All the variables used in our model and therefore in our experimentation
are summarized in Table 3.4.3.
One of the advantages of this approach is that it is flexible enough to
easily incorporate new information whenever it becomes available. For in-
stance, we can change representations or redefine the weights of existing
54 A Multi-evidence Retrieval Model for XML Retrieval
ones after obtaining relevance feedback from the user. We can also in-
corporate contextual information by, for instance, studying user behavior
and defining different representation or weighting combinations for different
search tasks.
Experimentation Model
For the experimentation presented in this thesis, we fix the combination op-
erator (⊓p) to product. We think that this operator provides the behavior
desired when applying the principle of polyrepresentation and it expresses
best the overlaps in our polyrepresentation view of element retrieval. El-
ements ranked high by two representations will have a higher score than
those that are highly ranked only by one of them. The product operator is
used commonly to implement the logical AND, which is the operator that
we chose to represent the overlap (i.e., the operator used to combine the
different representations).
The ranking function for the XML elements is then expressed as:
(RE :=)(R
wct
ct ·R
wcx
cx ·R
wem
em ·R
wdm
dm )
The introduction of this operator immediately raises two new issues that
have to be addressed. On the one hand, a score of zero in any of the rep-
resentation categories would result in a total score of zero and it would
effectively remove the element being ranked from the result list. On the
other hand, ranking a set of elements with a varying number of representa-
tions would result in a set of incomparable scores (in different scales), which
would not be a proper ranked list.
To avoid these problems, we introduce a default score for each of the
representation categories. For the element’s context representation, the
default context set consists of a single node with background probability
scores (see Chapter 4, page 59). For the element and document metadata
representations, we interpolate in the prior probability functions a back-
ground probability of relevance for each of the metadata types. Following
the linear interpolation method of smoothing with background probabili-
ties in the language modeling approach, these background probabilities are
estimated from collection statistics (see Chapter 5, page 102).
As we will see in the following chapters, the introduction of these default
representations is not an optimal solution. However, the problem of how
to combine retrieval results that are in different numeric scales (e.g., when
obtained from different retrieval systems) is an open research question that
we do not address in this thesis. In our case, we circumvent the need to
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address this problem by making our results compatible by using language
modeling techniques in all the representation categories.
The experimental model presented in this section and used in our ex-
perimentation has to be seen as a pragmatic one. Our intention is not to
define a formal theoretical model for element retrieval or combination of
evidence, but to provide a framework where we can experiment with the
element polyrepresentation structure we presented in this chapter.
3.5 Conclusion
We presented the theoretical background of our research (the principle of
polyrepresentation) and the retrieval model used in our experimentation.
Our approach is based on the principle of polyrepresentation [IJ05] and can
make use of the available evidence collected from documents, queries and
contextual features to rank components of XML documents.
The experimental model presented is a pragmatic one. Our goal is to
provide a framework where we can experiment with the element polyrep-
resentation structure we presented in this chapter. We aim at collecting
empirical evidence on how and when structural features help to improve
retrieval effectiveness as a preliminary step, before formalizing any theoret-
ical framework. We therefore took several practical decisions to overcome
fundamental theoretical problems such as how to combine evidence from
non related items.
The strength of this framework is that it provides the flexibility to inves-
tigate novel use of structural information to improve retrieval effectiveness
and can be adapted, by terms of weights or by using different representa-
tions, to perform different search tasks and context situations. The follow-
ing chapters make use of this framework to investigate our hypotheses.
Chapter 4
Element Context - Supporting
Relevance
This chapter investigates the use of element context information in the
retrieval model proposed in Chapter 3. Section 4.1 explains why we exten-
sively experiment with this type of information and Section 4.2 describes
our research questions. The effects of using several types of element context
information are analyzed in Section 4.3. Section 4.4 proposes a new method
that learns from relevance assessments element type specific context sets.
The chapter finishes with a discussion on the use of this type of information
and the strengths and weakness of the method proposed (Section 4.5).
4.1 Introduction
Chapter 3 (page 44) defined the element context information as the infor-
mation contained in related XML elements. We argued that contextual
relationships exist between the element being ranked and other elements in
the XML tree. However, to decide what is the best set of related elements
to be used as context for the element is a difficult problem. This chap-
ter investigates experimentally the use of several context sets, i.e., element
context representations.
There are several reasons why we extensively experiment with this type
of information. First of all, from the four descriptively different representa-
tions presented in Chapter 3 (page 44), the element context is the one that
allows the largest variety of functionally different representations. Thus, to
investigate which ones help to achieve better performance is an important
issue. Secondly, an element’s (derived) context is an XML specific feature
and it has not been widely studied previously. It is interesting not only
57
58 Element Context - Supporting Relevance
from the novelty point of view but also to understand whether the use of
this representation category distinguishes XML element retrieval from other
retrieval tasks (such as document retrieval or web search).
Furthermore, although relationships are a query independent feature,
the way we represent the element’s context information (as the content
part of the related elements) is a query dependent evidence. We hypothesize
that the element’s context is an informative representation and therefore,
we should get a better understanding of its effects and properties.
After presenting our specific research questions in Section 4.2, we an-
alyze in Section 4.3 the effects of using different straightforward sets of
element context information. Section 4.4 proposes a new method for defin-
ing the element’s context set and studies its potential to improve retrieval
effectiveness.
4.2 Research Questions
The experimental results presented in this chapter contribute to answering
the general question presented in Chapter 1:
Can we define new retrieval strategies that exploit structural
features more effectively?
Element context representations use the relationships between elements in
the XML tree, a structural feature of the documents. Thus, the use of
element context information is in itself a retrieval strategy that exploits
structural features of documents. To investigate if the use of element con-
text information helps to improve retrieval effectiveness, we first analyze the
effects and properties of using several context sets in combination with the
element content representation. We then propose a way to learn element
type specific context sets and analyze if this method exploits this type of
information more effectively.
More specifically, the research questions we want to investigate in this
chapter are:
Does the use of element context information improve retrieval
effectiveness?
Which types of element context information (context sets) help
to improve retrieval effectiveness?
Are there differences in improvement for different retrieval tasks?
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4.3 Element Context Representations
This section investigates the use of several types of element context repre-
sentations. As presented in Chapter 3 (page 50), the SRA expression used
to rank this representations is:
(Rcx :=)(R
n
∗
⊲(Rncontext ⊐p R
w
q ))
For each element, we first rank its set of context nodes using the language
modeling approach and then propagate the scores to the element itself.
The main decisions that need to be taken are the definition of which nodes
constitute the context set (Rncontext) and which type of propagation (and
possibly aggregation) function should be used (⊲).
When combining this type of evidence with the content representation
of the elements, the weighting of the different representations (wct and wct)
play also a role:
(RE :=)(R
wct
ct ·R
wcx
cx )
As explained in Section 3.4, the use of the product as combination oper-
ator for the different representation categories rises two potential problems.
The first one is that a zero score in any of the representations would
result in eliminating that element from the result list. However, for this
particular representation category (element context) this is not a problem.
Since we use a language modeling approach that uses linear interpolation
smoothing to rank element context representations, all context sets will
have some score due to their background probabilities.
The other drawback of using this combination operator is that depend-
ing on the choice of context set, not all elements will have a non-empty
context set. When ignoring the context representation for these elements
but applying it to others, we will have two different scales of scores in the
final result list. In consequence, the elements that do not have any con-
text will have higher final scores than those that have (since multiplying
probabilities results in lower scores), leading to the opposite desired behav-
ior. To avoid this problem, we define a default background context set with
the background probabilities as score. Any element that does not have a
context set, will be assigned the default context set.
This is not the optimal solution since, in this way, elements that have
a bad context (i.e., a context set that has been estimated non relevant
by the retrieval model) will be scored in the same way as those that do
not have a context. One could argue that elements that do not have a
context set are more likely to be relevant than those that do have a context
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set that is not relevant. The investigation of this aspect is left for future
research. As we will see in the following sections, the choice of assigning
a default background context set to elements that do not have any, results
in removing (pushing down) these elements from the result lists and this
can hurt retrieval performance in some cases. However, the problem of
combining scores from different retrieval models (scales) it is a difficult
research problem on its own and we do not address it in this thesis.
In the rest of this section, we analyze the effects of using straightforward
context sets, i.e., sets that can be easily extracted from the XML tree
structure. We classify them in two categories: the sets of elements selected
for being of a specific element type (e.g., articles or titles nodes) and the
sets of elements selected for having a specific tree relationships with the
element being ranked (e.g., parent or children nodes).
We first analyze the results of simply combining the two representations
and see if, as suggested by the principle of polyrepresentation, the use of
both representations produces better results than each of them on its own.
We also present some experimentation with the weighting mechanism in
order to estimate the importance of each of the representations.
4.3.1 Using Specific Element Types as Context
Articles
In the INEX collection, the element type most commonly used as element
context representation is the article (document). The combination of ev-
idence from articles and elements has been successfully applied in differ-
ent retrieval approaches [SKdR05, MM05, LMR+05, AJK05] and has been
named in different ways: article weighting, document pivot or mixture mod-
els. Intuitively, it is reasonable to think that articles are good context in-
dicators for the elements they contain. As an example, imagine we are
searching for information on public transport in Paris. An article about
Paris might contain a section on public transport that does not explicitly
mention Paris. In this case, the content of the article (context) will be the
type of information that should distinguish this section from other public
transport sections contained in other articles, e.g., from other cities.
In SRA, the article context runs are expressed as:
(Rartcx :=)(R
n
∗
⊲ (Rnarticle ⊐p R
w
q ))
In this case, since the relationship is one to one (only one article per
element), we do not need an aggregation function when propagating the
scores from the articles to the elements. Thus, the propagation operator (⊲)
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simply propagates the article score to all elements contained in that article,
without modifying it. Note that, since there is a containment relationship
between elements and articles, the function of ⊲ is equivalent to the one of
the SRA operator ◮.
Table 4.1 shows the results of using the containing article’s content as
contextual information for the elements (art). This information is com-
pared to the baseline (b) where elements are exclusively ranked by their
content. The use of articles as contextual information clearly helps to im-
prove retrieval effectiveness. This gain however is only significant under the
generalized quantization. Since the use of articles as context information
rewards all the elements contained in good articles, elements from fewer
different articles are returned. While in our baseline run, an average of
110 distinct articles is returned per topic, in the article as context run, this
average is only 65. In consequence, the average number of XML elements
returned per article increases from 17 per article in the baseline run to 32
elements in the article as context run. Although the reported numbers are
the average among all topics, Figure 4.1 shows that this behavior is followed
by all topics.
That finding more elements per article increases recall is due to the hier-
archical structure of XML documents. Since relevance propagates along the
tree, all ancestors of a relevant element have some degree of relevance. This
is probably why the significant gain is only obtained under the generalized
quantization. To conclude, we can say that this type of contextual informa-
tion clearly helps to find more relevant elements (the new elements found
in the articles are indeed somehow relevant) but it is not that successful in
finding the highly relevant ones (strict quantization).
Table 4.1: Using articles as element context.
Generalized Strict
run wct wcx nxCG[10] nxCG[25] MAep nxCG[10] nxCG[25] MAep
b 1 0 0.1832 0.1921 0.0628 0.0600 0.0512 0.0116
art 1 1 0.2303 0.2362(+) 0.0822(++) 0.0600 0.0620 0.0159
Our next experiment investigates the use of weights for both representa-
tions (variables wcx and wct). We use different values to weight the content
and context representations and see if giving unequal emphasis to both
representations can improve retrieval effectiveness further. Results of these
experiments for the generalized quantization can be seen in Figure 4.2. The
context lines indicate the results when giving weight to the context repre-
sentation (1 < wcx < 9, with increment of 2) while wct is kept constant at
value 1. The content lines indicate the results when giving weight to the
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Figure 4.1: Number of distinct articles returned per topic.
content representation (1 < wct < 9, with increment of 2) while wcx is fixed
at 1.
Almost all results in both measures outperform the baseline scores (ex-
cept for the MAep obtained when weighting highly the context representa-
tion, values 7-9). There is a general tendency in both measures of decreasing
performance when increasing the weight to any of the representations. Best
scores are obtained when both representations are weighted equally (value
1).
For the nxCG measure, lower but statistically significant improvements
are obtained when giving more importance to the content representation
(content lines). Giving more emphasis to the context representation (con-
text lines) results in higher averaged numbers but no statistically significant
differences; suggesting that there are only a few topics that benefit consid-
erably of this type of contextual information. When looking at a topic per
topic basis, we see that there are indeed only 4 topics that increase consid-
erably its precision when using the article as element context information
(topics 203, 205, 228 and 234). This absolute increase is higher than 0.35 in
all of them, which makes the average increase considerably. One possible ex-
planation for this increase is that these topics have few relevant articles and
therefore, the re-ordering produced when giving more weight to the context
representation helps to push down the elements belonging to non relevant
articles. Indeed, except for one of these topics, three have a particularly low
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nxCG
MAep
Figure 4.2: Article as element context - Weighting representations - Gener-
alized quantization.
number of relevant elements occurring in a medium-low number of relevant
articles. However, further analysis (in more topics) should be done in order
to confirm this hypothesis. For the MAep measure, the best and significant
results are obtained when emphasizing the content representation.
Under the strict quantization (not shown), we observe the same ten-
dencies. In this case however, significant differences are only found in the
recall-oriented measure (MAep) when giving more importance to the con-
tent representation (values 3 to 9). Emphasizing the context representation
results in a decrease in performance.
Abstracts and Titles
Instead of using articles, other element types might also be used as contex-
tual information. For example, the titles or abstract of a document could be
used in a similar fashion. Abstracts tend to summarize the articles’ content
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Figure 4.3: Titles and Abstracts as element context
while titles tend to highlight the most important topics in an article. These
are functionally different representations that can be good representations
of the article’s content.
We experiment with the following expressions:
(Rtitlescx :=)(R
n
∗
⊲ (Rntitles ⊐p R
w
q )))
(Rabstractcx :=)(R
n
∗
⊲ (Rnabstract ⊐p R
w
q )))
(Rabstract+titlescx :=)(R
n
∗
⊲ (Rnabstract+titles ⊐p R
w
q )))
Although there is normally only one (or none) abstract per article, many
types of titles could be used. We use the set of all title tag names contained
in a document: title, atl (article title), sbt (sub-title), ti (title), st (section
title), and apt (appendix title). We experiment with two different aggre-
gation functions to aggregate title scores before propagating them to the
elements: the maximum and the average. The maximum will reward all el-
ements that are contained in articles that have at least one good title (i.e.,
a title that has been estimated relevant by the retrieval model), while the
average will reward only the elements that are contained in articles with
several good titles.
We only use the un-weighted combination of representations. We want
to see if these article representations are as good as the full-text represen-
tation of the article. The results of this type of context representations are
shown in Figure 4.3.
We can see that these representations perform worse than the full text
of the articles. Although some of these representations obtain higher scores
than the baseline, we did not find any statistically significant differences.
Using abstracts as element context hurts retrieval performance (except for
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Figure 4.4: Abstracts as element context - Weighting representations
precision at very low recall levels). A possible reason for that is that not
all articles have an abstract. Thus, elements belonging to these articles
are given the default background context and effectively pushed down the
ranked list. So, if a relevant article does not contain an abstract or its
abstract does not contain the query terms, the relevant elements of this
article will be effectively removed from the result list. Further research
should study combination functions that punishes less severely those ele-
ments that do not have contextual information. The problem is reduced
when assigning more importance to the content representation. Figure 4.4
shows that when giving higher weight to the content representation (wct)
abstract information can help to improve retrieval effectiveness. Finally, as
predicted by the polyrepresentation principle, combining abstract and title
information results in better performance than using any of them on its
own (Figure 4.3).
Regarding the experimented aggregation functions, the average seems
to work slightly better than the maximum, suggesting that having a single
good title or abstract is not enough indication of relevance. However, this
is not the case for precision at low recall levels, especially under the strict
quantization, where averaging title scores performs very bad.
The largest performance gains are obtained for the precision-oriented
measure (nxCG[10] and nxCG[25]) under the strict quantization. Even if
these differences are not statistically significant, they mean that at least few
topics benefit from using these representations as element context informa-
tion. Thus, at least for these topics, highly relevant elements are contained
in documents with good abstracts and titles. Note that this gain is not
obtained when using articles as context information. This indicates that
abstracts and titles might be better indicators of highly relevant informa-
tion than whole articles.
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Figure 4.5: Main relationships in an XML tree structure
4.3.2 Using Specific Tree Relationships as Context
Another possibility when choosing element context representations is to
use elements that have a specific tree relationship with the elements being
ranked. The four main relationship categories in an XML tree structure
are ancestor, descendant, following, and preceding (depicted in gray in Fig-
ure 4.5). Each of these categories contain other, more specific, relationships.
For example, parent and grandparent nodes belong to the ancestors nodeset
while the set of children of an element are a subset of the descendant node-
set. Across categories we find other relationships such as the siblings of a
node (see Figure 4.5), where elements might belong to different categories
(in this case, to the following and preceding nodesets).
We focus our experimentation on specific ancestors and descendants
relationships. Since subsets of the preceding and following categories are
embedded in the content representation of the ancestor one, the preceding
and following nodes closest to the element being ranked will be considered as
contextual information as well. For example, when using the parent nodes
as contextual representation, the content of the siblings of the elements
being ranked are part of the parent representation and therefore used as
contextual information.
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Ancestors
The ancestors of an XML element are the set of element nodes in the XML
tree that contain that element. In other words, starting at the XML el-
ement, the element nodes found when going up the XML tree. Choosing
ancestor nodes as context set has two main properties; on the one hand, the
relationship between the context set and the element being ranked will al-
ways be one to one, thus, no aggregation is needed. On the other hand, since
the element being ranked is contained in the ancestor node, the content of
the element is also used when ranking the context representation. Thus,
combining this representation with the content one results in counting the
text contained in the element twice.
We experiment with the parent and the grandparent context sets. Re-
sults of the un-weighted combination are shown in Table 4.2. For compari-
son reasons, since the use of articles as context set (analyzed in the previous
subsection, Subsection 4.3.1) is a particular case of ancestor nodes, we show
again these results.
Table 4.2: Using ancestors as element context information. Un-weighted
combination. Labels base, parent, gpar, article represent the baseline, par-
ent, grandparent, and article runs respectively.
Generalized Strict
base parent gpar article base parent gpar article
nxCG[10] 0.1832 0.2022 0.2216(+) 0.2303 0.0600 0.0600 0.0600 0.0600
nxCG[25] 0.1921 0.2109 0.2167 0.2362(+) 0.0512 0.0572 0.0524 0.0620
MAep 0.0628 0.0664 0.0629 0.0822(++) 0.0116 0.0140 0.0171 0.0159
For high precision under the generalized quantization (nxCG[10] and
nxCG[25]), we conclude that the bigger the context (the higher we go up the
XML tree), the better the results. As expected, the differences get reduced
when increasing the weight to the content representation (not shown). For
values 7 and 9 there is hardly any differences and all (except for grandparent
at nxCG[25]) have an statistically significant increase over the baseline.
When increasing the weight to the content representation both, parent and
grandparent, follow the same tendency as shown for article in Figure 4.2.
The most significantly different results (99% confidence level) are obtained
using grandparent context information at nxCG[10], for weight values of 3,
5, and 7.
Regarding the recall oriented measure (MAep), the only element context
that (significantly) improves over the baseline is the article context. Using
the parent or the grandparent as context information does not produce a
statistically significant effect (not even when increasing the weight to the
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content representation). It is reasonable to think that using articles as
context information helps to find more relevant information, because many
relevant elements that might not contain the exact query terms are pushed
up for being part of a good article. Using the information contained only
in the parent or grandparent nodes does not produce this effect. If a parent
is relevant, it is due to the fact that at least one of its children is relevant
so, less new information is found or pushed up.
We observed a different behavior for the strict case. Although for the
simple combination (shown in Table 4.2) no big differences are found, when
increasing weight to the content representation, the best performing context
representations vary. While for nxCG[10] grandparent is the only run per-
forming better than the baseline, it produces hardly any effect for nxCG[25].
When increasing weight to the content representation, significant differences
are found for the MAep measure for all the ancestors: parent (at weight
3), grandparent (at weights 5 and 7), and article at weights 5 to 9. Thus,
while parent and grandparent as context information do not help to find
more relevant elements, they do help to locate highly relevant information.
Descendants
The descendants of an XML element are the set of element nodes in the
XML tree that are contained in that element. In other words, starting at
the XML element, descendants are the element nodes found when going
down the XML tree. In this case aggregation is needed since the relation-
ship might be one to many (e.g., an element might have several children).
Choosing descendant nodes as context set has another property: since the
context nodes are contained in the element being ranked, the information
contained in the context nodes will be counted twice when combining this
representation with the content one. This effect can be seen as reinforc-
ing the relevancy given certain parts of the elements (e.g., when terms are
contained in titles or italic element types).
We experiment with the children context set. Besides experimenting
with the combination of representations, we also analyze the effect of using
two different aggregation functions: maximum (max) and average (avg).
Results of the un-weighted combination and of the best overall run when
increasing the weight to the content representation are shown in Table 4.3.
This table shows that the use of children as element context information
does not help significantly to achieve a better performance. There are no
differences between the two aggregation functions. The highest gains are
obtained at precision at low recall levels in the generalized quantization.
This means that rewarding elements for containing relevant children can
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Table 4.3: Using children as element context.
Variables Generalized Strict
run wct wcx ◮ nxCG[10] nxCG[25] MAep nxCG[10] nxCG[25] MAep
b 1 0 - 0.1832 0.1921 0.0628 0.0600 0.0512 0.0116
1 1 1 max 0.1950 0.1870 0.0467(-) 0.0337 0.0249 0.0070
2 1 1 avg 0.1982 0.1834 0.0469(-) 0.0337 0.0425 0.0070
3 7 1 max 0.2041 0.2093 0.0613 0.0480 0.0584 0.0112
4 7 1 avg 0.2007 0.2072 0.0617 0.0440 0.0600 0.0110
be beneficial for some topics. This type of contextual information performs
badly for the recall oriented measures and also under the strict quantization.
We attribute this to the lack of new information this context information
brings. We are using contextual information that is already contained in the
element and therefore has already been used to rank the elements. It can
reinforce the relevance of some elements, but not find new ones. Another
reason for the bad performance in the strict case is that elements that do not
have children are effectively pushed down the lists. Thus, since most of the
highly relevant elements (highly exhaustive and specific) are of paragraph
types (see Table ??, second column), they might not have children and be
punished for that.
4.3.3 Discussion
This section analyzed the effects of different straightforward context sets,
i.e., sets that can be easily extracted from the XML tree structure. The
main conclusion that can be extracted from the results presented is that
element context information is a useful source of information. In many
cases it helps to significantly improve retrieval effectiveness.
Our results support the principle of polyrepresentation. However, al-
though the simple combination of content and context representations of
the elements already improves performance, to achieve the most statistically
significant results, more emphasis has to be given to the content represen-
tation, confirming the hypothesis presented in Chapter 3 (page 52) that not
all representation categories are equally important. We have also seen that
in our retrieval scenario, penalizing elements that do not have a context
(e.g., children or abstracts) hurts retrieval performance, in particular in the
strict case. New combination mechanisms should be studied that distin-
guish between elements that do not have a context set and those that have
a bad context set.
We have also seen that there are differences in performance when using
different types of context sets. When our task is to find relevant informa-
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tion regardless of the degree of relevance (generalized quantization), the use
of article as element context information performs the best, confirming re-
sults of previous work (e.g., [AJK05]). This technique is especially suited to
locate more relevant information (MAep). A possible cause lies in the hier-
archical structure of XML documents, where relevance is propagated along
the tree structure (once an element is relevant, all its ancestors will also
be somehow relevant). Thus, returning more elements from fewer articles
results in returning (relatively) more relevant elements.
To obtain high precision when our task is to find highly relevant infor-
mation (strict quantization), other types of contextual information may be
more effective, for instance, using the abstract and titles of the documents,
or using a more reduced context set such as the grandparent instead of the
article. The use of a surrounding context instead of the whole document
can be expected extra beneficial for tasks where documents are very long
(e.g., e-books).
Of course, other types of context sets exist. We can define context
sets by combining both types of contextual information; an element type
and some specific tree relationship. For example, we could use the titles
contained (descendants) in the elements or the ones contained in the parent
node, or the figures contained in the siblings nodes, etc. We could also use
context sets that do not have a specific tree relationship such as the set
of references pointed by an element. The study of other types of element
context representations is left for future work.
The major drawback of all the context sets studied in this section is
that they are applied in a general way, to all types of elements. That might
work for context sets such as the article node, where all the elements might
benefit for being contained in a relevant article. However, since element
types are of different nature, different context sets might exist for each of
them. For instance, when retrieving figure elements, we could expect that
the best context set is the one formed by its containing section and its cap-
tion element. On the other hand, if we are retrieving sections of documents
we might want to consider as context set the title of its subsections and/or
the closest sections (siblings). We hypothesize that an element type-specific
way of looking into element context information might lead to better im-
provements in retrieval effectiveness. The next section investigates the use
of a method that defines and uses different context sets for each element
type.
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4.4 Using Unwanted Elements as Context
This section proposes a new method to decide what to use as element con-
text information in XML retrieval. Based on the assumption that many
XML elements are not desirable retrieval units, this method aims to exploit
the information contained in these elements to reinforce the relevance of
other, more appropriate, retrieval units. We first use training data to learn
what are the relationships between retrieved and relevant elements and then
add new links between them in the XML tree structure (turning the tree
structure into a graph structure). At retrieval time, the linked elements are
used as context set to support their related elements’ relevance. In previous
work, we applied this method in two different retrieval scenarios: the thor-
ough [RWdV06a] and the focused task [RWdV06b] (see Section 2.4). In the
first scenario, the thorough task, we used only the small retrieved elements
as training data and find their relationships with the relevant ones. In the
second scenario, we used all the retrieved elements as training data and find
their relationships with the highly relevant ones.
There are a few differences between our previous work and the one re-
ported in this chapter. While in our previous work the same data set was
used for training and experimenting, in this chapter we learn the relation-
ships between XML elements using the INEX 2004 data set and experiment
with the INEX 2005 one. We also use a different combination function and
process all the discovered relationships in the same way, without distin-
guishing types of links. We only present results of the first scenario and
extend the analysis to get a more in depth view of the effects of the method.
We start this section by explaining the main factors that motivated the
approach and having a look at the distributions of relevant XML element
types in the INEX collection in Section 4.4.1. Subsection 4.4.2 discusses
the analysis performed on the training data. Subsection 4.4.3 explains how
the results of the analysis are used to add links in the XML tree structure
and how are they lately used for retrieval. Subsection 4.4.4 reports on
the experimental results and Subsection 4.4.5 discusses the strengths and
limitations of the method proposed.
4.4.1 Motivation
When looking at the structure of an XML document, it is easy to see that
many of the XML elements that compound the document would not be
appropriate retrieval units. Either they are too small and do not contain
enough information to fulfill an information need, or the XML element types
are simply inappropriate answers to a query (e.g., a list item in isolation).
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Thus, even if XML documents have many potentially retrievable units,
it is often the case that only a small subset corresponds to the answers
considered desirable by users. As an example, consider the INEX 2005
collection. Over 10.3 million of the 11.4 million elements contain fewer
than 30 terms, unlikely to be appropriate answers on their own.
As explained in Chapter 2 (page 17), an approach to deal with this
problem is to define a subset of retrievable units and only consider those
for retrieval (e.g., [MM03]). This information might differ for each collec-
tion, but it can be learned by analyzing what element types users con-
sider relevant when performing relevance judgments, or by asking someone
knowledgeable about the collection (e.g., publisher or librarians). Other
approaches that deal with this problem are those that include some type
of length normalization in their retrieval model, e.g., by using a length
prior [KdRS04], or the ones that filter their result lists, e.g. by removing
the small elements [Cla05].
Although these approaches can perform reasonably well, the evidence
collected by the retrieval model about the relevancy of the elements that
are removed or pushed down the ranked lists is ignored. We argue that
even if they are not good retrieval units on their own, they may function
as indicators of relevance in the document, helping to identify their related,
relevant elements.
We propose to use these unwanted elements as element context infor-
mation and use their relevancy to reinforce other, more appropriate XML
elements. We first analyze training data to identify relationships between
the elements retrieved in a baseline run and the relevant elements. To avoid
overfitting, we use the INEX 2004 relevance assessments as training data
and perform our experimentation in the INEX 2005 data set. Once we dis-
cover the relationships between these elements, we add links between the
XML element types that are retrieved (but not useful) and the relevant
XML element types. At retrieval time, this linking information is used to
identify which elements belong to the element context. In this way, the
elements that are not useful as retrieval units become supporters of the rel-
evancy of other elements before being removed or pushed down the result
lists.
Element types relevancy
As mentioned earlier, even if XML documents are compound of many XML
elements, it is often the case that only a very small subset of elements are
considered relevant by the users. To illustrate this, we analyze the INEX
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2005 collection to find out how many of the XML element types are never
considered relevant by the users.
The INEX 2005 collection contains 156 unique element types. From
those, only 64 element types have been judged relevant by the human as-
sessors. Thus, more than half of the element types have never been assessed
relevant, a good indication that there are many unwanted element types.
Table 4.4.1 shows the element types assessed more frequently as relevant
(top 20). If we look closely we see that in the general case (QRELs>0) 1 rel-
evancy is mainly distributed between four types of elements: paragraph (p
and ip1), section (sec and ss1), article and body elements. For the stricter
case (QRELs>=0.5) this number is even smaller. Here, the relevancy is
concentrated only in the paragraph and section elements. This is one of the
reasons why the approach of selecting a small subset of possible retrieval
units performs well. However, we argue that if we want to perform differ-
ent types of tasks, the method used to decide which are the retrieval units
should be more flexible. For instance, if our task implies to find all relevant
information (e.g. when a judge collects information for a trial) this method
would be ineffective, since a percentage of the relevant information would
be ignored.
4.4.2 Relationships between Retrieved and Relevant
Elements
To learn how unwanted elements with a high similarity to the query relate
to relevant elements, we analyze the difference between retrieved elements
in a baseline run and relevant elements as identified in the INEX 2004
assessments [FLMS05]. Our analysis is based on the top 1000 retrieved
elements using the language modeling approach described in Chapter 2
(Section 2.5). We study the occurrence of relevant elements in the direct
vicinity of each retrieved element in the XML document.
As mentioned earlier, we expect different types of elements (i.e., different
tag names) to show different patterns. That is why we differentiate accord-
ing to element type. In addition, we expect to observe different behavior in
front matter, body, and back matter thus, we analyze them separately. The
statistics reported below are based on the retrieved elements found within
documents that contain at least some relevant elements. Other retrieved
elements are less interesting for the types of relationships studied here, since
they can never reach relevant information.
1The final value of relevance is obtained by multiplying the values of the exhaustivity
and specificity dimensions.
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Tag name % in QRELs > 0 % in QRELs >= 0.5
p 28% 42%
sec 16% 9%
article 11% 1%
bdy 9% 1%
ss1 9% 8%
ip1 9% 14%
item 3% 4%
b 3% 4%
list 2% 1%
ss2 1% 2%
ti 1% 2%
fig 1% 2%
it 1% 2%
app 1% 0%
li 1% 1%
fm 1% 1%
fgc 1% 1%
abs 1% 1%
ref 1% 1%
st 1% 1%
Table 4.4: Distribution of element types assessed relevant (shown top 20).
Using Small Elements as Context
The INEX document collection contains many small elements. From the
11.4 million element nodes contained in the collection, 10.3 million contain
fewer than 30 terms. These elements are distributed among 145 different
element types. Thus, 93% of the element types may contain only little
information. As it has been shown in previous works (e.g., [KdRS04]),
the distribution of element sizes in the set of relevant elements and in the
collection differs substantially. While the collection contains many small
elements, the relevant elements tend to be larger, see Figure 4.6.
Thus, since small elements like figure captions or titles contain insuffi-
cient information to answer an information need on their own, it is common
belief that retrieval systems can safely remove these small elements from
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Figure 4.6: Distribution of element sizes in the collection and in relevant
elements.
their candidate lists. As discussed in Chapter 2 (Subsection 2.3.3) some
type of length normalization is needed to retrieve the larger elements and
not the very small ones. A range of techniques have been developed to effec-
tively remove the too small elements from the result lists. Examples include
the removal of small elements from the index (or filtering them from the
results list), the prior definition of a subset of retrievable XML elements,
or, the introduction of a length prior to reward larger elements and punish
shorter ones. All of these techniques have been applied successfully, because
they make sure that larger elements get ranked higher and shorter ones do
not appear at the top of the results list. However, the small elements that
ended up on top of the original ranked list are there for an important rea-
son, that is, high similarity to the query text. In other words, the evidence
collected by the retrieval model about the relevancy of element content is
ignored! We use the predicted relevancy of small elements to push longer
elements up the ranked list, performing a length normalization based on
the relevancy of the elements rather than exclusively on their length.
This subsection investigates how to take advantage of highly ranked
small elements, which are not useful retrieval units on their own. We assume
that these elements are indicators of relevance in the document, that may
be of help to identify and rank higher their related, larger elements. For
example, a phrase in italics that matches the query exactly is perhaps not
the most interesting entity to present to the end user, but the section that
contains it may be highly relevant. Hereto, we study the links that small
relevant elements may have to other relevant elements. We show how these
links can be detected by analyzing relevance assessments, and how they can
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be used as element context information to reinforce the relevance of related
elements, and thereby improve retrieval effectiveness.
As discussed in Chapter 2, many small elements are returned in our
ranked lists if we do not take special measures. Table 4.5 shows the number
of small elements (< 30 terms)2 retrieved in the top 1000 results of a baseline
run for the 29 official 2005 INEX topics, as well as a breakdown per type
for the most frequent types. Note that elements are counted multiple times
if they appear in the results for more than one topic – in that respect, the
retrieved elements can be viewed as query-element pairs.
Table 4.5: Statistics for small elements: Number and type of small elements
(< 30 words) in the INEX 2005 collection
element type tag #collection #retr@1000 #retr@1000
from rel. art.
paragraph p 520,140 2,054 597
section title st 207,505 1,153 372
article title atl 192,066 2,723 871
italics it 1,444,854 1,432 152
(sub-)paragraph ip1 125,840 445 118
bibliography item bb 222,300 1,328 372
. . .
total - 10,320,935 16,708 3,271
To define what is the relationship between these small elements and the
relevant ones is not an easy problem by itself. A person familiar with the
XML structure of the collection (e.g., the publisher) may give good hints
of which types of tag names are related to others. Some of these links may
coincide with the hierarchy of the XML tree (e.g., italics to their containing
section), but they do not have to. For example, in scientific collections,
citations occurring in the bibliography are related to the sections where
they are referred from.
As discussed for other types of context sets at the beginning of this
chapter, for links that coincide with the XML hierarchy, the text of descen-
dant elements is naturally included in the ancestor nodes’ representation.
In these cases, therefore, traditional retrieval models already incorporate to
2We use this value in our experimentation to compare to the baseline run of removing
small elements described in Chapter 2, Section 2.6.
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some extent information about their containing small elements in estimating
the relevance of the ancestor element. Our approach of explicitly defining
these links is more flexible though, and allows naturally the (weighted)
combination of information from multiple smaller elements.
Figures 4.7 and 4.8 show results of an analysis of the ancestors of re-
trieved small elements. The figures show the probability for each level of
finding the first relevant elements when going up the tree from a retrieved
small element.
Note that in this scenario relevant elements are those that have an ex-
haustivity and specificity higher than or equal to two3. The graphs show
for example that in the body part (Figure 4.7), retrieved st elements (sec-
tion titles) are rarely relevant themselves, but their containing element,
one level up, often is. The same holds for it (italics) elements and fig
(figures). Other small element types such as fgc (figure captions) or ip1
(sub-paragraphs) are often two levels down from the relevant elements. The
small elements in front matter and back matter are more levels away from
their closest relevant ancestors. The highest peaks in Figure 4.8 are found
in levels three, four and five.
When performing similar graphs but for ancestor element type instead of
the number of levels between the two nodes, we see that the peaks observed
in Figure 4.8 for small relevant front matter elements and back matter
elements (at level three, and levels four and five respectively) coincide with
the article level. This type of information (ancestor type) is not so useful in
the body part and probabilities are more spread. We also analyzed sibling
relationships for the retrieved small elements, but did not find any clear
links. To summarize, we find the following useful relationships:
fm retrieved article titles (atl) and paragraphs (p) often relate to relevant
articles.
bdy retrieved italics (it), figures and section titles (fig and st respec-
tively) have often a relevant parent; retrieved figure captions (fgc)
and paragraphs (p and ip1) are often two levels down from relevant
elements, they have a relevant grandparent.
bm article titles (atl), other titles (ti) and bibliography tags (bb) have as
closest relevant elements the articles themselves.
3Relevancy at INEX 2004 was given using the scale [0,1,2,3] in both dimensions
(see [KLP04]).
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Figure 4.7: Probability of finding the first relevant ancestor N levels up for
the small elements retrieved in the body
All of these finding are intuitively plausible, and could potentially help
locating relevant information. We investigate their potential use in the next
section.
4.4.3 Defining the Context Set
Once the new relations have been defined, we need to define the element’s
context set that is going to be used for retrieval purposes. In our pre-
vious work [RWdV06b], for each of the element types, we created a link
from that element type to the two levels where the probability of finding
a relevant element is higher, i.e., the two highest peaks of the distribution.
We also classified links in strong links, where the probability that the ele-
ment pointed at is relevant exceeds a threshold, and the weak ones, where
this probability (even being the highest for that element) is lower than the
threshold. Using this method, we found out that only the strongest evidence
helped to improve retrieval performance.
That is why in the work presented in this thesis we simplify the method
by adding only one link per element type. Thus, we create a link from each
small element type to the level where the probability of finding a relevant
element is higher, i.e., the highest peak of the distribution.
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front matter back matter
Figure 4.8: Probability of finding the first relevant ancestor N levels up for
small elements retrieved in front matter and back matter
As an example, take a look at the graphs of Figure 4.7 and 4.8. In the
body part of an article, we will add a link from the section title elements
(st) to the containing element (level 1) and in the front matter, we will add
a link from the article title elements (atl) to four levels up the tree.
A subset of the INEX collection with the discovered relations is shown
in Figure 4.9.
Figure 4.9: Subset of an article’s structure with added links.
Once the links are added, we can use the links that point to an element
as its element context set:
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4.4.4 Experimental Results
This section presents results of several experiments performed in order to
analyze the performance of the method proposed.
For all our experiments, we use two of the baselines described in Chap-
ter 2 (Section 2.6, thorough task): the one that uses a retrieval model based
on language models with a lambda value of 0.9 and document frequencies
(”b lm”), and the one that removes the elements that contain less than
30 terms from this run (”b rm30”). While the second one is used to test
whether using the relevancy score of the small elements before removing
them from the result set can improve retrieval effectiveness, the first one is
used to check that the re-ranking produced by our method maintains the
statistically significant gains obtained when simply removing small elements
from the baseline run. Notice that baseline ”b rm30” already does length
normalization, but in a way irrespective of element type.
As mentioned before, we use a cut-off value of 30, which means that the
scores of the elements containing less than 30 words are propagated before
removing these elements from the result lists.
We continue using the plus (and minus) symbols to indicate a signifi-
cant increase (decrease) over the language model baseline (”b lm”). The
star symbols indicate a significant increase over the baseline without small
elements (”b rm30”) using the Wilcoxon signed-rank test at a confidence
level of 95% (*) or 99% (**). For easy comparison, we also highlight (bold
characters) the highest absolute value for each of the measures.
Small Elements as Element Context
We start by analyzing the effects, in general terms, of using small elements
as element context information. We present results of the un-weighted
combination and the best overall run when increasing weight to the content
representation. As in previous section, increasing weight to the context
representation results in lower performance. For these experiments, we
use the link information from all the divisions of the article and the max
operator as aggregation function. Table 4.6 shows the results obtained.
Results show that simply using small elements as element context in-
formation (”all links”) does not improve retrieval performance over the
baseline where small elements are removed (”b rm30”). However, when
giving more emphasis to the original retrieval scores of the elements (”all
links w”), performance gains are obtained. Under the generalized quanti-
zation, this gain is statistically significant for the recall oriented measure
(MAep). However, when using small elements as context information, half
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Table 4.6: Using small elements as element context.
Generalized
run wct wcx nxCG[10] nxCG[25] MAep
b lm 1 0 0.1832 0.1921 0.0628
b rm30 1 0 0.2683(++) 0.2538(++) 0.0721(++)
all links 1 1 0.2719(++) 0.2569(++) 0.0719(++)
all links w 7 1 0.2814(++) 0.2723(++) 0.0758(++)(*)
Strict
run wct wcx nxCG[10] nxCG[25] MAep
b lm 1 0 0.0600 0.0512 0.0116
b rm30 1 0 0.0560 0.0688 0.0140
all links 1 1 0.0560 0.0688 0.0139
all links w 7 1 0.0537 0.0791 0.0168
of the topics increase also their precision scores (nxCG[10] and nxCG[25]).
Thus, the re-ranking produced by the small elements before being removed
from the result set is beneficial in many cases. This is not the case under
the strict quantization where fewer topics benefit from the re-ranking (4
and 7, when measuring with nxCG[25] and MAep respectively).
Individual Link Contribution
This section analyzes the performance, in terms of effectiveness, of the
individual contribution of using different numbers and types of links. For
these experiments, we use only the links contained in the body part of the
articles and the max operator as aggregation function. We use the best
performing weights from previous subsection (wct = 7,wcx = 1). Table 4.7
shows results of these runs.
Regarding the individual contribution of the different element types,
we can see that the section titles contribute the most to improve retrieval
effectiveness. This difference is small but statistically significant for the
MAep measure when comparing to the baseline where small elements are
removed. Thus, the use of section title scores to reinforce relevance of the
containing elements seems to be beneficial to find more relevant elements.
Intuitively, it is reasonable to agree that section titles can be very good
pointers to relevant information (e.g., sections) since they tend to highlight
the main topic of these elements. This finding contrasts the results obtained
when we used the title context in previous section (see Subsection 4.3.1),
where all titles were used simultaneously and no statistically significant
gains were obtained.
All other element types on their own perform worse than section titles
and do not produce much effect compare to the baseline of removing small
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Table 4.7: Individual link contribution. Results using max as aggregation
function.
Generalized Strict
run nxCG[10] nxCG[25] MAep nxCG[10] nxCG[25] MAep
b lm 0.1832 0.1921 0.0628 0.0600 0.0512 0.0116
b rm30 0.2683(++) 0.2538(++) 0.0721(++) 0.0560 0.0688 0.0140
st 0.2937(++) 0.2710(++) 0.0745(++)(*) 0.0651 0.0743 0.0197
fig 0.2780(++) 0.2596(++) 0.0719(++) 0.0617 0.0701 0.0163
fgc 0.2780(++) 0.2595(++) 0.0719(++) 0.0617 0.0685 0.0163
it 0.2769(++) 0.2561(++) 0.0718(++) 0.0600 0.0664 0.0137
li 0.2721(++) 0.2567(++) 0.0716(++) 0.0560 0.0688 0.0137
p 0.2718(++) 0.2518(++) 0.0710(++) 0.0560 0.0524 0.0126 (- -)
ip1 0.2677(++) 0.2493(+) 0.0711(++) 0.0560 0.0632 0.0134 (-)
st+fig 0.2907(++) 0.2714(++) 0.0744(++)(*) 0.0651 0.0743 0.0189
st+fgc 0.2907(++) 0.2714(++) 0.0744(++)(*) 0.0651 0.0743 0.0189
st+it 0.2883(++) 0.2696(++) 0.0743(++)(*) 0.0691 0.0719 0.0196
st+li 0.2946(++) 0.2732(++) 0.0744(++)(*) 0.0651 0.0743 0.0137
st+p 0.2847(++) 0.2690(++) 0.0739(++) 0.0537 0.0687 0.0158(*)
st+ip1 0.2962(++) 0.2702(++) 0.0740(++) 0.0651 0.0719 0.0188
st+fig+
0.2882(++) 0.2697(++) 0.0741(++)(*) 0.0691 0.0719 0.0175
fgc+it
elements. For some element types such as italics (it) or figures and figure
captions (fig, fgc) this could simply be due to the (comparably) small
number of elements we retrieve from these types. For other types, such
as paragraphs (for example) the reason could also be that they can get a
high score for simply containing a single query term multiple times. This
might lead to rewarding the wrong sections. This effect does not occur with
other element types such as section titles, since they usually do not contain
duplicated terms; when they have a high score it is because they contain all
or most of the query terms. A possible explanation for the significant drop
in the MAep measure under the strict quantization when using paragraph
types (p and ip1) is that the elements these elements reward (two levels up
the tree) may be too large and contain irrelevant information (they are not
highly specific). More surprising is that the only combination that obtains a
small but statistically significant gain under the strict quantization (MAep
measure) is the one that uses section titles and paragraphs (p). In any case,
the fact that the different element types used do not hurt performance when
combined with the section titles can be a good indicator that they are also
good pointers. More experiments are needed to confirm these hypotheses.
To conclude, we can say that, although using the relevance of small ele-
ments before removing them seems to be beneficial for the different evalua-
tion measures used, statistically significant improvements are only obtained
for the recall-oriented measure, indicating that the re-ranking is beneficial
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to find more relevant information. In particular, section titles are a good
indicator of relevance. Comparing to the other length normalization tech-
niques presented in Section 2.6, this one seems to produce a bigger effect
under the strict quantization; indicating that the use of the link information
can help to find highly relevant elements.
Aggregation Functions
We experimented again with two different aggregation functions: the av-
erage and the maximum. The average rewards the elements that have all
of their in-links relevant and punishes the ones that are pointed to also
by irrelevant elements, while the max rewards the elements if they con-
tain at least one relevant element pointing to them, regardless of the other
in-links. We would expect that the average works well for links between
paragraphs and sections, since, intuitively, a section is relevant if most of
its paragraphs are. The max would work better for other types of links such
as between section title and section, where having only one of the in-links
relevant might already be a good indicator that the element is relevant. For
these experiments we use the link information contained in the body part of
the article (bdy) and the best performing weights from previous subsection
(wct = 7,wcx = 1). Results are shown in Table 4.8.
Table 4.8: Aggregation functions. Use of link information in the body part
of the articles.
Generalized Strict
run nxCG[10] nxCG[25] MAep nxCG[10] nxCG[25] MAep
b lm 0.1832 0.1921 0.0628 0.0600 0.0512 0.0116
b rm30 0.2683(++) 0.2538(++) 0.0721(++) 0.0560 0.0688 0.0140
max 0.2677(+) 0.2645(++) 0.0732(++) 0.0497 0.0719 0.0148(*)
avg 0.2612(+) 0.2672(++) 0.0737(++) 0.0457 0.0735 0.0151
As happened when using children nodes as context information, there
are hardly any differences between both aggregation functions. This is also
the case for other weight combinations when using the body part of the
articles or when using individually the element types. There is only a small
tendency in improving high precision when using avg. for paragraph types
(p). This would mean, that to have several good paragraphs is a better
indication of relevance. However, differences are minimal.
A surprising result is the significant drop for both aggregation measures
at nxCG[10]. In Table 4.7 we have seen that when using four out of the seven
element types (last row) results are quite satisfactory. That means that
when adding the rest of the element types (li, p, and ip1) precision drops.
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Comparing to the baseline where small elements are removed, decrease in
precision is observed in almost half of the topics. This could again be
explained by the possibility that paragraph types might be highly scored
when containing multiple occurrences of only one of the query terms. We
leave the investigation of this hypothesis for future work.
Under the strict quantization a significant gain compared to simply re-
moving small elements is obtained with the MAep measure when using the
max as aggregation function. However, differences are minimal in absolute
MAep scores.
Article Divisions Contribution
We also analyzed which of the divisions of an article contributes more to the
gain of performance obtained by our approach, the front matter (fm), the
back matter (bm), or the body (bdy). For that, we use the link information
from each of the divisions independently. We use the max as aggregation
function and different weight combinations. The results of the best runs for
each of the document’s divisions are shown in Table 4.9.
Table 4.9: Article divisions contribution: FM (front matter), BM (back
matter) and BDY (body). Results using max as aggregation function.
Generalized
run wct wcx nxCG[10] nxCG[25] MAep
b lm 1 0 0.1832 0.1921 0.0628
b rm30 1 0 0.2683(++) 0.2538(++) 0.0721(++)
all links 7 1 0.2814(++) 0.2723(++) 0.0758(++)(*)
bdy 7 1 0.2677(+) 0.2645(++) 0.0732(++)
fm 5 1 0.2851(++) 0.2563(++) 0.0737(++)(*)
bm 7 1 0.2811(++) 0.2674(++)(*) 0.0730(++)
Strict
run wct wcx nxCG[10] nxCG[25] MAep
b lm 1 0 0.0600 0.0512 0.0116
b rm30 1 0 0.0560 0.0688 0.0140
all links 7 1 0.0537 0.0791 0.0168
bdy 7 1 0.0497 0.0719 0.0148(*)
fm 5 1 0.0680 0.0652 0.0173(**)
bm 7 1 0.0600 0.0672 0.0145(**)
As noticed in previous subsection, using uniquely the body part of the
documents tends to hurt precision at low recall levels for both quantiza-
tions. Surprisingly, when used on their own, the front and back matter
perform quite well. Using front matter links results in a significant increase
of the recall oriented measure (MAep) under both, generalized and strict
quantizations. Using only back matters links performs significantly better
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for nxCG[25] in the generalized case and for MAep in the strict one. This
is a very unexpected result. Note that, since we only use relationships with
ancestor nodes, the use of link information from one of the parts results in
rewarding the elements pointed to by the small elements of that part, and
assigning a default background context to the rest of the document’s ele-
ments. Thus, using uniquely the back matter links means that all elements
in the body part of the article will get somehow penalized by not having a
context set.
The only explanation we can find for the increase in performance in
these cases is that, when using front and back matter links, the elements
that get rewarded when having a good context set are the articles. Thus,
when small elements of the front or back matter are relevant to a query,
the article gets rewarded. We check our hypothesis by having a look at the
average number of articles returned per topic by these runs: 64 articles for
the baseline runs (”b lm” and ”b rm30”) and the body only run (”bdy”),
94 articles for the front matter run (”fm”), and 103 articles for the back
matter run (”bm”). Thus, using links from the front and back matter of
the articles results in returning a higher number of articles. That these runs
perform significantly better than our baseline runs means that this type of
information helps to locate and push up the good (relevant and sometimes
highly relevant) articles while leaving the rest of the elements (e.g., the ones
in the body part) with the same ranking order.
To conclude, we can say that small elements in front and back matter
of the documents are good indicators of relevant articles. Using this type
of information to reward articles is again a way to reward larger elements
by their relevancy instead of exclusively by their length.
4.4.5 Discussion
We proposed a method to find relationships between unwanted but retrieved
and relevant elements and use the relevance scores from these unwanted el-
ements to reinforce the relevancy of more appropriate retrieval units. We
analyzed the performance of the method when using the set of small (un-
wanted) elements in a thorough task.
We have shown that adding explicit links from small elements to other
elements and using this information at retrieval time is, most of the time,
beneficial. Mainly the recall-oriented measure can be significantly improved
under both quantizations, generalized and strict (when comparing to the
baseline of removing small elements without using this information). In
particular, we have seen that section titles are good indicator of relevance,
as they contribute the most to improve retrieval effectiveness.
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This approach outperforms the length normalization techniques pre-
sented in Section 2.6. The method is specially useful when the task is
to find highly relevant information (strict quantization), where the other
length normalization techniques are not too effective. Although results are
not always statistically significantly, most of the time a large percentage
of topics benefit from it. More experimentation is needed in order to see
whether differences are significant when using a larger set of topics.
Perhaps our most striking finding is that using uniquely linking infor-
mation from the front and back matter performed quite well. Our results
suggest that small elements contained in the front and back matter of the
documents are good indicators of relevant articles. Thus, by rewarding arti-
cles that contain relevant information in front and back matter, we achieve
a good article re-ranking based only on relevance and not on length.
We believe most of the links discovered are intuitive (e.g., section title
to section or front matter elements to articles) and therefore likely to be a
query independent feature that can be used across tasks and recurring in
other collections. An indication of the generalization of the discovered links
is that our method performed well in the INEX 2005 collection when using
relationships discovered in the INEX 2004 one. This is specially important
because the methodology for providing relevance assessments at INEX has
changed from 2004 to 2005 and the two collections have different relevance
distributions. When relevance assessments are not available, the discovered
relationship information could be obtained from a person familiar with the
XML structure of the collection (e.g. publisher) or probably by analyzing
click-through data.
Comparing to other element context representations used at the begin-
ning of this chapter, the main strength of this method is that it defines an
element type-specific context set which can be useful in different scenarios
and collections. For example, although the small elements are also descen-
dants of the elements being ranked, our approach performs much better
than using the children of an element as context set (see Subsection 4.3.2);
even when removing the small elements from the result set of the children
as context run. The main difference is that our approach does not use all
the descendants (in this case children) in a global manner, it only uses a few
of them. Another difference is that the elements selected to be the context
set are different for each element type.
Another strength of this method is that it deals with length normaliza-
tion in a natural way. It uses the predicted relevancy of the XML elements
instead of uniquely the size, to reward longer, more appropriate XML el-
ements. Also important is the fact that our method learns form training
data and no specific knowledge of the structure of the collection is needed.
4.5 Conclusions 87
4.5 Conclusions
This chapter studied the use of element context information in the retrieval
model proposed in Chapter 3 (page 44). The main conclusions regarding the
specific research questions presented in Section 4.2 are summarized below.
Does the use of element context information improve retrieval
effectiveness?
We have experimented with multiple context sets of different types and
nature. We have seen that in most of the scenarios and under several
retrieval measures, the use of element context information helps to improve
retrieval effectiveness.
Which types of element context information (context sets) help
to improve retrieval effectiveness?
In the first part of the chapter, we have seen that from the general types
of context sets (extracted easily from the XML tree structure), the article
element and other ancestors such as the grandparent node perform quite
well. The approach presented in the second part of the chapter tends to
improve further the contribution of this type of information, suggesting that
an element type-specific context set can be better for retrieval.
Are there differences in improvement for different retrieval tasks?
We have shown that differences in performance exist between different
types of context sets. When our task is to find relevant information re-
gardless of the degree of relevance (generalized quantization), the use of
article as element context information performs the best. This technique
is especially suited to locate more relevant information (MAep). To obtain
high precision when our task is to find highly relevant information (strict
quantization), other types of contextual information may be more effective,
for instance, using the abstract and titles of the documents, or using a
more reduced context set such as the grandparent instead of the article. In
the second part of this chapter we have seen that the use of element type
specific context sets is beneficial to find more relevant and highly relevant
elements.
Chapter 5
Using Structural Features for
Relevance Feedback
This chapter proposes the use of structural information for relevance feed-
back. We focus on the element and document metadata representations and
analyze the potential of this type of information for relevance feedback. Part
of this work has been previously discussed in [RWdV05a, RWdV05b].
After explaining our main hypotheses and motivations in Section 5.1,
we describe the specific research questions addressed in this chapter in Sec-
tion 5.2. In Section 5.3 we have a look at the element and document meta-
data representations that could be used in our scenario. Section 5.4 ana-
lyzes the potentials of three of them for relevance feedback and Section 5.5
presents results on the effects of using this type of structural information
during a relevance feedback process. The chapter ends with a discussion on
the main findings in Section 5.7.
5.1 Introduction
As explained in Chapter 2, XML element retrieval differs from traditional
document retrieval, not only in that information retrieval systems have to
decide which is the most appropriate unit to return to the user, but also
because the document contains extra information on how its content is
structured. The implicit semantics on how and why the documents are
organized in a certain way, could help the information system to retrieve
the most relevant information given a user information need. The use of
this structural knowledge may not only help to decide what is the best
retrieval unit given a query, but also to improve the effectiveness of the
content-oriented search.
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We focus our study on the element and document metadata represen-
tations. We hypothesize that, in the same way as it is done in traditional
document retrieval, document metadata information can be used to narrow
down the search space. Thus, by extracting this type of information during
a relevance feedback process, a more focused search can be performed on
the selected documents. In a similar way, by extracting information from
the user about the structural characteristics of the desired information (i.e.,
element metadata information), information retrieval systems can make use
of an extra source of information to decide what are the most appropriate
units to return to the user.
In this chapter we analyze several types of element and document meta-
data available in the structure of the documents and analyze its usefulness
for relevance feedback. To this end, we first analyze the relevance assess-
ments for INEX 2004 [FGKL02] and compare the structural information
available in the set of elements that has been judged relevant to the struc-
tural information in retrieved elements and in the collection in general.
The differences in structural characteristics between the assessed relevant
elements and all other elements indicate the potential value of this type
of information for retrieval. We perform retrospective experiments in the
INEX 2004 collection to test if this information could indeed help informa-
tion retrieval systems to improve retrieval effectiveness. Finally, we apply
the same principles to the INEX 2005 collection and analyze whether im-
provements in performance can be obtained when using structural informa-
tion for relevance feedback in a more realistic setting.
5.2 Research Questions
In this chapter we investigate two of the main research questions introduced
in Chapter 1. Since we decided to focus exclusively on document and ele-
ment metadata representations, we reformulate the two research questions
in the following way:
Which document and element metadata information can be ex-
tracted from a relevance feedback process?
Can the use of document and element metadata information,
extracted from a relevance feedback process, improve retrieval
effectiveness?
We first have a look at an example of search result to identify several
types of metadata that could be used for relevance feedback. We then
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analyze the potential of three of them as discriminatory features to estimate
their usefulness when used in a relevance feedback process and experiment
with their usage in a real relevance feedback process.
5.3 Element and Document Metadata
Representations
In Chapter 3 (page 45), we have introduced two different categories of
metadata information: document and element metadata.
We have defined document metadata as any type of information that de-
scribes the document as a whole, such as article title or publication date. We
have classified document metadata information into two different groups:
semantic metadata that describes topical aspects of the document such as
keywords or title, and descriptive metadata that describes non-content as-
pects of the document such as the journal where the document is published
or the author name. In the INEX collection most of the document meta-
data is explicitly contained in the document in form of markup. Since the
information from the first group (semantic metadata) is topical, it already
influences the relevancy scores when using the context representation. We
focus therefore on the use of descriptive document metadata.
We have defined element metadata as any type of information that pro-
vides non-topical information about the specific elements, such as their size
or location. This information can be explicit metadata such as the element
type (tag name) or implicit (derived) metadata such as its size.
We believe that all structural information (metadata information) as-
sociated with an XML element or with the document this element is con-
tained in could help information retrieval systems to refine their content
search and to decide which is the best retrieval unit to return to the user.
The assumption we follow is simple: structure exists for a reason and gives
information about the document. Therefore, the structural information is
discriminative and could be used for retrieval purposes.
Let us have a close look at specific types of metadata available in the
structure of the INEX collection that could give valuable information to a
retrieval system and therefore could be used for retrieval purposes. Fig-
ure 5.1 depicts an example of returned XML element from the INEX col-
lection. The gray area contains metadata associated with this element. It
describes the location of this XML element within the INEX collection. The
tag name file is used to locate the article (document metadata). It implic-
itly provides information about the organization of the files. The first part
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of the path (co) indicates the journal it belongs to (Computer), the second
part (2000 ) is used to indicate the year of publication of the article, and
the third part (ry037 ) is the name of the file that contains the article. This
information could help to refine a search. For example, we could use the
journal or year information from an element assessed relevant to retrieve
more elements from similar journals or years. Furthermore, once a relevant
article is located, other types of document metadata could be used. For in-
stance, the author name, the title, or the keywords. In fact, once an XML
element is assessed relevant, by fetching the article it is contained in, all
document metadata associated with that article could help to locate other
relevant articles or elements. In this chapter, we analyze the contribution of
one type of document metadata: the journal where the article is published.
The tag name path is used to locate the XML element within the article.
It provides information about the element (element metadata): e.g., the
level where the XML element is located in the document hierarchy or the
context where this element appears.
Figure 5.1: XML element extracted from the INEX collection.
The returned XML element provides other types of (derived) element
metadata, either implicitly derived from the text of the element (such as
the size) or explicitly written in the document (such as the element type).
The tag name (p) does not provide much information in itself. However,
with some knowledge of the collection, the tag name can be associated to
aggregate information such as the average size of this type of elements, the
kind of content they contain, their role in the hierarchy or their location
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within the structure of the document (e.g., leaf nodes). Apart from all this
implicit information, sometimes the markup explicitly gives information
about the content of the element (descriptive markup) or about its layout
(procedural markup). This would be the case of tags such as author or
italics respectively. This type of information can be used by the retrieval
system, for instance, to re-weight terms appearing in specific element types
(e.g., in titles). All these types of element metadata could help to refine a
search and find structurally similar elements. In this chapter, we analyze
the effect of using two types of element metadata: the element type and its
size.
5.4 Element and Document Metadata as
Discriminative Features
To study the potential of element and document metadata for content-
oriented XML retrieval, we analyze different aspects of the relevance judg-
ments for INEX 2004. We focus on three different types of metadata in-
formation: the containing journal of an element (document metadata), the
element type (element metadata) and the element size (element derived
metadata).
5.4.1 Containing Journal
The content of the INEX 2004 collection is organized among eighteen differ-
ent journals. Each of these journals contains articles discussing a different
computer science related field. The journals included in the INEX collec-
tion and their abbreviations are listed in Figure 5.2. Our hypothesis for
this type of document metadata information is that when a component is
assessed relevant for a given topic, the journal where it belongs to will con-
tain more elements with a similar content information. Thus, this metadata
information can be used to increase the a priori belief in relevance of the
elements that are contained in that journal.
This subsection analyzes if, according to the relevance assessments, the
use of this clustering information could improve a content-oriented search.
In other words, the question is if this type of information can help the
retrieval system to discriminate between relevant and non relevant elements.
Table 5.1 displays general statistics related to journal information. The
first row lists statistics regarding the highly relevant elements1, the second
1Note that the relevance assessments methodology was different at INEX
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an IEEE Annals of the History of Computing
cg IEEE Computer Graphics and Applications
co Computer
cs Computing in Science & Engineering
dt IEEE Design & Test of Computers
ex IEEE Intelligent Systems
ic IEEE Internet Computing
it IT Professional
mi IEEE Micro
mu IEEE Multimedia
pd IEEE Parallel & Distributed Technology
so IEEE Software
tc IEEE Transactions on Computers
td IEEE Transactions on Parallel & Distributed Systems
tg IEEE Transactions on Visualization and Computer Graphics
tk IEEE Transactions on Knowledge and Data Engineering
tp IEEE Transactions on Pattern Analysis and Machine Intelligence
ts IEEE Transactions of Software Engineering
Figure 5.2: List of journals included in the INEX 2004 collection.
Table 5.1: Number of distinct journals per topic in the relevant set and in
the result set (INEX 2004).
Source Avg Median Max Min
Relevant (E = 3 and S = 3) 3.6 2 9 0
Relevant (E > 0 and S > 0) 7.15 7 16 2
Results (1500 elements) 16.65 17 18 12
the statistics for all the elements assessed with any degree of relevance
(specificity and exhaustivity values higher than zero). On average, the
number of journals that contain elements that are relevant to a topic is
seven in the most general case. If we compare this information to the
2004 [KLP04] than at INEX 2005. In this case, highly relevant elements are those
that have been assessed highly exhaustive (E = 3) and highly specific (S = 3).
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statistics obtained from the results of our retrieval system2 (third row), we
can see that the average number of journals returned per topic is more
than twice as high. Even in the minimal case, the results returned by our
system originate from 12 different journals. Very similar results are found
when analyzing the INEX 2005 data. Thus, the first observation we can
obtain from this statistics is that the knowledge of the relevant journals
given a topic should improve our results considerably. Figure 5.3 presents
this information per topic. Note that even when the number of relevant
journals for a topic is very low (e.g. topics 162 or 168), the number of
different journals returned by our system is very high.
Figure 5.3: Number of distinct journals per topic; relevant set vs. result
set.
To make sure that the behavior of our own retrieval system is not ex-
ceptionally bad in this respect, we also have a look at the other information
retrieval systems participating at INEX. We want to see if these systems
return elements from a comparable number of different journals. Figure 5.4,
shows the distribution of the average number of journals retrieved per run.
We can see that our system’s pattern is followed by most of the runs; indi-
cating that the use of this type of document metadata would also benefit
other participants.
2In this case, our baseline uses a lambda value of 0.5 and a linear function of the
element length as prior.
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Figure 5.4: Distribution of the average number of distinct journals retrieved
per run in all INEX runs.
If we look at the distribution of topic terms among the journals (Fig-
ure 5.5) we see that the journal frequency, the number of different journals
in which a term occurs, is high for most of the topic terms. The topic term
occurrences are spread over all the journals, and, as Figure 5.6 shows, most
journals contain more than just a few occurrences of the terms. The article
frequency, the number of articles containing a term, for these terms in each
of the journals is also high. Analyzing the terms for a specific topic shows
the same behavior. Figure 5.7 shows the article frequencies of the topic
terms in topic number 173 (content based music retrieval) in the different
journals.
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Figure 5.5: Journal frequency of the topic terms.
The distribution of term counts shows that a typical retrieval system
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Figure 5.6: Article frequency of topic terms per journal. General.
(based on term frequencies in one way or another) will retrieve elements
from many different journals even though the relevant elements often ap-
pear in only a few journals. This means that the knowledge of the relevant
journals per topic could in principle help the information retrieval systems
to increase its performance. We test this hypothesis experimentally in Sec-
tion 5.5.
5.4.2 Element Type
As an example of element metadata, we look into the use of element type
information, encoded as the tag name. The INEX 2004 collection contains
more than 150 different element types. We have already seen in Chap-
ter 4 that many of these element types are not appropriate retrieval units
(e.g., procedural markup) and that most of them are never found relevant.
This subsection analyzes if knowledge of the relevancy of different types of
elements can help to improve a content-oriented search.
Table 5.2 presents general statistics related to element type information.
The first row shows statistics regarding the highly relevant elements, the
second the statistics for all elements assessed with some degree of relevance.
The number of different element types relevant per topic is relatively small
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Figure 5.7: Article frequency of terms per journal for topic 173.
Table 5.2: Number of element types per topic in relevant set and result set
(INEX 2004).
Source Avg Median Max Min
Relevant (E = 3 and S = 3) 8.6 4 31 0
Relevant (E > 0 and S > 0) 22.32 19 60 6
Results (1500 elements) 35.03 35 51 12
Results (run without length prior) 43.03 43.5 54 30
when compared to the number of different element types in the collection
(150). On average, twenty-two different element types are relevant per
topic and eight when considering only highly relevant types. Note that the
median is much lower. This is because some topics (especially topic number
187) have an exceptional high number of element types assessed relevant.
Comparing this information to the statistics obtained from the results of
our baseline (third row in Table 5.2), we see that, although the difference
is not as large as in the journal case, the average number of element types
we return per topic is too high as well. This difference is bigger if we
use a baseline without length prior (see fourth row). This is explained
because small elements are pushed down when applying a length prior to
our baseline run and, as we have seen in Section 4.4.1 for the INEX 2005
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collection, this can be a large number of element types. Still, looking at
the statistics, we predict that knowledge of relevant element types given a
topic could improve results even in the length prior run. Figure 5.8 presents
this information per topic. Note that, once more, even when the number of
relevant elements for a topic is low (e.g., topics 165 or 190), the number of
different elements returned by our system is very high.
Figure 5.8: Number of distinct element types per topic; relevant set vs.
result set.
Like we did in the journals case, we analyzed the behavior of all INEX
runs. Figure 5.9 shows the distribution of the average number of element
types returned. We can see that our run is not representative, as more than
a third of the runs returned a smaller number of distinct element types.
This is because, as explained in Chapter 2 (page 17), some information re-
trieval systems use a pre-defined subset of element types as unique retrieval
units and these subsets are normally small. That a large number of runs
were restricted to a single element type is due to the experimentation some
participants did to study the performance of different element types on its
own, for example, when retrieving only articles or paragraphs.
Although the differences are not as clear as in the journal case, it seems
that the knowledge of the type of elements that are relevant or preferred
by a user could help to improve system performance both for runs that
return many different element types and for those that restrict their results
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Figure 5.9: Distribution of the average number of distinct element types
retrieved per run in all INEX runs.
to a subset of types. We study this hypothesis in the experiments section
(Section 5.5).
5.4.3 Size
As an example of implicit element metadata (metadata that can be derived)
we now take a look at the distribution of element size. Note that we use
the term size to denote the number of words appearing in the element.
Size is known to be an important factor to estimate the prior probability
of relevance of an element. Larger elements are more likely to be relevant.
This is the case in traditional document retrieval, but also in XML retrieval
[KdRS04]. So far, the statistics of element size have only been used across
topics; the individual differences between topics have been mostly ignored.
Analyzing the element sizes in the set of relevant elements (for all topics)
and in the collection, we find the well-known distributions: the collection
contains many small elements, but the relevant elements tend to be larger
(see Figure 5.10). Looking at the size distributions of relevant elements
for individual topics, we find that most topics follow the general trend.
However, topics with a different behavior exist. Some topics tend to have
smaller elements in their relevant set, others prefer very large elements.
Figure 5.11 shows an example of each case.
Distinction between topics may lead to a greater improvement in re-
trieval effectiveness than treating all topics equally. We study this effect in
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Figure 5.10: Distribution of element sizes in the collection and in relevant
elements.
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Figure 5.11: Distributions of element sizes in relevant elements for individ-
ual topics.
the following section.
5.5 Relevance Feedback
The main idea of a relevance feedback strategy is to use the knowledge of
relevant items to retrieve more relevant items. So far, research has mainly
concentrated on using content-related information from the known relevant
elements. This section investigates if we can improve retrieval results by
using only structural information. To this end, we exploit the differences
in characteristics between relevant elements and non-relevant elements as
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identified in the previous section. Obtaining these characteristics is a hard
problem in itself and is not extensively addressed here. We mainly test
if knowing something about the structural characteristics of the elements
wanted by the user could improve retrieval effectiveness. We first do a
retrospective analysis in which we take the full relevance judgments and
incorporate the derived statistics in our retrieval model. Of course, using
the knowledge obtained from the full relevance judgments is not realistic.
To test whether the use of structural information has potential in a realistic
setting, we also experiment with obtaining this information from relevant
elements that are retrieved in the top 20 of our baseline run. This setting
mimics the situation of a user providing feedback on the top 20 documents.
The first part of this section (Subsection 5.5.1) discusses the use of
this type of information in the retrieval framework presented in Chapter 3.
Subsection 5.5.2 presents results of the retrospective study and of few ex-
periments performed on the INEX 2004 collection. Finally, Subsection 5.5.3
presents results of experiments simulating a more realistic setting, where
information about the relevant structural features is obtained from the top
20 results of our baseline runs.
5.5.1 Updating Priors
As explained in Chapter 3 (page 51), we use the SRA prior operator (∇(R))
to express the ranking of this type of metadata representations:
(Rdm :=)(∇(R
n
∗
)) (Rem :=)(∇(R
n
∗
))
This operator returns the elements of region set Rn
∗
with their scores modi-
fied according to the function fprior(r). Thus, to rank the different document
and element metadata representations described in previous section (Sec-
tion 5.4) we define a prior function for each of them: f journalprior (r), f
type
prior(r),
and f sizeprior(r).
Typically, little prior knowledge about the probability of an element
is available and either uniform priors are used, or the prior is taken to
be related to the element’s length (i.e., long elements are assumed to be
more likely to contain relevant information) (e.g., [KdRS04]). However,
once we have more information about the properties of relevant elements
(e.g., from the user’s relevance judgments) we can use this information to
update the priors. From the judgments, we can discover the characteristics
of relevant elements and update the priors in such a way that elements with
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similar characteristics are favored.3 There are different possibilities on how
to update priors.
Updating Priors in a Language Modeling Framework
As explained in Chapter 2 (Section 2.5), our retrieval model is based on
statistical language models. The language modeling framework already
provides a principled way to incorporate this type of priors.
Using Bayes’ rule and assuming independence between query terms, the
probability of relevancy of an element E given a query Q can be estimated
as the product of the probability of generating the query terms qi from the
element’s language model and the prior probability of relevance given the
element:
P (E|Q) ∝
∏
qi∈Q
P (qi|E)P (E) (5.1)
Thus, once we have a relevant set of XML elements given a topic, priors
P (E) can be updated and elements that are likely to be relevant will be
pushed up in the ranking. In our case, we compute metadata-priors:
Pmetadata(E) = P (rel|metadata(E)) ∝
P (metadata(E)|rel)
P (metadata(E))
(5.2)
where metadata(E) identifies the specific metadata information for the
element E (the name of its containing journal, its element type, or its size).
P (metadata(E)|rel) is the fraction of relevant items having that specific
metadata information and P (metadata(E)) is the fraction of elements in
the collection that have that specific metadata information. Note that this
means that elements that have metadata that does not appear in the rel-
evant set will be assigned Pmetadata = 0 and thus effectively be removed
from the result set. This is not always a desired effect because, when per-
forming relevance feedback in a real setting, it might be the case that the
top elements do not have all the metadata information that belongs to the
relevant set. To avoid this effect of relying too much on what is seen in the
top elements, a common technique is to interpolate P (metadata(E)|rel)
with the general probability of seeing elements from metadata(E). Thus
the prior becomes:
Pmetadata(E) =
αP (metadata(E)|rel) + (1− α)P (metadata(E))
P (metadata(E))
(5.3)
3Strictly speaking this can no longer be called a prior, since it depends on the topic
at hand.
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This way of using priors in the language modeling framework can be
easily mapped into our retrieval framework. We experiment with estimating
element scores in the document and element metadata representations as
Pmetadata(E) in the two different ways describe above. Thus, f
metadata
prior (r) =
Pmetadata(r).
Strict prior
In addition to this principled way of incorporating priors in the language
modeling framework, we experiment with the effect of filtering out all ele-
ments with characteristics that do not occur in the relevant set for a given
topic. This is equivalent to use a strict prior function which returns either
a relevance score of one when the specific metadata information of the ele-
ment being ranked belongs to the relevant set, or a relevance score of zero
when it does not. More formally:
fmetadataprior (r) =
{
1 if metadata(r) ∈ Rmetadata
0 otherwise
(5.4)
Where metadata(r) identifies the specific metadata information for the
region r (i.e., XML element) andRmetadata is the set of metadata information
of that type that is found in the relevant set for a given topic.
To summarize, we experiment with three different prior functions to
estimate the relevance score of the XML elements in the document and
element metadata representations:
Strict. Where effectively only elements having the same characteristics as
the relevant ones are considered. They are all given the same relevance
score (equation 5.4).
Standard. Where effectively only elements having the same characteris-
tics as the relevant ones are considered. Their score is given by their
metadata prior (equation 5.2).
Standard interpolated. Where all elements are considered. Their score
is given by their metadata prior (equation 5.3).
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Table 5.3: Mean average precision for different ways of using structural
information (containing journal, element type and element size). The labels
complete and top 20 indicate the sets where the relevance information is
taken from: the complete relevance assessment set and the top 20 elements
of our baseline run, respectively.
journal e.type e.size
baseline 0.0865 0.0865 0.0865
Strict(complete) 0.1031 (++) 0.0960 (++) -
Standard (complete) 0.0927 (++) 0.0943 0.0892
Standard (top 20) 0.0904 0.0791 -
Interpolated (top 20) 0.0918 (+) 0.0820 -
5.5.2 Retrospective Study
In the previous section we have argued that the knowledge of three differ-
ent types of structural information from the relevant elements (containing
journal, element type, and element size) could potentially help information
retrieval systems to increase performance by finding structurally similar
elements. In this section we test this hypothesis experimentally.
We first discuss retrospective experiments run on the INEX 2004 col-
lection. Therefore, we evaluate using the mean average precision measure
(MAP) that was used for the official ranking at INEX 2004. This is a
measure based on the average measures over all quantizations. Results are
compared to a baseline run that uses the basic language model with a linear
function of the element length as prior. The MAP for this baseline run is
0.0865. The following subsections discuss the use of the different priors. All
results are summarized in Table 5.3.
Containing Journal
To investigate the importance of the use of journal information for a re-
trieval system, we first study the occurrences of journals in the relevance
assessments set. For each topic, we order the journals by decreasing number
of relevant elements they contain. We then look at the effect of filtering
out all elements from the result list for each topic except those belonging to
the top N journals for that topic. N is varied from 1 to the total number
of relevant journals for the topic. Figure 5.12 shows the increase in MAP
when adding more journals. When only the best two journals per topic are
used, the MAP is already higher than the baseline. The optimal number
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of journals varies from topic to topic. Using for each topic the optimal
number of journals gives an indication of the potential gain from using the
journal information. This optimized run has a MAP of 0.1031 (a significant
improvement over the baseline). Figure 5.13 shows the average precision
per topic for the baseline run (results) and this optimized run.
Figure 5.12: MAP for using increasing number of journals.
Figure 5.13: Average precision per topic; baseline vs. optimal journal fil-
tering.
Using the standard prior for journals, we obtain a MAP of 0.0927, when
we take relevance information from the full assessments, and a MAP of
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0.0904, when we take it from the top 20 elements of the baseline run. When
using the standard interpolated prior with information from the top 20
a small, but significant, improvement over the baseline is obtained, see
Table 5.3. That means that the top 20 elements of our baseline run do not
represent all relevant information (in this case, all relevant journals). Thus,
when using the standard prior we assign Pjournal(E) = 0 to elements from
journals that do actually contain relevant information.
A way to obtain more information from the top 20 elements regarding
relevant journals would be to show to the user just a small subset of elements
from each journal, optimizing the initial result set for diversity (this is
known as active learning in the machine learning community, e.g., [ZCJ]).
Thus, instead of showing the top 20 elements of our result list (maybe
all of them belonging to the same journal), the top 20 elements should
represent as many different journals as possible (e.g., the top 3 elements of
each journal). This way, we could possibly establish the relevancy of more
journals. The investigation of this hypothesis is left for future work.
Element type
For element type, we performed a similar retrospective analysis of filtering
element types that did not occur in the relevant set and of updating priors
based on relevance information. Also, the interpolated prior is tested to
cater for element types that are not observed in the top 20. We find some
improvements over the baseline, but in this case only the filtering run shows
a significant improvement. Figure 5.14 shows the change in MAP as more
and more elements types are allowed in the result set; Figure 5.15 shows
the results at the individual topic level for the filtering run in which we
took the optimal number of element types for each topic. The optimal
number of element types varies from 2 to 60; for some topics the best score
is obtained when using all element types, i.e., without any filtering. This
contrasts to the common approaches at INEX of retrieving only a pre-
defined set of element types. The types typically used in those approaches
(e.g., paragraph and section) are found to be important in our optimal runs,
but removing other types would harm results.
Element size
For element size there is not enough information in the top 20 retrieved ele-
ments to get accurate estimates. Therefore, for this type of information, we
only experiment with taking information from the full set of relevance judg-
ments. Besides that, since most topics have relevant elements of all different
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Figure 5.14: MAP for using increasing number of element types.
Figure 5.15: Average precision per topic; baseline vs. optimal element
filtering.
sizes (see for instance topics in Figure 5.11), using the strict prior with the
complete set of relevance assessments would have no effect. Therefore, we
only look at the effects of using topic specific element size priors.
Psize(E) = P (rel|size(E)) ∝
P (size(E)|rel)
P (size(E))
. (5.5)
5.5 Relevance Feedback 109
P (size(E)|rel) and P (size(E)) are estimates on the frequencies of elements
of a given size in the set of relevant elements and in the collection. Element
sizes are grouped into 11 bins on a log scale, ranging from elements with a
single term to elements with over 50,000 terms (e.g., Figure 5.11). Based
on the element frequencies in each bin, we obtain a size prior for each
bin. Using this prior, the resulting MAP is 0.0892, effectively the same as
the baseline score. A possible explanation for this lack of improvement is
the fact that the baseline already contains a prior that is based on size.
Apparently, a combination of topic specific prior and basic prior does not
give an improvement. When the topic specific prior is used on a content only
run (i.e., a run without length prior), we reach a MAP of 0.0675, a significant
improvement over the content only baseline (0.0492), but significantly worse
than the generic size prior. An explanation for the superiority of the generic
prior could be the fact that the generic prior is a function of the length,
and thus has a finer granularity than the broad bins used for the topic
specific ones. However, using smaller bins would increase the likelihood of
inaccurate estimates. An alternative would be to fit a functional form to
the empirical priors obtained from the relevance judgments, but there is a
risk of annulling the (small) differences between topics. The study of these
alternatives is left for future work.
5.5.3 Real Setting Experiments
In this section we perform several experiments on the INEX 2005 collection
and the baseline runs introduced in Chapter 2 (Section 2.6, thorough task).
We simulate a real setting and investigate the performance effects produced
by two of the structural features studied in previous section on the re-
ranking of the unseen elements by the user.
Like in previous section, to simulate a real relevance feedback process,
we experiment only with relevance information obtained from the top 20 el-
ements of the baseline runs. Besides that, to be able to get a better estimate
of the effects on the re-ranking of unseen elements, the top 20 elements of a
baseline run are frozen with their original rank and the rest of the elements
(the unseen elements) are re-ranked based on the relevance assessments of
the top 20. In consequence, since the top 20 elements of the baseline and
the relevance feedback run are always identical, the performance changes
observed are uniquely due to the re-ranking of the unseen elements. For
this experiments, we evaluate our runs using nxCG[25] (effectively evaluat-
ing the top 5 elements of the new run), nxCG[50] (effectively evaluating the
top 30 elements of the new run), and MAep (evaluating the total effect on
the re-ranking of the unseen elements). We experiment with the strict and
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the interpolated priors and the weighting of the different representations
(wct, wdm, wem):
(RE :=)(R
wct
ct ·R
wdm
dm ) (RE :=)(R
wct
ct ·R
wem
em )
As explained in previous section, since it is infeasible to get accurate
size estimates from the top 20 retrieved elements, we only experiment with
the containing journal and the element type information. Table 5.4 and
Table 5.5 show the results of applying the mentioned priors on the three
baselines presented in Chapter 2 (Section 2.6, thorough task).
Table 5.4: Using journal information in a relevance feedback process. Gen-
eralized quantization.
run nxCG[25] nxCG[50] MAep
baseLM 0.1921 0.1919 0.0628
Strict 0.1983 0.1970 0.0578
Interpolated 0.2015 0.1986 0.0679(+)
baseRM 0.2538 0.2227 0.0721
Strict 0.2590 0.2297 0.0715
Interpolated 0.2531 0.2331 0.0764(+)
baseLP 0.2199 0.2085 0.0659
Strict 0.2242 (+) 0.2132 0.0666
Interpolated 0.2301 0.2179 0.0716
Table 5.5: Using element type information in a relevance feedback process.
Generalized quantization.
run nxCG[25] nxCG[50] MAep
baseLM 0.1921 0.1919 0.0628
Strict 0.1895 0.1647(-) 0.0366(–)
Interpolated 0.1842 0.1785 0.0618
baseRM 0.2538 0.2227 0.0721
Strict 0.2539 0.2180 0.0455(–)
Interpolated 0.2503 0.2256 0.0696
baseLP 0.2199 0.2085 0.0659
Strict 0.2305 0.2131 0.0529(–)
Interpolated 0.2106 0.1883 0.0567(–)
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Regarding the use of containing journal information, we observe similar
behavior when performing relevance feedback on the three baseline runs.
The interpolated prior tends to produce the most positive effect on the re-
ranking of unseen elements. This gain is small but significant for the MAep
measure in two of the runs, indicating that when giving prior to relevant
journals more relevant elements are found. For the baseline with already
a length prior, a significant increase is obtained for the nxCG[25] measure
(effectively estimating precision at 5) when a strict prior is used.
A different behavior is observed when using element type information
(Table 5.5). The use of this type of information tends to be harmful for re-
trieval performance. Especially for the MAep measure when using a strict
prior, where the decrease in performance is statistically significant. The
almost unique increases in performance are obtained for the precision mea-
sure when applying a strict prior on the baseline run that has already a
length prior. This could indicate that the top 20 elements of this run are a
better representation of the relevant element types. This is not surprising
because the information of element type is related to size (e.g., paragraphs
are typically larger than titles). Therefore, this baseline run contains larger
element types and, in general, these longer elements tend to be relevant.
When increasing the weight of the content representation no significant
improvements are obtained. Most of the time the un-weighted combination
is the one that performs best.
Note that since some of the topics do not contain any relevant infor-
mation in the top 20, the number of topics in which some gain could be
obtained gets reduced and the possibilities to obtain statistically significant
results diminish.
5.6 Discussion
In this chapter, we have showed that the distributions of a number of struc-
tural characteristics differ for relevant elements and other elements. This
means that this information can be useful if we learn how to use it. Exper-
iments have showed that indeed using some of these features can improve
retrieval effectiveness.
Especially the information of journals that are likely to contain rele-
vant information is an important clue. While query terms typically are
distributed across many elements in all journals, relevant elements tend to
cluster in a few journals. We showed this information is useful in a retrieval
setting and leads to significant performance improvements.
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The information obtained from relevant element types has not led to a
significant gain in retrieval effectiveness. A possible explanation for the lack
of success of the element type prior is the large number of different elements
existing in the collection. Future research has to show whether grouping
element types into clusters of similar types (e.g., paragraph, section) would
yield more reliable estimates and improved results.
Apparently the sizes of relevant elements do not differ much from one
topic to the next, and the use of a generic size prior for all topics performs
at least as good as a topic specific size prior.
Note that even though the experiments described in this chapter do
not modify the modeling of content information in any sense, some sig-
nificant improvements over the baseline are observed. We believe there
is great potential for using the information gathered from the structure
to improve the modeling of content. For example the knowledge about
journals that are likely to contain relevant information could be used to
update the background estimates, or recompute IDF values. This way,
the system will focus on terms that are distinguishing within the relevant
journals rather than in the whole collection. Also, the journal information
allows a system to do a journal specific query expansion and run separate
expanded queries against promising journals. Recent work towards this
direction [ST06, HSB06, SHB06] has showed that when the structural in-
formation is used in combination with the content one, larger improvements
can be achieved.
5.7 Conclusions
In this chapter we have studied the use of element and document metadata
information for relevance feedback. By looking an example of returned
XML element, we have identified a set of element and document metadata
that could be used in a relevance feedback process.
We have analyzed the potentials of three of them and have showed that
the distributions of a number of structural characteristics differ for relevant
elements and other elements. We have also performed several experiments
simulating its use in a real setting and have showed that indeed using some
of these features can improve retrieval effectiveness.
We conclude that the information based on structural characteristics of
relevant elements should be exploited for relevance feedback. We believe
that it is a valuable source of information that can enhance the modeling
of both content and structure and thus improve retrieval effectiveness.
Chapter 6
Search Tasks and Context
This chapter discusses the use of contextual information in XML element
retrieval. We present results of a collaborative user study carried out by
the Interactive Track at INEX 2005 [FLMK06] and investigate dependencies
between several contextual features and the structural characteristics of the
relevant elements. Part of the analysis of the user study presented in this
chapter has been previously published in [RdV06].
We start this chapter with a brief introduction on the use of contextual
information in IR (Section 6.1) and in XML element retrieval (Section 6.2).
The main research goal for this chapter is presented in Section 6.3 and the
user study from the Interactive Track at INEX is described in Section 6.4.
Section 6.5 introduces the different contextual and structural features an-
alyzed in the study and Section 6.6 presents our main findings. We finish
the chapter by discussing several aspects of the study in Section 6.7 and
presenting our conclusions in Section 6.8.
6.1 Introduction
Although many studies into understanding and modeling user needs and
information seeking behavior have been carried out within the information
science community, traditional information retrieval systems, with few ex-
ceptions (e.g., [Ing92], [BOB82]), pretty much ignored the user. However,
triggered by the popularization of the World Wide Web and the digitiza-
tion of information, there is a growing interest within the IR community
to incorporate user and contextual information to improve retrieval effec-
tiveness. Understanding and modeling contextual information becomes an
important issue (see, for instance, [IvRBL04, IJBL05]). A contribution to-
wards bridging the gap between these two communities has been made by
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Ingwersen and Ja¨rvelin in [IJ05]. They analyze work done in these areas
and propose new directions towards the integration of information seeking
and retrieval in context research.
In the information retrieval community several efforts have also been
made towards this direction. Studies have categorized user needs and in-
tentions (e.g., [BDR01, Bro02, RL04]) and investigated specific retrieval
techniques for each of these categorizations (e.g., [KK03]). Other contex-
tual features such as the user’s knowledge of the topic being searched have
also been studied (e.g. [KJM05, KC02] and an evaluation benchmark, the
HARD track at TREC1 provided for few years the setup to study different
contextual features.
We look at these aspects in the domain of structured documents. We
present a categorization of search tasks types and intentions for the INEX
collection (IEEE scientific articles) and analyze differences in the structural
features of the relevant elements for each of these categories as well as for
the familiarity the user has on the topic being searched.
6.2 Users and XML Element Retrieval
Many user studies have been performed to investigate user seeking be-
havior in different domains (e.g., [KC02],[Bro02],[HS00]). However, before
the appearance of the the Interactive Track at INEX [LMT06b], very few
studies existed that analyzed user behavior when searching in XML docu-
ments [FR03]. The Interactive Track at INEX [LMT06b] emerged in 2004
to fulfill the need of understanding user behavior in this setting. Since
then, most of the efforts have concentrated on collecting evidence, but a
few analyzes of this data have been made available (e.g., [KS05], [LTM06],
[HACLL06]). These studies have mainly concentrated on user behavior
and addressed issues such as whether the task of XML element retrieval
is a useful one or whether users prefer to see the relevant elements in the
context of its containing article. Our focus is rather different. More than
user behavior and presentation issues, we are interested in the potential
of contextual information to improve retrieval effectiveness. In particular,
we aim to investigate whether differences in the structural characteristics of
relevant elements between different context situations can explain relevancy
and can be exploited for retrieval.
So far, it has been very difficult to study the use of contextual infor-
mation using the setup provided by INEX. At INEX 2006 however, several
1http://ciir.cs.umass.edu/research/hard/
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efforts started towards collecting and providing contextual information to
participants to be able to investigate these issues.
In the ad-hoc track at INEX 2006, information about the searcher and
the search task was collected during the topic creation phase. In [KL06a],
Kamps and Larsen analyze the questionnaires topic authors (in this case
participants) filled out after creating their topics, and try to explain differ-
ences between search requests. Section 6.7.2 compares some of our findings
to the ones they report, in order to find similarities between end users and
INEX participants requests.
Also in the Interactive Track at INEX 2006 [LMT06a] some more empha-
sis was put into investigating the effect of different search task types. Tasks
were classified as decision making, fact finding, and information gathering.
Another dimension was used to further split these tasks into two struc-
tural kinds: hierarchical (defined as the search that uses a single concept
for which multiple attributes or characteristics are sought; depth search)
and parallel (defined as the search that uses multiple concepts that exist
on the same level in a conceptual hierarchy; breadth search). Some paral-
lels exist between this classification and the one presented in this chapter.
However, due to the different nature of the collections used at INEX 2005
(IEEE scientific articles) and INEX 2006 (a subset of Wikipedia), the dis-
tribution of search task types that users perform is different. While the
search tasks performed in the IEEE collection are mostly related to infor-
mation gathering and very few of them to fact finding or decision making,
in the Wikipedia collection more of the latter search task types might be
performed. Since our classification is based on search tasks performed in
the IEEE collection, we make use of a finer granularity of information gath-
ering tasks. We classify these tasks according to the intended use of the
information gathered.
6.3 Research Questions
We present and analyze results of a collaborative user study carried out
by the Interactive Track at INEX 2005 [FLMK06]. The overall goal of the
Interactive Track is to investigate the behavior of users when interacting
with components of XML documents. This chapter uses the data collected
from this user study to investigate dependencies between several contex-
tual features and the structural characteristics of the relevant components
(e.g. type and number of relevant elements). The three contextual features
analyzed are (1) the user’s familiarity with the topic, (2) the complexity
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and specificity of the request, and (3) the user’s motivation (intention) to
perform the search task.
In particular, we investigate if these contextual features correlate with
the structural characteristics of the relevant XML components (e.g., type
and number of relevant elements). As introduced in Chapter 1, our main
research question is:
Can we identify a measurable dependency between a topic’s con-
textual factors and the structural aspects of the topic’s relevant
components?
A dependency would indicate that XML retrieval systems can use con-
textual information to restrict their search space or adapt their search re-
sults to the specific user by exploiting the structural nature of the XML
documents.
6.4 The Interactive User Study at INEX
Eleven participant institutions carried out the collaborative effort in the
Interactive Track at INEX 2005 [FLMK06]. Each participant performed a
minimum of six user experiments, following a common methodology. The
overall goal of these experiments has been to investigate the behavior of
users when interacting with components of XML documents. We describe
below the general aspects of the methodology used (designed by the or-
ganizers of the track) and refer the reader to [LMT06b] for more detailed
information on the specific setup of the experiments or the track.
6.4.1 Participants
A total of 73 test persons from 20 different nationalities performed the
experiment. Their ages ranged from 19 to 52 and the average age was 28.
29% of the participants were female. 60% of the participants were students,
12% were Ph.D. students, 18% had another academia related profession (e.g.
researcher, post-doc, assistant professor), and 10% had other occupations
(e.g. designer, librarian, system administrator).
6.4.2 Tasks
Each of the test persons performed three search tasks in the INEX 2005
collection; two simulated search tasks and one search task from an informa-
tion need of their own. For each of the simulated tasks, the searcher could
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choose one out of three possibilities. An example of a simulated search task
is given in Table 6.1. To create their own search task, the searchers were
given a description of the collection’s content and an example of a search
task. By filling out a questionnaire, searchers specified (1) what they are
looking for, (2) what is the motivation of the topic (i.e. why are they search-
ing the information, what problem can be solved with the information and
in what context did the problem arise), and (3) what would an ideal answer
look like. In order to guarantee that topics were covered by the collection,
the test persons were asked to present two different information needs be-
fore the experiment. The experimenter could then perform a preliminary
search and get an idea of the collection’s coverage on the topics. If both
topics had good or little coverage, the searcher could choose the preferred
one. In case one of them was covered and the other not, the experimenter
would advise the searcher to use the best covered one.
Table 6.1: Example of simulated search task.
Your department has produced a Linux-program and it is being discussed
whether to release it under a public license such as GNU or GPL (General
Public License). Therefore, you have been asked to find information about
the implications of releasing the code under a public license as an open
source program. Find, for instance, information that discusses different
licensing schemes or articles about the impact of open source programs.
6.4.3 Procedure
The experiments started with an explanation of the procedure, a descrip-
tion of the system and a training session with an example topic. After
that, searchers filled out a general entry questionnaire and performed the
three tasks. For each task they filled out a pre-task and a post-task ques-
tionnaires. Searchers had a maximum of 20 minutes to perform each task.
After all tasks were performed, the searches filled in a final questionnaire
and had a short interview with the experimenter. To neutralize learning
effects, the order in which task categories were performed was permuted.
Thus, for each 6 searchers, no order for performing the tasks was repeated.
Participants were also asked to assess the relevance, while performing the
task, of the components and documents they were seeing. However, this was
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not enforced by the system. Users could judge the documents/components
seen as Relevant, Partially Relevant or Not Relevant.
6.4.4 System, Interface and Logs
The organizers of the track provided a common system that all participant
sites used to perform their experiments. The XML elements (components)
considered by the system were limited to: articles, article metadata (fm),
sections (sec), subsections (ss1) and sub-subsections (ss2). The metadata
component contained the title, author, journal, year, and abstract of the
article.
In response to a searcher’s query, the system presented a result list
with the title of the highest scored elements in the collection grouped by
their containing articles (represented by the title, author, journal and year).
When the user clicked on any of these elements, the system presented the
table of contents of that article and the text of the clicked component.
Users could then move within the article by clicking at the components in
the table of contents. Note that to access the full text of an article, users
had to first click on any of the elements of the result list and then click on
the title of the article in the table of contents. In this second view, searchers
could assess the relevance of the component shown. The system recorded
the click data as well as the relevance judgments done by the searchers.
6.5 Data Preparation
The main goal of our analysis is to investigate which contextual features
are relevant in an XML retrieval setting. In particular, we want to find
out if the structural characteristics of relevant components differ when the
search is influenced by different contextual factors. This section describes
the different contextual and structural features used in the analysis and ex-
plains how the data was classified into different categories. Note that, since
the experiment was mainly designed to investigate the behavior of users
when interacting with XML documents, not many aspects of the context
of the search were recorded. However, when creating their own informa-
tion needs users were asked about several issues regarding the context of
the search. We used the descriptions given by the test persons to extract
different contextual information.
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6.5.1 Contextual Features
For our analysis, we chose the following three contextual features that we
considered to be possibly relevant in an XML retrieval setting:
Searcher Familiarity with the Topic
It has already been shown that the behavior of searchers differs between
those that have different degrees of familiarity with the searched topic
(e.g., [KC02]). We investigate if, in a similar manner, search task types
and structural characteristics of relevant elements also differ between users
that have different degrees of familiarity with the topic. The pre-task ques-
tionnaire recorded the information about the familiarity of the searcher on
a 1-5 scale. From this information, we classified the users into three cate-
gories: the users that are Not familiar with the topic (1-2), the users that
are Somewhat familiar with the topic (3), and the users that are (Yes)
familiar with the topic (4-5).
Complexity and Specificity of the Request
We have seen that one of the characteristics of XML retrieval is that users
can perform very focused searches and ask only for a specific type of infor-
mation (references, experimental results, etc.). This is one of the reasons
why several query languages and interfaces have been designed – to allow
users to explicitly express more complex needs. However, these tools are
not always available and users often specify in their keyword queries not
only what they are looking for but also the type and the specificity of the
information they are searching for. We hypothesize that this type of con-
textual information can help an XML retrieval system to decide which type
of elements the user would like to see and thus return the most appropriate
element types for each of the requests.
Since users were not explicitly asked about this aspect of the information
need, we analyzed the descriptions they wrote about what they are searching
for and manually classified their tasks using two different dimension that
can be used to classify standard IR requests [IJ05]: The specificity and the
complexity of the request.
In the specificity dimension, we classified requests into Narrow (N) and
Broad (B) (also seen in the literature as Specific and Generic, e.g. [IJ05]).
In our case, Narrow topics are those which specify any type of constraint
on the expressed information need, both, topically (i.e. focusing on a spe-
cific aspect of the topic) and structurally (i.e., asking for a specific type
of information such as experiments or references). On the contrary, Broad
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Table 6.2: Number and example of search tasks belonging to each of the
request type categories.
Complex. Specific. Num. Example
Simple
Broad 12 I search information about web services.
Narrow 10 I am looking for introductions to Data Mining.
Compound
Broad 20 Papers about ’named entity recognition’ and ’clause
boundary recognition’.
Narrow 12 Decidability and complexity results of (bounded/live)
Petri Nets.
B+N 14 I want information about web standards and W3Cs role
in implementing these in various web browsers.
topics are those that simply ask for information about a topic, in a general
way, without any type of constraint.
In the complexity dimension, two categories were used: Simple (S) and
Compound (C). Simple requests are those that ask for information about
just one topic or aspect of the topic (i.e., mono-faceted requests). While
Compound requests are those that ask for information about several topics
or several aspects of the same topic (i.e., multifaceted requests) or want
information about the relationship between two topics (e.g. technique A in
the field of B or information about A for B).
Compound topics might be Broad or Narrow or both (B + N). The
latter includes those search tasks where general information about a topic
is requested but the user also mention some specific point of interest.
We classified the information needs given by the users into these five
categories. The number of topics for each class and an example of each of
them is given in Table 6.2.
User Intention
Information about why the searchers want the information and which prob-
lem this information might be able to solve could be an important contex-
tual factor that might help to improve retrieval effectiveness. In web search,
several works have shown that retrieval effectiveness can be improved when
knowing user intentions [KK03, BHvdV05].
We analyzed the descriptions given by the searchers of their information
need and classified their search tasks according to what searchers intend
to do with the information found. The different intentions found can be
classified into 5 general categories:
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Decide The information is searched for making a decision. In most of the
cases, the user wants to compare possibilities and then decide or draw
some conclusions. Work tasks include reviewing a paper or business
decisions.
Apply The information is searched for using it in a practical way. Searchers
have a specific design problem and search for information to solve it.
The underlying work tasks are rather practical: programming, devel-
oping a software, implementing, etc.
Explain The information is searched for knowledge transfer. The moti-
vating work tasks are writing (articles, reports, etc.) and teaching
(preparing lectures).
Study The information is searched for learning, studying. Searchers want
to know and understand more about a topic. Work tasks behind
the search are related to following courses or participating in some
research project, but also for business or job interest.
Personal Interest The information is searched for general and personal
interest or curiosity. No specific work task motivates the search.
Unfortunately, many searchers did not give a proper description of the
purpose of their search. Table 6.3 shows for each category the number of
topics that could be classified and an example topic.
6.5.2 Structural Features
XML retrieval systems try to exploit the structural characteristics of the
documents to effectively retrieve XML components from XML documents.
As we saw in Chapter 2, XML retrieval systems differ from standard doc-
ument retrieval systems in that they face extra job deciding which type
of XML elements are the most appropriate to fulfill each of the informa-
tion needs. However, XML retrieval systems have the benefit of an extra
source of information not available to plain document retrieval systems: the
document structure. Structural information may be useful to identify the
relevant part of the documents and thus, produce a more focused ranking.
In this respect XML retrieval systems could benefit from contextual infor-
mation, by using it as a way to find the structurally relevant information for
a specific context (reducing search space) or by simply tuning the results to
the preferred structural characteristics of that specific user or context. We
want to investigate if structural differences exist between different search
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Table 6.3: Number and example of description belonging to the different
intentions of search.
Class Num. Example
Apply (A) 8
My computer was upgraded by a friend. I have the state
of the art anti virus. Yet the worms keep coming. I
want to know what to do.
Decide (CD) 5
The department is trying to decide whether to release
a produced Linux-program under a public license such
as GNU or GPL.
Explain (E) 10
I am writing an article about the history of information
systems and the projections and expectations made by
experts when they were introduced.
Study (S) 15
I am taking a course in networks, and want to know
more. The literature we used didn’t give the right
information.
Personal Interest (PI) 6
Just out of general interest. I would like to know,
for instance, when spamming was first acknowledged
as a problem.
contexts; with that purpose in mind, we analyze the following types of
structural information:
Number and Type of Relevant Elements
Since XML retrieval systems can decide which components to retrieve for
a specific request, to know how many and which types are desirable for
each of the contextual factors can significantly improve effectiveness. In
the experiment, only 5 types of elements were shown to the users: articles,
metadata (fm), sections (sec), subsections (ss1) and sub-subsections(ss2).
We analyzed which of these elements were classified as Relevant for each of
the contexts defined above.
Number of Different Articles/Journals
The INEX collection groups articles by journals. As we have seen in Chap-
ter 5, to know how many different journals or articles could contain the
information desired for each task is an important clue for the information
systems. If systems can find which are the important articles and journals
for a task (e.g., during an interactive session), the search space can be re-
duced and a more specific search can be performed. We analyzed also this
type of information. Note that articles that contain relevant information
(i.e., in which some element has been assessed relevant) might not have
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been assessed at an article level. Thus, the number of articles containing
relevant information might differ from the number of articles (as element
type) assessed relevant.
6.6 Results and Findings
The interactive user study provided 219 search tasks. Of these, we excluded
11 because of logging problems or lack of relevance judgments. The remain-
ing 208 search tasks consist of 68 user formulated tasks and 140 simulated
tasks. We present only the analysis from the user formulated search tasks
because, for the type of information we analyze, the fact that many users
performed the same simulated search task would create a bias in our results.
The user formulated search tasks are all unique and independent from each
other.
We focus our analysis on the structural characteristics of what users
assessed as relevant during the experiments. Since users were not forced
to asses everything they viewed, relevance judgments are incomplete. So,
by analyzing what they assessed, we can only get an estimation of what is
relevant and what is not for each of the search tasks.
We first present a general overview of what was assessed and present the
general statistics of the relevant structural characteristics. In the rest of the
section, we analyze the three contextual features presented and investigate
if there are differences in what is assessed relevant in each of the cases.
Note that we do no take into account the overlap between elements.
That means that when a subsection and its containing section are both
assessed, we count them independently.
6.6.1 Relevance Overview
During the 68 search tasks, 956 elements were assessed; an average of 14.1
elements per search task. From those, 31% were assessed as relevant, 34%
as partially relevant and 35% as not relevant. On average, 9.1 elements were
found relevant per search task (including partially relevant). The average
number of articles containing relevant information was 4.0 and relevant
information appeared, on average, in 2.6 different journals. The distribution
of element types that were assessed during the experiments is shown in
Figure 6.1.
In absolute numbers, sections and subsections were the most relevant
and partially relevant elements found by the test persons. This means
that users considered usually small parts of documents as relevant: a good
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Figure 6.1: Histogram of assessed element types for each of the relevance
values.
indication that focused retrieval is useful for these types of search tasks.
In relative numbers however, if we look at what users considered most
relevant (not partially relevant), we find that 33% of the articles assessed
were considered relevant, almost the same as with the sections (32%), and
the subsections (35%). Sub-subsections and metadata were found less useful
(24% and 20% respectively). This could indicate that too small elements do
not contain enough information to be relevant on their own and therefore
they are not desirable by users.
6.6.2 Searcher Familiarity with the Topic
We first analyze if the different degrees of knowledge the users had on the
topic being searched lead them to perform different categories of search
tasks (in terms of specificity, complexity or intention). Figure 6.2 shows
which type of requests users with different degrees of familiarity with the
topic performed.
As expected, the more familiar the user is with the topic, the more
compound tasks are performed. It is also not surprising that users with-
out much knowledge on the topic performed broader (B) tasks than those
knowing it better. An interesting result is that while search tasks related
to intention categories such as personal interest (PI), apply (A), and decide
(CD) where mainly performed by not so knowledgeable users, most of the
users with good knowledge on the topic performed study (S) and explain
(E) tasks. This type of information is important because it could be used
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complexity specificity
intention
Figure 6.2: Number and types of search tasks performed by the test persons
by retrieval systems to predict users intentions and types of request and
adapt their search accordingly.
Regarding the effect of this contextual feature on the amount of relevant
information found, Table 6.4 shows that the less informed users tend to find
less relevant information and the most knowledgeable users are the ones
that tend to find slightly more relevant articles and journals. These (small)
differences suggest that knowledgeable users are better searchers. We can
think of two explanations for that. Since they know about the topic they
are searching for, they might be aware of different terminology that can be
used to re-phrase their information needs. Also, since they can understand
better the documents being returned by the system, they identify more
easily the proper keywords to search in this collection. The IEEE collection
is a rather small and specialized one, so searching with adequate terms is
quite important.
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Table 6.4: User familiarity with the topic. Distributions of the number of el-
ements assessed relevant and the number of articles and journals containing
relevant information per category of familiarity with the topic.
Elements
Min Max Median Mean Stdev.
No 0 15 6.0 7.0 4.8
Some 0 60 6.0 10.4 13.7
Yes 1 24 7.5 8.6 5.9
Articles Journals
Min Max Median Mean Stdev. Min Max Median Mean Stdev.
No 0 6 3.5 3.5 2.1 0 5 2.5 2.5 1.6
Some 0 10 3.0 3.8 2.8 0 6 3.0 2.6 1.6
Yes 1 9 4.0 4.1 2.1 1 5 3.0 2.7 1.2
Figure 6.3: Types of elements assessed relevant (not partially relevant) for
each of the familiarity categories.
Figure 6.3 shows the element types that were found relevant per user
category. Note that partially relevant elements are not considered – we
are interested in learning at which level of granularity the users found the
most useful information. All users found the most useful information at
a section and subsection level. However, some difference can be observed.
While users without knowledge seem to prefer the sections about three
times more than the subsections, for knowledgeable users this difference
is only a factor of about two. The less knowledgeable users did not find
the metadata information useful. That less knowledgeable users largely
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prefer sections over subsections might indicate that either they are in need
of larger amounts of information or they need to see more context around
the relevant information to be able to understand it. That they did not
assess the article level (proportionally) as much can be explained by the
low number of articles containing relevant information that they were able
to find.
6.6.3 Complexity and Specificity of the Request
Table 6.5 describes the distribution of the number of relevant elements
and articles and journals containing relevant information for each of the
categories described in Subsection 6.5.1. In general terms, users performing
Compound tasks tend to find less relevant elements than those performing
Simple tasks. However, users with Simple tasks found slightly less relevant
articles containing relevant information.
Although, on average, almost three more elements were assessed rele-
vant in Narrow than in Broad search tasks, the numbers of relevant elements
found by users performing Narrow tasks are much more spread. This could
indicate a larger diversity of narrow tasks types. The users performing
Broad tasks tend to find slightly less articles containing relevant informa-
tion. The ones that, on average found less relevant elements, articles and
journals are those users performing Broad and Narrow tasks.
Although most of these differences are not large, the graphs do indicate
some tendencies that, in case to be confirmed, retrieval systems could try
to exploit.
Regarding the type of elements found most useful by the test persons
(assessed as relevant during the experiments), Figure 6.4(a) shows that users
of Simple tasks are less happy with the article components than users of the
Compound tasks. They also liked more very small elements such as sub-
sections and sub-subsections than the users performing Compound search
tasks. This suggests that complex tasks require information contained in
multiple elements. Thus, bigger units that include several parts are needed
to completely fulfill this type of information need.
Figure 6.4(b) depicts the same information for the specificity dimension.
Here, we find that for Broad requests, users assessed considerably more
articles and metadata as useful for their search than users with Narrow
tasks. More surprising is that these users also assessed very small elements
as relevant (more than 30% of the assessed elements were subsections and
sub-subsections). For both types of search tasks, sections are the most
useful element. However, that was in 63% of the cases for elements assessed
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Table 6.5: Search task types. Distributions of the number of elements
assessed relevant and the number of articles and journals containing relevant
information per each of the complexity and specificity categories.
Elements
Min Max Median Mean Stdev.
S 0 60 8 10.2 12.4
C 0 42 6 8.5 7.9
B 0 24 7.5 8.7 6.5
N 0 60 7.5 11.5 14.4
B+N 0 13 6 6.2 4.19
Articles Journals
Min Max Median Mean Stdev. Min Max Median Mean Stdev.
S 0 10 3.5 3.8 2.2 0 5 3 2.7 1.3
C 0 10 4 4.0 2.5 0 6 3 2.6 1.5
B 0 10 3.5 3.9 2.2 0 6 3 2.9 1.5
N 0 10 4 4.2 2.7 0 5 3 2.6 1.4
B+N 0 9 4 3.7 2.23 0 3 2 2.1 1
in the Narrow tasks and only 46% for the ones assessed by users performing
Broad tasks.
6.6.4 User Intention
Table 6.6 describes the distributions of the number of relevant elements
and articles and journals containing relevant information for each of the
intention categories described in Subsection 6.5.1.
The users that needed information to Apply in their own environments
found, on average, less relevant information. This might be due to the
nature of the collection, which is not the best source to find practical infor-
mation. The users that needed the information for teaching or for writing
and the users that were just searching for personal interest found, on av-
erage, many relevant elements. The latter group found also more articles
containing relevant information. However, the diversity in all these distri-
butions is much larger.
The users that were searching information to compare or decide tend to
find slightly less articles and journals containing relevant information.
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(a) Simple vs. Compound tasks (b) Broad vs. Narrow tasks
Figure 6.4: Types of elements assessed relevant for each of the request types
categories. The numbers in the bars indicate the number of elements of that
type assessed relevant.
Table 6.6: User intention. Distributions of the number of elements assessed
relevant and the number of articles and journals containing relevant infor-
mation per categories of intention.
Elements
Min Max Median Mean Stdev.
A 1 13 7 6.8 4.6
CD 3 15 8 8.8 4.8
E 1 60 7 14.9 17.5
S 0 25 6 8.5 7.4
PI 1 42 11 13.3 15.0
Articles Journals
Min Max Median Mean Stdev. Min Max Median Mean Stdev.
A 1 7 4.5 4.1 2.3 1 4 3 2.8 1.2
CD 2 6 4 3.8 1.5 1 3 2 2.2 0.8
E 1 7 4 4.0 1.8 1 6 3 3.1 1.9
S 0 10 4 4.3 2.9 0 5 3 2.5 1.4
PI 1 10 4.5 5.2 3.8 1 5 2.5 2.8 1.8
We summarize the number of element types found relevant for the dif-
ferent intentions in Figure 6.5. The users that needed to Apply and the
users that searched for personal interest did not find metadata information
useful. This might indicate that this type of search tasks require either
more detailed or a larger amount of information. On the contrary, users
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searching for Study or to Explain are the ones that found the metadata de-
scriptions most useful. This tendency can be related to the fact that these
users are often more knowledgeable on the topic being searched. Therefore
they can already distinguish the relevance of the article by simply looking
at the metadata information. Furthermore, it is sometimes the case that
users with these work tasks are trying to find references or works related to
what they study. A reference describing it might already be of interest.
Figure 6.5: Types of elements assessed relevant (not partially relevant)
according to intentions. The numbers in the bars indicate the number of
elements of that type assessed relevant.
6.7 Discussion
In previous section, we have seen that there are differences between the
structural characteristics of the XML elements that users find relevant when
performing different types of search tasks or when having different knowl-
edge on the topic being searched. However, these differences are not statis-
tically significant and in many cases too small to be effectively used by XML
retrieval systems.. To test for significance, we used the Kruskall-Wallis test,
a test for k-independent distribution-free samples.
Thus, in order to understand a bit more the significance of these findings,
this section discusses three aspects related to this study and to the use
of contextual features in XML retrieval. First, we look deeper into one
of the potentially confounding factors of this study, the classification of
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search task types and intentions. We investigate how intuitive are the
dimensions and categories used by analyzing the level of agreement when
different persons classify the same set of tasks. Second, we compare some of
our results to findings reported by similar studies. We investigate whether
similar tendencies have been found in this or other data sets in order to
distinguish what findings might be more likely to be effectively used by
retrieval systems. Finally, we discuss the potential of another contextual
feature specific for this setting, namely, the knowledge the users have on
the structure of the documents.
6.7.1 Search Tasks Classification
As explained in Subsection 6.5.1, all the search tasks used in this study
were manually classified into the different dimensions categories according
to the searchers’ statements when asked for what they are looking for and
why. When the study was performed, only one person classified the search
tasks. To estimate how much our results rely on this manual classification
and how difficult it would be for other people to use the same dimensions
and categories, we performed a small experiment.
We asked five volunteers (all computer science researchers) to classify
the same set of search tasks following common guidelines. They were asked
to classify all searchers statements into the different dimension categories
used in our study. The guidelines given to the volunteers can be found in
Appendix C.
Table 6.7 shows, for each dimension, the percentage of agreement be-
tween each of the volunteers’ classification and the original classification
(the one used in the analysis presented in this chapter). Agreement is cal-
culated as the the fraction of the number of topics assessed in the same way
in both classifications divided by the total number of topics (68). Table 6.8
shows this information category.
For all the dimensions and volunteers (Table 6.7) agreement is always
above 50% and for most of them is above 75%. This is not a bad result
taking into consideration that the dimensions have, respectively, two, three
and six variables (possible categories).
We can clearly see differences between the three dimensions. While for
the complexity dimension the agreement is very high for most of the volun-
teers, for the specificity dimension the agreements tend to be low. It seems
that the specificity dimension is the most difficult to use. The reason for
that is that it is the most subjective one. To decide whether an informa-
tion need is topically specific can depend on the knowledge of the topic. If
the person knows the topic well, he or she might tend to find more of the
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Table 6.7: Percentages (Number of topics) per dimension assessed equally
between the volunteers’ classifications and the classification presented in
this chapter.
1 2 3 4 5
Complexity 91% (62) 91% (62) 75% (51) 87% (59) 88% (60)
Specificity 59% (40) 75% (51) 62% (42) 66% (45) 60% (41)
Intention 79% (54) 76% (52) 75% (51) 53% (36) 71% (48)
All dimensions 44% (30) 56% (38) 41% (28) 32% (22) 35% (24)
Table 6.8: Percentages (Number of topics) per category assessed equally
between the volunteers’ classifications and the classification presented in
this chapter.
1 2 3 4 5
Simple (22) 91% (20) 91% (20) 100% (22) 95% (21) 95% (21)
Compound (46) 91% (42) 91% (42) 63% (29) 83% (38) 85% (39)
Broad (32) 75% (24) 75% (24) 69% (22) 75% (24) 72% (23)
Narrow (22) 73% (16) 68% (15) 64% (14) 50% (11) 50% (11)
Narrow & Broad (14) 0% (0) 86% (12) 43% (6) 71% (10) 50% (7)
Apply (8) 88% (7) 75% (6) 75% (6) 88% (7) 75% (6)
Decide (5) 40% (2) 60% (3) 80% (4) 60% (3) 60% (3)
Explain (10) 60% (6) 90% (9) 90% (9) 60% (6) 90% (9)
Study (15) 80% (12) 53% (8) 60% (9) 80% (12) 67% (10)
Personal Interest (6) 83% (5) 83% (5) 83% (5) 83% (5) 67% (4)
Unclassified (24) 92% (22) 88% (21) 75% (18) 13% (3) 67% (16)
statements rather general, whereas if that person does not know the topic
at all, he or she might tend to classify more of these statements as specific.
Another possible cause of low agreement is the guidelines. Probably they
were not clear enough and they were not always understood. For instance,
volunteer number one has a low agreement mainly because he hardly used
the General and Specific category (see Table 6.8).
The dimension that could have been more difficult to use because of its
high number of variables (6 in total, counting unclassified) presents high
agreement for most of the volunteers. Volunteer number four has a low
general agreement because he thought he had to classify all topics and he
did not leave (hardly) any unclassified (see Table 6.8).
As stated by all the volunteers, some topics are very difficult to classify,
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either because the statements were not clear or because several options could
apply. For example, statements such as: Security in Bluetooth or The use of
neural networks in search engines can be interpreted in two different ways;
as the relationship between two general topics (Compound-Broad) or as a
specific aspect of a single topic (Simple-Specific).
We also analyzed agreement between volunteers. No large differences
were found. In general, volunteers tend to agree more with the original
classification than with the other volunteers classifications. When classify-
ing each of the search tasks into the different dimension categories according
to the highest overlap between all classifications (i.e., according to the de-
cision obtained by the majority of votes) the resulting classification does
not differ much from the original one. In particular, only one topic is dif-
ferently classified in the complexity dimension and eight topics in each of
the other two dimensions. Thus, performing the same analysis in this new
classification would probably result in similar tendencies.
6.7.2 Result Comparison
To understand a bit more the significance of our results and their potential
use for XML retrieval, in this section we compare our findings to available
results from similar studies (the ones introduced in Subsection 6.2). We
compare results when possible, i.e, when the reported findings are related to
similar relationships or structural features to those studied in this chapter.
We argue that if similar tendencies have been observed in other scenarios
and data sets, it is more likely that they can be exploited by retrieval
systems.
Distribution of Relevance among Element Types
Larsen et al. present in [LTM06] an analysis of user behavior based on data
from the same user study described in this chapter. Their analysis however
is based on all the search tasks that test persons performed (simulated and
non-simulated). Thus, they analyze a bigger set of data, consisting of 219
search tasks. Besides studying user behavior, one of the research questions
they investigated is whether users would assess whole documents or XML
elements as relevant. The distribution of assessments they present is almost
identical to the one shown in Figure 6.1. The only (small) difference is that
while we have seen that users performing their own information needs as-
sessed slightly more metadata than full articles as relevant, when averaging
the information with the simulated ones, slightly more articles than meta-
data are found relevant. This means that, regardless of how artificial a
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search task might be (simulated or not), users showed the same granularity
preferences.
Kim and Son [KS05] analyze similar data from a different year, from
the interactive track at INEX 2004. Their analysis is done on a very small
data set (8 users) and concentrates mainly on behavioral aspects and user
satisfaction with the system. Unfortunately, although they report about the
number and types of elements assessed relevant in their study, comparison is
difficult. First, a different relevance scale was used for the user experiments
at the interactive track at INEX 2004, that was found too complex. Second,
the authors only report what they define as the averaged usefulness and
specificity values for each element type. Their converted assessment values
into the two dimensions gives the highest usefulness score to the subsection
level (followed by the article and section levels) and the highest specificity
score to the article level (followed closely by the section level and not so
closely by the subsection level).
Different data was analyzed by Hammer-Aebi et al. [HACLL06]. They
also used data from the interactive track at INEX 2004 but from a different
user study. In this study 29 test persons searched on a collection of travel
destinations from the Lonely Planet publishers. One of the aspects that the
authors investigate is user preferences for element granularity. Although yet
another relevance scale was used for the assessments, the authors report that
for the exact relevant elements (highly relevant), users preferred elements
from depth 2-4 in the XML tree (72%), to whole documents. The most
relevant granularity was found at level three (37%).
We conclude that the distribution of relevant element types presented
in Figure 6.1 is not unlike other distributions of element types found in
this and other data sets. It seems that element types such as sections and
subsections are the most preferred by users. This is a good indication that
focused retrieval is a useful task.
Differences between Search Requests
Kamps and Larsen [KL06a] present an analysis of the questionnaires filled
out by the INEX 2006 participants after creating their topics. Their main
goal is to investigate differences between search requests. The analyzed 19-
questions questionnaire covers four main aspects of the search: 1) searcher
familiarity with the topic, 2) type of information requested and expected,
3) presentation issues, and 4) structured queries. They analyze a total of
195 questionnaires filled out by 81 different topic authors.
According to the authors of this study, a main difference between the
interactive track test persons and the INEX participants is that the first
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ones can be seen as novice users. For most of them it is the first contact with
an XML retrieval system and they only interact with it in a single session.
On the contrary, INEX participants can be seen as expert users since they
have normally interacted with this type of systems more often and because
the topic creation procedure requires several exploratory searches using the
same system.
Thus, our comparison can be seen as a comparison between types of
searchers; novice and expert users. We compare findings regarding the first
two aspects mentioned above: the searcher’s familiarity with the topic and
the type of information requested and expected.
Familiarity. In both studies, searchers were asked how familiar are
they with the subject matter of the topic. Similar familiarity distributions
were found. When collapsing the 5-point familiarity scale introduced in
Subsection 6.5.1 in the same way as Kamps and Larsen do in their study,
we get the following distribution: 3% of the users do not know about the
topic being searched, 78% of the users are somewhat familiar and 19% are
very familiar. This distribution is similar to what they report: 4%, 71%,
and 25% respectively. So, it seems that in both cases, novices or experts,
most of the users searched for familiar matters.
Type of information requested and expected. When the expert
users were asked if they were looking for very specific information, 58% of
them answered yes and 42% answered no. According to our classification,
53% of the novice users were searching for specific information (search tasks
classified as Narrow-Simple, Narrow-Compound, and Broad+Narrow) and
47% were searching for general information (search tasks classified as Broad-
Simple and Broad-Compound).
Users were also asked if their topic could be satisfied by combining the
information in different (parts of) documents. Their answers were: 82%
yes and 18 % no. There is not a straightforward comparison in this case.
If, as the authors suggest, the answer to this question is an indication of
multifaceted topics, we could compare these numbers to the ones of our
complexity dimension (68% Compound and 32% Simple). However, we
argue that monofaceted (or simple) topics can sometimes be answered by
combining information from different (parts of) documents. Thus, it is not
clear what novice users performing simple search tasks would have answered
to this question.
When asked for the expected number of articles and elements contain-
ing relevant information, the answers were very divers. In general however,
relevance was expected in a wide range of articles and elements (articles:
median 20, average 128; elements: median 50 average 289). This results
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differ from ours where average number of articles and elements found rel-
evant it is 3.8 and 8.9 respectively. This difference might be due to the
different nature of the collections. As mentioned before, at INEX 2006 the
collection used was the Wikipedia collection. In this collection articles tend
to be shorter and there is more overlap between them, i.e., there are many
small articles describing different parts of the topics. In the IEEE collection,
articles tend to be longer and self-contained.
Regarding user expectations on what types of element could answer their
requests, the answers spread among all element types (note that multiple
answers were allowed): single sentences (42%), single paragraphs (71%),
single (sub)section (87%), and the whole article (82%). Although differences
are not large, it seems that for these users sections and subsections would
also be the most prefarable granularity of answer.
Note that while the information about novice users is analyzed after they
found and assessed the information, the information about expert users is
based on their answers and expectations. That tendencies are very simi-
lar can be an indication of how well expert users (INEX participants) can
predict the outcome.
It looks like, whether novice or experts (end users or INEX participants),
tendencies regarding types of search tasks performed and types of informa-
tion found (expected) are not alike. Future work should compare these
outcomes with the relevance assessments performed by the experts users
(INEX participants) and see if their expectations were fulfilled and/or if
the characteristics of the information found is still similar to that found by
the novice users.
Relationships. Kamps and Larsen also analyzed relationships between
questions. They discovered, for instance, that topics which the author is
very familiar with the subject matter, are more often very specific. As
shown in Figure 6.2, our most knowledgeable users also performed mostly
Compound (74%) and Specific (56%) search tasks.
Kamps and Larsen found also an inverse relationship between speci-
ficity and multifaceted aspects. They concluded that specific topics form a
category with distinct characteristics. Although we further classified these
search tasks into Compound (similar to multifaceted) and Simple (mono-
faceted), we found that there is still quite some diversity within these cate-
gories. The concept of specificity is a complex one. In Subsection 6.5.1 we
defined specific (Narrow) topics as those in which some type of constraint
is specified: topically (i.e. focusing on a specific aspect of the topic) or
structurally (i.e., asking for a specific type of information). This distinction
might already provide differences between the structural characteristics of
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the relevant elements. We hypothesize that when search tasks are topically
specific, the size and number of element types required will be quite large,
while topics that are structurally specific probably desire a smaller set of
element types.
Finally, to end our comparison, we look at the preliminary study we
presented in [RdV05]. This work analyzed, with the same goal as the
study presented in this chapter, the relevance assessments of INEX 2004.
We present a classification of search tasks based on two dimensions: task
type and collection familiarity. The first one, similarly used in other cat-
egorizations (e.g. [MC02]), classifies search tasks according to the type of
information being searched for: informational or resource. In this case,
an informational task entails collecting information about a topic (even if
this information is very specialized in content) and a resource task entails
looking for a specific type of resource about a topic (e.g., reference, book re-
view, or algorithm). Topics were manually classified into this classification
according to the main goal of the narrative description2. The structural
features examined in this study were: the size (number of words) and el-
ement types of the relevant elements and the number of different journals
containing relevant information.
One of the tendencies observed is that users performing informational
search tasks assessed as relevant larger elements and a wider range of el-
ement types. As expected, users of resource search tasks assessed mostly
very specialized elements such as paragraphs, while users performing in-
formational search tasks found more relevant other (more generic) element
types, such as sections, bodies or articles. In general, relevant elements
for the resource tasks appeared in a smaller set of different journals, while
relevant information for the informational tasks was spread among several
journals. When comparing Informational search tasks to our Broad ones
and Resource search tasks to the Narrow ones, very similar tendencies have
been observed in the study presented in this chapter. However, the differ-
ences found in the preliminary study were larger. This could indicate that
the categorization of search tasks used is better suited to find structural
differences. Note that the informational category used in that study would
include our broad class but also the specific search tasks that are topically
specific. The Resource class would only include what we called structurally
specific topics. Another plausible reason is the larger amount of data an-
alyzed. Assessment sets are rather large and tend to be complete. In our
study users were not forced to assess and therefore, the resulting assessment
sets are smaller and less complete.
2The narrative is a natural language description of the information need.
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6.7.3 An XML Specific Contextual Feature
As mentioned at the beginning of this chapter, previous studies have cate-
gorized search tasks and request types in many ways. This has been done
in different areas of information retrieval, such as question answering (e.g.
[MC02]), web search (e.g. [Bro02], [KK03]), or information systems in gen-
eral (e.g. [BOB82], [BDR01]).
These studies use different contextual factors to classify information
needs. Search tasks have been classified according to the amount of infor-
mation needed by the user (e.g., specific or collecting information), the aim
of the information seek (e.g., simple fact questions, decision questions, com-
parison questions), or the knowledge the user has on the topic, to mention
some.
We believe that most of these classifications could be directly applied
or adapted to structured information retrieval. However, this new scenario
may require extension of the classifications to include the degree of knowl-
edge a user might have on the structure of the documents. The information
that a specialist like a librarian has about the structural components of a
collection most likely differs from that of an inexperienced end user. This
type of contextual information may also be important for an IR system to
be able to distinguish different types of information needs and treat them
accordingly.
Consider for example a user interested in finding a book review that
discusses context in IR. A user familiar with the structure of the INEX col-
lection (e.g. the librarian) could know that generally book reviews appear
in sections of documents titled “new books”, “book review” or “bookshelf”.
He or she might then pose the following NEXI query:
//article[about(.//atl, “new book” “book review” bookshelf)]//sec[about(.,
context IR)]
where atl stands for article title and sec for section. A user less familiar
with the INEX collection would probably simply ask:
//sec[about(., book review context IR)]
The structural constraints of the librarian may help the retrieval system
to perform a better search and maybe even reduce the search space and
therefore should be treated in a stricter way. However, in the case of the
inexperienced end user, we do not want the retrieval system to use the
structural constraints at all. If we restrict the search and use only the
sections to find the query terms we might not find the desired information,
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since the exact phrase “book review” might appear neither in the section
title nor in the section body.
We believe that the knowledge users have about the structure of the
documents can be an important contextual factor when choosing a retrieval
strategy and therefore should be considered when classifying search tasks
in this domain.
We did some preliminary work to study the potential of this contextual
feature in [RdV05]. Unfortunately, the collected empirical evidence did not
imply a significant correlation between user collection familiarity and the
relevant structural features.
6.8 Conclusions
We presented the results of an interactive experiment where users performed
searches on a collection of XML documents. We investigated if there are
structural differences between elements that were assessed relevant for the
different contextual features: user familiarity with the topic, request type,
and user intention. For that, we first proposed a classification of search
tasks for the IEEE collection based on three different dimensions: the speci-
ficity and complexity of the request and the user’s motivation (intention)
to perform the search.
Answering our research question, we can say that several tendencies be-
tween the different topic’s contextual factors and the structural aspects of
the topic’s relevant components were found. Unfortunately, most of the dif-
ferences presented are not statistically significant and more evidence needs
to be collected in order to decide whether these contextual information can
effectively be used by IR systems to adapt their search strategy.
The analysis presented shows that the user’s familiarity with the topic
of the search is an important factor to consider when trying to estimate the
type of search task the user is performing, for instance, when automatically
classifying search tasks or queries. The other two contextual factors give
indications of which type of elements the user is searching for. For instance,
although in general all users have a preference for section level results, users
with Compound and Broad tasks prefer longer elements while users trying
to find information for a practical purpose prefer shorter ones.
We have also analyzed the effects of a potentially confounding factor of
the study: the classification of search task types and intentions. We have
seen that the agreement between several volunteers when classifying the
same sets of search tasks is quite high for most of the categories and di-
mensions. Lowest agreements are found in the Specificity dimension. Thus,
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findings based on this dimension should be taken specially carefully. We also
observed that other dimensions might be more adequate to find structural
differences between the relevant elements. For example, a further separa-
tion of those search tasks that are structurally and topically specific would
maybe provide a clearer distinction between relevant structural features.
We also have motivated the use of another contextual feature specific for
this scenario: the knowledge the user has on the structure of the documents.
The analysis presented in this chapter has also shown general behav-
ior of users searching XML documents. For instance, users assessed large
numbers of sections and subsections as relevant. This means that for many
search tasks users are happy with small elements and systems that perform
focused retrieval might be what they need. We have shown that the number
of relevant articles and journals containing relevant information is, on av-
erage, very small compared to the number of articles (16.819) and journals
(24) that exist in the collection. We argue that this is another important
contextual factor. As we have seen in Chapter 5, if XML retrieval systems
can find out which are the articles or journals containing relevant infor-
mation for a specific search task (during an interactive retrieval session, for
instance), they could automatically reduce the search space and concentrate
on finding the relevant parts of those. Since any collection of documents
is structured in one way or another, we believe that the organization of
the collection (in a similar way as the journals for INEX) can be a good
contextual factor to consider in other scenarios too.
When comparing our findings to results of similar studies performed
on this or other data sets, we have found many similarities. This is a
good indication that the trends shown in this chapter are already a good
estimation of the effects of contextual information on user judgments.
Chapter 7
Conclusions
This chapter summarizes the main findings and contributions of this dis-
sertation and gives directions for future research. We start by presenting
an overview of the main contributions in Section 7.1. Sections 7.2, 7.3,
and 7.4 discuss the main findings and suggest possible directions for future
research for each of the three topics we focused our investigation on: ad-hoc
retrieval, relevance feedback and user-based IR. We conclude this chapter
by discussing the problem of evaluation in Section 7.5.
7.1 Structural Features in XML Retrieval
The work presented in this dissertation contributes to the understanding
of the use of structural features for XML element retrieval. In the bulk of
this dissertation, we have identified and analyzed the potentials of different
structural features for retrieval and proposed new ways to exploit them. We
have done that by looking at three different aspects of information retrieval
in the domain of XML documents: ad-hoc retrieval, relevance feedback and
user-based IR.
We have first looked into the ad-hoc retrieval of XML elements and
shown the potential of a particular feature of this type of documents: the
relationships between XML elements. The structure of the XML docu-
ments provides interesting explicit and implicit relationships between XML
elements. Existing research has only used explicit relationships, either in
a very specific way, requiring some knowledge of the structure of the doc-
uments, or in a general way, using the same relationships for all element
types. We have proposed a novel approach where element type specific
relationships are automatically learned from training data and used for re-
trieval. The resulting relationships are intuitive and likely to be found in
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other XML collections. Our experiments have shown that the use of these
relationships between XML elements can improve retrieval effectiveness.
We have also investigated the opportunity to exploit structural features
in relevance feedback. We have experimented with document and element
metadata information and shown that the distributions of a number of
structural features differ between relevant and non-relevant elements. The
experiments we have performed on the INEX 2004 and 2005 collections
have shown that indeed, knowledge of the structural characteristics of the
relevant elements can help to find structurally similar ones and improve
retrieval effectiveness.
Finally, we have looked at the potential of contextual information in this
domain. We have proposed a categorization of search task types and in-
tentions for the IEEE collection and presented an analysis of an interactive
user study where we investigate the correlations between different contex-
tual features of the information need and the structural characteristics of
the relevant XML elements. Although contextual factors such as the user’s
familiarity with the topic or the complexity of the request may influence
the relevance judgments, the differences are not statistically significant and
it is not clear whether IR systems could make use of this type of informa-
tion to adapt their search strategies to different search tasks and context
situations.
We discuss the main findings and suggest possible directions for future
research for each of these topics in the following sections.
7.2 Ad-hoc Retrieval
In Chapter 1 we hypothesized that the information that can be extracted
from the structural features of documents and collections can be further
exploited. We asked ourselves two main questions regarding the use of
structural information:
What are the most common retrieval strategies used in XML
element retrieval and what are they good for?
Can we define new retrieval strategies that exploit the structural
features of documents more effectively?
We have addressed these two questions in the first chapters of this dis-
sertation (Chapters 2, 3, and 4). In Chapter 2 we have discussed the main
challenges of XML element retrieval and the most common techniques to
address them. To understand better the behavior of some of these retrieval
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techniques, we have experimented with length normalization and contextu-
alization approaches in Chapters 2 and 4 respectively. In Chapter 3 we have
proposed a polyrepresentation structure of XML elements. We have defined
a retrieval model based on this polyrepresentation structure where different
types of structural features can be combined. We have used this frame-
work for our experimentation in Chapters 4 and 5. Finally, in Chapter 4,
we have proposed an approach that uses structural relationships between
XML elements to improve retrieval effectiveness. The main issues and find-
ings regarding the use of structural features for the ad-hoc retrieval of XML
elements are summarized below.
Length Normalization
In Chapter 2 we have looked at the behavior of a specific retrieval model
(based on language models) when applied to XML element retrieval. We
have seen that a straightforward use of the language modeling approach
to XML element retrieval can easily be improved by giving a prior weight
to longer XML elements or by simply removing the very small ones. This
confirms previous works that showed that applying length normalization
in XML retrieval is even more necessary than in traditional document re-
trieval [KdRS04, Sig06].
Although we completely agree with this statement, we have argued in
Chapter 4 that a relevance oriented approach should be preferred over one
based exclusively on length. We have studied this hypothesis in the ap-
proach presented in Section 4.4, where we have used the information con-
tained in small, relevant, yet undesirable retrieval units to reinforce the
relevance of other (longer ones) before removing them from the result set.
Although the re-ranking produced by the small elements has shown benefi-
cial in most of the experimented scenarios, only the MAep measure shows
a significant improve when comparing to the baseline of simply removing
the small elements.
Contextualization
The experiments with several types of element context representations have
shown that element context is an important source of information that can
easily help to improve retrieval effectiveness. We have seen that not all con-
text sets perform equally well. Although this aspect requires further study,
our results on the recall-oriented measure suggest that when our task is to
find all relevant elements, the use of articles as element context informa-
tion performs the best, confirming results of previous work (e.g., [AJK05]).
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However, for search tasks requiring high initial precision using a more re-
duced context set such as the grandparent is more effective. Our results
also suggest that, for this collection, more specialized context sets such as
the abstracts or the titles of an article may contribute to increase precision
when our task is to find highly relevant information.
Polyrepresentation Structure of XML Elements
In Chapter 1 we have argued that XML retrieval systems need to be able to
collect and combine different types of evidence to be able to find the most
relevant parts of documents. We have hypothesized that the combination
of evidence collected from different types of structural features will help
retrieval systems to perform better.
To investigate this aspect, we have proposed in Chapter 3 a polyrep-
resentation structure of XML elements. We have proposed to extend the
principle of polyrepresentation to consider descriptively different representa-
tions and classified structural features into three representation categories:
element context, element metadata and document metadata. Based on this
polyrepresentation structure, we have defined a retrieval model that com-
bines the different types of structural features. The main strength of this
framework is that it provides the flexibility to incorporate different uses
of structural information and that can be adapted, by terms of weights
or by using different representations, to different search tasks and context
situations.
Chapters 4 and 5 have described experimentation with the combination
of two representations at a time (one of them being always the content
representation). So far, most of our empirical results support the principle
of polyrepresentation. However, although the simple combination of content
and other representations of elements can improve performance, to achieve
statistically significant results, more emphasis has to be given to the content
representation. This supports the hypothesis introduced in Chapter 3 that
the representation categories would not be equally important.
We have seen that in our retrieval scenario, penalizing XML elements
that do not have information on one of the representation categories (e.g.,
a context set) can hurt retrieval performance. This is probably due to the
combination mechanism used in the retrieval model, which is too strict.
New combination mechanisms should be studied that distinguish between
XML elements that do not have information on one of the representation
categories and those that are ranked low on that representation.
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Directions for Future Research
Relationships between XML elements can be further exploited. The ap-
proach presented in Chapter 4 has looked at the ancestors of small ele-
ments to find pointers to relevance. These relationships can be detected
in many other ways. As we did in previous work [RWdV06b], instead of
using the small XML elements, the set of all XML elements can be used
to find out what are the relationships between element types. This can be
useful when, for instance, acquiring a new collection where the structure of
the documents is not known. The analysis can also be performed without
following the XML tree structure, for instance, by analyzing relationships
between semantically related elements or between explicitly linked elements
(e.g., references or hyperlinks). Once new relationships are found, they can
also be exploited in different ways. For example, by using the content of
the incoming links to perform query expansion.
In Chapter 1 we have hypothesized that the combination of evidence col-
lected from different types of structural features will help retrieval systems
to perform better. While we have experimented with the combination of two
representations at a time, future work should extend this experimentation
to more than two representations. The proposed retrieval framework offers
ample opportunity to experiment with the combination of evidence from
different types of structural features and the use of different combination
strategies. Future work should also investigate which of the combinations
and weights address better the different search tasks and context situations.
Another important direction for future research is the development of
generic methods and techniques that work across documents and collections.
XML is a meta-language that allows the definition of different markup lan-
guages. In consequence, a large heterogeneity of XML documents exist.
Thus, if we want XML element retrieval to be used effectively in real life
applications, we need to develop retrieval techniques that work across doc-
uments and collections and that are not dependent on the knowledge of the
collection or the structure of the documents. These techniques can be very
specific (like the proposed approach of specific element type score propa-
gation) but they should always learn from training data and desirably be
adaptable to different search tasks and context situations.
7.3 Relevance Feedback
In Chapter 1 we hypothesized that, in the same way as content requests are
refined during a relevance feedback process, relevant structural information
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could also be used to update search parameters and refine our model of the
structural characteristics of the desired information. We asked ourselves
two main research questions:
Which document and element metadata information can be ex-
tracted from a relevance feedback process?
Can the use of document and element metadata information,
extracted from a relevance feedback process, improve retrieval
effectiveness?
We have addressed these two questions in Chapter 5, where we have
proposed the use of structural information for relevance feedback. In par-
ticular, we have focused on the element and document metadata representa-
tions and analyzed the application of this type of information for processing
relevance feedback.
We have identified a set of element and document metadata informa-
tion that could be used in a relevance feedback process and analyzed the
potentials of three of them. We have shown that the distributions of the
structural features analyzed differ for relevant elements and other elements.
Experiments have shown that using some of these features can improve re-
trieval effectiveness. Especially the information of journals that are likely to
contain relevant information is an important clue. While query terms typi-
cally are distributed across many elements in all journals, relevant elements
tend to cluster in a few journals. We have shown that this information
is useful in a retrieval setting and that it leads to significant performance
improvements.
Directions for Future Research
The use of structural features for relevance feedback is an interesting new
research topic that warrants further investigation.
In Chapter 5 we have studied the potentials of three different structural
features but we have pointed out the existence of many more. Future work
should analyze the role of these alternative features in relevance feedback
and study and develop retrieval techniques to exploit this type of informa-
tion.
When using structural information for relevance feedback, the content-
oriented search parameters can also be refined. For instance, once the
relevant journals are known, we can perform a more focused search on these
journals by updating background estimates or IDF values. Also, as recent
works have shown (e.g., [ST06]), larger improvements can be achieved by
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performing relevance feedback on structure together with query expansion
from the relevant elements. Interesting new opportunities exist towards this
direction.
In this work, we have only studied structural features in the INEX collec-
tion. Although similar features can be found in different collections, future
work should investigate which type of structural features work best across
collections.
7.4 User-based information retrieval
In Chapter 1 we have argued that, to be able to provide answers to a di-
versity of users and search tasks, retrieval systems need to consider specific
information about the user and the context of the search. We have also
argued that if there are differences in the distribution of structural features
on the relevant information regarding different search tasks or context situ-
ations, retrieval systems should be able to use this information more effec-
tively and adapt their strategies to different users and contexts. We asked
ourselves the following research question:
Can we identify a measurable dependency between a topic’s
task type and some of its contextual factors and the structural
aspects of the topic’s relevant components?
We have investigated this research question in Chapter 6. For that, we
have first proposed a classification of search tasks for the IEEE collection
based on three different dimensions: the specificity and complexity of the
request and the user’s motivation (intention) to perform the search. We
have also analyzed results of a collaborative user study carried out by the
Interactive Track at INEX 2005 [FLMK06] to investigate dependencies be-
tween several contextual features and the structural characteristics of the
relevant elements.
We have seen that several tendencies exist between the different cate-
gories of search tasks and the structural aspects of the elements that users
found relevant. Unfortunately, the differences presented are not statisti-
cally significant and more evidence should be collected in order to decide
whether this type of information can effectively be used by IR systems to
adapt their search strategy.
We have also observed some general behavior of users searching in XML
documents. Users found a large number of small elements (such as sections
and subsections) relevant; supporting the usefulness of focused retrieval.
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Furthermore, we have seen that relevant information clusters in a few num-
ber of distinct articles and journals; supporting its usefulness for relevance
feedback as analyzed in Chapter 5 for the containing journal information.
When comparing our findings to results of similar studies performed on
this or other data sets (e.g., [KS05], [LTM06], [HACLL06]), we find many
similarities. This is a good indication that the trends shown in this chapter
may already be a good estimation of the effects of contextual information
on user judgments.
Directions for Future Research
In Chapter 6, we have seen that some contextual factors might influence
the relevance judgments. However, differences are rather small and it is
not clear yet whether IR systems will be able to make use of this type
of contextual information to improve retrieval effectiveness. Future work
should analyze bigger sets of data to find out whether these tendencies could
be used in a real setting, and study ways to incorporate this information in
the retrieval models.
Other contextual features can be studied as well. For instance, as moti-
vated in Chapter 6, the knowledge users have on the structure of the doc-
uments might have an effect on the way retrieval systems should interpret
a query’s structural constraints. This can be an important contextual fea-
ture when processing content-and-structure requests. Future work should
also determine which contextual features are most discriminative and could
provide a better effect on retrieval performance.
Search task based and user specific retrieval are very important direc-
tions for future research. With the large variety of search task types per-
formed on information retrieval systems, it should not be expected that
retrieval techniques will perform well across search tasks and context situa-
tions. As we have seen in this dissertation, different techniques are good for
different types of search tasks and retrieval situations. A clear distinction
of which retrieval techniques perform best for each of the different search
tasks is needed. For that, future work should define different categoriza-
tions of search tasks and requests and investigate retrieval techniques to
address each of these categorizations. Another important issue that need
to be addressed in order to be able to perform search task based and user
specific retrieval is the (automatic) recognition of search task and intend.
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7.5 Evaluation
As explained in Chapter 2, the approaches proposed in this dissertation
have been evaluated with a rather small topic set of only 28 topics. We
realize that evaluation on other collections and bigger sets of topics would
have been desirable but, at this time, no better test collection exists. In
this section we discuss a few aspects regarding evaluation in XML-IR.
As introduced in Chapter 2, we have evaluated our approaches with
the benchmark provided by INEX. Since the correct evaluation of XML
retrieval systems is a difficult research problem in itself, up to now INEX
has been mainly dealing with methodology issues regarding topic creation,
relevance assessments, and evaluation metrics. Besides that, INEX has also
been constantly growing and incorporating new retrieval tasks, scenarios,
and collections. That is why, since 2002 and for each of the five years the
INEX evaluation has been running, the setup has changed in one way or
another.
This situation has caused two main problems. On the one hand, it makes
it difficult to use data across multiple years, because the changes could
influence the results and data transformations (such as mappings between
relevance assessment sets) are not always trivial. On the other hand, when
using only the setup for a particular year, we find the problem that the
topic sets are too small. This makes it difficult to use a subset of the topics
as training data or to obtain statistically significant results. For example, in
Chapter 4, to avoid overfitting, we have discovered the relationships between
small and relevant XML elements using the INEX 2004 testbed and then
run the experiments in the INEX 2005 one. However, the relevance scales
and the relevance judgments methodology used in both years are different.
Thus, the way we define the mapping between both may affect the observed
results of our approach.
In our opinion, since at INEX 2006 the main collection has changed
(from IEEE to Wikipedia), an extra final effort should be put into the
IEEE collection testbed to provide a proper set for evaluation. This could
be done by carefully selecting a large set of topics from different years and
either trying to automatically transfer relevance assessments or to re-assess
these topics using the INEX 2005 assessment methodology. A better and
more desirable possibility is to run the setup of INEX 2005 one more year
and obtain a larger and more consistent set of topics. In any case, effects of
the topics on the evaluation metrics should be analyzed in order to eliminate
outlier topics such as the one discussed in Appendix B.
Another evaluation related difficulty we had during our research, is the
lack of a benchmark to evaluate user oriented issues. Search tasks provided
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by the current INEX setup are still too system oriented to study contextual
issues and user search tasks. Although we made use of INEX interactive
track data to study search task types and user oriented issues, we still had to
perform quite some data manipulation. To facilitate this type of research
it would be desirable that benchmarks such as INEX collect information
from the user and the contextual aspects of the search. The efforts started
at INEX 2006 (see Section 6.2) take a step towards this direction.
Appendix A
List of INEX 2005 CO topic
titles
The following table shows the topic number and title of the CO topics used
in the evaluation of the work presented in this thesis:
Num. Title
202 ontologies case study
203 code signing verification
205 marshall mcluhan
206 problems physical limits miniaturization microprocessor
207 dom and sax
208 ”artificial intelligence” history
209 mining frequent pattern itemset sequence graph association
210 +multimedia ”document models” ”content authoring”
212 hmm ”hidden markov model” equation
213 gibbs sampler
216 multimedia retrieval system architecture
217 ”user centered” design of web sites
218 computer assisted composing music notes midi
219 learning object granularity
221 capabilities limitations commercial speech recognition software
222 eletronic commerce business strategies
223 wireless atm multimedia
227 adaboost bagging ”ensemble learning”
228 ”ipv6 deployment” ”ipv6 support”
229 ”latent semantic anlysis” ”latent semantic indexing”
232 dempster shafer theory database experiment
233 synthesizers for music creation
234 ”call for papers” conference workshop +multimedia
235 ”central intelligence agency” ”federal bureau of investigation”
personal privacy surveillance concerns +carnivore
236 machine translation approaches -programming
237 ”natural language processing” techniques ”artificial intelligence”
”intelligent information retrieval” +”medical informatics”
239 quantum computation
241 single sign on +ldap
Table A.1: List of INEX 2005 CO topic titles used in the evaluation
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Appendix B
Evaluation effects of topic 230
While writing this thesis, we found out that the evaluation results were con-
siderably affected by a single topic (topic number 230). The bias produced
by this topic (which topic title is: +brain research +”differential geome-
try”) has been already noticed and reported in [Sig06] (pages 98 and 119).
To avoid this bias, we decided to remove this topic from the topic set. In
this appendix, we give an overview of the effects produced by this topic on
the evaluation results.
As an example, consider the experiment to analyze the effects of the
smoothing parameter lambda described in Section 2.5.1. We performed
the same experiment with the complete set of topics (including topic 230).
Although at first sight the results might seem similar to the ones reported
in Section 2.5.1, we observe a strange behavior for the MAep measure under
the strict quantization. The graphs for this scenario with and without topic
230 are shown in Figure B.1.
To try to find out what produces this drop for the highest values of
lambda, we produced graphs for these values on a topic per topic basis. In
Figure B.2 (above), we see that all topics of this set behave in a similar way.
The changes in performance (for instance, for the best performing topic)
are not too big. In the second set of topics (below) we see how the values
for topic 230 are much higher that any of the others and that the drop in
performance for high values of lambda is quite significant.
The large MAep value for this topic is due to the lack of highly relevant
elements in the assessment set. Only two elements were assessed highly
relevant for this topic. That is why this behavior can be observed only under
the strict quantization (where only highly relevant elements are considered).
Thus, since our run with length prior and lambda value up to 0.7 finds these
two elements on top, we obtain a MAep of 1.0. Our result drops to 0.5 for
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Figure B.1: Lambda estimation results for the MAep measure and strict
quantization
higher lambda values because one of the elements is not found. In any
case, the scores obtained for this topic are much larger than for any of
the other topics, where the MAep is never higher than 0,05. These values
obviously increase the average MAep of our runs. Our averaged Maep using
the complete set (with this topic) is 0,0510, while if we remove it from the
topic set is 0,0140. This is a big difference produced exclusively by this
topic and the reason why we decided to remove this topic from the topic
set. In a larger topic set, these effects would have probably been smooth
out but with limited number of topics the design of the test is more sensible
to outliers and the effects are more noticeable.
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Figure B.2: Lambda estimation results per topic for the MAep measure and
strict quantization
Appendix C
Guidelines for Search Task
Classification
The following figures show the guidelines that were given to the volunteers
to perform the search task classification:
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Summary
Retrieval systems help us to find information in digital data collections by re-
trieving documents that might be relevant to our search query. Unfortunately, it
can still be a time consuming task for us to scan through the retrieved documents
in search for the precise piece of information we are looking for, especially if the
documents are long. In these situations, it would be of great help if retrieval
systems would provide access to the relevant parts of documents instead of the
complete documents.
This thesis discusses this problem in the domain of XML documents, docu-
ments that have been marked up with XML, the Extensible Markup Language.
In this domain, the task of providing access to specific parts of documents is
known as XML element retrieval. In particular, we investigate if the structural
characteristics of XML documents (such as the markup and the metadata) can
help retrieval systems to perform a more effective search.
We first propose a retrieval framework where the evidence of four different
types of XML element representations can be combined: the element content, the
element context, the element metadata, and the document metadata. We then
use the proposed framework to investigate the potentials of different structural
features for retrieval in two different scenarios: 1) the ad-hoc retrieval of XML
elements, where we show that the use of the relationships between XML elements
can improve retrieval effectiveness, and 2) relevance feedback, where we show that
the knowledge of the structural characteristics of the relevant elements can help
to find structurally similar ones and improve retrieval effectiveness. Finally, we
also look at the potential of contextual information in this domain. We present
an analysis of an interactive user study where we investigate the correlations
between different contextual features of the information need and the structural
characteristics of the relevant XML elements.
The work presented in this dissertation contributes to the understanding of
the use of structural features for XML element retrieval. It identifies and analyzes
the potentials of different structural features for retrieval and proposes new ways
to exploit them.
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Samenvatting
Zoekmachines helpen ons om informatie in digitale databestanden te vinden,
door die documenten te identificeren die relevant zouden kunnen zijn voor de
gegeven zoekopdracht. Het kan de gebruiker echter nog altijd veel tijd kosten om
de relevante informatie te lokaliseren in de lijst van gevonden documenten, zeker
als die documenten zelf lang zijn. Het zou daarom handig zijn als zoekmachines
slechts een lijst met mogelijk relevante delen van documenten zouden teruggeven,
in plaats van de documenten zelf.
Dit proefschrift onderzoekt dit probleem in het domein van XML docu-
menten, bestanden gerepresenteerd in de Extensible Markup Language (XML).
De taak om delen van XML documenten te onsluiten staat bekend als ‘XML ele-
ment retrieval’. We bestuderen in het bijzonder of de structurele eigenschappen
van XML documenten (zoals mark-up en expliciete metadata) kunnen bijdragen
aan de effectiviteit van zoektechnologie.
We intoduceren eerst een raamwerk om aanwijzingen voor relevantie uit vier
verschillende representaties van XML elementen te kunnen combineren: de in-
houd, context en metadata van het element, alsmede de metadata van het om-
vattende document. Vervolgens onderzoeken we in twee scenario’s de mogelijke
bijdrage aan effectiviteit van de vier verschillende typen elementen uit het raamw-
erk: 1) ad-hoc retrieval van XML elementen, waarvoor we aantonen dat het ge-
bruik van relaties tussen XML elementen de effectiviteit van het zoekproces kan
vergroten, en 2) relevance feedback, waarvoor we demonstreren dat kennis van de
structurele eigenschappen van de relevante XML elementen helpt om elementen
van vergelijkbare structuur te identificeren, hetgeen eveneens de effectiviteit van
het zoekproces verhoogt. Ten slotte bestuderen we het gebruik van contextuele
informatie in XML element retrieval. We presenteren de analyse van een inter-
actieve gebruikersstudie, waarin we de correlatie tussen verschillende contextuele
eigenschappen van de informatiebehoefte en de relevante XML elementen hebben
onderzocht.
De dissertatie verhoogt het begrip van het nut van structurele eigenschappen
voor XML element retrieval. Het identificeert en analyseert de mogelijke bij-
drage van verschillende structurele eigenschappen aan betere zoektechnologie, en
introduceert nieuwe manieren om deze structurele eigenschappen te gebruiken.
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