We study multivariate time-series generated by coupled map lattices exhibiting spatio-temporal chaos and investigate to what extent we are able to estimate various intensive measures of the underlying system without explicit knowledge of the system dynamics. Using the rescaling and interleaving properties of the Lyapunov spectrum of systems in a spatio-temporally chaotic regime and paying careful attention to errors introduced by sub-system boundary effects, we develop algorithms that are capable of estimating the Lyapunov spectrum from time-series. We analyse the performance of these and find that the choice of basis used to fit the dynamics is crucial: when the local dynamics at a lattice site is well approximated by this basis we are able to accurately determine the full Lyapunov spectrum. However, as the local dynamics moves away from the space spanned by this basis, the performance of our algorithm deteriorates.
Introduction
Spatio-temporal dynamical systems occur in many shapes and forms and are currently the subject of considerable interest. Typical everyday examples include the climate, ocean dynamics, biological systems such as the heart and the brain, road and telecommunication traffic, economic and social systems and many others. Such systems can be thought of as collections of many identical or similar sub-systems that interact (locally or globally) with each other. Many different approaches to the study of spatio-temporal systems exist. These can broadly be classified by whether or not one assumes that the dynamics of the system is known. In the latter category fall time-series based techniques that attempt to categorise, predict or manipulate spatio-temporal systems purely on the basis of a time-series of repeated measurements of one or more observables (e.g. [1] [2] [3] [4] [5] [6] [7] ).
In low-dimensional systems there is a well developed framework for the study of time-series generated by nonlinear dynamical systems (e.g. [8] ). The first step is often the characterisation of the corresponding attractor using invariants such as the correlation dimension [9] and the Lyapunov spectrum (LS) [10] . These indicate the degree of complexity of the system, and can for instance be used to discriminate between time-series generated by different dynamical systems. They can thus often be used to eliminate potential mechanisms generating the data, and narrow the focus to models consistent with the measured quantities.
In approaching multivariate time-series generated by spatio-temporal systems, it is a natural first step to attempt to compute analogous quantities. These can for instance indicate whether the system is in a spatio-temporally chaotic regime, or is better described by a model with only a few independent modes (and hence is exhibiting low-dimensional chaos). The computation of such invariants for spatio-temporal systems is, however, problematic. Such systems often have very high-dimensional attractors, with the dimension growing with the system's spatial extent. Since algorithms for the estimation of fractal dimensions and Lyapunov exponents require the available data to increase exponentially with the dimension of the attractor [11] it is not clear how they can be utilised in the context of spatially extended systems. One approach, suggested in [12, 13] and further investigated in [14, 15] , is to use the correlation dimension algorithm to calculate dimension densities. However, Torcini et al. [16] have questioned the ability of this method to distinguish between chaos and noise. Furthermore, even a small truncated lattice driven stochastically at its boundaries can model exponentially closely, the dynamics of a large (and even potentially infinite) lattice [17] . This suggests that one should not expect to be able to extract large fractal dimensions from localised time-series generated by such spatio-temporal systems.
An alternative approach, first suggested by Kaneko [18] , is to estimate the Lyapunov spectrum. This relies on the rescaling property of the Lyapunov spectrum: it has been observed that for many systems exhibiting spatio-temporal chaos, the spectrum of a sub-system, when suitably rescaled, can give a good approximation of the spectrum of the whole spatio-temporal system [18] [19] [20] [21] . Once the Lyapunov spectrum has been computed, other related quantities such as the Lyapunov dimension density and Kolmogorov-Sinai (KS) entropy density can also be determined. Unfortunately, there are a number of shortcomings to this method as it was described in [18] . Firstly, the method relies on a local approximation of the tangent map, which involves finding close neighbours in a reconstructed state space. Since even with a sub-system we have to work in embedding dimensions of least 20, it is not clear how such neighbours can be found with realistic amounts of data. Furthermore, Kaneko was not able to estimate the negative part of the Lyapunov spectrum accurately enough to be able to calculate the Lyapunov dimension density.
The aim of this paper is to address these shortcomings and suggest possible ways in which they may be overcome. Our starting point is the rescaling property described above, making use of the modified scaling introduced in [21] to significantly improve the accuracy of our estimates. In addition we use the interleaving property of successive sub-systems, first observed in [21] , as a diagnostic tool. By interleaving we mean that the exponents of a system of size N and N + 1 are interlaced, that is the exponents of the smaller sub-system appear between the exponents of the larger ( [21] and Fig. 1 ). This is reminiscent of the well known behaviour of the eigenvalues of symmetric matrices (e.g. [22] ), where such interlacing can be rigorously proved (unlike in the case of exponents of spatio-temporal systems, where it remains an intriguing numerical observation).
Hitherto, rescaling and interleaving have been studied under the assumption that the dynamics of the system is known. We, therefore, carry out a systematic investigation of these properties when the system is estimated from time-series data. We find that interleaving is a robust property, and can be used as a diagnostic tool. We discuss how to carry out the rescaling (particularly in view of the more accurate rescaling introduced in [21] ), and note that when the size of the whole system is not known a priori we cannot determine the actual spectrum of the whole system, but only its density.
It turns out that the boundary conditions at the edges of the sub-system can have a major influence on the accuracy of the estimated sub-system spectrum. In particular, in fitting elements of the Jacobian corresponding to sites at the boundary of a sub-system, the lack of data from outside the sub-system will bias our estimates. Essentially, the fitting algorithm compensates for this lack by introducing apparently random errors into the estimated Jacobian. We can overcome this by discarding the entries in the Jacobian corresponding to boundary sites. In effect, what we are doing is using data from a larger sub-system to obtain an unbiased estimate of the Jacobian for a smaller sub-system. Such truncation leads to a dramatic improvement in the accuracy of our estimates of the sub-system LS.
We also explore the effects of using higher order fits in estimating the Jacobian, and as in low-dimensional systems find that using these represents a worthwhile improvement over linear ones. Finally, we investigate a number of different choices of local dynamics in the spatio-temporal system, and conclude that the relationship between this and the space of functions used to fit the dynamics plays an important role in determining the accuracy of the final estimate. In particular, using restricted quadratic fits gives excellent results for a system where the local dynamics is given by the logistic map, but the estimates deteriorate as we skew this map, or replace it by an exponential one.
Our emphasis on interleaving, truncation and choice of basis extends the recent results of Bünner and Hegger [23] , who present an algorithm to estimate the Lyapunov spectrum of spatio-temporal systems using a previously developed specific modelling approach [24] . Bünner and Hegger restrict themselves to the case of standard logistic map local dynamics, which as we shall see below is a relatively easy system for which to estimate the spectrum. They only consider local linear fits and do not investigate the effect of the fitting basis. Additionally, they use the whole of the estimated Jacobian in computing the sub-system Lyapunov spectrum, and as indicated above we have found that truncating this Jacobian leads to a major improvement in the accuracy of the resulting spectrum. We are currently developing a method that combines the best features of all of these approaches [25] .
Our numerical work is carried out using coupled map lattices (CMLs), which are widely used as simple examples of spatio-temporal systems. Despite their simplicity, CMLs display a full range of complex spatio-temporal behaviour (e.g. [26] ) and in particular as far we are aware can duplicate all of the behaviour (e.g. spatio-temporal chaos) of partial differential equations that is relevant to the present work. Furthermore, even though many models in physics are more naturally expressed using continuous space and time, when we sample observed data, or integrate a system numerically, we necessarily do so using discrete time and space, and hence effectively end up working with something resembling a CML.
Coupled map lattices can be thought of as a collection of local maps arranged on a spatial lattice and coupled together. The coupling is usually (but not always) restricted to some finite neighbourhood. More specifically, we focus on a one-dimensional CML with symmetric nearest neighbour coupling
is the state of the ith site at discrete time n, N the size of the system, the coupling strength, and we use periodic boundary conditions (i.e. x n i+N = x n i ). We shall present results using three different choices of the local map f .
We should emphasise that throughout we work in parameter regions where the CML is believed to exhibit spatio-temporal chaos, or informally where it is fully turbulent. Situations where the system displays other kinds of dynamics, for instance low-dimensional chaos, travelling waves, various kinds of defects or similar are likely to need quite different approaches. In particular, one would not expect the Lyapunov spectrum or fractal dimensions to scale with system volume, and hence there would be no interleaving. This observation suggests that rescaling and interleaving can provide valuable diagnostic indications that the system is indeed spatio-temporally chaotic.
Although coupled map lattices are an ideal paradigm for the initial investigation of spatio-temporal phenomena, the framework adopted here is still some way from real data sets, say obtained from turbulent fluid flows or EEG recordings. We assume that we directly observe a one-dimensional dynamical variable at each site, with no noise, and restrict ourselves to nearest neighbour coupling and one spatial dimension. However, we feel that the work described here is a necessary first step towards tackling more realistic models, and it is preferable to develop and evaluate algorithms in the well controlled setting used here, rather than tackling all the complexities of real data. This sort of approach has worked well in time-series generated by low-dimensional systems [8] . Since rescaling and interleaving have also been observed for lattices with longer range coupling and two spatial dimensions [21] , we are confident that the underlying ideas developed here will be relevant to more realistic systems.
Lyapunov spectrum and related densities
One invariant that one frequently wants to estimate from data generated by a spatio-temporal system is the spectrum of Lyapunov exponents [10] . This gives the average rate of exponential separation or convergence of two infinitesimally close initial conditions in phase space. In N-degrees of freedom system there are N such exponents λ i , i = 1, . . . , N, labelled such that λ i ≥ λ i+1 which together form the LS. One or more positive exponents are taken as evidence that the dynamics of the system is chaotic. More specifically the Lyapunov exponents λ i are given by the logarithms of the eigenvalues of the matrix
where P n = J n J n−1 · · · J 2 J 1 and J k is the Jacobian matrix along the trajectory at time k. The existence of the limit in Eq. (2) for almost every orbit (with respect to any given invariant measure) is guaranteed by the multiplicative ergodic theorem [27] .
There is a close relationship between the LS and the fractal dimension of the system. The Lyapunov dimension d L is given by [28] 
where j is the greatest integer such that j λ j > 0. Although strictly not a dimension, d L is usually a good numerical estimate of the fractal dimension. Another quantity that can be derived from the LS is the KS entropy. This quantifies the mean rate of information production in the system, or alternatively the mean rate of growth of uncertainty in a system subjected to small perturbations. An upper bound, and frequently a good estimate [10] , for the KS entropy is given by the sum of the positive Lyapunov exponents, i.e.
where λ + i = max{λ i , 0}. In the case of spatially extended systems, e.g. in the case of a turbulent flow, it has been pointed out that sub-systems should be weakly correlated and thus the Lyapunov spectrum of the whole system should be approximately equal to the union of exponents from each non-interacting sub-system [19] . This implies that the LS should be intensive in that
where V is the volume of the system. As a consequence, the Lyapunov dimension and KS entropy are extensive quantities that grow linearly with increasing system size V . Thus we can define the corresponding Lyapunov dimension density ρ d as
and entropy density ρ h as
The densities defined in Eqs. (5) and (6) are intensive quantities that do not vary with system size. These quantities were first estimated from experimental data in [29] . Extensive studies have shown that for spatially extended systems, and in particular for coupled map lattices, the so-called sub-system LS converges rapidly towards the LS of the whole system for increasing sub-system size [18] [19] [20] [21] . Instead of using all the N variables of the system to build the Jacobian we only take a subset N s of these variables (from N s neighbouring sites) and build the Jacobian for this N s -dimensional sub-system without changing the underlying dynamics for the whole original system. As previously reported [21] , when calculating the sub-system LS for increasing N s , one finds that Lyapunov exponents for two consecutive sizes are interleaved and that the sub-system LS converges to the LS for the whole system when rescaled suitably. More specifically, by interleaving we mean that the ith Lyapunov exponent for the sub-system N s lies between the ith and (i + 1)th Lyapunov exponent of the sub-system N s + 1. The interleaving property is discussed in some detail in [21] . The convergence to a limiting LS suggests that the Lyapunov dimension and KS entropy scale with sub-system size and this gives us the opportunity to estimate ρ d and ρ h as 
respectively for large enough N s .
As an example of these properties we depict in Fig. 1a , the interleaving of the LS for a coupled logistic lattice as in Eq. (1) of size N = 100 with f (x) = 4x(1 − x) using sub-system sizes N s = 1, . . . , 40. This has been calculated assuming full knowledge of the true dynamics. It is clear from this figure that in this case the Lyapunov exponents are perfectly interleaved. This suggests that there is convergence to a limit curve (the LS of the whole system) as seen in Fig. 1b . The usual method to rescale the sub-system LS is by plotting λ i against r × i, where r = 1/N s [18] . Here we have used a new rescaling introduced in [21] with
This rescaling gives a better convergence to the real LS for small sub-system sizes. We see from Fig. 1b that the LS for the whole lattice is indeed well approximated. This convergence means that we are able to estimate the Lyapunov dimension and KS entropy. There are two ways of doing this from sub-system information. Firstly, one could use Eqs. (7) and (8) and plot ρ d (N s ) and ρ h (N s ) for increasing N s . In the thermodynamic limit (infinite number of lattice sites) these densities are intensive quantities (they do not depend on sub-system size). One can then estimate the Lyapunov dimension and KS entropy by multiplying by N. The second method, as suggested in [21] , is to take the sub-system LS, rescale it, and then extrapolate a curve through it to obtain an approximation of the whole LS. A simple choice of extrapolation method is to use piece-wise linear fits. Thus, take the rescaled LS λ i (N s ), and consider the polygon P through all the points (i, λ i (N s )). To estimate a Lyapunov exponent of the whole LS lying between λ 1 (N s ) and λ N s (N s ) one uses the fit given by the polygon P. For Lyapunov exponents lying to the left (right) of the polygon use linear extrapolation from the first (last) two points of the rescaled LS. In this way the whole LS can be approximated and one can extract estimates of the largest Lyapunov exponent λ 1 and use Eqs. (5) and (6) to get the Lyapunov dimension d L and the KS entropy d h . This second method, together with the new rescaling has been found to give improved results [21] . In the example above, the estimates of Lyapunov dimension and KS entropy using the second method are seen (Fig. 1c) to converge rapidly to the exact values (70.7 and 8.46, respectively).
We now consider the case where only one or more time-series sampled from the system are available. Is it possible to get the same information as in the above example without knowing the dynamical equations governing the system? Ideally, we would like to be able to calculate Lyapunov exponents for sub-systems directly from time-series with some accuracy and one would hope that they converge to some limit curve for increasing sub-system size. It is clear that in this case we do not in general know the size of the full system, N . Hence we cannot use the rescaling in Eq. (9) to produce the limit curve that approximates the whole LS. However, since typically N is large, we can assume (N + 1)/N ≈ 1 and therefore it seems plausible to use the approximate rescaling
when the system size N is unknown. On the other hand, not knowing N means that we are only able to estimate densities (and not the extensive quantities Lyapunov dimension and LS entropy for the whole system). We could choose to plot ρ d and ρ h for increasing N s using Eqs. (7) and (8) and hope to observe convergence for N s sufficiently large. Again, an alternative approach is to use the polygon method but modified as follows. The polygon can be considered as an approximation of the function F (i/N), i.e. the whole LS. In the thermodynamic limit we can define ρ h as
such that F (α) = 0. Note that the value of this integral corresponds to the area A in Fig. 1b . Thus to get an approximation of ρ h , ρ h (N s ), from sub-system LS estimated from time-series, we calculate the area A as given by the polygon. Similarly, we can find ρ d by solving for β,
This is equivalent to finding β such that the areas A and B in Fig. 1b satisfy A = B. The corresponding β is then an estimate of ρ d . We will refer to this way of computing ρ h and ρ d from areas as the polygon method and call the estimation of ρ d and ρ h from Eqs. (7) and (8) as the direct method.
Sub-system Lyapunov spectrum from time-series
In the previous section the Lyapunov spectrum density and the related quantities ρ d and ρ h were calculated in the situation, where the equations governing the dynamics of the system are fully known. In the rest of this paper we examine to what extent we are able to reproduce these results when the only information available to us is some time-series sampled from different spatial locations. We have already discussed how to utilise sub-system Lyapunov spectra to estimate the various densities. We, therefore, now focus on how to find the sub-system Lyapunov exponents themselves from a time-series.
Usually the LS is calculated from an observed time-series using the method of time delays [10] . Given a scalar time-series u i one aims to reconstruct the dynamics of the original system by forming time delay vectors U i = {u i , u i−1 , . . . , u i−d+1 }, where d is the embedding dimension. If we use a sufficiently large d then {U i } is a reconstruction of the original dynamics. We can then use this to estimate the Jacobians and subsequently the LS. However, using the method of delays to obtain good estimates of the LS is known to be difficult in practice, even for low-dimensional systems. Spatially extended systems, which we are interested in here, are typically high-dimensional and thus the extraction of the LS is even more difficult. Takens theorem [30] requires us to work in dimensions larger than 2M, where M is the dimension of the state space of the system. Since the method involves finding neighbouring points in high dimensions, this means that we require an enormous amount of data to have any hope of decently reconstructing the dynamics.
Here we consider the case where N s time-series are observed at N s different neighbouring spatial locations simultaneously. Space delay vectors are built up using data from neighbouring sites as entries. If Consider space delay vectors of size d. We can treat these as sub-systems of size N s = d as above and aim to estimate the densities from the corresponding reconstruction. It should be emphasised that when using time-series we assume that the size of the original system is unknown. Therefore, only densities can be approximated since they do not depend on the system size. Their extensive counterparts d L and h obviously cannot be estimated without knowing N .
The Lyapunov exponents can be extracted from time-series by applying the algorithm introduced in [10] . The method consists of estimating the Jacobians along a trajectory and reorthogonalizing using QR decomposition. From the data we con- where (·) + denotes the pseudo-inverse. This is equivalent to finding J m by using least squares. Now, in order to find the Lyapunov exponents recall that we look at the growth of d-volumes under the action of J m (v 0 ). Let Q 0 be a unit d-cube (matrix) defined by orthogonal vectors {q 1 , . . . , q d }. The Lyapunov exponents are then given by the logarithms of the eigenvalues of J m (v 0 )Q 0 as m → ∞. A serious problem when using this limit is that this matrix is ill-conditioned. To avoid this we use the approach suggested in [10] and reorthogonalize at each step. This can be achieved using Gram-Schmidt, Householder or Givens based techniques. Here, we use an efficient Householder method, where only the terms required for the computation of the Lyapunov exponents are calculated [31] .
In the case discussed above, the Jacobian can be estimated by a local linear fit. It is also possible to include higher order terms in the neighbourhood matrix, e.g. by considering second-order terms. The hope is that by including these, the estimate of the Jacobian will improve, hence giving us a better approximation of the Lyapunov exponents. As a special case let us choose the space delay vectors as
where all entries are evaluated at time m. This choice is a reasonable compromise between a linear fit and a full quadratic fit, which would include all the cross-terms of the form x i x j . The difficulty with the latter is that it substantially increases the number of parameters that we need to fit, and hence the number of nearby data points that we require. Since in our particular system the diffusive coupling acts linearly, it is reasonable to expect that cross-terms will be relatively insignificant, and a basis of the form (13) gives a reasonable approximation to a full quadratic fit. The neighbours and neighbourhood matrices are now found using these vectors and the Jacobian is given by the upper-left d × d sub-matrix of T m . The problem with including higher order terms is that the number of neighbours needed to fit the Jacobian grows rapidly for increasing embedding dimension d and the data requirements soon get too large. In fact, the minimal number of neighbours required to fit the Jacobian (including cross-terms) with an embedding dimension d is
A further significant improvement in the calculation of the sub-system LS can be made by consideration of the boundary conditions of the sub-system, and the effect of this has on the Jacobian. When a sub-system Jacobian is estimated from observed data, the input at the edges of the sub-system acts as noise and interferes with the accurate determination of the Jacobian.
In particular, consider a site at the boundary of the sub-system. Its dynamics depends on a neighbouring site which is not explicitly contained in the measurement window. As a consequence, when we estimate the dynamics at this site as a function of the observed data, the fitting algorithm will attempt to compensate for the missing data by spuriously adjusting the estimated values at other sites. Thus for instance, the fitting procedure for the first row of the Jacobian will offset the lack of information from the neighbouring site on the left (which is outside of the measurement window) by assigning biased values to the sites within the window. Such a 'noisy' Jacobian leads to a loss of accuracy in estimating the sub-system LS.
We can overcome this by discarding the outer layer of the Jacobian (i.e. the first and last row and column) once it has been fitted. This ensures that the entries in the Jacobian that is used to compute the LS are free of the bias caused by the boundaries. Such truncation produces a (d −2)×(d −2) matrix and hence we only compute d − 2 Lyapunov exponents. This, however, is of no consequence, since we rescale these exponents to estimate the spectrum density of the whole system as described above. If the coupling is over more than one site, one needs to discard an appropriate number of rows and columns [25] .
In effect we can think of this procedure as using data from a window of size d to obtain an accurate estimate of the Jacobian of a sub-system of size d − 2 (or d − 2q if the coupling has range q). This point of view shows why it reasonable to expect the Lyapunov exponents computed from the truncated Jacobians to give a reasonable estimate of the Lyapunov density of the whole system. Although this argument is largely heuristic, our numerical results below suggest that our procedure is very effective in removing boundary artefacts, and that it leads to dramatically improved estimates for the sub-system LS.
Numerical results for the estimation of the LS from time-series
In this section we present the numerical results when the LS is determined from a time-series. Let us first compare the results obtained in Section 2 for the known dynamics of the coupled logistic lattice with their reconstructed counterpart. The local dynamics for this example is the fully chaotic logistic map f (x) = 4x(1 − x) with coupling = 0.45 and lattice size N = 100. The evolution for these parameters is known to be in the fully chaotic spatio-temporal regime, i.e. the temporal evolution at each local site is chaotic and spatial correlations decay exponentially. We sample 20 neighbouring sites after discarding transient behaviour and keep 11 000 time steps. Our sample set is thus 20 × 11 000 long. It is important to note that we are using the local state variables themselves as observables. In general the observables may be non-trivially dependent on the state variables.
Using spatial delay reconstructions d = 1, . . . , 20 we calculated sub-system LS using either linear fits (L-fit) or linear-quadratic fit (LQ-fit) as in Eq. (13) and in each case with and without discarding the outer layer of the Jacobians. In all these cases we used data from 10 000 time steps to fit the dynamics, d +20 nearest neighbours in the L-fits and 2d + 20 nearest neighbours in the LQ-fits. These parameters were chosen after considerable preliminary exploration and appeared to give robust and repeatable results. We used 1000 time steps to estimate the sub-system LS from the estimated Jacobians. Our experience with computing the spectrum when the dynamics is known [21] indicates that this is sufficient to ensure convergence. Of course, estimating Lyapunov exponents from data, and in particular negative exponents, is known to be a difficult task, and it is thus reasonable to ask how accurate and reliable our results are. We address this by comparing to computations carried out by assuming full knowledge of the dynamics, both in Fig. 1 , and in [21] .
Thus, in Fig. 2 we depict the interleaving properties for the different ways of calculating the Jacobians. The interleaving works better for the LQ-fit (Fig. 2c and  d) than for the L-fit (Fig. 2a and b) and even better when using discarded outer layers in the Jacobians (Fig. 2d) . This is especially clear for the most negative exponents.
In Fig. 3 we have plotted the corresponding convergence to the limit curve for the four possible methods using the rescaling in Eq. (10). The limit curve is computed using full knowledge of the dynamics, as in Fig. 1b . In all the cases the upper part of the spectrum is well approximated when d is large enough. It is clear though, that using discarded Jacobians gives a much faster convergence for the upper part of the sub-system LS (compare Fig. 3b and d to Fig. 3a and  c) . Using the LQ-fit with discarded Jacobians leads to a very good approximation to the whole LS even for small d (Fig. 3d) . Now we use these approximations of the limit curve to extract estimates of the largest Lyapunov exponent, Lyapunov dimension density and KS entropy density using both the direct method and the polygon method discussed earlier.
In Fig. 4 we have plotted estimates of the largest Lyapunov exponent using (a) the direct method and (b) the polygon method. We see that the largest Lyapunov exponent is well approximated using both approaches. Both L-fits and LQ-fits work well in these cases. The success of the direct method in low dimensions can be explained by considering the fits that we are actually performing when approximating the Jacobians. When d is low we are able to find true nearest neighbours, and are indeed doing a local approximation of the dynamics, hence finding Jacobians in some reconstructed space. When d is higher this is no longer possible. However, if the map can be approximated globally in the chosen basis, the Jacobians are still well approximated in high dimensions.
The fact that the largest Lyapunov exponent can be approximated well in low dimensions by local fits suggests that we can use these estimates as an upper bound for the estimates of the whole LS from the global fit.
Similarly we compare the efficiency of different approaches in the estimation of the Lyapunov dimension density as depicted in Fig. 5 . We see that only when using the polygon method as in Fig. 5b are we able to get a good estimate of ρ d and the estimate is improved further by discarding the edges of the Jacobians. The failure of the direct method to estimate ρ d comes from the second term in Eq. (3) which is used in Eq. (7) . A small error in the denominator in Eq. (3) amplifies the error in the estimate of ρ d . This implies that the poly- gon method is preferable to the direct method when estimating ρ d from time-series.
In the case of KS entropy density (see Fig. 6 ), the polygon method works best, but in this case the direct method also gives good estimates. The discarded edges in the Jacobians improve the estimate for both methods.
The results suggest that when trying to approximate the whole LS we should consider the fitting as global, and therefore it becomes important to disregard the outer layer of the approximated Jacobian and use the polygon method.
Typically, the underlying system will not be contained in the chosen basis. To investigate this further we looked at time-series taken from two other spatially extended systems, where the local map is not contained in the fitting basis. First, we used Eq. (1) with the skewed logistic map as the local dynamics, Fig. 3 . Estimated sub-system LS for sub-system sizes d = 1, . . . , 20 using spatial delay reconstructions and different ways of estimating the Jacobians for the same coupled map lattice as in Fig. 1. (a) L-fit without discarding the edges of the Jacobians. (b) LQ-fit without discarding. (c) L-fit with discarding. (d) LQ-fit with discarding. The limit curve is computed the real dynamics, and hence is the same as in Fig. 1b. i.e.
where a is a nonlinearity parameter (it comes from the a in ax(1 − x)) and b a skewness parameter. When b = 0 we recover the familiar logistic map studied above and as b is moved away from this value, the map is then skewed to one side. The parameter is bounded by −1/a < b < 1/a as in these limits the derivative becomes infinite at 0 and 1. We study here the case b = 0.2 corresponding to a high degree of skewness, still with a = 4.
As a further example we also study the following local map using r = 4.5. In both cases we used the coupling parameter = 0.40. We sampled 20 neighbouring sites as before and repeated the calculations to obtain approximations of sub-system Lyapunov spectra. From these we extracted estimates of λ 1 , ρ d and ρ h . We used the same choice of basis as before (L-fit and LQ-fit). As previously noted, using the polygon method and Jacobians with discarded edges gave consistently better results; we thus restrict our next analysis to this approach.
In Fig. 7 we depict the interleaving and convergence to the limiting LS curve for the CML with the convergence towards the real limit curve of the LS fails, especially for the most negative Lyapunov exponents.
The estimates for λ 1 , ρ d and ρ h for the skewed logistic lattice are given in Fig. 8 . The estimate for λ 1 is a bit higher than the real value (0.427) and the LQ-fit does not perform significantly better than the L-fit (Fig. 8b) . The estimates for ρ d and ρ h are also worse than when using the (un-skewed) logistic map as the underlying local dynamics. However, the real value of ρ d (0.844) is not too badly approximated (Fig. 8b) . In general, we see that as the underlying dynamics moves away from the space generated by the basis used to fit the dynamics (L-fit or LQ-fit), the results deteriorate. In this particular case, the results are still acceptable since the skewed logistic map can be reproduced reasonably well by the LQ basis. To enhance the effects of the choice of the underlying system, we now consider the exponential map as the local dynamics. We continue using the L-fit and LQ-fit to estimate Jacobians (discarding the outer layer as before). In this case it is clear that the basis is far from being a reasonable representation for the dynamics.
Again we calculated the sub-system LS for increasing spatial delay reconstructions. The resulting interleaving and convergence is shown in Fig. 9 . The interleaving (Fig. 9a) is still good for small d but starts to fail as d ≈ 10 or greater. This reflects the fact that in small dimensions, the approximation is local (so it is good). For large d the approximation is global and obviously bad for the exponential map. This is reflected in the convergence plot (Fig. 9b) . There is no convergence for the negative part of the LS. In this case the L-fit performs much better than the LQ-fit (not shown) and seems to converge to the whole LS in the upper part.
As before, we use the convergence plots with the polygon method to estimate λ 1 , ρ d and ρ h as shown in Fig. 10 . Here we clearly see that in all the three cases the LQ-fit does not give any sensible results.
Discussion
We have developed an algorithm to estimate intensive measures such as the largest Lyapunov exponent, Lyapunov dimension density and KS entropy density in spatially extended systems from time-series sampled from sufficiently large sub-systems. Our approach is based on the rescaling and interleaving of the sub-system Lyapunov spectra and a careful consideration of errors introduced by boundary effects.
The performance of the algorithm is governed by several factors. Firstly, the estimation of the Jacobians has to be performed using a global fit, and care must go into choosing the right basis. Time-delay plots might be one way of obtaining an idea of a suitable basis. Further work in this direction is in progress [32] . Secondly, we find that discarding the outer layer of the Jacobian at each time step allows us to eliminate what would otherwise be noisy input, and significantly improves the quality of the resulting spectrum. Thirdly, care needs to be taken in extracting the intensive quantities from sub-system spectra. We have presented an optimal rescaling for the sub-system spectrum and suggested an accompanying polygon interpolation scheme for calculating the Lyapunov dimension and KS entropy densities.
For choices of local dynamics that are not well approximated in the chosen basis, we find that estimates of the Lyapunov dimension density and KS entropy density are poor. A natural way of addressing this is to use the near-diagonal structure of the Jacobian to perform local estimates in much lower dimensions. Thus, in particular, for the nearest neighbour coupling used here, the Jacobian is tri-diagonal, and we only need estimate three terms in each row, using an embedding dimension of three. Furthermore, since the system is spatially homogenous, one can ignore the spatial position of a sample data point when looking for nearest neighbours, thereby dramatically increasing the effective size of the available data. This allows us to use genuinely local estimates in low embedding dimensions, and negates the need to find a basis adapted to the dynamics [25] . This is also the technique adopted by Bünner and Hegger [23] , and as already indicated we are currently incorporating this idea into the approach presented here [25] .
