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The Dirichlet problem for the region of the plane inside closed smooth 
curve C for second-order elliptic equations is considered. It is shown that under 
certain circumstances the solution u can be written uniquely in the form 
u(P) = SC F(P, Q) g(Q) dsp , where F(P, Q) is the fundamental solution of the 
elliptic equation, and g eLe if the boundary value function f is absolutely 
continuous with square integrable derivative (f~ W); and u(P) = p(F(P, .)) 
where p is a unique bounded linear functional on W iff c Le. These representa- 
tions are valid in the exterior of C also. As special cases with slight modifications, 
the exterior Dirichlet problems for the Helmholtz and Laplace equations are 
mentioned. 
It is shown also that if kernelF(P’, Q), with P’ and Q on C, has a complete set 
of eigenfunctions I&(P)} then u(P) can be expanded in a series of their exten- 
sions {W’)l, where 40) = AL. j-,W’, Q) h(Q) dsg . 
This paper concerns the representation of solutions of Dirichlet’s problem 
for linear homogeneous elliptic second-order partial differential equations. 
These representations are of two types: (1) the solution in terms of a single- 
layer distribution, and (2) the solution as a series of eigenfunctions. 
The ideas are carried out in detail for Laplace’s equation. With the funda- 
mental solution G(P, Q) = log 1 P - Q 1, the solution u(P) of the interior 
problem can be written (under certain circumstances) as 
W = - j-2r W’, Q(T>)g(T> dT, 
0 
with g E Y2 if the boundary values are continuously differentiable; and as 
u(P) = -1im 
s 2n n-m o W’> Q(4) gn(d dT, 
with g, E Z’*, if the boundary values are in Y2. The “eigenfunction” expan- 
sions follow from these representations. (As Jaswon [6] indicates, the for- 
mulation of the exterior problem may require some modification. This is 
discussed briefly in Section 7.) 
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Similar representations are possible for other elliptic equations using the 
fundamental solution. Wolfe [l] has done some of this for the reduced wave 
equation for the exterior of a slit in the plane; much of Section 2 and 3 are 
based on his work. Karp and Shamma [2] have considered “eigen-function” 
expansions as a starting point for their investigation of the asymptotic 
properties of the eigenfunctions associated with various problems. 
1. C is a closed curve without double-points in the sJ!-plane, given 
parametrically by x = .v(t), ~1 -r(t), with both functions periodic with 
period 2n, twice continuously differentiable, and .iz $- 3”” + 0. (g == dg/u’t.) 
The problem is to find a harmonic function u(x, F) inside C (or outside C) 
taking given values j(t) on C and representable in the form 
. e 7 
u(P) == 1 --g(T) log ; P -- Q(T)\ dT. (1) 
‘0 
where P is the point (x, J), Q(T) is (x(T),J(T)), I P - Q ‘) is the distance 
between P and (2. NThen P is on C, u(P(t)) =:.f(l), and (I) becomes 
-2rr 
f(t) = - Jo g(T) log ! P(t) - Q(r)’ dr. (2) 
The problem then becomes one of finding for j in a certain class of func- 
tions a solution g of (2) in another class such that U(P) as defined by (I ) 
tends to j(t) as P tends to P(t) on C. 
As preliminaries for this investigation we note that with 0 :< p :-I I, 
fqJT) =: @‘/(2n)‘!“, 
1 og I pelt - & i = 2 (27rplklil k ;) @Jt) %(T) (3) 
and 
log i sin((t - ~)/2)1 = -log 2 + f (2n/ K I) &.(t) K(T). (4) 
kc-n 
Thus, {DI;), k = 0, &l, &2,... form a complete orthonormal system of 
eigenfunctions of (4) in LP(O, 2 ~7 with corresponding eigenvalues I K [/2x, ) 
R F 0, and -1/2rr log 2, if R =- 0. 
The class TV of functions consists of those absolutely continuous functions 
j on [0,2n] with derivative j’ in P(O,277) and with period 277. This class 
is a Hilbert space with norm defined by 
(Ilji;W)? = Jo%’ (If\’ + j’ i’) dr. 
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llf IL = 2 I Ck IV + k2). 
k=--m 
2. In this section we show that if f E W, then there is a unique 
g E P(O,27r) satisfying (2) under certain conditions. 
Proof. The function q(T) = rm &c&(T) is in P(O,27r). By the general 
theory of the Fourier series, this last series may be integrated term by term 
from 0 to x. (C 1 ck 1)” < C K2 1 C~ I2 C l/K2 by the Schwarz inequality so 
C ck is convergent. Thus 
s 
oz q(T) d7 + f c,/(2+‘2 = f t,@i,(x). 
--m -00 
Thus,f E AC on [0,2?r] andf’ = q a.e. 
For future ease of reference, the following notation of kernels and operators 
will be used. 
W’s Q) = log I P - Q I, 
qt, T) = log / sin((t - T)/2)\, 
W’, 9) = logIl P- Q l/l sin@ - 7&N 
(5) 
Gg = I’ G(P(t), Q(T)) i!(T) dT> 
W’)g = I’ W’s Q(T)) g(T) dT, 
Kg = J2= K(t, T) g(T) dT, 
0 
Rg = JZn R(P(t), Q(T)) g(T) dT, 
0 
G=K+R. 
Under the hypothesis on curve C, R(P(t), Q(T)) is a continuously differen- 
tiable function of t and 7. Equation (2) can be written in the operator form 
-f=Gg =Kg+Rg (6) 
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LEMMA 2. K is a bounded linear transformation mapping LT one-to-one 
onto W. K-1 is bounded on W. 
Proof. Replacing log ) sin(t - 7)/2 1 by the series in (4), and using 
g = z ck& , f = C b,@, in f = Kg, yields from (5) 
c b,@, = -(c,,27r log 2) a,, + x (2rrj i K 1) c,q , 
I:?-0 
from which 
b, = -27~~ log 2, 6, = 27rcJl h 1. (‘1 
Thus x j ck j* < co implies C k* 1 b, I* < CO and conversely, establishing 
the one-to-one onto. Ij Kg /j = )I f IjW < 477 11 g jJPz from (7). K-r is bounded 
on W by Banach’s inverse theorem (or by direct computation). 
LEMMA 3. R is a compact operator from 9 into W. 
Proof. Let 52 be a bounded set (in P norm) in 9. (Rg: g E .n) satisfy 
a common Lipschitz condition. Indeed, this family all E C’ with uniformly 
bounded derivative. Moreover, the derivatives form, an equicontinuous 
family, the modulus of continuity depending on that of (P/&s> R(s, t) and the 
bound on 9. Hence RQ contains a subsequence such that the functions and 
their derivatives are uniformly convergent. Thus the limit is in C’ and the 
subsequence converges in the norm of W. Thus R maps bounded sets in P 
into relatively sequentially compact sets in W. 
THEOREM 1. If Gv = 0 has only the trivial solution in ~?‘~(0,2~) (e.g., 
if G has a complete set of esgenfunctions in p), then (6) has a unique solution g 
in L?* for any f in W. G-1 is bounded on W. u(P) defined by (1) is continuous 
throughout the plane and satisjes 5u = 0 for P ojf C. 
Proof. Equation (6) has a solution in A?* if and only if 
-K-If = g + K-‘Kg UO 
does. K-lR is a compact operator on P into 9 since K-l is bounded (by 
Lemma 2) and R is compact. By the Riesz theory of compact operators, 
(8) is solvable, and uniquely so, if g = -K-‘Rg has only the trivial solution 
in .Y2. But this equation implies Kg + Rg = 0. By hypothesis, this last 
equation has only the trivial solution. Therefore, (8) has a unique solution 
in 92 for each f in W. G-r is bounded by Banach’s inverse theorem. 
That u(P) is harmonic for P off C is verified by differentiation under the 
integral sign. The boundary behavior will be discussed in Section 4. 
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Remark. The hypothesis that Ga = 0 has only the trivial solution is 
essential. For C, the unit circle, this equation has the solution z, = 1 and, 
consequently, (6) is not solvable for f equal to a nonzero constant or, indeed, 
for any f for which 
s 02’/(t) dt # 0. 
Jaswon [6] shows that for any family of similarity curves, Go = 0 has a 
nontrivial solution for just one of them. 
3. In this section Theorem 1 is extended to include a wider class off 
and, correspondingly, a wider class of g. 
DEFINITION. W* denotes the conjugate space of W, i.e., W* is the space 
of all bounded linear functionals on W. M denotes a linear manifold in W*. 
An element T belongs to M if and only if for some n 
T(f) = i c-,bl, , 
Be-n 
where 
f(T) = : uM4 
--m 
is an arbitrary element in IV. M* denotes the closure of M in W*. Alter- 
natively, T belongs to M if and only if for some n, 
T(f) = ~*k4fb) dT, 
0 
where 
LEMMA 4. An element T of W* belongs to M* if and o&y if T(f) = 
C:cz c&c, where f = C b,@, and C ( c,/k I* < 00. If r,* = ( co 12 + 
z”,, ( cJk I2 and Y, -+ I as n -+ 00, then r/2 < \I T (Iw* < Y. 
Proof. Let 
TJf) = i c-,6,. 
I+-* 
SOLUTIONS OF ELLIPTIC EQUATIONS 485 
Then 
(9) 
If x i cJk I2 < co, then Tn(j) converges by the Cauchy criterion. By a 
similar computation, 1 Tn(j)i2 d yn2 1/j&. Also, (1 Tn(jn)l/lljn [I)’ > rn2/2 
if jn = CO + z”, (cek/k2) &‘. Therefore, for fixed n, 11 T, IJw, .>, yn/2. The 
bound on norm T follows on letting n tend to infinity. From (9) it is clear 
that 
,,;;P, 1 Tn(j) - T(j)1 -+ 0 as * + co, 
W’ 
i.e., /I T,, - T JIwe - 0. For the “only-if” part, suppose // S, - T,, IjErr ---f 0, 
S, E M. Then S,(j) converges for every f in 717. In particular 
;i s,(j) = lim f cln,)b, = 2 c-&k = T(j) 
-PL -m 
if 
Therefore, 
1 c-,b, = 1 (c&)(kb,) 
is convergent for every sequence of {kb& which is absolutely square con- 
vergent. From Banach’s principle of uniform boundedness it follows that 
(CR/k) is absolutely square convergent. 
Hence any element of M* is the pointwise limit of 
where 
(104 
-n -cc 
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Equation fn = Kg can be solved for fn = x:2, bkOlc using formulas (7), 
yielding a solution of form (lob). The operation Kgn can be extended to M* 
by limits, since 
< 8.rr2 (I co i2 + i I CT& I’) 
-n 
< 16r2 II Pn !lL* 
with pn and g, as in (1Oa) and (lob). 
LEMMA 5. K is a bounded linear transformation on M* and is one-to-one 
onto p. K-l is bounded on Z2. 
Proof. Proof that K is bounded comes from the above discussion. 
If fEP, then C j bA. I2 < co. Formulas (7) show that consequently 
C ] cJk I* < co, and so the solutions g, of fn = Kg converge in M* to 
some p. Kg, converges in the mean of order two to f. The boundedness of 
K-r can be obtained by direct calculation or by invoking Banach’s inverse 
mapping theorem. 
LEMMA 6. If H(s, t) E C’, then the operator H defined by 
k(s) = Hp = $i 1”” H(s, t) g&) dt, 
0 
and g, given by (lob), is a compact operator on M* into 9. 
Proof. Since H(s, t) E C’, Hp is interpreted as the bounded linear func- 
tional p evaluated at H regarded as a function of t, viz., p(H) = Hp, 
I HP I = I p(W, *))I d II P llw II Ws, .hv 9 
II ws, 9ll”w = I 2n (I Ws, t)12 + I(W) W, t>12) dt. 0 
If IR is a bounded set in M*, say sup,,, [( p (( = OL, then 
I WI = I Pvw, *))I G alI ws, *hi, I 
I Wl) - Ns2)l = I P[ff(Sl 9 *I - ws, 9 *>I1 
< a II WI , .I - ff(s2 , .)llw * 
Thus (h(s): h = Hp, p E Q} form an equicontinuous, uniformly bounded 
family of functions. By Arzela’s theorem, this family is relatively sequentially 
compact in LY2. 
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THEOREM 2. If Gu = 0 has onZy the trivial solution p in MC, (e.g., ;f G 
has a complete set of esgenfunctions in 9(0,27r)), then -f = Gp has a unique 
solution in M* for each f in LZz(0,2n-). G-l is bounded on 9; u(P) defined by 
u(P) == -G(P)p satisjes Au = 0 for P ofl C; u(P) is continuous throughout 
the plane if f is continuous, and approaches f(t) as P tends to P(t) along the 
normal to the curve at P(t) for almost all t if f E 9. 
Proof. The proof of existence follows as in the proof of Theorem 1. If p 
is the solution, there is a sequence pn , g, as in (10a) and (lob), with P,~ 
converging in M* to p. 
u,(p) = -G(P) pn = - J.‘=g&) log 1 P - Q(T) dT 
‘0 
(11) 
is harmonic off C. If P is off C, 
I %P> - 4P)l d II pn - p jlM* jj log / P - Q j jlN. . 
Thus u(P) is the uniform limit of u,(P), and so is harmonic. The boundary 
behavior is left to Section 4. 
It is not trivial that Ga = 0 has only the trivial solution in :U* if G has a 
complete set of eigenfunctions in 9. The proof results from the following 
lemma. 
LEMMA 7. If {I,&.} is a compkte system of eigenfunctions of G in 9, then 
it is a complete system in W. 
Proof. GI,& is in IV by Section 2, and so {&J is in W since #k = h,G$, 
It is sufficient to prove that (&J has the closure property in IV. Let f be 
an arbitrary fixed element in W. By Section 2 there is a g in P such that 
f = Gg. Since {&J are complete in 5P they have the closure property in P 
and so there exists a sequence h, in 59, 
with (1 h, -g /Ipa -+ 0. Since G is a bounded operator on 9, 
llfn -f IIw < II G II II hn -g Ilp , 
where 
Thus (#k} has the closure property in IV. 
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LEMMA 8. If Gp = 0, p in M*, then p = 0 if G has a complete set of 
e&?ZfWlctions in 9. 
Proof. With notation as in Lemma 7, #k is in the domain of p. Thus, 
with g, , pn as in (10a) and (lob), pn + p in M*, 
= A, lim j”” [I’” log I P(t) - QWI SLK do] g,(t) dt n-)00 o 0 
= A, lim j’” [ jozn 1% I P(t) - Q(4I gn@) dt] A dT n-34 o 
= A, 
s 
2rr (Gp) (/ik dT = 0. 
0 
The limit is placed under the integral sign since Ggn -+Gp in 9, since 
g, -+ p in M*. Thus p(#& -= 0 f or every member of the complete set (I,&} 
in IV. Therefore p = 0. 
4. To examine boundary behavior it is convenient to introduce at 
each point on the boundary a local coordinate system. 
LEMMA 8. If x = @(s, t), y = /J(s, t) is a class c’ mapping in a nezgh- 
borhood containing (sl , tl), then 
where Ax = x - x1 = @(s, t) - @(sl , tl), dy = y - yl = #(s, t) - #(sl , tl), 
etc., and E--t 0 us (4~)~ + (At)* + 0, and 
ezlaluated at (sl , tl), 
The proof is obvious and will be omitted. 
If curve C is given by i(t), then a normal to C at t is ii(t) = 
j(t) i - Ji(t)j, where . denotes d/dt. The transformation 
xi + yj = @(s, t) i + +(s, t) j 
= r(t) + siqt) 
= [x(t) + s3iWl i + [r(t) - Wlj (12) 
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induces a local coordinate system at a point P(t,) on the curve C, the grid 
corresponding to curves on which s is constant and those on which t is 
constant. The Jacobian at s = 0 (i.e., on the curve C) is .S A f” > 0. With 
P = (x, J+) given by (12), 
where E* ---f 0 as w’) == (t - T)? $- .9 + 0. Thus if 6* > 0 is sufficiently 
small there are positive constants k, and k, such that 
(13) 
THEOREM 3. If g E Yz, u defined by (1) is continuous throughout space. 
Proof. Given E > 0, there is a 6 > 0 such that 
Thus 
.t4 
I log2 i t -- r ) dr < (e2:4 11 g ii’). -t-r3 
It: ( g(T) log(w” -+ h”): dT < <!2 
for all h and s sufficiently small. Thus 
s 
tts 
! R(T) log(l P - Q(T)/~ + h”)l dr < (~12) k, (14) 
t-6 
for all h sufficiently small, by use of (13) with K, depending on k, and k, . 
uh(P) := - f2” Jg(.T) log(\ P - Q(+” -c h2)l d7 
‘0 
q = q6 -s,y -1;. 
(15) 
Us is clearly a continuous function of x and J*. That uh converges uniformly 
to u as h ---f 0 follows from (14) and (I 5). Therefore, u is continuous near 
and on C. 
LEMMA 9. If q(a, T) is periodic with period 277 in T (a in a neighborhood 
of I), is in class C2 in 7, vanishes on& when 7 = 0 and with precisely the order 
3, and 
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with the convergence bounded, then 
h(ol, 7) = ((a- 1)” + q(a, ~))/((a - I)* + 4ar sin2 T) 
has lim,,, hti)(ol, T) = hci)(l, T), i = 0, 1; T # 0, rind the convergence is 
bounded. 
Proof, 7 near zero poses the only difficulty and the necessary estimates 
on q(ar, T), etc., are obtained from 
Q(“, T) = Jo7 (T - t) q’(a, t) dt. 
LEMMA 10. If p E M* and fn as in (10a) and (lob) converges to p in M*, 
then 
s 2n lim lim ml- 7wrn &l(T) 1% I 0 Wit - f+ 1 dT = l.i.+~. /02zg,(T) log ( eit - &T 1 & 
for almost all t. 
Proof. According to (3), the right side is a square integrable function f(t) 
and the left side is the Abel sum of its Fourier series. These are equal at 
almost all t, in particular at those t which are points of the Lebesgue set off. 
If f is continuous, the left side converges uniformly to f. 
THEOREM 4. If p E M* is the solution of (6) for f E L2, and pn as in (10a) 
and (lob) conaerges to p in M* then u(P) = lim,,, u,(P) as defined by (11) 
converges to f (t) for almost all t ;f P tends to P(t) along the normal to C at P(t). 
i’f f is continuous the convergence is uniform, and consequently u(P) is continuous 
in the whole plane. 
Proof. With Eq. (12), and P(s, t) = (x, y), 
1 p(s, t) - Q(T)\” = 1 p(t) - !&)I” 
+ 2s[j(x(t) - X(T)) - jib’@> - Y(T)>] 
+ sy? + 9”). 
With 01 - 1 = s(3i2 + j2)l12, the first two terms can be grouped as q(or, T*) 
satisfying the hypotheses of Lemma 9, with 7 = t + T*. Thus 
N(s, T) = 1 P(s, t) - Q(T)]/~ aeit - eiT I 
is always positive and has the properties of h in Lemma 9 for s--f 0. 
log N(s, T) E C’ in T for each s and is bounded along with the derivative for 
all s near zero. Also lim as s + 0 of log N(s, T) and its derivative converge 
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pointwise to log N(0, T) and its derivative, respectively, for T 5’ 0. 
Consequently, 
lim ‘2n 
J n-17- o 
g,(T) log N(s, 7) d7 =m S*(s) 
is continuous at s L 0. For 
/ N*(s) - N”(O)j = i p(l0g N(s, T) - log LV(O, T))i 
:< ,I p jiM* 1; log N(s, T) - log N(0, T); c(. . 
and the last II’-norm tends to zero as s - 0, as can be seen by writing the 
integrals and using the bounded convergence to put the limit under the 
integral sign. Thus 
Taking lim as s ---f 0- (a + 1-), 
for almost all t using Lemma IO. But the right side is just -Gp == f. If f is 
continuous the convergence is uniform by the observation in Lemma 10, 
since the results about N* are uniform over t. The continuity of U(P) at 
points P on the curve comes from the uniform approach and the usual 
triangle argument. 
5. In this section certain eigenfunction expansions for the solution 
u(P) of the Dirichlet problem are given. 
If #n: is an eigenfunction in P of -G, i.e., & == --ArG$k, then 4,;(P) 
is defined by 
&(P) = A, l’” - log 1 P - Q(T)! &.(T) dr. 
0 
By the results of Sections 2 and 4, &(P) is continuous throughout space and 
harmonic off C. 
THEOREM 5. Under the hypotheses of Theorem 1, $ {&I, k =I 1, Z,..., is 
u complete orthonormal set of eigenfunctiuns of -G in Y2, then 
409/54/z-13 
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where 
up = -lTf(t) y&(t) dt. ! (18) 
The series is uniformt’v convergent in every compact region of the plane. Repeated 
termwise dtzerentiation of the series is valid off C with the resulting series 
uniformly convergent in any compact region not intersecting C. 
Proof. Let g be the solution off = -Gg. Since g E P, 
g(T) = I.i.m.g, , g, = f Qi&c(d~ 
P=l 
I u(P) - un*(P)l” = 1 lo’= W’, dk(4 - gn(T11 dT I* 
< f “” G2(P, T) dr Ii g - g, II*. 
‘0 
(19) 
That un*(P) converges uniformly to u on compact subsets of the plane 
follows from the uniform bound on the integral of (3. Therefore, 
u(P) = ii: c&.(P)&. 
I;=1 
For P on C, 
f(t) = : 4&)l~k 9 
I;=1 
whereupon 
4&c = [*“f W h(t) dt. 
‘0 
Since u, * converges uniformly to u, the derivatives of u,* converge uniformly 
to the derivatives of u, P off C, as may be deduced from Eq. (19) replaced 
by corresponding derivatives. 
THEOREh,l 6. Under the hypotheses of Theorem 2, zjt (&)F is a complete 
orthonormal system of eigenfunctions in 9”, then Eq. (17) holds for P ofi C. 
The series is uniformb convergent in any compact region of the plane not inter- 
secting C. The series may be repeatedly diflerentiated termwise in such regions. 
Proof. IffE P, then 
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where 
with a, given by (18). If p is the solution in (7) and fr, is the solution of 
fn == -Gh, , then p - h, = G-‘(fn - f) so that Iz,~ - p in :\I*. Also, 
With 
u,,*(P) = -G(P) h, = i q&(P) 
1 
and h,(r) in P identified with pn in III*, 
/ u,*(P) - u(P)i < ; p(-log / P - Q i) - pJ-log 1 P - Q \)I 
=1: jlp - pn /I&f* ;I log j P - Q I //N. 
if P is off C. This last FV-norm is uniformly bounded for P on compact sets 
not intersecting C, whereupon the uniform convergence of u,,,* to u on such 
sets follows. 
Moreover, &,*/ax converges uniformly to -p(P log : P - Q ij?x) on 
such sets and a standard argument establishes this last expression as &/2x. 
The argument may be repeated, establishing the validity of term-by-term 
differentiation. 
6. Wolfe [l] proved theorems analogous to Theorems 1 and 2 for 
the reduced wave equation Au + Eu = 0 in the exterior of a slit. Using 
for G(P, Q) the Hankel function (-42) U$)(K I P - Q I) = G’l)(P, Q), 
we can prove these theorems for the closed curve C. G”‘(P, Q) is of the form 
G”‘(P, Q) == log 1 P - Q / f a(K) ! P - Q Ii log 1 P - Q 1 -c J(P, Q,, 
where the derivatives of order two or less of J are continuous. Thus, 
GYP(t), Q(T)) = K(t, T) + R”‘(P(t), Q(T)), 
where K is the kernel in (5) and R”’ is continuously differentiable. The 
corresponding Rob is thus a compact operator from 9 into IV, and a compact 
operator from M* into 8”. Thus Theorems 1 and 2 hold for G(r) replacing G 
and the reduced wave equation replacing the Laplace equation. We will 
remark on the eigenfunction expansions later. 
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We shall now suppose that we are dealing with a linear elliptic homo- 
geneous differential equation Lu = 0 which has coefficients whose second 
derivatives are uniformly Holder continuous and has a global fundamental 
solution of the form 
V, Q> = 4P, Q> log I P - Q I + Wt Q) (20) 
where A, B are defined for all points P and Q; and A and B are twice con- 
tinuously differentiable in the coordinates of P and Q, with A(P, P) f 0. 
We try to represent the solution of the Dirichlet problem for Lu = 0 as 
W = W’lp, p E AI*. 
Now 
FV’, Q> 
= -V, p) log I p - Q I + (W’, Q) - A@‘, P)) log I P - Q I + B(P, Q) 
= A(P, P) log 1 P - Q j + R’2’(P, Q), 
WYO~ Q(T)) 
(21) 
= d(P(t), P(t)) qt, T) + R’yt, T). 
In order to show the validity of Theorems 1 and 2, it is necessary and 
sufficient to show that Rr3’ is a compact operator from P to IV and also 
from M* to P. However, E3) . is not once continuously differentiable and 
so some modification of the proofs of Lemmas 3 and 6 is required. It is 
sufficient to show that if 
W, Q> = FM, Q) - -W’, p)] log I p - Q I, (22) 
then S(P(t), Q(T)) is a compact operator. 
If Sz is a bounded set in Y2 and g E Sz, then w = Sg E W. If in (22), 
log 1 P - Q 1 is replaced by log(/ P - Q 1 + h), h 5 0, then S is replaced 
by S, and w, = S,g. It is then easy to show using Schwarz inequality that 
the square of the modulus of continuity of wh’ is bounded basically by the 
modulus of continuity of 
s ‘= 1og2(i p(t) - 8 T)\ + h) c-h I/g I/‘- 0 
The limit relation as h + 0 establishes that the set {w’: w = Sg, g E Sr> is 
a uniformly bounded equicontinuous family. The corresponding family of 
SSZ is, therefore, relatively sequentially compact in W. 
If Sz is a bounded set in M* and CJ ED, we consider b, = !!&a. Now 
b(f) = ~[S,~(p(t), Q(.)l, and so 
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The result holds for the limit as h - 0 and so the set {b: b = Sa, (T E Q> is 
a uniformly bounded equicontinuous family and is, therefore, relatively 
sequentially compact in P. 
The consequence are summed up in the following. 
THEOREM 7. Theorems 1 and 2 are true for F of (20) replacing G and 
Lu = 0 replacing Au = 0. 
The proof of the existence of the “eigenfunction” expansion for solutions 
of Lu :- 0 proceeds as before. Here (4,) are the eigenfunctions of F and 
&z(P) =: &F(P)& . 
THEOREM S. Theorems 5 and 6 are etalid if F(P, Q) replaces G(P, Q) and 
Lu = 0 replaces Au = 0. (The hypothesis would then imlude that F(P, Q) has 
a complete orthonormal system in p2 and that #k(P) -=: &F(P) 4,. .) The series 
may be dtjjferentiated term by term off C as many times as the order of the 
d$ferentiability of F(P, Q), P # Q. Th e d ericed series converge uniforml\~ on 
compact sets not intersecting C. 
7. The theorems of the preceding section are valid, as far as they go, 
for the exterior problem. However, the boundary condition at infinity, if 
one is required, may not be met. For example, the u of (I) will be bounded 
at infinity if and only if Jrg(t) dt = 0. Since it is a requirement generaIll, 
that the solution to the Dirichlet problem for Laplace’s equation in the 
exterior be bounded at infinity, the representation (1) generally cannot be 
valid. 
Tl’e shall indicate the modification of (1) re q uired in this case (the case of 
Laplace’s equation). If Gzt == 0 has only the trivial solution, then there is 
a unique zc in P for which Gw = -I. If -Gp = f, p in M*, then 
-G(p - kz) == f - k, where k is a constant. With p0 : p - hecl,f,, =f - k. 
then -GpO =-f(, . k is to be determined so that p,(l) :=: 0. 
j-%) w(t) dt = - l;ff w(t)(Gpo) dt = pO( -Gw) z: pu( 1). 
Thus p,,(l) = 0 if and only if 1: (f - k)w dt = 0, i.e., R =: sy fw dt/$i” w dt. 
With this choice of k, G(P) p,, - 0 as 1 P i -+ ~10. Thus u(P) = -G(P) p0 + h 
is the function harmonic in the exterior with boundary values f. 
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