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Zusammenfassung
Wir u¨bertragen die von Ebeling fu¨r vollsta¨ndige Durchschnitte gegebene Defini-
tion der Monodromiegruppe und der Coxeter–Dynkin–Diagramme auf reduzierte
Kurvensingularita¨ten (X ,0)⊂ (C3,0).
Fu¨r Raumkurvensingularita¨ten (X ,0) ⊂ (C3,0), deren Ideal (in geeigneten
Koordinaten) von der Form ( f (x,y),xz,yz) ist, wobei f eine isolierte Kurvensin-
gularita¨t (C,0)⊂ (C2,0) mit µ(C)≥ 2 definiere, beweisen wir einen Struktursatz
fu¨r die Diskriminante der semi–universellen Deformation. Sodann zeigen wir,
daß (X ,0) µ–konstant in einen vollsta¨ndigen Durchschnitt (Y,0) deformiert und
daß ein Coxeter–Dynkin–Diagramm von (X ,0) aus einem ebensolchen von (Y,0)
sowie aus einer isolierten Ecke besteht.
Anschließend berechnen wir fu¨r einige Raumkurvensingularita¨ten der Multi-
plizita¨t drei Coxeter–Dynkin–Diagramme. Zu diesem Zweck verwenden wir die
von A’Campo und Gusein–Zade entwickelte Methode der reellen Morsifikation,
erweitert um den Tripelpunkt.
Schlagwo¨rter: Singularita¨ten, Monodromiegruppen, Deformationen,
Coxeter-Dynkin-Diagramme
Abstract
Based on Ebeling’s definition for isolated complete intersection singularities we
define the monodromy group and Coxeter-Dynkin-diagrams for any reduced curve
singularity (X ,0)⊂ (C3,0).
If in a suitable coordinate system the ideal defining (X ,0) is of the form( f (x,y),xz,yz), where f defines a plane curve singularity (C,0) with µ(C)≥ 2, we
prove a structure theorem for the discriminant of the semi-universal deformation.
Furthermore we prove that (X ,0) deforms µ−constantly into an isolated complete
intersection singularity (Y,0) and that a Coxeter-Dynkin diagram of (X ,0) con-
sists of a Coxeter-Dynkin diagram of (Y,0) together with one additional vertex
not connected with any other vertex.
We calculate Coxeter-Dynkin diagrams for some space curve singularities of
multiplicity three. To this end we use the method of real morsification, introduced
by A’Campo and Gusein-Zade in order to study plane curve singularities, extended
to triple points.
Keywords: singularities, monodromy groups, deformations,
Coxeter-Dynkin diagrams

Einleitung
Es sei f : (Cn+1,0)→ (C,0) ein holomorpher Funktionskeim, der einen Keim ei-
ner Hyperfla¨che ( f−1(0),0) mit einem isolierten singula¨ren Punkt im Ursprung
definiert. Ist e ∈ R+ hinreichend klein gewa¨hlt, so ist ¯X
d
:= f−1( d )∩ ¯B
e
(0) fu¨r
d ∈ C mit 0 <| d | e eine 2n–dimensionale, differenzierbare Mannigfaltigkeit
mit Rand, die sogenannte Milnorfaser; dabei bezeichne B
e
(0) eine offene Kugel
in Cn+1 vom Radius e und mit dem Ursprung als Mittelpunkt. Es ist wohlbekannt
(vgl. [Mi]), daß die Milnorfaser homotopiea¨quivalent zu einem Bouquet von µ
n–Spha¨ren ist – dabei ist µ die Milnorzahl. Die Milnorzahl gibt auch die Anzahl
der quadratischen Singularita¨ten an, in die die Singularita¨t von f im Ursprung
nach einer generischen Deformation zerfa¨llt. Die sogenannten ausgezeichneten
Basen der Homologiegruppe Hn( ¯X
d
;Z) ∼= Zµ erha¨lt man durch die Wahl gewis-
ser Wegesysteme, welche die µ verschiedenen kritischen Werte einer generischen
Deformation mit dem nicht–kritischen Wert d verbinden. Die Basiselemente ei-
ner ausgezeichneten Basis heißen verschwindende Zykel. Die Schnittzahlen dieser
Zykel definieren auf Hn( ¯X
d
;Z) eine Bilinearform. Man nennt Hn( ¯X
d
;Z) verse-
hen mit dieser Bilinearform das Milnorgitter der Singularita¨t ( f−1(0),0). Ein
Coxeter–Dynkin–Diagramm der Singularita¨t ( f−1(0),0) ist im wesentlichen eine
graphische Darstellung der Schnittzahlen der verschwindenden Zykeln. Solche
Diagramme sind von besonderem Interesse beim Studium der Topologie isolierter
Singularita¨ten.
Isolierte Hyperfla¨chensingularita¨ten besitzen eine semi–universelle Deforma-
tion mit glattem Basisraum S. Die Diskriminante D ⊂ S, d.h. die Menge von
Punkten in S, u¨ber denen singula¨re Fasern liegen, ist eine irreduzible Hyperfla¨che.
Das Bild der natu¨rlichen Darstellung der Fundamentalgruppe von S−D in der Au-
tomorphismengruppe des Milnorgitters heißt die Monodromiegruppe der Singu-
larita¨t ( f−1(0),0). Mit Hilfe eines Coxeter–Dynkin–Diagramms der Singularita¨t
( f−1(0),0) la¨ßt sich die Monodromiegruppe bestimmen.
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Die Monodromiegruppen isolierter Hyperfa¨chensingularita¨ten sind von A’Campo,
Brieskorn, Ebeling, Gabrielov, Gusein–Zade und anderen ausfu¨hrlich untersucht
worden, vgl. [AGV], [A’C], [Br1], [Br2], [Eb1], [Ga], [G-Z2].
N. A’Campo ([A’C]) und S.M. Gusein–Zade ([G-Z1]) haben fu¨r ebene Kur-
vensingularita¨ten, die durch einen geeignet gewa¨hlten holomorphen Funktions-
keim f : (C2,0)→ (C,0) gegeben werden, eine scho¨ne anschauliche Methode
entwickelt, die sogenannte reelle Morsifikation, mit deren Hilfe Coxeter–Dynkin–
Diagramme berechnet werden ko¨nnen. Insbesondere gestattet diese Methode die
Berechnung von Coxeter–Dynkin–Diagrammen fu¨r die einfachen ebenen Kurven-
singularita¨ten Ak, Dk, E6, E7 und E8, siehe [Arn] oder Satz A.1.
Ebeling [Eb2] hat 1987 in seiner Habilitationsschrift das Studium dieser In-
varianten auf vollsta¨ndige Durchschnitte erweitert. Insbesondere werden in [Eb2]
fu¨r alle einfachen Kurvensingularita¨ten in C3, die ein vollsta¨ndiger Durchschnitt
sind (siehe Giusti, [Gi], oder Satz A.2), Coxeter–Dynkin–Diagramme angegeben,
bis auf die Singularita¨ten Z9 und Z10. In [EG1] haben Ebeling und Gusein–Zade
diese Lu¨cke geschlossen und mit Methoden der reellen Morsifikation auch fu¨r Z9
und Z10 Coxeter–Dynkin–Diagramme erstellt.
Ebenfalls von Ebeling und Gusein–Zade ([EG2]) stammt eine Berechnungs-
mo¨glichkeit fu¨r Coxeter–Dynkin–Diagramme von vollsta¨ndigen Durchschnitten
in C3, die Stabilisierung von fetten Punkten in C2 sind. Die Konstruktion beruht
auch hier auf Methoden der reellen Morsifikation.
Man kann das Milnorgitter, die Monodromiegruppe sowie Coxeter–Dynkin–
Diagramme auch fu¨r beliebige (reduzierte) Kurvensingularita¨ten (X ,0)⊂ (C3,0)
definieren. Solche Singularita¨ten (allgemeiner: Cohen–Macaulay–Singularita¨ten
der Kodimension 2) sind nach dem Satz von Hilbert und Burch (vgl. [Art2])
determinantiell, d.h. ihr Ideal wird von den maximalen Minoren einer t×(t +1)–
Matrix holomorpher Funktionen erzeugt. Das Ziel der vorliegenden Arbeit ist
es, fu¨r einige ausgewa¨hlte Kurvensingularita¨ten in C3, die keine vollsta¨ndigen
Durchschnitte sind, Coxeter–Dynkin–Diagramme zu berechnen.
A. Fru¨hbis hat in ihrer Diplomarbeit gezeigt, daß es neben den Singularita¨ten
aus Giustis Liste noch weitere einfache Kurvensingularita¨ten in C3 gibt, die kei-
ne vollsta¨ndigen Durchschnitte sind. Diese Singularita¨ten sind in [Fr] aufgelistet
(siehe auch Satz A.3); ihre Gleichungen werden durch die 2× 2–Minoren einer
2× 3–Matrix gegeben. Da sich unser spezielles Augenmerk auf ebendiese ein-
fachen Singularita¨ten richtet, wollen wir uns in dieser Arbeit auf Kurvensingula-
rita¨ten beschra¨nken, deren Ideal von den maximalen Minoren einer 2×3–Matrix
erzeugt wird. Desweiteren sei an dieser Stelle erwa¨hnt, daß das Ideal jedes Kur-
venkeims (X ,0)⊂ (C3,0) mit embdim(X) = 3 und mult(X) = 3 ebenfalls von den
maximalen Minoren einer 2×3–Matrix erzeugt wird, vgl. [JS1].
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Die vorliegende Arbeit gliedert sich wie folgt:
Das erste Kapitel ist den (numerischen) Invarianten einer reduzierten Kurven-
singularita¨t (X ,0)⊂ (Cn,0) gewidmet. Wir zitieren einige grundlegende Resulta-
te, die den Arbeiten [BG] und [Gr1] entnommen sind.
Ferner stellen wir eine Berechnungsmo¨glichkeit fu¨r die d –Invariante einer re-
duzierten Kurvensingularita¨t (X ,0) bereit; diese beruht auf der Idee, die Kurven-
singularita¨t (X ,0) generisch in eine Ebene zu projizieren und dann d (X) aus der
d –Invariante der (durch das Projizieren entstandenen) ebenen Kurvensingularita¨t
abzuleiten, vgl. [MP].
Im zweiten Kapitel werden wir fu¨r reduzierte Kurvensingularita¨ten in (C3,0)
feinere Invarianten definieren.
Der lokale Ring OX ,0 einer isolierten Kurvensingularita¨t (X ,0) ⊂ (Cn,0) ist
ein Cohen–Macaulay–Ring. Deswegen ist (X ,0) im Fall (X ,0) ⊂ (C3,0) eine
Cohen–Macaulay–Singularita¨t der Kodimension zwei. Wie bereits erwa¨hnt, sind
diese Singularita¨ten nach dem Satz von Hilbert und Burch determinantiell.
Die Strukturaussage, daß das Ideal von (X ,0) von den maximalen Minoren
einer t× (t + 1)–Matrix M erzeugt wird, gilt nicht nur fu¨r die Singularita¨t selbst,
sondern auch fu¨r jede ihrer Deformationen, d.h. jede Deformation von (X ,0)
erha¨lt man durch Sto¨ren der Matrix M. Auf diese Weise erha¨lt man auch die
semi-universelle Deformation von (X ,0), deren Basisraum glatt ist.
Nach Theorem 2 in [Sch] sind Cohen–Macaulay–Singularita¨ten der Kodimen-
sion zwei, deren Dimension kleiner als vier ist, gla¨ttbar. Aus diesem Grund besitzt
(X ,0) eine Milnorfaserung, d.h. die Faser Xs u¨ber einem allgemeinen Punkt ei-
nes Repra¨sentanten p : X→ S der semi–universellen Deformation von (X ,0) ist
glatt. Die Diskriminante D ⊂ S der semi–universellen Deformation ist – wie bei
den isolierten Singularita¨ten vollsta¨ndiger Durchschnitte – eine Hyperfla¨che (vgl.
[Str]), die i. a. allerdings nicht mehr irreduzibel ist. Dieses Tatsache gestattet es,
die Definition der Monodromiegruppe und die der Coxeter–Dynkin–Diagramme,
die Ebeling in [Eb2] fu¨r vollsta¨ndige Durchschnitte gegeben hat, auf isolierte
Raumkurvensingularita¨ten (X ,0) ⊂ (C3,0) auszudehnen. Außerdem definieren
wir in Anlehnung an [Eb2] das Milnorgitter, verschwindende Zykel, stark– bzw.
schwach ausgezeichnete Wegesysteme, sowie stark– bzw. schwach ausgezeichne-
te Systeme von verschwindenden Zykeln, die solchen Wegesystemen zugeordnet
sind.
Abschließend wird im zweiten Kapitel die Frage diskutiert, wann ein stark–
bzw. ein schwach ausgezeichnetes System von verschwindenden Zykeln ein Er-
zeugendensystem des Milnorgitters bildet.
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In Kapitel 3 studieren wir “Wedge–Singularita¨ten”. Unter diesem Begriff wol-
len wir Raumkurvensingularita¨ten (X ,0) ⊂ (C3,0) verstanden wissen, die aus
einer isolierten Kurvensingularita¨t (C,0) ⊂ (C2,0) durch Vereinigung mit einer
transversalen Geraden L hervorgehen. Wird die ebene Kurvensingularita¨t (C,0)
etwa durch die Gleichung f (x,y) = 0 gegeben, dann wird die Wedge–Singularita¨t
X := C∨L durch das Ideal ( f (x,y),xz,yz) beschrieben; hier identifizieren wir die
(transversale) Gerade L mit der z–Achse.
Ist (C,0) ein gewo¨hnlicher Doppelpunkt, der etwa durch die Gleichung xy = 0
gegeben wird, so ist X = A1 ∨ L ein gewo¨hnlicher Tripelpunkt. In [BG] wurde
bereits gezeigt, daß die Monodromiegruppe eines Tripelpunktes trivial ist; ein
Coxeter–Dynkin–Diagramm besteht in diesem Fall aus drei isolierten Ecken.
In der allgemeinen Situation, in welcher (C,0) weder regula¨r noch quadratisch
ist, beweisen wir zuna¨chst einen Struktursatz fu¨r die Diskriminante der semi–
universellen Deformation. Es zeigt sich, daß die Diskriminante aus zwei irredu-
ziblen Komponenten besteht. Anschließend zeigen wir, daß (X ,0) µ–konstant in
einen vollsta¨ndigen Durchschnitt (Y,0) deformiert. Wir beenden das dritte Kapitel
mit dem Beweis der Behauptung, daß ein Coxeter–Dynkin–Diagramm von (X ,0)
aus einem ebensolchen von (Y,0) sowie aus einer isolierten Ecke besteht (Satz
3.8). Am Beispiel der Wedge–Singularita¨ten zeigt sich, daß ein Coxeter–Dynkin–
Diagramm einer isolierten Kurvensingularita¨t (X ,0)⊂ (C3,0) nicht mehr zusam-
menha¨ngend zu sein braucht – im Gegensatz zu den isolierten Singularita¨ten voll-
sta¨ndiger Durchschnitte.
Das Kapitel 4 befaßt sich mit dem Tripelpunkt. Es dient als Vorbereitung
fu¨r die Berechnung von Coxeter–Dynkin–Diagrammen mit Hilfe (einer geeigne-
ten Version) der reellen Morsifikation. Wir betrachten reelle Milnorfasern des
Tripelpunktes und beschreiben dessen (drei) verschwindende Zykel. Man kann
den Inhalt des vierten Kapitels als Verallgemeinerung der Behandlung der reellen
Doppelpunkte (der Sattelpunkte) bei der reellen Morsifikation ebener Kurvensin-
gularita¨ten auffassen, vgl. [A’C] und [G-Z1].
In Kapitel 5 berechnen wir fu¨r einige Raumkurvensingularita¨ten der Multipli-
zita¨t drei Coxeter–Dynkin–Diagramme. Zu diesem Zweck bemu¨hen wir die von
N. A’Campo und S. M. Gusein–Zade entwickelte Methode der reellen Morsifika-
tion, erweitert um den Tripelpunkt (Kapitel 4).
Der Abschnitt 5.1 befaßt sich mit Kurvensingularita¨ten, deren Ideal von den
maximalen Minoren einer Matrix(
y z x
z g(x,y) y
)
mit g ∈m2C2,0
erzeugt wird. Solchen Kurvensingularita¨ten ist gemein, daß in ihren Deformatio-
nen ho¨chstens ein Tripelpunkt aufreten kann.
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In Abschnitt 5.2 studieren wir eine Serie von Singularita¨ten, deren Pra¨senta-
tionsmatrix die folgende Bauart besitzt:(
y z xl
xl− z 0 y
)
mit l ≥ 2.
Im Gegensatz zu den in 5.1 studierten Singularita¨ten tritt hier die Schwierig-
keit auf, daß einige kritische Werte nicht reell sind und die dazu geho¨rigen ver-
schwindenden Zykel nicht durch einen reellen Zykel repra¨sentiert werden ko¨nnen.
Das abschließende sechste Kapitel ist in zwei Abschnitte unterteilt. In Ab-
schnitt 6.1 sollen am Beispiel der (einfachen) Singularita¨ten J2,1(2) und E12(2)
(vgl. [Fr] oder Satz A.3) einige Schwierigkeiten aufgezeigt werden, die bei der
Berechnung von Coxeter–Dynkin–Diagrammen auftreten ko¨nnen.
In Abschnitt 6.2 wollen wir Satz 3.8 anhand der Singularita¨ten D4 ∨ L und
E6∨L mit Methoden der reellen Morsifikation besta¨tigen.
An dieser Stelle mo¨chte ich mich bei Herrn Prof. Dr. Gusein-Zade fu¨r frucht-
bare Gespra¨che wa¨hrend seines Besuches in Hannover im Sommer 1997 bedan-
ken. Herrn Prof. Dr. van Straten danke ich fu¨r die Bantwortung einiger wichtiger
Fragen per e-mail.
Desweiteren bedanke ich mich bei Herrn Dipl.-Math. Michael Friedland,
Herrn Dr. Michael Lo¨nne und Herrn Dr. Jeroen Spandaw fu¨r viele nu¨tzliche
Anregungen und Hinweise, mit denen sie zu dieser Arbeit beigetragen haben.
Mein besonderer Dank gilt Herrn Prof. Dr. Ebeling, der das Thema dieser
Arbeit anregte und der mich wa¨hrend der Zeit ihrer Fertigstellung betreute und
ermutigte. Auch fu¨r seine langja¨hrige Unterstu¨tzung mo¨chte ich ihm danken.
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Kapitel 1
Einige Grundlagen
1.1 Invarianten reduzierter Kurvensingularita¨ten
Es sei (X ,0)⊂ (Cn,0) eine reduzierte Kurvensingularita¨t. Den lokalen Ring be-
zeichnen wir wie u¨blich mit OX ,0. Es sei r(X) = r(X ,0) die Anzahl der Zweige
von (X ,0), und n : ( ˜X ,n−1(0))→ (X ,0) sei die Normalisierung von (X ,0). Ist
(X ,0) =
Sr
i=1(Xi,0) die Zerlegung von (X ,0) in irreduzible Komponenten, so gilt
( ˜X ,n−1(0)) = Fri=1(C,0) und n∗O ˜X ,n−1(0) = Lri=1C{ti}. Die d –Invariante von
(X ,0) ist
d (X) = d (X ,0) := dimC n∗O ˜X ,n−1(0) /OX ,0.
In [BG] wird fu¨r eine beliebige reduzierte Kurvensingularita¨t (X ,0)⊂ (Cn,0)
die Milnorzahl
µ(X) = µ(X ,0) := dimC( w X ,0/dOX ,0)
definiert. Dabei ist w X ,0 := Extn−1OCn,0(OX ,0, W
n
Cn,0) der dualisierende Modul. Es
wird gezeigt, daß fu¨r Kurvensingularita¨ten, die ein vollsta¨ndiger Durchschnitt
sind, die gegebene Definition mit der klassischen u¨bereinstimmt. Insbesondere
werden die in den na¨chsten zwei Sa¨tzen aufgefu¨hrten fundamentalen Aussagen
bewiesen, die die Bezeichnung Milnorzahl rechtfertigen.
Satz 1.1 (vgl. 1.2.1, 1.2.4 in [BG]) Es sei (X ,0)⊂ (Cn,0) eine reduzierte Kurven-
singularita¨t. Dann gilt:
1. µ(X) = 2d (X)− r(X) +1.
2. µ(X) = 0⇐⇒ (X ,0) ist regula¨r.
3. µ(X)≥ d (X) und µ(X)≥ embdim(X)−1
4. Ist eine der unter 3. aufgefu¨hrten Ungleichungen eine Gleichung, dann
auch die andere, und (X ,0) ist ein gewo¨hnlicher n-fach–Punkt.
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Satz 1.2 (vgl. 4.2.2, 4.2.4, 6.1.7 in [BG]) Es sei p : (X,0)→ (D,0) eine flache
Familie reduzierter Kurven und p : X→ D ein guter Repra¨sentant. Dann gilt mit
Xt := p−1(t), µ(Xt) := å
x∈Xt
µ(Xt,x) und d (Xt) := å
x∈Xt
d (Xt,x) fu¨r alle t ∈ D:
1. Xt ist zusammenha¨ngend
2. µ(X0)−µ(Xt) = dimCH1(Xt,C)
3. Die Funktionen D 3 t 7→ µ(Xt) und D 3 t 7→ d (Xt) sind oberhalbstetig.
4. Folgende Aussagen sind a¨quivalent:
(a) µ(Xt) ist konstant fu¨r alle t,
(b) d (Xt) und å x∈Xt (r(Xt,x)−1) sind konstant fu¨r alle t,
(c) H1(Xt,C) = 0 fu¨r alle t,
(d) Xt ist zusammenziehbar fu¨r alle t.
In der Regel wird man die d –Invariante einer irreduziblen Kurvensingularita¨t
direkt nach der Definition berechnen. Fu¨r reduzible Kurvensingularita¨ten liefert
der folgende Satz bzw. das anschließende Korollar ein sehr nu¨tzliches Hilfsmittel
zur Berechnung dieser Invariante.
Satz 1.3 Fu¨r eine reduzible, reduzierte Kurvensingularita¨t (X ,0) ⊂ (Cn,0) mit
(X ,0) = (X1,0)∪ (X2,0) und (X1,0)∩ (X2,0) = 0 gilt:
d (X) = d (X1) + d (X2) +dimCOCn,0/(I(X1) + I(X2)).
Einen Beweis dieses Satzes findet man z.B. in [BG]. Als unmittelbare Folge-
rung erha¨lt man – vgl. [BG] – das
Korollar 1.4 Sei (Cn,0)⊃ (X ,0) =
rS
i=1
(Xi,0) die Zerlegung der Kurve (X ,0) in
irreduzible Komponenten. Setze fu¨r i ∈ {1, ...,r−1}: (Yi,0) =
rS
j=i+1
(Xj,0). Dann
gilt:
d (X) =
r
å
i=1
d (Xi) +
r−1
å
i=1
dimCOCn,0/(I(Xi) + I(Yi))
und µ(X) =
r
å
i=1
µ(Xi)− r +1 +2
r−1
å
i=1
dimCOCn,0/(I(Xi) + I(Yi)).
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Wir stellen noch eine weitere Berechnungsmo¨glichkeit fu¨r die d –Invariante
bzw. fu¨r die Milnorzahl einer reduzierten Kurvensingularita¨t (X ,0) ⊂ (Cn,0)
bereit. Die zugrundeliegende Idee dabei ist, die Kurve (X ,0) in eine geeigne-
te Koordinatenebene zu projizieren und dann die Invarianten von (X ,0) aus den
Invarianten der ebenen Kurvensingularita¨t herzuleiten.
Die folgenden Sa¨tze (1.6 und 1.7) stammen von D. Mond und R. Pellikaan
und sind der Arbeit [MP] entnommen. Bevor wir sie zitieren, wollen wir kurz an
die Definition der Fitting–Ideale erinnern (eine ausfu¨hrlichere Darstellung dieser
Ideale findet sich in den Arbeiten [MP], [Te1] oder in [Loo]).
Es sei R ein kommutativer Ring mit Eins und M ein endlich erzeugter R–
Modul. Es sei
Rp F−→ Rq −→M −→ 0 (1.1)
eine Auflo¨sung von M.
Definition 1.5 Fu¨r q > k ≥ q− p definieren wir das k–te Fitting–Ideal von M
(als R–Modul) als das Ideal in R, welches von den (q−k)× (q−k)–Minoren der
Matrix F erzeugt wird. Falls es keine (q−k)×(q−k)–Minoren gibt, da k zu groß
(k ≥ q) bzw. zu klein (k < q− p) ist, definieren wir dieses Ideal als R bzw. als
Null. Wir bezeichnen das k–te Fitting–Ideal (wie u¨blich) mit Fk(M).
Daß die Definition von Fk(M) nicht von der exakten Sequenz (1.1) abha¨ngt
und Fk(M) infolgedessen eine Invariante des Moduls M ist, hat z.B. Looijenga in
[Loo] ausgefu¨hrt.
Es sei nun f : X → Y eine endliche holomorphe Abbildung zwischen kom-
plexen Ra¨umen. Dann ist f∗OX eine koha¨rente Garbe von OY –Moduln, vgl. [GR].
Jetzt definieren wir die k–te Fitting–Ideal–Garbe Fk( f∗OX) als die Garbe, die zu
der Pra¨garbe geho¨rt, welche einer offenen Menge U ⊂ Y das k–te Fitting–Ideal
des G (U,OY )–Moduls G (U, f∗OX) zuordnet. Der Tra¨ger von OY /F0( f∗OX) ist
f (X). Der folgende Satz besagt, daß F0( f∗OX) unter gewissen (naheliegenden)
Voraussetzungen das reduzierte Bild definiert.
Satz 1.6 (vgl. Prop. 3.1 und Prop. 3.2 in [MP]) Es sei ( ˜X , x˜) der Keim einer
n–dimensionalen Cohen–Macaulay–Varieta¨t, ( ˜X1, x˜), ...,( ˜Xm, x˜) deren irreduzible
Komponenten und es sei p : ( ˜X, x˜)→ (Cn+1,0) ein endlicher Abbildungskeim. Xi
sei das (reduzierte) Bild von ˜Xi unter p , und I(Xi) bezeichne das Ideal aller Funk-
tionen in OCn+1,0, die auf Xi verschwinden. Ferner sei di der Grad der Abbildung
( ˜Xi, x˜)→ (Xi,0). Dann gilt
F0( p ∗O ˜X) =
m
Õ
i=1
I(Xi)di . (1.2)
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Theorem 1.7 (Thm. 3.6 in [MP]) Es sei ( ˜C, x˜) der Keim einer reduzierten Kur-
vensingularita¨t, ( ˜C1, x˜), ...,( ˜Cr, x˜) deren irreduzible Komponenten, und es sei p :
( ˜C, x˜)→ (C2,0) eine endliche Abbildung. Ci sei das (reduzierte) Bild von ˜Ci unter
p . Es gelte
• Ci 6= Cj fu¨r i 6= j
• Der Grad der Abbildung ( ˜Ci, x˜)→ (Ci,0) ist eins.
Dann ist (C,0):=
rS
i=1
(Ci,0)⊂ (C2,0), versehen mit der Strukturgarbe F0( p ∗O ˜C,x˜),
nach Satz 1.6 eine reduzierte Kurvensingularita¨t, und es gilt:
d ( ˜C) = d (C)−dimCOC2,0/F1( p ∗O ˜C)0. (1.3)
Beispiel 1.8 Die Kurvensingularita¨t (X ,0)⊂ (C4,0) werde durch das Ideal
I = (x22−x31, x2x3−x1x4, x23−x21x2, x2x4−x21x3, x3x4−x41, x24−x31x2)
definiert. Es gilt: d (X) = 4 (X kann durch t 7→ (t4, t6, t7, t9) parametrisiert wer-
den). Wir wollen d (X) nun mit Hilfe von (1.3) herleiten. Die Einschra¨nkung p
der Projektion (C4,0)→ (C2,0), (x1,x2,x3,x4) 7→ (x1,x3), auf (X ,0) erfu¨llt die
Voraussetzungen der Sa¨tze 1.6 und 1.7. Wir wollen F0( p ∗OX) bzw. F1( p ∗OX)
berechnen und berechnen zu diesem Zweck F0( p ∗OX)0 (bzw. F1( p ∗OX)0) als das
0–te (bzw. 1–te) Fitting–Ideal von OX ,0 als OC2,0–Modul mittels der Abbildung
p
∗ : OC2,0→ OX ,0. Es sei e0 = 1, e1 = x2 und e2 = x4. Es ist leicht einzusehen,
daß {e0,e1,e2} ein Erzeugendensystem von OX ,0 als OC2,0–Modul darstellt. Die
Relationen zwischen diesen Erzeugenden sind in den Zeilen der Matrix
F =
 0 x3 −x1x23 −x21 0
−x41 0 x3

notiert. Nun gilt: F0( p ∗OX)0 = det F = x71− x43 und F1( p ∗OX)0 = (x31,x23,x21x3).
Mit (C,0) := ({x71−x43 = 0},0)⊂ (C2,0) folgt nun aus Theorem 1.7:
d (X) = d (C)−dimCOC2,0/F1( p ∗OX)0 = 9−5 = 4.
Neben der d –Invariante und der Milnorzahl sollen jetzt noch zwei andere In-
varianten von reduzierten Kurvensingularita¨ten Erwa¨hnung finden, na¨mlich die
Tjurina–Zahl und der Cohen–Macaulay–Typ. Diese sind wie folgt definiert:
Tjurina–Zahl t = t (X) := dimCT 1X ,0
Cohen–Macaulay–Typ t = t(X) := dimC( w X ,0/mX ,0 w X ,0).
Hierbei bezeichne mX ,0 das maximale Ideal des Rings OX ,0. Wir wollen uns
nun darauf beschra¨nken, die Bedeutung der zuletzt eingefu¨hrten Gro¨ßen fu¨r gla¨tt-
bare Kurvensingularita¨ten darzustellen:
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Satz 1.9 (Greuel, [Gr1]) Es sei (X ,0) ⊂ (Cn,0) eine reduzierte, gla¨ttbare und
quasihomogene Kurvensingularita¨t. Dann gilt:
t (X) ≥ µ(X) + t(X)−1. (1.4)
Weiterhin gilt: Der Basisraum der semi–universellen Deformation von (X ,0) ist
genau dann glatt, wenn (1.4) eine Gleichung ist.
Wir haben in diesem ersten Abschnitt die grundlegenden Invarianten fu¨r redu-
zierte Kurvensingularita¨ten vorgestellt. Fu¨r eine ausfu¨hrliche Behandlung dieser
und weiterer Invarianten sei auf die Artikel [Gr1] und [BG] verwiesen.
1.2 Kurvensingularita¨ten in (C3,0)
Der lokale Ring OX ,0 einer reduzierten Kurvensingularita¨t (X ,0)⊂ (Cn,0) ist als
reduzierter noetherscher Ring der Dimension 1 ein Cohen–Macaulay–Ring. Im
Spezialfall n = 3 ist (X ,0) also eine Cohen–Macaulay–Singularita¨t der Kodimen-
sion 2. Der lokale Ring OX ,0 = OC3,0/ I besitzt daher nach [Art2] eine OC3,0–freie
Auflo¨sung der Form
0−→ Oq−1C3,0
Y−→ OqC3,0
F−→ OC3,0 −→ OX ,0 −→ 0, (1.5)
wobei Y eine q× (q−1)–Matrix und F eine 1×q–Matrix ist.
Satz 1.10 (Hilbert–Burch, [Bu]) Es sei R ein noetherscher kommutativer Ring mit
1 und I = ( f1, ..., fq)⊂ R ein Ideal. Ferner sei Y = ( Y 1 ... Y q) eine q× (q−1)–
Matrix und F = ( f1, ..., fq) ∈Mat(1,q;R) so, daß
0−→ Rq−1 Y−→ Rq F−→ R−→ R/ I −→ 0
eine R–freie Auflo¨sung von R/I ist. Mit Y (i) werde die Untermatrix von Y , die
durch Streichen der i-ten Zeile von Y entsteht, bezeichnet und mit u(i) = det Y (i)
die Determinante von Y (i). Dann gibt es einen eindeutig bestimmten Nichtnulltei-
ler a ∈ R, so daß fi = au(i), 1≤ i≤ q, ist.
Aus dem Satz von Hilbert und Burch folgt, daß das Ideal einer reduzierten
Kurvensingularita¨t (X ,0) ⊂ (C3,0) von den maximalen Minoren einer Matrix
M ∈Mat(q,q−1;C{x,y,z}) erzeugt wird; solche Kurvensingularita¨ten sind also
determinantiell. Der Cohen–Macaulay–Typ t = t(X) hat nun folgende Bedeutung:
Der Rang des ho¨chsten Syzygienmoduls in (1.5) ist gerade t, d.h. t = q− 1. Im
Fall t(X) = 1 handelt es sich bei (X ,0) um einen vollsta¨ndigen Durchschnitt. Fu¨r
vollsta¨ndige Durchschnitte verwenden wir gelegentlich auch die Abku¨rzung ICIS.
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1.2.1 Deformationen
Es sei (Y,0) ⊂ (Cn+m,0) eine n–dimensionale Singularita¨t eines vollsta¨ndigen
Durchschnitts. Wird das Ideal von (Y,0) von den holomorphen Funktionskeimen
f1, ..., fm ∈ m2Cn+m,0 erzeugt, so gibt es zwischen den fi nur triviale Relationen.
Infolgedessen liefert jede Sto¨rung der fi eine Deformation von (Y,0).
Ist andererseits (X ,0) ⊂ (Cn,0) eine Cohen–Macaulay–Singularita¨t der Ko-
dimension zwei, die etwa von den maximalen Minoren f1, ..., fq+1 einer Matrix
M ∈Mat(q,q + 1;C{z1, ...,zn}) erzeugt wird, so gibt es im Fall q ≥ 2 zwischen
den Funktionskeimen f1, ... fq+1 nichttriviale Relationen. Das bedeutet, daß nicht
jede Sto¨rung der fi auch eine Deformation von (X ,0) liefert.
Satz 1.11 (Theorem 5.1, (3) in [Art2]) Es sei (X ,0)⊂ (Cn,0) eine Cohen–Macau-
lay–Singularita¨t der Kodimension zwei, die von den maximalen Minoren einer
Matrix M ∈Mat(q,q +1;C{z1, ...,zn}) erzeugt wird. Dann gilt:
(i) Das Sto¨ren der Eintra¨ge von M (und anschließendes Minorenbilden) liefert
eine Deformation von (X ,0).
(ii) Jede Deformation von (X ,0) erha¨lt man durch geeignetes Sto¨ren der Ein-
tra¨ge der Matrix M.
Insbesondere erha¨lt man also durch geeignetes Sto¨ren der Eintra¨ge der definie-
renden Matrix auch die semi–universelle Deformation von (X ,0). Der Basisraum
der semi–universellen Deformation ist glatt ([Sch]).
Aus dem na¨chsten Satz folgt, daß jede reduzierte Kurvensingularita¨t in (C3,0)
gla¨ttbar ist.
Satz 1.12 (Schaps, [Sch]) Es sei (X ,0)⊂ (Cn,0) eine Cohen–Macaulay–Singu-
larita¨t der Kodimension zwei, und es gelte n< 6. Dann ist die Singularita¨t (X ,0)
gla¨ttbar.
Im zweiten Kapitel werden wir fu¨r reduzierte Kurvensingularita¨ten in (C3,0)
(kurz: Raumkurvensingularita¨ten) weitere Invarianten definieren.
Kapitel 2
Die Monodromiegruppe und
Coxeter–Dynkin–Diagramme
Sei (X0,0) eine Raumkurvensingularita¨t; damit meinen wir hier und im folgenden
stets einen reduzierten Kurvenkeim in (C3,0). In diesem Abschnitt definieren wir
weitere Invarianten fu¨r (X0,0), na¨mlich das Milnorgitter, die Monodromiegruppe
und Coxeter–Dynkin–Diagramme. Wir werden sehen, daß wir die in [Eb2] ent-
haltene Definition fu¨r vollsta¨ndige Durchschnitte auf Raumkurvensingularita¨ten
u¨bertragen ko¨nnen.
Wir haben in Abschnitt 1.2 festgestellt, daß das Ideal von X0 von den ma-
ximalen Minoren einer Matrix M ∈Mat(t, t + 1;C{x,y,z}) erzeugt wird, wobei
t = t(X0) den Cohen–Macaulay–Typ von (X0,0) bezeichne. Desweiteren ha-
ben wir gesehen, daß man jede Deformation von (X0,0) durch geeignetes Sto¨ren
der Eintra¨ge von M erha¨lt. Insbesondere erha¨lt man auf diese Weise auch die
semi–universelle Deformation, deren Matrix wir mit M bezeichnen wollen. Der
analytische Mengenkeim (X,0)⊂ (C3×Ct ,0), der von den maximalen Minoren
F1, ...,Ft+1 von M erzeugt wird, ist der Totalraum der semi–universellen Defor-
mation. Den Basisraum bezeichnen wir mit (S,0).
2.1 Die Milnorfaserung
Aus Satz 1.12 folgt, daß die Faser u¨ber einem allgemeinen Punkt aus dem Ba-
sisraum der semi–universellen Deformation singularita¨tenfrei ist. Anders aus-
gedru¨ckt bedeutet dies, daß die Kurvensingularita¨t (X0,0) eine Milnorfaserung
besitzt. Diesen Sachverhalt wollen wir nun pra¨zisieren.
Es sei U ⊂ C3+t eine kleine und offene Umgebung von 0 ∈ C3+t derart, daß
alle Funktionskeime Fi : (C3+t ,0)→ (C,0) auf U durch holomorphe Funktionen
Fi : U→C repra¨sentiert werden ko¨nnen. Ferner bezeichne Be (0)⊂U eine offene
Kugel vom Radius e in C3+t mit dem Ursprung als Mittelpunkt.
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Wir wa¨hlen nun geeignete Repra¨sentanten von (X,0) und (S,0)∼= (Ct ,0): Sei
X := {(z, l ) ∈U : F1(z, l ) = ...= Ft+1(z, l ) = 0, | l |< r }∩Be (0),
S := {l ∈Ct : | l |< r }
und sei
p : X−→ S
die Projektion auf l .
Wir wa¨hlen e so klein, daß Y0 := {(z,0) ∈ U : Fi(z,0) = 0, 1≤ i≤ t+1} die
Spha¨re S
e
:= ¶ B
e
(0) = {(z, l ) ∈ C3 ×Ct : |(z, l )| = e } transversal schneidet.
Dies ist mo¨glich nach dem Kurvenauswahllemma, vgl. [Mil]. Nun kann man
ein geeignetes r ∈R mit 0< r  e finden, so daß auch alle benachbarten Fasern
Y
l
:= {(z, l ) ∈U : F1(z, l ) = ...= Ft+1(z, l ) = 0}
mit | l |< r die Spha¨re S
e
transversal schneiden.
Die kritische Menge C der Abbildung p : X→ S, also die Menge aller Punkte
von X, die singula¨r sind oder in denen p keine Submersion ist, wird durch die Glei-
chungen F1 = ... = Ft+1 = 0 sowie durch die 2× 2–Minoren der Jacobi–Matrix
¶ (F1,...,Ft+1)
¶ z mit z = (z1,z2,z3) gegeben, vgl. [Loo, 4A].
Mit D := p(C)⊂ S bezeichnen wir die Diskriminante von p, d.h. die Menge
der Punkte s ∈ S, u¨ber denen keine glatten Fasern liegen. Van Straten hat be-
wiesen, daß der Keim (D,0) – wie bei den isolierten Singularita¨ten vollsta¨ndiger
Durchschnitte – eine Hyperfla¨che ist, vgl. [Str]. Wir geben (D,0) die reduzierte
Struktur.
Nun ist die Abbildung
p|X−p−1(D) : X− p−1(D)−→ S−D
die Projektion eines differenzierbaren Faserbu¨ndels. Die dadurch beschriebene
Faserung heißt Milnorfaserung. Die typische Faser
Xs := p−1(s)
heißt die Milnorfaser der Singularita¨t (X0,0). Sie besitzt den Homotopietyp eines
Bouquets von µ 1-Spha¨ren. Aus der Morsetheorie (vgl. [AF]) folgt na¨mlich, daß
die Milnorfaser den Homotopietyp eines endlichen CW-Komplexes der Dimen-
sion ≤ 1 und damit eines Bouquets von 1-Spha¨ren hat. Daß die Anzahl dieser
Spha¨ren gerade die Milnorzahl ist, ergibt sich aus Satz 1.2.
Die Schnittform (·, ·) definiert auf dem Modul H1(Xs;Z) eine schiefsymmetri-
sche Bilinearform. Das Paar ( H1(Xs;Z),(·, ·) ) ist somit ein schiefsymmetrisches
Gitter, das sogenannte Milnorgitter.
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2.2 Die grundlegende Konstruktion
Die Definition fu¨r die Coxeter–Dynkin–Diagramme basiert auf den folgenden
Konstruktionen. Diese und auch spa¨tere Definitionen und Methoden orientieren
sich wesentlich an den Arbeiten [Eb1] und [Eb2], in denen die entsprechende
Situation fu¨r Hyperfla¨chen bzw. fu¨r vollsta¨ndige Durchschnitte betrachtet wird.
Ferner sei auf den Artikel [Br2] hingewiesen.
Wir betrachten eine allgemeine Gerade l durch 0 ∈ Ct , die die Diskriminante
D in 0 transversal schneidet. Die Koordinaten des Ct seien so gewa¨hlt, daß l mit
der letzten Koordinatenachse zusammenfa¨llt. Dann definiert der Mengenkeim
(X0,0) = ({(z, l ) ∈U : Fi(z, l ) = 0, l j = 0, 1≤ i≤t +1, 1≤ j≤ t −1},0)
eine isolierte determinantielle Fla¨chensingularita¨t der Einbettungsdimension vier,
also eine Cohen–Macaulay–Singularita¨t.
Wir wa¨hlen nun S von der Form S = T ×D mit
T := {t ∈Ct −1 : |t|< r 1}
und ¯D := {z ∈ C : | z |≤ h },
wobei r 1 und h so klein und geeignet gewa¨hlt seien, daß folgendes gilt: Sei
X′ := {(z, l ) ∈U : F1(z, l ) = ...= Ft+1(z, l ) = 0,( l 1, ..., l t −1) ∈ T}∩Be (0)
und p′ : X′ −→ T die Projektion auf ( l 1, ..., l t −1). Dann ist
p′|X′−p′−1(Dp′ ) : X
′ − p′−1(Dp′)−→ T −Dp′
die Projektion eines differenzierbaren Faserbu¨ndels1(Dp′ ist hier die Diskriminan-
te der Abbildung p′). Die typische Faser X ′t ist eine Milnorfaser der Singularita¨t
(X0,0). Nach [Loo, Proposition 5.4] ko¨nnen r 1 und h daru¨ber hinaus sogar so
klein gewa¨hlt werden, daß die Komposition p ◦ p : X→ T topologisch a¨quivalent
zu dem Repra¨sentanten p′ : X′ → T ist, wobei p : S→ T die Projektion auf die
ersten t − 1 Koordinaten bezeichne. Das bedeutet insbesondere, daß die Man-
nigfaltigkeiten X ′t und Xt := ( p ◦ p)−1(t) fu¨r t 6∈ Dp′ den gleichen Homotopietyp
besitzen.
Die Einschra¨nkung p |D der Abbildung p : S −→ T auf D ist endlich. Wir
wa¨hlen nun einen Punkt t ∈ T , der nicht im Bild des Verzweigungsortes von p |D
liegt. Sodann betrachten wir die Abbildung
P :
{
C3×T × ¯D ⊃ Xt −→ ¯D
(z, t,a) 7→ a.
1Man beachte, daß die Singularita¨t (X0,0) nach Satz 1.12 eine Milnorfaserung besitzt.
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Abbildung 2.1: Der Basisraum S = T ×D und die Kreisscheibe ¯Dt
Durch die spezielle Wahl von t schneidet die Kreisscheibe ¯Dt := {t}× ¯D die Dis-
kriminante D in genau m = m(D) regula¨ren Punkten s1, ...,sm, siehe Abb. 2.1.
Hierbei bezeichnet m die Multiplizita¨t der Diskriminante im Nullpunkt. Jede Fa-
ser Xsi entha¨lt genau eine Singularita¨t, na¨mlich eine quadratische; der singula¨re
Punkt von Xsi sei xi. Außerhalb dieser m singula¨ren Fasern ist die Abbildung P
die Projektion eines differenzierbaren Faserbu¨ndels.
2.2.1 Verschwindende Zykel und die Monodromiegruppe
Wir untersuchen nun die lokale Situation der Singularita¨ten (Xsi,xi). Da diese Sin-
gularita¨ten allesamt gewo¨hnliche Doppelpunkte sind, gibt es nach dem komplexen
Morse–Lemma fu¨r jedes 1≤ i ≤ m eine kleine Umgebung Bi von xi in Xt und in
diesen Umgebungen lokale Koordinaten (ui,vi), so daß P|Bi in diesen Koordinaten
in der Form
P(ui,vi) = u2i +v2i + si
geschrieben werden kann und Bi in diesen Koordinaten eine offene Kugel vom
Radius e i ist.
Fu¨r jedes 1≤i≤m sei nun Di eine Kreisscheibe mit Mittelpunkt si und Radius
h i. Die Radien h i seien so klein gewa¨hlt, daß die folgenden drei Bedingungen
erfu¨llt sind:
• fu¨r alle 1≤ i≤m ist die Kreisscheibe ¯Di ganz in Dt enthalten
• fu¨r i 6= j gilt ¯Di∩ ¯D j = /0
• fu¨r alle 1≤ i≤m ist
P|Bi∩P−1( ¯Di−{si}) : Bi∩P−1( ¯Di−{si})−→ ¯Di−{si}
eine Milnorfaserung
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Wegesysteme
Im weiteren werden wir bei ¯Dt = {t}× ¯D auf den Index “t” verzichten, ¯Dt wird
also mit ¯D identifiziert werden.
Wir beginnen mit der Wahl eines nicht-kritischen Wertes s auf dem Rand der
abgeschlossenen Kreisscheibe ¯D. Sodann betrachten wir geordnete Systeme von
Wegen g i : [0,1]→ ¯D, fu¨r 1≤ i≤m, mit:
• g i(0) = si
• g i(1) = s
• g i( J ) ∈ D−{s1, ...,sm} fu¨r J ∈ (0,1)
• g i schneidet den Rand der Kreisscheibe ¯Di genau einmal und zwar zum
Zeitpunkt J = a i
Fu¨r jedes 1≤ i≤m und hinreichend kleines J mit 0 < J enthalten die Fasern
von P|Bi∩P−1( ¯Di−{si}) u¨ber den Punkten g i( J ), also
(P|Bi∩P−1( ¯Di−{si}))
−1( g i( J )) = {(ui,vi) ∈ Bi : u2i +v2i = g i( J )− si},
in den jeweils gewa¨hlten Koordinatensystemen eine 1-Spha¨re d i( J ). Fu¨r J → 0
ziehen sich diese Spha¨ren auf einen Punkt zusammen. Durch Parallelverschiebung
la¨ngs der Wege g i ko¨nnen wir fu¨r jedes J ∈ (0,1] m Spha¨ren d i( J ) konstruieren.
Insbesondere ko¨nnen wir dadurch die Spha¨ren in die Faser Xs transportieren. Nun
wa¨hlen wir fu¨r d i(1) in der Faser Xs Orientierungen und erhalten schließlich Ele-
mente der Homologiegruppe H1(Xs;Z):
Definition 2.1 Die Homologieklasse d i := d i(1) ∈ H1(Xs;Z) heißt ein la¨ngs g i
verschwindender Zykel.
Bemerkung 2.2 (i) Wie bei den isolierten Singularita¨ten vollsta¨ndiger Durch-
schnitte definiert jeder Doppelpunkt (Xsi,xi) nicht nur einen verschwindenden Zy-
kel d i ∈H1(Xs;Z), sondern auch eine verschwindende Zelle ˆd i ∈H2(Xt ,Xs;Z). Da
wir uns in dieser Arbeit auf die verschwindenden Zykel konzentrieren wollen,
wurde auf eine Darstellung der verschwindenden Zellen verzichtet. Diese findet
man z.B. in [Eb2], [La] oder [Di].
(ii) Fu¨r die Selbstschnittzahlen der verschwindenden Zykel gilt: ( d i, d i) = 0.
Jedem Weg g i ordnen wir wie folgt einen Weg w i zu. Wir definieren:
w i := ˜g −1i t i ˜g i.
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Hierbei ist t i eine positiv orientierte Parametrisierung des Randes der Kreisschei-
be ¯Di mit dem Anfangs- und Endpunkt a i und fu¨r den Weg ˜g i gilt: ˜g i = g i|[ a i,1].
Damit ist der Weg w i ein geschlossener Weg in ¯D mit Anfangs- und Endpunkt s
und heißt einfache Schleife zu g i.
Jede Schleife w i ∈ P 1( ¯D− {s1, ...,sm},s) definiert einen Automorphismus
hi := hw i∗ ∈ Aut(H1(Xs;Z)). Dieser heißt Picard-Lefschetz-Transformation zum
Weg g i und ha¨ngt nur von der Homotopieklasse von w i in ¯D−{s1, ...,sm} ab. Nach
der Picard-Lefschetz-Formel gilt fu¨r d ∈H1(Xs;Z):
hi( d ) = d − ( d , d i) · d i.
Definition 2.3 Die Menge G aller Automorphismen h
g ∗ ∈ Aut(H1(Xs;Z)), die
durch die Homotopieklassen von Wegen {g } ∈ P 1( ¯D−{s1, ...,sm},s) induziert
werden, also das Bild des Homomorphismus
r :
{
P 1( ¯D−{s1, ...,sm},s) → Aut(H1(Xs;Z))
{g } 7→ h
g ∗,
heißt die Monodromiegruppe der Singularita¨t (X0,0).
Aus [Loo,7.1] folgt, daß die Inklusion ¯D−{s1, ...,sm} ↪→ S−D eine Sur-
jektion der Fundamentalgruppen P 1( ¯D−{s1, ...,sm},s)→ P 1(S−D,s) liefert.
Infolgedessen ist die Monodromiegruppe wohldefiniert und ha¨ngt nicht von der
Wahl der Geraden l bzw. von der Wahl des Parameters t ab.
Wir nennen das Wegesystem ( g 1, ..., g m) stark ausgezeichnet, wenn die folgen-
den drei Bedingungen erfu¨llt sind:
• Die Wege g i sind nicht selbstu¨berschneidend.
• Der einzige gemeinsame Punkt von g i und g j fu¨r i 6= j ist der Punkt s.
• Die Wege g i seien in der Reihenfolge numeriert, in der sie den Punkt s
erreichen. Hierbei za¨hlt man vom Rand der Kreisscheibe ¯D in s aus im
Uhrzeigersinn.
Wir nennen das Wegesystem ( g 1, ..., g m) schwach ausgezeichnet, falls das zu
diesem Wegesystem geho¨rige System von einfachen Schleifen ( w 1, ..., w m) die
Gruppe P 1( ¯D−{s1, ...,sm},s) frei erzeugt.
Bemerkung 2.4 (i) Es ist klar, daß ein stark ausgezeichnetes Wegesystem insbe-
sondere auch schwach ausgezeichnet ist.
(ii) Die zu einem schwach ausgezeichneten Wegesystem ( g 1, ..., g m) geho¨renden
Automorphismen (h1, ...,hm) erzeugen die Monodromiegruppe G .
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s1s2
s3
s4
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s6
s7
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g 1
g 2
g 3
g 4
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g 7
Abbildung 2.2: Beispiel eines stark ausgezeichneten Wegesystems fu¨r m = 7.
2.2.2 Definition der Coxeter–Dynkin–Diagramme
Ein geordnetes System ( g 1, ..., g m) von Wegen, das die kritischen Werte si mit
dem nicht-kritischen Wert s verbindet, definiert nach obigem ebenfalls ein System
( d 1, ..., d m) von verschwindenden Zykeln. Wir nennen das System ( d 1, ..., d m)
schwach ausgezeichnet bzw. stark ausgezeichnet, falls ( g 1, ..., g m) schwach ausge-
zeichnet bzw. stark ausgezeichnet ist.
Ein Coxeter–Dynkin–Diagramm der Singularita¨t (X0,0) ist im wesentlichen
eine graphische Darstellung der Schnittmatrix ( d i, d j)1≤i, j≤m der verschwinden-
den Zykel. Genauer:
• Die Ecken {e1, ...,em} des Graphen werden mit den Zykeln ( d 1, ..., d m)
identifiziert: ei↔ d i.
• Fu¨r i < j werden die Ecken ei und e j mit einer Kante vom Gewicht ( d i, d j)
verbunden.
Ein so definiertes Diagramm ist natu¨rlich noch keine Invariante der Singu-
larita¨t (X0,0), denn verschiedene Wegesysteme werden i.a. auch verschiede-
ne Coxeter–Dynkin–Diagramme liefern. Abschließend werden wir, Ebeling in
[Eb2] folgend, begru¨nden, daß die nachstehend definierten Mengen Dwd und Dsd
tatsa¨chlich Invarianten von (X0,0) sind und somit nicht von der Wahl von l und t
abha¨ngen.
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Definition 2.5 Die Menge aller Coxeter–Dynkin–Diagramme zu schwach (bzw.
zu stark) ausgezeichneten Systemen von verschwindenden Zykeln bezeichnen wir
mit Dwd (bzw. mit Dsd).
Die Wahl der Indices begru¨ndet sich durch die englische Bezeichnung der
schwach bzw. stark ausgezeichneten Systeme, na¨mlich weakly distinguished bzw.
strongly distinguished.
Es sei ( g 1, ..., g m) ein schwach ausgezeichnetes Wegesystem und ( d 1, ..., d m)
das dazu geho¨rige System von verschwindenden Zykeln. Wir betrachten die fol-
genden Operationen auf dem m–Tupel ( d 1, ..., d m):
A Operation von (Z/2Z)m, Orientierungswechsel
k j( d 1, ..., d m) = ( d 1, ..., d j−1,−d j, d j+1, ..., d m) fu¨r j ∈ {1, ...,m}
B Operation der Zopfgruppe
Bm bezeichne die Zopfgruppe mit m Stra¨ngen und a 1, ..., a m−1 seien ihre
Standarderzeugenden. Dann operiert a j fu¨r j ∈ {1, ...,m−1} wie folgt:
a j( d 1, ..., d m) = ( d 1, ..., d j−1,h j( d j+1), d j, d j+2, ..., d m)
C Operation der symmetrischen Gruppe Sm
s ( d 1, ..., d m) = ( d
s (1), ..., d s (m)), s ∈ Sm
D “Gabrielov–Transformationen”
a i( j)( d 1, ..., d m) = ( d 1, ..., d j−1,hi( d j), d j+1, ..., d m)
b i( j) = ( a i( j))−1, i, j ∈ {1, ...,m}
Definition 2.6 Es seien ( g 1, ..., g m) und ( g ′1, ..., g ′m) zwei geordnete Wegesysteme
und ( d 1, ..., d m) bzw. ( d ′1, ..., d ′m) die dazu geho¨rigen Systeme von verschwinden-
den Zykeln mit den Coxeter–Dynkin–Diagrammen D und D′. Wir nennen D und
D′ stark (bzw. schwach) a¨quivalent, wenn sie sich durch Iteration von Operatio-
nen vom Typ A und B (bzw. A, B, C und D) ineinander u¨berfu¨hren lassen.
Satz 2.7 (Gabrielov) Zwei Coxeter–Dynkin–Diagramme D,D′ ∈ Dsd sind stark
a¨quivalent.
Satz 2.8 (Humphries) Je zwei Diagramme D,D′∈Dwd sind schwach a¨quivalent.
Die Beweise zu diesen Sa¨tzen findet man in [Hu] bzw. [G-Z3].
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Satz 2.9 Die Mengen Dsd und Dwd ha¨ngen nicht von der speziellen Wahl der
generischen Geraden l ⊂ S und des Parameters t ∈ T ab, sind also Invarianten
der Singularita¨t (X0,0).
Beweis Die in [Eb2] (fu¨r vollsta¨ndige Durchschnitte) gegebene Begru¨ndung fu¨r
diese Behauptung la¨ßt sich auf die Situation von Raumkurvensingularita¨ten u¨ber-
tragen, da die Diskriminante der semi–universellen Deformation p : X −→ S ei-
ner solchen Singularita¨t wie bei den isolierten Singularita¨ten vollsta¨ndiger Durch-
schnitte eine Hyperfla¨che ist. 2
2.2.3 Die Bedeutung der Gruppe H1(Xt ;Z)
Wir betrachten die (reduzierte) exakte Homologiesequenz des Paares (Xt,Xs).
Diese Sequenz reduziert sich auf
0→ H2(Xt;Z)→ H2(Xt,Xs;Z) ¶ ∗→H1(Xs;Z)→H1(Xt ;Z) (2.1)
Die relativen Homologiegruppen sind bekannt [La, §5]:
Hq(Xt,Xs;Z)∼=
{
Zm, falls q = 2
0, falls q 6= 2 (2.2)
Außerdem folgt aus [La, §5], daß die verschwindenden Zellen ˆd 1, ..., ˆd m eine Ba-
sis des Z–Moduls H2(Xt ,Xs;Z) bilden. Unter dem Verbindungshomomorphismus
¶ ∗ : H2(Xt ,Xs;Z)→ H1(Xs;Z) werden die verschwindenden Zellen auf die ver-
schwindenden Zykel d 1, ..., d m abgebildet. Eine naheliegende (und auch wichtige)
Frage ist nun, ob die verschwindenden Zykel d 1, ..., d m ein Erzeugendensystem
des Z-Moduls H1(Xs;Z) bilden. Der exakten Sequenz (2.1) entnimmt man, daß
dies genau dann der Fall ist, wenn H1(Xt ;Z) = 0 bzw. H1(X ′t ;Z) = 0 gilt. In
diesem Fall ist die exakte Sequenz eine kurze exakte Sequenz freier Z–Moduln:
0→H2(Xt ;Z)→H2(Xt ,Xs;Z) ¶ ∗→ H1(Xs;Z)→ 0. (2.3)
Aus der Sequenz (2.3) gewinnt man desweiteren eine Formel fu¨r die Multiplizita¨t
m der Diskriminante, also fu¨r die Anzahl der verschwindenden Zykel:
m = µ(X0) + rang
(
H2(Xt ;Z)
)
. (2.4)
Damit haben wir zwei wichtige Konsequenzen dargelegt, die sich im Fall des Ver-
schwindens von H1(Xt;Z) einstellen. Da (X0,0) eine normale Fla¨chensingularita¨t
ist, folgt aus [GS, Theorem 2], daß die erste Betti–Zahl von Xt verschwindet. Da-
her bescha¨ftigen wir uns nun mit der Frage: Wann ist H1(Xt ;Z) torsionsfrei?
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Fu¨r t(X0) = 1 ist nicht nur (X0,0), sondern auch (X0,0) eine isolierte Singu-
larita¨t eines vollsta¨ndigen Durchschnitts. Nach Hamm, [Ha], ist die Milnorfaser
X ′t daher homotopiea¨quivalent zu einem Bouquet von µ(X0) 2-Spha¨ren. In diesem
Fall gilt also H1(Xt ;Z) = H1(X ′t ;Z) = 0.
Im allgemeinen Fall, d.h. t(X0) ≥ 2, gibt es, abgesehen von der bereits er-
wa¨hnten Tatsache, daß b1(X ′t ) = 0 ist, noch Formeln fu¨r die Eulercharakteristik
und die Signatur der Milnorfaser (nach Wahl, [Wa3]). Aber die Frage nach der
Torsionsfreiheit von H1(Xt;Z) bleibt unbeantwortet, falls von der Fla¨chensingu-
larita¨t (X0,0) lediglich bekannt ist, daß sie normal ist. Daher machen wir die
zusa¨tzliche Annahme, daß (X0,0) eine rationale Fla¨chensingularita¨t ist.
Definition 2.10 (Artin, [Art1]) Sei (X ,0) eine normale Fla¨chensingularita¨t und
p : ˜X → X eine Auflo¨sung von (X ,0) mit E = p −1(0). (X ,0) ist rational, falls
R1 p ∗O ˜X = 0 gilt.
Der folgende Satz zeigt, daß (X0,0) fu¨r t(X0)≥ 3 nicht rational sein kann.
Satz 2.11 (Wahl, [Wa1]) Es sei (X ,0) eine determinantielle, rationale Fla¨chen-
singularita¨t der Einbettungsdimension e = embdim(X ,0) ≥ 4. Dann wird das
Ideal I(X ) durch die 2×2–Minoren einer 2× (e−1)–Matrix gegeben.
Der na¨chste Satz liefert ein hinreichendes Kriterium fu¨r das Verschwinden
von H1(Xt;Z) = H1(X ′t ;Z) und ist ein einfaches Korollar aus dem Beweis von
Theorem 4.1 in [MS].
Satz 2.12 Es sei (X0,0) ⊂ (C3,0) eine isolierte Kurvensingularita¨t, die von den
maximalen Minoren einer 2× 3–Matrix erzeugt wird. Die Fla¨chensingularita¨t
(X0,0) ⊂ (C4,0), die man (X0,0) wie beschrieben zuordnet, sei rational. Dann
erzeugen die verschwindenden Zykel d 1, ..., d m die Gruppe H1(Xs;Z) und es gilt
die Gleichung (2.4).
Beweis (vgl. Beweis von Theorem 4.1 in [MS]) Als rationale Singularita¨t besitzt
(X0,0) eine simultane Auflo¨sung u¨ber der Artin–Komponente, vgl. [Wa2]. Auf
der anderen Seite ist (X0,0)⊂ (C4,0) eine Cohen–Macaulay–Singularita¨t der Ko-
dimension 2, und der Basisraum der semi–universellen Deformation einer solchen
Singularita¨t ist glatt. Es folgt, daß die Artin–Komponente der ganze Basisraum
der semi–universellen Deformation von (X0,0) ist. Jede Milnorfaser X ′t ist also
homotopiea¨quivalent zum exzeptionellen Divisor der minimalen Auflo¨sung von
X0, und das bedeutet insbesondere, daß H1(X ′t ;Z) verschwindet. 2
Wir werden sehen, daß Satz 2.12 fu¨r alle Singularita¨ten, die wir in dieser Ar-
beit studieren wollen, anwendbar ist!
Kapitel 3
Wedge–Singularita¨ten
In diesem Abschnitt wollen wir Raumkurvensingularita¨ten X studieren, die man
erha¨lt, indem man durch die isolierte Singularita¨t einer ebenen Kurve C in der
xy-Ebene eine transversale Gerade L legt, die wir mit der z-Achse identifizieren
werden. Die Klasse von Singularita¨ten, denen ein derartiges Bildungsgesetz zu-
grunde liegt, nennen wir Wedge-Singularita¨ten, und wir verwenden fu¨r sie die
Notation X = C∨L.
C
L
Es wird sich herausstellen, daß fu¨r die Wedge-Singularita¨ten eine relativ kon-
krete Aussage u¨ber die Struktur der Diskriminante der semi-universellen Defor-
mation p : X −→ S mo¨glich ist. Falls die ebene Kurvensingularita¨t (C,0) ein
gewo¨hnlicher Doppelpunkt ist, nennen wir X = A1 ∨L einen gewo¨hnlichen Tri-
pelpunkt. In diesem Fall setzt sich die Diskriminante D aus drei Hyperebenen
zusammen. Das Coxeter–Dynkin–Diagramm des Tripelpunktes besteht aus drei
Ecken, die untereinander nicht verbunden sind. Die Monodromiegruppe des Tri-
pelpunktes ist trivial; diese Tatsache wurde bereits in [BG] von Buchweitz und
Greuel bewiesen.
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In der allgemeinen Situation, in der (C,0) weder regula¨r noch quadratisch ist,
besteht die Diskriminante hingegen aus zwei irreduziblen Komponenten, wobei
eine Komponente in geeigneten Koordinaten eine Hyperebene ist. Diese Struk-
turaussage wird es insbesondere ermo¨glichen, die Gestalt der Coxeter-Dynkin–
Diagramme eingehend zu untersuchen. Dabei wird sich herausstellen, daß die
Coxeter–Dynkin–Diagramme aus zwei Komponenten bestehen, na¨mlich aus einer
isolierten Ecke sowie aus einem Coxeter-Dynkin–Diagramm einer ausgezeichne-
ten ICIS Y . Ferner wird gezeigt, daß X in Y deformiert und zwar µ-konstant.
Infolgedessen kann man von einer gewissen Affinita¨t der Singularita¨t X zur ICIS
Y sprechen.
3.1 Ein Satz u¨ber die Struktur der Diskriminante
Es sei (C,0)⊂ (C2,0) eine ebene, reduzierte Kurvensingularita¨t, die durch einen
holomorphen Funktionskeim f ∈m2C2,0 definiert wird, und es sei (X ,0)⊂ (C3,0)
die Vereinigung von (C,0) mit der z-Achse, d.h. I(X) = (xz,yz, f (x,y)). Wir
beginnen mit einem einfachen Lemma.
Lemma 3.1 Es gilt:
d (X) = d (C) +1 und µ(X) = µ(C) +1 (3.1)
Beweis Die Formel fu¨r d (X) ist eine simple Konsequenz aus Satz 1.3. Danach
gilt na¨mlich:
d (X) = d (C) + d (L) +dimCOC3,0/(I(L) + I(C))
= d (C) +0 +dimCOC3,0/(x,y,z, f (x,y))
= d (C) +1
und mithin wegen r(X) = r(C) +1
µ(X) = 2d (X)− r(X) +1 = 2d (C) +2− (r(C) +1) +1 = µ(C) +1.
2
Es gibt Funktionen g1, g2 ∈mC2,0, so daß sich f in der Form
f (x,y) = yg1(x,y)−xg2(x,y)
darstellen la¨ßt. Eine solche Darstellung von f ist natu¨rlich nicht eindeutig. Man
u¨berlegt sich jedoch schnell, daß die folgenden Ausfu¨hrungen unabha¨ngig von der
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Wahl der Funktionen g1 und g2 sind. An spa¨terer Stelle werden wir fu¨r g1 und g2
spezielle Wahlen treffen. Die 2×2-Minoren der Matrix
M =
(
z g1(x,y) g2(x,y)
0 x y
)
erzeugen das Ideal der Singularita¨t (X ,0).
Aus [Fr, Lemma 4.9] folgt, daß die Matrix M der semi–universellen Defor-
mation von (X ,0) die Gestalt
M =
(
z g˜1(x,y,b) g˜2(x,y,c)
a x y
)
besitzt, mit a∈C, (b,c)∈Ct −1, g˜1(x,y,0)=g1(x,y) und g˜2(x,y,0)=g2(x,y).
Wir wa¨hlen einen guten Repra¨sentanten p : X→ S der semi–universellen De-
formation von (X ,0). Die kritische Menge C der Abbildung p : X→ S wird durch
die Minoren M1,M2 und M3 von M sowie von den 2× 2-Minoren der Matrix
¶ (M1,M2,M3)
¶ (x,y,z) gegeben. Diese Matrix hat die Gestalt
z−a ¶ g˜1
¶ x
(x,y,b) −a ¶ g˜1
¶ y (x,y,b) x
−a ¶ g˜2
¶ x
(x,y,c) z−a ¶ g˜2
¶ y (x,y,c) y
y ¶ g˜1
¶ x
(x,y,b)−g˜2(x,y,c)−x ¶ g˜2
¶ x
(x,y,c) y ¶ g˜1
¶ y (x,y,b)+g˜1(x,y,c)−x ¶ g˜2¶ y (x,y,c) 0

Anhand dieser Beschreibung sieht man unmittelbar, daß die Diskriminante D die
Hyperebene
H := {(a,b,c) ∈ S : a = 0}
entha¨lt – fu¨r jedes s∈H ist na¨mlich (0,0,0)∈ Xs singula¨r. Diese Tatsache ist aber
auch anschaulich klar: Die Fasern u¨ber Punkten s ∈ H sind Kurven, die aus der
Vereinigung einer ebenen Kurve mit einer transversalen Geraden (der z-Achse)
bestehen und daher im Ursprung “mindestens” eine quadratische Singularita¨t be-
sitzen.
Sei nun a ∈ C∗ so klein gewa¨hlt, daß a∗ := (a,0, ...,0) in S liegt. Die u¨ber
dem Punkt a∗ ∈ S liegende Faser werde mit Y = p−1(a∗)∩X bezeichnet; sie wird
durch die Minoren der Matrix(
z g1(x,y) g2(x,y)
a x y
)
beschrieben.
Wir unterscheiden zwei Fa¨lle:
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3.1.1 Der Tripelpunkt
In diesem Fall ko¨nnen wir annehmen, daß f (x,y) = y2−x2 ist. Die (X ,0) definie-
rende Matrix ist also
M =
(
z y x
0 x y
)
.
Abbildung 3.1: A1∨L – Der Tripelpunkt
Y wird durch die Gleichungen xz−ay = 0 und yz−ax = 0 beschrieben, denn
die Gleichung y2−x2 = 0 erha¨lt man aus diesen beiden durch Elimination von z.
Es ist leicht zu verifizieren, daß Y in den Punkten (0,0,a) und (0,0,−a) jeweils
eine A1-Singularita¨t besitzt.
Nach [Fr] hat die Matrix M der semi–universellen Deformation das Aussehen
M =
(
z y +b x +c
a x y
)
.
Man kann leicht nachrechnen, daß die Faser u¨ber einem Punkt (a,b,c)∈ S mit
a 6= 0 genau dann Singularita¨ten entha¨lt, falls b2−c2 = 0 gilt. Daraus ergibt sich
nun als Gleichung fu¨r die Diskriminante der semi–universellen Deformation des
Tripelpunktes:
D : a(b2−c2) = 0.
Die Diskriminante besteht also aus drei Komponenten und die Multiplizita¨t von
D im Ursprung ist ebenfalls drei.
Seien B1 und B2 kleine, abgeschlossene Kugeln mit den Mittelpunkten (0,0,a)
und (0,0,−a) und mit der Eigenschaft: B1∩B2 = /0. Ferner sei S′ eine Umgebung
von a∗ in S, die so klein gewa¨hlt sei, daß p : p−1(S′)∩X∩Bi→ S′ fu¨r i = 1, 2 eine
EIN SATZ U¨BER DIE STRUKTUR DER DISKRIMINANTE 29
Milnorfaserung ist. Sei s ∈ S′ − (S′ ∩D) und sei Y1 = B1∩Xs bzw. Y2 = B2∩Xs.
Nun ergibt sich aus [Loo, Prop. 7.13] die folgende exakte Sequenz:
0−→ H1(Y1;Z)⊕H1(Y2;Z) i∗−→ H1(Xs;Z)−→ H1(Y ;Z)−→ 0
Da alle in dieser Sequenz beteiligten Moduln torsionsfrei sind - alle vorkom-
menden Fasern haben den Homotopietyp eines Bouquets von 1-Spha¨ren - und da
rang(H1(Y1;Z)⊕H1(Y2;Z)) = rang(H1(Xs;Z)) = 2, folgt H1(Y ;Z)∼= 0, und i∗ ist
ein Isomorphismus. Daher besitzt H1(Xs;Z) eine Basis aus zwei sich nicht schnei-
denden verschwindenden Zykeln d 1 und d 2 mit der Selbstschnittzahl 0. Der dritte
verschwindende Zykel d 3 la¨ßt sich durch die u¨brigen beiden ausdru¨cken und man
erha¨lt:
(
d 1, d 2
)
=
(
d 1, d 3
)
=
(
d 2, d 3
)
= 0. Mithin besteht das Coxeter–Dynkin–
Diagramm des Tripelpunktes aus drei isolierten Ecken
•
• •
und die Monodromiegruppe G ist trivial.
3.1.2 Der allgemeine Fall
Wir wollen nun den allgemeinen Fall behandeln, in welchem (C,0) weder regula¨r
noch quadratisch ist. Den Funktionskeim f ko¨nnen wir eindeutig in der Form
f (x,y) = x2 h1(x) +xyh2(x,y) +y2 h3(y)
mit h1 ∈C{x}⊂C{x,y}, h2 ∈C{x,y} und h3 ∈C{y}⊂C{x,y} darstellen. Ferner
ko¨nnen wir annehmen, daß h2 ∈mC2,0
und h1 ∈mC2,0 oder h3 ∈mC2,0
gilt.
Begru¨ndung Diese Annahme ist nur fu¨r den Fall j2 f 6= 0 zu begru¨nden. Da
die Singularita¨t von (C,0) weder regula¨r noch quadratisch ist, besitzt in die-
sem Fall die Hesse–Matrix von f im Nullpunkt den Rang 1. Deswegen gilt
j2 f (x,y) = ( a x + b y)2 mit a , b ∈ C2−{(0,0)}. Ist a = 0 oder b = 0, so gilt
die obige Annahme. Im Fall a 6= 0 und b 6= 0 fu¨hren wir die lineare Koordinaten-
transformation x = x˜−b y
a
durch. Schreiben wir f nun in den neuen Koordinaten in
der Form x˜2 ˜h1(x˜) + x˜y ˜h2(x˜,y) +y2 ˜h3(y), so gilt ˜h2 ∈mC2,0 und ˜h3 ∈mC2,0.
Ohne Einschra¨nkung behandeln wir nun den Fall h2, h3 ∈ mC2,0. Wir wa¨hlen
die Funktionen g1 und g2 folgendermaßen:
g1(x,y) := yh3(y) +xh2(x,y)
g2(x,y) := −xh1(x).
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Dann gilt g1 ∈m2C2,0. Die Faser Y u¨ber dem Punkt (a,0, ...,0) wird durch die zwei
folgenden Gleichungen beschrieben:
xz−ag1(x,y) = 0,
yz−ag2(x,y) = 0,
denn die Gleichung f (x,y) = yg1(x,y)− xg2(x,y) erha¨lt man wieder durch Eli-
mination von z. Wir weisen im folgenden nach, daß Y in dieser Situation - im
Gegensatz zum 1. Fall - genau eine Singularita¨t besitzt, die daru¨ber hinaus im
Ursprung liegt.
Die singula¨ren Punkte von Y mu¨ssen die beiden obigen Gleichungen sowie
die maximalen Minoren der Jacobi-Matrix(
z−a ¶ g1
¶ x
(x,y) −a ¶ g1
¶ y (x,y) x
−a ¶ g2
¶ x
(x,y) z−a ¶ g2
¶ y (x,y) y
)
annullieren. Durch geeignetes Kombinieren dieser fu¨nf Gleichungen erha¨lt man
die folgenden drei Gleichungen:
yg1(x,y)−xg2(x,y) = 0
y
¶ g1
¶ x
(x,y)−g2(x,y)−x ¶ g2
¶ x
(x,y) = 0
y
¶ g1
¶ y
(x,y) +g1(x,y)−x ¶ g2
¶ y
(x,y) = 0
Diese drei Gleichungen sind aber a¨quivalent zu den drei Gleichungen f (x,y) = 0,
¶ f
¶ x
(x,y) = 0 und ¶ f
¶ y (x,y) = 0 und beschreiben daher gerade die singula¨ren Punkte
der Kurve C. Das bedeutet: Ist (x0,y0,z0) eine (echte) Singularita¨t von Y , dann ist
(x0,y0) ein singula¨rer Punkt von C. Nun haben wir aber vorausgesetzt, daß 0∈C2
eine isolierte Singularita¨t von C ist. Somit haben mo¨gliche Singularita¨ten von Y
die Gestalt (0,0,z0). In derartigen Punkten sieht die Jacobi-Matrix wie folgt aus
(beachte g1 ∈m2C2,0 und
¶ g2
¶ y (0,0) = 0):(
z0 0 0
−a ¶ g2
¶ x
(0,0) z0 0
)
.
Nun folgt durch Minorenbildung in der obigen Matrix, daß z0 = 0 gelten muß.
Damit haben wir nachgewiesen: Besitzt die ebene Kurve C eine isolierte Singula-
rita¨t in 0, die weder regula¨r noch quadratisch ist, dann entha¨lt die Faser Y genau
eine (echte) Singularita¨t, die u¨berdies im Nullpunkt liegt.
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Satz 3.2 Es gilt
d (Y ) = d (C) +1,
µ(Y ) = µ(C) +1,
die Deformation X → Y ist also µ-konstant und d -konstant.
Beweis Die Kurve Y wird nach der Koordinatentransformation z 7→ az durch die
zwei folgenden Gleichungen beschrieben:
xz−g1(x,y) = xz−yh3(y)−xh2(x,y) = 0
yz−g2(x,y) = yz +xh1(x) = 0
Das von den Funktionen F1(x,y,z) = xz− yh3(y)− xh2(x,y) und F2(x,y,z) =
yz + xh1(x) erzeugte Ideal bezeichnen wir mit J. Das Ideal I1 werde von den
maximalen Minoren der Matrix(
h3(y) z x
z−h2(x,y) −h1(x) y
)
erzeugt, d.h. I1 = (F1, F2, F3), wobei F3(x,y,z) = z2− zh2(x,y) + h1(x)h3(y) ist.
Schließlich definieren wir noch das Ideal I2 := (x,y) und behaupten
I1∩ I2 = J (3.2)
Beweis der Behauptung: Es ist nur die Inklusion I1 ∩ I2 ⊂ J nachzuweisen. Sei
dazu G ∈ I1 ∩ I2. Wegen G ∈ I1 gibt es Funktionen G1, G2,G3 ∈ C{x,y,z} mit
G = G1F1 + G2F2 + G3F3. Es gilt F1, F2 ∈ I2 und damit auch G1F1 + G2F2 ∈ I2.
Wegen G ∈ I2 folgt daher auch G3F3 ∈ I2. Desweiteren folgt aus G3 zh2(x,y) ∈ I2
und G3 h1(x)h3(y) ∈ I2: G3 z2 ∈ I2. Daher ist G3 notwendigerweise von der Form
G3(x,y,z) = G3,1(x,y,z)x +G3,2(x,y,z)y fu¨r gewisse G3,1, G3,2 ∈ C{x,y,z}. Nun
folgt:
(G3F3)(x,y,z) =
(
G3,1(x,y,z)x +G3,2(x,y,z)y
) · (z2− zh2(x,y) +h1(x)h3(y))
=
(
zG3,1(x,y,z)−G3,2(x,y,z)h1(x)
)·(xz−yh3(y)−xh2(x,y))+(
h3(y)G3,1(x,y,z) +G3,2(x,y,z)(z−h2(x,y))
)·(yz +xh1(x,y))
Also gilt G3F3 ∈ (F1, F2) = J und infolgedessen auch G ∈ J.
Den durch das Ideal I1 definierten Kurvenkeim nennen wir ˜C. Aus (3.2) folgt
nun: Y = V (J) = V (I1∩ I2) = V (I1)∪V (I2) = ˜C∪L. Daher ko¨nnen wir wieder
Satz 1.3 anwenden. Dieser liefert:
d (Y ) = d ( ˜C) + d (L) +dimCOC3,0/(I1 + I2) = d ( ˜C) +2.
Die Einschra¨nkung der Projektion p : (C3,0)→ (C2,0), (x,y,z) 7→ (x,y), auf
den Keim ( ˜C,0) liefert eine endliche Abbildung vom Grad 1, deren Bild gerade
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die ebene Kurve (C,0) ist. Deswegen ko¨nnen wir Satz 1.7 anwenden und erhal-
ten d ( ˜C) = d (C)− dimCOC2,0 /F1( p ∗O ˜C,0). O ˜C,0 wird als OC2,0–Modul von den
Elementen e0 = 1 und e1 = z erzeugt. Die Relationen zwischen e0 und e1 werden
durch die Zeilen der Matrix(
xh1(x) y
−yh3(y)−xh2(x,y) x
)
gegeben. Das Ideal F1( p ∗O ˜C,0) wird nun von den Eintra¨gen dieser Matrix erzeugt,
und man erkennt sofort: dimCOC2,0/F1( p ∗O ˜C,0) = 1. Damit haben wir bewiesen,
daß die Deformation X → Y d –konstant ist. Wegen r(Y) = r(C) + 1 = r(X) ist
diese Deformation auch µ–konstant. 2
Beispiel 3.3 Die Gleichung f (x,y) := x4 + y3 = 0 beschreibt die ebene Kurven-
singularita¨t E6. Nach Lemma 3.1 gilt fu¨r die Wedge–Singularita¨t X = E6 ∨ L:
µ(X) = 7 und d (X) = 4. Der vollsta¨ndige Durchschnitt (Y,0) wird durch das Ideal
(xz−y2, yz+x3) beschrieben und ist eine einfache Singularita¨t vom Typ U7. Auch
hier gilt: µ(Y ) = 7 und d (Y ) = 4.
Aus der Offenheits-Eigenschaft der Versalita¨t [Pou] folgt, daß die verselle De-
formation p : (X,0) → (S,0) von (X ,0) einen Repra¨sentanten besitzt, so daß
p : (X, z ) → (S,a∗) mit z = (0,0,0,a∗) ∈ C3 ×Ct eine verselle Deformation
von (Y,0) ist. Im folgenden gehen wir davon aus, daß der bereits gewa¨hlte Re-
pra¨sentant diese Eigenschaft besitzt – dazu sind die Mengen S und X eventuell zu
verkleinern.
Mit den Bezeichnungen
Sa := {a}×{(b,c) ∈Ct −1 : (a,b,c) ∈ S}
Xa := p−1(Sa)∩X
pa := p|Xa
behaupten wir: Der Abbildungskeim
pa : (Xa, z )−→ (Sa,a∗)
ist ebenfalls eine verselle Deformation von (Y,0). Die Begru¨ndung dafu¨r ist, daß
fu¨r s1,s2 ∈ S mit si = (ai,b,c) mit ai 6= 0 und a1 6= a2 die Fasern Xs1 und Xs2
analytisch aquivalent sind. Diese ¨Aquivalenz wird einfach durch die Abbildung
Xs1 → Xs2, (x,y,z) 7→ (x,y, a1a2 z) gegeben. Wir bezeichnen die Diskriminante des
Repra¨sentanten pa : Xa→ Sa von pa : (Xa, z )→ (Sa,a∗) mit ˜D. ˜D ist irreduzibel.
Wir haben soeben den folgenden Satz bewiesen:
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Satz 3.4 Sei (C,0) eine ebene Kurvensingularita¨t, die weder regula¨r noch ein
gewo¨hnlicher Doppelpunkt ist. Dann gilt mit den eingefu¨hrten Bezeichnungen die
folgende Strukturaussage: Die Diskriminante D der semi–universellen Deforma-
tion der Wedge-Singularita¨t X = C∨L besitzt eine Darstellung
(D,0)∼= (H,0)∪ (C,0)×( ˜D,0).
Die Komponente (C,0)× ( ˜D,0) ist irreduzibel, und es gilt m(D) = m( ˜D) +1.
H
C× ˜D
Abbildung 3.2: Die Struktur der Diskriminante
Bemerkung 3.5 (i) D. Mond und D. van Straten haben ebenfalls einen Satz u¨ber
die Struktur der Diskriminante bewiesen (Theorem 1.1 in [MS]). Allerdings be-
nutzt ihr Beweis andere Methoden als der Beweis, den wir hier gegeben haben.
Im Gegensatz zu Satz 3.4 basiert ihre Beschreibung auf Invarianten der Kurve C,
die ICIS Y wird nicht betrachtet.
(ii) Falls die ebene Kurvensingularita¨t (C,0) quasihomogen ist, sind die Raum-
kurvensingularita¨ten (X ,0) und (Y,0) ebenfalls quasihomogen. In diesem Fall
ko¨nnen wir Satz 1.9 anwenden und erhalten: t (Y) = t (X)−1. Dann ist die De-
formation pa : (Xa, z )→ (Sa,a∗) von (Y,0) wegen dim(Sa,a∗) = t (X)−1 = t (Y)
sogar semi–universell.
Mond und van Straten geben in [MS] ebenfalls eine Formel fu¨r die Multipli-
zita¨t der Diskriminante der semi–universellen Deformation an:
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Satz 3.6 (Theorem 4.1 in [MS]) Es gilt
m(D) = mult(C) +µ(C).
Wie ergibt sich die Formel aus Satz 3.6? Der Beweis dieses Satzes besteht
aus zwei Teilen, die zusammen die Behauptung des Satzes liefern. Den zweiten
Teil des Beweises haben wir schon erwa¨hnt und als Satz 2.12 formuliert. Im
ersten Teil des Beweises betrachten Mond und van Straten eine 1–parametrige
generische Deformation der Matrix M:
˜M =
(
z g1(x,y) +au(x,y) g2(x,y) +av(x,y)
a x y
)
mit u,v ∈ C{x,y} und a ∈ C. Sodann zeigen sie, daß die isolierte Fla¨chensingu-
larita¨t (X ,0)⊂ (C4,0) (in den Variablen x,y,z und a), die durch die maximalen
Minoren der Matrix ˜M definiert wird, rational ist und daß ihr Auflo¨sungsgraph aus
mult(C)−1 Komponenten besteht. Nun liefert Satz 2.12 wegen µ(X) = µ(C) +1
die Behauptung des Satzes 3.6.
Bemerkung 3.7 (i) Aus den Sa¨tzen 3.2, 3.4 und 3.6 folgt unmittelbar: Beschreibt
die Gleichung yg1(x,y)− xg2(x,y) = 0 eine isolierte ebene Kurvensingularita¨t
(C,0)⊂ (C2,0), die weder regula¨r noch quadratisch ist, dann beschreibt das Ide-
al (xz− g1(x,y), yz− g2(x,y)) ⊂ OC3,0 eine ICIS (Y,0) ⊂ (C3,0), fu¨r die gilt:
µ(Y) = µ(C) + 1 und m( ˜D) = mult(C) + µ(C)− 1, wobei ˜D die Diskriminante
der semi–universellen Deformation von (Y,0) bezeichne.
(ii) Fu¨r die in Abschnitt 2.2 betrachtete Situation folgt desweiteren aus Satz 2.12:
Ein stark ausgezeichnetes System von verschwindenden Zykeln d 1, ..., d m(D) der
Singularita¨t X = C∨L bildet ein Erzeugendensystem von H1(Xs;Z) (mit den Be-
zeichnungen aus Abschnitt 2.2).
3.2 Monodromiegruppen
Die in Satz 3.4 angegebene spezielle Struktur der Diskriminante ermo¨glicht es,
eine Aussage u¨ber die Coxeter–Dynkin–Diagramme der Wedge-Singularita¨ten zu
machen. Wir wissen bereits aus der Deformationsbeziehung X → Y , daß ein
Coxeter–Dynkin–Diagramm von X ein ebensolches von Y “entha¨lt”.
Auf der anderen Seite wissen wir nach Satz 3.4, daß die Diskriminante D
der semi–universellen Deformation aus zwei irreduziblen Komponenten besteht.
Daher muß ein Coxeter–Dynkin–Diagramm von X auch nicht notwendigerwei-
se zusammenha¨ngend sein. Der folgende Satz zeigt, daß ein Coxeter–Dynkin–
Diagramm von X tatsa¨chlich aus zwei disjunkten Graphen besteht.
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Satz 3.8 Sei (C,0) eine ebene Kurvensingularita¨t, die weder regula¨r noch qua-
dratisch ist. Dann gilt: Ein Coxeter–Dynkin–Diagramm der Singularita¨t X =C∨L
besteht aus zwei Komponenten, na¨mlich aus einem Coxeter–Dynkin–Diagramm
der Singularita¨t Y sowie aus einer isolierten Ecke. Genauer gilt: Besitzt Y ein
stark ausgezeichnetes System von verschwindenden Zykeln d 1, ..., d m( ˜D) mit dem
Coxeter–Dynkin–Diagramm G, dann besitzt X ebenfalls ein stark ausgezeichne-
tes System von verschwindenden Zykeln d 1, ..., d m(D) mit dem Coxeter–Dynkin–
Diagramm G ∪˙ em(D).
Beweis Wir verschieben die ebene Kurve C (la¨ngs einer beliebigen Komponente
von C) ein wenig, so daß die dadurch neu entstehende Kurve Xs eine Singularita¨t
vom Typ (C,0) und eine vom Typ A1 entha¨lt, siehe Abb. 3.3.
 
 

 s
Abbildung 3.3: Die Deformation X → Xs
Sicherlich kann man eine solche Translation durch eine Deformation der Para-
metrisierung erreichen. Diese Deformation der Parametrisierung ist aber wegen
d (Xs) = d (C)+ d (A1) = d (C)+1
(3.1)
= d (X) auch d -konstant und induziert folglich
eine Deformation von X . Die Xs beschreibende Matrix ist von der Form:(
z g˜1(x,y,b0) g˜2(x,y,c0)
0 x y
)
mit gewissen (b0,c0) ∈ S.
Wir wa¨hlen nun eine komplexe Gerade l inCt , die die Diskriminante D⊂ S in
Null transversal trifft. l1 sei eine zu l parallele Gerade in Ct , die durch den Punkt
s ∈ S verla¨uft.
B1 und B2 seien erneut hinreichend kleine, abgeschlossene Kugeln, zentriert
um die zwei singula¨ren Punkte von Xs und mit der Eigenschaft: B1∩B2 = /0. S′ sei
eine Umgebung von s in S, die so klein gewa¨hlt sei, daß p : p−1(S′)∩X∩Bi→ S′
fu¨r i = 1, 2 eine Milnorfaserung ist. Jetzt verschieben wir die Gerade l1 ein wenig
und zwar so, daß die dadurch entstehende Gerade l2 die Diskriminante in m(D)
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regula¨ren Punkten t1, ..., tm(D) schneidet, von denen µ(C)+1 = m(D,s) in der klei-
nen Umgebung S′ liegen. Ohne Einschra¨nkung seien dies die Punkte t1, ..., tµ(X).
Sei s1 ∈ S′ ∩ l2−(S′ ∩ l2∩D) und sei Y1 = B1∩Xs1 bzw. Y2 = B2∩Xs1. Nun liefert
Proposition 7.13 in [Loo] die folgende exakte Sequenz:
0−→ H1(Y1;Z)⊕H1(Y2;Z) i∗−→ H1(Xs1;Z)−→ H1(Xs;Z)−→ 0.
Erneut sind alle auftretenden Fasern homotopiea¨quivalent zu einem Bouquet von
1-Spha¨ren und die dazugeho¨rigen Moduln somit torsionsfrei. Deswegen folgt
H1(Xs;Z)∼= 0, und i∗ ist ein Isomorphismus.
Wir wa¨hlen ein ausgezeichnetes System von Wegen (g i)1≤i≤m(D), das die Punk-
te ti, 1≤ i≤m(D), mit dem nicht-kritischen Wert s1 verbindet. Fu¨r 1≤ i≤m(D)
sei d i ein la¨ngs g i verschwindender Zykel. Wir nehmen ohne Einschra¨nkung an,
daß das Paar ( g 1, d 1) zu der A1-Singularita¨t der Faser Xs geho¨rt. Die Elemente
{d 1, ..., d µ(X)} bilden eine Basis von H1(Y1;Z)⊕H1(Y2;Z) bzw. von H1(Xs1;Z),
dabei ist der Zykel d 1 ein erzeugendes Element von H1(Y1;Z). Daher lassen sich
alle Zykel {d µ(X)+1, ..., d m(D)} durch diese Basiselemente ausdru¨cken:
d j =
µ(X)
å
i=1
a i j d i fu¨r µ(X) +1≤ j ≤ m(D) und gewisse a i j ∈ Z. (3.3)
Nun gilt: (
d 1, d j
)
= 0 fu¨r 1≤ j ≤ µ(X)
und damit wegen (3.3) (
d 1, d j
)
= 0 fu¨r 1≤ j ≤ m(D)
Man sieht: Die zu d 1 geho¨rende Ecke e1 ist im Coxeter–Dynkin–Diagramm mit
keiner der u¨brigen Ecken verbunden, e1 liegt also isoliert. Es ist klar, daß die
Tatsache, daß eine Ecke des Coxeter–Dynkin–Diagramms mit keiner der u¨brigen
Ecken verbunden ist, nicht von dem speziell gewa¨hlten Wegesystem abha¨ngt.
Die Behauptung des Satzes ergibt sich nun aus der Deformationsbeziehung
X→ Y , denn wir ko¨nnen, analog zu obigen ¨Uberlegungen, zu l parallele Geraden
l3 und l4 in Ct finden mit: l3 verla¨uft durch den Punkt a∗ ∈ S und l4 geht aus
l3 durch minimales Verschieben hervor und schneidet die Diskriminante in m(D)
Punkten, von denen m( ˜D) in einer kleinen Umgebung des Punktes a∗ liegen. 2
Korollar 3.9 Die von den symplektischen Transvektionen hi( d )= d −(d , d i)· d i er-
zeugte Monodromiegruppe G der Singularita¨t X stimmt mit derjenigen der Singu-
larita¨t Y u¨berein.
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Satz 3.10 Die folgende Tabelle gibt fu¨r jede einfache Kurvensingularita¨t (C,0)
das Tripel (C, X = C∨L, Y ) an:
C yg1(x,y)−xg2(x,y) C∨L
(
z
0
g1(x,y)
x
g2(x,y)
y
)
Y (xz−g1(x,y),yz−g2(x,y))
A2 y3−x2 A2∨L
(
z
0
y2
x
x
y
)
A3 (xz−y2,yz−x)
Ak, k≥3 yk+1−x2 Ak∨L
(
z
0
yk
x
x
y
)
Dk+1 (xz−yk,yz−x)
Dk, k≥4 yk−1−x2y Dk∨L
(
z
0
yk−2
x
xy
y
)
Sk+1 (xz−yk−2,yz−xy)
E6 y4−x3 E6∨L
(
z
0
y3
x
x2
y
)
U7 (xz−y3,yz−x2)
E7 xy3−x3 E7∨L
(
z
0
xy2
x
x2
y
)
U8 (xz−xy2,yz−x2)
E8 y5−x3 E8∨L
(
z
0
y4
x
x2
y
)
U9 (xz−y4,yz−x2)
Der Beweis folgt unmittelbar aus dem bisherigen und der Klassifikation der ein-
fachen Singularita¨ten vollsta¨ndiger Durchschnitte nach Giusti [Gi]. 2
Bemerkung 3.11 Nach [Fr] ist die Wedge-Singularita¨t X = C ∨ L genau dann
einfach, wenn C einfach ist.
Kapitel 4
Der Tripelpunkt
Dieser kurze Abschnitt u¨ber den Tripelpunkt spielt eine zentrale Rolle in der vor-
liegenden Arbeit. Es werden reelle Milnorfasern betrachtet, die verschwindenden
Zykel des Tripelpunktes beschrieben, und es wird die (spa¨tere) Berechnung von
Schnittzahlen zwischen den Zykeln des Tripelpunktes und “angrenzenden” Zy-
keln vorbereitet. Bei der Berechnung von Coxeter-Dynkin–Diagrammen werden
wir oft auf diesen Abschnitt zuru¨ckgreifen.
Der Tripelpunkt (X ,0)⊂ (C3,0) werde durch die Matrix
M = M0,0,0 =
(
x z 0
0 z y
)
definiert, und der Totalraum (X,0) der semi–universellen Deformation von (X ,0)
werde durch die Matrix
Ma,b,c =
(
x z +c b
a z y
)
beschrieben; den Basisraum bezeichnen wir wieder mit (S,0). Ferner wa¨hlen wir
geeignete Repra¨sentanten
X = {(x,y,z,a,b,c)∈ C3×C3 :
 xz−a(z +c) = 0xy−ab = 0y(z +c)−bz = 0
}∩Be (0)
S = {(a,b,c) ∈ C3}∩B
r
(0).
Hierbei sind B
e
(0) und B
r
(0) offene Kugeln in C6 bzw. in C3 mit Radien e bzw.
r ( e ) und Mittelpunkt 0, wobei e > 0 wie u¨blich hinreichend klein gewa¨hlt
sei. Die Diskriminante D der Deformation p : X −→ S ist leicht zu berechnen:
D = {(a,b,c) ∈ S : abc = 0}; sie besteht also aus den drei Koordinatenebenen
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{a = 0}, {b = 0} und {c = 0}. Fu¨r abc 6= 0 mit (a,b,c) ∈ S ist die Faser
¯Xa,b,c = {(x,y,z) ∈ C3 :
 xz−a(z +c) = 0xy−ab = 0y(z +c)−bz = 0
}∩ ¯Be ′(0)
glatt, wobei e ′ :=
√
e
2− (aa¯+b¯b +cc¯) ist.
Sind die Sto¨rparameter a,b und c reell, so ko¨nnen, abha¨ngig von deren Vor-
zeichen, acht verschiedene reelle Kurven ¯Xa,b,c∩R3 auftreten, die jeweils aus drei
Komponenten bestehen. Fu¨r die Berechnung weiterer Dynkindiagramme ist es
erforderlich, die Schnittzahlen der relativen Zykel – also der Komponenten der
reellen Milnorfaser – und der verschwindenden Zykel zweier verschiedener Mil-
norfasern miteinander vergleichen zu ko¨nnen, analog zur Situation von ebenen
Kurven, denn hier werden verschwindende Zykel, die zu einem Maximum bzw.
zu einem Minimum geho¨ren, in der Umgebung eines benachbarten Doppelpunk-
tes durch geeignete relative Zykel repra¨sentiert.
Wir beginnen mit der Betrachtung einer Milnorfaser ¯Xa,b,c mit a,b,c> 0. Um
einen Eindruck vom qualitativen Aussehen der reellen Kurve Xa,b,c∩R3 zu erhal-
ten, betrachten wir zuna¨chst die singula¨re Faser Xa,b,0 (mit a,b> 0), die durch die
Gleichungen z(x−a) = 0, z(y−b) = 0 und xy = ab gegeben wird. Anhand dieser
Gleichungen sieht man: Die Kurve Xa,b,0 besteht aus der Geraden (x = a,y = b)
sowie der Komponente (z = 0,xy = ab). Diese beiden Komponenten bilden im
Punkt (a,b,0) einen Doppelpunkt, den man gla¨tten kann, indem man in der defi-
nierenden Matrix c 6= 0 wa¨hlt. Fu¨r c ∈ R+ sieht die reelle Kurve Xa,b,c∩R3 dann
wie in Abbildung 4.1 aus.
d xy
d xz
d yz
y
x
z
Abbildung 4.1: ¯Xa,b,c∩R3 mit a,b,c> 0
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Es zeigt sich, daß jede der drei Komponenten von ¯Xa,b,c ∩R3 anna¨hernd in ei-
ner Koordinatenebene liegt - das gilt natu¨rlich nicht nur fu¨r den Fall a,b,c > 0,
sondern auch fu¨r die anderen sieben Situationen, in denen die Sto¨rparameter reell
sind. Diese Eigenschaft fu¨hrt zu der folgenden Bezeichnung: Die Komponen-
te der reellen Raumkurve ¯Xa,b,c∩R3, die na¨herungsweise in der xy-Ebene (bzw.
xz-Ebene, yz-Ebene) liegt, definiert bis auf Orientierung einen relativen Zykel
d xy ∈ H1( ¯Xa,b,c, ¶ ¯Xa,b,c; Z) (bzw. d xz, d yz ∈ H1( ¯Xa,b,c, ¶ ¯Xa,b,c; Z)). Die relativen
Zykel d xy, d xz, d yz seien wie in Abbildung 4.1 orientiert.
Wir kommen nun zu den drei verschwindenden Zykeln des Tripelpunktes.
Grob gesagt ist jedem der drei Sto¨rparameter a, b und c ein verschwindender
Zykel zugeordnet. Das soll jetzt anhand des Parameters a verdeutlicht werden.
Zuna¨chst seien a, b und c ungleich Null gewa¨hlt, etwa (wie oben) a, b, c > 0.
Was passiert, wenn wir nun a gegen Null gehen lassen und dabei b und c nicht
vera¨ndern? Dann werden zwei der drei Komponenten von ¯Xa,b,c ∩R3 zusam-
mengezogen, na¨mlich diejenigen, die anna¨hernd in der xy–Ebene bzw. in der
xz–Ebene liegen, siehe Abbildung 4.2.
s
a>0 a=0
Abbildung 4.2: Das Kontrahieren des Zykels d x, R 3 a→ 0
Die Kurve ¯X0,b,c, die man schließlich fu¨r a = 0 erha¨lt, wird durch die maximalen
Minoren von M0,b,c, also durch das Ideal (xy, xz, y(z + c)− bz) beschrieben. Sie
besteht aus den Komponenten (x = 0, y(z + c)−bz = 0) und (y = 0, z = 0) (also
der x-Achse), die im Punkt (0,0,0) einen gewo¨hnlichen Doppelpunkt bilden. Der
verschwindende Zykel, der zu diesem Doppelpunkt geho¨rt und der die Kompo-
nenten d xy und d xz zusammenzieht, soll mit d x ∈H1( ¯Xa,b,c; Z) bezeichnet werden.
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Die beiden anderen verschwindenden Zykel des Tripelpunktes fungieren vollkom-
men analog: Ist (a, b, c) ∈ S∩R∗3 fest gewa¨hlt und lassen wir dann den Parame-
ter b (bzw. c) gegen Null gehen, werden die Komponenten d xy und d yz (bzw. d xz
und d yz) zusammengezogen und bilden schließlich fu¨r b = 0 (bzw. c = 0) einen
gewo¨hnlichen Doppelpunkt. Diese beiden verschwindenden Zykel nennen wir
entsprechend d y und d z.
Bemerkung 4.1 (i) Das Kontrahieren des Zykels d x (also der Prozeß a → 0)
liefert, wie wir bereits gesehen haben, eine singula¨re Kurve, die die x–Achse
entha¨lt. Entsprechend erha¨lt man beim Kontrahieren des Zykels d y (bzw. des
Zykels d z) eine singula¨re Kurve, die als Komponente eine zur y–Achse (bzw.
zur z–Achse) parallele Gerade besitzt. Ist daher s ∈ Dreg = D−Dsing, wobei
Dsing = {(a,b,c) ∈D : ab = 0, ac = 0, bc = 0} ist, so entha¨lt die Kurve Xs eine
Gerade als Komponente, die entweder eine Koordinatenachse ist oder zumindest
zu einer solchen parallel ist. Wenn man nun weiß, um welche Koordinatenachse
es sich dabei handelt, weiß man daher auch, welcher der Zykel d x, d y und d z ver-
schwindet, wenn man sich von einem regula¨ren Wert s′ ∈ S−D dem kritischen
Wert s ∈ Dreg na¨hert. Diesen Zusammenhang werden wir in einem spa¨teren Ab-
schnitt verwenden.
(ii) Aus der soeben gegebenen Beschreibung der verschwindenden Zykel wird
ferner deutlich, daß sie jeweils genau zwei Komponenten der reellen Milnorfa-
ser schneiden. Umgekehrt schneidet jede Komponente einer rellen Milnorfaser
genau zwei verschwindende Zykel. Daß sich die verschwindenden Zykel d x, d y
und d z untereinander nicht schneiden, haben wir bereits in dem Abschnitt u¨ber die
Wedge-Singularita¨ten gesehen.
Unser Ziel ist im folgenden, einen orientierungserhaltenden Diffeomorphis-
mus F : ¯Xa,b,c→ ¯X−a,b,c zu konstruieren, der es gestattet, die Komponenten der
reellen Milnorfasern ¯Xa,b,c∩R3 bzw. ¯X−a,b,c∩R3 miteinander zu identifizieren.
Wenn wir diesen Diffeomorphismus zur Verfu¨gung haben, ko¨nnen wir dann auch
die Schnittzahlen der verschwindenden Zykel d x, d y und d z und der relativen Zy-
kel d yz, d xy und d xz auf H1( ¯Xa,b,c, ¶ ¯Xa,b,c; Z) bzw. auf H1( ¯X−a,b,c, ¶ ¯X−a,b,c; Z)
miteinander vergleichen.
Zuna¨chst betrachten wir die Menge
D 0 = {z ∈ C : a2 ·
∣∣∣∣z +cz
∣∣∣∣2 +b2 · ∣∣∣∣ zz +c
∣∣∣∣2 + |z|2 ≤ e ′2}
D 0 ist diffeomorph zu einer Kreisscheibe mit zwei Lo¨chern, siehe Abb. 4.3. Wir
haben nun den folgenden Diffeomorphismus:
j 0 :
{
D 0 → ¯Xa,b,c
z 7→ (a(z+c)z , bzz+c ,z)
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F1 F2 F3
−c 0
D 0
Abbildung 4.3: D 0
Die Menge D 0 ∩ (R×{0}) besitzt drei Komponenten, die wir mit F1, F2 und F3
bezeichnen, siehe Abb. 4.3. Diese versehen wir mit der induzierten Standard-
orientierung von R. Dann werden F1, F2 und F3 mittels j 0 auf d yz, d xy und d xz
abgebildet und zwar so, daß sich die gewa¨hlten Orientierungen entsprechen.
Nun benutzen wir den Weg
g :
{
[0,1] → S−D
t 7→ (a · ep it,b,c) ,
der die Punkte (a,b,c) und (−a,b,c) miteinander in S verbindet. Der Weg g liefert
fu¨r jedes t ∈ [0,1] einen Diffeomorphismus
j t :
{
D t → ¯X
g (t),b,c
z 7→ ( g (t)(z+c)z , bzz+c ,z)
mit
D t = {z ∈C : | g (t)2| ·
∣∣∣∣z +cz
∣∣∣∣2 +b2 · ∣∣∣∣ zz +c
∣∣∣∣2 + |z|2 ≤ e ′2}.
Aber ganz offensichtlich gilt wegen | g (t)|= a fu¨r alle t ∈ [0,1]: D 0 = D t , d.h. fu¨r
jedes t ∈ [0,1] haben wir einen Diffeomorphismus
j t : D 0→ ¯X
g (t),b,c .
Die j t definieren die folgende 1-parametrige Familie von Diffeomorphismen:
F t := j t ◦ j −10 : ¯Xa,b,c→ ¯Xg (t),b,c.
Der Realteil der Faser ¯X
g (1),b,c = ¯X−a,b,c sieht qualitativ folgendermaßen aus:
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d
′
xy
d
′
xz
d
′
yz
Wir u¨bertragen die Orientierungen von F1, F2 und F3 mittels j 1 auf d ′yz, d ′xy und
d
′
xz. Es ist klar, daß der Diffeomorphismus F 1 : ¯Xa,b,c→ ¯X−a,b,c die relativen Zy-
kel d xy, d xz, d yz ∈H1( ¯Xa,b,c, ¶ ¯Xa,b,c; Z) auf d ′xy, d ′xz, d ′yz ∈ H1( ¯X−a,b,c, ¶ ¯X−a,b,c; Z)
abbildet. Ferner ist der Diffeomorphismus F 1 orientierungserhaltend, so daß wir
d
′
x := F 1∗( d x), d ′y := F 1∗( d y) und d ′z := F 1∗( d z) mit d x, d y und d z identifizieren
ko¨nnen. Damit haben wir also fu¨r i ∈ {xy, xz, yz} und j ∈ {x, y, z}:(
d
′
i, d
′
j) = ( F 1∗( d i), F 1∗( d j)) = ( d i, d j).
Wir ko¨nnen also nun die Schnittzahlen der Komponenten der reellen Milnorfasern
mit den verschwindenden Zykeln in den Fasern ¯Xa,b,c und ¯X−a,b,c miteinander
vergleichen.
Natu¨rlich kann man einerseits vollkommen analoge ¨Uberlegungen auch fu¨r
die Fa¨lle (b>0,c<0), (b<0,c>0) und (b<0,c<0) anstellen und andererseits
auf die gleiche Art und Weise auch geeignete Diffeomorphismen ¯Xa,b,c→ ¯Xa,−b,c
bzw. ¯Xa,b,c → ¯Xa,b,−c konstruieren, die es ermo¨glichen, die Objekte in diesen
Fasern miteinander zu identifizieren.
Zusammenfassend bedeutet dies: Seien a,b,c ∈ R∗ vom Betrag hinreichend
klein gewa¨hlt; ferner sei a1 ∈ {a,−a}, b1 ∈ {b,−b}, c1 ∈ {c,−c}. Dann gibt es
einen orientierungserhaltenden Diffeomorphismus ¯Xa,b,c
∼→ ¯Xa1,b1,c1, der die drei
Komponenten der reellen Milnorfaser ¯Xa,b,c∩R3 auf diejenigen der reellen Mil-
norfaser ¯Xa1,b1,c1∩R3 abbildet und zwar so, daß die Komponenten, die anna¨hernd
in der xy-Ebene (bzw. xz- bzw. yz-Ebene) liegen, unter diesem Diffeomorphismus
miteinander identifiziert werden ko¨nnen.
Das folgende Lemma wird sich als sehr nu¨tzlich erweisen:
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Lemma 4.2 Es sei (a,b,c) ∈ S∩R∗3. Dann bestehen in der Faser ¯Xa,b,c unter
den Schnittzahlen der verschwinden Zykel d x, d y und d z mit den Komponenten d xy,
d xz und d yz folgende Beziehungen:
( d xy, d x) = −( d xz, d x)
( d xy, d y) = −( d yz, d y)
( d xz, d z) = −( d yz, d z)
Beweis Es genu¨gt, das Lemma fu¨r den Fall a,b,c > 0 zu beweisen. Da die Be-
gru¨ndung fu¨r alle drei Gleichungen die gleiche ist, beschra¨nken wir uns außerdem
auf den Nachweis der ersten Gleichung. Dazu betrachten wir die Faser ¯X0,b,c (mit
b,c> 0), die im Nullpunkt einen Doppelpunkt besitzt. Dieser Doppelpunkt kann
gegla¨ttet werden, indem man in der definierenden Matrix a 6= 0 setzt. Fu¨r klein
gewa¨hltes a ∈ R+ repra¨sentieren dann d xy und d xz in einer kleinen Umgebung
des Ursprungs die zwei Komponenten der reellen Milnorfaser des Doppelpunktes
¯X0,b,c. Nun sind d xy und d xz als solche nicht koha¨rent orientiert, so daß sie den
Zykel d x mit verschiedenem Vorzeichen schneiden. 2
Auf der na¨chsten Seite findet man eine Tafel, in der schematisch alle acht ver-
schiedenen Milnorfasern dargestellt sind. Dieser Tafel entnimmt man insbeson-
dere, wie sich die Orientierungen der relativen Zykel mittels der soeben beschrie-
benen Diffeomorphismen aufeinander u¨bertragen. An dieser Stelle sind wir etwas
ungenau, da wir in der Tafel die Bilder von d xy, d xz und d yz (suggestiverweise)
wieder mit d xy, d xz und d yz bezeichnen werden. Die Koordinatenachsen in den
folgenden Bildern seien so bezeichnet, wie in Abbildung 4.1.
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1. a>0,b>0,c>0 2. a>0,b>0,c<0
d xy
d xz
d yz
d xy
d yz
d xz
3. a>0,b<0,c>0 4. a>0,b<0,c<0
d xy
d xz
d yz
d xy
d xz
d yz
5. a<0,b>0,c>0 6. a<0,b>0,c<0
d xy
d xz
d yz
d xy
d xz
d yz
7. a<0,b<0,c>0 8. a<0,b<0,c<0
d xy
d xz
d yz
d xyd xz
d yz
Abbildung 4.4: Die reellen Milnorfasern des Tripelpunktes
Kapitel 5
Raumkurven der Multiplizita¨t drei
Es sei (X ,0)⊂ (C3,0) eine isolierte Kurvensingularita¨t der Einbettungsdimension
embdim(X) = 3 und der Multiplizita¨t mult(X) = 3. Durch die erste Bedingung
werden solche Singularita¨ten ausgeschlossen, die isomorph zu ebenen Kurven-
singularita¨ten sind. Nach Lemma/Definition 1.4 in [JS1] wird (X ,0) durch die
maximalen Minoren einer 2×3–Matrix M gegeben, wobei M die folgende Form
besitzt:
M =
(
y z +c(x) b(x)
z a(x) y +d(x)
)
mit a,b,c,d ∈C{x}.
Die n–Invariante einer solchen Kurve ist wie folgt definiert (vgl. Theorem 4.2
in [MS] oder Lemma/Definition 1.4 in [JS1]):
n(X) := min{ord(a), ord(b), ord(c), ord(d)}.
Die spezielle Bauart der Matrix M haben D. Mond und D. van Straten in [MS]
genutzt, um durch iteriertes Aufblasen eine Formel fu¨r die Multiplizita¨t der Dis-
kriminante von (X ,0) zu erhalten:
Satz 5.1 (Theorem 4.2 in [MS]) Es sei Y eine Raumkurve, die kein vollsta¨ndiger
Durchschnitt ist, und es sei Y der Totalraum einer generischen 1–parametrigen
Gla¨ttung von Y . Gilt nun mult(Y) = 3, dann ist Y ein rationaler Tripelpunkt, des-
sen Auflo¨sungsgraph aus einer zentralen (−3)–Kurve und drei Ketten von (−2)–
Kurven der La¨nge n(Y)−1 besteht.
Als Folgerung aus diesem Satz erha¨lt man (vgl. Satz 2.12):
Korollar 5.2 (Corollary 4.4 in [MS]) Die Milnorzahl der Fla¨che Y ergibt sich
als Anzahl der exzeptionellen Kurven in der minimalen Auflo¨sung von Y, na¨mlich
1 + 3(n(Y)− 1). Fu¨r die Multiplizita¨t der Diskriminante der semi–universellen
Deformation von Y gilt daher:
m = µ(Y) +1 +3 · (n(Y)−1).
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Man sieht, daß die Situation fu¨r n(X) = 1 am einfachsten ist, denn in diesem
Fall hat man m = µ(X) +1.
5.1 Die einfachste Situation: n(X) = 1.
Wir wollen uns in diesem Abschnitt auf solche Raumkurvensingularita¨ten konzen-
trieren, deren Pra¨sentationsmatrix von einer einfachen Bauart ist. Im folgenden
bezeichne (X ,0) ⊂ (C3,0) eine isolierte Raumkurvensingularita¨t, die durch die
maximalen Minoren einer Matrix der Form
M =
(
y z x
z g(x,y) y
)
mit g ∈m2C2,0
definiert wird. Dann gilt mult(X) = 3, embdim(X) = 3 und n(X) = 1. Insbe-
sondere lassen sich die nach [Fr] einfachen Singularita¨ten E6(1), E7(1) und E8(1)
durch eine solche Matrix definieren.
Die Einschra¨nkung der Projektion p : (C3,0)→ (C2,0), (x,y,z) 7→ (x,y), auf
den Kurvenkeim (X ,0) liefert eine endliche Abbildung vom Grad 1, deren Bild
eine ebene Kurvensingularita¨t (C,0) ist. Den (C,0) definierenden Funktionskeim
f erhalten wir wie folgt (vgl. Satz 1.6 und Beispiel 1.8): OX ,0 wird als OC2,0–
Modul von den Elementen e0 = 1 und e1 = z erzeugt. Die Relationen zwischen e0
und e1 werden durch die Zeilen der Matrix( −y2 x
−xg(x,y) y
)
gegeben. Der Funktionskeim f berechnet sich als Determinante dieser Matrix,
d.h.
f (x,y) = x2 g(x,y)−y3.
Nun liefert Satz 1.7: d (X) = d (C)− dimCOC2,0/F1( p ∗OX ,0). Das Fitting–
Ideal F1( p ∗OX ,0) wird von den Eintra¨gen der obigen Matrix erzeugt, und man
erkennt sofort: dimCOC2,0/F1( p ∗OX ,0) = 1. Es ist klar, daß X und C die gleiche
Anzahl von Zweigen haben. Wir halten das Ergebnis in einem Lemma fest.
Lemma 5.3 Mit den oben eingefu¨hrten Bezeichnungen gilt:
d (X) = d (C)−1 und µ(X) = µ(C)−2
2
Bemerkung 5.4 Ein Coxeter–Dynkin–Diagramm der Singularita¨t (X ,0) besteht
aus m = µ(X) + 1 = µ(C)−1 Ecken und besitzt daher eine Ecke weniger als ein
Coxeter–Dynkin–Diagramm der Hyperfla¨chensingularita¨t (C,0).
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Im folgenden setzen wir wie bei der reellen Morsifikation ebener Kurven vor-
aus, daß sich das Polynom f in ein Produkt
f (x,y) = f1(x,y) · ... · fr(x,y)
zerlegen la¨ßt mit reellen Polynomen f1, ..., fr, wobei r = r(C) = r(X) die An-
zahl der Zweige von C bzw. X angibt. Unter Zuhilfenahme der Arbeiten [A’C]
oder [G-Z2] erlaubt diese Voraussetzung den folgenden Schluß: Man kann die
ebene Kurve C in eine Kurve deformieren, die ausschließlich quadratische und
D4-Singularita¨ten besitzt, die u¨berdies alle reell sind. Durch eine anschließende
Translation der Koordinaten kann man erreichen, daß eine D4-Singularita¨t im Ur-
sprung liegt. Danach werden alle anderen D4-Singularita¨ten entfaltet, d.h. man
bringt die drei Komponenten einer solchen Singularita¨t in allgemeine Lage und
erha¨lt drei (reelle) Doppelpunkte. Die dadurch entstehende Kurve Ct wird durch
ein Polynom ft definiert, das von der Form
ft(x,y) = x2 g(x,y)−y3 +x2 At(x,y)−xyBt(x,y),
mit At , Bt ∈mC2,0, ist.
Beispiel 5.5 g(x,y) = x3 y⇒ f (x,y) = x5y−y3 (E13)
C Ct
In diesem Beispiel ist etwa ft(x,y) = (y− 15t3x)((x +2t2)(x + t2)2 x2−y2).
Die Deformation C→Ct von C ko¨nnen wir zu einer Deformation von X “lif-
ten”. Zu diesem Zweck wird die X definierende Matrix M wie folgt gesto¨rt:
Mt =
(
y z x
z−Bt(x,y) g(x,y) +At(x,y) y
)
.
Wenn man die durch diese Matrix beschriebene Kurve Xt in die Ebene projiziert,
erha¨lt man gerade Ct .
Lemma 5.6 Die Kurve Xt besitzt im Ursprung eine Singularita¨t vom Typ A1∨L
(also einen Tripelpunkt) und sonst nur Doppelpunkte als Singularita¨ten, die in
1:1-Korrespondenz zu den Doppelpunkten von Ct stehen. Ferner ist die Deforma-
tion X → Xt d −konstant.
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Beweis Zuna¨chst u¨berzeugt man sich davon, daß u¨ber jedem Punkt von Ct genau
ein Punkt von Xt liegt:
• ¨Uber (0,0) ∈Ct liegt der Punkt (0,0,0) ∈ Xt
• Ist (0,0) 6= (x,y) ∈Ct , so kann man die Xt definierenden Gleichungen nach
z auflo¨sen:
– y 6= 0 : z = x(g(x,y)+At (x,y))y
– x 6= 0 : z = y2
x
+Bt(x,y)
Insbesondere folgt daraus, daß u¨ber Doppelpunkten von Ct auch Doppelpunkte
von Xt liegen.
Nun behandeln wir die Singularita¨t von Xt im Ursprung, die wir mit (Y,0)
bezeichnen wollen. Aus der Oberhalbstetigkeit von d und Lemma 5.3 folgt:
d (Xt)≤ d (X) = d (C)−1.
Nun besitzt die Kurve Xt d (C)− 3 Doppelpunkte, da Ct so viele Doppelpunkte
besitzt. Daraus folgt:
d (Xt) = d (C)−3 + d (Y)≤ d (C)−1,
also
d (Y )≤ 2.
Wegen µ(Y ) = 2d (Y)− r(Y ) + 1 ≤ 4−3 + 1 = 2 und embdim(Y) = 3 folgt jetzt
aus Satz 1.1: (Y,0) ist ein Tripelpunkt. Also gilt µ(Y) = 2 und die Deformation
X → Xt ist d −konstant. 2
Bei der reellen Morsifikation ebener Kurven wa¨hlt man als generische Gera-
de im Basisraum der Deformation die Koordinatenachse des Parameters, der die
Funktion in konstanter Richtung sto¨rt - dieser Parameter heiße etwa l . Eine reel-
le Morsifikation definiert dann eine zu dieser Koordinatenachse parallele Gerade.
Fu¨r hinreichend klein gewa¨hltes l enthalten die entsprechenden Kurven fu¨r l > 0
(bzw. l < 0) in den ⊕-Regionen (bzw. 	-Regionen) Zykel, die zu einem Maxi-
mum (bzw. Minimum) geho¨ren. Insbesondere verschwinden diese Zykel, wenn
sich der Parameter l den kritischen Werten der jeweiligen Maxima bzw. Minima
na¨hert. Die Faser u¨ber dem Wert l = 0 entha¨lt alle reellen Doppelpunkte (also
alle Sattelpunkte) der definierenden Funktion.
Wir werden sehen, daß sich diese grundlegende Idee bei der reellen Morsifika-
tion von ebenen Kurven auch auf die hier betrachteten Raumkurvensingularita¨ten
u¨bertragen la¨ßt. Wesentlich ist dabei die richtige Wahl der generischen Geraden
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im Basisraum. Wir werden nun nachweisen, daß die Koordinatenachse des Para-
meters a, der den (2,2)-Eintrag der definierenden Matrix in konstanter Richtung
sto¨rt, das Gewu¨nschte leistet.
Die Kurve Xt,a werde durch die maximalen Minoren der Matrix
Mt,a =
(
y z x
z−Bt(x,y) g(x,y) +At(x,y)−a y
)
definiert. Die Projektion von Xt,a in die xy-Ebene liefert die ebene Kurve Ct,a, die
durch das Polynom
ft,a(x,y) = x2g(x,y) +x2At(x,y)−ax2−y3−xyBt(x,y)
definiert wird.
Lemma 5.7 Die a-Achse schneidet die Diskriminante D der semi–universellen
Deformation von (X ,0) in 0 transversal.
Beweis Wir fassen nun a nicht als Sto¨rparameter, sondern als neue Variable auf.
Dann definieren die Minoren der Matrix
N1 =
(
y z x
z g(x,y)−a y
)
eine isolierte Fla¨chensingularita¨t (X0,0) ⊂ (C4,0). Aus dem in [MS] gegebenen
Beweis fu¨r Satz 5.1 folgt sofort: (X0,0) ist ein rationaler Tripelpunkt, dessen
Auflo¨sungsgraph aus einer (−3)–Kurve besteht. Diese Aussage kann auch wie
folgt begru¨ndet werden: In [Tju,§2] wird gezeigt, daß die maximalen Minoren der
Matrix
N2 =
(
z0 z1 z3
z3 z1 + z3 z2
)
einen rationalen Tripelpunkt in (C4,0) definieren, dessen Auflo¨sungsgraph aus
einer (−3)–Kurve besteht. Nun zeigt die Koordinatentransformation z0 = y− x,
z1 = y,z2 =−a−z+g(x,y), z3 = z−y, daß die durch N2 definierte Fla¨chensingu-
larita¨t zu (X0,0) isomorph ist.
Es folgt, daß die Milnorzahl von (X0,0), d.h. die zweite Bettizahl einer Mil-
norfaser von X0, eins ist. Infolgedessen ist die a–Achse nicht im Tangentialkegel
von (D,0) enthalten. 2
Mit lt bezeichnen wir die zur a-Achse parallele Gerade im Basisraum, die
durch den Sto¨rparameter t definiert wird (fu¨r t = 0 fa¨llt l0 mit der a-Achse zu-
sammen). Fu¨r hinreichend klein gewa¨hltes t schneidet lt die Diskriminante in der
Na¨he des Ursprungs nur in m = µ(X) + 1 Punkten (mit Vielfachheiten geza¨hlt).
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Daher kann a ∈ R∗ so klein gewa¨hlt werden, daß die Faser Xt,a glatt ist. Auf der
anderen Seite ist die ebene Kurve Ct,a nicht glatt; sie besitzt im Ursprung eine A2-
Singularita¨t, deren Tangentialkegel die y-Achse ist. Abgesehen von dieser Kuspe
ist die Kurve Ct,a jedoch glatt. Ihr Realteil Ct,a∩R2 besitzt fu¨r a> 0 (bzw. a< 0)
Zykel, die innerhalb der⊕-Regionen (bzw. 	-Regionen) von Ct ∩R2 liegen. Dies
sind gerade die Komponenten der Niveaulinie {(x,y) ∈ R2 : ft(x,y)
x2
= a}. Da die
Kurve Ct,a außerhalb des Ursprungs lokal isomorph zur singularita¨tenfreien Kurve
Xt,a ist, stehen diese Zykel in 1 : 1-Korrespondenz zu gewissen Zykeln von Xt,a.
Fu¨r a→ 0, a 6= 0, schmiegen sich die Zykel von Ct,a an die Ra¨nder der jewei-
ligen ⊕− bzw. 	-Regionen von Ct an.
Falls man hingegen a betragsma¨ßig wachsen la¨ßt, verschwinden diese Zykel.
Das soll nun kurz verdeutlicht werden: Sei etwa R eine ⊕-Region von Ct ∩R2,
die nicht an den Ursprung im R2 angrenzt. Die Funktion a : (x,y) 7→ ft(x,y)
x2
besitzt
dann auf der kompakten Menge R ein Maximum mit dem kritischen Wert a∗. Sei R
nun eine an den Ursprung angrenzende ⊕-Region und sei a ∈R+ vom Betrag her
hinreichend klein gewa¨hlt. Sei Z die in R liegende Komponente der Niveaulinie
{(x,y) ∈ R2 : ft(x,y)
x2
= a} und sei R′ das von Z berandete kompakte Gebiet. Nun
ko¨nnen wir wie oben argumentieren: Die Funktion a : (x,y) 7→ ft(x,y)
x2
nimmt auf
R′ ihr Maximum an.
Zwei Bemerkungen sind an dieser Stelle angebracht. Zum einen sei erwa¨hnt,
daß sich alle kritischen Werte von a um den Ursprung herum konzentrieren. Um
diesen Bestand einzusehen, untersucht man die drei Gleichungen, die Xt,a definie-
ren, sowie die neun Gleichungen, die man als 2× 2–Minoren der Jacobi–Matrix
erha¨lt, und u¨berlegt sich dann schnell, daß fu¨r jeden dieser kritischen Werte a∗(t)
gilt: limt→0 a∗(t) = 0.
Außerdem sei darauf hingewiesen, daß ft(x,y)
x2
im Inneren der Regionen R von
Ct exakt einen kritischen Punkt besitzt. Andernfalls wu¨rde die a-Achse die Diskri-
minante na¨mlich nicht transversal und lt diese folglich nicht in m (mit Multiplizita¨t
geza¨hlten) Punkten nahe Null schneiden.
Zusammenfassend erhalten wir:
• Die Kurve Xt,0 = Xt besitzt im Ursprung einen Tripelpunkt und sonst genau
d (C)− 3 Doppelpunkte, die aufgrund der lokalen Isomorphie zwischen Xt
und Ct (außerhalb des Ursprungs) den Doppelpunkten von Ct entsprechen.
• Die Kurve Xt,a besitzt fu¨r hinreichend klein gewa¨hltes a > 0 (bzw. a < 0)
reelle Zykel, die in 1 : 1-Korrespondenz zu den ⊕-Regionen (bzw. zu den
	-Regionen) der Xt ∩R3 zugrunde liegenden Kurve Ct ∩R2 stehen.
Alle diese Zykel ziehen sich auf einen Punkt zusammen, falls man a be-
tragsma¨ßig wachsen und gegen bestimmte (kritische) Werte gehen la¨ßt; sie
repra¨sentieren also verschwindende Zykel.
52 RAUMKURVEN DER MULTIPLIZITA¨T DREI
5.1.1 Die Berechnung der Schnittzahlen
Der nun folgende Abschnitt basiert auf der Arbeit [A’C] und ist durch den (“Bau-
stein”) Tripelpunkt erga¨nzt worden.
Wir kommen nun zu den Fasern Xt,a zuru¨ck. Wir haben bereits gesehen, daß
die (kritischen) Werte a1, ...,am, u¨ber denen singula¨re Fasern liegen, reell sind und
sich in einer kleinen Kreisscheibe D befinden.
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···
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Abbildung 5.1: Die Kreisscheibe D
Die kritischen Werte a1, ...,am seien der Gro¨ße nach angeordnet (am≤...≤a1);
ap sei der kleinste positive und aq sei der gro¨ßte negative kritische Wert. Fu¨r
p< i< q ist ai = 0.
Als ausgezeichneten nicht-kritischen Wert wa¨hlen wir einen Punkt a∗ auf dem
positiven Abschnitt der imagina¨ren Achse. Fu¨r 1≤ i≤m verbinden die Wege
g i : [0,1]→ D die kritischen Werte a1, ...,am mit dem nicht-kritischen Wert a∗,
siehe Abb. 5.1.
Die Zahl a ∈ R+ sei so beschaffen, daß das abgeschlossene Intervall [−a , a ]
nur 0 als kritischen Wert entha¨lt. Die Wege g −a bzw. g a seien Parametrisierungen
der Strecken von a∗ nach −a bzw. a .
Durch Parallelverschiebung la¨ngs der Wege g −a bzw. g a ko¨nnen wir die ver-
schwindenden Zykel d 1, ..., d m ∈ H1(Xt,a∗;Z) in H1(Xt,−a ;Z) bzw. H1(Xt, a ;Z)
transportieren:
d
′′
i := hg −a ∗( d i)
d
′
i := hg
a
∗( d i)
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Es wird sich im weiteren als nu¨tzlich erweisen, die folgenden Indexmengen
zu verwenden:
I+ = {1, ..., p}
ID = {p +1, ..., p + d (C)−3}
IT = {p + d (C)−2, p + d (C)−1, p + d (C)}= {l1, l2, l3}
I• = ID∪ IT
I− = {q = p + d (C) +1, ...,m}.
Wir orientieren die Zykel d ′i fu¨r i ∈ I+ und d ′′i fu¨r i ∈ I− wie folgt: Die Bilder
der Zykel unter der Projektion in die xy-Ebene repra¨sentieren - wie wir bereits
gesehen haben - die Komponenten der Niveaulinie {(x,y)∈R2 : ft(x,y)
x2
= a } bzw.
{(x,y)∈R2: ft(x,y)
x2
=−a }. Die Zykel in der rechten Halbebene {(x,y)∈R2 : x> 0}
orientieren wir entgegen des Uhrzeigersinns; die Zykel in der linken Halbebene
{(x,y)∈R2 : x< 0}werden dagegen im Uhrzeigersinn orientiert, siehe Abb. 5.21.
Anschließend u¨bertragen wir diese Orientierungen auf die Zykel d ′i (i ∈ I+) und
d
′′
i (i ∈ I−), die ihrerseits (mittels der Abbildungen h−1g
a
∗ bzw. h−1g −a ∗) die Orientie-
rungen der Zykel d i ∈ H1(Xt,a∗;Z), i ∈ I+∪ I−, festlegen.
d
′
i1
d
′
i2
d
′′j1
d
′′j2
+
+
+
+
−
−
−
−
Abbildung 5.2: Die Kurve Xt (bzw. Ct)
Die verschwindenden Zykel d p+1, ..., d p+d (C)−3 ∈H1(Xt,a∗;Z), die zu unseren
d (C)−3 Doppelpunkten geho¨ren, orientieren wir so, daß(
d i, d j
)
= 1 fu¨r
{
i ∈ I+ und j ∈ ID
i ∈ ID und j ∈ I−,
falls die zu i (bzw. j) geho¨rende Region an den zu j (bzw. i) geho¨renden Doppel-
punkt angrenzt. Andernfalls schneiden sich die Tra¨ger dieser Zykel nicht und wir
haben
(
d i, d j
)
= 0.
1Man beachte, daß die durch ft definierte Kurve Ct die y–Achse nur im Ursprung schneidet.
54 RAUMKURVEN DER MULTIPLIZITA¨T DREI
Schließlich mu¨ssen wir noch die drei Zykel d l1, d l2, d l3 des Tripelpunktes ori-
entieren. Jeder der an den Tripelpunkt angrenzenden Zykel d i1, d i2, d j1 und d j2
schneidet genau zwei Zykel des Tripelpunktes. Dabei schneiden d i1 und d j1 bzw.
d i2 und d j2 jeweils die gleichen Zykel, dies seien d l2 und d l3 bzw. d l1 und d l3. Aus
der Tafel aus dem letzten Abschnitt (Abb. 4.4) folgt:(
d i1 , d l2
)
=
(
d l2 , d j1
)(
d i1 , d l3
)
=
(
d l3 , d j1
)(
d i2 , d l1
)
=
(
d l1 , d j2
)(
d i2 , d l3
)
=
(
d l3 , d j2
) (5.1)
Begru¨ndung Wir begru¨nden exemplarisch die Gleichung ( d i1, d l2) = ( d l2, d j1).
Die Kurve Xt besitzt im Ursprung drei Komponenten, die sich dort zu einer A1∨L-
Singularita¨t zusammensetzen. Wir betrachten lokal die Situation um diesen Tri-
pelpunkt und identifizieren dort lokal jede Komponente mit einer Koordinaten-
achse, etwa wie folgt:
- -
d
′
i2
d
′′j2
d
′′j1
d
′
i1
Unter dieser Identifikation repra¨sentiert der Tra¨ger des Zykels d ′i1 einen relativen
Zykel d yz im Bild 2 (oder Bild 6) von Abb. 4.4. Entsprechend repra¨sentiert der
Tra¨ger des Zykels−d ′′j1 einen Zykel d ′yz im Bild 3 (oder Bild 7). In Kapitel 4 haben
wir gesehen, daß es einen orientierungserhaltenden Diffeomorphismus gibt, der
d yz und d ′yz miteinander identifiziert. Daraus folgt: ( d ′i1, d
′
l2) = (−d ′′j1, d ′′l2), also
( d i1, d l2) = ( d l2, d j1).
Wir orientieren d l1 , d l2 , d l3 so, daß sich folgende Schnittzahlen ergeben:(
d i1, d l2
)
=
(
d l2 , d j1
)
= 1(
d i1, d l3
)
=
(
d l3 , d j1
)
= 1(
d i2, d l1
)
=
(
d l1 , d j2
)
= 1
Aus Lemma 4.2 folgt (−d i2 , d l3) = −( d i1, d l3)⇔ ( d i2, d l3) = ( d i1, d l3) und daher
wegen (5.1): (
d i2, d l3
)
=
(
d l3, d j2
)
= 1.
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Falls der Zykel d i, i ∈ I+ ∪ I−, nicht an den Tripelpunkt angrenzt, hat man
natu¨rlich
(
d i, d l1
)
=
(
d i, d l2
)
=
(
d i, d l3
)
= 0, da sich die Tra¨ger der Zykel nicht
schneiden. Das gleiche Argument liefert außerdem:(
d i, d j
)
= 0 fu¨r (i, j) ∈ (I•× I•) ∪ (I−× I−) ∪ (I+× I+).
Nachdem alle Zykel mit einer Orientierung versehen und alle offensichtlichen
Schnittzahlen angegeben wurden, ko¨nnen wir nun dazu u¨bergehen, die Schnitt-
zahlen zwischen Zykeln aus den Mengen I+ und I− zu berechnen. Zu diesem
Zweck beno¨tigen wir die Wege g + und g −, die jeweils einen Halbkreis mit An-
fangspunkt −a und Endpunkt a parametrisieren:
g + :
{
[0,1] → D
t 7→ −a · e−p it g − :
{
[0,1] → D
t 7→ a · e−p it
0
g +
g −
−a arr r
Wir ko¨nnen die Zykel d ′′j ∈H1(Xt,−a ;Z), j ∈ I−, sowohl mittels hg +∗ als auch
h
g −∗ in H1(Xt, a ;Z) abbilden. Aus Symmetriegru¨nden (vgl. [A’C]) haben wir:(
d
′
i,h g +∗( d ′′j )
)
= −( d ′i,hg −∗( d ′′j )) (5.2)
Die Picard-Lefschetz-Formel liefert fu¨r den Weg g −1+ g −:(
h
g −∗ ◦h−1g +∗
)
(h
g +∗( d
′′
j )) = hg +∗( d ′′j ) + å
k∈I•
( d k,d j)=1
d
′
k (5.3)
Damit erhalten wir fu¨r i ∈ I+ und j ∈ I−:(
d i, d j) =
1
2
2
(
d
′
i, d
′
j
)
=
1
2
2
(
d
′
i,h g +∗( d ′′j )
)
(5.2)
=
1
2
( (
d
′
i,hg +∗( d ′′j )
)−(d ′i,h g −∗( d ′′j )) )
(5.3)
=
1
2
( (
d
′
i,
(
h
g −∗ ◦h−1g +∗
)
(h
g +∗( d
′′
j ))− å
k∈I•
( d k,d j)=1
d
′
k
)−( d ′i,hg −∗( d ′′j )) )
= −1
2 åk∈I•
( d k,d j)=1
(
d
′
i , d
′
k
)
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Diese Schnittzahl ist 0, falls die zu d i bzw. d j geho¨renden ⊕-Regionen bzw.
	-Regionen nicht benachbart sind und nicht beide an den Tripelpunkt angrenzen.
Es bleiben nun noch drei Fa¨lle zu diskutieren:
1. d i und d j schneiden nur die Zykel des Tripelpunktes (und keinen der Dop-
pelpunkte) gemeinsam.
Mit den Bezeichnungen aus Abbildung 5.2 sind das die Fa¨lle
(
d i1 , d j1
)
und(
d i2 , d j2
)
. Unter Beru¨cksichtigung der fu¨r d l1, d l2 und d l3 gewa¨hlten Orien-
tierungen berechnen sich beide Schnittzahlen zu −1.
2. d i und d j schneiden einen Zykel des Tripelpunktes und einen Zykel eines
Doppelpunktes gemeinsam.
Die zu diesen Zykeln geho¨renden Regionen sind also benachbart und gren-
zen beide an den Tripelpunkt. Dies sind die beiden Fa¨lle
(
d i1 , d j2
)
und(
d i2 , d j1
)
und wir erhalten erneut:
(
d i, d j
)
=−1.
3. Die zu d i bzw. d j geho¨renden ⊕- bzw. 	-Regionen sind benachbart und
grenzen nicht beide an den Tripelpunkt an.
Dieser Fall ist bereits von A’Campo behandelt worden. Auch hier stellt sich
die Schnittzahl −1 ein.
5.1.2 Beispiele
Wir haben im letzten Abschnitt gesehen, daß die Schnittzahl
(
d i, d j
)
Null ist, falls
(i, j) ∈ (I+× I+)∪ (I−× I−)∪ (I•× I•). Daher ko¨nnen wir bei den nachstehenden
Coxeter–Dynkin–Diagrammen auf eine Numerierung der Ecken verzichten. Es
genu¨gt anzugeben, zu welcher der Mengen I+, I− oder I• die Ecke (genauer der
Index der Ecke) geho¨rt. Zum besseren Versta¨ndnis werden die Ecken, die Zykeln
repra¨sentieren, die zum Tripelpunkt geho¨ren oder an den Tripelpunkt angenzen,
mit den Bezeichnungen aus dem letzten Abschnitt versehen.
Beispiel 5.8 Das einfachste Beispiel in dieser Sektion ist die Singularita¨t E6(1),
die durch die Matrix (
y z x
z x2 y
)
gegeben wird oder auch durch t 7→ (t3, t4, t5) parametrisiert werden kann. In die-
sem Fall ist also g(x,y) = x2 und f (x,y) = x4−y3 definiert eine ebene Kurvensin-
gularita¨t vom Typ E6. Wir deformieren diese Singularita¨t wie skizziert
E6
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Diese Deformation wird durch ft(x,y) = x4− y3 + tx2y gegeben. Die “geliftete”
Deformation von E6(1) wird durch die Matrix(
y z x
z x2 + ty y
)
repra¨sentiert. Wir erhalten folgendes Coxeter–Dynkin–Diagramm:
 	  	 
l1 j2 l3 j1 l2
Beispiel 5.9 Die Matrix (
y z x
z xy y
)
definiert eine Singularita¨t vom Typ E7(1). Sie besteht aus zwei Komponenten,
na¨mlich aus der Spitze (t2, t3, t4) und aus der Geraden (t,0,0). Man kann die
zugrunde liegende ebene Kurve E7 wie folgt deformieren
E7
und erha¨lt dadurch eine Deformation fu¨r E7(1)(
y z x
z xy y
)
−→
(
y z x
z xy + ty y
)
.
Die Koordinatentransformation (x, y, z) 7→ (x, y,−z + x2 + tx) liefert nun das
folgende reelle Bild:
E7(1)
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Dieser Deformation ist nachstehendes Coxeter–Dynkin–Diagramm zuzuordnen:
 	 
⊕ 
l2 j1 l3
i2 l1
Beispiel 5.10 Wir wollen noch einmal die Singularita¨t E7(1) behandeln, aller-
dings gehen wir jetzt von einer anderen reellen Morsifikation von E7 aus. Diesmal
betrachten wir die Deformation ft(x,y) = x3y−y3− t22 x2y +2txy2, die qualtitativ
das folgende bewirkt:
t=0 t>0
Die E7(1) definierende Matrix wird also wie folgt gesto¨rt:(
y z x
z xy y
)
−→
(
y z x
z +2ty xy− t22 y y
)
,
Um die dazugeho¨rige reelle Morsifikation von E7(1) zu veranschaulichen,
fu¨hren wir wieder eine geeignete Koordinatentransformation durch: (x, y, z) 7→
(x, y,−z +x2− t22 x) =: (x, y, z′). Die maximalen Minoren der Matrix(
y z′ x
z′ −x2 + t22 x +2ty 0 y
)
liefern die folgenden Bilder:
t=0 t>0
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Diese Morsifikation fu¨hrt auf das folgende Coxeter–Dynkin–Diagramm:
 	 	


l2 j1 l3 j2 l1
Beispiel 5.11 Die Singularita¨t E8(1) kann man durch t 7→ (t3, t5, t7) parametrisie-
ren. Die dazu geho¨rigen Gleichungen sind die (maximalen) Minoren der Matrix(
y z x
z x3 y
)
.
Wir konzentrieren uns erneut auf die zugrunde liegende ebene Kurvensingu-
larita¨t, also E8 : x5−y3 = 0. Diese ko¨nnen wir etwa wie folgt deformieren:
E8
x5−y3=0 x5−y3−t6x3+t3x4−3tx3y+3t2xy2=0,t>0
Zu dieser Deformation geho¨rt das Coxeter–Dynkin–Diagramm
 	 
⊕⊕ 
l1
j2
l3
i1
i2
l2
Bemerkung 5.12 Mit sehr a¨hnlichen Methoden kann man auch fu¨r die Wedge–
Singularita¨ten Ak∨L mit k≥ 2 Coxeter–Dynkin–Diagramme erstellen. Hier bietet
sich folgende generische Deformation der Pra¨sentationsmatrix an:(
z xk y
0 y x
)
−→
(
z xk +a y
a y x
)
.
Man kann die Wedge–Singularita¨t wie folgt deformieren
k geradek ungerade
· · ·· · ·
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und erha¨lt dann als Coxeter–Dynkin–Diagramm:
           
  
  


 
 


 
· · ·︸ ︷︷ ︸
k−1 Ecken
Damit haben wir das Ergebnis aus Kapitel 3 (vgl. Satz 3.8), na¨mlich daß ein
Coxeter–Dynkin–Diagramm der Singularita¨t Ak∨L aus einem Coxeter–Dynkin–
Diagramm der Singularita¨t Dk+1 (A3 fu¨r A2∨L) und einer isolierten Ecke besteht,
mit Methoden der reellen Morsifikation besta¨tigt.
5.2 Die Serie Jl,0(l)
Mit (X0,0) ⊂ (C3,0) bezeichnen wir die Raumkurvensingularita¨t, die durch die
Matrix
M0 =
(
y z xl
xl− z 0 y
)
definiert wird.
Die Kurve X0 besteht fu¨r jedes l ∈ N≥1 aus drei Komponenten, na¨mlich aus
einer A2l−1–Singularita¨t in der xy–Ebene (x2l− y2 = 0, z = 0) und aus der Kom-
ponente (z = xl, y = 0). Fu¨r l = 1 handelt es sich um einen Tripelpunkt, den wir
bereits eingehend untersucht haben. Daher wollen wir l ≥ 2 annehmen.
Mit Hilfe von Satz 1.3 berechnet man
d (X0) = 2l
und µ(X0) = 4l−2.
Außerdem entnimmt man den Eintra¨gen von M0: n(X0) = l. Daraus ergibt sich
nach Korollar 5.2 fu¨r die Multiplizita¨t der Diskriminante der semiuniversellen De-
formation
m(D,0) = 7l−4.
Es seien b 1 < ... < b l fest gewa¨hlte reelle Zahlen. Diesen Zahlen ordnen wir
das Polynom ps(x) = Õ lj=1(x−s b j) zu. Fu¨r s 6= 0 bezeichnen wir die l Nullstellen
von ps mit x j = s b j.
Das Polynom ps definiert eine – durch s parametrisierte – Deformation von X0,
na¨mlich durch die Matrix
Ms =
(
y z ps(x)
ps(x)− z 0 y
)
.
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Die Raumkurve Xs werde durch die maximalen Minoren der Matrix Ms defi-
niert. Diese Kurve besteht fu¨r s 6= 0 aus den drei Komponenten (y = ps(x), z = 0),
(y =−ps(x), z = 0) und (z = ps(x), y = 0), und es ist unschwer einzusehen, daß
Xs in den Punkten (x j,0,0) einen Tripelpunkt besitzt. Die Abbildung 5.3 vermit-
telt einen Eindruck der rellen Kurve Xs∩R3 fu¨r s ∈R+.
Abbildung 5.3: Die Kurve Xs∩R3 mit s ∈ R+ und l = 5
Fu¨r unsere Konstruktion beno¨tigen wir im Basisraum S der semi–universellen
Deformation eine Gerade L, die die Diskriminante D in 0 transversal trifft. Zu
diesem Zweck untersuchen wir eine einparametrige Sto¨rung von M0, die mit einer
Geraden im Basisraum korrespondiert. Wir verwenden die maximalen Minoren
der Matrix
M0,a =
(
y +a z xl
xl− z a y
)
.
Die Gerade im Basisraum S, die mit dieser einparametrigen Sto¨rung von M0
verbunden ist, bezeichnen wir mit L.
Lemma 5.13 Die Gerade L schneidet die Diskriminante D der semi–universellen
Deformation von (X ,0) in 0 transversal.
Beweis Fu¨r fest gewa¨hltes a 6= 0 definiert die Matrix M0,a eine glatte Kurve (diese
Behauptung kann leicht verifiziert werden; sie folgt auch aus Lemma 5.14, das
wir anschließend beweisen werden). Damit ist M0,a die Pra¨sentationsmatrix einer
isolierten Fla¨chensingularita¨t (X0,0) ⊂ (C4,0), wenn wir a nicht mehr als (fest
gewa¨hlten) Sto¨rparameter ansehen, sondern als zusa¨tzliche Vera¨nderliche. Das
bedeutet, daß L nicht in der Diskriminante D enthalten ist.
Es bleibt zu zeigen, daß L daru¨ber hinaus auch nicht im Tangentialkegel von
(D,0) enthalten ist. Dies folgt aus dem in [MS] gegebenen Beweis fu¨r Satz 5.1.
Da wir den Beweis dieses Satzes in dieser Arbeit nicht aufgefu¨hrt haben, wollen
wir es an dieser Stelle nicht dabei belassen, auf [MS] zu verweisen, sondern wir
werden den von Mond und van Straten gegebenen Beweis, u¨bertragen auf unsere
hier betrachtete spezielle Situation, kurz wiedergeben.
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Wir blasen die Fla¨chensingularita¨t X0 im Nullpunkt auf und ersetzen zu die-
sem Zweck in der Matrix M0,a die Variablen (x,y,z,a) durch (x,xy,xz,xa). In
der so entstandenen Matrix sind alle Eintra¨ge durch x teilbar. Nachdem wir alle
Eintra¨ge durch x geteilt haben, erhalten wir eine Matrix folgender Gestalt
M∗0,a =
(
y +a z xl−1
xl−1− z a y
)
.
Die exzeptionelle Menge, die wir durch das Einsetzen von x = 0 in M∗0,a er-
halten, ist isomorph zu einem Tripelpunkt; sie besteht also aus drei exzeptionellen
Kurven, die sich im singula¨ren Punkt der durch M∗0,a definierten Fla¨chensingu-
larita¨t treffen.
Den soeben beschriebenen Prozeß ko¨nnen wir l−2–mal wiederholen. Dabei
kommen jedesmal drei neue exzeptionelle Kurven hinzu. Schließlich erhalten wir
eine Matrix der Gestalt
M∗∗0,a =
(
y +a z x
x− z a y
)
.
Die durch M∗∗0,a definierte Fla¨chensingularita¨t la¨ßt sich durch erneutes Auf-
blasen auflo¨sen. Die dazugeho¨rige exzeptionelle Kurve ist eine glatte, getwi-
stete Kubik. Damit besteht der Auflo¨sungsgraph der Fla¨chensingularita¨t (X0,0)
aus einer zentralen (−3)–Kurve und drei Ketten von (−2)–Kurven der La¨nge
l−1 = n(X0)−1; die Rationalita¨t von (X0,0) folgt z.B. aus Characterisation (1.4)
in [JS2]. Fu¨r die Kurvensingularita¨t X0 bedeutet das: Verschiebt man die Gerade
L ein wenig, so schneidet die daraus resultierende Gerade ˜L die Diskriminante D
in µ(X0) + 1 + 3(l−1) = 7l−4 = m(D,0) Punkten (mit Vielfachheiten geza¨hlt).
Somit ist L nicht im Tangentialkegel von (D,0) enthalten. 2
Die Gerade L schneidet die Diskriminante D der semi–universellen Deforma-
tion von (X ,0) in 0 also transversal. Jede Gerade in S, die aus L durch minima-
les Verschieben hervorgeht, schneidet D in m(D,0) Punkten (mit Vielfachheiten
geza¨hlt). Eine solche Gerade wollen wir im folgenden studieren. Dazu wa¨hlen
wir s ∈ R+ hinreichend klein und fest. Die Kurve Xs,a werde durch die maxima-
len Minoren der Matrix
Ms,a =
(
y +a z ps(x)
ps(x)− z a y
)
definiert.
Wir wollen jetzt erwa¨hnen, fu¨r welche Werte von a die Kurve Xs,a Singula-
rita¨ten besitzt, in welchen Punkten (x,y,z) ∈ Xs,a diese liegen und von welchem
Typ sie sind. Es wurde bereits herausgestellt, daß u¨ber dem kritischen Wert a = 0
eine Faser mit l Tripelpunkten liegt. Mit Hilfe des folgenden Lemmas lassen sich
sa¨mtliche kritischen Werte bestimmen.
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Lemma 5.14 Die Kurve Y ca werde durch die maximalen Minoren der Matrix
N =
(
y +a z q(x) +c
q(x)− z−c a y
)
, mit q ∈R[x], deg(q)≥ 1 und c ∈ R,
definiert. Mit z 1, ..., z k bezeichnen wir die (paarweise verschiedenen) Lo¨sungen
der Gleichung q′(x) = 0. Falls c 6= 0 ist, gelte |q( z j)| > |c| fu¨r 1 ≤ j ≤ k. Dann
besitzt die Kurve Y ca genau dann Singularita¨ten, falls a ∈ {−c,0,c} ist oder falls
a eine der k Gleichungen
a4 +
(
2c2 +14cq( z j) +11q2( z j)
)
a2 +c4−2c3q( z j) +2cq3( z j)−q4( z j) = 0
annulliert mit j ∈ {1, ...,k}.
Beweis Die Kurve Y ca besitzt im Punkt (x,y,z) genau dann eine Singula¨rita¨t, wenn
das Quadrupel (x,y,z,a) die folgenden zwo¨lf Gleichungen lo¨st:
a(y +a)− z(q(x)− z−c)= 0 (A)
y(y +a)− (q(x) +c)(q(x)− z−c) = 0 (B)
yz−a(q(x) +c) = 0 (C)
q′(x)
(
z(2y +a) +a(−2q(x) + z))= 0 (1)
q′(x)
(
z(q(x) +c) +(−q(x) +2z +c)(−2q(x) + z))= 0 (2)
a(q(x) +c)− (2y +a)(−q(x) +2z +c) = 0 (3)
q′(x)
(
z2−a2)= 0 (4)
q′(x)
(−yz +a(−q(x) +2z +c))= 0 (5)
ay− z(−q(x) +2z +c) = 0 (6)
q′(x)
(
z(−2q(x) + z) +a(2y +a))= 0 (7)
q′(x)
(
y(−2q(x) + z) +a(q(x) +c))= 0 (8)
(2y +a)y− z(q(x) +c) = 0 (9)
Dabei definieren die Gleichungen (A), (B) und (C) gerade die Kurve Xcs,a, und
die Gleichungen (1)− (9) entstehen aus den 2× 2–Minoren der Jacobi–Matrix
der Abbildung
(C3,0) → (C3,0)
(x,y,z) 7→
 a(y +a)− z(q(x)− z−c)y(y +a)− (q(x) +c)(q(x)− z−c)yz−a(q(x) +c)
Wir unterscheiden mehrere Fa¨lle:
64 RAUMKURVEN DER MULTIPLIZITA¨T DREI
• y = 0 : Die Gleichungen (B), (C) und (9) liefern: z(q(x) +c) = 0,
a(q(x) +c) = 0 und (q(x) +c)(q(x)− z−c) = 0.
• q(x) +c = 0 : Aus den Gleichungen (3) und (6) folgt: (z+c)z = 0 und
(z +c)a = 0.
• z =−c : (A)⇒ a2− c2 = 0. Man u¨berzeugt sich leicht davon, daß
fu¨r das Quadrupel (x,0,−c,a) mit q(x) = −c und a2 = c2 alle
Gleichungen erfu¨llt sind, d.h. −c und c sind kritische Werte.
• z = 0 : Aus (2) bzw. (A) folgt: q′(x)c2 = 0 und a = 0.
• c = 0 :⇒ q(x) = 0. In diesem Fall ist (x,0,0)∈Y 00 mit q(x)=0
ein singula¨rer Punkt vom Typ Jm,0(m), wobei m die Vielfach-
heit der Nullstelle x von q ist.
• c 6= 0 : ⇒ q′(x) = 0, also x ∈ {z 1, ..., z k}. Nun fu¨hrt unsere
eingangs gemachte Annahme |c|<|q( z j)|wegen q( z j)+c =0
zu einem Widerspruch.
• q(x) +c 6= 0 : Dann gilt z = 0, a = 0 und q(x) = c. Es folgt: Die Faser
Xcs,0 besitzt in den Punkten (x,0,0) mit q(x) = c eine Singularita¨t.
• y 6= 0 : In diesem Fall gilt auch a 6= 0 (die Annahme a = 0 wird durch die
Gleichungen (C) und (9) zu einem Widerspruch gefu¨hrt). Desweiteren gilt
q(x)+c 6= 0 (wa¨re na¨mlich das Gegenteil der Fall, so wu¨rden die Gleichun-
gen (B) und (9) y +a = 0 und 2y +a = 0 ergeben, also einen Widerspruch
zur Annahme y 6= 0).
• q′(x) 6= 0 : Aus Gleichung (1) erha¨lt man dann yz + az− aq(x) = 0.
Diese Gleichung liefert zusammen mit der Gleichung (C): z = −c.
Durch das Einsetzen von z = −c in die Gleichung (2) erha¨lt man
q(x)(q(x)+c) =0, also (wegen q(x) + c 6= 0): q(x) = 0. Damit folgt
wegen a 6=0 aus (A): a=−y. Nun liefert das Einsetzen von a = −y,
q(x)=0 und z =−c in die Gleichungen (7) und (9): c2− y2 = 0 und
y2 +c2 = 0, also einen Widerspruch.
• q′(x) = 0 : Es gilt also x ∈ {z 1, ..., z k}. In diesem Fall erhalten wir aus
den Gleichungen (B) und (9) bzw. (B) und (C) die Gleichungen:
3y2 +2ay− (q2( z j)−c2) = 0 (a)
(y +a)y2− (q2( z j)−c2)y +a(q( z j) +c)2 = 0 (b)
und z =
a(q( z j) +c)
y
= 0 (c)
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Diese Gleichungen liefern
y = a
5q2( z j) +9q( z j)c +4c2
a2 +3q2( z j)−3c2 (d)
In diesem Ausdruck kann der Nenner nicht Null werden, denn an-
dernfalls wu¨rde aus (a) und (b) folgen: 5q2( z j) + 9cq( z j) + 4c2 = 0
⇔ (q( z j) +c)(5q( z j) +4c) = 0⇒ 5q( z j) +4c = 0, da q( z j) +c 6= 0.
Wa¨re c = 0, wu¨rden wir auch q( z j) = 0 erhalten, was aber wegen
q( z j) + c 6= 0 nicht sein kann. Im Fall c 6= 0 liefert 5q( z j) + 4c = 0
einen Widerspruch zur Voraussetzung |c|< |q( z j)|.
Unter Beru¨cksichtigung von q( z j) + c 6= 0 liefert das Einsetzen von
y = a5q
2(z j)+9q(z j)c+4c2
a2+3q2(z j)−3c2 in (a) nun:
a4+
(
2c2+14cq(z j)+11q2(z j)
)
a2+c4−2c3q(z j)+2cq3(z j)−q4(z j)=0.
Bei den Nullstellen dieser l−1 Gleichungen handelt es sich tatsa¨chlich
um kritische Werte, denn wegen y 6= 0 la¨ßt sich Y ca lokal durch die
Gleichungen
f cs,a(x,y) := (y +a)y2− (q2(x)−c2)y +a(q(x) +c)2 = 0
und z = a(q(x) +c)
y
beschreiben. Man braucht also nicht alle Gleichungen (A), (B), (C),
(1)− (9) auf ihre Gu¨ltigkeit zu u¨berpru¨fen; es genu¨gt, dies fu¨r die
Gleichungen f cs,a( z j,y) = 0, ¶ f
c
s,a
¶ x
( z j,y) = 0 und
¶ f cs,a
¶ y ( z j,y) = 0 zu tun.
Diese Gleichungen sind aber wegen x ∈ {z 1, ..., z k} erfu¨llt, wenn (a)
und (b) erfu¨llt sind.
2
Korollar 5.15 Es bezeichne x j die im Intervall (x j, x j+1) (1≤ j ≤ l−1) liegen-
de Nullstelle von p′s. Dann gilt: Die Kurve Xs,0 besitzt in den Punkten (x j,0,0)
Tripelpunkte. Fu¨r a 6= 0 ist (x,y,z) ∈ Xs,a genau in den folgenden Fa¨llen ein sin-
gula¨rer Punkt (1≤ j ≤ l−1):
x = x j, a+j =
√
−11+5√5
2 |ps(x j)|, y =
√
−2 +√5|ps(x j)|, z =
√
3−√5
2 ps(x j)
x = x j, a−j =−
√
−11+5√5
2 |ps(x j)|, y =−
√
−2 +√5|ps(x j)|, z =
√
3−√5
2 ps(x j)
x = x j, •a+j =
√
−11−5√5
2 |ps(x j)|, y =−
√
−2−√5|ps(x j)|, z =−
√
3+
√
5
2 ps(x j)
x = x j, •a−j =−
√
−11−5√5
2 |ps(x j)|, y =
√
−2−√5|ps(x j)|, z =−
√
3+
√
5
2 ps(x j)
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Beweis Die erste Aussage ist klar. Im Fall a 6= 0 folgt aus Lemma 5.14, daß a
eine der l−1 Gleichungen
a4 +11p2s ( x j)a2− p4s ( x j) = 0
annulliert, d.h. a = ±
√
±11+5√5
2 ps( x j) fu¨r ein j ∈ {1, ..., l− 1}. Aus den Glei-
chungen (d) und (c) (aus dem Beweis von Lemma 5.14) lassen sich nun die sin-
gula¨ren Punkte (x,y,z) ∈ Xs,a mit a =±
√
±11+5√5
2 ps( x j) ermitteln. 2
Außerhalb des Nullpunktes liegen also 2l−2 relle und 2l−2 rein imagina¨re
kritische Werte. Da die Faser Xs,0 genau l Tripelpunkte besitzt und da die Multi-
plizita¨t der Diskriminante m(D,0) = 7l− 4 ist, liegen u¨ber jedem der kritischen
Werte a+j , a
−
j ,
•a+j und •a
−
j Fasern mit genau einem gewo¨hnlichen Doppelpunkt.
Durch geeignete Wahl der b 1, ..., b l kann man erreichen, daß diese (4l−4) kriti-
schen Werte paarweise verschieden sind.
Wir wa¨hlen einen nichtkritischen Wert a∗ in der rechten oberen Halbebene.
Ferner wa¨hlen wir wie in Abbildung 5.4 skizziert ein stark ausgezeichnetes Wege-
system
W = {g +j 1≤ j≤l−1, • g −j 1≤ j≤l−1, g 0, g −j 1≤ j≤l−1, • g +j 1≤ j≤l−1},
das die kritischen Werte mit dem nichtkritischen verbindet.
rr
rr
rrrr
rr r r r rrr
a+1 ,...,a
+
l−1a
−
1 ,...,a
−
l−1
•a+1
.
.
.
.
.
.
•a+l−1
•a−1
.
.
.
.
.
.
•a−l−1
r a∗
r
g
+
1 ,..., g
+
l−1
g
−
1 ,..., g
−
l−1
•
g
+
1 ,...,
•
g
+
l−1
g 0
•
g
−
1 ,...,
•
g
−
l−1
Abbildung 5.4: Die Verteilung der kritischen Werte
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Die zu den reellen kritischen Werten geho¨renden Zykel d +j , d
−
j ∈H1(Xs,a∗;Z)
transportieren wir wie u¨blich la¨ngs geradliniger Wege g
a
bzw. g −a in Fasern Xs, a
bzw. Xs,−a mit 0 < a < min{a+1 , ...,a+j−1}. Sodann betrachten wir die zugrunde-
liegenden ebenen Kurven Cs, a bzw. Cs,−a , wobei die Kurve Cs,a aus Xs,a durch
Projektion in die xy–Ebene entsteht, d.h. Cs,a wird durch die Gleichung
y3− p2s (x)y +a
(
p2s (x) +y
2)= 0
gegeben.
In den reellen Kurven Cs, a ∩R2 bzw. Cs,−a ∩R2 finden wir die Zykel d +j bzw.
d
−
j wieder (etwas genauer: die Bilder der Tra¨ger von hg a ∗( d +j ) bzw. hg −a ∗( d −j )
unter der Projektion in die xy-Ebene). Sie entsprechen na¨mlich gerade den ge-
schlossenen Komponenten der Niveaulinie {(x,y) ∈ R2 : y(p2s (x)−y2)p2s (x)+y2 = a } bzw.
{(x,y) ∈R2 : y(p2s (x)−y2)p2s (x)+y2 =−a }, die in den ⊕- bzw. 	-Regionen von Cs,0 liegen.
d
+
1 d
+
2 d
+
3 d
+
4
d
−
1 d
−
2 d
−
3 d
−
4
Abbildung 5.5: Die ebene Kurve Cs,0 fu¨r l = 5
Wir machen von dieser Darstellung der Zykel Gebrauch, um sie mit einer
Orientierung zu versehen: Der Zykel d +j (bzw. −d −j ) werde fu¨r gerades j im
Uhrzeigersinn und fu¨r ungerades j entgegen des Uhrzeigersinns orientiert.
Nun kommen wir zu den verschwindenden Zykeln der l Tripelpunkte, fu¨r
die wir die Notation d 1j , d 2j und d 3j fu¨r 1 ≤ j ≤ l vereinbaren. Diese Bezeich-
nung rechtfertigt sich wie folgt: Wir wa¨hlen um den j-ten Tripelpunkt ein loka-
les Koordinatensystem, das die Komponente (y =−sgn(p′s(x j))ps(x), z = 0) mit
der e1-Achse, die Komponente (y = sgn(p′s(x j))ps(x), z = 0) mit der e2-Achse
und die Komponente (z = ps(x), y = 0) mit der e3-Achse identifiziert (in einem
spa¨teren Lemma werden wir die Koordinatentransformation, die diese Identifika-
tion ermo¨glicht, explizit angeben).
e1
e2
e3
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In Bemerkung 4.1 wurde erla¨utert, wie jedem verschwindenden Zykel eines
Tripelpunktes eineindeutig eine Koordinatenachse zugeordnet werden kann. Auf
dieser Zuordnung beruht die Bezeichnung der Zykel d 1j , d 2j und d 3j .
Aus dem Abschnitt 5.1, in welchem wir die Situation lokal um einen Tripel-
punkt betrachtet haben, folgt, daß sich bei geeigneter Orientierung dieser Zykel
folgende Schnittzahlen einstellen:
( d +j , d
2
j) = ( d
+
j , d
3
j) = ( d
+
j , d
1
j+1) = ( d
+
j , d
3
j+1) = 1,
( d 1j , d
−
j ) = ( d
3
j , d
−
j ) = ( d
2
j+1, d
−
j ) = ( d
3
j+1, d
−
j ) = 1,
( d +j , d
1j) = ( d
+
j , d
2
j+1) = ( d
2j , d
−
j ) = ( d
1
j+1, d
−
j ) = 0.
(5.4)
Es ist klar, daß sich die Zykel d +j und d
+
k bzw. d
−
j und d
−
k fu¨r j 6= k nicht
schneiden, da die Tra¨ger dieser Zykel disjunkt sind. Aus dem gleichen Grund
ist
(
d
+
j , d
n
k
)
=
(
d
n
j , d
−
k
)
= 0 fu¨r 1 ≤ j ≤ l− 1, k ∈ {1, .., j− 1, j + 2, ..., l} und
1≤ n≤ 3. Desweiteren gilt: ( d i1j , d i2k ) = 0 fu¨r alle 1≤ j, k ≤ l, 1≤ i1, i2 ≤ 3.
Aus der verallgemeinerten A’Campo-Methode folgt:(
d
+
j1, d
−
j2
)
= −1
2 å1≤k≤l
(
(d +j1 , d
1
k)·(d 1k , d −j2)+(d
+
j1 , d
2
k)·(d 2k, d −j2 )+(d
+
j1 , d
3
k)·(d 3k , d −j2)
)
=
{
0, falls | j1− j2| ≥ 2,
−1, falls | j1− j2| ≤ 1.
Wir kommen nun zu den imagina¨ren kritischen Werten. Es ist zweckma¨ßig,
die Koordinatentransformationen y = iy und a = ia mit i =
√−1 durchzufu¨hren.
Ms,a =
(
iy+ ia z ps(x)
ps(x)− z ia iy
)
'
(
y+a z ps(x)
ps(x)− z −a −y
)
Die Kurve Cs,a = Cs,ia wird in diesen Koordinaten durch die Gleichung
y3 +ay2 + p2s (x)y−ap2s (x) = 0
beschrieben. a ∈ R+ sei so klein gewa¨hlt, daß das Intervall [−ia, ia] nur Null als
kritischen Wert besitzt. Dann gilt:
a2 = |ia|2 < |−11−5
√
5
2
|p2s ( x j) =
11 +5
√
5
2
p2s ( x j)
bzw.
−11 +5√5
2
a2 < p2s ( x j) fu¨r 1≤ j ≤ l−1.
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Das bedeutet, daß die Gleichung p2s (x) = −11+5
√
5
2 a
2 genau 2l reelle Lo¨sungen
fu¨r x besitzt. In jedem der Intervalle (x j, x j+1) (1≤ j≤ l−1) liegen jeweils zwei
dieser Lo¨sungen, die wir mit h +j und h
−
j+1 bezeichnen, siehe Abb. 5.6. Ferner
nennen wir die kleinste Lo¨sung h −1 und die gro¨ßte h
+
l .
h
−
1 h
+
1 h
−
2 h
+
2 h
−
3 h
+
3 h
−
4 h
+
4 h
−
5 h
+
5
y=−11+5
√
5
2 a
2
p2s (x)
Abbildung 5.6: Die Lo¨sungen der Gleichung p2s (x) = −11+5
√
5
2 a
2 fu¨r l = 5
Mit diesen Bezeichnungen u¨berzeugt man sich schnell davon, daß Cs,ia∩R2 in
den Punkten ( h −j ,
1−√5
2 a) bzw. ( h
+
j ,
1−√5
2 a) vertikale Tangenten, an den Stellen
x j bzw. in den Punkten (x j,−a) horizontale Tangenten und in den Punkten (x j,0)
Doppelpunkte besitzt. Aus diesen Informationen leitet man ab, daß die reelle
Kurve Cs,ia∩R2 qualitativ so aussieht, wie in Abbildung 5.7 skizziert.
h
−
1 h
+
1 h
−
2 h
+
2 h
−
3 h
+
3 h
−
4 h
+
4 h
−
5 h
+
5
•
d
+
1
•
d
+
2
•
d
+
3
•
d
+
4
Abbildung 5.7: Die Kurve Cs,ia∩R2 fu¨r l = 5
Wir betrachten im folgenden das kubische Polynom
qs,a,x(y) = y3 +ay2 + p2s (x)y−ap2s (x).
Die Diskriminante dieses Polynoms ist: Ds,a,x = 4(a4p2s (x)−11a2 p4s (x)− p6s (x)).
Ihr entnimmt man, daß qs,a,x fu¨r 0 < p2s (x) < −11+5
√
5
2 a
2 drei reelle Nullstellen
und fu¨r p2s (x)> −11+5
√
5
2 a
2 eine reelle y1(x) und ein Paar (y2(x), y3(x)) komplex-
konjugierter Nullstellen besitzt. Diese Feststellung erga¨nzt die bereits vorhande-
nen Informationen u¨ber Cs,ia.
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Wir konzentrieren uns auf den Fall p2s (x) ≥ −11+5
√
5
2 a
2
. Die Lo¨sungen die-
ser (Un)-Gleichung liegen in R−Slj=1( h −j , h +j ). Wir wa¨hlen ein x ∈ [ h +j , h −j+1]
und betrachten auf diesem Intervall die komplexen Lo¨sungen y2(x) und y3(x) der
Gleichung y3+ay2+p2s (x)y−ap2s (x) =0. Wir haben bereits festgestellt, daß fu¨r
h
+
j < x< h
−
j+1 die zwei Lo¨sungen y2(x) und y3(x) verschieden sind und daß sie
fu¨r x→ h +j bzw. x→ h −j+1 zusammenfallen. Daher beschreiben y2(x) und y3(x)
fu¨r jedes Intervall [ h +j , h −j+1] bis auf Orientierung einen Zykel aus H1(Cs,ia;Z) =
H1(Cs,a;Z). Dieser wiederum definiert einen Zykel • d +j ∈ H1(Xs,ia;Z). Dies gilt
fu¨r beliebige a = ia mit 0< a<min{|•a+1 |, ..., |•a+l−1|}.
Es ist klar, daß der Zykel • d +j verschwindet, wenn wir a la¨ngs der imagina¨ren
Achse in den kritischen Wert •a+j =
√
−11−5√5
2 |ps( x j)|= i
√
11+5
√
5
2 |ps( x j)| lau-
fen lassen, denn dann na¨hern sich die im Intervall [x j, x j+1] liegenden Lo¨sungen
h
+
j und h
−
j+1 der Gleichung p2s (x) =
−11+5√5
2 a
2 immer mehr dem Wert x j an.
Das bedeutet, daß sich die Intervalle [ h −j , h
+
j ] – und damit auch die “u¨ber” ihnen
liegenden Zykel • d +j – fu¨r a→ •a+j auf einen Punkt zusammenziehen.
Falls wir a gegen Null gehen lassen, wachsen die Intervalle [ h +j , h
−
j+1] und
na¨hern sich den Intervallen [x j, x j+1] an. Gleichzeitig schrumpfen die Realteile
´ (y2(x)) und ´ (y3(x)) der Lo¨sungen y2(x) und y3(x) fu¨r x ∈ ( h +j , h −j+1), wovon
man sich etwa mit Hilfe der Formeln von Cardano ([vdW]) u¨berzeugt:
y2(x) =
−(w+s,a,x +w−s,a,x) +
√−3(w−s,a,x−w+s,a,x)−2a
6
y3(x) =
−(w+s,a,x +w−s,a,x) +
√−3(w+s,a,x−w−s,a,x)−2a
6
mit w+s,a,x =
3
√
−a3 +18ap2s (x) +3
√
3ps(x)
√
p4s (x) +11a2p2s (x)−a4
und w−s,a,x =
3
√
−a3 +18ap2s (x)−3
√
3ps(x)
√
p4s (x) +11a2p2s (x)−a4.
Wegen x ∈ ( h +j , h −j+1) ist Ds,a,x < 0, d.h. p4s (x) + 11a2p2s (x)− a4 > 0. Daher
ko¨nnen die Zahlen w+s,a,x und w−s,a,x reell gewa¨hlt werden, was wir nun auch an-
nehmen wollen. Man sieht: lim
a→0
(w+s,a,x + w−s,a,x) = 0. Daraus ergibt sich sofort,
daß fu¨r a→ 0 die Realteile ´ (y2(x)) und ´ (y3(x)) der Lo¨sungen y2(x) und y3(x)
schrumpfen.
Nun folgt auch, daß die Imagina¨rteile ` (y2(x)) und ` (y3(x)) der Lo¨sungen
y2(x) = iy2(x) und y3(x) = iy3(x) fu¨r a→ 0 ebenfalls schrumpfen. Vollzieht man
den Grenzu¨bergang zu a = 0, so ergibt sich, daß der Zykel • d +j mit dem Rand der
j. Region der Kurve (z = 0, p2s (x)−y2 = 0) zusammenfa¨llt.
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Bemerkung 5.16 (i) Aus der Beschreibung der Zykel • d +j fu¨r 1≤ j ≤ l−1 folgt
unmittelbar: (• d +j1 ,
•
d
+
j2) = 0 fu¨r j1 6= j2.
(ii) Vo¨llig analog zur Behandlung der Zykel • d +j , die la¨ngs der positiven ima-
gina¨ren Achse verschwinden, ko¨nnen wir auch die Zykel • d −j fu¨r 1 ≤ j ≤ l− 1
beschreiben, die la¨ngs der negativen imagina¨ren Achse verschwinden. Man erha¨lt
fu¨r a > 0 die Kurve Cs,−ia ∩R2 aus Cs,ia ∩R2 einfach durch Spiegelung an der
x-Achse. Auch hier haben wir infolgedessen die Schnittzahlen (• d −j1 ,
•
d
−
j2) = 0
fu¨r j1 6= j2.
(iii) Es sei außerdem bemerkt, daß der j. Region der Kurve (z = 0, p2s (x)−y2 = 0)
“zwei” verschwindende Zykel entspringen, na¨mlich • d +j und • d
−
j .
Wir haben soeben einen Eindruck von den Zykeln • d +j und • d
−
j erhalten. Al-
lerdings ist die gegebene Beschreibung der Zykel fu¨r die Berechnung der noch
fehlenden Schnittzahlen ungeeignet, da die Tra¨ger der Zykel (in den betrachteten
Fasern) weder reelle noch rein imagina¨re Werte besitzen. Um die Zykel dennoch
in geeigneten Fasern “sichtbar zu machen”, modifizieren wir unsere Konstruktion
ein wenig:
Fu¨r e ∈R mit 0< | e | min1≤ j≤l−1{a+j } definieren wir die Matrix
M es,a =
(
y +a z ps(x) +(−1)l e
ps(x)− z− (−1)l e a y
)
,
deren maximale Minoren die Kurve X es,a definieren.
Wie wirkt sich diese Modifikation auf die Lage der kritischen Werte aus? Die
Antwort gibt Lemma 5.14: Fu¨r a ∈ {−e , 0, e } besitzt X es,a jeweils l quadratische
Singularita¨ten. Diese sind aus dem kritischen Wert 0 entstanden, u¨ber dem eine
Faser mit l Tripelpunkten lag.
Die Lage der u¨brigen kritischen Werte a+j , a
−
j ,
•a+j und •a
−
j wird nur uner-
heblich vera¨ndert; sie sind nach wie vor reell bzw. rein imagina¨r. Das Lemma
5.14 liefert: Ist (x,y,z) ∈ X es,a ein singula¨rer Punkt mit a 6∈ {−e , 0, e }, so gilt
x ∈ {x 1, ..., x l−1} und a muß eine der Gleichungen
a4 +Us, j( e )a2 +Vs, j( e ) = 0
annullieren mit j ∈ {1, ..., l−1}, Us, j( e ) = 2e 2 +14(−1)l e ps( x j)+11p2s ( x j) und
Vs, j( e ) = e 4−2(−1)l e 3ps( x j) +2(−1)l e p3s ( x j)− p4s ( x j). Diese Gleichungen be-
sitzen fu¨r hinreichend klein und fest gewa¨hltes e ∈ R ausschließlich reelle bzw.
rein imagina¨re Lo¨sungen fu¨r a; ihre Lo¨sungen wollen wir im folgenden mit a+j, e
und a−j, e (reelle Lo¨sungen) bzw. mit •a+j, e und •a−j, e (rein imagina¨re Lo¨sungen)
bezeichnen.
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Wir mu¨ssen die Fa¨lle e > 0 und e < 0 getrennt behandeln. Da sich die Bear-
beitung beider Fa¨lle vo¨llig analog gestaltet, wollen wir uns lediglich auf den Fall
e > 0 konzentrieren. Die Ergebnisse, die wir hier erzielen werden, gelten genauso
auch fu¨r den Fall e < 0.
Die beschriebene Modifikation (Ms,a → M es,a) ermo¨glicht es, “mehr” Fasern
zu betrachten, da wir nicht nur die u¨ber D= {a ∈ C : |a| ≤ r } liegenden Fasern
Xs,a zur Verfu¨gung haben, sondern (allgemeiner) die u¨ber Z =D× [0, e ] liegenden
Fasern X bs,a mit (a, b )∈Z betrachten wollen. Mit D bezeichnen wir die Teilmenge
von Z, u¨ber deren Punkte singula¨re Fasern liegen, das Komplement von D in Z
nennen wir Z∗.
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a−1,e ···a−4,e
a+1 ···a+4
a+1,e ···a+4,e−e 0 e
D×{0}
D×{e }
Abbildung 5.8: Der Zylinder Z fu¨r l = 5
Mit y a : [0,1]→ Z bezeichnen wir einen Weg in Z mit Anfangspunkt (a, e )
und Endpunkt (a,0), der diese Punkte geradlinig verbindet. Ferner wa¨hlen wir in
der Kreisscheibe D×{e } ⊂ Z ein stark ausgezeichnetes Wegesystem
W ( e ) = {g +j, e 1≤ j≤l−1, • g −j, e 1≤ j≤l−1, g +e , g 0, e , g −e , g −j, e 1≤ j≤l−1, • g +j, e 1≤ j≤l−1},
das die kritischen Werte mit dem nicht-kritischen Wert a∗
e
= (a∗, e ) ∈ D×{e }
verbindet und das die folgende Forderung erfu¨llt:
Ist y : [0,1]→D ein Weg, der den kritischen Wert (a
e
, e )∈D×{e }mit
dem kritischen Wert (a,0) ∈ D×{0}, aus welchem er durch die Mo-
difikation Ms,a → M es,a hervorgegangen ist, verbindet und sind g ∈W
bzw. g
e
∈W ( e ) die Wege der stark ausgezeichneten Wegesysteme, die
die beiden kritischen Werte (a,0) bzw. (a
e
, e ) mit den jeweiligen nicht-
kritischen Werten (a∗,0) ∈ D×{0} bzw. (a∗, e ) ∈ D×{e } verbinden,
dann sind die Wege g y g −1
e
und y a∗ homotop in Z∗ ∪Bild( y ).
(5.5)
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Aufgrund der Bedingung (5.5) gibt es einen Weg j : [0,1]→Z∗ mit Anfangs-
punkt (a∗, e ) und Endpunkt (a∗,0), der aus dem Weg g y g −1
e
durch minimales
Sto¨ren hervorgeht und der in Z∗ homotop zu y a∗ ist. Falls d e in D×{e } la¨ngs g e
verschwindet, so gibt es genau einen in D×{0} la¨ngs g verschwindenden Zykel
d mit
h
y a∗∗( d e ) = hj ∗( d e ) =±d .
Nun orientieren wir d
e
so, daß in dieser Gleichung “+” steht. Dann ko¨nnen
wir d
e
∈ H1(X es,a∗;Z) mittels hy a∗∗ mit d ∈H1(Xs,a∗;Z) identifizieren.
Diese Identifikation gestattet es, die Kreisscheibe D×{e }, das auf D×{e }
gewa¨hlte Wegesystem W ( e ) sowie die Menge der verschwindenden Zykel, die
la¨ngs der Wege aus W ( e ) verschwinden, fu¨r die Berechnung weiterer Schnittzah-
len zu verwenden.
rr
rr
rrrr
rr r r r rrr
a+1,e ,...,a
+
l−1,ea
−
1,e ,...,a
−
l−1,e
•a+1,e
.
.
.
.
.
.
•a+l−1,e
•a−1,e
.
.
.
.
.
.
•a−l−1,e
r a∗
e
r
g
+
1,e ,..., g
+
l−1,e
g
−
1,e ,..., g
−
l−1,e
•
g
+
1,e ,...,
•
g
+
l−1,e
•
g
−
1,e ,...,
•
g
−
l−1,e
rr
−e e
Abbildung 5.9: Die Verteilung der kritischen Werte in D×{e }
Unser Interesse gilt in erster Linie den Fasern X es,−a , X es,0 und X es, a fu¨r ein fest
gewa¨hltes a ∈ R∗ mit 0 < a < e . Um einen Eindruck von der Gestalt der reellen
Fasern X es, a ∩R3 bzw. X es,−a ∩R3 zu bekommen, betrachten wir zuna¨chst die Fa-
ser X es,0∩R3. Diese Kurve besitzt in der xy-Ebene l−1 Zykel; diese ko¨nnen wir
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mit den geschlossenen Komponenten der Niveaulinie p2s (x)− y2 = e 2 identifizie-
ren. Die Komponente in der xz-Ebene wird durch das Einfu¨hren von e nach oben
(l ungerade) bzw. nach unten (l gerade) verschoben. Daher folgt, daß nur jede
zweite geschlossene Komponente von (z = 0, p2s (x)− y2 = e 2) die Komponente
(y = 0, z = ps(x)− (−1)l e ) schneidet, siehe Abb. 5.10. Die anderen (geschlosse-
Abbildung 5.10: Die Kurve X es,0∩R3 fu¨r l = 5 und e > 0
nen) Komponenten von (z = 0, p2s (x)−y2 = e 2) schneiden die Komponente in der
xz-Ebene nicht; sie liegen fu¨r ungerades j zwischen dem j-ten und dem j + 1-ten
Tripelpunkt und definieren Zykel. Diese Zykel sind gerade die Bilder der Zykel
•
d
+
j, e , wenn wir diese la¨ngs des Weges g
−1
0, e in die Faser X es,0 transportieren.
Bemerkung 5.17 An dieser Stelle wird der Grund fu¨r die vorgenommene Fall-
unterscheidung e > 0 und e < 0 deutlich, denn im Fall e < 0 wird die in der
xz–Ebene liegende Komponente z = ps(x) entlang der z–Achse in die entgegenge-
setzte Richtung verschoben, was dazu fu¨hrt, daß nun die geschlossenen Kompo-
nenten von (z = 0, p2s (x)−y2 = e 2) mit geradem Index isoliert liegen und gewisse
Zykel definieren, siehe Abb. 5.11.
Abbildung 5.11: Die Kurve X es,0∩R3 fu¨r l = 5 und e < 0
Es sei nun e 6= 0 fest gewa¨hlt. Wir mu¨ssen wissen, welche verschwinden-
den Zykel der Tripelpunkte kontrahiert werden, wenn wir den Parameter a in der
Kreisscheibe D×{e } in die kritischen Werte 0, e oder −e laufen lassen. Die Ant-
wort liefert das folgende Lemma.
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Lemma 5.18 Sei j ∈ {1, ..., l}. Dann gilt:
Fu¨r D×{e } 3 a→

0
(−1) j e
−(−1) j e
verschwindet der Zykel

d
3
j, e
d
1j, e
d
2j, e
.
Beweis Wir fu¨hren fu¨r hinreichend klein gewa¨hlte Parameter a und e in einer
kleinen Umgebung um den j. Tripelpunkt folgende Koordinatentransformation
durch:
x˜ j = −y + t j(ps(x)− z)
y˜ j = y + t j(ps(x)− z)
z˜ j = z
Hierbei ist t j := sgn(p′s(x j)). Es gilt
p′s(x j) =
l
Õ
n=1,n6= j
(x j−xn)
{
> 0 ⇔ l− j ≡ 0 (mod 2)
< 0 ⇔ l− j ≡ 1 (mod 2),
und daher t j = sgn(p′s(x j)) = (−1)l− j.
Diese Koordinatentransformationen identifizieren jeden der drei Zweige, die sich
lokal in der Kurve Xs zu einem Tripelpunkt zusammensetzen, mit einer Koordi-
natenachse. In den Koordinaten x˜ j, y˜ j und z˜ j wird X es,a lokal, d.h. in einer kleinen
Umgebung des j. Tripelpunktes, durch die maximalen Minoren der Matrix(
y˜ j z˜ j +(−1)l− ja (−1) j e −a
(−1) j e +a z˜ j− (−1)l− ja x˜ j
)
(5.6)
beschrieben.
Begru¨ndung In den neuen Koordinaten gilt:
M es,a =
(
y˜ j−x˜ j
2 +a z˜ j t j
y˜ j+x˜ j
2 + z˜ j +(−1)l e
t j
y˜ j+x˜ j
2 − (−1) j e a
y˜ j−x˜ j
2
)
;
(
y˜ j− x˜ j +2a 2z˜ j t j(x˜ j + y˜ j) +2z˜ j +2(−1)l e
y˜ j + x˜ j−2t j(−1)l e 2t ja t j(y˜ j− x˜ j)
)
;
(
y˜ j− x˜ j +2a 2z˜ j x˜ j + y˜ j +2t j z˜ j +2t j(−1)l e
y˜ j + x˜ j−2t j(−1)l e 2t ja y˜ j− x˜ j
)
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;
(
y˜ j− x˜ j +2a z˜ j x˜ j + y˜ j +2t j(−1)l e
y˜ j + x˜ j−2t j(−1)l e t ja y˜ j− x˜ j−2a
)
;
(
2y˜ j +2a +2t j(−1)l e z˜ j x˜ j + y˜ j +2t j(−1)l e
2y˜ j−2t j(−1)l e −2a t ja y˜ j− x˜ j−2a
)
;
(
y˜ j +a + t j(−1)l e z˜ j x˜ j + y˜ j +2t j(−1)l e
y˜ j− t j(−1)l e −a t ja y˜ j− x˜ j−2a
)
;
(
y˜ j +a + t j(−1)l e z˜ j x˜ j + t j(−1)l e −a
y˜ j− t j(−1)l e −a t ja −x˜ j−a + t j(−1)l e
)
;
(
2y˜ j z˜ j + t ja 2t j(−1)l e −2a
y˜ j− t j(−1)l e −a t ja −x˜ j−a + t j(−1)l e
)
;
(
y˜ j
z˜ j+t ja
2 t j(−1)l e −a
y˜ j− t j(−1)l e −a t ja −x˜ j−a + t j(−1)l e
)
;
(
y˜ j z˜ j + t ja t j(−1)l e −a
y˜ j− t j(−1)l e −a 2t ja −x˜ j−a + t j(−1)l e
)
;
(
y˜ j z˜ j + t ja t j(−1)l e −a
−t j(−1)l e −a −z˜ j + t ja −x˜ j
)
;
(
y˜ j z˜ j +(−1)l− ja (−1) j e −a
(−1) j e +a z˜ j− (−1)l− ja x˜ j
)
Nun verwenden wir Bemerkung 4.1 aus dem Abschnitt u¨ber den Tripelpunkt,
in der erwa¨hnt wurde, daß (und wie) jedem verschwindenden Zykel eines Tripel-
punktes eineindeutig eine Koordinatenachse zugeordnet werden kann. Setzen wir
in der Matrix in (5.6) fu¨r a die Werte 0, (−1) j e und −(−1) j e ein, so erhalten wir
singula¨re Kurven, die eine zur z˜ j-Achse, eine zur x˜ j-Achse bzw. eine zur y˜ j-Achse
parallele Gerade enthalten. Das bedeutet: Fu¨r a→ 0 verschwindet der Zykel d 3j, e ,
fu¨r a→ (−1) j e der Zykel d 1j, e und fu¨r a→−(−1) j e der Zykel d 2j, e . 2
Bemerkung 5.19 Die Tatsache, daß fu¨r a→ 0 die Zykel d 3j, e , mit 1≤ j ≤ l, ver-
schwinden, kann man auch schon den Abbildungen 5.10 und 5.11 entnehmen.
Ferner ergeben sich aus diesen beiden Abbildungen die folgenden Schnittzahlen:
• (• d +j, e , d 3k, e )= 0 fu¨r 1≤ j ≤ l−1 und 1≤ k ≤ l
• (• d +j, e , d 1k, e )= 0 fu¨r 1≤ j ≤ l−1 und k ∈ {1, .., j−1, j +2, ..., l}
• (• d +j, e , d 2k, e )= 0 fu¨r 1≤ j ≤ l−1 und k ∈ {1, .., j−1, j +2, ..., l}
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Fu¨r das soeben bewiesene Lemma war es nicht no¨tig, zwischen e > 0 und
e < 0 zu unterscheiden. Im folgenden konzentrieren wir uns wieder auf den Fall
e > 0. Wir betrachten zuna¨chst die reelle Kurve X es, a ∩R3, siehe Abb. 5.12. In
d
+
2,e d
+
4,e
•
d
+
1,e
•
d
+
3,e
Abbildung 5.12: Die Kurve X es, a ∩R3 fu¨r l = 5 und e > 0
ihr finden wir die aus den verschwindenden Zykeln d +2 , d
+
4 , ... hervorgegange-
nen Zykel d +2, e , d
+
4, e , ... wieder. Wir kennen bereits die Schnittzahlen dieser Zy-
kel mit den verschwindenden Zykeln der Tripelpunkte; diese sind unter (5.4) no-
tiert. Davon wollen wir Gebrauch machen, um fu¨r ungerades j die Schnittzahlen(•
d
+
j, e , d
1j, e
)
,
(•
d
+
j, e , d
2j, e
)
,
(•
d
+
j, e , d
1
j+1, e
)
,
(•
d
+
j, e , d
2
j+1, e
)
zu berechnen. Aus Abbil-
dung 4.4 (Bild 8 und Bild 1) sowie aus Lemma 4.2 folgt:(−• d +j, e , d 1j, e ) = −( d +j−1, e , d 1j, e ) ⇒ ( d 1j, e , • d +j, e ) = −1(−• d +j, e , d 2j+1, e ) = −( d +j+1, e , d 2j+1, e ) ⇒ ( d 2j+1, e , • d +j, e ) = −1
In der Faser X es,−a berechnen wir in entsprechender Weise die Schnittzahlen(−• d +j, e , d 2j, e ) = −( d −j−1, e , d 2j, e ) ⇒ (d 2j, e , • d +j, e ) = 1(−• d +j, e , d 1j+1, e ) = −( d −j+1, e , d 1j+1, e ) ⇒ (d 1j+1, e , • d +j, e ) = 1
Bemerkung 5.20 (i) Fu¨r j = 1 bzw. j = l−1 ko¨nnen wir dieses Argument streng
genommen nicht anwenden, da wir keine Zykel d +0 , d
−
0 bzw. d
+
l , d
−
l definiert
haben. Unter Verwendung der in Kapitel 4 eingefu¨hrten orientierungserhaltenden
Diffeomorphismen kann man die obigen Gleichungen aber auch fu¨r j = 1 bzw.
j = l−1 verifizieren.
(ii) Die Verbindung zu den Bildern der Abbildung 4.4 wird gerade durch die in
Lemma 5.18 angegebene Koordinatentransformation hergestellt.
Nun ko¨nnen die Schnittzahlen
(
d
+
k, e ,
•
d
+
j, e
)
und
(•
d
+
j, e , d
−
k, e
)
fu¨r 1≤ k≤ l−1
und ungerades 1 ≤ j ≤ l−1 berechnet werden. Dazu ko¨nnen wir die A’Campo-
Methode anwenden, da die Tra¨ger der Zykel
d
−
k, e•
d
+
j, e
d
+
k, e
 in den Fasern X es, a mit

max1≤k≤l−1{a−k, e }< a <−e
−e < a < e
e < a <min1≤k≤l−1{a+k, e }
 reell sind.
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Wir erhalten schließlich(
d
−
k, e ,
•
d
+
j, e
)
= −(• d +j, e , d −k, e )
= 12
( (
•
d
+
j,e , d 1j,e
)
·
(
d
1j,e , d
−
k,e
)
+
(
•
d
+
j,e , d 2j+1,e
)
·
(
d
2
j+1,e , d
−
k,e
) )
=
{
1, falls k = j,
0, falls k 6= j
und entsprechend(
d
+
k, e ,
•
d
+
j, e
)
= − 12
( (
d
+
k,e , d
2j,e
)
·
(
d
2j,e ,• d
+
j,e
)
+
(
d
+
k,e , d
1
j+1,e
)
·
(
d
1
j+1,e ,
•
d
+
j,e
) )
=
{ −1, falls k = j,
0, falls k 6= j.
Die bisherigen Berechnungen des Falls e > 0 bezogen sich ausschließlich
auf Schnittzahlen, die (fu¨r ungerades j) den Zykel • d +j, e enthielten. Wir ko¨nnen
die erzielten Ergebnisse nun zur Berechnung entsprechender Schnittzahlen be-
nutzen, die (fu¨r ungerades j) den Zykel • d −j, e enthal-
ten, na¨mlich unter Verwendung folgender Identita¨t:
•
d
−
j, e = ±hj ∗(• d +j, e ); j bezeichne hierbei eine einfa-
che Schleife in D×{e } um den Punkt e mit Anfangs–
und Endpunkt a∗
e
. Wie ergibt sich diese Identita¨t?
Dazu betrachten wir den Zykel • ˜d −j, e , der la¨ngs des
Weges •˜g −j, e verschwinde, siehe rechte Abbildung. Da
der Zykel • ˜d −j, e (bis auf Orientierung) mit dem Zykel
    
 
 


  
  

a∗
e
•a−j,e
−e e
•
˜
g
−
j,e
•
g
−
j,e
•
d
+
j, e u¨bereinstimmt, gilt nun • d
−
j, e = ±hj ∗(• d +j, e ). In dieser Gleichung steht “±”,
da wir die Zykel • d −j bzw. • d
−
j, e noch nicht orientiert haben. Das tun wir an dieser
Stelle: Der Zykel • d −j, e sei so orientiert, daß • d
−
j, e =−hj ∗(• d +j, e ) gilt. Die Picard–
Lefschetz–Formel liefert:
•
d
−
j, e = −• d +j, e +
(•
d
+
j, e , d
2
j, e
)
d
2
j, e +
(•
d
+
j, e , d
1
j+1, e
)
d
1
j+1, e
= −• d +j, e − d 2j, e − d 1j+1, e .
Durch Verwendung dieser Relation lassen sich fu¨r ungerades j ∈ {1, ..., l−1}
und 1≤ k ≤ l folgende Schnittzahlen berechnen:
• (d +j, e , • d −k, e )={ −1, falls k = j,0, falls k 6= j
• (• d −j, e , d −k, e )=
 1, falls k = j,−1, falls k ∈ { j−1, j +1},0, falls k 6∈ { j−1, j, j +1}
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• (• d −j, e , d 1k, e )= (• d −j, e , d 2k, e )=
 −1, falls k = j,1, falls k = j +1,0, falls k 6∈ { j, j +1}
• (• d −j, e , d 3k, e )= 0.
Damit ist der Fall e > 0 abgeschlossen. Wie bereits bemerkt, erhalten wir fu¨r
den Fall e < 0 (in diesem Fall ist der Index j gerade) die gleichen Schnittzahlen.
Abschließend berechnen wir:
(•
d
−
j ,
•
d
+
k
)
=
−2, falls k = j,1, falls k ∈ { j−1, j +1},0, falls k 6∈ { j−1, j, j +1}.
Nun sind alle Schnittzahlen bekannt, und wir haben folgenden Satz bewiesen:
Satz 5.21 Die durch die maximalen Minoren der Matrix M0 definierte Kurvensin-
gularita¨t (X0,0)⊂ (C3,0) besitzt ein stark ausgezeichnetes System von verschwin-
denden Zykeln {d +j ; 1≤ j≤ l−1}, {• d −j ; 1≤ j≤ l−1}, {d ij; 1≤ j≤ l,1≤ i≤3},
{d −j ; 1≤ j≤ l−1}, {• d +j ; 1≤ j≤ l−1} (dabei ist die Reihenfolge der Zykel inner-
halb der Klammern nicht von Bedeutung) mit folgenden Schnittzahlen:
• ( d +j , d +k )= ( d −j , d −k )= (• d +j , • d +k )= (• d −j , • d −k )= 0
• ( d i1j , d i2k )= (• d −j , d 3k)= (d 3k , • d +j )= 0
• ( d +j , d 1k)= (d 2k , d −j )={ 1, k = j +1,0, sonst
• ( d +j , d 3k)= (d 3k , d −j )={ 1, k ∈ { j, j +1},0, sonst
• ( d +j , d 2k)= (d 1k , d −j )= (d −j , • d +k )=−( d +j , • d ±k )={ 1, k = j,0, sonst
• ( d +j , d −k )={ −1, k ∈ { j−1, j, j +1},0, sonst
• (• d −j , d 1k)= ( d 1k, • d +j )=−(• d −j , d 2k)=−( d 2k , • d +j )=
 −1, k = j,1, k = j +1,0, sonst
• (• d −j , d −k )=
 1, k = j,−1, k ∈ { j−1, j +1},0, sonst
• (• d −j , • d +k )=
 −2, k = j,1, k ∈ { j−1, j +1},0, sonst 2
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Beispiel 5.22 Fu¨r die Singularita¨t J2,0(2), also fu¨r l = 2, erhalten wir folgendes
Coxeter-Dynkin–Diagramm (mit e1=ˆd +1 , e2=ˆ• d −1 , e3=ˆd 21, e4=ˆ d 12, e5=ˆd 31, e6=ˆd 32,
e7=ˆ d 11, e8=ˆd
2
2, e9=ˆd
−
1 , e10=ˆ
•
d
+
1 ):
1
2
3
4
56
7
8
9
10
Abbildung 5.13: Ein Coxeter-Dynkin–Diagramm der Singularita¨t J2,0(2)
Kapitel 6
Abschließende Bemerkungen
6.1 Kurvensingularita¨ten der Multiplizita¨t drei
Im fu¨nften Kapitel haben wir fu¨r einige Raumkurvensingularita¨ten der Multipli-
zita¨t drei Coxeter–Dynkin–Diagramme angegeben. Wir haben gesehen, daß sich
Kurvensingularita¨ten, deren n–Invariante eins ist, leichter behandeln lassen, als
Kurvensingularita¨ten mit einer gro¨ßeren n–Invariante. Anhand der Singularita¨ten
J2,1(2) und E12(2) wollen wir einige Probleme und Schwierigkeiten aufzeigen, die
im Fall n = 2 auftreten ko¨nnen. Insbesondere soll dadurch verdeutlicht werden,
daß sich dieser Fall nicht so allgemein behandeln la¨ßt, wie der Fall n = 1.
6.1.1 J2,1(2)
In Abschnitt 5.2 haben wir fu¨r die einfache Kurvensingularita¨t vom Typ J2,0(2)
ein Coxeter–Dynkin–Diagramm erstellt. Die na¨chste einfache Singularita¨t in der
Liste von A. Fru¨hbis, siehe [Fr] oder Satz A.3, ist die Singularita¨t J2,1(2). Die Pra¨-
sentationsmatrizen der Singularita¨ten J2,0(2) und J2,1(2) sind von sehr a¨hnlicher
Bauart: Fu¨r k ∈ {0,1} beschreibt die Matrix(
y z x2+k
x2− z 0 y
)
(6.1)
eine Singularita¨t vom Typ J2,k(2). Aufgrund dieser Tatsache ist es naheliegend
anzunehmen, daß die in 5.2 benutzten Methoden auch fu¨r die einfache Singularita¨t
J2,1(2) ein Coxeter–Dynkin–Diagramm liefern.
In Abb. 6.1 sind die reellen Kurven, die fu¨r festes s∈R+ durch die Matrix(
y z (x +2s)k(x2− s2)
x2− s2− z 0 y
)
definiert werden, gegenu¨bergestellt.
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J2,0(2) J2,1(2)
Abbildung 6.1: Reelle Deformationen der Singularita¨ten J2,0(2) und J2,1(2)
Diese Bilder stu¨tzen die Vermutung, daß man ein Coxeter–Dynkin–Diagramm der
Singularita¨t J2,1(2) erha¨lt, indem man die in 5.2 angestellten ¨Uberlegungen ledig-
lich um die zusa¨tzliche Schleife (im rechten Bild von Abb. 6.1) “erga¨nzt”, zumal
nach Korollar 5.2 fu¨r die Multiplizita¨t m der Diskriminante der semi–universellen
Deformation m = 11 gilt.
Tatsa¨chlich ist es nicht mo¨glich, die Methoden aus 5.2 auch fu¨r die Singularita¨t
J2,1(2) anzuwenden. Das Scheitern des Ansatzes begru¨ndet sich dadurch, daß
die in 5.2 betrachtete generische Sto¨rung (durch den Parameter a) im Fall der
Singularita¨t J2,1(2) nicht mehr generisch ist: Die Gerade im Basisraum der semi–
universellen Deformation, die mit der Sto¨rung(
y +a z x3
x2− z a y
)
(6.2)
der Pra¨sentationsmatrix korrespondiert, schneidet die Diskriminante in Null nicht
transversal, vgl. nachstehende Bemerkung 6.1.
Es zeigt sich also, daß man die Eintra¨ge der definierenden Matrix anders sto¨ren
muß als in (6.2). Man kann sich davon u¨berzeugen, daß die Sto¨rung(
y z x3 +a
x2− z a y
)
(6.3)
generisch ist. Sto¨rt man auf der anderen Seite die Eintra¨ge der Pra¨sentationsmatrix
der Singularita¨t J2,0(2) so wie in (6.3), erha¨lt man keine generische Sto¨rung, denn
fu¨r jedes fest gewa¨hlte a∈C besitzt die durch die maximalen Minoren der Matrix(
y z x2 +a
x2− z a y
)
definierte Kurve in den Punkten (±i
√
3
2a,
1
2a,−a) eine Singularita¨t.
Bemerkung 6.1 Um den soeben angesprochenen Sachverhalt zu verdeutlichen,
geben wir auf der na¨chsten Seite die (mit SINGULAR, [GPS], berechneten) Glei-
chungen der Diskriminanten folgender Deformation an:(
y +a z x2+k +b
x2− z c +dx y
)
,k ∈ {0,1}.
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• k = 0 :
4096a7c3 − 8192a5b2c3 + 4096a3b4c3 + 16384a6c4 + 11264a4b2c4 −
55296a2b4c4 + 27648b6c4 + 24576a5c5 + 102400a3b2c5 − 110592ab4c5 +
16384a4c6 + 165888a2b2c6 − 55296b4c6 + 4096a3c7 + 110592ab2c7 +
27648b2c8+1536a6bc2d2 − 3072a4b3c2d2 + 1536a2b5c2d2 − 1536a5bc3d2 +
14336a3b3c3d2 − 4608ab5c3d2 + 8704a4bc4d2 − 26880a2b3c4d2 +
89856b5c4d2 + 11776a3bc5d2 + 46080ab3c5d2 + 76032b3c6d2 + 1728a8d4 −
3456a6b2d4 + 1728a4b4d4 + 5760a7cd4 + 7680a5b2cd4 − 25728a3b4cd4 +
12288ab6cd4 +6080a6c2d4 +39296a4b2c2d4−26176a2b4c2d4−9216b6c2d4−
6080a5c3d4 +55424a3b2c3d4−3456ab4c3d4−5760a4c4d4−41040a2b2c4d4 +
86400b4c4d4 − 1728a3c5d4 − 38880ab2c5d4 − 11664b2c6d4 − 3600a6bd6 +
5264a4b3d6 + 5888a2b5d6 − 4096b7d6 + 800a5bcd6 − 31808a3b3cd6 +
57600ab5cd6− 1800a4bc2d6 + 9072a2b3c2d6− 22464b5c2d6− 5400a3bc3d6−
7776ab3c3d6 − 34992b3c4d6 − 3125a6d8 + 4500a4b2d8 − 432a2b4d8 −
13824b6d8−27000a3b2cd8 +31104ab4cd8−34992b4c2d8−11664b5d10 = 0
• k = 1 :
442368a3b5c3 + 2985984b7c4+ 200000a9c3 + 3078000a6b2c4 +
13903488a3b4c5 + 15116544b6c6 + 1658880a4b4c3d + 11197440ab6c4d +
165888a2b6c2d2 + 583200a6bc6 + 7715736a3b3c7 + 25509168b5c8 −
648000a7bc4d − 8852976a4b3c5d − 30233088ab5c6d + 75000a8bc2d2 +
1062720a5b3c3d2 + 3639168a2b5c4d2 + 787968a3b5c2d3 + 1492992b7c3d3 +
186624a4b5d4 + 1327104ab7cd4 + 314928a6c8 + 4251528a3b2c9 +
14348907b4c10 − 1749600a7c6d − 24091992a4b2c7d − 82904796ab4c8d +
2187000a8c4d2 + 31987062a5b2c5d2 + 116208432a2b4c6d2 + 75000a9c2d3 +
1088640a6b2c3d3 + 22219920a3b4c4d3 + 123451776b6c5d3 + 84375a10d4 +
1329000a7b2cd4 + 6906384a4b4c2d4 + 12037248ab6c3d4 + 699840a5b4d5 +
5018112a2b6cd5 − 442368b8d6 − 405324a6bc5d3 − 5412825a3b3c6d3 −
17006112b5c7d3 + 246240a7bc3d4 + 3680721a4b3c4d4 + 8030664ab5c5d4 −
254625a8bcd5 − 3512808a5b3c2d5 − 6158592a2b5c3d5 − 25040a6b3d6 −
377568a3b5cd6 − 2519424b7c2d6 − 1492992ab7d7 + 314928a6c7d3 +
4251528a3b2c8d3 + 14348907b4c9d3− 1714608a7c5d4− 23619600a4b2c6d4−
81310473ab4c7d4 + 2000376a8c3d5 + 29415150a5b2c4d5 +
107351082a2b4c5d5 + 900375a9cd6 + 13190121a6b2c2d6 +
70565742a3b4c3d6 + 148803480b6c4d6 + 78645a7b2d7 + 8419464a4b4cd7 +
55742256ab6c2d7 + 69984a2b6d8 − 1000188a6bc4d6 − 13286025a3b3c5d6 −
43046721b5c6d6 + 777924a7bc2d7 + 11022480a4b3c3d7 + 33480783ab5c4d7−
252105a8bd8 − 3536379a5b3cd8 − 6908733a2b5c2d8 − 218700a3b5d9 −
17006112b7cd9 + 823543a9d9 + 12252303a6b2cd9 + 52081218a3b4c2d9 +
43046721b6c3d9 +6751269a4b4d10 +47829690ab6cd10−14348907b7d12 = 0
In diesen Gleichungen ist der “Tangentialanteil” fett gedruckt.
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6.1.2 E12(2)
Mit (X0,0) ⊂ (C3,0) bezeichnen wir die isolierte Kurvensingularita¨t mit Pra¨-
sentationsmatrix
M0 =
(
y z x2
z x3 y
)
.
Wie u¨blich fu¨hren wir zuna¨chst eine geeignete reelle Deformation durch. Da-
zu betrachten wir fu¨r festes und hinreichend klein gewa¨hltes s ∈ R+ die Matrix
Ms =
(
y z x2− s3
z x(x2− s3) +3sy y
)
,
die die Kurve Xs definiere. Diese Kurve besitzt in den Punkten (±s 32 ,0,0) einen
Tripelpunkt. In Abbildung 6.2 ist die reelle Kurve Xs∩R3 skizziert.
Abbildung 6.2: Die Kurve Xs∩R3
Nun beno¨tigen wir im Basisraum S der semi–universellen Deformation eine
Gerade L, die die Diskriminante D in 0 transversal trifft. Zu diesem Zweck ver-
wenden wir die maximalen Minoren der Matrix
M0,a =
(
y +a z x2
z x3−a y
)
.
Wie in Abschnitt 5.2 u¨berzeugt man sich davon, daß M0,a tatsa¨chlich eine ge-
nerische Sto¨rung von X0 definiert. Verschiebt man die damit verbundene Gerade
L etwas, so schneidet die daraus resultierende Gerade ˜L die Diskriminante D in
m = m(D,0) = µ(X0)+1+3(n(X0)−1) = 8+1+3 = 12 Punkten (mit Vielfach-
heiten geza¨hlt).
Die Kurve Xs,a werde durch die maximalen Minoren der Matrix
Ms,a =
(
y +a z x2− s3
z x(x2− s3) +3sy−a y
)
definiert.
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Wir haben bereits erwa¨hnt, daß die Kurve Xs = Xs,0 zwei Tripelpunkte besitzt.
Wie vera¨ndert sich diese Kurve, wenn wir den Parameter a la¨ngs der reellen Achse
aus dem Ursprung herauslaufen lassen? Man u¨berlegt sich, daß fu¨r hinreichend
klein gewa¨hltes a ∈ R+ die reellen Kurven Xs, a ∩R3 bzw. Xs,−a ∩R3 qualitativ
wie folgt aussehen:
d 1
d 2
d 10
d 11
Abbildung 6.3: Die reellen Kurven Xs, a ∩R3 und Xs,−a ∩R3
Die in diesen beiden Bildern auftretenden reellen Zykel repra¨sentieren ver-
schwindende Zykel, da sie sich auf einen Punkt zusammenziehen, wenn a ∈ R
vergro¨ßert wird. Diese Zykel seien wie in Abb. 6.3 orientiert.
Die verbleibenden zwei kritischen Werte sind rein imagina¨r; den Eintra¨gen der
Matrix Ms,a entnimmt man na¨mlich: Ist (x0,y0,z0) ∈ Xs,a ein singula¨rer Punkt, so
auch (x¯0, y¯0, z¯0) ∈ Xs,a¯ und (−x0,−y0,z0) ∈ Xs,−a. Wegen m(D,0) = 12 mu¨ssen
die zwei noch nicht betrachteten kritischen Werte daher rein imagina¨r sein.
Bemerkung 6.2 Mit Hilfe des Computeralgebra–Programms SINGULAR, [GPS],
erha¨lt man: Fu¨r hinreichend klein gewa¨hltes s ∈R+ ist die Faser Xs,a genau dann
singula¨r, wenn a eine Nullstelle des Polynoms
688747536a2s30 + 12397455648a2s29 + 64053520848a2s28 +
75762228960a2s27 + 37192366944a2s26 − 1112483160a4s23 +
8264970432a2s25 − 23814225504a4s22 + 688747536a2s24 −
177121490832a4s21 − 510985481616a4s20 − 651412034280a4s19 −
137319543a6s16 − 424271316528a4s18 − 2568869154a6s15 −
148042456488a4s17 − 6924045645a6s14 − 26367976656a4s16 +
33507798282a6s13 − 1883426904a4s15 + 193274221581a6s12 −
3294172a8s9 + 339312022110a6s11 − 44471322a8s8 +
296908410330a6s10 + 876876678a8s7 + 146114900298a6s9 +
5401971162a8s6 + 41152665276a6s8 + 15458232132a8s5 +
6198727824a6s7 + 19777084740a8s4 + 387420489a6s6 +
12905395146a8s3 + 22235661a10 + 4508745444a8s2 +
803538792a8s +57395628a8
ist, die in einer kleinen Umgebung des Ursprungs liegt.
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Wir wa¨hlen einen nichtkritischen Wert a∗ in der rechten oberen Halbebene.
Ferner wa¨hlen wir wie in Abbildung 6.4 skizziert ein stark ausgezeichnetes Wege-
system.
r
r
r
r
r r r
a1, a2a10, a11
a12
a3
a∗
r
Abbildung 6.4: Die Verteilung der kritischen Werte
Wir kommen jetzt zu den verschwindenden Zykeln der Tripelpunkte. Fu¨r diese
wa¨hlen wir, Abschnitt 5.2 folgend, die Bezeichnung d 1j , d 2j und d 3j fu¨r 1 ≤ j ≤ 2.
Wir wa¨hlen um beide Tripelpunkte lokale Koordinatensysteme, welche die drei
Komponenten der Tripelpunkte jeweils mit einer Koordinatenachse identifizieren,
siehe Abb. 6.5. Die Bezeichnung der verschwindenden Zykel erkla¨rt sich wie in
Abschnitt 5.2 durch die Bemerkung 4.1.
e1
e2
e3
e1
e2
e3
Abbildung 6.5: Lokale Koordinatensysteme
Wie in Abschnitt 5.1.1 u¨berlegt man sich, daß die Zykel d 1j , d 2j und d 3j fu¨r
1≤ j ≤ 2 so orientiert werden ko¨nnen, daß sich folgende Schnittzahlen ergeben:
( d 1, d 11) = ( d 1, d
2
1) = −1,
( d 2, d 21) = ( d
1
1, d 10) = ( d
2
1, d 10) = ( d 2, d
3
1) = 1,
( d 12, d 11) = ( d
2
2, d 11) = −1,
( d 22, d 10) = ( d 2, d
1
2) = ( d 2, d
2
2) = ( d
3
2, d 10) = 1.
(6.4)
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Alle nicht unter (6.3) aufgefu¨hrten Schnittzahlen der Form ( d ij, d k) mit j ∈
{1,2}, i ∈ {1,2,3} und k ∈ {1,2,10,11} oder ( d i1j1, d
i2j2) mit j1, j2 ∈ {1,2} und
i1, i2 ∈ {1,2,3} sind Null. Desweiteren gilt ( d 1, d 2) = ( d 10, d 11) = 0, da sich
die Tra¨ger der Zykel nicht schneiden. Zur Berechnung der u¨brigen Schnittzahlen
unter diesen Zykeln bemu¨hen wir wieder den A’Campo–Ansatz. Dieser liefert:(
d 1, d 10
)
= 1,
(
d 1, d 11
)
= 0,
(
d 2, d 10
)
=−1, ( d 2, d 11)= 1.
Damit kennen wir alle Schnittzahlen unter den verschwindenden Zykeln, die
zu den reellen kritischen Werten geho¨ren.
Die bisherige Vorgehensweise unterscheidet sich nicht von derjenigen, die wir
in 5.2 benutzt haben. Allerdings ergeben sich bei dem Versuch, auch die u¨brigen
Ideen aus 5.2 zu u¨bertragen, Schwierigkeiten. Im Gegensatz zur in 5.2 studierten
Serie Jl,0(l) ist es nicht mo¨glich, die verschwindenden Zykel, die zu den beiden
imagina¨ren kritischen Werten geho¨ren, mit Hilfe einer einfachen Koordinaten-
transformation zu beschreiben. Trotzdem besteht die Vermutung, daß sich diese
beiden Zykeln a¨hnlich verhalten, wie die entsprechenden Zykel in 5.2. Es ist an-
Z
zunehmen, daß der geschlossene 1–Zykel
Z ⊂ Xs,0 ∩ R3, der durch die e1– und e3–
Komponenten der beiden Tripelpunkte definiert
wird, zwei verschwindende Zykel festlegt, die
la¨ngs der imagina¨ren Achse verschwinden. Wie
in Abschnitt 5.2 ko¨nnen wir diese Zykel in ge-
eigneten Fasern “sichtbar zu machen”, indem
wir unseren Basisraum vergro¨ßern: Fu¨r hinrei-
chend klein gewa¨hltes e ∈R+ definieren wir die Matrix
M es,a =
(
y +a z x2− s3
z− e x(x2− s3) +3sy−a y
)
.
Die maximalen Minoren von M es,a definieren die Kurve X es,a.
Zuna¨chst interessiert uns, welche Auswirkung der neue Parameter e auf die
Verteilung der kritischen Werte hat. Es ist klar, daß sich die Lage der Werte
a1, a2, a3, a10, a11 und a12 nur unerheblich vera¨ndert; diese Werte sind immer
noch reell bzw. rein imagina¨r. Explizite Berechnungen mit Computeralgebra–
Programmen fu¨hren zu der Annahme, daß aus dem kritischen Wert Null sechs
verschiedene reelle kritische Werte ai1, ai2, 1 ≤ i ≤ 3, entstehen, wobei sich die
Bezeichnung dieser kritischen Werte von der Bezeichnung der dazugeho¨rigen ver-
schwindenden Zykel ableitet. Desweiteren ist anzunehmen, daß sich diese Werte
wie folgt verteilen:
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          a11, a21 a31, a12a22a32
Auch die letzte Annahme la¨ßt sich durch explizite Berechnungen motivieren.
Mit Hilfe eines Computers berechnet man beispielsweise fu¨r s = 0.5 die folgenden
kritischen Werte (wir machen keine Aussagen u¨ber Fehlerabscha¨tzungen):
e = 0: a ∈ {0,±0.01890699371,±0.06726640170,±0.4539583608 i}
e = 0.001: a ∈ {±0.0002322093223,±0.0004804400500,±0.0004984029433,
±0.01844421556,±0.067685880311,±0.4545337768 i}
Ebenfalls mit Hilfe geeigneter Computer-
Programme lassen sich die zu den kritischen
Werten geho¨renden singula¨ren Kurven zeich-
nen. Beispielsweise sieht die reelle Kurve, die
zu dem kritischen Wert a = 0.0002322093223
geho¨rt, qualitativ wie nebenstehend skizziert
aus. Man sieht, daß zu diesem kritischen Wert
der verschwindende Zykel d 22 geho¨rt.
Die u¨ber die Lage der kritischen Werte a ji gemachten Vermutungen lassen
sich auch durch die Gegenu¨berstellung der reellen Kurven X es,0∩R3 und X es, a ∩R3
untermauern.
X es,0∩R3 X es, a ∩R3
d 12
Abbildung 6.6: Die reellen Kurven X es,0∩R3 und X es, a ∩R3
Man sieht, daß sich die beiden Kurven in kleinen Umgebungen der Tripel-
punkte unterscheiden. Das bedeutet: La¨ßt man den Parameter a, beginnend im
Ursprung, la¨ngs der reellen Achse in den Punkt a laufen, so werden dabei gewis-
se kritische Werte u¨berschritten.
Unserer Annahme zufolge repra¨sentiert der Zykel d 12 im linken Bild von Abb.
6.6 einen – la¨ngs der imagina¨ren Achse – verschwindenden Zykel. Der Kurve
X es,0∩R3 entnimmt man sofort: ( d 1, d 12) = ( d 11, d 12) = 0.
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Wie in Kapitel 5 lassen sich die Schnittzahlen des Zykels d 12 mit den ver-
schwindenden Zykeln der Tripelpunkte ermitteln; man erha¨lt:
( d 12, d 12) = ( d
3
1, d 12) = 1, ( d 11, d 12) = ( d 32, d 12) =−1, ( d 21, d 12) = ( d 22, d 12) = 0.
Die A’Campo–Methode liefert nun ( d 2, d 12) = −1 und ( d 10, d 12) = 1. Wie in
Abschnitt 5.1 berechnen wir die Schnittzahlen, die den Zykel d 3 enthalten, unter
Verwendung der Picard–Lefschetz–Formel. j be-
zeichne eine einfache Schleife mit Anfangs– und
Endpunkt a∗, die die kritischen Werte a22, a31 und
a12 umla¨uft. Jetzt orientieren wir den Zykel d 3 so,
daß d 3 = −hj ∗( d 12) gilt. Die Picard–Lefschetz–
Formel liefert die Relation d 3 = −d 12 − d 31 − d 12,
aus welcher sich alle noch fehlenden Schnittzah-
len berechnen lassen: ( d 1, d 3) = 0, ( d 2, d 3) =−1,
r
r
r
r
r r r
a∗
j
rr rr rr
( d 3, d
j
i ) = ( d
j
i , d 12), ( d 3, d 10) = ( d 3, d 11) = 1 und ( d 3, d 12) =−2. Schließlich erhal-
ten wir (unter der Identifikation ei =ˆ d i, fu¨r i∈ {1,2,3,10,11,12}, e4 =ˆ d 12, e5 =ˆ d 31,
e6 =ˆ d 22, e7 =ˆ d
2
1, e8 =ˆ d
3
2 und e9=ˆd 11) folgende
Vermutung 6.3 Die Singularita¨t E12(2) besitzt ein stark ausgezeichnetes System
von verschwindenden Zykeln mit folgendem Coxeter–Dynkin–Diagramm:
2
3
4
5
67
8
9
10
12
1
11
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6.2 Wedge–Singularita¨ten: Zwei Beispiele
Sei (X ,0)⊂ (C3,0) eine isolierte Singularita¨t, die durch das Ideal (xz, yz, f (x,y))
gegeben wird, wobei f eine ebene Kurvensingularita¨t (C,0)⊂ (C2,0) definiere. In
Kapitel drei (Satz 3.2) haben wir gesehen, daß (X ,0) µ–konstant in eine isolierte
Singularita¨t eines vollsta¨ndigen Durchschnitts, (Y,0), deformiert. Insbesondere
haben wir gesehen, wie die Coxeter–Dynkin–Diagramme von (X ,0) aussehen:
Sie bestehen aus einem Coxeter–Dynkin–Diagramm der Singularita¨t (Y,0) und
einer zusa¨tzlichen Ecke, die mit keiner der u¨brigen Ecken verbunden ist (Satz
3.8). Wir wollen in diesem Abschnitt fu¨r zwei einfache Wedge–Singularita¨ten,
na¨mlich fu¨r die Singularita¨ten D4 ∨ L und E6 ∨ L, mit Hilfe geeigneter reeller
Morsifikationen Satz 3.6 verifizieren. Wir erinnern daran, daß diese Singularita¨ten
(µ-konstant) in die Singularita¨ten S5 bzw. U7 deformieren.
6.2.1 D4∨L
Die Singularita¨t (X0,0) ⊂ (C3,0) vom Typ D4 ∨ L werde durch die maximalen
Minoren der Matrix
M0 =
(
z xy y2
0 y x
)
.
gegeben. Wir “verschieben” zuna¨chst die Gerade {y = z = 0} in der xy–Ebene;
die daraus resultierende Kurve Xs besitzt die Pra¨sentationsmatrix
Ms =
(
z xy + sx y2 + sy
0 y x
)
.
 
  
  
 
 
 
Abbildung 6.7: Die reelle Kurve Xs∩R3 mit s ∈R+
Wir beno¨tigen eine einparametrige Sto¨rung von M0, die mit einer (generi-
schen) Geraden im Basisraum korrespondiert. Nach Satz 3.6 trifft diese Ge-
rade die Diskriminante der semiuniversellen Deformation in (mit Multiplizita¨t
geza¨hlten) 7 Punkten.
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Als generische Sto¨rung betrachten wir die Minoren der Matrix
Ms,a =
(
z xy + sx +a y2 + sy
a y x
)
,
die die Kurve Xs,a definieren.
Es ist klar, daß Xs = Xs,0 singula¨r ist, denn diese Kurve besitzt einen Tripel-
punkt und zwei Doppelpunkte (in den Punkten (x,y,z) = (±s,s,0)). Daru¨ber hin-
aus wird die Kurve Xs,a genau fu¨r a =±12 is singula¨r (dies folgt aus dem nachste-
henden Lemma 6.4).
Auch bei der Behandlung dieser Singularita¨t vom Typ D4∨L fu¨hren wir eine
Modifikation durch: Fu¨r b ∈Rwerde die Kurve X bs,a durch die maximalen Minoren
der Matrix
M bs,a =
(
z xy + sx +a y2 + sy + b
a y x
)
definiert.
Lemma 6.4 Fu¨r s ∈ R∗ und 0≤ e < s24 besitzt die Kurve X es,a genau dann Singu-
larita¨ten, falls a die Gleichung
a(a− e )(a + e )(a + i
√
s2−4e
2
s)(a− i
√
s2−4e
2
s) = 0
annulliert. Fu¨r e 6= 0 besitzen die Kurven X es, e und X es,−e zwei Doppelpunkte als
Singularita¨ten, na¨mlich fu¨r X es, e : (x,y,z) ∈ {( a 1, a 1, e a 2),( a 2, a 2, e a 1)} und fu¨r
X es,−e : (x,y,z)∈ {(−a 1, a 1, e a 2),(−a 2, a 2, e a 1)}, wobei a 1 und a 2 Lo¨sungen der
Gleichung a 2 + s a + e2 = 0 sind. Die Kurve X
e
s,0 ist im Nullpunkt singula¨r; dabei
handelt es sich fu¨r e = 0 um einen Tripelpunkt und fu¨r e 6= 0 um einen Doppel-
punkt. Desweiteren besitzt die Kurve X0s,0 = Xs in den Punkten (±s,s,0) Doppel-
punkte. Die u¨ber den kritischen Werten−i
√
s2−4e
2 s und i
√
s2−4e
2 s liegenden Kurven
enthalten genau einen singula¨ren Punkt, na¨mlich einen Doppelpunkt.
Beweis Wie im Beweis von Lemma 5.14 ist ein Gleichungssystem mit 12 Glei-
chungen zu lo¨sen, wobei drei dieser Gleichungen durch die maximalen Minoren
der Matrix M es,a gegeben werden, also
yz−a(xy + sx +a) = 0 (A)
xz−a(y2 + sy + e ) = 0 (B)
(x2−y2)(y + s) +ax− e y = 0, (C)
und die u¨brigen neun Gleichungen durch die 2×2–Minoren der Jacobi–Matrix −a(y + s) z−ax yz −a(2y + s) x
2x(y + s) +a −3y2−2sy− e +x2 0
 .
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Wir unterscheiden wieder mehrere Fa¨lle. Mit M(i, j), 1≤ i, j ≤ 3, wollen wir
den 2×2 –Minor der Jacobi–Matrix bezeichnen, der durch Streichen der i–ten
Zeile und der j–ten Spalte entsteht und mit m(i, j) die Gleichung M(i, j) = 0.
• a = 0 : m(3,3)⇒ z = 0, m(1,2)⇒ x(y + s) = 0.
• x = 0 : Die Gleichungen (C) und m(2,1) liefern: −y2(y + s)− e y = 0
und 3y3 +2sy2 + e y = 0. Aus diesen beiden Gleichungen folgt wider-
um: y2(2y + s) = 0.
• y = 0 : In diesem Fall ist (0,0,0) ∈ X es,0 ein singula¨rer Punkt. Fu¨r
e 6= 0 handelt es sich dabei um einen Doppelpunkt und fu¨r e = 0
um einen Tripelpunkt.
• y 6= 0 : Also gilt s = −2y. Aus −y2(y + s)− e y = 0 folgt dann
y(y2− e ) = 0, also y2 = e und s24 = e . Die letzte Gleichung steht
im Widerspruch zur Annahme e < s24 .
• x 6= 0 : Dann gilt s = −y und damit auch e y = 0 (wegen (C)). Die
Annahme e 6= 0 wu¨rde y = 0, also auch s = 0, liefern und damit einen
Widerspruch zur Voraussetzung s ∈ R∗. Also gilt e = 0. Es folgt: Die
Kurve X0s,0 besitzt in den Punkten (±s,s,0) einen Doppelpunkt.
• a 6= 0 : In diesem Fall gilt dann auch y 6= 0 (aus den Gleichungen (A) und
m(3,2) erha¨lt man 2yz = a2). Wegen y 6= 0 wird X es,a dann lokal durch die
Gleichungen (x2− y2)(y + s)− e y + ax = 0 und z = xy+sx+ay beschrieben.
Gesucht sind also Lo¨sungen des Gleichungssystems
(x2−y2)(y + s)− e y +ax = 0 (1)
2x(y + s) +a = 0 (2)
−3y2−2sy +x2− e = 0 (3).
Nun gilt: “(1)−x(2)−y(3)”⇔ (x−y)(x +y)(2y + s) = 0.
• x = y : Aus (2) und (3) folgt: 2y(y+s)+a = 0 und−2y(y+s)− e = 0,
also a = e und y2 + sy + e2 = 0.
• x =−y : (2) und (3) liefern: −2y(y+s)+a=0 und−2y(y+s)− e =0,
also a =−e und y2 + sy + e2 = 0.
• 2y + s = 0 : Hier ergeben (2) und (3): xs + a = 0 und x = ±i
√
s2−4e
2 ,
also a =∓i
√
s2−4e
2 s.
2
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Die folgende Abbildung vermittelt einen Eindruck von den ebenen Kurven C es, e
und C es,−e ; dabei entsteht die Kurve C es,a aus X es,a durch Projektion in die xy–Ebene,
d.h. C es,a wird durch die Gleichung
(x2−y2)(y + s)− e y +ax = 0
definiert.
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Abbildung 6.8: Die reellen Kurven C es, e und C es,−e
Man sieht: das Sto¨ren der Gleichungen durch den neuen Parameter e bewirkt,
daß der Tripelpunkt der Faser Xs “entfaltet” wird, d.h. aus diesem Tripelpunkt
entstehen drei Doppelpunkte, die sich auf die Kurven X es,0, X es, e und X es,−e vertei-
len. Ferner werden die zwei Doppelpunkte der Kurve Xs in verschiedene Fasern,
na¨mlich X es, e und X es,−e , “verschoben”.
Wie u¨blich sei der Parameter a in einer hinreichend kleinen, abgeschlossenen
Kreisscheibe ¯D enthalten. In dieser Kreisscheibe betrachten wir das folgende stark
ausgezeichnete Wegesystem:
r
r
rr r
r
a7
a3
a∗g 7
g 3
a1,a2=ea5,a6=−e a4
Abbildung 6.9: Die Verteilung der kritischen Werte
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Nun betrachten wir die reelle Kurve X es,0∩R3:
  
  


d 1 d d 5
Abbildung 6.10: Die reelle Kurve X es,0∩R3 mit s ∈R+
Es ist klar, daß sich die verschwindenden Zykel d 1, d 2, d 4, d 5 und d 6, die
zu den kritischen Werten a1 = a2 = e , a4 = 0 und a5 = a6 = −e geho¨ren, un-
tereinander nicht schneiden, da die Tra¨ger dieser Zykel (fu¨r hinreichend klein
gewa¨hltes e ) in kleinen (disjunkten) Umgebungen der Punkte (0,0,0), (s,−s,0)
und (−s,−s,0) liegen. Zudem wissen wir bereits, daß sich die aus dem Tri-
pelpunkt hervorgegangenen verschwindenden Zykel d 2, d 4 und d 6 untereinander
nicht schneiden.
Wir zeigen nun, daß der Zykel d ∈H1(X es,0;Z) aus Abb. 6.10 zwei verschwin-
dende Zykel repra¨sentiert:
Lemma 6.5 Der Zykel d ∈H1(X es,0;Z) verschwindet, falls a, von Null ausgehend,
entlang der imagina¨ren Achse in die kritischen Werte a3 = −i
√
s2−4e
2 s bzw. a7 =
i
√
s2−4e
2 s la¨uft.
Beweis Wir definieren folgende Mengen:
Z := ¯D× [ e , s
2
4
]
D := {(a, b ) ∈ Z : X bs,a ist nicht glatt}
Z∗ := Z−D ∪{(0, e ), (i
√
s2−4e
2
s, e )}
In Z betrachten wir die Wege:
j : [ e ,
s2
4
]→D, t 7→ (0, t)
y + : [ e ,
s2
4
]→D, t 7→ (i
√
s2−4t
2
s, t)
g + : [0, 1]→ ¯D∼= ¯D×{e } ⊂ Z, t 7→ (i
√
s2−4e
2
st, e )
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y +
¯D×{e }
j
¯D×{ s24 }
g +
Abbildung 6.11: Der Zylinder Z
Wir zeigen: d ∈ H1(X es,0;Z) verschwindet la¨ngs g +. Dazu machen wir uns
zuna¨chst klar, daß d la¨ngs des Weges j verschwindet. Wir untersuchen der Ein-
fachheit halber anstelle der Raumkurve X bs,0 die ebene Kurve C
b
s,0, die durch die
Gleichung (x2−y2)(y+ s) = b y gegeben wird. In der
reellen ebenen Kurve C es,0∩R2 finden wir den Zykel
d wieder, siehe rechte Abbildung. Die reelle Funktion
(x,y) 7→ (x2− y2)(y + s) nimmt innerhalb des Gebie-
tes G := {(x,y) ∈ R2 : y >−s, x > y, x < −y} ⊂ R2
negative Werte an. Daraus folgt, daß die in G liegen-
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d
den Lo¨sungen der Gleichung (x2− y2)(y + s) = b y fu¨r hinreichend kleines b > 0
einen Zykel bilden, der sich fu¨r wachsendes b zusammenzieht. Wenn jetzt b den
(kritischen) Wert s24 annimmt, wird dieser reelle Zykel auf den Punkt (0,− s2) kon-
trahiert.
Sei j + ein Weg in Z∗ mit Anfangspunkt (0, e ) und Endpunkt (i
√
s2−4e
2 s, e ),
der aus y −1+ ◦ j durch minimales Sto¨ren hervorgeht und der in Z∗ homotop zu g +
ist. Dann gilt: d ∈ H1(X es,0;Z) verschwindet la¨ngs g +.
Vollkommen analog beweist man, daß d ∈H1(X es,0;Z) auch la¨ngs
g − : [0, 1]→ ¯D∼= ¯D×{e } ⊂ Z, t 7→ (−i
√
s2−4e
2
st, e )
verschwindet. 2
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Auf Grund des Lemmas bezeichnen wir den Zykel d zuku¨nftig mit d 3 bzw. d 7.
Wir geben diesem Zykel eine feste Orientierung. Aus Abb. 6.10 folgt, daß sich d 1
und d 5 dann so orientieren lassen, daß sich folgende Schnittzahlen ergeben:
( d 1, d 3) = ( d 1, d 7) = ( d 3, d 5) = ( d 7, d 5) = 1
Ferner ist uns aus Kapitel 4 bekannt, daß der Zykel d 3(= d 7) genau zwei ver-
schwindende Zykel des Tripelpunktes mit Schnittzahl±1 schneidet. Dies sind die
Zykel d 2 und d 6, deren Orientierung wir durch die Forderung
( d 2, d 3) = ( d 2, d 7) = ( d 3, d 6) = ( d 7, d 6) = 1
festlegen. Schließlich erhalten wir
Satz 6.6 Die durch die maximalen Minoren der Matrix M0 definierte isolierte
Kurvensingularita¨t (X0,0)⊂ (C3,0) besitzt ein stark ausgezeichnetes System von
verschwindenden Zykeln mit folgendem Coxeter–Dynkin–Diagramm:
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3
4
5
6
7
Abbildung 6.12: Ein Coxeter–Dynkin–Diagramm der Singularita¨t D4∨L
Bemerkung 6.7 Wir haben soeben nicht nur fu¨r die Singularita¨t X0 vom Typ
D4 ∨ L ein Coxeter–Dynkin–Diagramm erstellt, sondern “gleichzeitig” auch fu¨r
die isolierte Raumkurvensingularita¨t (Y0,0) ⊂ (C3,0) vom Typ S5, die durch die
maximalen Minoren der Matrix (
z xy y2
1 y x
)
,
also durch das Ideal I = (yz−xy, xz−y2) gegeben wird. Die durch die Gleichun-
gen yz−xy− sx−a = 0 und xz−y2− sy− e = 0 definierte Kurve Y es,a ist (wieder
fu¨r fest gewa¨hlte s und e ) genau dann singula¨r, wenn a die Gleichung
(a− e )(a + e )(a + i
√
s2−4e
2
s)(a− i
√
s2−4e
2
s) = 0
erfu¨llt; man erha¨lt also bis auf a = 0 die gleichen kritischen Werte wie zuvor.
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6.2.2 E6∨L
Mit den gleichen Methoden wie im vorangegangenen Abschnitt behandeln wir
jetzt die Singularita¨t (X0,0)⊂ (C3,0) vom Typ E6∨L, die durch die maximalen
Minoren der Matrix
M0 =
(
z x3 y2
0 y x
)
.
gegeben wird. Die Entfaltung
fs(x,y) = x4−y3 +36s3x2 +8sx2y−5s2y2
der Funktion f0(x,y) = x4− y3 definiere die ebene Kurve Cs, d.h. Cs := f−1s (0);
diese Kurve besitzt fu¨r festes s ∈ C∗ in den Punkten (0,0), (−
√
6s3,−6s2) und
(
√
6s3,−6s2) Doppelpunkte, siehe Abb. 6.13. Die Entfaltung fs des Funkti-
onskeims f fu¨hrt unmittelbar zu einer Deformation der Singularita¨t X0 = C0∨L,
na¨mlich durch die Matrix
Ms =
(
z x3 +36s3x +8sxy y2 +5s2y
0 y x
)
,
deren maximale Minoren die Kurve Xs definieren.
Abbildung 6.13: Die reellen Kurven Cs∩R2 und Xs∩R3 mit s ∈ R+
Im folgenden sei s ∈R+ fest gewa¨hlt. Als generische Sto¨rung verwenden wir
die Minoren der Matrix
Ms,a =
(
z x3 +36s3x +8sxy +a y2 +5s2y
a y x
)
,
die die Kurve Xs,a definieren.
Nach Satz 3.6 gilt fu¨r die Multiplizita¨t m der Diskriminante der semi–uni-
versellen Deformation der Singularita¨t (X0,0): m = µ(C0) +mult(C0) = 9.
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¨Uber a = 0 liegt eine singula¨re Faser, denn die Kurve Xs,0 = Xs besitzt einen
Tripelpunkt und zwei Doppelpunkte. Fu¨r a 6= 0 wird die Kurve Xs,a genau dann
singula¨r, falls a die Gleichung
14348907a4 +13681053952a2s9−15925248000s18 = 0
annulliert. Diese Gleichung wurde mit SINGULAR, [GPS], berechnet. Man er-
kennt: Neben dem kritischen Wert a = 0 gibt es noch zwei reelle und zwei rein
imagina¨re kritische Werte.
Erneut fu¨hren wir mit e einen weiteren Sto¨rparameter ein: e ∈ R+ sei hinrei-
chend klein und fest gewa¨hlt. Die Kurve X es,a werde durch die Matrix
M es,a =
(
z x3 +36s3x +8sxy +a y2 +5s2y + e
a y x
)
definiert.
Mit SINGULAR lassen sich auch hier die kritischen Werte berechnen; es sind
die Nullstellen des Polynoms in a
14348907a9 + 13681053952a7s9 − 15925248000a5s18 − 2021977728a7s5 e +
65881866240a5s14 e − 272097792a7s e 2 − 253647492096a5s10 e 2 +
210213273600a3s19 e 2 + 36323092992a5s6 e 3 − 869231886336a3s15 e 3 +
1778153472a5s2 e 4 + 1553676926976a3s11 e 4 − 687970713600as20 e 4 −
214416228352a3s7 e 5 + 2842847870976as16 e 5 − 4437049344a3s3 e 6 −
3142545113088as12 e 6 + 415979274240as8 e 7 + 2672820224as4 e 8 +
4194304ae 9.
Man entnimmt diesem Polynom (oder auch der Matrix M es,0): Die Kurve X es,0
besitzt im Ursprung einen Doppelpunkt. Die reelle Kurve X es,0∩R3 sieht qualitativ
wie folgt aus:
 
 


 
Abbildung 6.14: Die reelle Kurve X es,0∩R3
Um zu erfahren, welche Auswirkung der neue (reelle) Parameter e auf die
Lage der kritischen Werte hat, wollen wir untersuchen, wie sich die Kurve X es,0
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vera¨ndert, wenn man den Parameter a la¨ngs der reellen Achse bewegt. Aus Sym-
metriegru¨nden ((x,y,z) ∈ X es,a⇔ (−x,y,z) ∈ X es,−a) beschra¨nken wir uns darauf,
den Fall a ∈ R+ zu untersuchen. Desweiteren genu¨gt es, die durch die Gleichung
x4−y3 +36s3x2 +8sx2y−5s2y2− e y +ax = 0
definierte ebene Kurve C es,a zu betrachten. In der folgenden Abbildung ist ein-
getragen, wo die reelle Funktion f es (x,y) = x4−y3 +36s3x2 +8sx2y−5s2y2− e y
positive bzw. negative Werte annimmt:
⊕⊕
	
	
	 	
Wegen (x,y) ∈C es,a⇔ f es (x,y) =−ax werden fu¨r wachsendes a die Komponenten
der reellen Kurve C es,a∩R2 in der linken Halbebene aneinandergezogen, wa¨hrend
sie sich in der rechten Halbebene voneinander entfernen:
d 8 d 1
d
Schließlich entstehen in der linken Halbebene zwei (reelle) Doppelpunkte. Die
dazugeho¨rigen kritischen Werte bezeichnen wir mit a2 und a3. Man u¨berlegt sich
schnell, daß die zu diesen Werten geho¨renden Raumkurven X es,a2 und X
e
s,a3 eben-
falls Doppelpunkte enthalten; einer davon ist aus dem Tripelpunkt entstanden und
der andere aus dem Doppelpunkt (−
√
6s3,−6s2,0) der Faser Xs,0. Es ist klar, daß
es sich bei a6 :=−a3 und a7 :=−a2 ebenfalls um kritische Werte handelt, u¨ber de-
nen jeweils ein Doppelpunkt liegt. Auch hier ist einer der Doppelpunkte aus dem
Tripelpunkt entstanden und der andere aus dem Doppelpunkt (
√
6s3,−6s2,0) der
Faser Xs,0. Desweiteren zeigt sich, daß die mit d 1 und d 8 bezeichneten Komponen-
ten der reellen Kurve C es,0 verschwinden, falls man a∈R+ vergro¨ßert bzw. a∈R−
verkleinert. Die u¨brigen zwei kritischen Werte a4 und a9 sind rein imagina¨r. Wie
in Lemma 6.2.2 kann man zeigen, daß der Zykel d ∈ H1(X es,0;Z) verschwindet,
falls a, von Null ausgehend, entlang der imagina¨ren Achse in die kritischen Werte
a3 oder a9 la¨uft.
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Der Sto¨rparameter a sei in einer kleinen, abgeschlossenen Kreisscheibe ¯D ent-
halten. In ¯D wa¨hlen wir ein stark ausgezeichnetes Wegesystem:
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a9
a4
a∗
a1a8 a6,a7 a2,a3
Der Zykel d 1 schneidet nur einen der anderen verschwindenden Zykel, na¨mlich
denjenigen, der unter der Modifikation (Ms,a → M es,a) aus dem reellen Doppel-
punkt (
√
6s3,−6s2,0) der Faser Xs,0 hervorgegangen ist. Dieser Zykel geho¨rt zu
dem kritischen Wert a6 oder a7. Wir ko¨nnen ohne Einschra¨nkung annehmen,
daß es sich dabei um den zu dem kritischen Wert a6 geho¨renden Zykel d 6 han-
delt (andernfalls kann man auf das 9-Tupel ( d 1, ..., d 9) bzw. auf das gewa¨hlte
Wegesystem die Zopfgruppenoperation a 6 anwenden; dabei werden d 6 und d 7
“vertauscht”). Entsprechend begru¨ndet sich die Annahme, daß d 8 nur den Zy-
kel d 3 schneidet. Wir orientieren die Zykel d 3 und d 6 nun so, daß sich fol-
gende Schnittzahlen ergeben: ( d 1, d 6) = ( d 3, d 8) = 1. Desweiteren erha¨lt man:
( d 4, d 6) =−( d 6, d 9) = ( d 3, d 4) = ( d 3, d 9) = 1.
Der Zykel d 4 (bzw. d 9) schneidet neben d 3 und d 6 noch zwei verschwindende
Zykel, die zu dem Tripelpunkt geho¨ren. Dies sind die Zykel d 2 und d 7, die wir so
orientieren ko¨nnen, daß ( d 2, d 4) = ( d 2, d 9) = ( d 4, d 7) =−( d 7, d 9) = 1 gilt.
Es ist klar, daß sich die verschwindenden Zykel d 2, d 3, d 5, d 6 und d 7 unterein-
ander nicht schneiden, da die Tra¨ger dieser Zykel (fu¨r hinreichend klein gewa¨hltes
e ) in kleinen (disjunkten) Umgebungen der Punkte (0,0,0), (−√6s3,−6s2,0) und
(
√
6s3,−6s2,0) liegen. Zudem wissen wir bereits, daß sich die aus dem Tri-
pelpunkt hervorgegangenen verschwindenden Zykel d 2, d 5 und d 7 untereinander
nicht schneiden.
Damit sind alle Schnittzahlen berechnet, und wir haben den folgenden Satz
bewiesen:
WEDGE–SINGULARITA¨TEN: ZWEI BEISPIELE 101
Satz 6.8 Die durch die maximalen Minoren der Matrix M0 definierte isolierte
Kurvensingularita¨t (X0,0)⊂ (C3,0) besitzt ein stark ausgezeichnetes System von
verschwindenden Zykeln mit folgendem Coxeter–Dynkin–Diagramm:
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  
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
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 

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 

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Abbildung 6.15: Ein Coxeter–Dynkin Diagramm der Singularita¨t E6∨L
Auch an dieser Stelle sei erwa¨hnt, daß die hier angestellten ¨Uberlegungen auch
fu¨r die isolierte Raumkurvensingularita¨t (Y0,0)⊂ (C3,0) vom Typ U7, die durch
die maximalen Minoren der Matrix(
z x3 y2
1 y x
)
,
also durch das Ideal (yz− x3, xz− y2) gegeben wird, ein Coxeter–Dynkin–Dia-
gramm liefern.
Das in Satz 3.8 angegebene Resultat bezu¨glich der Gestalt der Coxeter–Dyn-
kin–Diagramme von Wedge–Singularita¨ten gibt desweiteren Anlaß zu folgender
Vermutung: Es sei (X ,0) ⊂ (C3,0) eine isolierte Kurvensingularita¨t, und es sei
p : (X,0)→ (S,0) die semi–universelle Deformation von (X ,0). Mit (D,0) werde
wie u¨blich die Diskriminante der semi–universellen Deformation bezeichnet, der
wir die reduzierte Struktur geben. (D,0) werde durch einen holomorphen Funk-
tionskeim a ∈ OCt ,0 beschrieben, und a = a 1 · ... · a n sei die Zerlegung von a
in irreduzible Faktoren. Es ist wohlbekannt, daß ein Coxeter–Dynkin–Diagramm
von (X ,0) ein zusammenha¨ngender Graph ist, falls die Diskriminante irreduzibel
ist (vgl. [Loo]; der dort fu¨r vollsta¨ndige Durchschnitte aufgefu¨hrte Beweis la¨ßt
sich auf die Situation von Kurvensingularita¨ten in (C3,0) u¨bertragen).
Vermutung 6.9 Ein (und damit jedes) Coxeter–Dynkin–Diagramm von (X ,0) be-
steht aus n disjunkten Teilgraphen.
Anhang A
Einfache Kurvensingularita¨ten
Satz A.1 (Arnol’d, [Arn]) Jeder Keim einer einfachen ebenen Kurvensingularita¨t
ist R –a¨quivalent zu einer der folgenden Normalformen:
Bezeichnung Normalform
Ak, k ≥ 1 xk+1 +y2
Dk, k ≥ 4 x2y +yk−1
E6 x3 +y4
E7 x3 +xy3
E8 x3 +y5
Satz A.2 (Giusti, [Gi]) Jeder Keim einer einfachen Kurvensingularita¨t in C3, der
ein vollsta¨ndiger Durchschnitt ist, ist K –a¨quivalent zu einer der folgenden Nor-
malformen:
Bezeichnung Normalform
Sk, k ≥ 5
(
x2 +y2 + zk−3, yz
)
T7
(
x2 +y3 + z3, yz
)
T8
(
x2 +y3 + z4, yz
)
T9
(
x2 +y3 + z5, yz
)
U7
(
x2 +yz, xy + z3
)
U8
(
x2 +yz + z3, xy
)
U9
(
x2 +yz, xy + z4
)
W8
(
x2 + z3, y2 +xz
)
W9
(
x2 +yz2, y2 +xz
)
Z9
(
x2 + z3, y2 + z3
)
Z10
(
x2 +yz2, y2 + z3
)
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Satz A.3 (Fru¨hbis, [Fr]) Jeder Keim einer einfachen Kurvensingularita¨t in C3,
der kein vollsta¨ndiger Durchschnitt ist, ist K –a¨quivalent zu einer der folgenden
Normalformen:
Bezeichnung Normalform Milnorzahl Multiplizita¨t
Ak∨L, k ≥ 1
(
z y xk
0 x y
)
k+1 3
E6(1)
(
z y x2
x z y
)
4 3
E7(1)
(
z +x2 y x
0 z y
)
5 3
E8(1)
(
z y x3
x z y
)
6 3
J2,0(2)
(
z +x2 y x2
0 z y
)
6 3
J2,1(2)
(
z +x2 y x3
0 z y
)
7 3
E12(2)
(
z y x3
x2 z y
)
8 3
Dk∨L, k ≥ 4
(
z 0 xk−2−y2
0 x y
)
k+1 4
E6∨L
(
z y3 −x2
0 x y
)
7 4
E7∨L
(
z 0 −x2−y3
0 x y
)
8 4
E8∨L
(
z y4 −x2
0 x y
)
9 4
S∗6
(
z x y
0 y x2− z2
)
6 4
T ∗7
(
z x y
0 y x2− z3
)
7 4
U∗7
(
z xy x2
x z y
)
7 4
W ∗8
(
z y2 x2
x z y
)
8 4
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