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Abstract
Greenhouse gas (GHG) emissions have a global impact on world economies and the ecosystem.
Scientific assessment of GHG emissions is an issue that requires immediate action from key
decision-makers and influencers. A comprehensive review of the impact of climate change and its
dire consequences on daily life is illustrated in this dissertation. The most common technique to
lower GHG emissions in the atmosphere is by switching GHG emission sources to zero-emission
sources such as solar energy, wind energy, bioenergy, and geothermal power. Recently, all these
technologies have made significant progress in lowering capital operation costs and their cycle
efficiencies. This has increased their adoption in many countries and resulted in a slight decrease
in the rate of air pollution production. Special attention is given to solar energy technology over
the other renewable energy technologies because of its potential for fighting climate change. Solar
energy is a renewable energy that is inexhaustible and widely available. The disadvantage of solar
energy technology is its non-availability during nighttime or on cloudy days when solar radiation
is not present to produce power. To overcome this issue, integrating a thermal energy storage
system into a solar power plant is required to make the solar technology available around the clock
by storing the heat for later use for power-plant cost reduction.
The main research and development needs of a thermal energy storage system are
investigating cost-effectiveness, increased system efficiency, and material compatibility with the
temperature of the solar power plant. Most current research focuses on investigating viable
candidate materials for cost-effective techniques to store heat. In this study, we investigated the
combination of fins with embedded absorbing nanoparticles in phase-change materials as well as
in the inner wall, which can be integrated with a concentrated solar power plant for hightemperature-based power generation, leading to a renewable power plant with high thermal
v

efficiency to replace fossil fuel-based power generation to reduce global warming. Our results
indicate that these benefits could be significantly enhanced by incorporating a fin-shaped design
that improves the thermal energy transfer during the processing. The results showed that
solidification (energy recovery) time could be reduced by 76% by controlling the phase change
material’s optical thickness property by embedding radiation absorbing particles.
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Chapter 1: Introduction

The phrase “climate change” in atmospheric science is defined as the change of weather
in a specific geographical location over time. Temperature is the most commonly-used
measurement to describe climate change [1].
Multiple evidence-based studies have demonstrated that human activities, especially
emissions of greenhouse gases (GHGs) from fossil-fuel combustion, have significant effects on
environmental quality all over the world [2]. These emission activities result in pollution,
desertification, deforestation, and global warming. Human behavior is viewed as a significant
contributor to these issues. For the purposes of this study, the United Nations Framework
Convention on Climate Change (UNFCC) was used.
“Climate change” means a change of climate which is attributed directly
or indirectly to human activity that alters the composition of the global
atmosphere and which is in addition to natural climatic variability
observed over comparable time periods. [3]
Several studies have showed that sea ice is retreating, the temperature of the seas and the
earth’s surface is increasing, and massive wildfires are occurring more frequently. Society’s
response to these climate changes can be reducing the negative impacts (adaptation) or taking
advantage of new opportunities (mitigation) [4].
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Mitigation is defined as climate change reduction by lowering the emissions of GHGs in
the atmosphere [5]. GHG reduction is replacing fossil fuel energy with zero-emission energy
sources.
Zero-emission energy or renewable energy initiatives are aimed at minimizing global
climate change. For example, in 2010, two massive solar projects were approved on public lands
used for nature-based recreation—Imperial Valley and the Lucerne Valley Solar Project in the San
Bernardino National Forest in California [6].
Renewable energy sources are energy produced from natural processes such as sunlight,
wind, water, and plants that turn it into various usable energy forms such as electricity, heat, or
mechanical power [7]. Unlike fossil fuels, these types of energy sources are continuously available.
In contrast, fossil fuels are considered to be finite energy sources that formed in the earth over the
millennia from the remains of organic substances [8]. Importantly, renewable energies are clean
source of energies and release no emissions into the atmosphere.
Renewable energy can be categorized by the various energy sources that are in use,
including hydropower, biomass, wind power, fuel cells, solar energy, and geothermal. Solar energy
is considered one of the most viable clean energy alternatives to meet the world’s energy demand
because it is a zero-emission power generation system [9]. Solar energy has the advantages of
being freely-available, low-cost, and environmentally-friendly. Solar energy refers to converting
solar radiation to electricity (photovoltaic) and converting the radiation to power via heat (thermal
solar energy). The significant reduction in the cost of solar energy over the last decades makes it
a feasible alternative to fossil fuels. By 2050, concentrating solar power (CSP) and photovoltaic
are predicted to supply 16% and 11% of global electrical power generation, respectively [1,1014].
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Hence, concentrated solar power is showing good promise, with enormous quantities of
incoming radiation from the sun, and offers high conversion efficiency and low cost if integrated
with energy storage to compensate for nighttime and cloudy days.
The energy storage system stores the energy using either a sensible heat material (sensible
heat storage) or a latent heat (latent heat storage, LHS) system. Sensible heat is considered to be a
direct way to store the energy, where the material’s temperature increases and decreases without
any change in its phase [15]. A latent heat material transforms from solid to liquid and liquid to
gas by releasing or absorbing heat. Because of its high fusion property, latent heat (a phase change
material) can store 5–14 times more heat compared with sensible heat at the same temperature
[16].
The LHS technique has a significant advantage in terms of higher specific energy storage
capacity, which leads to a smaller storage tank and, therefore, lower capital cost. In this study, we
investigated the combination of fins with embedded absorbing nanoparticles in the phase change
materials (PCM) and in the inner wall, which can be integrated with concentrated solar power for
high-temperature-based power generation, leading to a renewable power plant with high thermal
efficiency to replace fossil fuel-based power generation to reduce global warming.
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Chapter 2: Literature Review

A thermal energy storage system usually has one or two tanks integrated into the power
plant. In a two-tank design, one tank is connected directly to the solar collectors and receives the
heat transfer fluid with high temperature; the second tank is connected directly to the power block
(either steam or gas) and receives the heat transfer fluid with low temperature [17]. The second
tank can be eliminated by using only one tank that contains latent heat material.
Using latent heat is a common method to store heat, as it can enable isothermal and high
energy storage conditions. Several phase-change materials are used for low-temperature
applications, temperature lower than 120 oC. The latent heat material can be classified into two
categories—inorganic and organic salt hydrate [20, 18-26]. Organic materials have been used in
numerous studies recently. The disadvantage of this type of latent heat materials is that they have
poor heat transfer properties, such as low density and low thermal conductivity, and high cost.
Organic materials typically do not suffer subcooling and segregation in the thermal process [25,
27].
There is a significant focus on latent heat materials with a high melting point for
concentrated solar power applications. High-temperature phase change materials, defined as
having a melting temperature over 200 oC, are used for high temperature thermal energy storage
systems. The melting temperature and the latent heat of fusion are the most important properties
for selecting the storage material. Thermal conductivity and density also play a significant role in
the determination of the phase change material [28]. Table 1 provides a listing of phase change
materials with melting points from 300–800 °C.
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Table 1. Phase Change Materials with Melting Points from 300 °C to 800 °C [28,61-67]

Phase Change Materials
Composition
(mole%)

Heat of Fusion
(kJ/kg)

Melting Points
(°C)

NaNO3

173

308

KNO3

100

337

Zinc

113

420

NaCl/MgCl2 (57/43)

292

444

NaCl/CaCl2 (48/52)

278

500

CaCl2/NaCl (52.1/47.9)

278

504

BaCl2/MgCl2 (42.9/57.1)

—

559

BaCl2/CaCl2 (35.9/64.1)

—

608

CaCl2/MgCl2 (47.4/52.6)

—

617

BaCl2/NaCl (39.9/60.1)

—

651

Aluminum

397.3

660

NaCl/KCl (50/50)

—

685

NaF/KF (40/60)

403.3

710

MgCl2

454

714

KCl

356.3

770

CaCl2

255.7

782

NaCl

430

800

2.1. Melting of a Confined Phase Change Material
With high specific energy, storage capacity can play a significant role in reducing tank size
and cost of the storage unit. Numerous thermal energy storage systems have been studied,
especially concentrating solar power plants [29-32]. Volume expansion and chemical reactions
that occur during the phase change process lead to corrosion, and poor thermal conductivity is
considered as the main drawback. Those factors profoundly affect the phase change material’s
5

charging and discharging times. Longer melting and solidification time leads to wasting energy
retrieved from the storage system, which results in an increase in the thermal energy storage system
cost and the power plant’s cost[29].
Most prior research focused on employing an extended surface to improve and enhance
Latent Thermal Energy Storage (LTES). Some researchers used a cascade system technique that
works by layering different phase change materials with a different melting temperature in the
direction of the heat transfer fluid (HTF), extracting energy from passing hot fluid. Others mixed
the phase change material with micro/nanoparticles and housing the phase change material with
micro and macro encapsulation to improve its thermal conductivity [33-40]. All these techniques
have been investigated to address the phase change material’s poor thermal conductivity
properties. The significant advantage of LHS is its higher specific energy storage capacity, which
necessitates a smaller storage tank, reducing the cost of the storage system. In this study, enhancing
the performance of LTES was investigated by decreasing the melting time via using the extended
radiative surface in a finned cylindrical storage system. The modeled system receives a
temperature (>800 oC) from a concentrated solar power source such as a central receiver. However,
radiative heat transfer plays a role at elevated temperatures and becomes more critical over
convection and conduction heat transfer modes. The conduction and convection mechanisms are
linearly proportional to the difference in temperatures, but the radiation mechanism is proportional
to the temperature difference to the power of fourth (or higher) [41]. Therefore, poor thermal
conductivity material slowing the transport of the heat conduction energy within the process of
phase change could be eliminated, especially in transparent phase change material, by mixing
phase change materials with some radiative absorber particles to modify its optical depth. In this
methodology, an infrared transparent phase change material with tailored absorptance for
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improved radiation heat transfer is packed into a finned cylinder that has an inner surface coated
with high emissivity material. The goal of this research was to study the influence of phase change
material melting time and the behavior of the heat transfer between the radiative finned tube and
the phase change material. The phase change material selection for this study focused primarily
on low-cost, high-heat capacity to minimize the size of the storage tank and high melting
temperature. Based on these requirements, sodium chloride (NaCl ) was selected as the best
candidate phase change material for this study, which has a melting point range of 800–802 oC,
which is less than the operating range of the concentrating solar power. In this work, the melting
process in the basic finned cylinder shell enhanced by radiative properties was investigated via a
numerical approach. The effects of constant wall temperature at the outer wall with a different
phase change material’s optical depth for the melting process were examined numerically.
Many researchers have investigated various methods to study radiation transfer into the
gray medium between two concentric black cylinders. One study investigated the effect of
radiation on a concentric geometry filled with a gray gas under a large temperature difference [42].
Another study examined the effect of radiative heat transfer in concentric cylinders [43]. Three
cases were considered. The first case had a cold inner and hot outer cylinder, and the second had
a hot inner and cold outer cylinder. In contrast, the third case modeled the effect of radiative and
conduction heat transfer combined. The radiative heat transfer effect on the gray two-phase gasparticles jet medium in a cylinder has were investigated and found that the temperature variation
inside the cylinder can be overcome by using scattering medium. [44]. One study explained the
difference between various methods such as modified finite volume method (MFVM), modified
discrete ordinate method (MDOM), Finite Volume Method (FVM), and Discrete Ordinates
Method (DOM) for studying radiative heat into a cylinder and truncated conical enclosure
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containing absorbing–emitting–scattering mediums [45]. An exact formulation was developed to
study radiation heat in a long cylinder with a gray material. The new formulations were used to
investigate thermal processing in radiative and non-radiative conditions, and the results were
compared with other research [46]. Another study presented a simplified computation method and
calculated Fourier and non-Fourier conduction-radiation heat transfer mechanisms in 1-D
concentric cylinders using finite difference and finite volume methods.
Many heat transfer parameters have been studied and show good agreement with previous
studies [47]. A numerical Monte Carlo method for radiation heat exchange between infinite long
concentric cylinders was developed and used to investigate the emissive power distribution at
different surface temperatures. The study discussed the behavior of the emissive power distribution
and heat transfer at different parameters [48]. An analytical approach within each control volume
and more precise than the linear interpolation of intensity was proposed [49]. The authors also
presented a method as an alternative solution of the Discrete Ordinary radiation equation instead
of the method of finite-difference. The radiative heat transfer in a 2-D cylinder shell visible to a
beam radiative was obtained using the method of an integral equation [50]. In the study, the optical
thickness, aspect ratio, and scattering were analyzed. The Finite Difference Method (FDM) was
used to investigate the radiative heat in symmetry domain that contains an emitting, scattering gray
and absorbing medium and showed that the FVM is a desirable method that could be used to
examine radiative heat transfer in a cylinder shape.
In summary, numerous numerical methods such as integral equation, discrete transfer,
Monte Carlo, FVM, and DOM can be used as a solution method for radiative transfer equation
(RTE).
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2.2. Solidification of Confined Phase Change Material
A previous research study on the phase change material freezing problem revealed that
most of the research studies assume the medium’s temperature at phase changing temperature.
Therefore, the heat does not pass to the liquid region, which makes the solid region only the
moving portion. Using fins as a means to improve heat transfer is an attractive method due to their
compactness and simple structure. Popular fin configurations include annular, longitudinal, pin,
and plate [51, 52]. Longitudinal fins are desirable, as they allow for easier design and fabrication.
The heat transfer exchange with the storage medium is another advantage of fins. Some
experimental studies found that the thermal resistance between the surface and liquid phase change
material decreased as a solid phase started to form next to the inner wall. Alternatively, thermal
resistance was found to remain high at distances far from the wall. This was related to the large
contact between the fins and the liquid phase change material. Moreover, the presence of fins in a
storage system leads to a decrease in the solidification time. An internal longitudinal fins storage
system was studied [53], and the authors found that the thermal resistance between liquid phase
change material and the wall was reduced consistently as the solid phase starts to form next to the
inner surface. The liquid phase change material still has a large contact area with the fins. The
solidification time reduced by including fins in the storing system was compared with a storage
system without fins.
Several researchers studied improving thermal performance in a longitudinal-finned
storage system [35, 54, 55]. Fin-based latent heat storage systems were designed to enhance the
phase transition rate along with the geometry and design parameter [56]. Narasimhan et al. mixed
the phase change material with high conductive particles and numerically investigated the freezing
process in a spherical storage system [57]. The influence of fins and the effect of dimensionless
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parameters such as the Stefan and Biot numbers were studied; it was concluded that these particles
improved the heat transfer at locations far from the sphere wall rather than locations near the wall.
Elbahjaoui et al. studied a two-dimensional technique for the solidification of phase change
material mixed with nanoparticles in a rectangular storing tank [58] that had several vertical slabs
separated by rectangular channels. The study investigated the influence of aspect ratio,
dimensionless heat transfer fluid inlet temperature, and volumetric fraction of nanoparticles. The
authors concluded that the freezing rate could be affected by the volumetric fraction of the
nanoparticles, and the solidification rate can be increased by decreasing the inlet temperature of
the heat transfer fluid. The heat transfer between the slabs and the heat transfer fluid was improved
by modifying the aspect ratio. Bechiri et al. numerically studied the volumetric heat generation
influence on freezing and melting properties of the encapsulated phase change material [59] and
concluded that the efficiency of the storage unit could be higher than one in the presence of heat
generation and vice versa, and the heat generation effect could be neglected in the case of the highvolume fraction.
Mahdi et al. investigated the influence of alumina nanoparticles on phase change material
solidification using a triplex-tube TES system. Their study concluded that the presence of
nanoparticles improved the phase change rate more at the final period of the solidification process
than at an earlier time due to conduction becoming the dominant process over the convection [60].

2.3. Climate Change
“Climate change” refers to a change in the energy balance of the world and is caused by
increases in GHGs, primarily carbon dioxide (CO2) emitted by burning fossil fuels, much of which
settles into the atmosphere. Climate change is also known to cause a significant threat to human
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life; changing weather conditions and rainfall distribution have a massive effect on humanity’s
future. Climate change is a grave environmental issue that has attracted attention during the last
two decades. Weather changes cause changes in the earth’s atmosphere, such as wind, humidity,
temperature, rainfall, and wind, that lasts for an extended amount of time [69, 72].

2.3.1. Causes of Global Climate Change
Human activities have a significant effect on climate change via burning fossil fuels, oil,
gas, and coal, as well as deforestation, resulting in GHGs that harm the atmosphere. The interaction
of these gases with solar radiation is what causes GHG emissions [69-72]. A pack of solar radiation
passes through the atmosphere and arrives at the earth’s surface in the form of long waves; the
earth’s surface absorbs some of this radiation by land, water, and vegetation. A high percentage of
the energy reflected settles in the atmosphere for an extended period. This phenomenon increases
GHG concentration in the atmosphere and ultimately causes a rise in global temperatures [69].
U.S. Energy Information Administration (EIA) published the graph in Figure 1, showing the
Greenhouse Effect and the absorbed and reflected solar radiation by the atmosphere.

Figure 1. Greenhouse Effect [73]
11

As noted in NOAA 2018 Global Climate Summary, the surface temperature of the earth
has increased by an average of 0.07 oC (0.13 oF) since 1880. However, the increase has doubled
since 1981. From 1998 onward, the highest temperature rises on record included the 10 warmest
years, with 9 of these 10 years occurring since 2005. Since then, every year has seen an increase
in temperature and includes the 10 warmest years on record. This yearly increase in the surface
temperature has made the last five years (2014–2018) the five warmest on record [74, 75]. Figure
2 shows the rise in the temperature of the earth’s surface throughout the last two decades.

Figure 2. 2018 climate change evidence [76]
The Intergovernmental Panel on Climate Change (IPCC) stated that the temperature of the
earth has already reached around 1 oC, and 1.5 oC could be reached by 2040, as shown in Figure
3. The report stated that immediate action needs to be taken by individuals and governments all
over the world to keep the temperature increase less than 1.5 oC [77].
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Figure 3. Global warming reaching 1 oC above the pre-industrial level in 2017 [78]

2.3.2. Impact of Climate Change
The negative impacts of climate change currently affect daily life in the United States and
around the world by increasing the atmospheric temperature, rising sea levels, affecting the
ecosystem, and changing the weather. Climate change has affected many valuable things that the
human rely on, such as health, agriculture, ecosystem, and transportation.
Changing water resources can have a significant effect on humans. The western U.S.,
experiencing a drought that is a highly significant factor affecting communities. Melting of the
glacier mountains is threatening in the West and Alaska, where they store water to use it during
the dry weather. Midwest and the northeastern states are experiencing heavy rains that significantly
affect the quality of drinking water and increase the floods [79].
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2.3.2.1. Melting Ice and Rising Sea Level
Climate change has significant effects on weather events (e.g., human health, floods,
limited access to clean drinking water, food) because of the ocean thermal expansion and glacier
melting phenomena. It is further noted that both thermal expansion and glacier melting are
significant contributors to the rise in global sea-levels in the 20th century due to the increasing
temperature of the earth. Some land areas located in low-lying areas and small islands can be
flooded, and the population living in these areas will need to relocate to higher-elevation locations
[80].
As noted in IPCC’s 2014 report,
It is virtually certain that the upper ocean (above 700 m) has warmed from
1971 to 2010, and likely that it has warmed from the 1870s to 1971…. It is
likely that the ocean warmed between 700 and 2000 m from 1957 to 2009,
based on 5-year averages. It is likely that the ocean warmed from 3000 m
to the bottom from 1992 to 2005, while no significant trends in global
average temperature were observed between 2000 and 3000 m depth during
this period.
GHG emissions have raised sea level approximately 15 cm in the last century because of
the warm ocean water melting mountain and Arctic glaciers and Greenland’s ice. It is estimated
that sea levels will rise 60 cm during the current century.

2.3.2.2. Effects on Organisms
Climate change extreme events profoundly affect animal, bird, and plant lifecycles in terms
of their distribution and behavior. The variability of climate change effects how birds lay eggs and
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how mammals come out of hibernation and plants bloom earlier than usual. The global temperature
rise pushes animals to move closer to poles because milder winters and less snow can increase the
numbers of winter parasites.
Climate change and the increase in the global temperature affect other animals over the
world; every degree added to global temperature has a cumulative effect, including on vegetation
and the food on which animals live[81]; many animal species feed on grass and leaves, their home
is the forest, and their primary food is trees and plants. The increase of carbon dioxide in the
atmosphere change the chemical composition of leaves, making them poisonous. Other animals
react to climate change by fleeing to a different region; a recent study showed that the average
distance animals fly every 10 years is approximately 17 km toward the South Pole and North Pole,
or they climb a mountain about 11 meters higher in search of cooler places; climate change is
resulting in animals relocating three times more than previously found. Some birds travel further
to the northeast in search of food and moist earth for nesting. Other types of animals are more
adaptable and have a higher chance of survival; these animals look at climate change as a
significant benefit such that they can spread even further [82].
The effect of the increase in global temperature on animals can be summarized as follows
[83]:
•

Rise of global temperature in many regions

•

Increase in natural disasters

•

Disappearance of some islands because of rising sea level

•

Immigration of wild animals because of changes in the ecosystem and habitat loss

Climate change in terms of increase in temperature has a significant effect on plant growth,
as some plants need a cooler place to grow [84] and the availability of water. Soil fertility has a

15

massive impact on people around the world, and global warming is impacting disease, soil, weeds,
and crops. In terms of crops, the growth of plants and vegetables depends on temperature extremes
and environmental changes. The fast increase in population followed by the rise in food demand
requires changes in environmental conditions [85]. High temperatures and drought have a high
impact on crop production—every degree in temperature rise causes a crop yield to decrease by
6% [86].
Water availability influences plant growth, and drought is significantly interrupting the
fertilization process. The harvest index is decreased by 60%, and grain set is significantly reduced
[87]. It has been experimentally found that temperature extremes affect crop production and show
reductions of 6% in wheat, 3.2% in rice, 3.2% in soybeans, and 7.4% in maize[88].

2.3.2.3. Effects on Agriculture
Agriculture is sensitive to climate and weather changes, and fixed weather conditions are necessary
to produce human food and fiber. Agriculture is affected by climate change related to changes in
sunlight, rainfall, and global temperature and to soil erosion. Drought and flood are critical
variables to determine agricultural productivity [89]. Thornton and Lipper [90] reported that
agriculture is contributing to 30–40% of GHG emissions, with 75% of that taking place in
developing countries and potentially increasing to 80% by 2050 [91]. Notably, GHG emissions in
Ethiopia have increased by 80% [92]. As the demand for food increases, it is expected that GHG
emissions from agriculture will increase over time [93]. Climate change can affect farming by two
significant factors; hotter weather will lower the productivity of some countries, and the water
cycle can be affected [69]. Eventually, increased global temperatures with rising concentrations of
CO2 in the atmosphere will result in decreased food production.
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2.3.3. Mitigation and Adaptation
The climate change challenge has followed two significant paths—adaptation and
mitigation. Since the early identification of climate change, researchers were focusing on
developing a policy to mitigate it [94, 95]. Human efforts were to develop an application to reduce
GHG emissions to minimize the emitting of these gases and included development of zeroemission technologies, decreases in forest degradation emissions, and improving energy efficiency
[96]. Some countries have focused on creating new strategies to adapt to climate change because
they lack the resources to pursue mitigation strategies [94, 95]. Climate change adaptation is a
strategy to minimize the effect of climate change caused by humans or the environment and can
be applied before (proactive), during (spontaneous), or after (planned) the effects of climate change
[97]. For instance, third-world counties can be protected from the impacts the climate change due
to limited adaptation resources [98]. It is essential to know that “neither adaptation nor mitigation
alone can avoid all climate change impacts … adaptation and mitigation can complement each
other and together can significantly reduce the risk of climate change” [97].

2.3.3.1. Mitigation of Climate Change
Mitigation refers to human actions taken to decrease the global average temperature of the
earth. Reducing climate change impacts by lowering GHGs in the atmosphere can be done by
either enhancing the gas storage reservoir such as forests and oceans or reducing gas sources such
as burning fossil fuels and coals [99]. Fossil fuels now occupy more than 85% of the primary
energy of the world. The steps of climate change mitigation are to focus on applying economic
strategies and the effect of energy use by humans [100]. Climate change and other global
environmental impacts have been considered and treated by international policy frameworks such
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as the United Nations Framework Convention on Climate Change (UNFCCC) agreement with the
Kyoto Protocol (KP), and many organizations belong to the United Nations (UN) [101].

2.3.3.2. Hydropower
A hydropower system is an energy source that occurs from water falling from a higher to
a lower level. It is a predictable and cost-competitive technique and primarily turns turbines and
generates electricity through a generator. It is considered the largest clean energy source for power
generation and saw a massive increase during the last 50 years. Hydroelectricity was just 340
terawatt-hour (TWh) in 1950 and covered nearly a third of the global electricity need. In 1975,
hydropower energy increased to 1,500 TWh and reached 2,994 TWh in 2005 [102]. Itapúa Dam
on the Parana River is considered the largest hydropower plant in the world and was producing
12.6 GW in 1984; currently, its capacity is 14 GW in 2006 [102]. Hydropower plays a significant
role in some countries; Sweden has 30% of its power produced by hydropower (66.5 TWh), and
Norway receives around 64% of its primary energy consumption using a hydropower system.
Canada, Brazil, and China are the top hydroelectricity producers and produce approximately 376.5,
429.6, and 694.0 TWh, respectively [102].

Figure 4. Worldwide hydroelectricity consumption, 1965–2011; reprinted from [9] © to
Abolhosseini et al. Used with permission.
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Hydropower technology plays a role in the reduction of GHGs and energy security. In 2015
[103], it was reported that hydropower systems produced about 78% of renewable electricity
generation. During the last five years, global hydro capacity increased from 1100 GW to 1139
GW. More than 1000 MW are planned, and about 160 GW are currently under development [2].
According to the World Energy Council (WEC), hydropower plants emit about 3–4 tons of
GHGs per GWh that run from the river and 10–33 tons of GHGs for one run from reservoirs,
which is 100 times less than emissions from a coal plant [104].
The cost of electricity for a hydropower system in 2005 can be as low as 3–5 US cents per
kWh under the right conditions [105]. The advantages of the hydropower are that it has a
conversion efficiency of nearly 90%; it is low-cost and low-maintenance and has a low operating
cost. In addition, hydropower can efficiently store energy in the form of a pumped storage power
plant equivalent to 97% of the world’s energy storage integrated into the electricity network [106].

2.3.3.3. Bioenergy
Bioenergy is an alternative energy technology form produced from biological materials. It
can be produced from agricultural residues, wood residues, and animals [107]. Currently, the
contribution of bioenergy is comparatively low, but it has increased significantly [108]. Clean
bioenergy sources to conventional fossil fuels can be obtained by replacing non-renewable
resources, improving national energy security, and reducing GHG and air pollutant emissions.
Bioenergy techniques can be present in biomass electricity, thermal energy, and liquid fuels.
Bioenergy made up about 10% of global energy demands in 2009 [109]. Some research activities
have proved that bioenergy could supply about (3,500 EJ/year) [110].
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2.3.3.4. Direct Solar Energy
Solar energy can be combined with other energy technologies and has zero emissions. As
solar technology typically lasts for 30 years, there would be a significant reduction in CO2
emissions. The International Energy Agency (IEA) notes that solar technology could provide up
to 11% of worldwide electricity consumption by 2050, and achieving that early investment is
recommended [12]. In many regions of developing countries, people do not have access to
electricity, which increases their interest in solar technology. Displacing traditional power supplies
in those regions with cost-effective technologies can offer a significant improvement in living
standards in these regions and, typically, a reduction in CO2. Solar energy technology has the
highest installation rate around the world. Statista has released a study data about the solar energy
installation in the develop countries; in 2018, China had the most installed solar energy, at about
176.1 GW, followed by the U.S., with up to 62.4 GW, as illustrated in Figure 5 [111].

Figure 5. Total solar capacity [111]
There has been a significant increase in solar energy recently because of its low cost,
availability, flexibility, and easy reforming and is available as direct or indirect solar sources. The
earth receives about 1.8 x 1014 kW of energy of a total of 3.8 x 1023 kW of solar energy [112].
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2.3.3.5. Wind Energy
Nations around the world have developed alternative resources for clean energy to reduce
CO2 and keep the global temperature at 2 oC. Wind power plays a role in mitigating climate change
and replacing fossil fuels [113, 114]. Numerous studies have focused on technology, policy, and
development of a wind energy system and their contribution to environmental pollutants [115120]. Wind energy technology increase by 16% during 2014 and reached about 369,553 MW
[114]. One theoretical study proved that worldwide wind electricity could produce about 19.5%
and 30% of global electricity by 2020 and 2030. respectively. The same research showed that
electricity from wind energy will reach 40 EJ in 2100 comparing to 1.23 EJ in 2010 [121].
It has been found that if 10% of worldwide electricity demand came from wind technology
in 2100, global temperature would rise 1 oC. However, the increase in global temperature caused
by wind turbines is much smaller [123]. A research study reported that a west-central Texas field
with 2,358 wind turbines had a field temperature increase of 0.724 oC during daytime and even
more during nighttime [122].

2.3.3.6. Ocean Energy
Ocean energy includes tidal current, tidal range, ocean current, ocean wave, salinity
gradient, and ocean energy thermal storage. Tidal current and ocean waves are the most installed
system and contribute significantly to the future global energy supply [124]. Ocean energy still
needs significant development to mitigate climate change alongside other renewable technologies
[125].
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Chapter 3: Mathematical Modelling and Validation

3.1. Modeling and Simulation
In this study, a two-dimensional symmetric finned cylinder containing a phase change
material, as shown in Figure 6, was considered. The cylindrical phase change material module is
250 mm in length and 100 mm in diameter. There are four fins with a length of 30 mm, and both
fins and the cylinder have a thickness of 1 mm. The energy storage module is filled with NaCl
mixed with a small concentration of radiation absorbing nanoparticles as the phase change
material, which can absorb, emit, scatter, and conduct all the radiant heat. The shell and the fins
are opaque, gray, and diffuse surfaces. The thermophysical properties of the phase change material
(NaCl), as reported by Archibold et al. and Rao et al. [33,127], were used in this study and are
presented in Table 2.

Figure 6. Schematic representation of physical system
Initially, the phase change material was considered a solid phase with a uniform
temperature of 698.2 oC. At times greater than zero, the outer wall of the cylinder was exposed to
the heat transfer fluid with a constant temperature higher than the melting temperature of the
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storage medium. A few assumptions were made in modeling the system: (1) the phase change
material is homogeneous, and its properties are independent of temperature except for the density
in the momentum equations; (2) melting occurs in the temperature range of 800–802 oC; (3) the
concentration of radiation-absorbing particles is small enough that it does not affect the bulk
properties of the phase change material except for thermal radiation properties; (4) the inner
surfaces are coated with a high emissivity material with uniform emittance; and (5) the tube surface
and the fin contact resistances are negligible. Equations governing the conservation of mass,
momentum, and energy were solved using the finite volume method. Enthalpy porosity
formulation was used to model the solid-liquid phase change process. The DOM was considered
to model the radiative transport in semi-transparent medium with absorption, transmission, and
emission at the walls as well as in the medium. The governing equations are presented as [128].

Table 2. Phase Change Material (NaCl) Properties [33, 127]
Density (kg⁄m3 )
Liquid phase

2168.1–0.5663T

Solid phase

2160

Mushy zone

1290180–1200T

Melting temperature (oC)

800.7

Dynamic viscosity (kg/ms)

0.0034–2.194 x 10-6T

Latent heat of fusion (J ⁄ kg)

479289

Specific heat (J/kg K)
Solid phase

1662.3–0.4218T

Liquid phase

3289.3–3.4589 T + 0.0014173 T2

Thermal conductivity (W/m K)

- 0.269 + 9.07 x 10−4 T

Absorption coefficient (m-1)

0–200

Thermal expansion coefficient (K-1) 6.82 x 10-5
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3.1.1. Conservation of Mass
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3.1.2. Conservation of Momentum in Radial Direction
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3.1.3. Conservation of Momentum in Polar Direction
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3.1.4. Conservation of Energy
∂h 1 ∂
1 ∂
(rvr h) +
(v h) =
+
∂t r ∂r
r ∂θ θ
∂λ

1 ∂

1 ∂

1

α∇2 h − ∂t − r ∂r (rvr λ) − r ∂θ (vθ λ) − ρ ∇ ∙ q r

(4)

where; ∇ is the Laplace operator in the cylindrical coordinate [33].
In equation (4), the radiative flux, qr was determined using the DOM introduced by Menguc
and Viskanta [129] and Jamaluddin and Smith [130]. The scattering of radiation was neglected.
The radiation intensity was calculated at each location of the medium to determine the local
radiative heat flux. The boundary conditions needed to solve these equations included no-slip
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condition at the solid-fluid interface (inner surfaces of the cylinder and surfaces of the fins) and
uniform temperature at the outer wall of the cylinder (at r = ro , T = Tw). The initial condition used
to solve this transient heat transfer problem was t = 0 , T = Tin. As discussed, the phase change
material was initially considered as a solid phase with a uniform temperature of Tin = 698.2 oC. At
times greater than zero, the outer wall of the cylinder was exposed to the heat transfer fluid with a
temperature of Tw, which is higher than the melting temperature of the storage medium. Note that
the model included the solid medium (container and fins) and the phase change material (in solid
or liquid phase) and, therefore, had to be solved as a conjugate heat transfer problem in which
conduction was the only mode of heat transfer in the solid medium and both convection and
radiation were included for heat transfer in the phase change material.
The governing equations, along with boundary conditions, were discretized using the finite
volume method, and resulting algebraic equations were solved using the SIMPLE (Semi-Implicit
Method for Pressure Linked Equations) algorithm. The DOM was considered to account for
radiation exchanges. In the setup of the problem, the solid-liquid transition zone was considered
as porous, with porosity identical to the liquid fraction. In general, the model defines the volume
fraction of the 𝑖 𝑡ℎ fluid (α) as:

α=

volume of the phase in a cell
volume of the cell

αi = 0
if the cell is empty of the ith fluid
αi = 1
if the cell is full of the ith fluid
0 < αi < 1 if the cell contains the fluid interface

(5)

(6)

As the material melts, the porosity approaches one. The under-relaxation factors used were
0.4, 0.7, and 0.6 for pressure, velocity, and enthalpy, respectively. The domain was discretized to
consist of 6,451 quadrilateral cells.
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The effect of the grade size on the numerical solution accuracy was evaluated using the
melting fraction process at the center point of the domain. The melting fractions process was
plotted as a function of the time for a different number of cells. From the melting fraction curves
of Figure 7, it is observed that using the coarse grid can lead to a faster melting time process.
Figure 7 also shows that decreasing element size could make the solution trends a similar value.
A meshing with 6,452 cells was found to be the optimal number of mesh considering the
computation time and result accuracy.

Figure 7. . Influence of the grid size
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Chapter 4: Results for Energy Storage

In this study, the thermal radiation exchange between the inner surface, fins, and an absorbing and
emitting thermal storage medium phase change material was investigated. The investigation
focused on the influence of the optical thickness (τ) of the phase change material in a finned
cylinder at different absorption coefficients (ka). For all results presented, the modeling of the cases
started within a fully solid phase change material with an initial temperature (Tin = 698.2 oC ). The
heat transfer fluid (HTF), which charged the system, passed at a constant temperature of (THTF =
850 oC), which is above the phase change material melting temperature range (Tm=800–802 oC).
As time progressed, a melt layer of the phase change material formed close to the wall, which grew
as the phase change material absorbed heat from conduction, convection, and radiation emitted by
the wall and fins. The presence of radiative particles and the fins enhanced the heat exchange
between the phase change material and the heat transfer fluid, resulting in expediting the melting
rate of the phase change material. Figure 8 displays the effects of optical thickness on the melting
rate. Four values of the optical thickness (0, 0.5, 2, and 4) were chosen to compare transport in a
transparent medium with transport in a participating medium with different levels of absorption of
radiation by the medium. As a small amount of participation was expected to enhance the radiative
heat transfer rate to a large extent at high temperature, and the value of 0.5 was chosen. The values
2 and 4 were expected to determine if increasing the absorptivity by a significant amount would
result in a considerable enhancement or not. It can be observed that all the cases having a radiation
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absorber showed faster melting. At 5 minutes, the heat transfer started forming the first melting
layer and moved inward as time increased. The total transition time variation depends on the
concentration of the radiation absorber particles in the phase change material, where larger optical
thickness from 0 (no absorbing particle – fully transparent phase change material) to 4 decreased
the melting time (to reach a liquid mass fraction of 0.999) from 92 min to 32 min, about 65%.

Figure 8. Effects of optical thickness on melting time
Figure 9 shows the effect of the optical thickness on the temperature profile of the phase
change material at the center of the finned cylinder during the melting process. One can observe
from Figure 9 that the increase of optical thickness property by increasing radiation-absorbing
particle concentration to the phase change material improved the melting rate, resulting in faster
initiation of melting occurring at around 4 minutes compared to approximately 30 minutes for the
transparent phase change material (optical thickness = 0). This is because the radiation absorber
improved the heat transfer with marked improvement of transport by radiation compared to regular
modes of convection and conduction.

28

Figure 9. Effects of optical thickness on center point temperature
Figures 10 and 11 illustrate the total heat transfer and radiative heat transfer mechanism at
the inner wall of the shell and fins, respectively. Radiation heat transfer contributed to a large
portion of thermal transport, particularly in the earlier part of the melting process in the energy
storage module. The optical thickness that increased with the amount of radiation-absorbing
particle concentration in the phase change material also made a difference with higher absorption
for higher concentration. However, more considerable changes were observed at the lower range
of the optical thickness. Therefore, seeding the phase change material with a large amount of
radiation-absorbing particles may not be needed, as improvements will be marginal. The thermal
energy passed through the cylinder wall by conduction and formed the melt layer of liquid in the
phase change material. The conduction heat transfer at the inner wall caused the liquid layer to
increase gradually with time. Therefore, a natural convection flow initiated as a result of the
density difference between the warmer liquid close to the inner wall and the colder liquid close to
the unmelted phase change material. As the process continued with time, the temperature
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difference of the wall and phase change material got smaller, which resulted in a lower heat transfer
rate over time. Eventually, thermal equilibrium was reached when the heat transfer rate became
zero.

Figure 10. Heat transfer rate at inner wall with different optical thickness

Figure 11. Radiative heat transfer at inner wall with different optical thicknesses
The heat transfer fluid’s temperature is an important parameter that needs close attention
in the TES system design with phase change materials. The higher charging temperature of the
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heat transfer fluid causes an improvement in the phase change time. In this study, the phase change
material with an optical thickness equal to 2 was reported for investigating the heat transfer fluid
temperature effect. Figure 12 displays the behavior of the liquid fraction during a complete
charging of phase change material in the finned cylinder at three different heat transfer fluid
temperatures—THTF= 850 oC, 900 oC, and 1000 oC. From Figure 12, it can be seen that higher heat
transfer fluid temperature increased the heat exchange between the outer and inner surfaces, which,
in turn, increased the heat radiation inside the system. As illustrated in Figure 12, when the heat
transfer fluid temperature was 850 oC, the phase change material melting process took 20 mins to
complete, whereas it needs just 10 and 5 mins in the cases of THTF= 900 oC and 1000 oC,
respectively. The heat transfer fluid’s temperature effects at the cylinder inner wall radiation can
easily be observed in Figure 13, where the high-temperature heat transfer fluid shows a sharp
decrease. It reached the thermal equilibrium state faster than the other cases, as the wall and phase
change material temperature difference was larger. High heat transfer fluid temperature increased
the heat exchange between the storage medium and heat transfer fluid through the cylinder by
conduction and, hence, caused faster melt layer formation.
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Figure 12. Effect of temperature 𝑇𝑤 (heat transfer fluid temperature) on melting fraction

Figure 13. Radiant heat transfer at inner wall at different wall temperature
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Figure 14. Effect of Stefan number on melt fraction
In Figure 14, the effects of the Stefan number on the melt fraction are shown. The melting
process was clearly faster for the higher Stefan number. Figure 15 shows the impact of the Stefan
number on the heat transfer rate and shows that the increase of Stefan number enhanced the heat
transfer mechanism at the cylinder inner wall.

Figure 15. Effect of Stefan number on heat transfer rate at inner wall
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Chapter 5: Results for Energy Recovery

Progression of the solidification process as the energy was extracted from the thermal
energy storage module is shown in Figure 16, with red indicating the liquid phase and blue
indicating the solid phase. Yellow color indicates the mushy zone undergoing the phase change
from liquid to solid between these regions. The phase change material optical thickness was
modified by mixing the phase change material with radiation absorber particles. The optical
thickness is a dimensionless parameter quantifying the level of participation of the medium in the
radiation exchange process. In this investigation, the optical thickness was calculated from the
equation τ = (ka+ σs) Ri. In all cases, the scattering coefficient (𝜎𝑠 ) was assumed to be equal to
zero. Fins provided a pathway to conduct heat from the inner part of the cylinder to the cylinder
wall to facilitate faster energy dissipation from the energy storage module to the working fluid
outside the cylinder.
The solidified layer was formed next to the wall and the fins and steadily grew as heat was
released from the phase change material to the cold heat transfer fluid. The presence of the fins
and the radiation absorber particles enhanced the solidification rate. As shown in Figure 16, the
rate of the solid fraction increased with the increase of optical thickness of the phase change
material. The growth of the solid layer occurs faster because of the heat releasing from the phase
change material increases as a result of the participation of radiation absorber particles that help
the expansion of the solid layer. This implies that increasing the concentration of radiation absorber
particles is more favorable for solidification enhancement than using fins only.
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Figure 16. Mass fraction contour
It can also be noticed that a significant gain can be realized by comparing solidification
patterns for optical thicknesses of 0 and 0.5. However, the gain was rather small when the optical
thickness was changed from 2 to 4. After 720 minutes, as in case 4, the phase change material was
completely solidified, whereas in case 1, twice as much time was needed. Therefore, the
embedding of radiation-absorbing particles in an otherwise transparent phase change material such
as NaCl can significantly enhance the energy release rate during the extraction of energy from the
phase change thermal energy storage module.
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When there were no radiation-absorbing particles, the optical thickness was zero, and the
phase change material medium was fully transparent to thermal radiation. As shown in Figure 16,
heat was released out of the phase change material primarily by conduction. Therefore, a thin layer
of a mushy zone was present between liquid and solid regions. When radiation-absorbing particles
were added to the medium and the optical thickness increased to 0.5, 2, and 4, there was increasing
participation of the phase change material medium in the heat transfer process, and a wider mushy
zone was seen between liquid and solid regions. The enhancement of energy release with the
increase is clearly observed as the solidification rate increased.
The extracted energy rate is a significant factor in the design of latent heat thermal energy
storage systems. The history of the temperature at the mid-point of the energy storage module was
tracked in this study and is presented in Figure 17. Each graph line shows a different amount of
radiation absorbing particles that controlled the optical thickness. It can be observed that the
midpoint was initially at a liquid state and then started to cool down as heat was released by the
module to the heat transfer fluid outside the module. When the temperature reached freezing and
solidification started, it became almost constant as it passed through the mushy zone. After some
time, the temperature decreased again until reaching the equilibrium temperature, which indicates
completion of energy extraction. It can also be observed that when the optical thickness of the
phase change material was equal to 0, the phase change material temperature reached the
equilibrium temperature after 70 min, whereas it took 25 and 18 min with an optical thickness
equal to 0.5 and 2 & 4, respectively. When the optical thickness equaled 0.5, the solidification time
was reduced by approximately 65%. In contrast, in the cases of optical thickness equal to 2 & 4,
solidification time was reduced by 73% when compared to the case when the optical thickness
equaled 0.
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Figure 17. Effect of optical thickness on midpoint temperature
Figure 18 demonstrates the variation of the total energy release rate of the latent heat energy
storage system with different optical thicknesses. In the beginning, the phase change material
released the heat in the form of sensible heat. As soon as the phase change temperature was
reached, the heat released in the form of latent heat. Similarly, when the temperature passed the
phase change temperature, heat was released in the form of sensible heat. As shown in Figure 18,
the heat release time from the storage system improved significantly with an increase in the optical
thickness of the phase change material. The phase change material with the optical thickness equal
to 4 had the shortest energy discharge time, followed by the phase change material with the optical
thickness equal to 2 and 0.5, respectively.
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Figure 18. Total heat retrieved during solidification
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Chapter 6: Conclusion and Future Work

6.1. Conclusion
The results of comprehensive numerical analyses of a thermal energy storage module
containing fins and radiation absorbing nanoparticles in the phase change material are presented.
Four different optical thicknesses were considered: 0, 0.5, 2, and 4. Three different heat transfer
fluid temperatures (850 o C, 900 o C, and 1000 o C) were studied. The conclusions of this study are
as follows:
•

The melting rate, which is directly related to the charging rate of the energy storage
module, decreases significantly in the presence of thermal radiation.

•

An increase in the concentration of the radiation absorber particles enhances the total
heat transfer rate and ,consequently, the melting rate. The results show that the charging
rate can be increased by as much as 65%.

•

The melting time was 10 mins less in the case with T heat transfer fluid = 900 o C and
15 mins less for the case with T heat transfer fluid = 1000 o C as compared to the T heat
transfer fluid = 850 o C.

In addition, numerical modeling of a solidification process for a semitransparent, non-gray
phase change material in the 2-D finned cylinder was investigated. The three heat transfer
mechanisms, i.e., conduction, convection, and radiation during the high-temperature solidification
process, were considered in this study. The location of the solid/liquid boundary and the tracking
of the temperature profile were presented. The results were presented and discussed in the form of
the melting-solidification interface region, isotherms, and liquid fraction. Analyzing Momentum,
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Energy, and Mass equations was established by a finite volume scheme method, and the radiative
transfer equation was solved using a Discrete Ordinary Method. Conclusions are as follows:
•

Combining a radiation absorber with fins improves the solidification process by 76%.

•

Natural convection plays a role only at the beginning of the solidification process.

•

Thermal radiation contributed to the solidification process of the phase change material
by reducing the solidification time by almost 76% compared to the case with no
radiation absorber.

6.2. Future Work
The following recommendations are for future research:
•

Study on the incidence and risk for pressure stress in the thermal energy storage with
fins for the mechanical design.

•

Thermal investigation of the different storage materials using different container
shapes, such as cylindrical without fins and rectangular with and without fins, and
compare the results with a finned cylindrical shape.

•

Exploratory cost study on potential phase change materials for finned storage systems,
especially using low-cost phase change materials.
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Appendix A: List of Symbols

cp

specific heat at constant pressure (J/kg.K)

g

gravitational acceleration (𝑚⁄𝑠 2 )

h

sensible enthalpy (J/kg)

P

pressure

qt

total heat transfer rate at the inner shell wall (W)

qr

radiation heat transfer rate (W)

r

radial coordinate (m)

Ste

Stefan number, Ste = cp(Tw-Tm)/λ

t

time (s)

T

temperature (K)

v

velocity (m/s)

α

thermal diffusivity (m2/s)

β

thermal expansion coefficient (1/K)

θ

angular coordinate

κa

absorption coefficient (m-1)

λ

latent heat (J/kg)

µ

dynamic viscosity (kg/m s)

ρ

density (kg/m3)

σs

scattering coefficient (m-1)

τ

optical thickness, τ = (κa + σs)Ri

in

initial
51

m

melting

r

radial direction

w

wall

θ

angular direction
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