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Introduction 
Let A be a connected commutative ring wi th 1, and let A denote the universal 
covering ( = separable closure) of A in the sense of Galois theory (cL e. g. [8]). The main 
goal of the present paper is to give a contribution to the following problem: Classify 
all coverings B e i of A ( = direct limits of finite etale connected extensions of A), such 
that 1 < [A : B] < oo. For A a field a complete answer to this problem has been given 
by A r t i n and Schreier [2], [3]: For every such covering B we have [A : B] = 2, and B 
is a real closure of A wi th respect to an ordering of A. In this way the isomorphy classes 
of coverings B of A wi th 1 < [A : B] < oo correspond uniquely to the orderings of A. 
To generalize Artin-Schreier's theory to rings we have to find a suitable substitute 
for the orderings of a field. To my firm conviction this substitute are the signatures. A 
signature a of the ring A is defined as a homomorphism from the W i t t ring W(A) of 
symmetric inner product spaces over A [20] to the ring Z of integers. This definition is 
motivated by a result due to Harrison [10] and Leicht-Lorenz [19], which says that for A 
a field the signatures of A correspond uniquely to the orderings of A. The value of the 
signature a corresponding to a given ordering on a inner product space E is Sylvester's 
index of inertia of E wi th respect to the ordering, i . e. the number of positive coefficients 
minus the number of negative coefficients in an arbitrarily chosen diagonalization of E. 
Thus we consider pairs (A, a) consisting of a connected commutative ring A and 
a signature a of A. There is an evident notion of morphism q>: (A, a)-> (B, r) between 
pairs (cf. § 2), which for A and B fields just means, that cp is a homomorphism from A 
to B compatible wi th the orderings corresponding to a and T . We call cp a covering, if 
the r ing homomorphism cp: A -> B is a covering. We further call a pair (R, Q) real closed, 
if (R, Q) does not admit coverings except isomorphisms. F ina l ly we call a covering 
oc : (A, G)-> (R, Q) wi th (i?, Q) real closed a real closure of the pair (A, a). Using Zorn's 
lemma, i t is easily seen that every pair (A, a) has at least one real closure. 
Le t oc: (A, tr)-> (R, Q) denote a fixed real closure of (A, a). We shall prove in § 3 
and § 5 the following two general theorems: 
(0. 1) Any other real closure of (A, a) is isomorphic to oc over A1). 
*) A part of the results of this paper has been announced in [13]. 
J) In the case of fields a proof of (0.1) by the methods of this paper is already contained in [14]. 
(0. 2) [A : R] <^ 2. If some prime number p is a unit in A, then [A : R] =z 2. Fur-
thermore in the case that 2 is a unit, A — R[\/—1 ]. 
In part II of this paper we shall see, that the real closures of a local r ing A have 
nearly all the pleasant properties discovered by A r t i n and Schreier in the case of fields: 
(0. 3) Q is the unique signature of R. Furthermore W(R) = Z if in addition 2 is a 
unit in R. This is generally false if 2 is not a unit. But the Witt ring W(A, J) of hermitian 
inner product spaces over A with respect to the involution J =j= id of A/R always equals Z. 
Thus our signature a may be identified with the canonical map from W(A) = W(A, id) 
to W(Ä, J). 
(0. 4) R has no automorphisms over A except the identity. 
(0. 5) The signatures a of A correspond uniquely to the conjugacy classes of involu-
tions J #= id in the Galois group of AI A, the fixed ring of such an involution J being a real 
closure of {A, a). 
Slightly more generally the results (0.3) (0. 4) and probably also (0. 5) remain 
true for A semi-local. I further obtained much evidence, that for A semi-local indeed 
all coverings B of A wi th 1 < [A : B] < oo are real closures of A. 
Basic tools to prove the results (0 .1)— (0 . 5) are provided by two papers [16], [17] 
writ ten joint ly wi th A . Rosenberg and R. Ware, and by an important theorem of A . Dress 
(see Theorem 2. 1 in § 2). In particular, the statement (0. 4) follows almost immediately 
from (0. 3) and the arguments in the proof of Proposition 4. 8 of [17]. 
The result (0. 3) strongly suggests to study more generally rings A equipped wi th 
involutions JA (which are allowed to be the identity). This wi l l be done in this paper. 
In § 1 we develop a theory of coverings for such rings and more generally without addi-
tional work for rings on which an arbitrary fixed finite group n is acting. Signatures and 
real closures can be defined for connected rings wi th involut ion in an analogous way as 
above, and results similar to (0. 1)— (0 . 5) wi l l be proved. 
If A is a ring wi th JA = id , and or is a signature of A, then we call , since now, a 
real closure of (A, a) in the category of rings without involution, as defined above, a 
strict real closure of (^4, cr), and we reserve the notion u r e a l closure" to the maximal cov-
erings of (A, a) in the category of rings wi th involution. These notions are closely relat-
ed: Le t A denote as before the universal covering of A in the category of rings without 
involution, and let (R, Q) be a strict real closure of (A, a). In the case [A : R] = 1 the 
pair (R, Q) is also a real closure of (A, a) {JR = id}. In the case [A : R] = 2 & real closure 
of (^4, a) is given by the ring A equipped wi th the automorphism / 4= id of A jR as in-
volution and a suitable signature of (A, J). 
W e call the involut ion JA non degenerate, if A is finite etale of degree two over the 
r ing A0 of fixed elements of JA. We shall prove in § 6 the rather surprising fact, that 
for a connected r ing A equipped wi th an arbitrary involut ion and an arbitrary signature 
a a real closure of (A, cr) has a non degenerate involution, if at least one prime number p 
is a unit i n A. 
If JA = id or JA is non degenerate, then the theory of real closures of A can be 
reduced to the theory of strict real closures of A0. Fo r A a field we always meet one 
of these cases. Thus it is reasonable from our point of view, that A r t i n and Schreier 
never studied fields wi th involution. 
I wish to thank A . Dress, A . Rosenberg, and R. Ware for discussions and letters 
which have proved to be helpful for the theory presented here. The experienced reader 
wi l l perceive the close connections between the methods used in this paper and Dress' 
theory of Mackey-functors, i n particular in Section 3. 
§ 1. Equivariant coverings 
We study commutative rings (with 1) on which a fixed finite group n acts from 
the left by ring automorphisms. Such rings wi l l be called wrings. For our applications 
in this paper only the case n — Z /2Z is needed, but the purely formal study of this section 
does not present serious additional difficulties for arbitrary finite n, and could equally 
well be done for schemes. A l l propositions of this section are well known in the case n — 1. 
A homomorphism cp\ A-> B from a rc-ring A to a jr-ring B is of course an ordinary 
ring homomorphism, mapping 1 to 1, which is compatible with the jr-actions. The homo-
morphism cp is called finite etale, if <p is finite etale as an ordinary ring homomorphism 
([9]? § 18. 3). A 7r-ring A is called connected, if A does not contain any idempotent different 
from 0 and 1 which is invariant under n. Assume A is connected. Then clearly A has 
only finitely many primitive idempotents ex, . . ., er, on which n acts transitively. Assume 
in addition that cp : A -> B is a finite etale homomorphism into a Ti-ring B. Then the 
projective module Bcpie^ over Aei has for every et constant rank, since Aei is a con-
nected ring in the ordinary sense. Since n acts transitively on the et, these ranks are all 
equal. Thus the ring B without ji-action, which is denoted by | B\, is a projective module 
of constant rank over \A |. This rank wi l l be denoted by [B : A] and wi l l be called the 
degree of the finite etale homomorphism cp. Notice that in the case [B: A] > 0, i . e . 
B 4= 0, the map <p must be injective. Unless the contrary is explici t ly stated, we assume 
since now in this paper, that all occurring rings are 4= 0. 
A n idempotent e of a 7i-ring A wi l l be called a n-idempotent, if e is invariant under n, 
and a jr-idempotent e 4= 0 wi l l be called n-primitive, if e is not the sum of two orthogonal 
^-idempotents ex and e2 which are both 4= 0. In this paper only jr-rings A w i l l occur 
wi th \A I containing only finitely many idempotents. Let {e1, . . ., et} be the set of n-
primitive jz-idempotents of A. We call the rc-rings Ai: = Aet the components of A (and 
t 
regard them as subsets of A). Clearly A is the direct product J J At of the At in the cate-
gory of Ti-rings, the projections pi:A->Ai being defined by p^a) = aet. 
For two 7r-homomorphisms cp: A-> B and a: A -> C the tensor product B ®AC 
with respect to <p and oc is defined as the usual tensor product \B \ ®\A\\C\, equipped 
wi th the jr-action g(b ® c) = (gb) ® (gc) for g in n. We denote the jr-homomorphism 
B -> B ®AC, 6 h - > 6 ® 1 , by 1 ® <% and the jr-homomorphism C-> B ® 4 C , m 1 ® c, 
by cp ® 1. The commutative diagram 
B ® 6 
(1. 0) q> <p®l 
is a pushout in the category of ,-r-rings. 
Let A be a connected Tr-ring. W e call a 7i-homomorphism cp: A -> B a finite cov-
ering, if (p is finite etale, the 7r-ring B is connected, and S + 0 . 
Lemma 1. 1. Let cp\ A -> B and ß: B -> C be homomorphisms between connected st-
rings A, B, C. Assume cp and ß o cp are finite coverings. Then also ß is a finite covering. 
Proof. Consider the diagram (1.0) with oc: = ß o (p. Here B ® C is a finite product 
r 
JjEi of connected <p-rings Et. Let ocx,...,ocr denote the components of 1 ® oc and 
i = l 
<px, . . ., <pr denote the components of cp ® 1. Since 1 ® oc and cp ® 1 are finite etale, all 
oci and cpj are coverings. B y the pushout property of our diagram there exists a unique 
homomorphism pi from B ® C to C wi th pi o (99 ® 1) = i d c and ° (1 ® oc) = ß. Since 
C is connected and 4= 0, the homomorphism ^ maps all ^-primit ive jr-idempotents of 
B ® C to 0 except one. Thus ^ factors through a unique canonical projectionp i: B ® C->Ei, 
ju = y op.. F rom pi o (9? ® 1) = i d c we obtain y o 99 . = i d c . This implies in particular, 
that the kernel of y : Et-> C is generated by an idempotent ([8], p. 96), which must be 
invariant under n. Since Ei is connected this idempotent must be 0, i . e. y is injective. 
Thus we see that y is an isomorphism. Since ß = y o p. o (1 ® #) = y © « f and a i is a 
finite covering, also ß is a finite covering. 
W e call a homomorphism cp: A -> B from a connected Ti-ring A to a Ti-ring B a 
covering, if cp is the direct l imit of a direct system ((pf: A -> J5 i7 i , j € / ) of finite cov-
erings. B y Lemma 1. 1 then also all tp^: Bt-> Bj are coverings, and in particular in-
jective. Thus the canonical maps ipi: Bt^ B from the B{ into the direct l imit B are 
injective, B is connected, and cp: A -> B is injective. Regarding B as an overring of A 
we can say more simply that an injection A B is a covering, if every finite subset 
of B is contained in a ring B' wi th A < B' < B and yl ^  B' a finite covering. 
Proposition 1. 2. TAe composite xp o cp of two coverings cp: A -> B and xp: B -> C is 
again a covering. 
Proof. We regard cp and xp as inclusion maps. It suffices to show that for every 
finite subcovering B <-> C of B ^ C the composite A C is a covering. Thus we may 
assume that C is finite over B. It is not difficult to show, that there exists a finite sub-
covering A ^ B' of A ^ B and a finite covering % : B' -> D , such that 1 ® %: B -> Z? ®B,D 
is a covering of B isomorphic to B C. Bu t (1 ® %) °<p can also be written as the 
composite 
wi th i the inclusion map from B' to B. Now i \ B' ^ B is the direct l imit of inclusion 
maps j: 5 ' ^ B" with 4^ J9" finite coverings. B y Lemma 1. 1 each j: B' 5 " is a 
finite covering. (1 ® %) o <p is the direct l imi t of the finite coverings 
B' - j + D -r^- B" ®B.D. 
Thus (1 ® x) °<P i s a covering of A, hence also xp <xp. 
Proposition 1. 3. Assume cp. A-> B and oc: A -> C are coverings of a connected Ti-
ring A. Then every homomorphism ß: 2?-> C with ß o cp — oc is also a covering. 
Proof. This had been stated for oc and cp finite already in Lemma 1.1. W e regard 
C as an overring of A and oc as the inclusion map from A to C. 
i) The assertion is true if (p is a finite covering. Indeed, C is the union of a directed 
system ( C 0 i € I) of subrings containing cp(B) such that al l A are finite coverings. 
B y L e m m a 1. 1 the maps B->Ci induced by ß are also finite coverings. Thus ß is a 
covering. 
ii) In the general case the map ß is certainly injective. For we can write B as a 
union of a directed system (B^jtJ) of subrings containing <p{A) such that al l maps 
A -> Bj induced by cp are finite coverings. B y part i) of our proof all restrictions ß \ B^ 
are coverings and hence injections. Thus ß is injective. 
iii) W e now prove the proposition in the general case. We choose a directed system 
(C{, i€ I) of subrings of C containing A such that all inclusions A <^> Ci are finite cov-
erings. Let Di denote the ring generated by ß(B) and Ci in C. We shall show that for 
every i € I the homomorphism B-+ D{ induced by ß is a finite covering. Then it wi l l be 
clear that ß is a covering. We fix some Ci and call i t C, and we denote the corresponding 
Dt by D'. The tensor product B ®AC' is finite etale over B, and thus is a finite product 
t 
II of connected rc-rings Le t cpx, ..., cpt denote the components of cp ® 1 : C -> B ® C", 
7 = 1 
and let yx, . . ., yt denote the components of the canonical map from B to B ® C. The 
Yi are finite coverings. B y the pushout property of B ®AC we obtain from ß: B->C 
and from the inclusion map C ' ^ C a map B ®AC'-+ C, whose image in C is clearly D'. 
The corresponding map d: B ®AC-> D' must factor through a canonical projection 
B ®AC Ej for a unique j wi th 1 rgj j ^ t. We denote the map from Ej to D' corre-
sponding to 6 by (5, and obtain a commutative diagram 
cp is a covering and y 7 is a finite covering. Since also A ^ C is a finite covering we obtain 
from Proposition 1. 2 and pa r t i ) of the proof that cp^ is a covering. Since C C is a 
covering we further obtain from part ii) of our proof that d is injective. Thus d is an iso-
morphism. The map J5-> D' induced by ß is clearly ö o y.. It is a finite covering. 
W e call a rc-ring C simply connected, if C is connected and every covering of C is 
an isomorphism. W e further call any covering cp: A -> C of a connected rc-ring A wi th 
C simply connected a universal covering of A. 
Lemma 1. 4. Assume C is a connected n-ring which neglecting the n-action has a de-
composition \C\ = C1 X • • • X Cn with n the order of n and thus all Ci connected. Assume 
all C% are simply connected in the usual sense (= "separably closed" in [8]). Then C is 
simply connected. 
Proof. Le t cp: C -> D be a finite covering, and let ex, . . en be the primitive idem-
potents of C. The homomorphism cp induces finite etale homomorphisms q>{: Ce{-+ Dq>(et) 
of rings without ^-action. A l l cp (et) are #= 0 and thus all Dq>(e^ must be connected, since 
otherwise D would contain more than n pr imit ive idempotents. Since Ce{ ^ C{ is simply 
connected, every cpi is bijective. Thus cp is bijective. 
Proposition 1. 5. Every connected n-ring A has universal coverings. 
W e prove this now only in the special case that n is a group {1, /} wi th 2 elements, 
sufficient for our applications. The general case wi l l be settled in an appendix of this 
paper 2). Consider first the case that | A \ is connected, and let | A \ -> D be a universal 
2) See end of this paper. 
Journal für Mathematik. Band 274/275 9 
covering of | J 4 | , regarded as an inclusion map. We introduce on D x D the jr-action 
J(x, y) = (y, x), and denote this n-ring by C. The map cp : A -> C, z (z, / z ) is a TT-
homomorphism and in fact a covering. Furthermore C is simply connected by Lemma 1 . 4 . 
We now consider the case that \A | is not connected. Then A ^ B x B wi th a connected 
ring B and the jr-action on B X B given by 2/) = (y, x). Le t y. B^ D be a uni-
versal covering of B in the usual sense. W e define a ^-action on D x D again by 
y) = Then xpx tp: B x B -> D X D is a ^-covering, and D x D is a simply 
connected jr-ring by Lemma 1 . 4 . 
Proposition 1. 6. Let A be a connected2) 71-ring and oc: A -+ C be a homomorphism 
into a simply connected n-ring C (e. g. a universal covering of A). Furthermore let cp: A -> B 
be a finite etale n-homomorphism. Then there exist exactly [B: A] n-homomorphisms 
ß: B^C with ß o cp ^  oc. 
Proof. W e regard the tensor product B 0 A C wi th respect to cp and oc, see diagram 
( 1 . 0). The homomorphism <p ® I : C-> B ®AC is again finite etale. Thus B 0 C is a 
t 
finite product HE{ of connected jr-rings Ex. Let ocx, . . ., oct and cpx, . . . , <pt denote the 
i=l 
components of 1 0 oc and <p 0 1 respectively. The cpt are (finite) coverings and thus iso-
morphisms, since C is simply connected. In particular t = [B 0 C: C] = [B: A]. The 
homomorphisms ßt: = cp^1 o * . from B to C clearly all satisfy oc = ßto cp. On the other 
hand an arbitrary jr-homomorphism ß : B-+ C wi th ß o cp = * corresponds by the push-
out property of the tensor product to a unique homomorphism y : 5 0 C -> C wi th 
7 0 (<p 0 1 ) = i d c and y o ( 1 0 oc) = /?. Since C is connected, 7 factors through a unique 
canonical projection pt: B 0 C -> 2 ? , . . F rom y o (9? 0 1 ) = i d c we obtain y = 9 p " 1 o p . ? 
and from y o ( 1 0 oc) = ß we obtain /? = cpT1 o oci — 
From this Proposition 1 . 6 we immediately obtain by use of Zorn's lemma the 
following 
Corollary 1. 7. Let cp: A -> B be a covering of a connected n-ring A and let oc: A-^ C 
be a homomorphism into a simply connected n-ring C. Then there exists at least one homo-
morphism ß : B-> C with ß o cp = oc. 
Apply ing this corollary and the previous Proposition 1 . 3 to the case that cp and oc 
are both universal coverings of A, we obtain 
Theorem 1. 8. Any two universal coverings of a given connected n-ring A are iso-
morphic over A. 
In the sequel we choose a fixed universal covering of our connected ji-ring A and 
regard this as an inclusion map. We denote this universal covering by A «-> A. We call 
a subring B cz A a covering of A if B contains A and the inclusion map A B is a 
covering. 
Proposition 1. 9. Assume (Bf, id I) is a family of coverings of A with Bt< A. Then 
the ring B generated by the Bt in A is also a covering of A. 
Proof. Since the Bi themselves are generated by families of finite coverings of A, 
we may assume that al l Bt are finite over A. Furthermore B is the union of the rings 
generated by the finite subfamilies of (Bt, i € I). Thus we may assume in addition that 
I is finite, and then even that our family consists of two rings Bx, B2. The map bx 0 b2*-*b1b2 
from Bx ®AB2 to A factors through a component E of Bx 0 B2. Since £ is a finite cov-
3) It suffices to assume that the ring B is an ^ -module of constant rank. 
ering of A> E is mapped injectively into A by Proposition 1. 3 (already Lemma 1. 1 
suffices). E has the image B i n A which hence is also a covering of A. 
W e denote by G(A) the Galois-group of A, i . e. the automorphism group of A/A. 
From the Propositions 1. 2 and 1. 3 and from Theorem 1. 8 we immediately obtain 
Proposition 1.10. If B < A is a covering of A and X: B-> A is a homomorphism 
from B to A over A, then X can he extended to some a in G(A). 
We call the covering B <: A of A galois over A, if every such A maps B into B; in 
other terms, B is galois if and only if every a in G(A) keeps B stable. The automorphism 
group of a galois covering B\A w i l l be denoted by G(BjA). If B is finite over A this 
group has order [B: A] by Proposition 1. 6. 
For an arbitrary covering B < A oi A the subring C of A generated by the images 
A (5) of all ^4-homomorphisms X from 2? to A is a covering of A by Proposition 1. 9, which 
clearly is galois. W e call C the galois hull of BjA. If 5 is finite over A, then B admits 
only finitely many yl-homomorphisms into A by Proposition 1. 6, and hence C is also 
finite over A. 
In particular the finite galois coverings C c i of A constitute a directed family 
of subrings of A, whose union is A. The restriction maps G(A)-* G(CjA) induce an 
isomorphism 
G(il)^>lim G(C/A) 
with C running through all finite galois coverings of A in A. W e use this isomorphism 
to make G(A) a profinite topological group. 
For any subgroup H of G(A) we denote as usual by AH the ring of all elements in A 
fixed under H. Clearly AH = AH wi th H the closure of H in G(A). We now state the 
fundamental theorem of equivariant Galois theory. 
Theorem 1.11. The coverings B < A of A correspond uniquely to the closed sub-
groups H of G(A) by the relations 
B = AH, H = G(B). 
The covering B is finite over A if and only if G(B) has finite index in G(A), and then 
(G(A):G(B)) = [B:A]. 
For the proof we need two lemmas. 
Lemma 1.12. Assume B <. A is a covering of the connected n-ring A, and G is a 
group of automorphisms of B over A. Then the ring A' = B° is a covering of A and B is 
a galois covering of A'. If G is finite then G = G{B\A'). 
Proof. In B the subrings B' > A which are finite coverings of A and stable under 
all automorphisms of B/A constitute a filtered family whose union is B. This remark 
allows to reduce the proof to the case that B is finite over A. Then also G is finite by 
Proposition 1. 6. We now verify that \B\ is wi th respect to G a galois extension of \A'\ 
in the sense of Auslander-Goldman and Chase-Harrison-Rosenberg [5]. For this i t suf-
fices to show the following (cf. [5], p. 18): 
i) \B\ is separable over \A'\. 
ii) Fo r every idempotent e #= 0 of B and different elements cr1 ? a2 of G there exists 
some b in B wi th <r1(fc)e #= a2{b)e. 
Now i) is clear, since | B | is separable over the smaller ring \A\. To prove ii) we 
may assume that e is primitive. Suppose ox and a2 are elements of G wi th a 1(6)e = a2(b)e 
for al l b in B. App ly ing some g in n to this equation we obtain ax(b)g(e) = a2(b)g(e) for 
all b in B. Since n permutes the primitive idempotents of B transitively we obtain 
ax(b) = o2(b) for all b and thus ax — o2. 
Since \ B\ is a galois extension of \A'\ wi th respect to G, the ring \ B\ is finite etale 
over \A'\ and [JS : 4 ' ] = | G | . W e may conclude that also \A'\ is finite etale over \A\ 
(e. g. [8], p. 95). W e obtain that A' is a covering of A and B is a covering of A'. F rom 
[Z?:^4'J = | G | and Proposition 1. 6 it follows that B is a galois covering of A' and 
G = G(BIA'). 
Lemma 1.13, Assume B <. A is finite and galois over A with group G. Then BG = A. 
If H is a subgroup of G with BH = A, then H = G. 
Proof. B y Lemma 1. 12 the ring B° is a covering of A and 
[B:BG]= \G\ = [B:A]. 
Thus BG = A. Further again from Lemma 1. 12 we obtain \H \ = [B: A] = \G\. Thus 
H = G. 
From the Lemmas 1. 12 and 1. 13 the proof of Theorem 1. 11 is immediate. 
The Theorem 1. 11 clearly has the following 
Corollary 1.14. Assume (Bf, id I) is a family of subrings of A which are coverings 
of A. Then also the intersection of the Bt is a covering of A. 
Assume B is a finite galois covering of A wi th group G. For every g in G we con-
sider the 7r-homomorphism 
f0: B ®AB-+ 5 , fg(bx ® b2) = g{b,)b2. 
Let f:B®AB^JJB denote the homomorphism into the product of \G\ copies of B, 
indexed by G, whose components are the fg. Since \B\ is a galois extension of | A | (cf. 
proof of Lemma 1. 12), we obtain from [5], Theorem 1. 3 the following 
Proposition 1.15. For any finite galois covering B of A the 7r-homomorphism 
f:B®AB->IIBis an isomorphism. 
G 
W e shall also need the following corollary of this proposition. 
Corollary 1.16. Assume cp: A^ B is a galois covering and oc: A -» C is a homo-
morphism into a connected n-ring C, such that there exists at least one homomorphism 
ß: B-+C with ß © cp = oc. Then there exist exactly [B: A] such homomorphisms. For any 
two of them, ßx, ß2, there exists a unique a in G(B/A) with ß2 = ßi° a-
Proof. It clearly suffices to consider the case [B: A] < oo. The homomorphisms 
ß: B-+C wi th ß o <p = oc correspond uniquely to the ^-primit ive 7r-idempotents e of 
D: = B ®AC wi th [De: C] = 1 (cf. proof of Proposition 1. 6). Now we can write 
D = (B ®AB) ®ßC 
with some fixed homomorphism ß0:B->C over A. It follows from Proposition 1. 15, 
that D has exactly \G\ idempotents of the type described above, on which G acts freely 
and transitively. Thus G also acts freely and transitively on the corresponding set 
H o m 4 ( ß , C). This is our assertion. 
§ 2. Definition of signatures and real closures 
Since now n is always a group consisting of two elements 1, / . For any 7i-ring A 
we denote by JA the involut ion on A induced by J. For a in A we often write ä instead 
of JA (a). W e say that the ring A is local, resp. semilocal, resp. Dedekind, etc. if the ring 
IA I without 7r-operation has this property. The ring of elements fixed under JA w i l l be 
denoted by A0 and wi l l usually be regarded as a jz-ring wi th t r iv ia l operation. 
Let W(A) denote the W i t t ring of hermitian inner product spaces over A. The 
elements of W(A) are suitable equivalence classes of pairs (E, 0) with E a finitely gen-
erated projective v4-module and 0 a non singular hermitian form on E, linear in the first 
argument and antilinear wi th respect to JA in the second. The case JA = id is allowed. 
W e refer the reader to [16], § 1 and to [20] for the basic definitions. (In [16] the term 
u n o n degenerate" is used instead of u n o n singular".) 
The equivalence relation for hermitian inner product spaces used in the definition 
of W ( A ) wi l l be denoted by ~ , and the equivalence class of an inner product space 
(E, 0) w i l l be denoted by [E, 0]. We often write E instead of (E, 0) and [E] instead of 
\E, 0]. For any 7r-homomorphism <p: A -> B we denote the induced ring homomorphism 
[E] H > [E ®AB] from W(A) to W(B) by ^ . 
If A is connected but \A | is not connected then W(A) = 0 (e. g. [16], p. 125). If 
IA I is connected, then every inner product space E over A has a constant rank, denoted 
by d i m £ , and the map [E] H> d i m £ mod 2 from W(A) to Z /2Z is well defined. W e call 
this homomorphism the dimension index v and its kernel the fundamental ideal 1(A) 
of W{A). 
A n inner product space (E, 0) wi th E a free A-module wi l l often be denoted by 
an hermitian matr ix (afj) wi th ai} = 0(et, c>) for some basis ex, . . ., en of E. In partic-
ular every unit a of A0 yields a free space (a) of rank one. A n orthogonal sum 
(ax) ± • • • J . (an) 
wil l also be denoted by (ax, . . ., an). 
Definition 2.1. A signature cr of a commutative ring A is a homomorphism from 
the ring W(A) to the ring Z of integers, cf. Introduction. The ring A is called real, if the 
set Sign (A) of signatures of A is not empty. Otherwise A is called non real. 
Remark 2. 2. If A is semi-local and \A/^0l\ > 4 for all maximal ideals 9R of A, 
then A is non real if and only if there exists an equation 
— 1 = ax\ + h arar 
with finitely many a{ in A. This has been proved in [17], § 4 under the additional as-
sumption that A contains an element fi w i th [i + ~jx = 1. A proof not using this assump-
t ion wi l l be published in the near future [15]. (The assumption about the residue class 
fields Ajyjl above is only needed in the case JA 4= i d , and perhaps can also be eliminated 
in this case.) 
For E an inner product over A and a a signature of A we usually write a(E) instead 
of a ([E]). The role played by the signatures in the theory of W i t t rings is indicated by 
the following 
Theorem 2. 3. Assume \ A \ is connected. If A is non real then 1(A) is the only prime 
ideal of W ( 4 ) , and 2 n • W(A) = 0 for some n J> 1. If A is real then the minimal prime 
ideals PofW(A) correspond uniquely to the signatures a of A, the prime ideal P correspond-
ing to a being the kernel of a, 
This has been shown for A semi-local in [16]. F rom the semi-local case one easily 
obtains a proof of Theorem 2. 3 in general by use of the following theorem, due to A . Dress. 
Theorem 2. 4. Let A be an arbitrary commutative n-ring. For every minimal prime 
ideal PofW(A) there exists a maximal ideal m of A0 and a minimal prime ideal Q ofW(Am), 
such that P is (he inverse image of Q with respect to the canonical map from W(A) to 
W(Am). 
The proof of this important theorem, whose details have been thoroughly checked 
by the present author, wi l l appear in the near future (Dress, oral communication*)). The 
main tool used in this proof is Lemma 10. 1 in [6] (with the group G there being 1). 
Assume cp : A -> B is a jr-homomorphism, a is a signature of A and r a signature 
of B. W e say that r extends a (with respect to cp), or that o* is the restriction of r to A, 
if the diagram 
W(A) ^ ,W(B) 
Z 
commutes. We often denote the restriction o* by r\A, if there is no doubt which map cp 
is considered. 
According to the Theorems 2. 3 and 2. 4 every signature of A extends to at least 
one localization ^4 m . In § 4 we shall prove the sharper statement that every signature 
of A extends to a residue class field A (p) = A^lpAp wi th p a suitable prime ideal of A 
stable under JA. 
Let a be a signature of A. For any unit a of A0 we have [(a)]2 = 1 in W(A) and 
hence a{a) = ± 1. Thus a yields a character of A$ wi th values ± 1. U A is semi-local, 
then a is uniquely determined by this character. This is evident if \A \ is connected, 
since then W(A) is generated by the elements [(a)]. B u t it is also true if \A | is not con-
nected, cf. [17], end of § 2. In the semi-local case we usually identify a wi th the corre-
sponding character of A$. The reader is advised to consult § 2 of the paper [17] for a 
more detailed description of these characters, and to consult § 4 of the same paper, if 
he wants to see how to deal wi th signatures of semi-local rings in much the same way 
as wi th orderings of fields. 
Later on we shall need the following 
Proposition 2. 5. Assume A is a commutative n-ring with \ A \ connected. Then for 
every signature a of A and z in W(A) 
v(z) = a(z) mod 2. 
Proof. Le t m be a maximal ideal of A0 such that a extends to a signature T of Am, 
and let z' denote the image of z i n W(Am). Then a(z) = r(z') and v(z) = v(z'). Thus we 
have to show v(z') = r(z') mod 2, i . e. we have reduced the proof to the case that A0 is 
a local ring. In this case Proposition 2. 5 is clear from the fact that W(A) is generated 
by the classes of free spaces (a) of rank one (or cf. [16], Example 3. 11 last line). 
We now consider pairs (A, a) consisting of a Ti-ring A and a signature a of A. 
A morphism cp: (A, a)-> (B, r) between such pairs is a jr-homomorphism cp from A to B 
such that (r = T O ^ , i . e. T extends a wi th respect to cp. The pair (^4, a) is called con-
*) Added in proof. A. Dress, The weak local-global principle in algebraic Z-theory, to appear in Com-
munications in Algebra. 
nected if A is connected. In a similar way we use terms like " loca l " , "semilocal", "Dede-
k i n d " , etc. for pairs. If (A, a) is connected then \A\ is connected, since otherwise 
W(A) = 0 and A would not possess signatures. 
A covering (resp. finite covering) of a connected pair (A, a) is a morphism 
q>: [A, (r)-> (B, T) 
into a connected pair (B, T ) such that the 7i-homomorphism cp: A -> B is a covering (resp. 
finite covering) as explained in § 1. We call a pair (B, Q) real closed, if (B, Q) is connected 
and does not admit coverings except isomorphisms. A n y covering <p : (A, a)-> (B, Q) 
with (B, Q) real closed is called a real closure of (A, a). 
B y § 1 every covering (p : (A, a) -> (B, r) of (.4,0*) is isomorphic to a covering 
\p: (A, a) -> (B', T ' ) wi th A <. B' <. A and y\A->B' the inclusion map. F rom this remark 
one easily obtains by use of Zorn's lemma 
Proposition 2. 6. Every connected pair (A, a) has at least one real closure 
cp:(A,a)->(B,Q). 
Remark 2. 7. If cp: (A, a)-> (B, Q) is a real closure of (A, a), then certainly 
(p: A -> B is not a universal covering, since by the proof of Proposition 1. 5 the ring \A \ 
is not connected. 
In the next section we shall see (Theorem 3. 9) that any two real closures of (A, or) 
are isomorphic over (A, a). 
A pair (71, T ) is called strictly real closed, if T has t r iv ia l involution JT = idT, and 
(T, r) is connected and does not admit coverings by pairs wi th t r iv ia l involution except 
isomorphisms. A strict real closure of a connected pair (^ 4, a) wi th t r iv ia l involution is a 
covering <p : (A, a) -> (T, r) wi th (T, r) strictly real closed. 
Proposition 2. 8. (i) Every connected pair (A, a) with trivial involution has at least 
one strict real closure, (ii) If (T, r) is strictly real closed and rp: (T, r)-» (B, Q) is a real 
closure of (T, r), then rp(T) = B0 and [B : BQ] <; 2. 
Proof. The first assertion is again clear by Zorn's lemma. To prove the second 
we may assume without loss of generality T <c B and that tp is the inclusion map. Clearly 
T cz B0. Now the ring B0 is a covering of T by Lemma 1. 12. Since the signature Q\B0 
extends r we must have B0 = T. Furthermore by the same lemma [B : B0] = 2 if JR #= id , 
otherwise B = B0. 
Since now we also use the following terminology: Le t (A, a) be a connected pair 
and remember that A denotes an arbitrarily chosen fixed universal covering of A. We 
say that a connected pair (B, T ) is a covering (resp. real closure, etc.) of (^4, a), if 
A c: B c: A and the inclusion map i: A ^ B is a morphism from (^4, a) to (B, r) which 
is a covering (resp. real closure, etc.). 
§ 3. The trace formula 
Let A be a 7r-ring and cp: A -> B a finite etale Ti-homomorphism. Then the trace 
Tr^,: B-+A of this finite etale extension ([8], p. 91 ff.) is an A-linear map, which is compat-
ible wi th the Ti-actions. W e have a well known transfer homomorphism in 
T r * : W{B)-+W(A) 
of additive groups mapping the class of a space ( £ , 0) over B to the class [ E ^ , Tr^ o 0 ] , 
wi th EV denoting E considered as an A-module by y, cf. [7], § 2. W e shall use the fol-
lowing criterion for extending signatures. 
Lemma 3. 1. Let o be a signature of A and assume there exists an element y in W(B) 
with a (Tr*(?/)) 4= 0. Then a can be extended to B. 
This can be proved by the same argument as used in [17] in the semi-local case, 
cf. the proof of Lemma 5. 3 in that paper. 
Le t now a be a fixed signature of A and let cp: A -> B be a fixed finite etale :rc-homo-
morphism. W e denote by S(<p, a) the set of all signatures r of B which extend a wi th 
respect to cp. 
Definition. A trace formula wi th respect to cp and a is a map n: S(y, a)->Z such 
that n(r) = 0 except for finitely many T in S(<p, o*), and 
(3.2) o(Tv*(z)) = Hn(r)r{z) 
* r\a 
for al l z in W(B). Here the sum is taken over all r in S(<p, or), wi th the convention that 
this sum is zero if £ ( 9 ? , or) is empty. 
Remark. We shall see below that actually S (<p, a) is always a finite set. 
Lemma 3. 3. For given cp and a there exists at most one trace formula. 
Proof. Assume n and n' are two different trace formulas for a. W e choose some 
r 0 in S((p, o) wi th n(r0) =f= n'(r0). Le t M denote the finite set of all r in S(cp, a) such that 
71 ( T ) and n'(r) are not both zero. For every T in M let P(r) denote the kernel of 
T : W(B)->Z. 
Since al l these P(r) are minimal prime ideals of W(B), the intersection of all P(r) wi th 
T i n M and T 4= T 0 is not contained in P(r0). Thus we can find some z in W(B) wi th 
rQ(z) 4= 0 but r(z) = 0 for all other T in M. Now evaluating o-(Tr*(z)) using both trace 
formulas n and n' we obtain the contradiction 
n(*o)*o(z) = nf(r0)rQ(z). 
W e now state the main result of this section. 
Theorem 3. 4. (i) For given <p and a there exists a trace formula n. (ii) In this formula 
n(r) > 0 for every r in S(<p, a). In particular S((p, a) is finite, (iii) If oc: {A, a) -> (Z?, Q) 
is a morphism into a real closed pair (Z?, Q) then for any r in S((p, a) the number n(r) equals 
the cardinality of the set of all morphisms from {B, r) to (i?, Q) over (A, a). 
Remark 3. 5. For every pair (^ 4, a) there exists some morphism <x into a real closed 
pair Q). Indeed, if A is connected you can take a real closure of (^4, a). If A is arbi-
t rary there exists by Theorem 2. 4 some morphism (A, a)-> (AM1 y) wi th m a maximal 
ideal of A0. This morphism can be composed wi th a real closure of (AM, y). 
W e postpone the proof of Theorem 3. 4, and first draw some consequences from 
this theorem. For the coefficients n(r) of the unique trace formula belonging to (p and 0* 
we now write more precisely cp) or 71 (r, ^4), and we call w(r, cp) the multiplicity of r 
wi th respect to <p or A. 
Inserting the unit element of W(B) into our trace formula we obtain 
a ( T r ; ( l ) ) = 2 7 n ( T , <p). 
T\0 
In the case that A is connected there exist by Proposition 1. 6 at most [B: A] jr-homo-
morphisms from B to B over A in the situation described in Theorem 3. 4. (iii). Thus 
our Theorem 3. 4 has the following 
Corollary 3. 7. Let <p: A -> B be a finite etale n-homomorphism. Then o*(Tr*(l)) J> 0 
for every signature a of A, and a is extendable to B if and only if <r(Tr*(l)) > 0. If A is 
connected, then a has at most [B: A] extensions to B. 
W e mention a rather t r iv ia l application of this handy criterion for extendability 
of signatures. 
Proposition 3. 8. Assume cp: A -> B is finite etale and [Bm : Am] is odd for all maximal 
ideals m of A0. Then every signature a of A can be extended to B. 
Proof. There exists some maximal ideal m of A0 such that a extends to a signa-
ture y of Am. Let z denote the image of T r * ( l ) in W(Am). We have v(z) = 1 and thus 
by Proposition 2. 5 
This implies a ( T r * ( l ) ) 4= 0. 
For another proof of Proposition 3. 8 cf. [17], Proposition 5. 4. 
Theorem 3. 9. Assume (A, a) is connected and oc : (A, a) -> (B, Q) is a morphism with 
(B, Q) real closed. Let (p: (A, a) (B, r) be a covering. 
(i) There exists at least one morphism ß: (B, r)-> (B, Q) with oc = ßo<p. 
(ii) If oc and <p are real closures then every such ß is an isomorphism. 
Proof, (i) We may assume A < B and that cp is the inclusion map from A to B. 
B y Zorn's lemma there exists a maximal ring C <: B wi th A < C and A ^ C a covering, 
such that there exists a morphism ßx from (C, r\C) to (B, Q) extending oc. If C 4= B then 
we can find a ring D wi th C %D <.B and C ^ B a finite covering. B y Theorem 3. 4 the 
morphism ßx can be extended to a morphism from (Z>, r\D) to (/?, Q). This contradicts 
the maximal i ty of C. Thus C = B. 
(ii) If oc is a covering, then by Proposition 1. 3 also ß is a covering. Thus if i n ad-
dition (p is a real closure then ß must be an isomorphism. 
Corollary 3.10. Assume A and B have trivial involutions. Then Theorem 3. 9 re-
mains true with the words "real closed" and "real closure" replaced by "strictly real closed" 
and "strict real closure". 
Proof. Statement (ii) is clear by the same argument as above. To prove (i) we 
choose a real closure y: (B, Q) -> (S, rj) of the strictly real closed ring (B, Q). We regard 
y and <p as inclusion maps. B y Theorem 3. 9. we can extend y o oc to some morphism 
d: (B, T ) - > (S, YJ). Clearly d(B) <c S0. B y Proposition 2. 8 the ring S0 coincides wi th B. 
The morphism ß: (B, r) -> (B, Q) induced by d fullfills ß o <p = a. 
We now enter the proof of Theorem 3. 4. W e consider the situation described in 
part (iii) of this theorem. Starting from the diagram (1. 0) wi th the letter C there re-
placed by B we obtain a diagram 
a(Tp*( l ) ) = y(z) s i mod 2. 
W(B) W(B ®A B) 
W(A) * W(B). 
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It is easily checked that this diagram is commutative, cf. [7], Lemma 2. 1. Thus for z 
in W(B) 
a o T r* (z) = g o <x+ o T r* (z) = g o T r * @ 1 o (1 ® *)* (z). 
t 
Now i? ® R is a direct product TLEI of finitely many connected jr-rings E T . Le t 
t = i ' 
pt: B 0 R->ET denote the corresponding projections, 1 ^  i <^£, further let 
*i: = Pi ° (1 ® *) a n c * <Pi: = Pi ° (95 ® 1) 
be the components of 1 ® # and 99 ® 1 respectively. The 9 9 ^ : /? -> 2?, are finite coverings. 
W e have 
t t 
e o T r * 0 i ° ( l ® 2 ^ T r * o ^ o ( l ®*)+(z)= HQOTT oa^(z). 
Let i be a fixed index in [1, t]. If [2? f: /?] > 1, then £ cannot be extended to E T , since 
(R,Q) is real closed. Thus by Lemma 3. 1 the corresponding summand g o T r* o ocIS|E (2) 
is zero. If [2?,: Ä] = 1 then Tr* = (<p t*)_1 as is easily verified, and we obtain 
Tr* o*„{z) = ßi+{z) 
with ßt = (p^1 0'at. Now these ßt are precisely all homomorphisms from B to R over A , 
cf. the proof of Proposition 1. 6. W e thus obtain 
(roTp;(z) = J S e o / } , ( 2 ) 
wi th /? running through the finitely many homomorphisms from B to R over A. For 
every such /? the signature g o /? # clearly extends o\ We now for every signature 
T in 5 ( 9 9 , ex) the natural number n(r) as the number of all ß wi th @ 0 ß% — T . Clearly 
ra(r) = 0 except for finitely many T , and as we have just seen 
o-oTr*(z) = ^ W ( T ) T ( Z ) 
T|nr 
for 2 in W(B). Keeping Lemma 3. 3 in mind the assertions (i) and (Iii) of Theorem 3. 4 
are proved. 
Let now r 0 denote a fixed signature in S (99, a) and choose some morphism ß0 from 
(2?, T 0 ) into a real closed pair (2?, g) (cf. Remark 3. 5). A p p l y i n g assertion (iii) of Theorem 
3. 4 to the morphism oc: = ß0 o 99 we see n(r 0 ) > 0. Thus also assertion (ii) is proved. 
In the case that A and B are semi-local and have t r iv ia l involutions the trace 
formula (3. 2) had been conjectured in [17], 5. 16 wi th multiplicities n(r) = 1. W e shall 
see in part II of the paper, that indeed all n(r) = 1 in this case. 
W e now discuss a case where multiplicities n(r) = 2 occur in a t r iv ia l way. Let A 
be a jr-ring. The involution JA is a jr-automorphism of A. W e denote for z in W(A) the 
image (JA)*(z) by z. 
Lemma 3. 11. For every signature a of A and every element z of W(A) we have 
a(z) = a(z). In other words, JA is an automorphism of (A, a). 
Proof, a extends to a signature r of B : = Am w i th m a suitable maximal ideal 
of , 4 0 . Le t x denote the image of z in W(B). Then x is the image of z, and it suffices to 
prove r(x) = T(X). N O W W (B) is generated by elements [(a)] which are fixed under 
Thus y = y for all y in W(B). 
W e call the involution JA non degenerate if A is finite etale over A0 and [Am : A0m] = 2 
for all maximal ideals m of A0. If A is connected and is non degenerate then the in-
clusion map A0^A is a covering of wrings. 
Proposition 3.12. Assume JA is non degenerate. Then n(r, A0) = 2 for every signa-
ture x of A. A signature a of A0 has at most one extension to A. 
Proof. Le t a denote the restriction r\A0 of a given signature r oi A. Then JA is 
an automorphism of (A, r) over (A0,a0), and we see from Theorem 3. 4 (iii), that 
n(r, A0) ^> 2. Again by this theorem and by Proposition 1. 6 we have 
2n(r',A0)^[A:A0] = 2. 
r'\a 
This implies both assertions. 
W e now present some applications of Theorem 3. 9. 
Proposition 3.13. Let (A, o) be a connected pair with JA non degenerate, let a0 denote 
the restriction a\A0, and let (R, Q) be a real closure of (A0, a0) with A0 <=: R <c A0 = A. 
Then A < R and {R, Q) is a real closure of (A, a). 
Proof. (A, a) is a covering of (A0, a0). B y Theorem 3. 9 there exists a morphism % 
from (A, a) to (R, Q) over (A0, a0). Since A is a galois covering of A0, we have 
A = j [ ( A ) c / l . 
Now Q\A extends a0 and Proposition 3. 12 implies Q\A = a. F ina l ly by Proposition 1. 3 
(R, Q) is a covering of (A, a). Thus (/?, Q) is a real closure of (^ 4, a). 
Proposition 3.14. Assume (A, a) is connected and has trivial involution. Let (R, Q) 
be a real closure of (A, a). Then (R0, Q\R0) is a strict real closure of (A, a). 
This follows from Proposition 2. 8, since by Theorem 3. 9 any two real closures 
of (^4, a) are isomorphic over (A, a). 
Theorem 3.15. Let cp: A-> B be a finite etale n-homomorphism and oc: A -+ C be 
an arbitrary n-homomorphism. Let rx be a signature of B and r2 be a signature of C whose 
restrictions rx o q>^ and r 2 o oc# are equal. Then there exists at least one signature rj of the 
tensor product B ®AC with respect to cp and oc such that rj\B = rx and rj\C = r2, the re-
strictions being taken with respect to the canonical homomorphisms 1 ®oc:B->B®C and 
<p ® 1: C^B ® C. 
Proof. Le t a denote the signature rx\A = T2\A. We choose some morphism 
y : (C, T 2 ) - > (if, Q) into a real closed pair (R, Q) (cf. 3. 5). App ly ing Theorem 3. 9 to the 
morphisms <p : (A, a) -> (B, TX) and 
y ooc: (A,a)^ (C, r2) -> (B, Q) 
we know that there exists a morphism ß : (B, rx) -> (B, Q) wi th ß o <p = y o oc. B y the 
pushout property of the tensor product we have a homomorphism d: B ® A C R wi th 
ö o (1 ® oc) = ß and d o (cp 0 1) = y. The signature r\: = Q O has the restrictions 
rj o (1 ® oc)+ = xx and rj o (cp ® 1)* = T 2 . 
W e investigate the situation described in Theorem 3. 15 in a special case. 
Proposition 3.16. Let (A, a) be a connected pair with JA non degenerate, let aQ denote 
the restriction a\A0 and let oc: (A0, a0) -> (T, r) be a morphism into a strictly real closed pair 
(T, r). Let R denote the tensor product A ®A%T with respect to oc. (i) T extends to a unique 
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signature Q of R, and (R, Q) is real closed, (ii) This signature Q extends a with respect to 
1 ® oc : A -> R. (iii) If oc: (^40, a 0) -+ (71, T ) is a strict real closure of (A01 <r0), then 
1 ® * : (4 , cr)-»(/? , Q) 
is a real closure of (Ay a). 
Proof. We regard T as a subring of R, which is possible since T -> R is finite etale. 
Clearly R0 = T and JR is non degenerate. B y Theorem 3. 15 there exists a signature Q 
on R extending both a and r, and by Proposition 3. 12 there exists no other signature 
of R extending T . If (R\ q') is a real closure of (71, T ) , then [R': T] 2 by Proposi-
t ion 2. 8. W e now see from Theorem 3. 9 that (R, Q) is isomorphic to (R', Q') over (7\ T ) , 
and hence (JR, e) is real closed. Thus the assertions (i) and (ii) are proved. If oc is a cov-
ering then also 1 ® oc is a covering, which proves (iii). 
Proposition 3.17. Let (/?, e) a real closed pair. Then the pair (R0, Q0) with 
QQ = Q\R0 is strictly real closed. 
Proof. Let <p: ( Ä 0 , Q0) -+ (T,r) be a strict real closure of (R0lg0). We consider 
the diagram 
wi th oc the inclusion map. We may also regard 1 ® oc as an inclusion map, since cp is a 
covering. One easily verifies T = (T ® R)0. Thus T ® R is certainly connected and 
(p ® 1 is a covering. B y Theorem 3. 15 there exists a signature rj of T ® R extending 
both r and Q. Since (Ä, p) is real closed this implies [T: R0] = [T ® R: R] = 1. Thus 
(#o> Qo) i s strictly real closed. 
W e close this section wi th a description of the real closures of pairs (4 , a) wi th A 
a field in classical terms. Temporarily we write a ^-r ing A as a pair (B , / ) wi th B = \ A \ 
and J = JA. 
Example 3.18. Let K be a field, J be an involut ion of K, and cr be a signature of 
(K, J). This means that on the fixed field K0 of / an ordering < is given wi th xx > 0 
for all x in K*y cf. Proposition 3. 12 and [17], 1. 6. Le t K denote the algebraic closure of K. 
Since every covering of K (in the category of rings without involution) is a field, K is 
the universal covering of K. B y the proof of Proposition 1. 5 the universal covering 
(K, J)~ is the pair (K x K, ß) wi th ß(x, y) = (y, x). Regarding (K, J) as a rc-subring of 
(K, 7)~ we have to identify an element x of K wi th the element J(x)) of K x K. 
Let T < K be a real closure of KQ wi th respect to the ordering < in the classical 
sense ([2], p. 89). B y the fundamental theorem of algebra K = Tfy—l] and [K : T] 2, 
cf. [2], p. 89. Le t oc denote the generator of the Galois group of KjT. We have 
W(T, id) = W(K, oc) = Z , 
and we denote by r and Q the unique signatures of ( J , id) and (K, oc) respectively. We 
further denote by aQ the signature of KQ corresponding to the ordering < , i . e. the re-
striction of a to ( Ü L 0 , id). Clearly Q extends r and T extends a0. If / 4= id , then J is non 
degenerate, and we see from Proposition 3. 12 — or by a direct argument — that Q also 
extends a. W e embed (K, oc) into (K, J)~ identifying an element x of K wi th the element 
(x,oc(x)) of (K, jr. 
Case 1: J = i d . Clearly (T, id , r) is a strict real closure of (K, id , or). The signature 
£ of (üf, ex) can not be extended to the unique non t r iv ia l covering (K X ÜT, ß) of (if, a), 
since W(K X K, ß) = 0. Thus (if, a, e) is a real closure of (if, id , or). (This also follows 
from Proposition 3. 14.) 
Case 2 : J 4= i d . As just proved (K, a, Q) is a real closure of ( i f 0 , id , o*0), hence 
also a real closure of (if, /, a) (cf. Proposition 3. 13). 
§ 4. Extension of signatures to fields 
W e first consider the case that a is a signature of a local ring A wi th trivial involu-
tion. W e are looking for prime ideals p of A such that a can be extended to the quotient 
field A(p) = AJpAp of Afp. Let P denote the set of all a in A* wi th a(a) = 1 and let 
Q denote the set of all finite sums ax + • • • + ar wi th at in P. Then Q is a multiplicative 
subset of A which clearly does not meet any prime ideal p of A such that a extends to 
a signature T of A (p), since the images of the elements of Q in A (p) must be positive 
wi th respect to the ordering corresponding to T (cf. the introduction). Thus it is very 
natural to investigate the maximal prime ideals of A which do not meet Q. It turns 
out that we are in a very pleasant situation: The complement of Q w (— Q) in A is al-
ready a prime ideal. In the case that 2 is a unit in A the following theorem has already 
been proved by Kanzak i and Ki t amura [11]. 
Theorem 4.1. i) The sets Q and — Q are disjoint, ii) The complement p of Q w (— Q) 
in A is a prime ideal, iii) For x in p and y in Q the sum x + y lies in Q. 
Remark 4. 2. B y [17], 2. 3 we have Q r\ A* = P. Thus since A is local, every 
element of Q is an element of P or the sum of two elements of P. 
Before proving Theorem 4. 1 we deduce from this theorem as in [11] the following 
Corollary 4. 3. There is a unique signature of A (p), denoted by ä, which extends a. 
The positive elements of A lp with respect to the ordering of A (p) corresponding to a are 
precisely the images of all a in Q. 
Proof. A s follows immediately from Theorem 4. 1 we have on the r ing 4 / p a total 
ordering compatible wi th addition and multiplication, defined in the following way: 
The image a of an element a of A is positive if and only if a lies in Q. W e extend this 
ordering in the unique possible way to A (p). For the corresponding signature a of A (p) 
we have a (a) = 1 for all a in P. Thus a extends a. Clearly there is no other possibility 
to extend a to A (p). 
W e now start wi th the proof of Theorem 4. 1. Assume Q ^ (— Q) is not empty. 
Then there exists an equation 
a i + ^ ar = — bx — • • • — b8 
with ai and bj in P. If the left hand side is a unit, then we have a{ax + • • • + ar) = 1 
fay [17], 2. 3, and also a{b1 + \- b8) = 1. This is impossible. If the left hand side 
lies in the maximal ideal m of A, then we obtain a contradiction considering the equation 
« i + h <*r-i = —ar — b1— - - — bs. 
Thus Q r\ ( — Q) = 0. The remaining assertions of Theorem 4. 1 w i l l easily follow from 
Lemma 4. 4 (cf. [11], p. 227 for 2 € A*). If x and y are elements of A with x + y 
in Q then at least one of the elements x and y lies in Q. 
Proof. W e have an equation x + V = d\ + * * * + a r a * i * 1 (?• If 1/ is a unit 
then either y € P or 2/ € — P . In the second case x = ( — J/) + « i + • • • + a r lies i n (?. 
Thus the assertion is proved if y is a unit and also if x is a unit. Assume now that x and y 
lie in m. Certainly r 2g 2. We obtain from the equation 
x + (y — = a 2 + h a r 
that x or y — a1 lies in Q. ]f y — a1i Q then also y 6 Q. 
From this lemma it is clear, that the sum x + y of two elements x and y i n p again 
lies in p, since otherwise z -+- y € ± ^ and thus x € ± Q or ?/ € ± Q. It follows from the 
definition of p that — p = p. Thus p is an additive subgroup of A. 
Assume now that x is an element of p and y an element of Q. If 2 : = x + ?/ would 
lie in — () then # = (— y) + z also would lie in — Q, and if z would lie in p then y = z —x 
would lie in p. Thus z lies in Q. 
W e finally show that p is a prime ideal. Let x be in A and y be in p. We want to 
show xy 6 p. This is clear from the definition of p if x lies in Q or in — Q. If x lies in p 
then, as we have already shown, 1 + x lies in Q, hence 
xy = (1 + x)y — y£ p. 
Thus p is an ideal. The complement Q w ( — (?) of p is closed under multiplication, hence 
p is prime. The proof of Theorem 4. 1 is finished. 
W e call p the prime ideal of A associated wi th the signature or, and a the signature 
of A(p) induced by a. For the sets P and Q we write more precisely r(a)4) and ()(<r). 
W e return to rc-rings. For x an element of a rr-ring A we use the notations 
(4. 5) S{x) = x + x, N(x) = xx. 
Notice that S(x) and N(x) lie in A0 and N(xy) = N(x)N{y). 
Let (i4, cr) be a pair wi th 4 0 a local ring. Le t cr0 denote the restriction of a to A0, 
let p 0 denote the prime ideal of A0 associated wi th a0 and cr0 denote the signature on 
^oCPo) induced by aQ. 
Theorem 4. 6. (i) There exists a unique prime ideal p of A with p ^ AQ = p 0 . This 
prime ideal p is the set of all x in A with N(x) 6 p 0 . 
(ii) For every x 6 4 \ p we have N(x) € Q{a0). 
(iii) There exists a unique signature ä of A (p) which extends a. {Notice that p is stable 
under JA.) 
(iv) Regarding AQ{pQ) as a subfield of A(p) we have A0(p0) = A (p) 0 , and 
^ M o ( P o ) = oQ. 
Proof, a) We shortly write Q instead of Q{oQ). W e first show that the norm N(x) 
of an arbitrary element x of A is not contained in — Q. Indeed, otherwise we would have 
an equation 
N(x) + ax+ h ar = 0 
wi th some at i n JT(a 0 ) . F r o m this we obtain 
— ax = N(x) + a2+ • • - + a„ 
resp. —ax = N(x) i n the case r = 1, which contradicts [17], 2. 3. 
4) The notation /"(cr) already occurs in [17]. 
b) W e define p as the set of all x in A wi th norm N(x) in p 0 . Le t x and y be elements 
of p. W e shall show that z: = x + 2/ again lies in p. Suppose this is not true. Then by 
part a) of the proof N(z) 6 Q. Now 
N(z) = N(x) + N(y) + S(xy). 
Since N(x) and N(y) lie in p 0 , we obtain from Theorem 4. 1 (iii), that S (xy) lies in Q. 
Again by Theorem 4 . 1 (iii) 
N(x — y) = N(x) + N(y) — S{xy) € — Q. 
This cannot be true by part a). Thus N(z) € p 0 . For x in A and y in p the norm 
N(xy) = N(x)N(y) 
lies in p 0 , hence xy€p. Thus p is an ideal. This ideal is prime, since A\p is mult ipl i -
catively closed. 
c) Clearly p rs AQ = p 0 . Assume a is an ideal of A wi th a ^ 4 0 <: p 0 . For x in a 
the norm xx lies in a ^ A0 < p 0 , hence a; 6 p. Thus p - a. Since A is integral over ^40 
this implies that p is the only prime ideal of A ly ing over p 0 ([4], § 2, No. 1, p. 36). The 
field .4 0 (p 0 ) has characteristic zero since it is real. Thus by [4], § 2, No. 2, Theorem 2, 
A0(p0) is the field of fixed elements of the involution of A(p). 
d) Since N(x)£Q for all x in A\p, we have a0(N{c)) = 1 for all elements c + 0 
of A(p). (Of course N(c) is again defined by 4. 5.) 
Thus ä0 extends to a unique signature ä of A(p), cf. [17], Corollary 1. 6. Let r 
denote the restriction of a to A. Then r\AQ = a0. This implies r = a, since the canonical 
map from W(AQ) to VF(^4) is surjective. Assume finally that rj is a signature on 4 (p ) 
which extends or. Then the restriction of rj to A0 is o-0 and thus rj\A0(p0) = ay. This im-
plies rj = a. Theorem 4. 6 is proved. 
W e again call p the prime ideal of A associated wi th a and a the signature of A (p) 
induced by a. The following corollary of Theorem 4. 6 has central importance for the 
later sections of this paper. 
Theorem 4. 7. Let (A, a) be an arbitrary pair. Then there exists a prime ideal p of A 
stable under JA such that a can be extended to the field A (p). 
Proof. B y Theorem 2. 4 there exists a signature T of Am extending a wi th m a suit-
able maximal ideal of AQ. Let q denote the prime ideal of Am associated wi th r, and let 
p be the inverse image of q in A. The signature T of A m ( q ) = A(p) extends o*. 
For a given pair (^ 4, o) i t would be desirable to have a description of the set Z(a) 
of all prime ideals p of A wi th the properties states in Theorem 4. 7, or at least of the 
maximal elements i n Z(a). If A is semilocal, then by the following theorem this set has 
sti l l just one maximal element. 
Theorem 4. 8. 5) i) Let (A, a) be semi-local with trivial involution. Let Q = Q(a) 
denote the set of all finite sums X\ax+ - - • + A2rar with Xi in A, aA in A*, a(a{) = 1 of 
1 ^ i ^ r? and XXA + • • • + = ^ - Then the statements made in Theorem 4. 1 and 
Corollary 4. 3 about Q and the complement p of Q w (— Q) in A remain true. 
ii) If (A, a) is an arbitrary semi-local pair, then the statements of Theorem 4. 6 re-
main true. 
5) Theorem 4. 8 remains true for the weakly semi-local rings introduced in § 5. 
The proof would interrupt our study of real closures too much, and wi l l be post-
poned to Appendix B of this paper. We use the terms "prime ideal p associated wi th a" 
and "signature ä induced by a on A (p)" for semi-local pairs (A, or) as above. 
In general Z(a) w i l l have several maximal elements. 
Example 4. 9. Let I c C n be an irreducible affine curve, defined over the field R 
of real numbers, which has real points. Le t Z l 7 . . . , Zr denote the connected components 
of the set X ( R ) of real points of X wi th respect to the strong topology, and let A denote 
the ring R [ X ] of regular functions on X , which are defined over R, equipped wi th the 
t r iv ia l involut ion. W e identify the points p € X ( R ) with the maximal ideals p of A such 
that Ajp = R. Every p € X ( R ) yields a signature 
op\W(A) + W(Alp)='l. 
Since the functions in R [ X ] are continuous on X ( R ) in the strong topology, all a ö wi th p 
running through a fixed component Zt coincide (cf. [12], 14. 2. 2). We denote this signa-
ture by at. Since ai 4= aj for i 4= j (cf. [12], 14. 2. 2), we have 
Z ^ Z ( < 7 , K ^ { 0 } . 
If Zx consists of a single singular point of X , then it may happen that Z{at) = Zt, cf. 
[17], Example 1. 12. Otherwise Zx contains a regular point p. Then ai extends to A(p) 
and a fortiori to Ap. Now every signature of Ap can be extended to the quotient field 
F^R(X), cf. [17], Example 1.13. Thus Z(at) = Zt w {0}. 
W e close this section mentioning a remarkable consequence of Theorem 4. 7. Le t 
A be a real Ti-ring and let S denote the set of all finite sums N^) + • • • + iV(A r) wi th 
X{ in A and XXA + • • • + XrA = A. It is easily seen that S is mult ipl icat ively closed. 
Proposition 4.10. Every signature of A extends to the localization S~lA. Thus S~1A 
again is real and the kernel of the canonical map from W(A) to W(S~1A) consists of nil-
potent elements. 
Proof. Le t a be a signature of A, and let p be a prime ideal of A stable under JA, 
such that a extends to a signature r of A (p). Eve ry element s of S has image s 4= 0 in 
A (p), since A (p) is real (cf. 2. 2). Thus the canonical map from A to A (p) factors through 
S~1A. The restriction of r to S~lA extends a. 
Corollary 4.11. Every signature of A extends to Q ®%A. 
This is clear since Q ® A is the localization of A wi th respect to the set of positive 
natural numbers, embedded into S. 
§ 5. Generalization of the fundamental theorem of algebra 
For A a connected ring wi th t r iv ia l involut ion we denote by A the universal cov-
ering of A i n the category of rings without involut ion, reserving the notation A as in 
the previous sections for the universal covering in the category of jr-rings. We regard Ä, 
equipped wi th the t r iv ia l involution, as a subring of A. This subring of A is uniquely 
determined since A is galois over A. B y the proof of Proposition 1. 5 the covering A 
of A has degree [A : A] = 2. 
Theorem 5.1. i) Let (R,Q) be a real closed pair. Then \R\ is simply connected in 
the category of rings without involution, and [R: R] = 2. 
ii) Let (T, r) be a strictly real closed pair. Then [ T: T] 5g 2. 
Proof, i) B y Theorem 4. 7 there exists a morphism cp from (R, g) into a pair (K, r) 
with I K \ a field. Passing to a real closure of (K, r) we may assume in addition that (K, r) 
is real closed. B y Proposition 1. 6 there exists a rc-homomorphism xp from R to K such 
that the diagram 
R v- > K 
A A 
J 
R ? > K 
commutes, the vertical maps being the inclusions. Now [K: K] = 2 by the classical 
fundamental theorem of algebra, cf. 3. 18. Let a' be the generator of G(K/K). We see 
from Corollary 1. 16 that there exists a unique element oc in G(RjR) wi th tp o oc = oc' o ip. 
This implies y> o oc2 = \p and, again by Corollary 1. 16, oc2 = 1. Let S denote the fixed 
ring of the ^-automorphism oc. Then R <c S and by Lemma 1. 12, S is a covering of R. 
Clearly ip(S) is contained in the fixed ring K of oc'. Let x : S ^ denote the restriction 
of y> to S. The signature r extends g. Bu t (/?, e) is real closed. Thus R = S. Again 
from Lemma 1. 12 we obtain [R: R] ^ 2. Bu t | Ä | is connected and | Ä | is not. Thus 
[R: R] = 2. F rom the proof of Proposition 1. 5 it now is immediately seen that | Ä | is 
simply connected in the category of rings without involution. 
ii) Let (71, T ) be a strictly real closed pair and let (i?, g) be a real closure of (T, r). 
B y Proposition 2. 8 we know T = R0 and [R: T] <S 2. Since | Ä | is simply connected 
we also have [T: T] ^ 2. (N . B . There exists an isomorphism from \R\ to T over T, 
but the subrings R and T oi T are certainly different if 71 #= 7\) Another possibility to 
prove assertion (ii) is to repeat the main arguments used in the proof of (i), the category 
of jr-rings being replaced by the category of rings without involution. 
It may happen that T = T for a strictly real closed pair (71, r) as show the fol-
lowing 
Examples 5. 2. Let A be the ring Z wi th t r iv ia l involution. Then W(A) = Z ([20], 
p. 90). Furthermore by a theorem of Minkowski , A = A (e. g. [1], p. 162). The pair (A,a) 
with a the unique signature of A is certainly real closed and strictly real closed. A n ex-
ample of similar type is given by the ring B of integral algebraic numbers in Q()/5 ). Again 
by use of Minkowski 's lower estimate for the discriminant of algebraic number fields 
(cf. [1], p. 162) one easily sees that every proper algebric field extension of Q ( / 5 ) is rami-
fied over <P(|/5 ), i . e. B = B. We further have W(B)^IxZ ([20],p.96). For both sig-
natures gt and g2 of B the pair (B, gt) is real closed and strictly real closed. 
W e now discuss two cases in which [ T: T] = 2. For any unit a of a ring A (no 
involut ion considered) we denote by A [ ^ a ] the extension B: = A[X]I(X2 — a). This 
extension B/A is finite etale if and only if 2 is a unit i n A, as is immediately seen by 
reducing B modulo the maximal ideals of A. 
Corollary 5. 3. Assume (71, r) is strictly real closed and 2 is a unit in T. Then 
[f: T] = 2 and f ^ T[]/^i]. 
Proof. The jr-ring S : = T[\/—1 ] wi th t r iv ia l involut ion is non real, since the 
inner product space (1, 1) over S is ~ 0 and thus 2 W(S) = 0. If S would not be con-
nected, then S would be isomorphic to T x T, but T X T is real. Thus S is a covering 
of T of degree 2. Since [f: T] <; 2 we must have f g^S. 
Journal für Mathematik. Band 274/275 11 
Let A be a ring (no involution considered). We call an extension B > A of A a quad-
ratic Artin-Schreier extension, if there exists a free basis of B over A consisting of two 
elements 1, a> such that co2 = co + a for some a in A wi th 1 + 4 « € A*. W e call co a 
1 
Artin-Schreier-generator of B and often write co = — a. Clearly 
1 
g*A[X]l(X2-X-a), 
and 
1 
2 € A * , since (1 
1 
— a 
P 
A[]/\ + 4 a ] if is finite etale over 4 , cf. [16], 5. 13. Notice that A 
2co)2 = 1 + 4a . 
W e call a jr-ring C weakly semi-local, if C contains a semi-local rc-subring C such 
that C is integral over C. Notice that coverings of semi-local rings in general are not 
semi-local but only weakly semi-local. The whole theory developed in [17] for semi-local 
rings immediately generalizes to weakly semi-local rings. 
Assume now that our ring A w i th t r iv ia l involut ion is weakly semi-local. Then 
we can find some natural number h ^ > 1 such that 1 — 4A is a unit in A. Indeed, let A' 
be a semi-local subring of A wi th A integral over A'. Choose h i n such a way that h is 
divided by all prime numbers p =j= 2 which occur as the characteristic of a field A'/m' 
with m ' a maximal ideal of A'. For any such h clearly 1 — 4A is a unit i n A. 
Corollary 5. 4. Let (T, r) be strictly real closed and weakly semi-local. Let h be a pos-- - r i 
itive natural number with 1 — 4A a unit of T. Then [T : T] = 2 and T T — (— h) 
Proof. A s in the proof of Corollary 5. 2 it suffices to show that the rc-ring 
F o r 
1 
= —- (— h) we have 
1) = 1, cf. [17], 
— 1. Thus S is 
wi th t r iv ia l involut ion is non real 
(1 — 2co)2 = 1 — 4A. If S would possess a signature a, then a(ih 
1.3. B u t [(4A —1)] = [(—1)] in W(S), which implies a(4A — 1 ) 
indeed non real. 
The following proposition generalizes parts of the Corollaries 5. 3 and 5. 4. 
Proposition 5. 5. Assume (T,r) is strictly real closed, and that there exists a prime 
number p which is a unit in T. Then [ T: T] = 2. 
Proof. Le t p~°°2 denote the ring of rational numbers whose denominator is a 
power of p, and let C denote the ring of algebraic numbers generated over p~°°Z by the 
pr-th roots of uni ty w i th r running through al l natural numbers. (It would suffice to 
consider the ring generated by the jo-th roots of unity.) W e regard C as a rc-ring wi th 
t r iv ia l involut ion. The quotient field K of C is non real. Since by Corollary 4. 11 every 
signature of C extends to K (in a unique way, cf. [17], 2. 14), also C is non real. A s is 
well known C is a covering of p~°°1. Since p is a unit i n T we have a canonical map oc 
from p~°°1 to T. B y Corollary 1. 7 there exists a homomorphism ß from C to T such that 
the diagram 
C 
commutes. The image ß(C) cannot be contained in T since otherwise ß and T would yield 
a signature on C. Thus certainly T =\= T. Now Theorem 5.1 (ii) implies the assertion. 
Appendix A. Complements on equivariant coverings 
The goal of this appendix is to give some complements to the theory of equivariant 
coverings developed in § 1. In particular we shall prove here Proposition 1. 5 on the 
existence of universal coverings in full generality, thus closing a gap in § 1. 
In contrast to the main body of the paper n here denotes an arbitrary finite group. 
Assume that co is a subgroup of n and A is an co-ring. W e construct from A an "induced" 
ji-ring B = A03'*71 in the following way: A s Zrc-module B is induced from A in the usual 
way, B = ZTI ®ZMA. For g in n and a in A we write (g, a) instead of g ® a. These sym-
bols satisfy the relations 
(gh, a) = (g, ha) for h i n co, 
(£, « i ) + a2) = (£, ax + a 2), g'{g, a) = (g'g, a). 
A n y element z in B can be written in the form 
r 
z = 2 (gi9 at) 
i = l 
with {gj, . . . , gr} a fixed set of representatives of TT/CO, and the ai € A uniquely determined 
by z. W e make B a commutative ring by prescribing as mult ipl icat ion 
(gj^) = d^g^ab). 
Then (g, a) (g, b) = (g, a£) for arbitrary g in ^ and a,b in A, and (g, a) (g', b) = 0 if g 
r 
and g' belong to different cosets of co. Clearly B is a rc-ring wi th unit element X (gn !)• 
t = l 
Let 7 ^ denote the map from A™'*71 to 4^ wi th yA(g, a) = 0 if g is not in co and 
a) = a. Clearly is an co-homomorphism, i . e. a ring homomorphism compatible 
wi th the actions of co on both rings. Our construction of A™'*71 is canonical in the following 
sense: 
Proposition A. 1. Let op be an co-homomorpkism from a n-ring C to A. Then there 
exists a unique n-homomorphism ip: C -> A™^71 with yA°V)==(P- This homomorphism xp 
is given by the formula 
w*) = i tester1*)). 
i = l 
The proof is an easy exercise. Proposition A . 1 implies in particular that every 
homomorphism ex: A -> B between co-rings induces a unique 7r-homomorphism ß from 
AM^N to B^71 such that the diagram 
B 
VA YB 
commutes. W e denote ß by cx™^". 
Proposition A. 2. If A is a connected co-ring then AM^N is a connected n-ring. 
Proof. Le t ft, . . .,ft denote the primit ive idempotents of A. Then the elements 
(gn fj) wi th 1 i ^ r, 1 s are the primitive idempotents of A01'*71. For a given 
(gij fj) there exists some h i n co wi th hft = ft. Then (g€h) (1, ft) = (g{, fj). Thus n acts 
transitively on the (gf, ft). 
Assume now that A is a rc-ring, e is an idempotent of A, and A0 is the ring Ae, 
regarded as an a>-ring with co the stability subgroup of e in A. 
Proposition A. 3. The n-homomorphism cp: A-+ A^71 induced by the canonical pro-
jection p:A-*A0, p(a) = ae (see Proposition A . 1), is an isomorphism. 
Proof. W e write B instead of A^n and e' for the idempotent (1, e) of B. For every 
a i n A0 = Ae we have cp(a) = (1, a). Thus 9? maps ^4e bijectively to Be'. Since as ad-
ditive groups 
A = 0 g l(i4c), 5 = 0 
i= l » = 1 
clearly 99 maps bijectively to B. 
In particular by taking as e a primit ive idempotent we see that every connected 
Ti-ring A is isomorphic to a ring A%~*n wi th \A0\ connected. 
Lemma A. 4. If cp: A -> B is a covering of a connected co-ring A, with co a subgroup 
of n, then the map cp': A™^71 -> B10^71 induced by cp is a covering of the connected n-ring A™^71. 
Proof. In fact, if cp is a finite covering then cp' is certainly finite etale, and thus 
again a finite covering, since by Proposition A . 2 both Am^n and B"*" are connected. 
F rom this the assertion follows for an arbitrary covering cp, since the functor A Aa^n 
respects direct l imits. 
W e now construct a universal covering of an arbitrary connected rc-ring A, as 
promised in § 1. We choose a primit ive idempotent e of A and regard the component 
A0: = Ae of \A\ as a ring without group action. W e choose a universal covering 
%pQ: AQ-> D of A0 and denote by y> the induced map from A\~*n to D1^71. W e further denote 
by cp: A -> A\~*n the 7t-homomorphism associated in the sense of Proposition A . 1 to the 
canonical projection a-*ae from A to A0. Clearly for any a in A 
<p{a)=i;(g, g-xa) 
9 
with g running through all elements of G wi th g~1adA0. 
Theorem A. 5. xp o cp : A -> A\~*n -> D1^71 is a universal covering of A. 
Proof. A\~*n and D1^71 are connected ^-rings by Proposition A . 2. Furthermore 
Dx~*n is simply connected by Lemma 1. 4, and xp is a covering by Lemma A . 4. W e now 
show that cp is finite etale and thus a finite covering. Then the theorem is proved. Le t 
B denote the ring A^71. The restriction Ae-+ Bcp(e) of cp can be regarded as the diagonal 
map ^ 4 0 H ^ 0 X • • • x ^40 into a finite product of copies of A0, and thus is finite etale. 
Since n acts transitively on the primit ive idempotents of A, the map cp itself is finite etale. 
Thus we have filled out the gap in § 1 and may now use the whole content of § 1. 
W e are able to state very precisely the relations between the coverings of a con-
nected co-ring A wi th co a subgroup of n and the coverings of Aa^n. Le t cp: A -> A be a 
universal covering of A. We denote the wrings A1"*" and (A)M^N by A' and A' respec-
t ively. B y Lemma A . 4, cp induces a covering cp': A' -> A'. W e regard cp and cp' as in-
clusion maps. Furthermore we identify A w i th the subring A'e of A', where e denotes 
the idempotent (1, 1) of A'. Thus we have a diagram of inclusions 
A <- > A r r I I 
A' «- A'. 
Proposition A. 7. y': A'^ A' is a universal covering of A'. The restriction map 
T-+T\A from G(A') = Aut(A'lA') to G(A) is an isomorphism. The inverse map sends 
a € G(A) to Gm~*n. The coverings B <c A of A correspond uniquely to the coverings C < A' 
of A' by the relations 
C = B^71, B = Ce. 
If we identify G(A') with G(A) by the isomorphism described, then C and B correspond 
to the same closed subgroup of G(A) (see Theorem 1. 11). 
The proof is left to the reader. W e finally describe a relation between the Galois 
group of a connected jr-ring A and the ordinary Galois group of a component of |^4|. 
According to the Propositions A . 3 and A . 7 we assume without serious loss of generality 
that \A I itself is connected. Let D denote a universal covering of \A\, and let B denote 
the Ti-ring \A \^n. F ina l ly let 
A B-+D1-*71 - A 
be the universal covering of A considered in Theorem A . 5. We clearly have an injective 
group homomorphism r: n-+ kut(BIA) defined by the formula 
r(g) (g\ a) = (g'g~\ga) 
{g, g' in n, a in A). Since [B : A] equals the order of n, this implies that B is galois over A 
with group r{n). Now the restriction map from G(A) to G(B\A) is surjective, and the 
kernel G(B) can be identified wi th G(\A\) by Proposition A . 7. Thus we obtain 
Proposition A, 8. The sequence 
G(\A\)-?-> G(A)^Un^i, 
defined by <p(oc) = a1^71, y>(ß) = r~1(ß\B), {oc in G(\A\), ß in G{A)} is an exact sequence 
of continuous group homomorphisms. 
One may ask whether this sequence splits. 
Proposition A. 9. The sequence in Proposition A. 8 splits if and only if there exists 
a 7i-action on the universal covering D of \A | which extends the given n-action on A. More 
precisely these n-actions JU : n X D-+ D correspond uniquely to the multiplicative sections 
s: 7t-> G(A) of rp by the formula 
s(g) (g\ a) = (g'g-\fi{g, a)) 
{gig' in n, a in D}. The fixring C of S(TZ) in A is isomorphic to the n-ring (D, fx), an iso-
morphism from (D, fx) to C being given by 
a^ 2J(g,fx(g-\ a)), 
gen N 
We leave the proof, which is not difficult, to the reader. W e see from Proposition 
A . 9 and the fundamental Theorem 1. 11, that if a 7r-action on the universal covering D 
of I A I is known which extends the ^-action on A, then in principle all equivariant cov-
erings of A can be found from the ordinary coverings of \A\. 
If A is a field, n has order > 2, and n operates faithfully on A, then certainly an 
action of n on D extending the action on A does not exist [3], and thus the sequence in 
Proposition A . 8 does not split. On the other hand, if n has order 2 then such actions 
on D are provided for arbitrary rings A by the signatures of A according to Theorem 5, 1. 
Appendix B. The prime ideal associated with a signature of a semi-loeal ring 
W e prove Theorem 4. 8 stated in § 4 of the paper and give some further com-
plements to § 4. 
A always denotes a semi-local r ing wi th involution, but everything done in this 
appendix can easily be generalized to the case that A is only weakly semi-local. Le t cr 
be a fixed signature of A. W e denote by P the set r(a) of al l units a of A0 wi th a (a) = 1, 
and we denote by Q(a), or shortly by Q, the set of all sums 
# ( A i K + >" + N{Xn)an 
with arbitrary n = 1, ai in P , Xi i n A, and AXX + • • • + AXn == A. 
Lemma B. 1. The sets Q and — Q have empty intersection. 
Proof. Suppose there exists an equation 
N{K)ai + • • • + N(Xr)ar = —N (pJh— N{fxs)bs 
with a,, bj i n P, Xt, fAj in A, and 
AXX + • • • + AXr + Aiix + • • • + Afxs = A. 
Then the hermitian space E: = (al, . . . , a r , bu . . ., bs) over A is isotropic and hence 
equivalent to a space F of smaller rank. B u t a(E) = dim!?. This is a contradiction, 
since a(F) d i m F , as is easily seen, cf. [15], Lemma 5. 11. 
Since now we assume for some time that A has t r iv ia l involution. 
Lemma B. 2. Every z in Q has a presentation 
z = at + X\a2 + h Xlan 
with ax in P and Xi in A. 
Proof. W e choose a presentation 
z = X\ax + X\a2 + h X\an 
such that Xx € A\m for as many as possible maximal ideals m of A. If these are al l maximal 
ideals of A, then Xx is a unit, hence X\ax € P, and the lemma is proved. Suppose there 
exists some maximal ideal m of A w i th Xx € m . Then we number the maximal ideals of A 
i n such a way that Xx does not lie in m1,. . . , m Ä , but does lie in the remaining maximal 
ideals m 8 + 1 , . . m r Among the coefficients A 2 , . . . , Xn at least one does not lie in m s + 1 , 
and we assume without loss of generality that X2 does not lie in m8+1. W e now choose 
elements £ and r\ i n A such that 
£ = 1, rj =5 Omod m , for i + s + l, £ = 0, rj = 1 mod m Ä + 1 . 
The element c: = f 2 + rj2b2 w i th b2: = axxa2 lies in P, and we have the identi ty 
(X\a1 + X*a2)c = (Ajf — X2rjb2)2a1 + (XlV + X2£)2a2. 
Thus 
z = fjL\c~la1 + ix\c~1a2 + X\az + • • • + A*a„, 
w i th 
Now apparently does not lie i n ^ V i - This is a contradiction to the maxi -
mal i ty of s. Thus i n our original presentation of z the coefficient Xx is indeed a unit. 
Lemma B. 3 (cf. Lemma 4. 4). Let x and y be elements of A with x + y lying in Q. 
Then at least one of the elements x and y lies in Q. 
Proof. B y the previous lemma we have a presentation 
x + y = ax + X\a2 + h %an 
with ai in P and X{ in A. Replacing x by a^lx and y by a^ly we assume without loss of 
generality ax = 1. Now choose elements f and rj in A such that for every maximal ideal 
m of A the following holds true: If y 1 mod m then f = 1 and = 0 mod m, and 
otherwise f == 0 and 7/ = 1 mod m. The element c: = f 2 + r?2 lies in i>, and we have 
x + y = f V 1 + rj'c'1 + X\a2 + • • • + X\an. 
Now — f 2 = f 2 (y — 1) - f ?722/ is apparently a unit, and hence also the element 
z: = y — f 2c~1 is a unit. Thus either z € P or z € — P . In the first case ?/ = z + f 2 C 1 
lies in (). In the second case 
lies in Q. 
Let p denote the complement of Q w ( — (?) in ^ 4. Then we see as in § 4 in the local 
case that p is an additive subgroup of A wi th Q + p = Q. 
W e now want to prove Qp < p. Since for a in we have aQ = (?, a(— Q) = — Q, 
and thus ap — p, i t suffices to show X2p <: p for an arbitrary element A of 4 . 
Given some A in we choose an element p in A such that A 2 + LI2 is a unit. This 
is always possible. Le t x be an element of p. W e have A 2a; + fx2x € p, since A 2 + LI2 lies 
i n i> and Pp = p. Suppose X2x lies in — Q. Then ^ 2 x lies in Q + p = (), and we have 
presentations 
i = l ;=1 
with au bj in />, and 
JjytA = i ' ^ . A - A. 
i=l ;=1 
This implies 
i y?A*aa< + i (52A267. = 0, 
t = l 7=1 
and proves that 0 lies in Q. B u t this is a contradiction already to L e m m a B . 1. Thus X2x 
does not lie i n — Q. Replacing x by — x we see that X2x does not lie i n Q either. Thus 
X2x € and Qp = p is proved. 
W e now obtain as in the local case Ap = p. Since A\p is closed under multiplica-
t ion, p is a prime ideal. The first part of Theorem 4. 8 is proved. W e call p the prime 
ideal associated wi th a. 
W e finally consider the case that A has non t r iv ia l involution. Le t aQ denote the 
restriction a\A0, and let p0 denote the prime ideal of A0 associated wi th or0. W e know 
already from the proof of Lemma B . 1 that for every x i n A the norm N(x) does not lie 
in — Q((T0). Now the reader may check that the parts b) and c) of the proof Theorem 4. 6 
remain va l id word by word in our more general situation. Thus al l statements of Theo-
rem 4. 6 remain true in the semi-local case, and the proof of Theorem 4. 8 is complete. 
W e mention the following consequence of Theorem 4. 8. 
Proposition B. 4. Q(a) = Q(a0). 
Proof. Clearly Q(a0) <c Q(a). Le t now x be an element of Q{o), 
x = N(Xx)ax + - - + N(Xn)an 
with at in P and XXA + • • • + XnA = A. If a coefficient Xt lies in A\p, then N(X^at 
lies i n (>(cr0). Otherwise N(X{)at lies in p 0 . Since not all X{ lie in p, we obtain a: € (?(cr0). 
Under mild restrictions on A we have a very simple description of Q(a). 
Proposition B. 5. Assume A0 has no residue class field A0lm with less then four 
elements. Then the elements of Q(cr) are the sums a + b with a and b in r(a). 
Proof, i) B y the preceding Proposition B . 4 we may assume that A has t r iv ia l 
involut ion. Le t z be an arbitrary element of Q: == Q{o). W e first show that we have 
a presentation 
(*) z = « i + • • • + «r 
with r ^ 2 elements at of P: = .T(<r). According to L e m m a B . 2 we have an equation 
* = + Al&s + • ' • + %bs 
with s7>2 elements bi of P and elements A 2 , . . . , X8 of A. It suffices to find a presenta-
t ion (*) in the case s = 2. Then we immediately obtain such a presentation in the general 
case by induction on s. Replacing z by bxxz we further may assume bx = 1. Thus we are 
reduced to the case z = 1 + X2b wi th b i n P and A in A. W e choose an element rj oi A 
such that 77 EJ= 0, rj2b =j= — 1 mod m for every maximal ideal m wi th X € m, and 
77 == 0 mod m for the remaining m. Then c: = 1 + r?2^ lies in P and 
2 - (1 — bnX)2c-1 + (X + ri)2bc-' 
is a presentation of z as a sum of two elements of P. 
ii) Start ing from the presentation (*) we now show that z is a sum of two elements 
of P. It suffices to consider the case r = 3. Then our assertion wi l l follow for arbitrary 
r by induction. W e shall choose elements Ä , ß in A such that the elements 
c: = oc2 + ß\ oc2(ax + as) + ß2aly oc2a2 + ß2(a2 + a,) 
are units. If this is done, 2 = (ax + ^ 2 a 3 c~ 1 ) + (a 2 + ß2a2c~~1) w i l l be a presentation 
of z as a sum of two elements of P. To obtain the elements ß wi th the desired properties 
we prescribe the images of a, ß in the fields A/m wi th m running through the maximal 
ideals of A i n the following way : If ax + a 3 0 mod m, then « = 1, ß = 0 mod m. 
If a 2 + a 3 ^ 0 mod m, then a = 0, ß = 1 mod m. F ina l ly if + a 3 and a2 + a3 both 
lie i n m, we impose the conditions oc = 1, /? 0, ß2 ^ — 1 mod m. A l l these conditions 
can be fulfilled simultaneously, since A is semi-local and all residue class fields A/m 
contain more than two elements. 
Remark B. 6. If A0 is a local r ing wi th maximal ideal m , then without any further 
restriction on A every element z of Q(a) is an element of r(a) or a sum of two elements 
of r(a), as is easily seen, cf. Remark 4. 2. If AQjm contains at least three elements, then 
z can always be writ ten as a sum of two elements of -T(cr), since there exist units oc and ß 
of *40 such that oc2 + ß2 is again a unit. 
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