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We solve the Cauchy problems for p-adic linear and semi-linear evolutionary pseudo-
differential equations (the time-variable t ∈ R and the space-variable x ∈ Qnp). Among
the equations under consideration there are the heat type equation and the Schrödinger
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evolutionary pseudo-differential equations to solving ordinary differential equations with
respect to real variable t. The problem of stabilization for solutions of the Cauchy problems
as t → ∞ is also studied. These results give signiﬁcant advance in the theory of p-adic
pseudo-differential equations and can be used in applications.
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1. Introduction
During a few hundred years theoretical physics has been developed on the basis of real and, later, also complex numbers.
However, during the last 20 years the ﬁeld of p-adic numbers Qp (as well as its algebraic extensions, including the ﬁeld of
complex p-adic numbers Cp) has been intensively used in theoretical and mathematical physics (see [10,11,15,19,27] and
the references therein).
Since in p-adic analysis associated with the mapping from Qp to C, the operation of differentiation is not deﬁned, and
as a result, many p-adic models instead of differential equations use pseudo-differential equations, in particular, equations
with the fractional operator Dα (see quoted above books).
A wide class of p-adic pseudo-differential equations was studied by Kochubei in his fundamental book [15]. Some
types of p-adic pseudo-differential equations were also studied by Zuniga-Galindo [28,29] and Rodríguez-Vega and Zuniga-
Galindo [23]. Such equations are intensively used in applications. So, p-adic pseudo-differential equations are used to model
basin-to-basin kinetics [4,5,19,18]. Thereto in [5], the simplest p-adic pseudo-differential heat type equation
✩ The ﬁrst and the third authors (S.A. and V.S.) were supported in part by DFG Project 436 RUS 113/951. The second and the third authors (A.K. and V.S.)
were supported by the grant of the Proﬁle Mathematical Modeling and System Collaboration of Växjö University (Sweden). The third author (V.S.) was also
supported in part by Grant 09-01-00162 of Russian Foundation for Basic Research.
* Corresponding author.
E-mail addresses: albeverio@uni-bonn.de (S. Albeverio), andrei.khrennikov@msi.vxu.se (A.Yu. Khrennikov), shelkv@yahoo.com (V.M. Shelkovich).0022-247X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2010.08.053
S. Albeverio et al. / J. Math. Anal. Appl. 375 (2011) 82–98 83∂u(x, t)
∂t
+ Dαx u(x, t) = 0
was used in the models of interbasin kinetics of macromolecules (here t is time (a real parameter), while the p-adic
parameter x describes the hierarchy of basins). In [20] and in [8] ultrametric and p-adic nonlinear equations were used to
model turbulence.
It turned out that the theory of p-adic wavelets plays an important role in studying of p-adic pseudo-differential opera-
tors and equations [1,2,13,17,19,25] (see also Sections 3.4, 4, 5 and 6). This theory gives a powerful technique to deal with
p-adic pseudo-differential equations.
In this paper, using some results from the theory of p-adic wavelets and p-adic pseudo-differential operators, we solve
the Cauchy problems for a wide class of p-adic evolutionary pseudo-differential equations (linear and nonlinear as well).
To solve these problems, we develop the “variable separation method” (an analog of the classical Fourier method) which
reduces a solving of evolutionary pseudo-differential equation to solving of a corresponding ordinary differential equation with respect
to real variable t . Using this method, we solve the Cauchy problem for linear systems of pseudo-differential equations and
for semi-linear equations.
In Section 2, we present some preliminary results in p-adic analysis. In Section 3, the “variable separation method” is
developed. This method (is based on some recent authors’ results from the p-adic wavelet theory [1,13,25]) can be used
to solve the Cauchy problems for a wide class of p-adic evolutionary pseudo-differential equations. Next, in Section 4,
the Cauchy problems for systems of evolutionary pseudo-differential equations (4.1) and (4.13) of the ﬁrst order in t are
solved. In Section 5, we solve the Cauchy problems for linear evolutionary pseudo-differential equations. In Section 5.1, as a
particular case of results of Section 4, we construct a solution of the Cauchy problems for evolutionary pseudo-differential
equations of the ﬁrst order in t (5.1), (5.6), and (5.8), (5.10). By Theorem 5.2 and Corollary 5.1, respectively, the suﬃcient
condition for solutions of the Cauchy problems (5.1) and (5.6) to stabilize as t → ∞ are derived. In Section 5.3, the Cauchy
problem (5.12) for evolutionary pseudo-differential of the second order in t is solved. By Theorem 5.5 the suﬃcient condition
for solutions of the Cauchy problem (5.12) to stabilize as t → ∞ is derived. In Section 5.4, the Cauchy problems for pseudo-
differential equations (5.24), (5.28) of the order m 2 are solved. In Section 6, we solve the Cauchy problems for semi-linear
evolutionary pseudo-differential equations (6.1), (6.10) (a particular solution of the problem (6.1) was constructed in [13]).
Eqs. (5.1), (5.6) are similar to classical parabolic equations. In particular, Eq. (5.6) is the heat type equation, and Eqs. (5.10)
and (6.10) are the linear and nonlinear Schrödinger type equations, respectively.
According to (6.3), (6.11), (6.15), if the initial data u0(x) of the problem (6.1), (6.10), or (6.14) have a support in the ball
BnN ⊂ Qnp , then a support of a solution u(x, t) with respect to x belongs to this ball for all t > 0. This effect of localization of a
solution for p-adic Schrödinger type equation was ﬁrst described in [21].
A particular case of the one-dimensional Cauchy problem (5.12) was solved in [6]. In [6], a solution u(x, t) was con-
structed in the form of series (3.17) such that u ∈ C(M(Dα), [0, T ]) ∩ C2(L2(Qp), [0, T ]), where M(Dα) = {ϕ ∈ L2(Qp):
Dαϕ ∈ L2(Qp)}. It is clear that in this way it is possible to solve the Cauchy problems only in some special cases (see
[6, Deﬁnition 2, Property 6, Theorems 2, 3]). In contrast to the above results, in this paper we construct solutions of the
Cauchy problems in the Lizorkin space of vector-distributions (Φ˜ ′
(l)(Q
n
p ×R+))m . Due to properties of (Φ˜ ′(l)(Qnp ×R+))m (for
details, see Section 3.4), it is natural to seek solutions of the Cauchy problems for p-adic evolutionary pseudo-differential
equations in this space.
The results of this paper allow signiﬁcant advance in the theory of p-adic pseudo-differential equations and can be used
in applications.
2. Preliminary results in p-adic analysis
We shall systematically use the notation and results from [27]. Let N, Z, C be the sets of positive integers, integers, and
complex numbers, respectively.
The ﬁeld Qp of p-adic numbers is deﬁned as the completion of the ﬁeld of rational numbers Q with respect to the
p-adic norm | · |p . This norm is deﬁned as follows: if an arbitrary rational number x 	= 0 is represented as x = pγ mn , where
γ = γ (x) ∈ Z and the integers m, n are not divisible by p, then
|x|p = p−γ , x 	= 0, |0|p = 0. (2.1)
The norm | · |p satisﬁes the strong triangle inequality |x+ y|p max(|x|p, |y|p) and is non-Archimedean.
Any p-adic number x ∈ QP , x 	= 0, is represented in the canonical form
x = pγ (x0 + x1p + x2p2 + · · ·) (2.2)
where γ = γ (x) ∈ Z, xk = 0,1, . . . , p − 1, x0 	= 0, k = 0,1, . . . . The series is convergent in the p-adic norm | · |p , and one has
|x|p = p−γ . The fractional part of the number x ∈ Qp (given by (2.2)) is deﬁned as follows
{x}p =
{
0, if γ (x) 0 or x = 0,
pγ (x + x p + x p2 + · · · + x p|γ |−1), if γ (x) < 0. (2.3)0 1 2 |γ |−1
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norm on Qnp is deﬁned as
|x|p = max
1 jn
|x j|p, x ∈ Qnp, (2.4)
where |x j |p , x j ∈ Qp , is deﬁned by (2.1), j = 1, . . . ,n. Denote by Bnγ (a) = {x: |x − a|p  pγ } the ball of radius pγ with the
center at the point a = (a1, . . . ,an) ∈ Qnp and by Snγ (a) = {x: |x − a|p = pγ } = Bnγ (a) \ Bnγ−1(a) the corresponding sphere,
γ ∈ Z. For a = 0 we set Bnγ (0) = Bnγ and Snγ (0) = Snγ . Here
Bnγ (a) = Bγ (a1)× · · · × Bγ (an), (2.5)
where Bγ (a j) = {x j: |x j − a j |p  pγ } is a ball of radius pγ with the center at the point a j ∈ Qp , j = 1,2, . . . ,n.
A complex-valued function f deﬁned on Qnp is called locally-constant if for any x ∈ Qnp there exists an integer l(x) ∈ Z
such that
f (x+ y) = f (x), y ∈ Bnl(x).
Let D(Qnp) be the linear spaces of locally-constant C-valued functions with compact supports (so-called test functions)
[27, VI.1–2]. Denote by D′(Qnp) the set of all linear functionals on D(Qnp) [27, VI.3].
The Fourier transform of ϕ ∈ D(Qnp) is deﬁned by the formula
ϕ̂(ξ) = F [ϕ](ξ) =
∫
Qnp
χp(ξ · x)ϕ(x)dnx, ξ ∈ Qnp,
where dnx = dx1 · · ·dxn is the Haar measure on Qnp such that
∫
|ξ |p1 d
nx = 1. Here χp(ξ ·x) = χp(ξ1x1) · · ·χp(ξnxn), ξ ·x is the
scalar product of vectors and χp(ξ j x j) = e2π i{ξ j x j}p are additive characters (see [27, III.1]), {x}p is the fractional part (2.3) of
the number x ∈ Qp . The Fourier transform is a linear isomorphism D(Qnp) into D(Qnp) [26, III, (3.2)], [27, VII.2]. The Fourier
transform of a distribution f ∈ D′(Qnp) is the distribution f̂ = F [ f ] which is deﬁned by the relation 〈F [ f ],ϕ〉 = 〈 f , F [ϕ]〉,
for all ϕ ∈ D(Qnp).
Let A be a matrix such that det A 	= 0 and b ∈ Qnp . Then for a distribution f ∈ D′(Qnp) the following relation holds
[27, VII, (3.3)]:
F
[
f (Ax+ b)](ξ) = |det A|−1p χp(−A−1b · ξ)F [ f (x)](A−1ξ). (2.6)
According to [27, IV, (3.1)],
F
[
Ω
(
p−k| · |p
)]
(x) = pnkΩ(pk|x|p), k ∈ Z, x ∈ Qnp, (2.7)
where Ω(t) is the characteristic function of the segment [0,1] ⊂ R. In particular, F [Ω(|ξ |p)](x) = Ω(|x|p).
3. The “variable separation method”
Now we present some results which constitute the core set of our method.
3.1. p-Adic wavelet bases
The ﬁrst wavelet basis (of real argument) was introduced by Haar in 1910. And only in the early nineties a general
scheme for the construction of wavelets (of real argument) was developed. This scheme is based on the notion of multires-
olution analysis (MRA in the sequel) introduced by Y. Meyer and S. Mallat. Nowadays it is diﬃcult to ﬁnd an engineering
area where wavelets are not applied. Compared to the case of theory of wavelets for the reals, p-adic wavelets theory is
now still at an early stage of investigation. In 2002, S.V. Kozyrev [17] found a compactly supported p-adic wavelet basis for
L2(Qp) which is an analog of the real Haar basis. The wavelet functions of this basis are the following:
ψk(x) = χp
(
p−1kx
)
Ω
(|x|p), x ∈ Qp, (3.1)
where Ω(t) is the characteristic function of the segment [0,1] ⊂ R, k ∈ {1,2, . . . , p − 1}. The Kozyrev wavelet basis is
generated by dilatations and translations of the wavelet functions (3.1) and consists of wavelet functions:
ψk; ja(x) = p− j/2χp
(
p−1k
(
p jx− a))Ω(∣∣p jx− a∣∣p), x ∈ Qp, (3.2)
k ∈ {1,2, . . . , p − 1}, j ∈ Z, a ∈ I p = {x ∈ Qp: {x}p = x}. I p can be considered as a “natural” set of shifts for Qp and consists of
numbers a such that a = p−γ (a0 + a1p + · · · + aγ−1pγ−1), γ ∈ N; ar = 0,1, . . . , p − 1; r = 0,1, . . . , γ − 1.
S. Albeverio et al. / J. Math. Anal. Appl. 375 (2011) 82–98 85The notion of p-adic MRA was introduced and a general scheme for its construction was described in [25]. In [25] for
p = 2 and in [14] for an arbitrary p inﬁnitely many different orthonormal wavelet bases of the Haar type were constructed.
In contrast to the real setting, these bases are generated by the one p-adic Haar MRA. One of bases constructed in [25,14]
coincides with Kozyrev’s wavelet basis (3.2).
Using a standard approach of Y. Meyer and S. Mallat, one can construct a multidimensional MRA by means of a tensor
product of one-dimensional MRAs. Applying this standard construction (see [25]) to the Kozyrev basis (3.2), and taking into
account (2.5), we obtain pn − 1 wavelet functions [2]:
Ψk(x) = χp
(
p−1k · x)Ω(|x|p), x = (x1, . . . , xn) ∈ Qnp, (3.3)
where k = (k1, . . . ,kn) ∈ Jnp 0 = {(k1, . . . ,kn): kr = 0,1,2, . . . , p − 1; r = 1,2, . . . ,n; k1 + · · · + kn 	= 0}. According to general
results of MRA (see [25]), all dilatations and translations of the wavelet functions (3.3) generate n-dimensional wavelet basis
in L2(Qnp) [2]:
Ψk; ja(x) = p−nj/2Ψk
(
p jx− a)= p−nj/2χp(p−1k · (p jx− a))Ω(∣∣p jx− a∣∣p), (3.4)
where x ∈ Qnp , k = (k1, . . . ,kn) ∈ Jnp 0, j ∈ Z, a ∈ Inp , and Inp = I p × · · · × I p is the n-direct product of sets I p . The basis (3.4)
was introduced in [2].
3.2. p-Adic Lizorkin spaces and wavelets
According to [1], the p-adic Lizorkin space of test functions is deﬁned as Φ(Qnp) = {φ: φ = F [ψ], ψ ∈ Ψ (Qnp)}, where
Ψ (Qnp) = {ψ(ξ) ∈ D(Qnp): ψ(0) = 0}. The space Φ(Qnp) can be equipped with the topology of the space D(Qnp) which
makes it a complete space.
Lemma 3.1. (See [1].)
(a) φ ∈ Φ(Qnp) iff φ ∈ D(Qnp) and∫
Qnp
φ(x)dnx = 0. (3.5)
(b) φ ∈ DlN (Qnp)∩Φ(Qnp), i.e.,
∫
BnN
φ(x)dnx = 0, iff ψ = F−1[φ] ∈ D−N−l (Qnp)∩Ψ (Qnp), i.e., ψ(ξ) = 0, ξ ∈ Bn−N .
Denote by Φ ′(Qnp) the topological dual of the spaces Φ(Qnp) which we call the space of p-adic Lizorkin distributions. The
space Φ ′(Qnp) can be obtained from D′(Qnp) by “sifting out” constants (see [1]).
It is easy to examine that for a wavelet functions Ψk; ja we have
∫
Qnp
Ψk; ja(x)dnx = 0, i.e., due to (3.5),
Ψk; ja ∈ Φ
(
Qnp
)
, k = (k1, . . . ,kn) ∈ Jnp 0, j ∈ Z, a ∈ Inp .
Conversely, the following statement holds.
Lemma 3.2. Any test function φ ∈ Φ(Qnp) can be represented in the form of ﬁnite sum
φ(x) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
ck; jaΨk; ja(x), x ∈ Qnp, (3.6)
where ck; ja is a constant; Ψk; ja(x) is an element of the Haar basis (3.4), k = (k1, . . . ,kn) ∈ Jnp 0 , j ∈ Z, a ∈ Inp .
Proof. Using formulas (2.6), (2.7), it is easy to calculate that F [Ψk; ja(x)](ξ) = pnj/2χp(p− ja · ξ)Ω(|p−1k + p− jξ |p). Then we
have
ck; ja =
(
φ(x),Ψk; ja(x)
)= (F [φ](ξ), F [Ψk; ja](ξ))
= (ψ(ξ), pnj/2χp(p− ja · ξ)Ω(∣∣p−1k + p− jξ ∣∣p)), j ∈ Zn, a ∈ Inp, k ∈ Jnp 0, (3.7)
where according to Lemma 3.1, any function φ ∈ Φ(Qnp) belongs to one of the spaces DlN (Qnp) and ψ = F−1[φ] ∈ Ψ (Qnp) ∩
D−N−l (Qnp), suppψ ⊂ Bn−l \ Bn−N . It follows from (3.7) that ck; ja 	= 0 if only p−N  |ξ |p  p−l and p−1km+ p− jξm = ηm ∈ Zp for
all 1m  n. Since ξm = p j(ηm − p−1km), m = 1, . . . ,n, we have |ξ |p = max1mn |ξm|p = p− j+1 and p−N  p− j+1  p−l .
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j ∈ Z.
Next, repeating the proof of Lemma 2 from [27, VI.1] almost word for word, we observe that the sum (3.6) is also ﬁnite
with respect to a ∈ Inp . 
Using standard results from the book [24], we obtain the following assertion.
Proposition 3.1. Any distribution f ∈ Φ ′(Qnp) can be realized in the form of an inﬁnite sum of the form
f (x) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
dk; jaΨk; ja(x), x ∈ Qnp, (3.8)
where ds; j,a is a constant; Ψk; ja(x) is an element of the Haar basis (3.4), k = (k1, . . . ,kn) ∈ Jnp 0 , j ∈ Z, a ∈ Inp .
Here, any distribution f ∈ Φ ′(Qnp) is associated with the representation (3.8), where the coeﬃcients have the form
dk; ja
def= 〈 f ,Ψk; ja(x)〉, k ∈ Jnp 0, j ∈ Z, a ∈ Inp . (3.9)
Vice versa, in view of Lemma 3.2 and the orthonormality of the wavelet basis (3.4), any inﬁnite sum (3.8) is associated with
the distribution f ∈ Φ ′(Qnp) such that for any test function φ ∈ Φ(Qnp) (which is represented as (3.6)) we have
〈 f , φ〉 =
∑
k∈ Jnp 0, j∈Z,a∈Inp
dk; jack; ja, (3.10)
where ck; j,a = 〈φ,Ψk; ja〉 and the last sum is ﬁnite.
In [3], the assertions of the type of Lemma 3.2 and Proposition 3.1 were stated for ultrametric Lizorkin spaces.
3.3. p-Adic pseudo-differential operators on the Lizorkin spaces
Let us consider a class of pseudo-differential operators introduced in [1]. For any test function φ ∈ Φ(Qnp) such operator
A is deﬁned as
(Aφ)(x) = F−1[A(ξ) F [φ](ξ)](x) = ∫
Qnp
∫
Qnp
χp
(
(y − x) · ξ)A(ξ)φ(y)dnξ dn y, (3.11)
where a symbol A ∈ E(Qnp \ {0}), and E(Qnp) is the linear spaces of locally-constant C-valued functions on Qnp [27, VI.1–2].
For f ∈ Φ ′(Qnp) we deﬁne
〈A f , φ〉 def= 〈 f , ATφ〉, ∀φ ∈ Φ(Qnp), (3.12)
where AT is a conjugate pseudo-differential operator (ATφ)(x) = F−1[A(−ξ)F [φ](ξ)](x), φ ∈ Φ(Qnp). The relation (3.12)
implies that
A f = F−1[AF [ f ]], f ∈ Φ ′(Qnp). (3.13)
The class of operators (3.11), (3.13) includes the Kochubei operator with symbol of the form A(ξ) = | f (ξ1, . . . , ξn)|αp ,
α > 0, where f (ξ1, . . . , ξn) is a quadratic form such that f (ξ1, . . . , ξn) 	= 0 when |ξ1|p + · · · + |ξn|p 	= 0 (see [15,16]) and
the Zuniga-Galindo operator with symbol of the form A(ξ) = | f (ξ1, . . . , ξn)|αp , α > 0, where f (ξ1, . . . , ξn) is a non-constant
polynomial (see [28,29]). In particular, setting A(ξ) = |ξ |αp , ξ ∈ Qnp , we obtain the multidimensional Taibleson fractional
operator Dα which was introduced on the space of distributions D′(Qnp) in [26, III.4.]. In [1], the fractional operator Dα was
deﬁned in the Lizorkin space of distributions Φ ′(Qnp) for all α ∈ C. According to (3.11), (3.13),(
Dα f
)
(x) = F−1[| · |αp F [ f ](·)](x), f ∈ Φ ′(Qnp), α ∈ C. (3.14)
The representation (3.14) can be rewritten as a convolution(
Dα f
)
(x) = κ−α(x) ∗ f (x) =
〈
κ−α(x), f (x− ξ)
〉
, f ∈ Φ ′(Qnp), α ∈ C,
where according to [1], the multidimensional Riesz kernel κα is the following distribution
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⎧⎪⎪⎨⎪⎪⎩
|x|α−np

(n)
p (α)
, α 	= 0, n,
δ(x) α = 0,
− 1−p−nlog p log |x|p α = n,
x ∈ Qnp,
the multidimensional norm |x|p is deﬁned by (2.4), and (n)p (α) is the n-dimensional -function [26, III, Theorem (4.2)],
[27, VIII, (4.4)].
According to (3.11), (3.12), (3.13) we have
Lemma 3.3. (See [1].) The Lizorkin spaces Φ(Qnp) and Φ
′(Qnp) are invariant under the pseudo-differential operators (3.11), (3.13).
It was proved in [17] that elements of the wavelet basis (3.2) are eigenfunctions of the one-dimensional fractional
operator (3.14) for α > 0. It turned out that it is typical that under corresponding conditions elements of wavelet bases are
eigenfunctions of p-adic pseudo-differential operators [1–3,12,13,19,25]. Indeed, we have
Theorem 3.1. (See [2].) Let A be a pseudo-differential operator (3.11) with a symbol A(ξ) ∈ E(Qnp \ {0}). Then the n-dimensional
Haar wavelet function (3.4) is an eigenfunction of A, i.e.,
AΨk; ja(x) = A
(−p j−1k)Ψk; ja(x),
if and only if
A(p j(−p−1k + η))= A(−p j−1k), ∀η ∈ Znp, (3.15)
holds, where k ∈ Jnp 0 , j ∈ Z, a ∈ Inp .
Since a symbol A(ξ) = |ξ |αp of the fractional operator (3.14) satisﬁes condition (3.15):
A(−p−1k + η)= ∣∣−p−1k + η∣∣αp = ∣∣−p−1k∣∣αp = A(−p−1 j)= pα, ∀η ∈ Znp,
k = (k1, . . . ,kn) ∈ Jnp 0, according to Theorem 3.1, we have
Corollary 3.1. (See [2].) The n-dimensional Haar wavelet (3.4) is an eigenfunction of the Taibleson fractional operator (3.14):
DαΨk; ja = pα(1− j)Ψk; ja(x), α ∈ C, x ∈ Qnp, (3.16)
j ∈ Z, a ∈ Inp , k ∈ Jnp 0 .
3.4. The scheme of the method
Summarizing the results of Sections 3.1–3.3, we conclude that:
(i) Under condition (3.15) p-adic wavelets (3.4) are eigenfunctions of pseudo-differential operators (3.11), (3.13). Moreover,
wavelets (3.4) belong to the Lizorkin space of test functions Φ(Qnp).
(ii) The Lizorkin space of distributions Φ ′(Qnp) is a natural domain of deﬁnition for pseudo-differential operators (3.11),
(3.13). According to Lemma 3.3, the Lizorkin spaces Φ(Qnp) and Φ
′(Qnp) are invariant under the pseudo-differential
operators (3.11), (3.13).
(iii) In view of Lemma 3.2, any test function from Φ(Qnp) can be represented in the form of ﬁnite linear combination (3.6)
of wavelets (3.4). In view of Proposition 3.1, any distribution from Φ ′(Qnp) can be realized as inﬁnite linear combination
(3.8) of wavelets (3.4).
Taking into account (i)–(iii) it is natural for constructing a solution u(x, t) (here t ∈ R, x ∈ Qnp) of the Cauchy problem for
an evolutionary pseudo-differential equation to use the spaces
Φ˜ ′(l)
(
Qnp × R+
)
of distributions f (x, t) such that (1) f (·, t) ∈ Φ ′(Qnp) for any t  0; (2) for the case l = 0 for any φ ∈ Φ(Qnp), 〈 f (·, t),φ(·)〉
is a continuous function; for the case l = 1,2, . . . for any φ ∈ Φ(Qnp) there exist derivatives d
j
dt j
〈 f (·, t),φ(·)〉 (according to
[9, Ch. I, Appendix 2.2], it is equivalent to the existence of weak derivatives d
j f (·,t)
j ), j = 1, . . . , l.dt
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(l)(Q
n
p × R+) is represented in the
form of a formal sum
f (x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
dk; ja(t)Ψk; ja(x), (3.17)
where for the case l = 0 a function dk; ja(t) is continuous; for the case l = 1,2, . . . a function dk; ja(t) is an l times differen-
tiable l = 1,2, . . . ; k ∈ Jnp 0, j ∈ Z, a ∈ Inp . For any test function φ ∈ Φ(Qnp) we have〈
f (·, t),φ(·)〉= ∑
k∈ Jnp 0, j∈Z,a∈Inp
〈
φ(·),Ψk; ja(·)
〉 〈
f (·, t),Ψk; ja(·)
〉
, (3.18)
where the last sum is ﬁnite, Ψk; ja(x) are wavelets (3.4), k ∈ Jnp 0, j ∈ Z, a ∈ Inp , t ∈ R, x ∈ Qnp .
According to our method we will seek a solution u(x, t) of the Cauchy problem in the space of distributions Φ˜ ′
(l)(Q
n
p×R+)
as an inﬁnite sum (3.17), where dk; ja(t) are functions to be found. In the case of a system of evolutionary pseudo-differential
equations, we will seek a solution u(x, t) = (u1(x, t), . . . ,um(x, t))T of the Cauchy problem in the corresponding space of
vector-distributions (Φ˜ ′
(l)(Q
n
p × R+))m , which is m-direct product of the spaces Φ˜ ′(l)(Qnp × R+), T is the transposition oper-
ation.
4. Linear systems of evolutionary pseudo-differential equations of the ﬁrst order in t
4.1. A general case
Let us consider the Cauchy problem⎧⎨⎩
∂u(x, t)
∂t
= Axu(x, t)+ f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), in Qnp × {t = 0},
(4.1)
where t ∈ R, u0 = (u01, . . . ,u0m)T ∈ (Φ ′(Qnp))m; u(x, t) = (u1(x, t), . . . ,um(x, t))T ∈ (Φ˜ ′(1)(Qnp × R+))m is a vector-distribution
to be found; f (x, t) = ( f1(x, t), . . . , fm(x, t))T is the given vector-distribution; Ax is the matrix whose elements are pseudo-
differential operators (3.11) (with respect to x)
Ars,xus(x, t) = F−1
[Ars(ξ) F [us(·, t)](ξ)](x) (4.2)
with symbols Ars(ξ) ∈ E(Qnp \ {0}), r, s = 1,2, . . . ,m.
Theorem 4.1. Let us suppose that a symbol of pseudo-differential operator Ars,x in (4.2) satisﬁes the condition (3.15):
Ars
(
p j
(−p−1k + η))= Ars(−p j−1k), ∀η ∈ Znp, (4.3)
for all j ∈ Z, k ∈ Jnp 0; r, s = 1,2, . . . ,m. Let the vector-distribution f = ( f1, . . . , fm)T ∈ (Φ˜ ′(0)(Qnp ×R+))m. Then the Cauchy problem
(4.1) has a unique solution
u(x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
(
eAk; jt
〈
u0,Ψk; ja
〉
+
t∫
0
eAk; j(t−τ )
〈
f (·, τ ),Ψk; ja(·)
〉
dτ
)
Ψk; ja(x) ∈
(
Φ˜ ′(1)
(
Qnp × R+
))m
, (4.4)
where Ak; j is the m ×m matrix with elements Ars(−p j−1k), r, s = 1,2, . . . ,m; Ψk; ja(x) are n-dimensional p-adic wavelets (3.4).
Here we denote〈
u0,Ψk; ja
〉 def= (〈u01,Ψk; ja〉, . . . , 〈u0m,Ψk; ja〉)T ,〈
f (·, τ ),Ψk; ja(·)
〉 def= (〈 f1(·, τ ),Ψk; ja(·)〉, . . . , 〈 fm(·, τ ),Ψk; ja(·)〉)T .
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fr(x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
dr,k; ja(t)Ψk; ja(x), x ∈ Qnp, t  0, (4.5)
where, according to (3.17), (3.18), (3.9),
dr,k; ja(t) =
〈
fr(·, t),Ψk; ja(·)
〉
, k ∈ Jnp 0, j ∈ Z, a ∈ Inp, (4.6)
are continuous functions, r = 1,2, . . . ,m.
Since we seek a solution u(x, t) = (u1(x, t), . . . ,um(x, t))T of the Cauchy problem (4.1) in the class (Φ˜ ′(1)(Qnp × R+))m ,
according to Section 3.4, his components we will seek in the form (3.17):
ur(x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
Λr,k; ja(t)Ψk; ja(x), (4.7)
where Λr,k; ja(t) are differentiable functions to be found, k ∈ Jnp 0, j ∈ Z, a ∈ Inp , r = 1,2, . . . ,m.
Substituting (4.7) into system (4.1), and taking into account the condition (4.3) and Theorem 3.1, we get∑
k∈ Jnp 0, j∈Z,a∈Inp
(
Λ˙r,k; ja(t)−
m∑
s=1
Ars
(−p j−1k)Λs,k; ja(t)− dr,k; ja(t)
)
Ψk; ja(x) = 0,
r = 1,2, . . . ,m. The last equation is understood in the weak sense, i.e.,∑
k∈ Jnp 0,
j∈Z,
a∈Inp
〈(
Λ˙r,k; ja(t)−
m∑
s=1
Ars
(−p j−1k)Λs,k; ja(t)− dr,k; ja(t)
)
Ψk; ja(x),φ(x)
〉
= 0, (4.8)
for all φ ∈ Φ(Qnp). Since according to Lemma 3.2, any test function φ ∈ Φ(Qnp) is represented as a ﬁnite sum (3.6), equality
(4.8) implies that
Λ˙r,k; ja(t) =
m∑
s=1
Ars
(−p j−1k)Λs,k; ja(t)+ dr,k; ja(t), ∀k ∈ Jnp 0, j ∈ Z, a ∈ Inp,
for all t  0, r = 1,2, . . . ,m. This system can be rewritten in the matrix form
Λ˙k; ja(t) = Ak; jΛk; ja(t)+ dk; ja(t), (4.9)
where Λk; ja(t) = (Λ1,k; ja(t), . . . ,Λm,k; ja(t))T ; dk; ja(t) = (d1,k; ja(t), . . . ,dm,k; ja(t))T ; k ∈ Jnp 0, j ∈ Z, a ∈ Inp . As is known [7],
a solution of the matrix equation (4.9) has the form
Λk; ja(t) = eAk; j tΛk; ja(0)+
t∫
0
eAk; j(t−τ )dk; ja(τ )dτ , (4.10)
k ∈ Jnp 0, j ∈ Z, a ∈ Inp .
Since according to (4.7), u(x, t) =∑k∈ Jnp 0, j∈Z,a∈Inp Λk; ja(t)Ψk; ja(x), substituting (4.10) into the last relation, we obtain a
solution of the Cauchy problem (4.1):
u(x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
(
eAk; jtΛk; ja(0)+
t∫
0
eAk; j(t−τ )dk; ja(τ )dτ
)
Ψk; ja(x). (4.11)
Setting t = 0 in (4.11), we ﬁnd that u0(x) = ∑k∈ Jnp 0, j∈Z,a∈Inp Λk; ja(0)Ψk; ja(x) ∈ (Φ ′(Qnp))m . Due to (3.17), (4.4), and (3.9),
vectors Λk; ja(0) are determined uniquely as
Λk; ja(0) =
〈
u0,Ψk; ja
〉
, k ∈ Jnp 0, j ∈ Z, a ∈ Inp, (4.12)
where this vector-equality is understood in the following sense
Λs,k; ja(0) =
〈
u0s ,Ψk; ja
〉
, k ∈ Jnp 0, j ∈ Z, a ∈ Inp, s = 1,2, . . . ,m.
Relations (4.11), (4.12), (4.6) imply (4.4). In view of (3.18), the sum (4.4) is ﬁnite for any test vector-function from the
Lizorkin space (Φ(Qnp))
m . 
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The important particular case of the problem (4.1) is the following:⎧⎨⎩
∂u(x, t)
∂t
= Dxu(x, t)+ f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), in Qnp × {t = 0},
(4.13)
where u0 ∈ (Φ ′(Qnp))m; u(x, t) = (u1(x, t), . . . ,um(x, t))T ∈ (Φ˜ ′(Qnp × R+))m is a vector-distribution to be found; f (x, t) =
( f1(x, t), . . . , fm(x, t))T is the given vector-distribution; Dx is the matrix whose elements are the fractional operators (3.14)
with respect to x:
Drs,xus(x, t) = Dαrsx us(x, t) = F−1
[|ξ |αrsp F [us(·, t)](ξ)](x),
αrs ∈ C, r, s = 1,2, . . . ,m.
Since for a fractional operator the condition (4.3) holds, Theorem 5.1 and Corollary 3.1 imply the following statement.
Corollary 4.1. Let vector-distribution f = ( f1, . . . , fm)T ∈ (Φ˜ ′(0)(Qnp ×R+))m. Then the Cauchy problem (4.13) has a unique solution:
u(x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
(
eD jt
〈
u0,Ψk; ja
〉
+
t∫
0
eD j(t−τ )
〈
f (·, τ ),Ψk; ja(·)
〉
dτ
)
Ψk; ja(x) ∈
(
Φ˜ ′(1)
(
Qnp × R+
))m
, (4.14)
where D j being the m ×m matrix consists of numbers pαrs(1− j) , r, s = 1,2, . . . ,m; Ψk; ja(x) is the Haar wavelets (3.4).
5. Linear evolutionary pseudo-differential equations
5.1. p-Adic pseudo-differential heat type equation
Now we consider the Cauchy problem for one equation⎧⎨⎩
∂u(x, t)
∂t
= Axu(x, t)+ f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), in Qnp × {t = 0},
(5.1)
where t ∈ R, u0 ∈ Φ ′(0)(Qnp); a distribution u(x, t) ∈ Φ˜ ′(1)(Qnp ×R+) is to be found; f (x, t) is the given distribution; Ax is the
pseudo-differential operator (3.11) with respect to x:
Axu(x, t) = F−1
[A(ξ)F [u(·, t)](ξ)](x) (5.2)
with symbol A(ξ) ∈ E(Qnp \ {0}).
As a particular case of Theorem 4.1 we obtain the following statement.
Theorem 5.1. (See [13].) Suppose that a symbol of pseudo-differential operator Ax in (5.1) satisﬁes the condition (3.15):
A(p j(−p−1k + η))= A(−p j−1k), ∀η ∈ Znp,
for all j ∈ Z, k ∈ Jnp 0 . Let f ∈ Φ˜ ′(0)(Qnp × R+). Then the Cauchy problem (5.1) has a unique solution
u(x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
(
e−A(−p j−1k)t
〈
u0,Ψk; ja
〉
+
t∫
0
e−A(−p j−1k)(t−τ )
〈
f (·, τ ),Ψk; ja(·)
〉
dτ
)
Ψk; ja(x) ∈ Φ˜ ′(1)
(
Qnp × R+
)
, (5.3)
where Ψk; ja(x) are p-adic wavelets (3.4).
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A(p j(−p−1k + η))= A(−p j−1k), ReA(−p j−1k)> 0, ∀η ∈ Znp,
for all j ∈ Z, k ∈ Jnp 0 . Let f ∈ Φ˜ ′(0)(Qnp × R+). Suppose that for any k ∈ Jnp 0 , j ∈ Z, a ∈ Inp
lim
t→∞
〈
f (·, t),Ψk; ja(·)
〉= ek; ja (= const). (5.4)
Then a solution of the Cauchy problem (5.1) is stabilized as t → ∞:
lim
t→∞u(x, t) = g(x) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
ek; ja
A(−p j−1k)Ψk; ja(x) ∈ Φ
′(Qnp), (5.5)
for all x ∈ Qnp .
Proof. Taking into account that sum (5.3) is ﬁnite on any test function φ ∈ Φ(Qnp) and using the L’Hospital rule, it is easy
to ﬁnd that for all φ ∈ Φ(Qnp) (5.3) implies (5.5). 
A particular case of the problem (5.1) is the following⎧⎨⎩
∂u(x, t)
∂t
+ Dαx u(x, t) = f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), in Qnp × {t = 0},
(5.6)
where Dαx u(x, t) = F−1[|ξ |αp F [u(·, t)](ξ)](x) is the Taibleson fractional operator (3.14) with respect to x, α ∈ C.
Corollary 4.1 and Theorem 5.2 imply
Corollary 5.1. Let f ∈ Φ˜ ′
(0)(Q
n
p × R+). Then the Cauchy problem (5.6) has a unique solution
u(x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
(
e−pα(1− j)t
〈
u0,Ψk; ja
〉
+
t∫
0
e−pα(1− j)(t−τ )
〈
f (·, τ ),Ψk; ja(·)
〉
dτ
)
Ψk; ja(x) ∈ Φ˜ ′
(
Qnp × R+
)
, (5.7)
where Ψk; ja(x) are the Haar wavelets (3.4).
If in addition α ∈ R and the relation (5.4) holds, then the solution (5.7) is stabilized as t → ∞, i.e., (5.5) holds:
lim
t→∞u(x, t) = g(x) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
ek; ja
pα(1− j)
Ψk; ja(x) ∈ Φ ′
(
Qnp
)
, ∀x ∈ Qnp .
5.2. p-Adic pseudo-differential linear Schrödinger type equations
Let us consider the Cauchy problem⎧⎨⎩ i
∂u(x, t)
∂t
− Axu(x, t) = f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), in Qnp × {t = 0},
(5.8)
where u0 ∈ Φ ′(Qnp), and a pseudo-differential operator Ax is given by (5.2).
Using Theorem 5.1, we solve the Cauchy problem (5.8).
Theorem 5.3. (See [13].) Suppose that a symbol of pseudo-differential operator Ax in (5.8) satisﬁes the condition (3.15):
A(p j(−p−1k + η))= A(−p j−1k), ∀η ∈ Znp,
for all j ∈ Z, k ∈ Jn . Let f ∈ Φ˜ ′ (Qnp × R+). Then the Cauchy problem (5.8) has a unique solutionp 0 (0)
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∑
k∈ Jnp 0, j∈Z,a∈Inp
(
e−iA(−p j−1k)t
〈
u0,Ψk; ja
〉
− i
t∫
0
e−iA(−p j−1k)(t−τ )
〈
f (·, τ ),Ψk; ja(·)
〉
dτ
)
Ψk; ja(x) ∈ Φ˜ ′(1)
(
Qnp × R+
)
, (5.9)
where Ψk; ja(x) are the Haar wavelets (3.4).
Now we consider a particular case of the Cauchy problem (5.8):⎧⎨⎩ i
∂u(x, t)
∂t
− Dαx u(x, t) = f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), in Qnp × {t = 0},
(5.10)
where Dαx is the fractional operator (3.14) with respect to x, α ∈ C.
Using Corollary 5.1, one can construct a solution of the problem (5.10).
Corollary 5.2. Let f ∈ Φ˜ ′(0)(Qnp × R+). Then the Cauchy problem (5.10) has a unique solution
u(x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
(
e−ipα(1− j)t
〈
u0,Ψk; ja
〉
− i
t∫
0
e−ipα(1− j)(t−τ )
〈
f (·, τ ),Ψk; ja(·)
〉
dτ
)
Ψk; ja(x) ∈ Φ˜ ′(1)
(
Qnp × R+
)
, (5.11)
where Ψk; ja(x) are the Haar wavelets (3.4).
5.3. Pseudo-differential equation of the second order in t
Now we consider the Cauchy problem⎧⎪⎪⎨⎪⎪⎩
∂2u
∂t2
+ Dα1x ∂u
∂t
+ Dα2x u(x, t)+ u(x, t) = f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), ∂u(x, t)
∂t
= u1(x), in Qnp × {t = 0},
(5.12)
where u0,u1(x) ∈ Φ ′(Qnp); Dα jx u(x, t) = F−1[|ξ |α1p F [u(·, t)](ξ)](x) is the fractional operators (3.14) with respect to x, α j ∈ C,
j = 1,2; u(x, t) ∈ Φ˜ ′(Qnp × R+) is a distribution to be found.
Theorem 5.4. Let f ∈ Φ˜ ′(0)(Qnp × R+). Then the Cauchy problem (5.12) has a unique solution
u(x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
Λk; j,a(t)Ψk; ja(x) ∈ Φ˜ ′(2)
(
Qnp × R+
)
, (5.13)
where Ψk; ja(x) are the Haar wavelets (3.4). Here
(a) if p2α1(1− j) 	= 4(pα2(1− j) + 1) then
Λk; j,a(t) = 1
λ+ − λ−
( t∫
0
(
eλ+(t−τ ) − eλ−(t−τ ))〈 f (·, τ ),Ψk; ja(·)〉dτ
+ (〈u1,Ψk; ja〉− λ−〈u0,Ψk; ja〉)eλ+t − (〈u1,Ψk; ja〉− λ+〈u0,Ψk; ja〉)eλ−t
)
, (5.14)
where λ± = −p
α1(1− j)±
√
p2α1(1− j)−4(pα2(1− j)+1) ;2
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Λk; j,a(t) =
t∫
0
eλ(t−τ )(t − τ )〈 f (·, τ ),Ψk; ja(·)〉dτ + eλt(〈u0,Ψk; ja〉+ (〈u1,Ψk; ja〉− k〈u0,Ψk; ja〉)), (5.15)
where λ = λ± = −pα1(1− j)2 ; k ∈ Jnp 0 , j ∈ Z, a ∈ Inp .
Proof. Since f ∈ Φ˜ ′(0)(Qnp × R+) it is represented as (3.17), where dk; ja(t) is continuous. According to Section 3.4, we seek
a solution u(x, t) of the Cauchy problem (5.12) in the form (5.13), where Λk; j,a(t) are functions to be found. Substituting
(5.13) into Eq. (5.12), in view of Corollary 3.1, we obtain∑
k∈ Jnp 0, j∈Z,a∈Inp
(
Λ¨k; j,a(t)+ pα1(1− j)Λ˙k; j,a(t)+
(
pα2(1− j) + 1)Λk; j,a(t)− dk; j,a(t))Ψk; ja(x) = 0, (5.16)
where, according to (3.17), (3.18), (3.9),
dk; j,a(t) =
〈
f (·, t),Ψk; ja(·)
〉
, k ∈ Jnp 0, j ∈ Z, a ∈ Inp, (5.17)
are continuous functions. Relation (5.16) implies that Λk; j,a(t) satisﬁes a differential equation
Λ¨k; j,a(t)+ pα1(1− j)Λ˙k; j,a(t)+
(
pα2(1− j) + 1)Λk; j,a(t) = dk; j,a(t), (5.18)
for all t  0, k ∈ Jnp 0, j ∈ Z, a ∈ Inp . Since dk; j,a(t) is continuous, then for given Λk; j,a(0) and Λ˙k; j,a(0) differential equation
(5.18) has a unique solution (see [7]). Let us construct it.
The characteristic equation corresponding to a homogeneous equation (5.18) has the following form:
λ2 + λpα1(1− j) + (pα2(1− j) + 1)= 0. (5.19)
(a) Let p2α1(1− j) 	= 4(pα2(1− j) + 1). In this case the roots of characteristic equation (5.19) are the following λ± =
−pα1(1− j)±
√
p2α1(1− j)−4(pα2(1− j)+1)
2 . Using the method of variation of constants, we obtain a solution of Eq. (5.18):
Λk; j,a(t) = 1
λ+ − λ−
( t∫
0
(
eλ+(t−τ ) − eλ−(t−τ ))dk; j,a(τ )dτ
+ (Λ˙k; j,a(0)− λ−Λk; j,a(0))eλ+t − (Λ˙k; j,a(0)− λ+Λk; j,a(0))eλ−t
)
. (5.20)
(b) If p2α1(1− j) = 4(pα2(1− j) + 1) then the characteristic equation (5.19) has one root λ = −pα1(1− j)2 . In this case we obtain
a solution of Eq. (5.18):
Λk; j,a(t) =
t∫
0
eλ(t−τ )(t − τ )dk; j,a(τ )dτ + eλt
(
Λk; j,a(0)+
(
Λ˙k; j,a(0)− λΛk; j,a(0)
)
t
)
. (5.21)
Substituting solution (5.20) (or (5.21)) of differential equation (5.18) into (5.13) and taking into account formulas (5.17)
and
Λk; j,a(0) =
〈
u0,Ψk; ja
〉
, Λ˙k; j,a(0) =
〈
u1,Ψk; ja
〉
,
k ∈ Jnp 0, j ∈ Z, a ∈ Inp , we obtain a unique solution of the Cauchy problem (5.12) in the form (5.13), where Λk; j,a(t) are given
by (5.14) or (5.15).
In view of (3.18), the sum (5.13) is ﬁnite for any test vector-function from the Lizorkin space Φ(Qnp). 
Theorem 5.5. Let for the Cauchy problem (5.12) α1,α2 ∈ R, and f ∈ Φ˜ ′(0)(Qnp × R+). Suppose that for any k ∈ Jnp 0 , j ∈ Z, a ∈ Inp
lim
t→∞
〈
f (·, t),Ψk; ja(·)
〉= ek; ja (= const). (5.22)
Then a solution of the Cauchy problem (5.12) is stabilized as t → ∞:
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t→∞u(x, t) = g(x) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
ek; ja
pα2(1− j) + 1Ψk; ja(x) ∈ Φ
′(Qnp), (5.23)
for any x ∈ Qnp . Here λ± are roots of the characteristic equation (5.19), deﬁned in Theorem 5.4. Moreover, formula (5.23) is also valid
for λ+ = λ− .
Proof. According to (5.19), λ± < 0, λ < 0 (see Theorem 5.4). Taking into account that the sum (5.13) is ﬁnite for any test
function φ ∈ Φ(Qnp) and applying the L’Hospital rule to (5.14), (5.15), it is easy to see that for all φ ∈ Φ(Qnp) from (5.13),
(5.14), (5.15) we have
lim
t→∞u(x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
ek; ja
λ+λ−
Ψk; ja(x),
where λ± are the roots of characteristic equation (5.19), deﬁned in Theorem 5.4. Here the last formula is valid for λ+ = λ− .
It follows that (5.23) holds. 
5.4. Pseudo-differential equation of the m-th order in t, m 2
Now by the “variable separation method” we will solve the Cauchy problems for the linear pseudo-differential equations
of order m in t:⎧⎪⎪⎪⎨⎪⎪⎪⎩
m∑
s=0
Asx
∂ su(x, t)
∂ts
+ u(x, t) = f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), ∂u(x, t)
∂t
= u1(x), . . . , ∂
m−1u(x, t)
∂tm−1
= um−1(x), in Qnp × {t = 0},
(5.24)
where pseudo-differential operators Asx are given by (5.2), s = 0,1, . . . ,m, u(x, t) ∈ Φ˜ ′(m)(Qnp × R+) is the desired distribu-
tion.
Theorem 5.6. Let a symbol Ar(ξ) of a pseudo-differential operator Arx in (5.24) satisfy the condition (3.15):
As
(
p j
(−p−1k + η))= As(−p j−1k), ∀η ∈ Znp, (5.25)
for all j ∈ Z, k ∈ Jnp 0; s = 1,2, . . . ,m. Let f ∈ Φ˜ ′(0)(Qnp × R+). Then the Cauchy problem (5.24) has a unique solution
u(x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
Λk; j,a(t)Ψk; ja(x) ∈ Φ˜ ′(m)
(
Qnp × R+
)
, (5.26)
where Ψk; ja(x) are wavelets (3.4), and Λk; j,a(t) is a unique solution of ordinary differential equation with constant coeﬃcients of the
order m:
m∑
s=0
As
(−p j−1k)Λ(s)k; j,a(t)+Λk; j,a(t) = dk; j,a(t), (5.27)
with the initial data
Λk; j,a(0) =
〈
u0,Ψk; ja
〉
, Λ
(1)
k; j,a(0) =
〈
u1,Ψk; ja
〉
, . . . , Λ
(m−1)
k; j,a (0) =
〈
um−1,Ψk; ja
〉
,
where Λ(s)k; j,a is derivative of a function Λk; j,a of s-th order with respect to t, dk; ja(t) = 〈 f (·, t),Ψk; ja(·)〉 are the coeﬃcients in repre-
sentation (3.17) for a distribution f (x, t), k ∈ Jnp 0 , j ∈ Z, a ∈ Inp .
Proof. Using an algorithm from Section 3.4, we will seek a solution of the Cauchy problem (5.24) in the form (3.17).
Substituting (3.17) into Eq. (5.24) and taking into account the condition (5.25) and Theorem 3.1, we obtain the ordinary
differential equation with constant coeﬃcients of the order m (5.30) for deﬁning a function Λk; j,a(t), k ∈ Jnp 0, j ∈ Z, a ∈ Inp .
Since dk; j,a(t) is continuous, according to standard results in the theory of ordinary differential equations [7], for given
Λ
(s)
k; j,a(0), s = 0,1, . . . ,m − 1; k ∈ Jnp 0, j ∈ Z, a ∈ Inp the differential equation (5.30) has a unique solution. Substituting this
solution into (3.17), we obtain the proof of the theorem. 
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m∑
s=0
Dαsx
∂ su(x, t)
∂ts
+ u(x, t) = f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), ∂u(x, t)
∂t
= u1(x), . . . , ∂
m−1u(x, t)
∂tm−1
= um−1(x), in Qnp × {t = 0},
(5.28)
Dαsx is the Taibleson fractional operator (3.14) with respect to x, αs ∈ C, s = 0,1, . . . ,m.
In view of Corollary 3.1, Theorem 5.6 implies
Corollary 5.3. Let f ∈ Φ˜ ′(0)(Qnp × R+). Then the Cauchy problem (5.28) has a unique solution
u(x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
Λk; j,a(t)Ψk; ja(x) ∈ Φ˜ ′(m)
(
Qnp × R+
)
, (5.29)
where Ψk; ja(x) are the Haar wavelets (3.4), and Λk; j,a(t) is a unique solution of ordinary differential equation with constant coeﬃ-
cients of the order m:
m∑
s=0
pαs(1− j)Λ(s)k; j,a(t)+Λk; j,a(t) = dk; j,a(t), (5.30)
with the initial data
Λk; j,a(0) =
〈
u0,Ψk; ja
〉
, Λ
(1)
k; j,a(0) =
〈
u1,Ψk; ja
〉
, . . . , Λ
(m−1)
k; j,a (0) =
〈
um−1,Ψk; ja
〉
,
where dk; ja(t) = 〈 f (·, t),Ψk; ja(·)〉 are the coeﬃcients in representation (3.17) for a distribution f (x, t), k ∈ Jnp 0 , j ∈ Z, a ∈ Inp .
6. Semi-linear evolutionary pseudo-differential equations
Consider the Cauchy problem for the semi-linear pseudo-differential equation:⎧⎨⎩
∂u(x, t)
∂t
+ Axu(x, t)+ u(x, t)
∣∣u(x, t)∣∣2m = 0, in Qnp × (0,∞),
u(x, t) = u0(x), in Qnp × {t = 0},
(6.1)
where a pseudo-differential operator Ax is given by (5.2), m ∈ N, u(x, t) ∈ Φ˜ ′(1)(Qnp × R+) is the desired distribution.
According to Section 3.4, we will seek a solution of the problem (6.1) in the form (3.17), where Λk; j,a(t) are to be found.
We will solve the Cauchy problem in a particular class of distributions u(x, t) such that in the representation (3.17)
p j
′− ja − a′ /∈ Znp, if j < j′. (6.2)
If j  j′ , in view of formula from [27, VII.1], [17] we have
Ω
(∣∣p jx− a∣∣p)Ω(∣∣p j′x− a′∣∣p)= Ω(∣∣p jx− a∣∣p)Ω(∣∣p j′− ja − a′∣∣p).
The last relation implies that all the sets {x ∈ Qnp: |p jx− a|p  1}, {x ∈ Qnp: |p j′x− a′|p  1}, j < j′ , are disjoint.
Theorem 6.1. Suppose that a symbol of pseudo-differential operator Ax in (6.1) satisﬁes the condition (3.15):
A(p j(−p−1k + η))= A(−p j−1k), ∀η ∈ Znp,
for all j ∈ Z, k ∈ Jnp 0 . Then in the above-mentioned class of distributions (3.17), (6.2) the Cauchy problem (6.1) has a unique solution
u(x, t) =
∑
k∈ Jnp 0,
j∈Z,
a∈Inp
(
ReA(−p j−1k)
ReA(−p j−1k)+ 〈u0,Ψk; ja〉2mp−mnj(1− e−2mReA(−p j−1k)t)
)1/2m
× 〈u0,Ψk; ja〉e−A(−p j−1k)t Ψk; ja(x) ∈ Φ˜ ′(1)(Qnp × R+), t  0, (6.3)
where Ψk; ja(x) are the Haar wavelets (3.4). Moreover, the passage to the limit in (6.3) as A → 0 gives exactly solution for the case
A ≡ 0.
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j∈Z,k∈ Jnp 0,a∈Inp
∣∣Λk; j,a(t)∣∣2p−njΩ(∣∣p jx− a∣∣p)
and ﬁnd
u(x, t)
∣∣u(x, t)∣∣2m = ∑
j∈Z,k∈ Jnp 0,a∈Inp
∣∣Λk; j,a(t)∣∣2mΛk; j,a(t)p−mnjΨk; ja(x) ∈ Φ˜ ′(1)(Qnp × R+), (6.4)
where the indexes in the above sums satisfy the condition (6.2).
Substituting (6.4) and (3.17) into (6.1), and taking into account Theorem 3.1, we obtain∑
j∈Z,k∈ Jnp 0,a∈Inp
(
Λ˙k; j,a(t)+ A
(−p j−1k)Λk; j,a(t)+ p−mnj∣∣Λk; j,a(t)∣∣2mΛk; j,a(t))Ψk; ja(x) = 0, (6.5)
where the last relation is understood in the weak sense. Since, according to Lemma 3.2, any test function φ ∈ Φ(Qnp) is
represented in the form of a ﬁnite sum (3.6), the equality (6.5) implies that
Λ˙k; j,a(t)+ A
(−p j−1k)Λk; j,a(t)+ p−mnj∣∣Λk; j,a(t)∣∣2mΛk; j,a(t) = 0, (6.6)
for all k ∈ Jnp 0, j ∈ Z, a ∈ Inp , and for all t  0. Representing Λk; j,a(t) and A(−p j−1k) as Λk; j,a(t) = Rk; j,a(t)eiαk; j,a(t) and
A(−p j−1k) = ReA(−p j−1k)+ i ImA(−p j−1k), we obtain from (6.6) the following system of ordinary differential equations
R˙k; j,a(t)+ ReA
(−p j−1k)Rk; j,a(t)+ p−mnj R2m+1k; j,a (t) = 0,
α˙k; ja(t)+ ImA
(−p j−1k)= 0, (6.7)
where ˙ = ddt , k ∈ Jnp 0, j ∈ Z, a ∈ Inp . Integrating (6.7) (see [7]), we obtain the relations
R2mk; j,a(t)
ReA(−p j−1k)+ p−mnj R2mk; j,a(t)
= Ek; j,ae−2mReA(−p j−1k)t,
and αk; ja(t) = − ImA(−p j−1k)t + αk; ja(0). Thus, we have
Λk; j,a(t) =
(
Ek; j,a ReA(−p j−1k)
1− Ek; j,ap−mnje−2mReA(−p j−1k)t
)1/2m
e−A(−p j−1k)teiαk; ja(0), (6.8)
where Ek; j,a is a constant, k ∈ Jnp 0, j ∈ Z, a ∈ Inp .
Substituting (6.8) into (3.17), we ﬁnd a solution of the problem (6.1)
u(x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
(
Ek; j,a ReA(−p j−1k)
1− Ek; j,a p−mnje−2mReA(−p j−1k)t
)1/2m
e−A(−p j−1k)teiαk; ja(0)Ψk; ja(x). (6.9)
Setting t = 0 in (6.9), we obtain that
u0(x) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
(
Ek; j,a ReA(−p j−1k)
1− Ek; j,ap−mnj
)1/2m
eiαk; ja(0)Ψk; ja(x),
where u0 ∈ Φ ′(Qnp). Consequently, according to (3.8), (3.9), we have(
Ek; j,a ReA(−p j−1k)
1− Ek; j,ap−mnj
)1/2m
eiαk; ja(0) = 〈u0,Ψk; ja〉.
Let 〈u0,Ψk; ja〉 = |〈u0,Ψk; ja〉|eiβk; ja . Then the last equation implies that αk; ja(0) = βk; ja and
Ek; j,a = |〈u
0(x),Ψk; ja〉|2m
ReA(−p j−1k)+ p−mnj|〈u0,Ψk; ja〉|2m .
Substituting αk; ja(0) and Ek; j,a into (6.9), we obtain (6.3). In view (3.18), the sum (6.3) is ﬁnite on any test function from
the Lizorkin space Φ(Qnp).
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Now we consider the Cauchy problem⎧⎨⎩ i
∂u(x, t)
∂t
− Axu(x, t)+ u(x, t)
∣∣u(x, t)∣∣2m = 0, in Qnp × (0,∞),
u(x, t) = u0(x), in Qnp × {t = 0},
(6.10)
where a pseudo-differential operator Ax is given by (5.2), m ∈ N, u(x, t) ∈ Φ˜ ′(Qnp × R+) is the desired distribution.
Theorem 6.2. Suppose that a symbol of pseudo-differential operator Ax in (6.10) satisﬁes the condition (3.15):
A(p j(−p−1k + η))= A(−p j−1k), ∀η ∈ Znp,
for all j ∈ Z, k ∈ Jnp 0 . Then in the above-mentioned class of distributions (3.17), (6.2) the Cauchy problem (6.10) has a unique solution
u(x, t) =
∑
k∈ Jnp 0,
j∈Z,
a∈Inp
e
ip−mnj
|〈u0,Ψk; ja〉|2m
2m ImA(−p j−1k) (e
2m ImA(−p j−1k)t−1)
× 〈u0,Ψk; ja〉 e−iA(−p j−1k)tΨk; ja(x) ∈ Φ˜ ′(1)(Qnp × R+), t  0, (6.11)
where Ψk; ja(x) are the Haar wavelets (3.4). Moreover, the passage to the limit in (6.11) as ImA → 0 gives exactly solution for the case
ImA = 0.
Proof. We will seek a solution of the problem in the form (3.17), (6.2). Substituting (6.4), (3.17) into (6.10) and taking
into account Theorem 3.1, similarly calculations in the proof of Theorem 6.1, we obtain that coeﬃcients Λk; j,a satisfy the
differential equation
iΛ˙k; j,a(t)− A
(−p j−1k)Λk; j,a(t)+ p−mnj∣∣Λk; j,a(t)∣∣2mΛk; j,a(t) = 0, (6.12)
k ∈ Jnp 0, j ∈ Z, a ∈ Inp , for all t  0. Just as above, representing Λk; j,a(t) and A(−p j−1k) in the form Λk; j,a(t) =
Rk; j,a(t)eiαk; j,a(t) and A(−p j−1k) = ReA(−p j−1k) + i ImA(−p j−1k), we obtain from (6.12) the system of ordinary differ-
ential equations
R˙k; j,a(t)− ImA
(−p j−1k)Rk; j,a(t) = 0,
α˙k; ja(t)+ ReA
(−p j−1k)− p−mnj R2mk; j,a(t) = 0,
k ∈ Jnp 0, j ∈ Z, a ∈ Inp . Solving this system, we ﬁnd
Rk; j,a(t) = Rk; j,a(0)eImA(−p j−1k)t,
αk; ja(t) = −ReA
(−p j−1k)t + p−mnj R2mk; j,a(0)
2m ImA(−p j−1k)e
2m ImA(−p j−1k)t + αk; ja(0).
Consequently,
Λk; j,a(t) = Rk; j,a(0)eiαk; ja(0)e−iA(−p j−1k)teip
−mnj R
2m
k; j,a(0)
2m ImA(−p j−1k) e
2m ImA(−p j−1k)t
, (6.13)
k ∈ Jnp 0, j ∈ Z, a ∈ Inp . Since
Λk; j,a(0) =
〈
u0,Ψk; ja
〉= Rk; j,a(0)ei(αk; ja(0)+p−mnj R2mk; j,a(0)2m ImA(−p j−1k) ),
then (6.13) implies that
Λk; j,a(t) =
〈
u0,Ψk; ja
〉
e−iA(−p j−1k)teip
−mnj |〈u0,Ψk; ja〉|2m
2m ImA(−p j−1k) (e
2m ImA(−p j−1k)t−1)
k ∈ Jn , j ∈ Z, a ∈ Inp . Substituting the last relation into (3.17), we obtain (6.11). p 0
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∂u(x, t)
∂t
− Dαx u(x, t)+ u(x, t)
∣∣u(x, t)∣∣2 = 0, in Qnp × (0,∞),
u(x, t) = u0(x), in Qnp × {t = 0}.
(6.14)
Theorem 6.2 and Corollary 3.1 imply the following statement.
Corollary 6.1. The Cauchy problem (6.14) has a unique solution
u(x, t) =
∑
k∈ Jnp 0, j∈Z,a∈Inp
e
ip−nj
|〈u0,Ψk; ja〉|2
2 Im pα(1− j) (e
2 Im pα(1− j)t−1)
× 〈u0,Ψk; ja〉e−ipα(1− j)tΨk; ja(x) ∈ Φ˜ ′(1)(Qnp × R+), t  0, (6.15)
where Ψk; ja(x) are the Haar wavelets (3.4).
A particular solution of the problem (6.14) was ﬁrst obtained by S.V. Kozyrev [22].
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