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Abstract
Lower-order P2 finite elements are popular for solving fourth-order elliptic PDEs
when the solution has limited regularity. A priori and a posteriori error estimates
for von Kármán equations are considered in Carstensen et al. [12, 13] with respect
to different mesh dependent norms which involve different jump and penalization
terms. This paper addresses the question, whether they are comparable with respect
to a common norm. This article establishes that the errors for the quadratic symmet-
ric interior discontinuous Galerkin, C0 interior penalty and nonconforming Morley
finite element methods are equivalent upto some higher-order oscillation term with
respect to a unified norm. Numerical experiments are performed to substantiate the
comparison results.
Keywords: Morley element, interior penaltymethod, discontinuous Galerkinmethod,
von Kármán equations, medius error analysis.
1 Introduction
This paper concerns the comparison results of P2-finite element approximations of regular
solution to the von Kármán equations defined onΩ ⊂ R2, which describe the deflection of
very thin elastic plates. Those plates are modeled by a semi-linear system of fourth-order
coupled partial differential equations (PDEs) and can be described as follows. For a given
load function f ∈ L2(Ω), seek vertical displacement u and Airy’s stress v such that
∆2u = [u, v] + f in Ω, (1.1a)
∆2v = −1
2
[u, u] in Ω, (1.1b)
u =
∂u
∂ν
= v =
∂v
∂ν
= 0 on ∂Ω, (1.1c)
with the biharmonic operator ∆2 and the von Kármán bracket [•, •] are defined as ∆2ϕ :=
ϕxxxx + 2ϕxxyy + ϕyyyy, and [η, χ] := ηxx χyy + ηyy χxx − 2ηxy χxy.
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2 PRELIMINARIES 2
The quasi-optimality results of Gudi [18] on medius analysis for linear biharmonic
problem imply that the errors of these methods are comparable with best-approximation
in the finite element space. The comparisons are made with respect to different discrete
norms which depend on the underlying finite element spaces. Carstensen et al. [11]
extends this results to P2 finite elements with an equivalent unified norm.
Though there are many research on medius analysis for linear PDEs [11, 18], but there
are very few results [12] for nonlinear PDEs. This paper establishes a comparison result
of P2 finite elements for semilinear von Kármán equations with respect to a unified norm
||| • |||h as:
|||Ψ −ΨM |||h ≈ |||Ψ −ΨIP |||h ≈ |||Ψ −ΨdG |||h
upto some oscillation, where ΨM,ΨIP and ΨdG are the approximate solutions to (1.1) for
nonconforming, C0 interior penalty and discontinuous Galerkin finite element methods
respectively. The optimal convergence rates are achieved in numerical experiments, when
meshes are adapted by a posteriori estimators.
Throughout the paper, standard notation on Lebesgue and Sobolev spaces and their
norms are employed. The standard semi-norm and norm on Hs(Ω) (resp. W s,p(Ω)) for
s > 0 are denoted by | • |s and ‖ • ‖s (resp. | • |s,p and ‖ • ‖s,p ). The duality pairing
between X and its dual space X∗ is denoted by (•, •). Bold letters, e.g. X = X × X refer to
product spaces and Greek letters refer to vector valued functions. The positive constants
C appearing in the inequalities denote generic constants which do not depend on the
mesh-size. The notation a . b means that there exists a generic constant C independent
of the mesh parameters and independent of the stabilization parameters σ1 and σ2 ≥ 1
such that a ≤ Cb; a ≈ b abbreviates a . b . a.
2 Preliminaries
This section introduces weak formulation for the von Kármán equations and states some
known results. The weak formulation of von Kármán equations (1.1) reads: Given
f ∈ L2(Ω), seek u, v ∈ X := H20 (Ω) such that
a(u, ϕ1) + b(u, v, ϕ1) + b(v, u, ϕ1) = l(ϕ1) ∀ϕ1 ∈ X (2.1a)
a(v, ϕ2) − b(u, u, ϕ2) = 0 ∀ϕ2 ∈ X , (2.1b)
where, for all η, χ, ϕ ∈ X ,
a(η, χ) :=
∫
Ω
D2η : D2χ dx, b(η, χ, ϕ) := −1
2
∫
Ω
[η, χ]ϕ dx, and l(ϕ) :=
∫
Ω
f ϕ dx.
(2.2)
Given F = ( f , 0) ∈ L2(Ω) × L2(Ω), the combined vector form seeks Ψ = (u, v) ∈ X :=
X × X ≡ H20 (Ω) × H20 (Ω) such that
N(Ψ,Φ) = (N(Ψ),Φ) := A(Ψ,Φ) + B(Ψ,Ψ,Φ) − L(Φ) = 0 ∀Φ ∈ X , (2.3)
where, for all Ξ = (ξ1, ξ2),Θ = (θ1, θ2), and Φ = (ϕ1, ϕ2) ∈ X ,
A(Θ,Φ) := a(θ1, ϕ1) + a(θ2, ϕ2),
B(Ξ,Θ,Φ) := b(ξ1, θ2, ϕ1) + b(ξ2, θ1, ϕ1) − b(ξ1, θ1, ϕ2) and L(Φ) := l(ϕ1).
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Since b(•, •, •) is symmetric in first two variables, the trilinear form B(•, •, •) is symmetric
in first two variables.
Let ||| • |||2 denote the product norm on X defined by |||Φ|||2 :=
(|ϕ1 |22 + |ϕ2 |22 )1/2 for all
Φ = (ϕ1, ϕ2) ∈ X . It is easy to verify the boundedness and ellipticity properties
A(Θ,Φ) ≤ |||Θ|||2 |||Φ|||2, A(Θ,Θ) ≥ |||Θ|||22 ,
B(Ξ,Θ,Φ) ≤ C |||Ξ|||2 |||Θ|||2 |||Φ|||2.
For the existence of solution to (2.3), regularity and bifurcation phenomena, we refer
to [2–5, 14, 20]. For given f ∈ H−1(Ω), it is well known [5] that on a polygonal domain
Ω, the solutions u, v belong to H20 (Ω) ∩ H2+α(Ω), where the index of elliptic regularity
α ∈ (12 , 1] determined by the interior angles ofΩ. Note that whenΩ is convex; α = 1; that
is, the solution belongs to H20 (Ω) ∩H3(Ω). Unless specified otherwise, the parameter α is
supposed to satisfy 1/2 < α ≤ 1.
Denote the Gateaux derivative of N(Ψ) at Ψ in the direction Θ by DN(Ψ;Θ). Due to
symmetry of B(•, •, •), we haveDN(Ψ;Θ,Φ) = (DN(Ψ;Θ),Φ) = A(Θ,Φ)+ 2B(Ψ,Θ,Φ).
Throughout the paper, we consider the approximation of a regular solution [9, 21] Ψ to the
non-linear map N(Ψ) = 0 of (2.3) in the sense that the bounded derivative DN(Ψ;Θ,Φ)
satisfies the inf-sup condition
0 < β := inf
Θ∈X
|||Θ|||2=1
sup
Φ∈X
|||Φ|||2=1
DN(Ψ;Θ,Φ). (2.4)
3 Finite element methods and their comparison
Let T be a shape-regular [6] triangulation of the bounded polygonal Lipschitz domain
Ω ⊂ R2 into closed triangles. The set of all internal vertices (resp. boundary vertices)
and interior edges (resp. boundary edges) of the triangulation T are denoted by N(Ω)
(resp. N(∂Ω)) and E(Ω) (resp. E(∂Ω)). Define a piecewise constant mesh function
hT (x) = hK = diam(K) for all x ∈ K , K ∈ T , and set h := maxK∈T hK . Also define a
piecewise constant edge-function on E := E(Ω) ∪ E(∂Ω) by hE |E = hE = diam(E) for
any E ∈ E. Set of all edges of K is denoted by E(K). Note that for a shape-regular family,
there exists a positive constant C independent of h such that any K ∈ T and any E ∈ ∂K
satisfy
ChK ≤ hE ≤ hK . (3.1)
Let Pr(K) denote the set of all polynomials of degree less than or equal to r and Pr(T ) :={
ϕ ∈ L2(Ω) : ∀K ∈ T , ϕ|K ∈ Pr(K)
}
and write Pr(T ) := Pr(T ) × Pr(T ) for pairs of
piecewise polynomials. For a nonnegative integer s, define the broken Sobolev space for
the subdivision T as
Hs(T ) = {ϕ ∈ L2(Ω) : ϕ|K ∈ Hs(K) ∀K ∈ T }
with the broken Sobolev semi-norm | • |Hs(T ) and norm ‖ • ‖Hs(T ) defined by
|ϕ|Hs(T ) =
( ∑
K∈T
|ϕ|2Hs(K)
)1/2
and ‖ϕ‖Hs(T ) =
( ∑
K∈T
‖ϕ‖2Hs(K)
)1/2
.
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Define the jump [ϕ]E = ϕ|K+ − ϕ|K− and the average 〈ϕ〉E = 12
(
ϕ|K+ + ϕ|K−
)
across the
interior edge E of ϕ ∈ H1(T ) of the adjacent triangles K+ and K−. Extend the definition
of the jump and the average to an edge lying in boundary by [ϕ]E = ϕ|E and 〈ϕ〉E = ϕ|E
when E belongs to the set of boundary edges E(∂Ω). For any vector function, jump and
average are understood componentwise. The union of all edges reads Γ ≡ ⋃E∈E E . Define
a general nonconforming norm ‖vh‖2NC :=
∑
K∈T
∫
K
|D2vh |2 dx for vh ∈ H2(T ) + P2(T ).
3.1 Morley finite element
The nonconforming Morley element space M(T ) associated with the triangulation T is
defined by
M(T ) :=
{
vM ∈ P2(T )
 vM is continuous at N(Ω) and vanishes at N(∂Ω), for allE ∈ E(Ω) ∫
E
[
∂vM
∂ν
]
E
ds = 0; for all E ∈ E(∂Ω)
∫
E
∂vM
∂ν
ds = 0
}
.
Define the discrete bilinear, trilinear and linear forms by
aNC(η, χ) :=
∑
K∈T
∫
K
D2η : D2χ dx
bh(η, χ, ϕ) := −12
∑
K∈T
∫
K
[η, χ]ϕ dx, and lh(ϕ) :=
∑
K∈T
∫
K
f ϕ dx.
A nonconforming finite element formulation corresponding to (2.3) seeks ΨM ∈ M(T ) :=
M(T ) ×M(T ) such that
NNC(ΨM;ΦM) := ANC(ΨM,ΦM) + Bh(ΨM,ΨM,ΦM) − Lh(ΦM) = 0 ∀ΦM ∈ M(T ),
(3.2)
where the vector discrete bilinear, trilinear and linear forms read: for all Ξ = (ξ1, ξ2),Θ =
(θ1, θ2) and Φ = (ϕ1, ϕ2) ∈ M(T ),
ANC(Θ,Φ) := aNC(θ1, ϕ1) + aNC(θ2, ϕ2),
Bh(Ξ,Θ,Φ) := bh(ξ1, θ2, ϕ1) + bh(ξ2, θ1, ϕ1) − bh(ξ1, θ1, ϕ2), (3.3)
Lh(Φ) := lh(ϕ1). (3.4)
The existence, local uniqueness and error estimates for the discrete solution of (3.2) are
shown in [12] for sufficiently small mesh parameter h. In the next lemma, an interpolation
result is defined and its results are stated.
Lemma 3.1 (Morley interpolation). [10, 19] For any v ∈ X +M(T )(T ), the Morley
interpolation IM(v) ∈ M(T ) defined by
(IMv)(z) = v(z) for any z ∈ N(Ω) and
∫
E
∂IMv
∂νE
ds =
∫
E
∂v
∂νE
ds for any E ∈ E
satisfies the integral mean property of the Hessian
(a) D2pwIM = Π0D2 and,
(b) ‖h−2K (1 − IM)v‖L2(K) + ‖h−1K ∇(1 − IM)v‖L2(K) + ‖D2IMv‖L2(K) . ‖D2v‖L2(K). 
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3.2 C0 finite element
The C0 IP method is based on the continuous Lagrange P2 finite element space
IP(T ) := P2(T ) ∩ H10 (Ω).
Define the discrete bilinear, trilinear and linear forms by: for all ηIP, χIP and ϕIP ∈ IP(T )
aIP(ηIP, χIP) := aNC(ηIP, χIP) +
∑
E∈E
∫
E
〈
D2ηIP
∂ν2E
〉
E
[
∂ χIP
∂νE
]
E
ds
+
∑
E∈E
∫
E
〈
D2χIP
∂ν2E
〉
E
[
∂ηIP
∂νE
]
E
ds +
∑
E∈E
σIP
hE
∫
E
[
∂ηIP
∂νE
]
E
[
∂ χIP
∂νE
]
E
ds. (3.5)
The C0IP norm on IP(T ) is defined by
‖ηIP‖2IP := ‖ηIP‖2NC +
∑
E∈E
h−1E
[∂ηIP∂νE
]
E
2
L2(E)
.
For sufficiently large penalty parameter σIP, the coercivity result [7] ‖ • ‖2IP . aIP(•, •)
on IP(T ) holds. A C0 IP finite element formulation corresponding to (2.3) seeks ΨIP ∈
IP(T ) := IP(T ) × IP(T ) such that
NIP(ΨIP;ΦIP) := AIP(ΨIP,ΦIP)+ Bh(ΨIP,ΨIP,ΦIP) − Lh(ΦIP) = 0 ∀ΦIP ∈ IP(T ), (3.6)
where for all Ξ = (ξ1, ξ2),Θ = (θ1, θ2) and Φ = (ϕ1, ϕ2) ∈ IP(T ), the bilinear form
AIP(Θ,Φ) := aIP(θ1, ϕ1) + aIP(θ2, ϕ2), trilinear and linear forms Bh(Ξ,Θ,Φ) and Lh(Φ)
are respectively as defined in (3.3) and (3.4). The existence, local uniqueness and error
estimates for the discrete solution of (3.6) are shown in [8, 13] for sufficiently small mesh
parameter h.
3.3 Discontinuous Galerkin finite element
In this section, a discontinuous Galerkin method of [1, 11, 15] for the biharmonic part is
proposed. Define the bilinear, trilinear and linear forms by, for ηdG, χdG and ϕdG ∈ P2(T )
and the penalty parameter σdG > 0
adG(ηdG, χdG) := aNC(ηdG, χdG)
−
∑
E∈E
∫
E
〈
D2ηdGνE
〉
E ·[∇χdG]E ds −
∑
E∈E
∫
E
〈
D2χdGνE
〉
E ·[∇ηdG]E ds
+
∑
E∈E
(
σdG
h3E
∫
E
[ηdG]E [χdG]E ds + σdGhE
∫
E
[
∂ηdG
∂νE
]
E
[
∂ χdG
∂νE
]
E
ds
)
. (3.7)
In general, the two stabilization terms in the bilinear form may rely on different penalty
parameter. The DG norm is defined by
‖ηdG‖2dG := ‖ηdG‖2NC +
∑
E∈E
h−1E
[∂ηdG∂νE
]
E
2
L2(E)
+
∑
E∈E
h−3E ‖ [ηdG]E ‖2L2(E).
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For sufficiently large penalty parameter σdG, the coercivity result [13] ‖ • ‖2dG . adG(•, •)
on P2(T ) holds. A DGFEM corresponding to (2.3) seeksΨdG ∈ P2(T ) := P2(T ) × P2(T )
such that
NdG(ΨdG;ΦdG) := AdG(ΨdG,ΦdG) + Bh(ΨdG,ΨdG,ΦdG) − Lh(ΦdG) = 0 ∀ΦdG ∈ P2(T ),
(3.8)
where for all Ξ = (ξ1, ξ2),Θ = (θ1, θ2) and Φ = (ϕ1, ϕ2) ∈ P2(T ), the bilinear form
AdG(Θ,Φ) := adG(θ1, ϕ1) + adG(θ2, ϕ2), trilinear and linear forms Bh(Ξ,Θ,Φ) and Lh(Φ)
are respectively as defined in (3.3) and (3.4). Moreover, the following boundedness result
[13, Lemma 3.12(a)] holds
Bh(Ξ,Θ,Φ) ≤ |||Ξ|||dG |||Θ|||dG |||Φ|||dG for Ξ,Θ,Φ ∈ X + P2(T ). (3.9)
The existence, local uniqueness and error estimates for the discrete solution of (3.8) are
shown in [13] for sufficiently small mesh parameter h.
Lemma 3.2 (Enrichment operator). [13, 16] There exists an enrichment operator Eh :
P2(T ) → S4(T ) ⊂ X satisfies, for m = 0, 1, 2∑
K∈T
|ϕdG − EhϕdG |2Hm(K) . ‖h1/2−mE [ϕdG]E ‖2L2(Γ) + ‖h
3/2−m
E [∇ϕdG]E ‖2L2(Γ) . h4−2m‖ϕdG‖2dG,
(3.10)
where S4(T ) is a C1-conforming finite element space consisting of macro-elements.
4 Equivalence of approximations
4.1 Main results
Throughout the paper, the oscillation of a function f ∈ L2(Ω)with respect to a triangulation
T reads
osc( f ,T) :=
√∑
K∈T
h4K ‖ f −
∫
K− f dx‖2L2(K) with
∫
K− f dx :=
1
|K |
∫
K
f dx.
Also denote the local oscillation term by osc( f ,K) := h2K ‖ f −
∫
K− f dx‖L2(K).
Theorem 4.1 (Error equivalence). For sufficiently small mesh parameter h, the discrete
solutions ΨM,ΨIP and ΨdG of the Morley FEM, C0 IP and DGFEM satisfy
|||Ψ −ΨM |||NC ≈ |||Ψ −ΨIP |||IP ≈ |||Ψ −ΨdG |||dG ≈ |||(1 −Π0)D2Ψ|||L2(Ω)
up to some oscillations.
The proof follows by the following results.
Let N(E) be the set of two vertices of an edge E . Define the following seminorm
found in [11] for all vh ∈ H2(T )
‖vh‖2h := ‖vh‖NC +
∑
E∈E
(∫
E−
[
∂vh
∂νE
]
E
ds
)2
+
∑
E∈E
h−2E
∑
z∈N(E)
[vh(z)]2E , (4.1)
which is a norm on X + P2(T ).
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Lemma 4.2 (Discrete norm equivalence). [11, Theorem 4.1] The norm ‖ • ‖h satisfies
‖ • ‖h = ‖ • ‖NC on X +M(T ),
‖ • ‖h ≈ ‖ • ‖dG on X + P2(T ),
‖ • ‖h ≈ ‖ • ‖IP on X + IP(T ).
Lemma 4.3 (Equivalence of best approximations). [11, Theorem 3.1] For any v ∈ X , the
following distances are equivalent
min
vdG∈P2(T )
‖v − vdG‖h = min
vM∈M(T )
‖v − vM‖h ≈ min
vIP∈IP(T )
‖v − vIP‖h. (4.2)
The above equivalence result shows that the interpolations IMΨ for Morley element,
and interpolations for C0IP and DGFEM satisfy the error equivalence. In [11], it has
been shown that, in particular, the P2 finite element approximations for linear biharmonic
problem satisfies the error equivalence up to some data oscillation. However, it is not clear
whether the computed finite element solutions ΨM,ΨdG and ΨIP for the solution Ψ of the
semilinear von Kármán equations will follow the same equivalence result. We proceed to
show that the error equivalence results are true for the computed FE solutions up to data
oscillation, for sufficiently small mesh parameter h. In the next theorem, an abstract error
estimate results of [12] for nonconforming FEM is stated, and the result can be easily
extended to C0IP and DGFEMs as well, hence we omit the details.
Theorem 4.4 (Error estimates). Let Ψ = (u, v) be the nonsingular solution of (2.3). Let
ΨM,ΨIP and ΨdG be discrete solution of (3.2), (3.6) and (3.8) respectively. The errors of
Morley, C0IP and DG FEMs are quasi-optimal with respect to their norms in the sense
that
|||Ψ −ΨM |||NC . min
vM∈M(T )
|||Ψ − vM |||NC + ‖NNC(Ψ)‖M(T )∗ , (4.3)
|||Ψ −ΨIP |||IP . min
vIP∈IP(T )
|||Ψ − vIP |||IP + ‖NIP(Ψ)‖IP(T )∗ , (4.4)
|||Ψ −ΨdG |||dG . min
vM∈P2(T )
|||Ψ − vdG |||dG + ‖NdG(Ψ)‖P2(T )∗ (4.5)
for sufficiently small mesh parameter h of T .
In the following lemmas, we compute the residuals ‖NNC(Ψ)‖M(T )∗ , ‖NIP(Ψ)‖IP(T )∗
and ‖NdG(Ψ)‖P2(T )∗ using the technique of a posteriori error estimates. We start with
some essential terms related to the residuals which are proved to be efficient.
Lemma 4.5. Let Ψ = (u, v) be the nonsingular solution of (2.3). For Θh = (θh,1, θh,2) ∈
P2(T ), it holds
h2K ‖ f + [θh,1, θh,2]‖L2(K) + h2K ‖[θh,1, θh,1]‖L2(K) . |||Ψ −Θh |||L2(K) + osc( f ,K). (4.6)
The above local volume efficiency can be established from [13, Lemma 5.3], hence
proof has been omitted.
Lemma 4.6. Let Ψ = (u, v) be the nonsingular solution of (2.3). For Θh = (θh,1, θh,2) ∈
P2(T ), it holds
h1/2E ‖
[
D2θh,1 νE
]
E · νE ‖L2(E) + h
1/2
E ‖
[
D2θh,2 νE
]
E · νE ‖L2(E)
. |||Ψ −Θh |||H2(ωE ) + osc( f ,ωE ). (4.7)
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Proof. First we prove the efficiency of edge term ‖h1/2E
[
D2θh,1νE
]
E · νE ‖2L2(E). For each
internal edge E ∈ E(Ω), define K˜ ⊂ ωE := K+ ∪ K− to be the largest rhombus contained
in the patch ωE that has E as one diagonal. Also, define bK˜ : K˜ −→ R to be the bubble
function on the rhombus K˜ . Let bl : K˜ −→ R be an affine function having value zero
along the edge E , such that (∇bl · νE )|E = h−1E . Using the above definitions, consider the
function bE with bE |K˜ := blb3K˜ and bE := 0 on Ω \ K˜ , which has the following properties
[16]:
bE ∈ C2(Ω) ∩ H20 (Ω), ∇bE · νE |E = h−1E b3K˜ |E , ∇bE · τE |E = 0.
Extend [D2θh,1νE ] · νE constantly in the normal direction toE and set ρE := h−1E [D2θh,1νE ] ·
νE bE .
Incorporate the properties of bE with ρE and integrate by parts to obtain
‖h−1E [D2θh,1νE ]E · νE ‖2L2(E) . ‖b
3/2
K˜
h−1E [D2θh,1νE ]E · νE ‖2L2(E)
=
∫
E
{∇ρE · νE }E [D2θh,1νE ]E · νE ds =
∫
ωE
D2θh,1 : D2ρE dx −
∫
ωE
∆2θh,1ρE dx.
Since Θh ∈ P2(T ), the above equation and (2.1a) leads to
‖h−1E [D2θh,1νE ]E · νE ‖2L2(E) ≤
∫
ωE
D2(θh,1 − u) : D2ρE dx +
∫
ωE
[u, v]ρE dx +
∫
ωE
f ρE dx
=
∫
ωE
D2(θh,1 − u) : D2ρE dx +
∫
ωE
([u, v] − [θh,1, θh,2]) ρE dx + ∫
ωE
(
f + [θh,1, θh,2]
)
ρE dx.
The first term is estimated by Cauchy and inverse inequalities∫
ωE
D2(θh,1−u) : D2ρE dx ≤ ‖u− θh,1‖H2(ωE )‖ρE ‖H2(ωE ) . ‖u− θh,1‖H2(K)‖h−2E ρE ‖L2(ωE ).
The second term is estimated generalized Hölder inequality∫
ωE
([u, v] − [θh,1, θh,2]) ρE dx = −2b(u, v, ρE ) + 2b(θh,1, θh,2, ρE )
= −2b(u − θh,1, v, ρE ) − 2b(θh,1, v − θh,2, ρE )
. ‖Ψ −Θh‖H2(ωE )(‖Ψ‖H2(ωE ) + ‖Θh‖H2(ωE ))‖ρE ‖L∞(ωE ) . ‖Ψ −Θh‖H2(ωE )‖ρE ‖H2(ωE )
. ‖Ψ −Θh‖H2(ωE )‖h−2E ρE ‖L2(ωE ).
The last term is estimated as∫
ωE
(
f + [θh,1, θh,2]
)
ρE dx ≤ h2E ‖ f + [θh,1, θh,2]‖L2(ωE )‖h−2E ρE ‖L2(ωE ).
The efficiency of the volume term ηK and above displayed equations lead to
‖h−1E [D2θh,1νE ]E · νE ‖2L2(E) .
(
‖Ψ −Θh‖H2(ωE ) + osc( f ,ωE )
)
‖h−2E ρE ‖L2(ωE ). (4.8)
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Let l(s) denote the length of the intersection of the line normal to E , crossing E at the
point s ∈ E and K˜ . Then
‖ρE ‖L2(ωE ) . h−1E ‖[D2θh,1νE ]E · νE ‖L2(ωE ) = h−1E
(∫
E
[D2θh,1νE ]E · νE 2 l(s) ds)1/2
. ‖h−1/2E [D2θh,1νE ]E · νE ‖L2(E). (4.9)
Combine (4.8) and (4.9) to obtain
h1/2E ‖[D2θh,1νE ]E · νE ‖L2(E) . ‖Ψ −Θh‖H2(ωE )‖Ψ‖H2(ωE ) + osc( f ,ωE ).
A similar argument leads to an estimate for the edge term
h1/2E ‖[D2θh,2νE ]E · νE ‖L2(E) . ‖Ψ −Θh‖H2(ωE )‖Ψ‖H2(ωE ) + osc( f ,ωE ).
The above two equations complete the proof. 
The next theorem establishes that the residual term for DG method are equivalent to
best approximation up to a higher-order oscillation.
Theorem 4.7. Let Ψ = (u, v) be the nonsingular solution of (2.3). The consistency term
‖NdG(Ψ)‖P2(T )∗ has the estimate
‖NdG(Ψ)‖P2(T )∗ . min
vdG∈P2(T )
|||Ψ − vdG |||dG + osc( f ,T). (4.10)
Proof. LetΨ∗dG = (u∗dG, v∗dG) ∈ P2(T ) be the best approximation ofΨ = (u, v)with respect
to DG norm ||| • |||dG in the discrete spaceP2(T ). There existsΦdG = (φdG,1, φdG,2) ∈ P2(T )
with |||ΦdG |||dG = 1 such that ‖NdG(Ψ)‖P2(T )∗ = NdG(Ψ,ΦdG). Denote χ = (χ1, χ2) :=
ΦdG − EdGΦdG. Since Ψ ∈ X ∩H2+α(Ω) is the solution of (2.3), NdG(Ψ, EdGΦdG) =
N(Ψ, EdGΦdG) = 0. This implies NdG(Ψ,ΦdG) = NdG(Ψ,ΦdG − EdGΦdG) = NdG(Ψ, χ).
The definition of NdG reads
NdG(Ψ, χ) = AdG(Ψ, χ) + Bh(Ψ,Ψ, χ) − F(χ)
= AdG(Ψ −Ψ∗dG, χ) +
(
Bh(Ψ,Ψ, χ) − Bh(Ψ∗dG,Ψ∗dG, χ)
)
+ AdG(Ψ∗dG, χ) + Bh(Ψ∗dG,Ψ∗dG, χ) − F(χ). (4.11)
First we obtain a bound for AdG(Ψ∗dG, χ) and then we proceed for the estimate (4.10). Start
with one of the component adG(u∗dG, χ1) of AdG(Ψ∗dG, χ) as:
adG(u∗dG, χ1) =
∑
K∈T
∫
K
D2u∗dG : D
2χ1 dx −
∑
E∈E
∫
E
〈
D2u∗dGνE
〉
E · [∇χ1]E
−
∑
E∈E
∫
E
〈
D2χ1νE
〉
E ·
[∇u∗dG]E ds + ∑
E∈E
σdG
hE
∫
E
[∇u∗dG]E · [∇χ1]E ds + ∑
E∈E
σdG
h3E
∫
E
[
u∗dG
]
E [χ1]E ds.
(4.12)
Since u∗dG ∈ P2(T ) is piecewise quadratic polynomial, an integration by parts for the first
term of the above equation yields∑
K∈T
∫
K
D2u∗dG : D
2χ1 dx =
∑
E∈E
∫
E
〈
D2u∗dGνE
〉
E · [∇χ1]E ds +
∑
E∈E(Ω)
∫
E
[
D2u∗dGνE
]
E · 〈∇χ1〉E ds.
(4.13)
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Using the above equations (4.12)-(4.13), we obtain
adG(u∗dG, χ1) =
∑
E∈E(Ω)
∫
E
[
D2u∗dGνE
]
E · 〈∇χ1〉E ds −
∑
E∈E
∫
E
〈
D2χ1νE
〉
E ·
[∇u∗dG]E ds
+
∑
E∈E
σ1
hE
∫
E
[∇u∗dG]E · [∇χ1]E ds + ∑
E∈E
σ1
h3E
∫
E
[
u∗dG
]
E [χ1]E ds. (4.14)
A use of the gradient representation ∇χ1 = ∂ χ1∂ν ν + ∂ χ1∂τ τ, in the first term of the above
yields∑
E∈E(Ω)
∫
E
[
D2u∗dGνE
]
E · 〈∇χ1〉E ds =
∑
E∈E(Ω)
∫
E
[
D2u∗dGνE
]
E · νE
〈
∂ χ1
∂ν
〉
E
ds
+
∑
E∈E(Ω)
∫
E
[
D2u∗dGνE
]
E · τE
〈
∂ χ1
∂τ
〉
E
ds. (4.15)
The second term of the above equation is estimated by the Cauchy–Schwarz inequality as∑
E∈E(Ω)
∫
E
[
D2u∗dGνE · τ
]
E
〈
∂ χ1
∂τ
〉
E
ds
≤
( ∑
E∈E(Ω)
‖h1/2E
[
D2u∗dG νE
]
E · τE ‖2L2(E)
)1/2
‖h−1/2E 〈∂ χ1/∂τ〉E ‖L2(Γ). (4.16)
Set ψE (s) :=
[
∂u∗dG
∂ν
]
E
on E ∈ E(Ω). An inverse inequality implies
‖h1/2E [D2u∗dG νE ]E · τE ‖L2(E) = ‖h1/2E
∂ψE
∂s
‖L2(E)
. ‖h−1/2E ψE ‖L2(E) = h−1/2E ‖[
[∇u∗dG · νE ]E ‖L2(E) ≤ h−1/2E ‖ [∇(u − u∗dG) · νE ]E ‖L2(E).
(4.17)
The trace inequality and enrichment lemma lead to
‖h−1/2E 〈∂ χ1/∂τ〉E ‖2L2(Γ) .
∑
K∈T
h−1K ‖∇χ1‖2L2(∂K)
.
∑
K∈T
h−1K
(
h−1K ‖ χ1‖2H1(K) + hK ‖ χ1‖2H2(K)
)
. |||φdG,1 |||2dG ≤ 1. (4.18)
The above two equations (4.17) and (4.18) yield the estimate∑
E∈E(Ω)
∫
E
[
D2u∗dGνE · τ
]
E
〈
∂ χ1
∂τ
〉
E
ds . ‖u − u∗dG‖dG. (4.19)
The Cauchy-Schwarz inequality leads to an estimate for the first term of (4.15) as∑
E∈E(Ω)
∫
E
[
D2u∗dGνE
]
E · νE
〈
∂ χ1
∂ν
〉
E
ds
≤
( ∑
E∈E(Ω)
‖h1/2E
[
D2u∗dG νE
]
E · νE ‖2L2(E)
)1/2
‖h−1/2E 〈∂ χ1/∂τ〉E ‖L2(Γ). (4.20)
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The Lemma 4.6 of efficiency yields( ∑
E∈E(Ω)
‖h1/2E
[
D2u∗dG νE
]
E · νE ‖2L2(E)
)1/2
. ‖u − u∗dG‖dG + osc( f ,T). (4.21)
The Cauchy-Schwarz, the trace inequality and enrichment Lemma 3.2 yield an estimate
for second term of (4.14) :∑
E∈E
∫
E
〈
D2χ1νE
〉
E ·
[∇u∗dG]E ds . ‖φdG,1‖dG‖h−1/2E [∇u∗dG]E ‖Γ ≤ ‖h−1/2E [∇u∗dG]E ‖Γ.
(4.22)
Combining the estimates for first two terms of (4.14) and adding-subtracting u in the jump
terms of
[∇u∗dG]E and [u∗dG]E , we obtain
adG(u∗dG, χ1) . ‖u − u∗dG‖dG + osc( f ,T). (4.23)
Similar result for adG(v∗dG, χ2) yields an estimate
AdG(Ψ∗dG, χ) . |||Ψ −Ψ∗dG |||dG + osc( f ,T). (4.24)
The Cauchy-Schwarz and enrichment lemma lead to
BdG(Ψ∗dG,Ψ∗dG, χ) − F(χ) .
∑
K∈T
h2K ‖ f + [u∗dG, v∗dG]‖L2(K) +
∑
K∈T
h2K ‖[u∗dG, u∗dG]‖L2(K).
(4.25)
The above two displayed equations with Lemma 4.5 imply
AdG(Ψ∗dG, χ) + BdG(Ψ∗dG,Ψ∗dG, χ) − F(χ) . min
vdG∈P2(T )
|||Ψ − vdG |||dG + osc( f ,T). (4.26)
The boundedness of AdG(•, •) and Bh(•, •, •), and Lemma 3.2 yield
AdG(Ψ−Ψ∗dG, χ)+
(
Bh(Ψ,Ψ, χ) − Bh(Ψ∗dG,Ψ∗dG, χ)
)
. |||Ψ−Ψ∗dG |||dG |||χ |||dG . |||Ψ−Ψ∗dG |||dG.
(4.27)
Since ΦdG ∈ P2(T ) is arbitrary, this completes the proof. 
The next result for C0IP method follows exactly similar way.
Corollary 4.8. Let Ψ = (u, v) be the nonsingular solution of (2.3). The consistency term
‖NIP(Ψ)‖IP(T )∗ has the estimate
‖NIP(Ψ)‖IP(T )∗ . min
vIP∈IP(T )
|||Ψ − vIP |||IP + osc( f ,T). (4.28)
Following [12, Theorem 5.3] and last few steps of the above Theorem 4.7, the next
results follows immediately.
Corollary 4.9. Let Ψ = (u, v) be the nonsingular solution of (2.3). The consistency term
‖NNC(Ψ)‖M(T )∗ has the estimate
‖NNC(Ψ)‖M(T )∗ . min
vM∈M(T )
|||Ψ − vM |||NC + osc( f ,T). (4.29)
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Remark 4.1. We observe that [12, Theorem 5.3] proves an a priori result
|||Ψ −ΨM |||NC . min
vM∈M(T )
|||Ψ − vM |||NC + osc( f + [u, v],T) + osc([u, u],T) . hα,
where α ∈ (1/2, 1] is the index of elliptic regularity. This involves oscillation term in
unknowns u, v. Whereas the combination of Theorem 4.4 and 4.9 avoid the involvement
of unknowns u, v in the oscillation.
Proof of Theorem 4.1: Previous Theorem 4.4-4.7 and Corollary 4.8-4.29 imply the
equivalent best approximation result in the unified norm ||| • |||h as
|||Ψ −ΨM |||NC ≈ min
vM∈M(T )
|||Ψ − vM |||h,
|||Ψ −ΨIP |||IP ≈ min
vIP∈IP(T )
|||Ψ − vIP |||h,
|||Ψ −ΨdG |||dG ≈ min
vM∈P2(T )
|||Ψ − vdG |||h,
up to the oscillation osc( f ,T). Then Lemma 4.3 establishes
|||Ψ −ΨM |||NC ≈ |||Ψ −ΨIP |||IP ≈ |||Ψ −ΨdG |||dG ≈ min
vM∈M(T )
|||Ψ − vM |||NC.
The interpolation Lemma 3.1 (a) shows minvM∈M(T ) |||Ψ − vM |||NC = |||(I −Π0)D2Ψ|||L2(Ω),
and this completes the proof of main result. 
5 Numerical Experiments
Three examples are presented below for the numerical approximations of Morley FEM,
C0IP and DGFEM to illustrate that they are equivalent. In the following experiments
stabilization parameter for C0IP and DGFEM are set as σIP = σdG = 20.
5.1 Analytic solution
We consider the exact solution u(x, y) = sin2(pix) sin2(piy) and v(x, y) = x2y2(1− x)2(1−
y)2 for (1.1) on the unit square Ω with regularity index α = 1 and the corresponding data
f := ∆2u − [u, v] and g := ∆2v + 12 [u, u]. The numerical experiments are performed on
a sequence of uniform meshes starting with an initial mesh T0 (see Figure ) on a unit
square domain. In the uniform refinement process, each triangle is divided into four
similar triangles, see Figure 1. The convergence histories for nonconforming, DG and
C0IP methods are shown in Figure 2. It illustrates that the convergence rate for all the
P2 elements are close to 0.5 with respect to number of degrees of freedom (ndof), i.e.,
|||Ψ − ΨM |||h ≈ |||Ψ − ΨdG |||h ≈ |||Ψ − ΨIP |||h ≈ ndof−1/2, when meshes are sufficiently
refined.
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(a) (b)
Figure 1: (a) Initial mesh T0 and (b) first uniform refinement T1.
Figure 2: Convergence histories for Nonconforming, DG and C0IP method on uniform
meshes for Example 5.1.
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(a) (b)
Figure 3: (a) Initial L-shaped mesh and (b) Convergence histories for Nonconforming,
DG and C0IP method on uniform meshes for Example 5.2.
5.2 Singular solution on L-shaped domain with uniform refinement
Consider the L-shaped domainΩ = (−1, 1)2 \ ([0, 1) × (−1, 0]) . Set the singular functions
[17] u(r , θ) = v(r , θ) := (1 − r2 cos2 θ)2(1 − r2 sin2 θ)2r1+αgα,ω(θ) with gα,ω(θ) :=(
1
α − 1 sin
((α − 1)ω) − 1
α + 1
sin
((α + 1)ω) ) × ( cos ((α − 1)θ) − cos ((α + 1)θ) )
−
(
1
α − 1 sin
((α − 1)θ) − 1
α + 1
sin
((α + 1)θ) ) × ( cos ((α − 1)ω) − cos ((α + 1)ω) ) ,
where the angle ω := 3pi2 and the parameter α = 0.5444837367 is a non-characteristic root
of sin2(αω) = α2 sin2(ω). The loads f and g are chosen according to (1.1). The numerical
experiments are performed on a sequence of uniform meshes starting with an initial mesh
T0 (see Figure ) on a L-shaped domain. The convergence histories for nonconforming,
DG and C0IP methods are shown in Figure 3. It illustrates that the errors for all the
P2 elements decay in same sub-optimal rate, and satisfy the equivalence of convergence
|||Ψ −ΨM |||h ≈ |||Ψ −ΨdG |||h ≈ |||Ψ −ΨIP |||h, when meshes are sufficiently refined.
5.3 Singular solution on L-shaped domain with adaptive mesh refine-
ment
In this test, we consider load functions f and g from the above Example 5.2, and perform
adaptive refinement procedure from the initial mesh T0. We follow the adaptive Algo-
rithm 1 for each estimator of Morley FEM, DGFEM and C0IP FEM and this generates
sequence of adaptive meshes with bulk parameter θ = 0.5. The convergence histories
for nonconforming, DG and C0IP methods with estimator from each of the method are
shown in Figure 4. This shows that adaptive mesh refinements lead to optimal convergence
rate 0.5 for P2 FEMs. Moreover, for all the different estimators, Morley FEM, C0IP and
DGFEM show the same convergence rate, and this proves the equivalence of errors.
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(a) (b) (c)
Figure 4: Convergence histories for Nonconforming, DG and C0IP method on adaptive
meshes for Example 5.3 with (a) Morley FEM estimator, (b) DGFEM estimator and (c)
C0IP FEM estimator of Algorithm 1.
Algorithm 1 Adaptive algorithm
Input: Initial mesh T0, J ≥ 1, bulk parameter θ ∈ (0, 1].
for j = 0, 1, 2, . . . do
Solve. Compute the discrete solution of Morley FEM Ψj := ΨM or C0IP Ψj := ΨIP or
DGFEM Ψj := ΨdG on the mesh Tj .
Estimate. For K ∈ Tj , compute the local contributions η2j (K) := η2M(K) of Morley FEM
[12], η2j (K) := η2IP(K) of C0IP [13] and η2j (K) := η2dG(K) of DGFEM [13] defined by
η2M(K) :=h4K ‖[uM , vM] + f ‖2L2(K) + h4K ‖[uM , uM]‖2L2(K)
+ hE
[D2uM ]E τE2L2(E) + hE [D2vM ]E τE2L2(E) ,
η2IP(K) :=h4K
(
‖ f + [uIP, vIP]‖2L2(K) + ‖[uIP, uIP]‖2L2(K)
)
+ hE
(
‖[D2uIP νE ]E · νE ‖2L2(E) + ‖[D2vIPνE ]E · νE ‖2L2(E)
)
+ h−1E
(
‖[∇uIP]E ‖2L2(E) + ‖[∇vIP]E ‖2L2(E)
)
,
η2dG(K) :=h4K
(
‖ f + [udG, vdG]‖2L2(K) + ‖[udG, udG]‖2L2(K)
)
+ h−3E
(
‖[udG]E ‖2L2(E) + ‖[vdG]E ‖2L2(E)
)
+ h−1E
(
‖[∇udG]E ‖2L2(E) + ‖[∇vdG]E ‖2L2(E)
)
.
Mark. The Dörfler marking chooses a minimal subsetM j ⊂ Tj such that
θ
∑
K∈Tj
η2j (K) ≤
∑
K∈M j
η2j (K).
Refine. Compute the closure ofM j and generate a new mesh Tj+1 using newest vertex
bisection [22].
Output: Sequence of meshes (Tj) j and discrete solution (Ψj) j .
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