The idea that the timing of life-cycle transitions is interdependent is
HETEROGENEITY AND INTERDEPENDENCE
Although the idea that there are underlying age-related processes determining individual behavior is not common in sociology, there is work that proposes a closely related set of ideas. A number of researchers working in the life-cycle tradition have argued that certain behavior is age-graded. The term age-graded refers to the descriptive aspects of behavior-that certain behavior varies by age, often dramatically so. Within this literature, though, there is also the suggestion that some behavior is age-determined or age-dependent. One example is the proposition that age norms are important determinants of behavior (Neugarten, Moore, and Lowe 1965; Elder 1975) . Another example is the argument of Riley, Johnson, and Foner (1972) that roles are highly stratified by age and therefore age is a critical variable for understanding variations in individual behavior.
There is an important difference between the idea that behavior is partially age-determined and the idea that transitions are embedded in a singular process of maturation. The notion of age-gradedness assumes that individuals of the same chronological age are in similar positions. The idea of maturation allows for the possibility that individuals may change at different rates. Hence individuals of the same chronological age may be at very different positions with respect to their life-cycle development. The concept of maturation also suggests that behavior is age-determined, but in such a way that individuals may have different timetables.
The rest of this chapter develops a set of mathematical models and then derives some results. The next section provides a short introduction to the idea of a hazard rate; causality and heterogeneity are then modeled in terms of hazard functions. I then look at the problem of distinguishing between the causal dependence and individual heterogeneity in rates of maturation.2 I show that in the most general case it is impossible to 2 The work in this chapter is related to other work in sociology and econometrics. Tuma (1980) , in a Markov chain context, has examined the implications of estimating the parameters of one process when it is related to another process that is not taken into account. In a sense the present discussion is an extension of Tuma's work: I wish to look at the implications of examining the relationship between two processes (transitions) when they are possibly related to a third. The ideas presented here also parallel work on the distinction between heterogeneity and state dependence (Heckman 1978 (Heckman , 1981 Heckman and Borjas 1980) . These models consider transitions of a single type that are repeatable. The concern is whether there is any structural relationship across time between events or whether all the observed dependence is simply due to unobserved heterogeneity across individuals. I am also concerned with whether the observed relation between variables is simply a result of heterogeneity. I, however, assume that events are not distinguish between these two explanations. It is, however, possible to make a distinction if restrictions are made. I develop a test for true dependence and present an empirical example based on the age of leaving school and age of marriage using the Occupational Change in a Generation II (OCGII) Survey.
MODEL SPECIFICATION
Hazard Rates and Hazard Functions. There are a number of different ways to model interdependence and heterogeneity. In the last five years or so, sociologists have come to appreciate the virtues of formulating continuous-time models in terms of hazard functions. These virtues include the fact that problems of right censoring (that for some individuals the event has yet to take place) are easily dealt with and that the effects of time-varying variables can be incorporated.
We begin with hazard rates and functions. (Readers familiar with these ideas may wish to skip this section. The following two sections show how interdependence and heterogeneity can be modeled with hazard functions.) Formally, the hazard rate for an event is defined as
P(t < T+ ATlt> T) h(t)= lim Pt>0
AT-O AT where the numerator is the probability that the time a transition takes place, t, given it has not occurred before time T, is between T and T+ AT (where At is an arbitrarily small increment of time). Note that the hazard rate is a function of t. As such, the hazard rate here is a hazard function. Since I am concerned with the timing of events in individuals' lives, time here and throughout the rest of the chapter is equivalent to age. Thus, by letting the hazard be a function of t, the hazard may vary with age.
The hazard rate is equal to the conditional likelihood of an event occurring at t for those individuals for whom the event has yet to occur. This is seen by noting that the hazard is equal to f(t) h(t) = (1) 1 -F(t) repeatable. The chapter also relates to recent work oii the nonparametric specification of heterogeneity in continuous-time models as random effects (see Heckman and Singer 1984) . The results of this work are not applicable to the questions posed here, however.
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where the numerator is the density function or likelihood for the variable t and the denominator is 1 minus the cumulative distribution function, F(t). The denominator, as we shall see, is also equal to the survivor function. One can solve for f(t) as follows:
Equation (1) shows that one can define the hazard function for any variable if its density function is known (and thus its cumulative distribution function).3 Equation (2) shows that if one knows the hazard function for a variable its density can also be derived. One can think of the hazard rate as being the "speed" at which an individual is approaching a particular transition. A hazard rate captures the idea that individuals may differ in their rates of maturation: Individuals who have large hazard rates are likely to undergo transitions earlier; those whose hazards are closer to zero are likely to undergo transitions later.
Interdependence. My concern here is to determine whether two transitions are structurally interdependent. Consider two transitions a and b.
Generally I want to think of a as the transition of leaving school and b as the transition into an individual's first marriage. Let ta and tb be the age at which these two events respectively occur. Besides using a and b as labels I also want to think of them as indicator variables with a = 1 and b = 1 indicating that the respective event has occurred and a = 0 and b = 0 indicating that the event has not occurred. The interpretation will be obvious from the context. Dependence of events on each other can be modeled by assuming that the hazard for each event depends on the time at which the other event occurs. That is: ha = ha(t, t^) and hb = h(t, ta). This specification is quite general. It allows the occurrence of event b at tb to effect the hazard for a at time t if tb is less than or greater than t. Since the hazard for event a depends jointly on t and tb, any type of functional dependence is allowed. Thus a full set of lead and lag effects can be incorporated.4 3 Throughout the chapter I assume that variables have well-defined densities except where noted otherwise.
4 It can be shown that any type of dependence can be specified in this way. This can be done by decomposing any joint distribution function into the product of a conditional distribution times a marginal distribution and then deriving how these two terms relate to the two hazards specified above. Heterogeneity. In the introduction I argued that individuals might differ in how fast they approach adulthood or equivalently in how fast they "mature." I now want to specify this idea in terms of the hazard functions for our two transitions. To make it clear that functions differ across individuals, let i be a continuous variable indexing individuals of different types. Individuals with the same hazard functions are considered to be of the same type. Let K(i) be the density function for i (it will be used later in this chapter).5 The most general specification of the concept that individuals differ in their rates of maturation would be to assume that the two hazards take the form ha(i, t) = h(ua(t), r(i, t)) hb(i, t)= h(ub(t), r(i, t)) where ua and ub represent components of the hazard common across individuals and r(i, t) represents individual heterogeneity that shifts the hazard through the function h. Since r(i, t) is solely a function of i and t, it can be interpreted as an individual-specific age effect on the hazard. It captures the premise that individuals at different ages differ in their rates of maturation.
As stated the specification is quite general. It is worth considering several examples that are common in the literature on hazard functions. These are the additive hazard, the multiplicative or proportional hazard, and the accelerated failure-time model In the additive hazard formulation, differences in maturation rates affect the two hazards additively. Since r(i, t) is a function of t, the difference between the two hazards can change with age. Across individuals, however, it is assumed that at any time the difference between the two hazards is the same. Thus it is assumed that the hazards for the two events are the same across individuals except for the addition of a term r(i, t) representing differences across individuals in their rates of maturation. Instead of assuming that differences between individuals enter additively, the multiplicative hazard model assumes that they enter multiplicatively. The ratio of hazards across individuals is then constant.
Both the additive and multiplicative models operate directly on the hazard. The accelerated failure-time model assumes that heterogeneity enters as a direct transformation of time. The simplest form for r(i, t) is as a constant, r(i). In this case, ha(i, t) = ua(r(i)t) and h (i, t) = u(r(i)t).
Here r(i) simply stretches or shrinks the time scale by a multiplicative 258 CHRISTOPHER WINSHIP factor. Note that the accelerated failure-time model allows for any transformation of t since I can let r(i, t) = r*(i, t)/t, which gives ha(i, t) = ua(r*(i, t)) and hb(i, t) = Ub(r*(i, t)). In general r*(i, t) is restricted to be a strictly increasing monotonic function. As with the additive and multiplicative models, the accelerated failure-time model assumes that the hazard for the two events is transformed in the same way.
In all three models I have assumed that, net of the effect of r(i, t), the hazards for the two events are the same for all individuals. This implies that the "relation" between the hazards for the two individuals is the same across individuals. This is a strong and probably unrealistic assumption. Across groups, transitions have different relative positions in the life cycle. For instance, cohorts born early in this and the last century tended to leave school relatively early and marry relatively late. More recent cohorts, however, have tended to leave school later and marry earlier (Hogan, 1981) . This type of change cannot be explained by differences across cohorts in the rate at which they approach adulthood. Rather, the transition out of school and the transition into marriage must have a different relationship across cohorts.
One approach to solving this problem would be to let the relationship between the two transitions be a function of observed variables X. For instance, one might want to condition the relation between the age of leaving school and age of marriage on cohort, ethnicity, region, or perhaps other variables as well. I have not done this in the analyses presented later in the chapter, but the appendix outlines how it could be done.
MODEL IDENTIFICA TION
Specification. The concept of structural dependence as discussed in the last section can be combined with the idea that there are individual differences in rates of maturation into a single set of equations where the ua and ub terms are used to capture differences between ha and hb: ha(i, t)= h(ua(t), r(i, t), tb)
hb(i, t) = h(Ub(t), r(i, t), ta)
The basic issue is whether one can distinguish between the effects of the different components in this model. In particular, is it possible to determine whether ta and tb affect each other or whether all the observed dependence between ta and tb is the result of r(i, t)? In asking this question I assume that transitions are not repeatable and that the possible effects of exogenous variables are not being considered.6 There are two specific questions one might ask in attempting to answer the more general question. First, when there is heterogeneity, but no structural dependence between the timing of two transitions at the individual level, are there any restrictions on the observed relationship between the timing of the two transitions in the population? If the answer to this question is yes, then it may be possible to develop a test of the null hypothesis that the observed relationship between two events is the result simply of heterogeneity. Second, if this is the case, how easily can this possibility be distinguished from the alternative that there is interdependence between the two events at the individual level? In the language of statistics: What is the potential power for a test to distinguish the null hypothesis from the alternative of interdependence?
The next section presents an example that illustrates the problem. The following two sections examine whether heterogeneity with no interdependence imposes any restrictions on the observed relationship between two events. In the case where no restrictions are placed on how heterogeneity enters the hazard, the null hypothesis puts no restriction on the observed relationship between two events. This is a very important finding -it means that in general one cannot distinguish between heterogeneity and true interdependence. In the following sections, I examine the implications of additive heterogeneity. Here the observed relationship between two events is restricted. This then allows one to develop a test of the null hypothesis of no interdependence at the individual level. Although the power of this test is not formally analyzed, in empirical analyses in which the alternative appears to be well specified (for example, that leaving school increases the marital hazard), the test appears to have no problem distinguishing between the null and the alternative hypotheses.
An Example. To appreciate this problem consider the preceding additive hazard specification. Table 1 shows a hypothetical example in which all the observed dependence between the two events is due to heterogeneity [r(i, t)] that is assumed to enter the hazard functions additively. To keep the example simple I have used discrete time. There are two classes of individuals; those in the same class have the same 6A common suggestion for dealing with issues of causality in problems of this type is to use simultaneous-equation methods from economics (see Waite and Stolzenberg, 1976; Marini, 1978 As can be seen by the large gamma value, the two events are highly interrelated. Also shown in Table 1 are the empirical hazards for the population. In the case of event a, at time 2 the hazard for individuals for whom event b has occurred is much higher than for those for whom b has not. Similarly, for event b the hazard is higher for individuals for whom a has occurred than for those for whom it has not. Examples have been constructed for the multiplicative and accelerated time models but are not included here (see Winship 1983b ).
This example shows how heterogeneity can lead to apparent interdependence. The next two sections of the chapter examine whether it is possible to differentiate between true interdependence and heterogeneity. Unrestricted Case. In this section I want to show that if heterogeneity enters the hazard in an unrestricted way the population distribution function f(t,, tb) can take any form. The implication is that without putting restrictions on the way that heterogeneity enters the hazard it is impossible to distinguish heterogeneity from true interdependence.
It will be easiest to carry out the proof with distribution rather than hazard functions. No generality is lost in doing this. Start by letting fa(i, t) and fb(i, t) be, respectively, the density functions for transitions a and b for individuals of type i. Let f(ta, tb) be the joint distribution for the two events in the population. I want to show that any f(ta, tb) can be decomposed as follows: 
TESTING FOR QUASI-SYMMETRY
Estimation. Two problems need to be addressed in developing a test for quasi-symmetry. First, in most data sets the survivor function is observed only at a finite number of discrete points. In the data analyzed in the next section, for instance, age of leaving school and age of marriage are measured only in years of age. This approach causes no great problems. It means that the survivor function can be tested for quasi-symmetry at only a discrete set of points. Thus the condition for quasi-symmetry given in the last section becomes
S = RG*C where, if there are t points of time, S is a t X t matrix with the (tl, t2) cell being equal to S(tl, t2). Further, R is a t X t diagonal matrix of row effects with the t, diagonal element being equal to R(t1). Similarly, C is a t X t
diagonal matrix of column effects. Finally, G* is a t X t symmetric matrix with the tl, t2 cell being equal to G*(tl, t2). Thus when a survivor function is observed at a finite number of points one ends up testing whether the realization of that survivor function as a matrix can be decomposed into a set of row, column, and symmetry effects.9
This condition looks more familiar described in log-linear notation. The quasi-symmetry condition is ln Sk = R* + C + G*
8 Some quasi-symmetric survivor functions cannot be produced from additive heterogeneity. When R, C, and G* are discrete, a sufficient condition for a quasi-symmetric S to have resulted from additive heterogeneity is that the matrix G* be nonnegative definite and that the nonnormalized eigenvectors of G* be transformable into a (nonorthogonal) basis such that for each basis vector v the elements of Rv and vC are nonnegative and monotonically decreasing. It is not known whether this is also a necessary condition. I would expect this condition to hold in most applications.
9 The reader should not think that I have suddenly moved from a continuous to a discrete-time model. The procedure used here assumes that the underlying process occurs in continuous time. The test, however, assumes that this continuous process is observed only at discrete points of time. 
An alternative is to carry out the analysis via maximum likelihood or what is more correctly termed quasi-maximum likelihood and to use a Wald or Lagrange multiplier test (Wald 1943; Silvey 1975). These tests are valid even when individuals are not identically distributed (White 1982). I develop a Wald test below.
Start by considering how to get estimates of R*, C*, and G**. This can be done by using a maximum-likelihood type of procedure. Consider the matrix S of survival probabilities. Associated with any matrix S I can define a matrix P of the same dimension, where Pjk is the proportion of individuals in the population for whom transition a occurs between j-1 and j and transition b occurs between k -1 and k. The relationship between Pjk and S is =Pk = Sl k--Sji ,k Sj,_I Sj,k
The matrix S will be a proper survivor function if and only if P is a proper distribution function-that is, if and only if every cell of P is nonnegative. In the analysis I impose the further restriction that it be nonzero. This latter restriction is maintained by maximizing the log likelihood. Since the "' I have purposely not included a grand mean in Equation (4) With the restrictions, the model is overidentified subject to the set of binding constraints defined by Equations (5). A search procedure needs to be used to obtain the parameter values that maximize the likelihood. In the empirical analyses reported later I have used the method of scoring (Rao 1973 ) to maximize Equation (7) subject to the conditions in Equations (4), (5), and (6) and the constraint that Pk > 0 for all j, k. Wald Test. One can test whether the data have a quasi-symmetric survivor function by estimating the unrestricted model and then testing whether the symmetry restrictions Gj** = Gj* hold. These restrictions can be tested by determining whether the differences Gj* -G*.* are significantly different from zero. The procedure is analogous to a t-test in where n is the sample size. This expression is also equal to the sample estimate of n times the covariance of the jth and kth elements of the gradient of the log likelihood (the vector of partial derivatives of the log likelihood). The essential idea behind the Wald test is that if a vector of k variables, v, has a multivariate normal distribution with mean zero and covariance matrix 2, then the quadratic form v'Z-lv is distributed as X2 with k degrees of freedom (for example, see Hogg and Craig, 1970) . If v has a nonzero mean, then this will not be the case. This is the analog to doing a multivariate t-test.
Using this result, the symmetry restriction can be tested by letting vk = Gjk* -G**. Since the G** are distributed asymptotically multivariate normal, the vk are also distributed asymptotically multivariate normal. The test of the null hypothesis that the data are quasi-symmetric is then carried out by testing the equivalent hypothesis that the vector v has mean zero. As just described, this is done by calculating a X2 value from v'S~-v, where 2 is estimated by the information matrix. Very large values relative to the degrees of freedom indicate rejection of the hypothesis that v = 0, that is, the hypothesis that the data are quasi-symmetric. Table 2 shows the frequency distribution for the two events for a total of 17,230 individuals. Only 288 individuals have neither married nor finished school by age 30. Gamma for this table is 0.11722, indicating a modest association between the two events. Individuals are much more likely to leave school before marrying than the reverse; the difference between the proportions of the population following each of these patterns is 0.5618. These findings are consistent with those of Hogan (1978 Hogan ( , 1981 . Tables 3 and 4 show, respectively, the hazard rates for marriage and schooling broken out in several ways. At the top of Table 3 is the simple marital hazard rate by age. Here the hazard is simply the proportion of the population who have not yet married who marry in a given year. As one might expect, the hazard increases with age and then levels out toward 30. The second and third rows of Table 3 show the marital hazard by school enrollment status. At all ages the marital hazard is 270 higher for individuals not in school than for those who are. The difference between the hazards for the two groups, however, is much larger at younger ages and declines with age so that by the late twenties there is almost no difference at all.
The rest of Table 3 shows the marital hazard by age of leaving school. The hazard rate for the year in which an individual leaves school is shown in boldface type. If one believes that when an individual leaves school his chances of marrying should increase, then the rates to the right of the emphasized rate should be higher than those to the left. Although the pattern is far from being clean, especially at the youngest ages of leaving school, this in general is the case. An example is individuals who leave school at age 23, for whom the marital hazard at age 22 is 0.134 and at age 24 is 0.205. Table 4 shows the same set of results for age of leaving school. At the top of the table is the hazard for the whole sample. In this case the hazard rises quickly to peak at ages 18 and 19 when individuals are finishing high school and then declines. The next two rows show the hazard by marital status. At the youngest ages married individuals are much more likely to leave school than individuals who are not married. After age 21, though, marital status appears to make no difference.
The bottom part of Table 4 shows the hazard for leaving school by age of first marriage. Analogous to Table 3 , the hazards for the year in which an individual first marries have been emphasized. As in Table 3 , one might expect that individuals would be more likely to leave school after they have married. At the youngest ages this seems to be the case. For instance, the hazard for individuals who marry at age 17 is 0.250 at age 16 but 0.583 at age 18. For individuals who marry at age 19 or later, the pattern is mixed, though in most cases it is the opposite of that at youngest ages. That is, individuals are less likely to leave school after they marry than before. For example, individuals who marry at age 26 have at age 25 a hazard of 0.215 and at age 27 a hazard of 0.162. These simple analyses suggest that there is interdependence between the age of leaving school and age of marriage. The timing of these two events is modestly correlated and individuals are very likely to leave school before they marry. Moreover, an examination of the hazards suggests interdependence. In particular, leaving school appears to increase the marital hazard. This effect is greatest at the youngest ages.
Wald The row, column, and cell parameters needed in the Wald test were found by solving Equations (4). This can be done simply by forming the log of the empirical joint survivor function and then using an ANOVA type procedure whereby the row and column effects are taken out leaving the cell effects. The Wald test was calculated by a program written in APL. The result was a X2 statistic of 378.30 with 78 degrees of freedom. This result is highly significant and represents a resounding rejection of the quasi-symmetry hypothesis. Using the normal approximation to the X2, this is a little over 15 standard deviations from the mean.
Although the quasi-symmetry model as a whole fits very poorly, it is important to see whether it fits equally poorly over the whole age range. To answer this question I looked at the ratio of the differences Gj* -G "All statistical tests reported in this chapter are based on the assumption that OCG II is a simple random sample. In fact, it is a cluster sample. What the relative size of the design effects are for the models tested is unclear. It is quite doubtful that such corrections would affect the quality of the results reported.
'2I conducted detailed analyses of the survivor function at younger ages. These analyses confirm the result reported in the chapter that at younger ages the quasi-symmetry model fits the data quite poorly. The quasi-symmetry model for this subtable was also estimated. Convergence was achieved in 20 iterations. Examination of the ratio of observed to expected frequencies (not presented) indicates that the model fits the data quite well. If anything is to be made of the pattern of fit, it is just the reverse of that for younger age groups presented earlier: There are too few individuals marrying right after finishing school. Hence both the Wald statistic and the size of the discrepancy between the observed and 13 One reviewer suggested constraining the row and column marginals of the distribution rather than those of the survivor function. As discussed above, the quasi-symmetry model implies that it is the row and column marginals of the survivor function that are constrained.
'4Allowing parameters of the quasi-symmetry model to vary with respect to observed X's might well increase the fit of the model to the data. This approach needs to be investigated in future analyses. The hypothesis that there is a structural relationship between age of leaving school and age of marriage such that individuals wait to marry until after finishing high school, however, seems quite plausible. expected frequencies suggest that the quasi-symmetry model fits this portion of the data well.15
In summary, then, the descriptive analyses and tests of the quasisymmetry hypothesis have provided several results. At the youngest ages both the descriptive analysis and the Wald test suggest that there may be interdependence between the age of leaving school and age of marriage. In particular, leaving school appears to increase the hazard for marriage. At older ages the descriptive analysis suggests that there is interdependence, but it is much weaker. A test of the quasi-symmetry hypothesis, however, suggests that all of this interdependence may be explained by unobserved heterogeneity.
CONCLUSION
This chapter has examined two possible reasons why the timing of different life-cycle transitions may be interrelated. There may be a causal relationship or, alternatively, the observed relation may be the result of heterogeneity across individuals in the rates at which they approach adulthood. In colloquial language: Some people bloom late and others bloom early.
I have looked at the question of whether these two possibilities are observationally distinct. In the general case I have shown that they are not. When heterogeneity is only allowed to enter the hazard additively, however, a distinction can be made. A test of the null hypothesis that the relation between two events is due simply to additive heterogeneity was then developed. Finally, the relation between the age of leaving school and age of marriage was examined using the OCG II data. Fairly simple analyses pointed to interdependence between these two transitions. A test of the null hypothesis that this observed interdependence was due to additive heterogeneity suggested, however, that there was evidence of interdependence only at the youngest ages.
5 As pointed out in note 8 quasi-symmetry does not guarantee that a survivor function can be obtained from additive heterogeneity. Note 8 indicates an additional sufficient condition. I calculated the eigenvalues and eigenvectors for my estimate of G*. All but two eigenvalues were within machine error of zero. The first eigenvalue was quite large and represented over 95 percent of the trace; the other eigenvalue represented something less 5 percent of the trace. It was then quite easy to find an oblique rotation of the two eigenvectors associated with these two eigenvalues that gave basis vectors satisfying the condition in note 8.
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