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a b s t r a c t
We analyze the mean-square (MS) stability properties of a newly introduced adaptive
time-stepping stochastic Runge–Kutta method which relies on two local error estimators
based on drift and diffusion terms of the equation [A. Foroush Bastani, S.M. Hosseini,
A new adaptive Runge–Kutta method for stochastic differential equations, J. Comput.
Appl. Math. 206 (2007) 631–644]. In the same spirit as [H. Lamba, T. Seaman, Mean-
square stability properties of an adaptive time-stepping SDE solver, J. Comput. Appl.
Math. 194 (2006) 245–254] and with applying our adaptive scheme to a standard linear
multiplicative noise test problem, we show that the MS stability region of the adaptive
method strictly contains that of the underlying stochastic differential equation. Some
numerical experiments confirms the validity of the theoretical results.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Stochastic differential equations (SDEs) have been widely used in the last two decades as a modeling tool, in a large
variety of application areas such as mathematical finance, biology, hydrology, social sciences, computational neuroscience,
population dynamics, physics, turbulence and VLSI design to name just a few.
One important aspect of any modeling activity which is based on a stochastic dynamical system, is to gain some
understanding about the qualitative behavior of model solutions over long periods of time. Based on the fact that most
practical SDE models do not possess analytical solutions, the necessity of developing efficient numerical schemes which
reproduce the long time behavior of the solution as closely as possible becomes apparent.
Among the great variety of numerical schemes proposed for integration of SDEs, those which are based on adaptive
philosophy have been found interesting both from theoretical and practical viewpoints. A bird’s-eye view on the literature
of adaptive time-stepping SDE solvers, shows that although the ‘‘convergence problem’’ i.e. finite-time closeness (in some
probabilistic sense) of the numerical approximation to the exact solution has been addressed in some special cases, the
‘‘stability problem’’ i.e. asymptotic closeness of the behaviors of the two, is rarely investigated.
The paper [7] considers an adaptive Euler-Maruyama method which is based on controlling upon the drift component
of the underlying SDE. In addition to the convergence analysis of the adaptive method, it has been proved there that the
numerical approximation process is ergodic and an exponential moment bound holds, both when these properties hold for
the SDE itself. In [8], the authors analyze the MS stability properties of an adaptive time-stepping method presented in [6]
which is based on the Milstein method. They show that the use of two local error estimators, one based on the drift term
and the other based on the diffusion, imparts desirable stability properties on the solution when applying their method to
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a bilinear scalar multiplicative noise test problem. For the stability analysis of fixed time-stepping SDE integration, we refer
the reader to [3–5,9–11] and the reference therein.
Our aim here is to analyze the stability properties of a newly introduced adaptive Runge–Kutta method presented in
[2]. The distinctive feature of this method is the way in which the estimates of the local truncation error are obtained by
applying the method in forward and backward directions over a single step. In the same spirit as [8] and by employing
analytical as well as numerical techniques, we show that the MS stability region of the adaptive method strictly contains
that of the underlying SDE. This is a desirable property one expects to be present in any numerical method which is going
to be used as a reliable SDE integrator.
Our presentation will proceed as follows. In Section 2, we will present a simplified and slightly modified version of the
algorithm presented in [2] which contains themain ingredients of the original idea but simpler to treat analytically. Wewill
also define the notion of mean-square stability for the SDE and its numerical approximation. Applying the method to test
problem (2.11) of Section 2, we will obtain estimates of local truncation error in terms of the coefficients of the SDE and will
use these estimates in Section 3 to find an upper bound for the terms appearing in the expansion of the stability function
of the method. We then show that the conditions that the local error criterion imposes on the step-sizes, are sufficient to
guarantee MS stability of the method. Section 4 is devoted to numerical experiments confirming the validity of theoretical
arguments.
2. Adaptive Runge–Kutta method
In this section, we will present a simple adaptive strategy to approximate the sample paths of the scalar autonomous
SDE in Stratonovich form:
dX(t) = f (X(t))dt + g(X(t)) ◦ dW (t), X(0) = X0, (2.1)
on the interval [0, T ]. Here f , g : R −→ R are (deterministic) measurable functions, X0 is a random variable with bounded
fourth moment andW = {W (t), t ≥ 0} is a scalar Wiener process. We will assume that the coefficients of this SDE have
the general conditions necessary for the existence of a unique strong solution {X(t) : 0 ≤ t ≤ T }which is non-anticipative
with respect to the σ -algebra generated by the Wiener process.
Ourmethod is a special member of the following general class of stochastic Runge–Kutta (SRK)methods having the form:
ηi = Xn + h
s∑
j=1
aijf (ηj)+ J1
s∑
j=1
bijg(ηj), i = 1, . . . , s
Xn+1 = Xn + h
s∑
j=1
αjf (ηj)+ J1
s∑
j=1
γjg(ηj),
(2.2)
in which Xn and Xn+1 are approximations to X(tn) and X(tn+1) respectively, h = tn+1 − tn and J1 =
∫ tn+1
tn
◦dW (s) =
W (tn+1)−W (tn). A typical member of this family can be represented by the following Butcher tableau:
A B
αT γ T
in which, A = (aij) and B = (bij) are s× smatrices while αT = (α1, . . . , αs) and γ T = (γ1, . . . , γs) are row vectors, all with
real elements (for more details see [1]).
We have used the following three stage SRK method, dubbed R3, as the underlying numerical integrator in [2]:
(R3)
0 0 0 0 0 0
1
2 0 0
1
2 0 0
0 34 0 0
3
4 0
2
9
3
9
4
9
2
9
3
9
4
9
Noting that this method has global strong order of convergence 1.0, one may wonder what the benefits are of employing
such a relatively high cost integrationmethod with six function evaluations per step. TheMilstein method, for example, has
the form:
Xn+1 = Xn + hf (Xn)+ J1g(Xn)+ 12 (J1)
2g(Xn)g ′(Xn). (2.3)
which has only three function evaluations per step and the same strong order.
The point we stressed in [2] is that, besides being a derivative-free method, one can also obtain economical estimates
of local truncation error in this case which could be employed in designing an efficient variable step-size code. In addition,
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when the SDE is derived by a low-intensity noise, for example when we analyze numerically, the asymptotic behavior of
the SDEs in the form:
dXε(t) = f (Xε(t))dt + εg(Xε(t)) ◦ dW (t), Xε(0) = Xε0 , (2.4)
with small ε, we hope that, most of the time in the integration process, the diffusion effect will be negligible and so our
method will have the order of convergence 3 in the deterministic sense.
In order to analyze the stability properties of this scheme, we consider a modified version of it which maintains the
important aspects of the full version. These modifications include some algorithmic changes in error control strategy and
the use of doubling–halving method to vary the step-sizes.
Our proposed approach for local error estimation, can be viewed as some kind of ‘‘operator splitting’’ which decomposes
the SDE into two local problems of the form:{
dX̂(t) = f (̂X(t))dt,
X̂(tn) = Xn,{
dX˜(t) = g (˜X(t)) ◦ dW (t),
X˜(tn) = Xn,
over the interval [tn, tn+1]. Corresponding to these local problems, we introduce two local schemes which advance the
related local solutions over the step [tn, tn+1] by:
Drift Scheme(Xn, h)

η1 = Xn,
η2 = Xn +
h
2
f (η1)
η3 = Xn +
3h
4
f (η2)
Xn+1 = Xn + h9 (2f (η1)+ 3f (η2)+ 4f (η3)),
Diffusion Scheme(Xn, J1)

η1 = Xn,
η2 = Xn +
J1
2
g(η1)
η3 = Xn +
3J1
4
g(η2)
Xn+1 = Xn + J19 (2g(η1)+ 3g(η2)+ 4g(η3)).
In order to improve the stability properties of the adaptive method, we will make use of the following:
Euler Scheme(Xn, h)
{
η1 = Xn,
Xn+1 = Xn + hf (η1).
The introduction of this scheme will provide some useful upper bounds for the deterministic terms of the stability function
and this in turn will streamline the calculations.
Based on these local schemes, we introduce three local error estimators as follows:
Edrift(Xn, h) = |Xn − Drift Scheme(Drift Scheme(Xn, h),−h)|, (2.5)
Eeuler(Xn, h) = |Xn − Euler Scheme(Euler Scheme(Xn, h),−h)|, (2.6)
Ediff(Xn, J1) = |Xn − Diffusion Scheme(Diffusion Scheme(Xn, J1),−J1)|. (2.7)
For the rationale underlying this kind of local error estimation and a detailed analysis of corresponding orders, we refer the
reader to [2].
The quantity which will be controlled for any candidate step-size h and corresponding Brownian increment J1 will be:
E(Xn, h, J1) = max{Edrift(Xn, h), Eeuler(Xn, h), Ediff(Xn, J1)}. (2.8)
We will accept the pair (h, J1) and advance the solution from Xn to Xn+1 at the point tn+1 = tn + h by the R3 method if and
only if:
E(Xn, h, J1) ≤ h|Xn|TOL, (2.9)
in which TOL is a user-specified tolerance level. This form of error control policy is known as relative ‘‘error-per-unit-step’’
(EPUS) and it is believed that the stability properties conferred to the method by this strategy is more stringent than those
obtained if we use its counterpart:
E(Xn, h, J1) ≤ |Xn|TOL (2.10)
known as relative ‘‘error-per-step’’ (EPS) control.
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Our step-size selection mechanism is based on halving-and-doubling strategy which prescribes to use hnew = 2h as the
new step-size after a successful step and hnew = h/2 after a rejected one.
Now that the specification of the algorithm is complete, we turn our attention to the investigation of MS stability
properties of this scheme which uses three different error estimators. For this purpose we consider the following SDE in
Stratonovich form:
dX(t) = aX(t)dt + bX(t) ◦ dW (t), X(0) = X0 6= 0 w.p.1, (2.11)
in which a and b are real parameters. We will apply our adaptive scheme to this SDE and will prove that our EPUS error
control strategy will result in a method which inherits MS characteristic of the corresponding SDE.
This SDE has an exact solution of the form:
X(t) = X0 exp(at + bW (t)), (2.12)
with the following series expansion:
X(t) = X0
(
1+ (at + bW (t))
1! +
(at + bW (t))2
2! +
(at + bW (t))3
3! + · · ·
)
. (2.13)
We can show that the application of R3 method to this SDE will result in the following recursive relation:{
X0 = X0,
Xn+1 = R(h, J1, a, b)Xn, n = 0, 1, 2, . . . (2.14)
in which:
R(h, J1, a, b) = 1+ (ha+ bJ1)1! +
(ha+ bJ1)2
2! +
(ha+ bJ1)3
3! .
It can be seen that if we only consider a single step of length h, this method coincides up to the fourth term with the exact
solution and so the leading order term in its local error expansion can be written as:
(ha+ bJ1)4
4!
which is O(h2) because of the fact that (dW (t))2 ≡ dt .
In order to start a detailed analysis of the error control strategy and its effects on the asymptotic behavior of the numerical
solution, we need some stability concepts for the SDE (2.11) and the corresponding numerical approximation which will be
the topic of the next section.
3. Mean-square stability analysis
In this section, wewill review some stability concepts for the SDE and its numerical solution andwill show that if the SDE
is stable in the mean-square (MS) sense, the numerical approximation is also MS stable for the range of accepted step-sizes
during the course of the adaptive algorithm.
Suppose we have f (0) = g(0) = 0 in (2.1). We call X(t) ≡ 0, which is the equilibrium point or steady state solution of
(2.1), (globally asymptotically) mean-square (MS) stable, if and only if:
lim
t→∞E(|X(t)|
2) = 0,
for any (non-random) initial condition X0. It can be shown that the linear SDE (2.11) is mean-square stable if and only if:
a+ b2 < 0. (3.1)
The MS stability of a fixed step method looks at the asymptotic behavior of the sequence of numerical approximations
{Xn}∞n=0 in the MS sense. That is it looks for conditions on the fixed step size h to guarantee:
lim
n→∞E(|Xn|
2) = 0. (3.2)
For example, when we apply R3 method to the test Eq. (2.11), we can show that the method is stable in the MS sense if and
only if:
E(R2(h, J1, a, b)) < 1, (3.3)
from which after some computations and using the relations:
E(J2k+11 ) = 0, E(J2k1 ) =
(2k)!
k!2k h
k, (3.4)
we will obtain the stability region depicted in Fig. 1.
In this figure, the coordinate axes are u = hb2 and v = h(a+ b2) and if (2.11) is MS stable, then (3.1) holds and so v < 0.
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Fig. 1. Mean-square stability region for the R3 scheme.
3.1. Adaptive step-size stability
Stability analysis for adaptive methods is a little bit more difficult than fixed step size counterparts, because of the
possibility of step-size rejections and so we are obliged to consider only the accepted time steps. We mean by an adaptive
numerical approximation, the sequence {(hn, Xn)}∞n=0 consisting of accepted step-sizes hn and corresponding numerical
approximations Xn to X(tn) in which:
tn =
n−1∑
i=0
hi.
We say that the adaptive numerical scheme is MS stable, if and only if (3.2) holds for any (non-random) X0 and in addition,
we have tn →∞ as n→∞w.p.1.
Referring back to the recursion (2.14), we observe that in the adaptive time-stepping mode, a necessary and sufficient
condition for (3.2) to hold is:
E
∣∣∣∣∣Xn+1Xn
∣∣∣∣∣
2
 = E(R2(hn, J1,n, a, b)) < 1, (3.5)
in which
R(hn, J1,n, a, b) = 1+ (hna+ bJ1,n)1! +
(hna+ bJ1,n)2
2! +
(hna+ bJ1,n)3
3! . (3.6)
and J1,n is the Brownian increment corresponding to hn. We note that, because of step-size rejections, the distribution of
J1,n is not necessarily N (0, hn) and so, we cannot use the relations (3.4) to simplify the expression obtained by expanding
E(R2(hn, J1,n, a, b)). Based on the fact that our adaptive scheme is not sensitive to the sign of Brownian increments in
selecting the step-sizes, we can use the following Lemma from [8] to simplify the resulting expression for E(R2). First we
define a new random variable by Vn = J1,n√hn . Then we have:
Lemma 3.1. Assume that the choice of time-steps is independent of the sign of J1, i.e. that replacing W (t) by −W (t) results in
the same sequence of accepted time-steps. Then E(hpnV
q
n ) = 0 for all p ≥ 0 and q odd.
Proof. See [8]. 
Expanding R2(hn, J1,n, a, b) in (3.5), discarding all terms with odd powers of Vn and doing some little algebra, we can
show that:
E(R2(hn, J1,n, a, b)) < 1
if an only if:
E
(
a+ a2hn + 23a
3h2n +
7
24
a4h3n +
1
12
a5h4n +
1
72
a6h5n + b2V 2n + 2ab2hnV 2n +
7
4
a2b2h2nV
2
n +
7
24
b4hnV 4n
+ 5
6
a3b2h3nV
2
n +
5
12
ab4h2nV
4
n +
5
24
a4b2h4nV
2
n +
5
24
a2b4h3nV
4
n +
1
72
b6h2nV
6
n
)
< 0. (3.7)
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In order to show that the above inequality holds for all accepted (hn, Vn) pairs, we will prove the following:
Proposition 3.2. Let E(V 2n ) := 1+ ε. Then we have:
E(R2(hn, J1,n, a, b)) < 1 if and only if a+ b2 + b2ε + O(TOL) < 0.
Proof. Taking into account (3.7), we will find uniform bounds for each term inside the expectation operator, which is a
direct consequence of satisfaction of error estimation criteria (2.9). Applying the formulas (2.5)-(2.7) to linear test problem
(2.11), we will find that:
Edrift(Xn, hn) =
(
1
6
a4h4n +
1
18
a6h6n
)
|Xn|,
Eeuler(Xn, hn) = a2h2n|Xn|,
Ediff(Xn, J1,n) =
(
1
6
b4J41,n +
1
18
b6J61,n
)
|Xn|,
which now based on (2.9), will yield the following bounds:
1
6
a4h4n ≤ hnTOL, (3.8)
1
18
a6h6n ≤ hnTOL, (3.9)
a2h2n ≤ hnTOL, (3.10)
1
6
b4J41,n ≤ hnTOL, (3.11)
1
18
b6J61,n ≤ hnTOL. (3.12)
Substituting J1,n = √hnVn and absorbing the coefficients into the right hand sides, we obtain:
a4h3n = O(TOL), (3.13)
a6h5n = O(TOL), (3.14)
a2hn = O(TOL), (3.15)
b4hnV 4n = O(TOL), (3.16)
b6h2nV
6
n = O(TOL). (3.17)
Then to find similar bounds for other terms in (3.7), we use the concept of ‘‘formula interpolation’’ which says that a formula
(c) is the result of interpolation between (a) and (b), if (c) is obtained by the square root of multiplication of (a) and (b). So,
interpolating the pairs (3.13)-(3.14), (3.13)-(3.15), (3.13)-(3.16), (3.14)-(3.16), and (3.15)-(3.16) yields respectively:
a5h4n = O(TOL), (3.18)
a3h2n = O(TOL), (3.19)
a2b2h2nV
2
n = O(TOL), (3.20)
a3b2h3nV
2
n = O(TOL), (3.21)
ab2hnV 2n = O(TOL). (3.22)
Then, interpolation of (3.17) and (3.20) gives:
ab4h2nV
4
n = O(TOL). (3.23)
Now, assuming
a8h7n = O(TOL), (3.24)
that will be shown in the sequel, interpolation of (3.24) and (3.16)leads to:
a4b2h4nV
2
n = O(TOL), (3.25)
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and finally by interpolating (3.25) and (3.17) we obtain:
a2b4h3nV
4
n = O(TOL). (3.26)
To complete the proof, let us go back to (3.24) and assume that:
a8h7n = O(TOLx). (3.27)
If we interpolate between (3.27) and (3.15),we will have:
a5h4n = O(TOL(x+1)/2), (3.28)
which now comparing it by (3.18) will give:
x+ 1
2
= 1⇒ x = 1,
confirming that (3.24) holds. Now using (3.13)-(3.26) and taking E(V 2n ) = 1+ ε, we will have:
E(R2(hn, J1,n, a, b)) < 1⇔ a+ b2 + b2ε + O(TOL) < 0.  (3.29)
Comparing (3.29) and (3.1), we observe that the stability boundary of the adaptive scheme closely resembles that of the
Eq. (2.11). If along the stability boundary a + b2 = 0, the inequality ε < 0 holds, then the stability region of the adaptive
scheme will be strictly greater than that of the equation, except for some O(TOL) neighborhood of the origin.
We note that when there are no step rejections, Vn’s will be standard normal random variables for each n and so:
E(V 2n ) = 1. (3.30)
In the case that some step rejection occurs, for example due to a large J1,n, the diffusion error control fails and so we need
to subdivide the original interval and re-sample the corresponding Brownian increment by a suitable distribution which
results in E(V 2n ) < 1 and so justifying the fact that ε < 0. This point will be illustrated by some numerical experiments
which is the topic of the next section.
4. Numerical discussion
Here we describe some numerical experiments conducted to show the validity of our theoretical arguments. Of
considerable importance is to show that E(V 2n ) := 1 + ε for some ε < 0. To this end, we simulate the SDE (2.11) for
various (a, b, TOL) values and estimate E(V 2n ) in each case.
Before presenting the numerical results, we will prove the following proposition which in accordance with [8] will be
called ‘‘admissibility result’’:
Proposition 4.1. For any fixed a, b and TOL > 0, the halving-and-doubling strategy for advancing the solution, will reach the
end of a given interval [0, T ]w.p.1.
Proof. It is clear that if the initial candidate step-size hinit is chosen to be inH = {2k; k ∈ Z}, then the set of all step-sizes
used by the algorithm during the time-stepping process will remain in H . Without loose of generality, we assume that
T ∈ N. The main point of the proof is to note that the only chance of failure of the algorithm to reach T , is due to at least
one violation of stochastic error controls (3.11) and (3.12) with step-size 2−k, for every sufficiently large integer k. So, as a
probabilistic event, we need to show that it has a probability which tends to zero as k→∞.
Let h ∈ H be selected in such a way that:
h < min
{
hinit,
TOL
a2
,
3
√
6TOL
a4
,
5
√
18TOL
a6
}
, (4.1)
and let the interval [0, T ] be subdivided into T/h sub-intervals of length h. For each point of this partition, we generate the
corresponding Brownian increment by J1,m = Vm/
√
h,m = 1, 2, . . . , T/h in which Vm’s are i.i.d. standard normal random
variables. Now, we can bound from below the probability of the event that every step of a fixed time-stepping R3 method
with step-size h, will satisfy (3.11) and (3.12). For this purpose, we define:
η1 := 1b
4
√
6TOL
h
, (4.2)
η2 := 1b
6
√
18TOL
h2
. (4.3)
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Table 1
Estimated values of E(V 2n ) for various values of a, b
a b E(V 2n )
−3 1.7 0.96
−3 1 0.99
−3 0.5 1.00
−4 2 0.96
−4 1.5 0.99
−4 1 1.00
−6 2 0.98
−8 2 0.99
−1 1 0.96
−2 1 0.99
−4 1 1.00
Note that the diffusion error control for them-th sub-interval will be satisfied if and only if:
|Vm| ≤ η := min{η1, η2}. (4.4)
Using the elementary inequality:
P(V > η) <
1
η
√
2pi
e−η
2/2 ∀η > 0, (4.5)
which holds for a random variable V ∼ N (0, 1) and also ‘‘Bonferroni’s Inequality’’:
P({V ≤ η1} ∩ {V ≤ η2}) ≥ P({V ≤ η1})+ P({V ≤ η2})− 1, (4.6)
we obtain:
P(|Vm| ≤ η∀m = 1, 2, . . . , T/h) = 1− P(∃m : |Vm| > η)
≥ 1− T
h
P(|V | > η) where V ∼ N (0, 1)
≥ 1− T
h
[P(|V | > η1)+ P(|V | > η2)]
> 1− Tb
h
√
2pi
[
4
√
h
6TOL
e−1/b
2
√
6TOL
h + 6
√
h2
18TOL
e−1/b
2 3
√
18TOL
h2
]
.
Note that the right hand side of this inequality tends to 1 as h→ 0 and this will prove the proposition. 
In order to start the numerical simulations, we observe that along the stability boundary – that is by using (λa,
√
λb)
instead of (a, b) for λ > 0 – the value of E(V 2n ) will be constant and independent of TOL. This will be clear by doing some
manipulations on the relations (3.15)–(3.17) and (3.19) to obtain:
a2hn + b4hnV 4n = O(TOL)⇔ (λa)2hn + (
√
λb)4hnV 4n = O(TOL), (4.7)
a3h2n + b6h2nV 6n = O(TOL)⇔ (λa)3h2n + (
√
λb)6h2nV
6
n = O(TOL), (4.8)
By using X0 = 1 in (2.11) and generating 10 realizations of the solution process over [0, 20] for TOL = 0.1 and various a, b
values, we arrive at the Table 1, from which we observe that the value of ε = −0.04 is obtained if (a, b) lies on the stability
boundary of the SDE, and E(V 2n )will converge to 1, if wemove further into the interior of stability region. As amatter of fact,
far from the stability boundary, the drift error control will operate most of the time and this in turn will result in fewer step
rejections confirming E(V 2n ) ≈ 1 behavior. The results of this section gives enough evidence that the MS stability boundary
of the adaptive method can be approximated by the line
a+ 0.96b2 < 0
and so the MS stability region of it strictly contains that of the original equation. Although our results are obtained for a
simple step-size selectionmechanism andmodified error control criteria, we expect the qualitative aspects can be extended
to other algorithms with more sophisticated time-stepping strategies.
5. Conclusion
The stability analysis of adaptive SDE solvers is an interesting area of research with few published results. In this paper,
mean square stability properties of a newly introduced adaptive stochastic Runge–Kutta method has been investigated. The
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main differences between the algorithm analyzed here and the one presented in [2] are the introduction of a third error
estimator Eeuler, the use of EPUS error control strategy and the use of doubling–halving method to vary the step-sizes. We
have proved an admissibility result for this method and also found that the stability region of the adaptive scheme strictly
contains that of the original test Eq. (2.11).
We believe that the original scheme which incorporates various decision processes and switches to different step-size
selection mechanisms during the integration process, inherits these stability properties and so will serve as a reliable SDE
solver in most of practical simulation tasks, specially those which need long-time integration.
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