In this article we define a class of fractional Orlicz-Sobolev spaces on Carnot groups and, in the spirit of the celebrated results of Bourgain-Brezis-Mironescu and of Maz'ya-Shaposhnikova, we study the asymptotic behavior of the Orlicz functionals when the fractional parameter goes to 1 and 0.
Introduction
In the seminal paper [3] , Bourgain, Brezis and Mironescu proved that for any smooth bounded domain Ω ⊂ R n , u ∈ W 1,p (Ω), 1 ≤ p < ∞, the well-known fractional Gagliardo seminorm recovers its local counterpart as s goes to 1, in the sense that (1) lim
where the constant K(n, p) is defined as K(n, p) = 1 p S n−1 |ω · h| p dH n−1 (h).
Here S n−1 ⊂ R n denotes the unit sphere, H n−1 is the (n−1)-dimensional Hausdorff measure and ω is an arbitrary unit vector of R n . See [4] for a survey on this and related results. In the recent years, there has been an increasing interest towards this kind of results, aiming at extending it in different directions. Despite the literature concerning the generalizations of such kind of results is now pretty vast, let us try to give a brief account of it. The case of BV -functions, originally only partially answered in [3] , has been considered independently in [15] and [43] . In [26, 27] , the authors covered the case of general open sets Ω ⊂ R n , both for Sobolev and BV -functions. More recently, starting with [33] , Nguyen obtained new characterizations of the classical Sobolev space by means of more general nonlocal functionals, providing also Poincaré-type inequalities and several other results, see [34, 35, 36] . The nature of the nonlocal functionals, there considered, differs from the classical Gagliardo seminorm and it has recently found applications in the field of image processing, see [5, 6, 7, 8] .
The above mentioned results have also been proved to hold in the case of magnetic Sobolev spaces. Roughly speaking, these spaces are the natural functional setting in electromagnetism when dealing with particles interacting with a magnetic field. We refer to [44] for the analogous of (1) when p = 2, and to [42] for the general case and for magnetic BV functions. We finally refer to [37, 38] for similar results for more general nonlocal functionals akin to those considered in [33] .
A complementary and natural question is what happens when considering the limit as s goes to 0. The answer is contained in [32] , where it is proved that for any n ≥ 1 and p ∈ [1, ∞),
(2) lim s↓0 s R n ×R n |u(x) − u(y)| p |x − y| n+sp dx dy = 2 |S| n−1 p R n |u| p dx, whenever u ∈ s∈(0,1) W s,p 0 (R n ). We refer to [41] for the magnetic version of (2).
The asymptotic theory described so far concerns always the classical Euclidean setting. Nevertheless, recent contributions started to attack Bourgain-Brezis-Mironescutype results even in the case where non-Euclidean geometries appear. We refer, for instance, to [25] for the case of compact Riemannian manifolds. As for many other problems, one of the non-Euclidean setting where to look for extensions is provided by Carnot groups, that are connected, simply connected and nilpotent Lie groups whose associated Lie algebra is stratified (see Section 2 for more details). These spaces are usually the easiest examples of sub-Riemannian manifolds. Fractional Sobolev spaces are now a well established notion even in Carnot groups, see [19, 20] for more details. In this setting, in [2, 31] , it was studied the validity of a Bourgain-Brezis-Mironescu-type formula to treat the asymptotic behavior of the corresponding fractional Sobolev seminorm as s goes to 1. We also refer to [13] for the case of more general nonlocal functionals in the spirit of Nguyen.
Following this line of research, one of the most recent contributions, due to Fernández Bonder and Salort, deals with Bourgain-Brezis-Mironescu-type results for the class of Orlicz-Sobolev spaces, see also [11] for similar results in the magnetic setting. The paper [10] is actually one of our motivations in this work. Indeed, this manuscript aims at extending the validity of Bourgain-Brezis-Mironescutype formulas in Carnot groups, when behaviors more general than powers are taken into account. In this context, Young functions play a preponderant role and Orlicz-Sobolev spaces become the natural framework to deal with. To fix ideas, when speaking of a Young function, we will refer to a continuous, non-negative, strictly increasing and convex function on [0, ∞) vanishing at the origin, which, in order to give a well-posed space of definition, will be asked to fulfill the following structural growth condition
We refer the interested reader to the books [16, 24, 40] for a comprehensive introduction to Young functions and Orlicz spaces. Having these definitions in mind, following [20] , we define the natural generalization of the fractional Sobolev spaces for Carnot groups in the Orlicz setting. More precisely, given a Carnot group G of homogeneous dimension Q, a Young function ϕ and a fractional parameter 0 < s < 1, we consider the space
It turns out that W s,ϕ (G) is a reflexive Banach space endowed with the correspondent Luxembourg norm (see Theorem 2.1 for more details).
We are now ready to state our first main result, that is a Bourgain-Brezis-Mironescu-type formula in the case of Orlicz-Sobolev spaces in Carnot groups. We refer to Section 2 for a detailed account of all the definitions needed in the following Theorem 1.1. Let ϕ be an Orlicz function such that the following limit exists
Then, for any u ∈ L ϕ (G) and 0 < s < 1 it holds that
Let us spend a few words about the proof of Theorem 1.1. Roughly speaking, the main technical point concerns a regularization argument in terms of truncations and convolutions (see Lemma 2.2 and Lemma 2.3), combined with a compactness argument derived from a Rellich-Kondrachov-type result (see Theorem 2.4).
Let us remark that, even in the prototype case ϕ(t) = t p , we can prove Thorem 1.1 only in the case of homogeneous norms that are invariant under horizontal rotations. See Section 2 for more details.
In the second part of the paper we study the extension of (2) in the case of fractional Orlicz-Sobolev spaces on Carnot groups. Our main result in this context is provided by the following
In particular, if lim s↓0 sΦ s,ϕ (u) exists, then
Here p − , p + are given in (L), C b is the Lebesgue measure of the unit ball and 2 < C ≤ 2 p + (see Definition 2.4 for details). We remind that, even if p − = p + , which actually corresponds to the classical fractional Sobolev space, Theorem 1.2 would not provide a complete generalization of (2), see Remark 4.1. Due to this reason, we are interested in providing a better estimate on the limit, paying the price of a more restrictive assumption on the Orlicz function ϕ. Theorem 1.3. Let us assume that the Orlicz function ϕ satisfies the following Minkowski-type inequality (M)
We stress that the prototype ϕ(t) = t p trivially satisfies (M). As an immediate consequence, we obtain the following generalization of (2) in the framework of Carnot groups Corollary 1.1. If u ∈ s∈(0,1) W s,ϕ (G) with ϕ(t) = t p , then lim s↓0 sΦ s,ϕ (u) exists and it holds that
We want to stress another interesting aspect: we are able to prove Theorem 1.1, Theorems 1.2 and Theorem 1.3 if we work with an homogeneous norm which satisfies the classical triangular inequality
which is not in general true by a homogeneous norm. See Section 2 for more details and examples.
Finally, we want to recall that the asymptotic behavior of the perimeter functional has also been addressed, either in Euclidean contexts as well as in Carnot settings, see e.g. [1, 12, 17, 18, 28, 29] .
The structure of the paper is the following: in Section 2, we provide the basic necessary notions of Carnot groups, Young functions and Orlicz spaces. In Section 3, the proof of Theorem 1.1 is given and, finally, in Section 4, we conclude by proving Theorem 1.2 and Theorem 1.3.
Preliminaries
2.1. Carnot groups. We start this section recalling the basic notions of Carnot groups.
A Carnot group G = (R n , ·) is a connected, simply connected and nilpotent Lie group, whose Lie algebra g admits a stratification. Namely, there exist linear subspaces, usually called layers, such that
where k is usually called the step of the group (G, ·) and
The explicit expression of the group law · can be deduced from the Hausdorff-Campbell formula, see e.g. [9] . The group law can be used to define a diffeomorphism, usually called left-translation γ y : G → G for every y ∈ G, defined as γ y (x) := y · x for every x ∈ G. 4 A Carnot group G is also endowed with a family of automorphisms of the group δ λ : G → G, λ ∈ R + , called dilations, given by
where (x 1 , . . . , x n ) are the exponential coordinates of x ∈ G, d j ∈ N for every j = 1, . . . , n and 1 = d 1 = . . . = d m < d m+1 ≤ . . . ≤ d n for m := dim(V 1 ). Here the group G and the algebra g are identified through the exponential mapping. The n-dimensional Lebesgue measure L n of R n provides the Haar measure on G, see e.g. [9, Proposition 1.3.21] .
It is customary to denote with Q := k i=1 i dim(V i ) the homogeneous dimension of G which corresponds to the Hausdorff dimension of G (w.r.t. an appropriate sub-Riemannian distance, see below). This is generally greater than (or equal to) the topological dimension of G and it coincides with it only when G is the Euclidean group (R n , +), which is the only Abelian Carnot group.
Carnot groups are also naturally endowed with sub-Riemannian distances which make them interesting examples of metric spaces. A first well-known example of such metrics is provided by the Carnot-Carathéodory distance d cc , see e.g. [9, Definition 5.2.2], which is a path-metric resembling the classical Riemannian distance. In our case, we will work with metrics induced by homogeneous norms.
0 is a continuous function with the following properties:
We remind that any homogeneous norm induces a left-invariant homogeneous distance by d(x, y) := y −1 · x G for every x, y ∈ G.
A concrete example of such kind of homogeneous distance is given by the Korányi distance, see e.g. [14] . From now on, we will write B(x, ε) to denote the ball of center x ∈ G and radius ε > 0 w.r.t the distances d.
In the proceeding of the paper, however, we will ask for the following stronger hypothesis on the norm · G :
(iv) invariance under horizontal rotations;
(v) the validity of the classical triangular inequality
An example of such kind of norm, whose induced distance is equivalent to the well-known Carnot-Carathéodory distance, is given in [21, 22] . 
It trivially follows that |B(x, r)| = r Q |B| = r Q C b for all x ∈ G and r > 0, where B = B(0, 1) and C b denotes its Lebesgue measure.
The following three Propositions will be very useful in the sequel.
dr r for any g ∈ L 1 (R + , dr r ). As a consequence of the previous result, we are able to compute explicitly integrals on balls, of functions depending only on the distance from the center of the ball, in terms of integrals on the real line.
Proof. At first, let us compute the constant M f for the function 
where S is the unit sphere in G.
We conclude this part recalling the notion of Pansu differentiability, given by Pansu in [39] . We remind that, for any u : G → R sufficiently smooth, given (X 1 , .., X m ) a basis of the horizontal layer V 1 , of left-invariant vector fields, then the horizontal gradient of u : G → R is defined as
We will say that f is Pansu differentiable in G if it is Pansu differentiable at any x ∈ G.
Remark 2.1. Let us notice that the Pansu differential L f x does not depend on the basis of the Lie algebra g. In the sequel, we will use the notation
As noted in [21, Section 5] every function in C 1 (G) is also Pansu differentiable and the inclusion is actually strict. It is easy to show that hypothesis (i) − (iii) imply that ϕ is continuous, Locally Lipschitz continuous, strictly increasing and convex on R + 0 . Moreover, ϕ(0) = 0 and ϕ is superlinear at zero and at infinity, i.e.,
Up to normalization, we can assume ϕ(1) = 1. Hypothesis (i) − (iii) also guarantee the existence of ϕ −1 : R + 0 → R + 0 , which is continuous, concave and strictly increasing, with ϕ −1 (0) = 0 and ϕ −1 (1) = 1.
From now on, the following growth condition will be required on ϕ:
where p − ≤ p + are positive constants grater than 1. It holds that
for any s, t ∈ R + 0 , where sp := max{s p − , s p + } and s p := min{s p − , s p + }. Let us notice that p − = p + if and only if φ(t) = t p , being ϕ(1) = 1. We remind that the conjugate function of ϕ, defined as its Legendre's transform, is
It is not difficult to show that (L) is equivalent to require the ∆ 2 -condition both on ϕ and ϕ * (see for instance [40, Chapter 4] ).
The following Lemma can be seen as an improvement of (ϕ 2 ). 
We conclude this section recalling a fundamental definition which is the natural counterpart of [10, Remark 2.15] in the context of Carnot groups. From now on, when necessary, a generic z ∈ G will be denoted as z = (z ′ , z ′′ ) where z ′ = (z 1 , .., z m ) is the horizontal part and z ′′ = (z m+1 , .., z n ) is the vertical one. Definition 2.5. For an Orlicz function ϕ and t ∈ R + , we define the bounded functionφ
A similar definition with lim inf instead of lim sup is used to defineφ − . When they coincide, we will define
Proposition 2.5. The functionsφ ± are still Orlicz functions, both of them equivalent to ϕ, i.e., there exist c 1 , c 2 > 0 such that
for any t ∈ R + .
Proof.φ ± are Orlicz functions by similar arguments of [10, Proposition 2.16]. Moreover, by (ϕ 1 ), we can notice that
Thus, taking c 1 := QC b p + and c 2 := QC b p − , we get the thesis. Definition 2.6. Let G be a Carnot group, let ϕ be an Orlicz function and let 0 < s ≤ 1. We define, with a little abuse of notation, the Orlicz-Lebesgue space and the Fractional Orlicz-Sobolev spaces, respectively, as
These spaces are usually endowed with the so-called Luxemburg norms, studied by Luxemburg in [30] , and defined as
is the (s, ϕ)−Gagliardo seminorm. By well-known results given in [16, 23] for the Euclidean case, it is easy to characterize these spaces as follows Following the same technique of [10, Proposition 2.11], we can also state the following Theorem.
Theorem 2.2. Let us assume the same hypothesis of the previous Theorem. Then, for each s ∈ (0, 1), the space W s,ϕ (G) is a reflexive and separable Banach space.
As in the Euclidean case, the immersion of the space W s,ϕ (G) into L ϕ (G) is compact, as a consequence of the following 
Proof. Let us fix u ∈ W s,ϕ (G). In order to apply Theorem 2.3, we want to show the existence of a constant M > 0 such that
for every h ∈ G such that h G < 1 2 . For any y ∈ B(x, h G ), by the monotonicity of ϕ, the ∆ 2 -condition and being
Let us notice that, by the triangular inequality,
Therefore, by (ϕ 1 ), the monotonicity of ϕ and a change of variables, we have
Similarly
. Thus, by (7), we finally have
Thus, by Theorem 2.3, there exist u ∈ L ϕ (G) and {u n k } k ⊂ {u n } n such that u n k → u in L ϕ (G). In order to conclude the proof, we show that u ∈ W s,ϕ (G).
By the Fatou's Lemma and the continuity of ϕ, we have
Taking into account [9, Definition 5.3.6], we state below the notions of convolution and truncation on Carnot groups.
be the standard mollifier, that is, supp(ρ) ⊂ B(0, 1) and G ρ(x) dx = 1. Then, for any u ∈ L ϕ (G) and x ∈ G, considering the sequence of mollifiers
for any ε > 0.
k . For any u ∈ L ϕ (G) we define the truncated functions of u, {u k } k , as u k := η k u for any k ∈ N. We remind that supp(u k ) ⊂ B(0, 2k).
The two following Lemmas will be useful in the next section. 
for any ε > 0 and 0 < s < 1.
Proof. Let x, y ∈ G and let h = y −1 · x. Then, by the Jensen's inequality and the monotonicity of ϕ, we have
Therefore, by the invariance of the norm under translations, we have
Thus, the thesis follows, by integrating in G with respect to h. 
for any k ∈ N and 0 < s < 1.
Proof. Let us fix x, y ∈ G. Then, by the ∆ 2 -condition and the monotonicity of ϕ, we have
Hence, being η k ≤ 1 for any k ∈ N, we get
Since ∇η k R m ≤ 2 k , then, by (ϕ 1 ), assuming without loss of generality k > 2, and by Proposition 2.3, we have
A Bougain-Brezis-Mironescu-type Theorem
In order to prove Theorem 1.1, we need the two following fundamental Lemmas.
Then, for any 0 < s < 1, it holds that
where C is the ∆ 2 -constant given in (4) and p − is given in (L).
Let us start from I 1 . Observe that u ∈ C 2 c (G) implies that u is Pansu differentiable (see also [2, Section 2] ). If we define the auxiliary function ξ(t) := u(x · δ t h), then we can write
Therefore, by the monotonicity and the convexity of ϕ, we get
Thus, by (ϕ 1 ) and Proposition 2.3
Moreover, by (ϕ 1 ), (ϕ 2 ), Proposition 2.3, the monotonicity of ϕ and by a change of variables, we have
Finally, for any u ∈ W 1,ϕ (G), let {u k } k ⊂ C 2 c (G) be convergent to u in W 1,ϕ (G). Thus, by the Fatou's Lemma and the continuity of ϕ, we get
as desired.
Lemma 3.2. Let ϕ be an Orlicz function such thatφ exists and let u ∈ C 2 c (G). Then, for every fixed x ∈ G, we have that
Let us first notice that lim s↑1
(1 − s)I 2 = 0.
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In facty, by (ϕ 1 ) and Proposition 2.3, we have
Now, by the local Lipschitzianity of ϕ, for any x, y ∈ G such that x = y, we have 
Finally, by Proposition 2.4 and the invariance of · G under horizontal rotations, we have
Finally, we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. We divide the proof of the Theorem in three steps.
Step 1: Let us prove the Theorem for any function u ∈ C 2 c (G) whose support is contained in B(0, R). Let
In virtu of Lemma 3.2, in order to apply the Dominated Convergence Theorem, it is enough to show the existence of an integrable function in G that dominates the sequence {(1 − s)F s } s∈(0,1) . Let us fix R > 1. For any x ∈ G such that x G < 2R, we have
By (8), (ϕ 1 ), Proposition 2.3 and the monotonicity of ϕ, called h = y −1 · x, we have
Moreover, by (ϕ 1 ) and Proposition 2.3
Since the support of u is contained in B(0, R), then u(z) = 0 for any z G > R. Thus 1 2 x G , then by the monotonicity of ϕ, the ∆ 2 -condition and (ϕ 1 ), we get
for every x G ≥ 2R, where we assumed s ≥ 1/2. Here K is a constant independent of s. Therefore, by (9) and (10), we have
i.e.,
Step 2: Let u ∈ W 1,ϕ (G). Then, by Theorem 2.1, there exists {u k } k∈N ⊂ C 2 c (G) such that u k → u in W 1,ϕ (G). Let us show that
then, by Lemma 3.2, it only remains to show that for any s ∈ (0, 1) and for any ε > 0 there exists k ∈ N such that
Fixed ε > 0, by Theorem 2.1, there exists k 0 ∈ N such that Moreover, there exists δ > 0 such that (1 + δ) p + ≤ 1 + δ. Therefore
Taking into account Lemma 3.1, and being u k → u in W 1,ϕ (G), then there exists
for any k ≥ k 1 , that is,
Moreover, still by Lemma 3.1, there exists a positive constant M such that
Then, taking δ ≤ ε 4M (1 − s)
, we get the thesis, as s → 1 for any k ≥ max{k 0 , k 1 }.
Step 3: In order to conclude the proof of the Theorem, let us prove the result for any u ∈ L ϕ (G).
Let us fix u ∈ L ϕ (G), k ∈ N and ε > 0 and let us define
where {ρ ε } ε is a sequence of mollifiers and {η k } k is a truncated sequence, in the sense of Definition 2.7 and Definition 2.8. Then, by Lemma 2.2 and Lemma 2.3, there exists a positive constant N , independent of k and ε, such that
Therefore, by Step 1
i.e., the sequence {u k,ε } k,ε is bounded in W 1.φ (G) and then, in virtue of Proposition 2.5, {u k,ε } k,ε is bounded in W 1.ϕ (G).
Thus, by the reflexivity of the space W 1,ϕ (G), there existsũ ∈ W 1,ϕ (G) such that, up to subsequence, u k,ε ⇀ũ weakly in W 1,ϕ (G) as k ↑ ∞ and ε ↓ 0. Thus, being u k,ε → u in L ϕ (G), it follows thatũ = u in W 1,ϕ (G). Finally, the thesis holds by Step 2.
Maz'ya-Shaposhnikova-type Theorems
The last part of the work consists on some generalizations of the well-known paper of Maz'ya-Shaposhnikova [32] . 
Proof. Observe that we can express Φ s,ϕ (u) as the sum of the terms
We claim that
To prove (12) , first notice that, by changes of variables and the Fubini's Theorem
Moreover, since the triangular inequality gives the inclusion
then, by (13) , we get
and hence (12) follows. Now, observe that, by the ∆ 2 -condition and (12), we get
Moreover, by the triangular inequality,
Therefore, from (ϕ 1 ) and Proposition 2.3, we find that
Furthermore, by (ϕ 1 ) and Proposition 2.3, it follows that
Hence, gathering (12), (14) , (15) and (16) we obtain that
Finally, by the Fatou's Lemma, we get 
Proof. Let us first notice that, for any α > 0, in light of the Fubini's Theorem and by a change of variables, it holds that
An analogous relation holds when changing ≤ with ≥. Then
We divide the proof of the Theorem in two main steps:
Step 1: Let us show that
Proof of Step 1. First, by the triangular inequality, y G ≥ 2 x G implies that
Then, by (21) , the Fubini's Theorem and by Proposition 2.3
Moreover, by (22), we get 
Then, by (ϕ 1 ), (ϕ 2 ), (23) and (24), we finally have
x sp G dx and hence (20) follows.
Step 2: Let us show that Observe that fixed s ∈ (0, 1) such that s > s, by (ϕ 1 ), (i) can be bounded as
Moreover, by (ϕ 1 ) and (ϕ 2 ), we get where we have used the inclusion
The last two inequalities lead to (28) (ii) ≤ C(ii ′ ). Now, since 
Then, from (26), (27) , (28) and (29) lim sup
ϕ(|u(y)|) dy = 0 for N sufficiently large.
Finally, we obtain the limsup inequality (17) by gathering (19) , Step 1 , Step 2 and by using the Fatou's Lemma.
As a corollary of Theorem 4.1 and Theorem 4.2, we get Theorem 1.2.
Remark 4.1. We remind that, as mentioned in the Introduction, Theorem 1.2 does not provide a complete generalization of (2), even in the prototype case ϕ(t) = t p , i.e. p + = p − , being 4 C < C by construction (see Definition 2.4 for details).
Let us conclude the paper with the proof of Theorem 1.3.
Proof of Theorem 1.3. The first part of the proof, that is the lim inf-inequality, follows from similar arguments of Theorem 4.1. Indeed, by (ϕ 1 ), the Minkowski inequality, (12) and (15), we have
