In recent years, deep learning has been widely used in the field of image understanding and made breakthroughs research progress in image understanding. Because remote sensing application and image understanding are inseparable, researchers have carried out a lot of research on the application of deep learning in remote sensing field, and extended the deep learning method to various application fields of remote sensing. This paper summarizes the basic principles of deep learning and its research progress and typical applications in remote sensing, introduces the current main deep learning model and its development history, focuses on the analysis and elaboration of the research status of deep learning in remote sensing image classification, object detection and change detection, and on this basis, summarizes the typical applications and their application effects. Finally, according to the current application of deep learning in remote sensing, the main problems and future development directions are summarized.
Introduction
Remote sensing is a technical means using sensors on satellite, aircraft or other platforms to collect targets' radiation information, with which specific information can be obtained. In recent years, with the rapid development of remote International Journal of Geosciences mote sensing application. Although better and better imagery can be acquired through remote sensing, in practice the application of remote sensing imagery relies heavily on manual processing, while machine interpretation is only an aid to manual work. Traditionally, machine interpretation of remote sensing imagery is achieved through statistical methods such as maximum likelihood and K-means clustering, which are based on remote sensing features like spectrum and textures. In the past few years, methods including artificial neural network, support vector machine, genetic algorithm and object oriented method are developing rapidly with certain fruits achieved [2] . However, generally speaking, all these methods require manually extraction of image features or design of interpretation rules, thus lead to long design cycles and limited the potential of algorithm improvement. Besides, the accuracy and efficiency of automatic interpretation of remote sensing imagery cannot meet the needs of most applications.
Since the remote sensing application is heavily dependent on manual work, the effectiveness of remote sensing is severely restricted by the experience and expertise of the operator [3] .
Deep learning is an important domain of machine learning research. Compared with traditional machine learning, deep learning is a representationlearning method with multiple layers. Data abstraction and extraction from the lower layers to higher layers are accomplished through simple nonlinear modules. Current deep learning often use deep neural network (DNN) to construct the layers, which are the stacks of simple nonlinear modules. Input data is passed between the layers, whose mapping relationship reduces the dimension and extract the key characteristics of data [4] . Relying on the deep convolution neural network (DCNN), deep learning provides an end-to-end machine learning model that can automatically extract image features without extraction algorithms designed by human. Compared with traditional methods, deep learning is completely data-driven, which can automatically find the best ways to extract image features through learning [5] [6] . This paper briefly introduces the development of deep learning, and makes a detailed analysis for the current application fields of remote sensing land cover classification, target detection and change detection, expounds the main deep learning methods and research progress in these three fields, introduces the current application situation of deep learning in remote sensing field, and summarizes the current research work and main models. Finally, the application of deep learning is, summarized the existing problems are pointed out, and the future development direction of deep learning for remote sensing is prospected.
Common Deep Learning Methods in Remote Sensing Application
The deep learning method in remote sensing application is mainly used in three aspects, namely surface classification, object detection and change detection. A review of the current research results indicates that the major technical approach Figure 1 .
Land Cover Classification Methods of Remote Sensing Image
Land cover classification is a major field of remote sensing application. The main task of surface classification is to divide the pixels or regions in remote sensing imagery into several categories according to application requirements [7] . The deep learning model of land cover classification is generally based on deep belief network (DBN), convolution neural network (CNN) and spare auto encoder (SAE), among which the deep convolution neural network is the most popular approach at present. 
Object Detection
Object detection is another common application of remote sensing. The deep learning model of object detection is mainly based on region-based convolution neural networks (R-CNN), which is the earliest proposed method of deep learning object detection. The main idea is to transform the object detection problem into the classification problem. The image is divided into a large number of candidate regions by selective search algorithm, CNN is then applied to obtain the eigenvectors of candidate regions, and finally object detection is completed by the classifier, which determines the type of the candidate area [13] . Table 2 . It generate partially overlapping candidate areas from each detection target.
SPP-Net
It introduces the spatial pyramid pooling layer after the last convolution layer, thus repetitive processing is eliminated.
Training is a multi-stage process with long training time.
Fast R-CNN Its raining and testing are significantly faster than SPP-net. The input image can be any size.
The network still depend on candidate region selection algorithm.
Faster R-CNN This network is faster than Fast R-CNN and no longer depend on region selection algorithm
The training process is complex, and there is still much room for optimization in the calculation process.
SSD
The multi-scale feature map is adopted and the processing speed is fast.
The robustness of this network to small object detection is not high.
YOLO
The network can meet the real-time requirements with using the full image as Context information.
It is relatively sensitive to the scale of the object, and the effect of small target detection is not good. 
Change Detection
Change detection is the process of detecting changes using remote sensing imagery obtained at different times. These changes are due in part to natural phenomena, such as droughts, floods, and landslides, the other part is due in human activities as new roads, excavation of the surface or construction of new houses.
Compared to models for surface classification and object detection, there are less deep learning models for image change detection [7] . The current change detection based on deep learning mainly adopts two technic approaches. One is to detect the correspondent points of two imagery through deep learning and determine whether there are changes to the correspondent points. The other approach is to translate the change detection problem into the surface classification problem, and acquire the changed region through semantic segmentation, comparing and classification of map spots. From the experimental results, the semantic segmentation approach is easier to achieve, faster in speed and better in detection accuracy.
Progress in Researches on Deep Learning in Remote Sensing Application
With constant optimization of the deep learning model for remote sensing, deep learning is gradually applied in the surface classification, object detection and change detection of remote sensing imagery. The results of various applications
show that compared with the traditional methods, new breakthroughs has been made in the accuracy and efficiency.
Imagery Based Land Cover Classification
Fu et al. [19] expanded the network for remote sensing image surface classification, a skip-layer structure is added to enable the FCN for multi-resolution image classification. Atrous convolution is introduced to improve the density of output features. CRF is applied in detection to refine the output class, thus improves the accuracy of high-resolution image classification. To address the problems in vegetation classification, namely, small difference of object feature and loss of features in encoding stage of FCN, Zhang et al. [20] Added a feature extraction layer with convolution kernel containing the features of vegetation to be extracted and an encoding layer adopting non-linear activation function, as a result, the accuracy of vegetation classification is improved. Sharma et al. [21] proposed a deep learning land cover classification method for middle-resolution by CNN and MLP, the overall classification accuracy is improved and reaches 90.56%, higher than CNN or MLP used alone. Zhao et al. [23] proposed a deep learning network suitable for multi-scale imagery classification, multi-scale surface classification is realized with sound accuracy by combining spectral and spatial features and improved classifiers.
In agricultural application, Cai et al. [24] proposed a high performance crop classification method that takes into account time and space. Based on the Common Land Units (CLU) data, long time-series multiple imagery spectral information of field blocks are combined. Spectral image stack and deep learning algorithm are applied to eliminate the interference of cloud, fog and shadow in local image. Compared with USDA crop data, the overall accuracy of this method for the classification of soybeans and corn reached 96%. Wei et al. [25] proposed a cube-pair-based deep convolution neural networks architecture for hyperspectral crop image classification. By using cube-pair, it exploits the data of different bands of hyperspectral imagery, and greatly reduces the training samples. Experiment shows that compared with the ordinary deep convolution neural networks, the cube-pair network architecture networks effectively improves the classification accuracy.
Object Extraction
Chen et al. [26] proposed an urban water body detection method based on deep learning. In this approach, A-SLIC is applied first to segment remote sensing imagery into superpixels, then well designed deep convolution neural network is used to extract the high-level features of water bodies. Experiment of several types of bodies in three cities gave an overall detection accuracy between 98.31% and 99.81%, which is a great progress.
Zhong et al. [27] proposed a position-sensitive balancing (PSB) object detection method and designed the detection framework for HSR remote sensing imagery. This framework combines Region Proposal Networks (RPN) with RESNET. The position-sensitive pooling layer is added to enhance the translation-invariance, improving the performance of object detection. Experiments show that the accuracy and speed of detecting aircraft, vehicles, bridges, ships, sports ground and other objects in high resolution remote sensing imagery have been significantly improved.
Tian et al. [28] proposed an urban area detection method based on deep ing-box is generated to detect potential changed areas. The detection accuracy of improved model reached 91.6%, which is 16% higher than traditional methods.
The model can be well generalized, and can be widely used in the change detection tasks of various regions [30] .
Discussion
Although great progress has been made in the application deep learning methods in remote sensing, there are still the following shortcomings:
1) Lack of strict mathematical interpretation. Deep learning is merely a process fitting of the input data and the output result, there is a lack of strict mathematical basis for the design and improvement of the networks.
2) The requirements for training samples are high. To achieve better results in application, the requirements for quantity and quality of training samples are very high. Although some scholars have made certain progress in small sample training, for practical application in specific areas, a large number of training samples are required for higher accuracy. 
Conclusion
Although the application of deep learning in the remote sensing is still in its infancy, a large number of studies have proved that deep learning methods can be widely combined with remote sensing application and achieve higher accuracy and efficiency than traditional methods in surface classification, object and change detection. With the continuous improvement and perfection of the remote sensing deep learning models, the end-to-end application framework free of feature design will become an important direction for the development of smart remote sensing application.
