Abstract-In this paper, we present a novel approach to the restoration of noise-corrupted image, which is particularly effective at removing highly impulsive noise while preserving image details. This is accomplished through a fuzzy smoothing filter constructed from a set of fuzzy membership functions for which the initial parameters are derived in accordance with input histogram. A principle of conservation in histogram potential is incorporated with input statistics to adjust the initial parameters so as to minimize the discrepancy between a reference intensity and the output of defuzzification process. Similar to median filters (MF), the proposed filter has the benefits that it is simple and it assumes no a priori knowledge of specific input image, yet it shows superior performance over conventional filters (including MF) for the full range of impulsive noise probability. Unlike in many neuro-fuzzy or fuzzy-neuro filters where random strategy is employed to choose initial membership functions for subsequent lengthy training, the proposed filter can achieve satisfactory performance without any training.
We have made a generalization of the proposed method and given guidelines for its extension and application to other matching strategies where the similarity constraint is used. It has also been generalized to other types of environments, such as outdoor scenes or aerial images, where edge segments are probably inappropriate features and therefore different features and attributes would be more suitable.
I. INTRODUCTION
Median filtering (MF) is a nonlinear technique that is well known for its effectiveness in removing impulsive noise The 1-D MF is realized by passing a window over the input data, and taking the median value of the data inside the window as the output associated with the center of the window. In image processing applications two-dimensional median filters have been used with some success, and various methods [1] - [3] have been proposed to extend the median operation to two dimensions. The simplest way [3] is to pass a 2-D window, such as a square mask, over the 2-D input image. As with the 1-D MF, the pixels inside the window are ranked according to their gray intensity values and the median value taken as the output. By associating the nonlinear operation of the median filter with a linear cost function, Qiu [4] has shown that meManuscript received April 5, 1998 ; revised October 29, 1999 and November 7, 2001 This work was supported by the National Science Council of Taiwan, R.O.C., under Grants NSC 86-2611-E-019-024 and NSC 89-2611-E-019-054. 1083-4419/02$17.00 © 2002 IEEE dian filtering is an optimization process that simultaneously measures the neighboring smoothness and the output error, thereby explaining why median-related filters have the essential properties of smoothing without extensive blurring of the signal. Although noise suppression is obtainable by using 2-D MF, too much signal distortion is introduced and image details such as sharp corners and thin lines are lost. To overcome these problems, several variations of median filters have been developed, e.g., the multistage median filter [2] , max/median filter [5] , improved recursive median filtering scheme [6] , minimum-maximum exclusive mean (MMEM) filter [28] , and detection-estimation based filter (DEBF) [29] . Still, performance advantages by these conventional approaches can only be achieved when the occurrence probability of noise is small. Due to lack of adaptability, these variations of median filters cannot perform well when 0:2.
Recently, adaptive systems based on neural networks [7] , [19] or fuzzy theory [8] , [9] with data-driven adjustable parameters have emerged as attractive alternatives. In this category, methods such as the optimal detail-restoring stack filters [10] , the hybrid FIR weighted order statistics (WOS) filter [11] , and adaptive average iterative filters [12] have been developed. Neural networks exploit their frameworks with abundant theorems and efficient numerical training algorithms. They embed several input-output mappings on a black-box web of connection weights. During the training process, a neural network is shown a sequence of randomly selected input samples, and values of connection weights are modified in accordance with the training algorithm. On the other hand, fuzzy systems can directly encode structured knowledge. Fuzzy systems may invariably store banks of common-sense rules linguistically articulated by an expert, or a fuzzy system may adaptively infer and modify its fuzzy rules from representative symbols (e.g., DARK, BRIGHT) as well as numerical samples. In the latter case, fuzzy systems and neural networks naturally combine. The combination produces an adaptive system in that the neural networks embed in an overall fuzzy architecture, generating and refining fuzzy rules from training data. Currently, hybrid neuro-fuzzy networks do not represent general means in restoring images corrupted by impulsive noise. As a first attempt, Yu and Lee used the adaptive fuzzy median filter (AFMF) [13] with the backpropagation algorithm [14] to tune a set of randomly given initial membership functions. Their simulation results have shown that AFMF successfully achieves better filtering than traditional MF when noise rate > 0: 3. Both in AFMF and our previous works [15] , it has been shown that a random strategy of choosing initial membership functions often give rise to lengthy training time. However, to estimate a set of well-conditioned initial memberships is by no means a trivial task. Even worse, AFMF needs to refer to the source (uncorrupted) image while tuning the membership functions. The need of referring to the source image requires lengthy retraining time whenever a new input image is presented. Therefore, in order to make the fuzzy-neuro [16] or neuro-fuzzy [17] , [18] , [27] approach feasible in implementations, this "retraining problem" must be removed or at least alleviated. In this paper, we propose a histogram-based approach, which is capable of estimating a set of well-conditioned membership functions for constructing the histogram-based fuzzy filter (HFF). These parameters are termed wellconditioned because one can use HFF to achieve satisfactory image restoration without any training.
The rest of the paper is organized as follows. In Section II, we introduce the fuzzy inference rules related to the task of median filtering and the system architecture of HFF. In Section III, we first show how a set of initial parameters of fuzzy membership functions is derived from an input histogram. Then, we present a principle of conservation in histogram potential, which is useful for adjusting the initial parameter set to a well-conditioned one. In Section IV, a number of experiments are conducted to characterize HFF as well as to compare it with other fuzzy filters. In particular, we verify that HFF can eliminate the retraining problem encountered in other neuro-fuzzy networks. We conclude in Section V with a summary of results and a brief discussion.
II. SYSTEM ARCHITECTURE OF HFF
In this section, we first discuss the preprocessing of the 2-D input image. For the problem of interest here, we assume an input image sized 256 2 256 with pixel gray level between 0 and 255. Since a noise-corrupted image inherently contains a high level of ambiguity, we can consider it as an array of fuzzy variables. For convenience of explanation, HFF is designed to create three fuzzy membership functions for three fuzzy sets, namely, Dk(Dark), Md(Medium), and Br(Bright). Therefore, each input pixel intensity p(k;`) is viewed as a fuzzy variable with membership degree of three fuzzy sets Dk, Md, and Br, respectively. Note that, in practice, the number of membership functions certainly is not necessarily limited to just three. Since fuzzy systems can directly encode structured knowledge in a numerical framework, the intensity of each input pixel at (k;`) is normalized to 0 p(k;`) 1 for easy processing. A window of size 3 2 3 is used to scan across the entire image, where the filter output associated with the center of the window is denoted as Y . Thus, the elements of the window W (k;`) centered at (k;`) are as follows: x 1 = p(k 0 1;`0 1); x 2 = p(k 0 1;`); x3 = p(k 0 1;`+ 1); x4 = p(k;`0 1); x5 = p(k;`); x6 = p(k;`+1); x 7 = p(k+1;`01); x 8 = p(k+1;`); x 9 = p(k+1;`+ 1). Each element is considered a fuzzy variable, and the membership functions identify grade of brightness for each input pixel. Equation (1) gives the bell-shaped membership functions used in HFF: where aj , bj , cj are adjustable parameters. The fuzzy inference rules used in HFF basically follows the Takagi-Sugeno approach [23] , with a slight difference in the output decision step: 
The set Nimp contains pixels that are most likely corrupted by impulses. To determine N imp , we first consider a 3 2 3 window W [(k;`)] that scans the image from left to right and from top to bottom; in each scan nine pixels are ranked according to gray intensity.
T is a threshold. In our previous work [26] , it has been shown that this pre-classification can greatly enhance the performance of conventional median filter. Becausep is a data-driven product (i.e., the mean of the input pixels 6 2 N imp ), the use ofp in combination with the fuzzy membership functions, which by themselves are also derived from input histograms, have made HFF a totally data-driven filter.
To explain howp(k;`) is used in HFF to determine the final output, in Fig. 1 we use the input subimage Given the nine input pixels xi of a subimage, HFF performs the fuzzification, i.e., the membership degree m ij = mj (xi) is calculated. Note that the slope (specified by bj ) is made much larger than aj and cj so that impulsive noise is apt to be filtered out by the membership functions.
Step 2 normalizes the membership degree of each input pixel by using the following formula:
; i= 1; 2 111 9; j = 1; 2; 3:
Then, in Step 3 the weighted sum of input Sumj = 9 i=1 w ij x i are calculated, which is followed by Step 4 where the final output of HFF is determined using the following rule: 
In other words, (4) is incorporated with (3) to implement the output rules prescribed in (2) . According to the definition ofp(k;`), HFF in essence takes the strategy of detection-estimation in performing filtering, just as MMEM [28] and DEBF [29] using statistical detection techniques and the median filter to remove impulses. However, one should note that the final filter output of HFF is not determined by conventional median operation, nor is it merely the result of the logical union of membership functions as is commonly adopted in other defuzzification methods such as Max defuzzification [9] . To see these features more clearly, we use the illustrative example in Fig. 1 . If x 5 2 N imp , the three intermediate weighted results Sum j are compared with the reference intensitŷ p (k;`), from which the one closest top(k;`) is chosen to replace the pixel intensity at (k;`). If the pixel at (k;`) 6 2 Nimp , thenp(k;`) is used as the final output in order to better preserve the details. Apparently, with this scheme, performance of HFF hinges on the weights w ij calculated in Step 2, which in turn are determined by the fuzzy membership functions in Step 1. Another factor that greatly affects the per- 
III. HISTOGRAM-BASED MEMBERSHIP FUNCTIONS

A. Estimating the Histogram of the Source Image
The proposed approach for obtaining histogram-based membership functions (abbreviated as HMF) starts with using the histogram statis- tics of the corrupted image to estimate the histogram of the original (uncorrupted) image. Note that this is different from the approach employed by the weighted fuzzy mean filter (WFM) [22] in which the LR-type membership functions [9] are derived by referring to the histogram of the source image. However, because both HFF and WFM utilize histograms in deriving membership functions, it would be interesting to contrast their performance (see Section IV). 
To see the effectiveness of (5), we used a 256 2 256 noisy Lena image with = 0:2. Fig. 2 Note that throughout this paper the source image is corrupted by additive noise having long-tailed [21] input distributions (i.e., impulses).
In simulations, the impulses ni have a mean M = bm(jbj 1), where m = mean intensity of pixels inside the running window W . Given the occurrence probability of impulsive noise , the impulses take on positive and negative values with an equal probability. Thus, an arbitrary corrupted input pixel has intensity of xi = Max(0; Min(1; si + ni)), where s i is the signal and ni = jbjm with probability =2 0jbjm with probability =2:
Our simulations will be based on the local mean image statistics as prescribed in (6) . This will make only a negligible difference in the case of true impulsive noise [21] . 
B. Configuring Membership Functions Using Histogram Statistics
Given the estimated histogram H e [g], we now explain how to derive the parameters (a1; c1), (a2; c2) and (a3; c3) for membership functions Dk, Md and Br, respectively. The first step is to obtain a set of initial parameters. We will use the estimated histogram shown in Fig. 4(a) to illustrate how the initial parameters of HMF are calculated. The histogram is first divided into three segments equal in length, namely DK, MD, and BR as shown in Fig. 4 M ass corresponds to one half the support length for a fuzzy set [9] . It would be expected that the support length of Md be longer than that of Br and Dk, because normally more pixels are located at MD for most images encountered. The algorithm for adjusting parameters for HMF is given in Table I , where we can see, after initialization, a principle of conservation in histogram potential is applied to perform one-time update on the initial parameters. The rationale of adjusting initial parameters is twofold.
Firstly, limiting the membership degree to be less than 0.5 for input intensity xi T or xi (1:00 T ) can create a desirable effect of preventing heavily corrupted pixels p(k;`) 2 N imp from interfering the fuzzification process (i.e., Step 1 in Fig. 1) . Secondly, for a reasonable membership function such as the one in (1), if the membership degree of input x i a i + c i or x i c i 0 a i is limited to be less than 0.5, then T (c i 0 a i ) (a i + c i ) 2a i (1:0 0 T ), which implies that any variation in ci calls for a counteractive change in ai, and vice versa. Therefore, one can be ensured that initial parameters will be adjusted, under the conservation principle, to proper values such that impulsive noise can be eliminated effectively. This method of configuring membership functions is certainly different from that employed in WFM [22] where no specific histogram statistics were derived for configuring the L-R type membership functions. For example, in [22] a pixel with maximum value of source (uncorrupted image) histogram in the DK segment is chosen as the peak of the corresponding L-R function. Using a Lena image (corrupted with = 0:2) as the test input, Table II lists the initial and adjusted values of parameters (a i ; b i ; c i ) of the three membership functions. Fig. 5 depicts the membership functions that correspond to the adjusted parameters in Table II . Note that the support length of MD indeed is longer than those of DK and BR.
IV. SIMULATION RESULTS
In this section, three experiments are conducted to characterize the performance of HFF in terms of noise suppression and detail-preserving capability. Using the Lena image as input, Experiment 1 compares performances of HFF with MF, MMEM [28] , and WFM [22] . Experiment 2 uses three satellite weather pictures taken at different times to empirically validate the feasibility of the presented histogram-based approach. In addition, an interesting property of HFF, namely the similarity property of HFF is introduced. Finally, Experiment 3 examines the effect of changing the value of threshold T on the performance of HFF.
As a measure of objective improvement for the restoration techniques discussed here, we refer to both the input normalized mean square error (N M SEi ), given by 
A. Experiment 1
Using the Lena image and T = 0:1, comparisons in terms of NMSEo and P SNR between HFF, WFM, MF, and MMEM are shown in Figs. 6 and 7, respectively. Since simulation results of DEBF are similar to MMEM, they are omitted here. Clearly, HFF outperforms other filters for in the range [0.0, 0.9]. Note that MF performs satisfactorily only when 0:2. Pictorially, Fig. 8(a) shows the original (uncorrupted) Lena, and Fig. 8(b) the image corrupted by impulsive noise with = 0:5. The performance difference in noise-removal by HFF and MF can be clearly seen by comparing Fig. 8 (e) and (f), which depict the restored images by HFF and MF respectively. Other than its impressive noise suppression performance, HFF also outperforms other filters in preserving image details such as edges and corners. One can easily see this by comparing Fig. 8(e) with Fig. 8(a) , particularly in hairs and the hat.
B. Experiment 2
This experiment uses a 256 2 256 satellite weather picture corrupted by impulsive noise as input data to HFF. The uncorrupted picture is denoted as Weather_1. The resulting NMSEi, NMSEo, and P SNR (averaged over 10 different runs) are given in Table III for both HFF and MF. As in the case of Lena seen in Table III , HFF outperforms MF for the full range of impulsive noise probability. Corresponding results of IP SNR are shown in Table IV .
Next, we will use the histogram-based membership functions derived from Weather_1 (noted as HMF1) to test the noise suppression performance on other images having similar histogram statistics. If results are as good as that of Wearher_1, then we can justify the validity of the proposed method. To do this, we may use two other weather pictures taken at different times, and denote them as Weather_2 and Weather_3 respectively. These pictures and their histograms are shown in Fig. 9 . Results of applying HMF1 to Weather_2 are shown in Table V (N MSE and P SNR) and Table VI (IP SNR) . Similarly, results of applying HMF 1 to Weather_3 are shown in Tables VII and VIII.   By comparing Tables III, V , and VII, we see that all three cases show similar quality, despite that HFF performs slightly better on Weather_2 than on the other two pictures for = 0:0 to 0.9. More interestingly, the results of Weather_3 are more similar to those of Weather_1 than to Weather_2. This can be explained by examining Fig. 9 where Weather_3 clearly is more similar, in histogram distribution, to Weather_1 than to Weather_2. Thus, we have shown that membership functions derived from one input picture can be used to restore another image that has similar histogram statistics. Hereafter, this interesting feature of HFF will be referred to as the similarity property. More significantly, results of Experiment 2 in effect have empirically justified the feasibility of HFF filter, which is rooted in the image histogram statistics. From IP SNR results shown in Tables IV,  VI , and VIII, we have one more important observation to make. Namely, for MF the optimum IP SNR performance always occurs at = 0:2, whereas much more steady performance in IP SNR can be obtained from using HFF as varies.
C. Experiment 3
Before we proceed, we first note that T = 0:1 in all previous experiments. The next experiment explores the effect of changing threshold T on the performance of HFF. Shown in Fig. 10 is the results of P SNR when the input Lena image is corrupted with = 0:5. For comparison, the P SNR value of M F when = 0:5 is also given in Fig. 10 . As can be seen, HFF has the best performance when 0:05 T 0:2.
Some important conclusions can be drawn from the previous three experiments. 1) With 0:05 T 0:2, HFF always performs better than MF, MMEM, and WFM. 2) Conventional median filter is not suitable for cases where impulsive noise is heavy, especially when noise rate 0:2.
3) Comparatively, HFF shows the best stability in IP SNR criterion for the full range of . Note that the above conclusions are applicable not only to experiments on the "Lena" and "Weather" images, but also to experiments on the "Peppers" image, and results for which (with T = 0:05) are shown in Table IX and Fig. 11 . In particular, simulation results of AFMF [13] are also shown in Table IX. 4) In [22] , it has been shown (in fact, also verified in Experiment 1) that when 0:3, WFM surpasses conventional filters such as stack filters [10] , WOS [11] , generalized mean filters [24] , RCRS [25] , and CWM [30] . In contrast, we have seen that HFF is superior to WFM, MF, AFMF and MMEM in impulse noiseremoval for the full range of .
V. CONCLUDING REMARKS
A novel histogram-based fuzzy filter (HFF), which is capable of suppressing impulsive noise while preserving image details, has been presented. HFF performs noise suppression by exploiting the input image statistics. The construction of HFF begins with using the corrupted image to estimate the histogram of the original (uncorrupted) image. Then, initial parameters of a set of fuzzy membership functions are derived from the estimated histogram, which is followed by applying a conservation principle to adjust the initial parameters to obtain a set of well-conditioned membership functions. We have shown that HFF can achieve satisfactory image restoration without any training, thereby avoiding the retraining problem encountered in other neuro-fuzzy or fuzzy-neuro filters.
Simulation results have shown that HFF outperforms MF, MMEM [28] , AFMF [13] and WFM [22] filters for the full range of noise probability . HFF shows good capability of removing impulsive noise, while preserving edge sharpness and thin lines. We have conducted three experiments to characterize the effectiveness of HFF, and results have verified that there exists a correlation between input histogram statistics and fuzzy membership functions. In this paper, histogram statistics of input image has been proven useful in i) deriving histogram-based membership functions for HFF to achieve effective image restoration, and ii) exploiting the similarity property and other interesting characteristics of HFF. In particular, we have shown that images with similar statistics (pictures not necessarily look seemingly) can be successfully restored by the membership functions inferred from an arbitrary image chosen from these similar images. The similarity property is believed to be useful in applying HFF to video transmission where successive image frames usually have similar histograms.
In determining the final output Y for an arbitrary pixel at (k;`), there are two possibilities. First, if p(k;`) 2 N imp , the linear weights (i.e.,
Step 2 in Fig. 1 ) associated with the fuzzy membership degree produce candidates to be compared with a reference intensityp, and the one closest top forms the final output Y to replace p(k;`). Second, if p(k;`) 6 2 N imp , then p(k;`) is replaced byp. In practice, one can also choose to let p(k;`) remain intact if p(k;`) 6 2 N imp ; doing so might further improve the detail-preserving performance at the expense of noise-removal capability. Either way, since the filtering process is highly nonlinear, study on the functional optimization [4] , [31] property of HFF certainly forms one future research direction. We also consider applying HFF to eliminate Gaussian noise, for which accurately estimating the original input histogram is more difficult than in the case of impulsive noise.
