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Abstract
In the first part of the paper we show that the Busemann 1-compactification of the
Siegel upper half plane of rank n : SHn = Sp(n,R)/Kn is the compactification as a bounded
domain. In the second part of the paper we study certain properties of discrete groups  of
biholomorphisms of SHn. We show that the the set of accumulation points of the orbit (Z)
on the Shilov boundary of SHn is independent of Z, and denote this set by (). We asso-
ciate with  the standard class of Patterson–Sullivan (PS) p-measures. For p-regular  these
measures are supported on (). For 1-regular  PS 1-measures are conformal densities. For
, with () /= ∅, we give a modified version of the class of PS measures, which are always
supported on ().
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
In the past 30 years there have been a great deal of mathematical activity on
Fuchsian and Kleinian groups. One of the most important notions is the Patter-
son–Sullivan (PS) measures. This class of conformal measures was introduced by
Patterson [23] for Fuchsian groups. The construction of conformal measures were
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extended by Sullivan [28] to hyperbolic groups acting on n-dimensional hyperbolic
spaces Hn in general and in particular for Kleinian groups (n = 3). A good summary
of the ideas and results on this subject are in [21]. One way to extend these results is
to consider PS measures for discrete groups in higher rank symmetric spaces G/K as
was done by Albuquerque [1]. In that case the boundary of G/K consists of several
strata. The important stratum is the Furstenberg boundary [13]. Using recent results
of Benoist [5], Albuquerque shows that there are families of Zariski dense groups for
which the PS measures are supported on the Furstenberg boundary.
In his fundamental paper [27] Siegel introduced a special symmetric space SHn
of rank n for n = 1, . . . , which is called now the (nth) Siegel upper half plane. SH1
is the hyperbolic upper half plane H2. SHn is formally defined as the subset of n × n
complex symmetric matrices Sym(n,C) whose imaginary part is a positive definite
matrix. In fact, the origin of SHn can be traced to Riemann, who defined the Riemann
matrix A ∈ SHn corresponding to a compact Riemann surface of genus n, endowed
with a specific complex structure. SHn is the homogeneous space corresponding
to the symplectic group Sp(n,R) ⊂ SL(2n,R) quotient by the maximal compact
subgroup Kn := Sp(n,R) ∩ SO(2n,R). SHn is a complex manifold of complex di-
mension n(n+1)2 . Sp(n,R) is the biholomorphism group of SHn. Of special interest
is the lattice Sp(n,Z), which is called the Siegel modular group. The Siegel upper
half plane and the Siegel modular group have many applications to modular forms
[7]. The natural compactification of SHn is the compactification as a bounded do-
main SDn := {Z ∈ Sym(n,C) : ‖Z‖2 < 1}. We show that this compactification is
equivalent to Busemann 1-compactification of Sp(n,R)/Kn viewed as a submani-
fold of GL(2n,C)/U2n with respect to the metric d1 introduced in [11]. Recall that
SDn is biholomorphic to SHn. The compact strata of the boundary of SDn is the
Shilov boundary of SDn. It is the set of n × n unitary symmetric matrices USym(n),
which is a manifold of real dimension n(n+1)2 . USym(2) fibers over the circle with the
fibre S2.
The object of this paper is to study certain problems for a discrete groups  ⊂
Sp(n,R): the appropriate definitions of the limit set of  and the appropriate con-
structions of the PS measures. These problems are closely related to n(n+1)2 dimen-
sional complex manifolds whose universal cover is SHn. As we show, there are many
common features of discrete groups  ⊂ Sp(n,R) for n > 1 with the classical Fuch-
sian groups (n = 1). Of course there are still many differences with Fuchsian groups,
and more generally with discrete subgroups in rank one symmetric spaces. It will
be apparent to the reader that the discrete groups  ⊂ Sp(n,R) posses remarkable
properties, some of which we were able to expose. The most promising case is n = 2.
Here a discrete group  ⊂ Sp(2,R) acts on USym(2), which seems to be a natural
generalization of the action of the Kleinian group on the Riemann sphere. That is why
we study in detail various compactifications of SH2 and the action of a single element
γ ∈ Sp(2,R) on SH2 in [12]. There is an overlap between some of our results on
the fixed points of the action of elements M ∈ Sp(n,R) on SHn and the forms of
special representatives of the conjugacy class of M in Sp(n,R), and the two papers
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of Gottschling [15,16]. In his papers Gottschling considered only the fixed points
of M ∈ Sp(n,Z) and the forms of special representative of the conjugacy class M
in Sp(n,Z). He was not concerned with the exact location of the fixed points with
respect to the stratification of SDn.
We now outline briefly the main results of our paper. In Section 2 we recall the
known models of SHn. In Section 3 we consider the compactifications of these mod-
els as bounded domains. In Section 4 we discuss the properties of symplectic ma-
trices needed here. In Section 5 we discuss discrete subgroups  ⊂ Sp(n,R) which
act on SHn. We define the limit set () as the set of accumulation points of the
orbit (Z) on the Shilov boundary for some Z ∈ SHn. Our main result is that ()
is independent of the choice of Z ∈ SHn, as in the classical case of Fuchsian and
Kleinian groups. In Section 6 we define the notion of the PS measure. We give con-
ditions for this measure to be supported on the Shilov boundary of SHn. In Section
7 we discuss briefly a modified definition of the PS measure for discrete groups
 satisfying () /= ∅. In Section 8 we discuss briefly the notion of the critical
exponent.
Some of the results here were obtained by the second author in his Ph.D. Thesis
[8] under the direction of the first author. The second author was supported by an
FCT-Praxis XXI scholarship during his studies at UIC.
2. The Siegel upper half plane
We recall the well known facts about Sp(n,R), SHn, SDn which can be found in
[8,7,18,27]. We use the notations of [11] given in Sections 1 and 3. For F = R,C de-
note by Sym(n, F) ⊂ M(n, F) the subspace of n × n symmetric matrices. The sym-
plectic group Sp(n, F) is defined as
Sp(n, F) := {M ∈ GL(2n, F) : MTJnM = Jn},
Jn =
(
0 In
−In 0
)
∈ SL(2n,R).
Equivalently
M =
(
A B
C D
)
∈ Sp(n, F) ⇐⇒ M−1 =
(
DT −BT
−CT AT
)
⇐⇒ ATC and BTD are symmetric and ATD − CTB = In. (2.1)
Let Yn := Sp(n,R)/Kn. Then Yn is a submanifold of X2n = GL(2n,C)/U2n. Fur-
thermore Yn is a complete metric space with respect to dp for p ∈ [1,∞] [11]. Re-
call that Sp(n,R) acts on SHn as follows: For M of the form given in (2.1) M(Z) :=
(AZ + B)(CZ + D)−1. We will call these maps generalized Möbius transforma-
tions. The matrices M and −M have the same action on SHn. Then P Sp(n,R) :=
Sp(n,R)/{±I2n} is equal to the group of biholomorphisms of SHn. Furthermore,
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P Sp(n,R) acts as a subgroup of isometries with respect to the Siegel metric ds(·, ·)
on SHn.
It is straightforward to show that the map φ1 : SHn → Sp(n,R) given by
φ1(X +
√−1Y ) :=
(
I X
0 I
)(√
Y 0
0
√
Y−1
)
=
(√
Y X
√
Y−1
0
√
Y−1
)
. (2.2)
Induces a bijection 1 : SHn → Sp(n,R)/Kn given by Z → φ1(Z)Kn. It is not dif-
ficult to show that ds(Z,W) = √2d2(1(Z),1(B)) for any Z,W ∈ SHn.
The next model for SHn is the SDn, which a bounded domain in Sym(n,C).
There are two complex symplectic maps connecting these two models:
2 : SHn → SDn, Z → (Z −
√−1In)(Z +
√−1In)−1,
−12 : SDn → SHn, Z →
√−1(In + Z)(In − Z)−1.
Let
SU(n, n) := {M ∈ SL(2n,C) : M∗ diag(In,−In)M = diag(In,−In)}.
Then all biholomorphisms of SDn are given by generalized Möbius transformation
induced by the subgroup Sp(n,R)′ := Sp(n,C) ∩ SU(n, n). Let Stab(0) := {M ∈
Sp(n,R)′ : M(0) = 0}. Then Stab(0) is isomorphic to Un:
M ∈ Stab(0) ⇐⇒ M(Z) = UZUT, U ∈ Un, Z ∈ SDn. (2.3)
The classical result of Schur [24] (see also [9]) states:
Lemma 2.1. Let Z ∈ Sym(n,C). Then there exists a unitary U ∈ Un so that Z =
U(Z)UT.
Corollary 2.2. Let W1,W2 ∈ SDn. Then there exists M ′ ∈ Sp(n,R)′ such that
M ′(W1) = 0, M ′(W2) = D(y), y = (y1, . . . , yn)T ∈ Rn,
1 > y1  · · ·  yn  0.
Suppose furthermore that Z1, Z2 ∈ SHn. Then there exists M ∈ Sp(n,R) such that
M(Z1) =
√−1In, M(Z2) =
√−1D(x)), where x = (x1, . . . , xn)T, x1  · · · 
xn  1.
We now consider the projective model of SHn. Consider the Grassmannian
Gr(2n, n, F), which is the variety of all n-dimensional subspaces of F2n. Denote by
Mf(2n, n, F) ⊂ M(2n, n, F) the subset all 2n × n matrices of maximal rank n. Let
A ∈ Mf(2n, n, F) and view the columns of A as a basis of a subspace of F2n. Denote
by [A] the n-dimensional subspace spanned by the columns of A. Note [B] = [A]
if and only if B ∈ AGL(n, F). Hence Gr(2n, n, F) = Mf(2n, n, F)/GL(n, F). Let
S. Friedland, P.J. Freitas / Linear Algebra and its Applications 376 (2004) 19–44 23
So(2n, n, F) be the following quasiprojective variety in Gr(2n, n, F): So(2n, n, F) :=
{[A] : A = (Z
In
)
, Z ∈ Sym(n, F)}. The projective model for SHn is the set of all n-
dimensional subspaces of So(2n, n,C) that admit a representative a matrix A of the
above type with Z ∈ SHn. We denote this set by SPHn. This embedding intertwines
the action of Sp(n,R) on SHn with the restriction to the subgroup of Sp(n,R) of the
standard action of GL(2n,C) on Gr(2n, n,C):
(
A B
C D
)[
Z
In
]
=
[
AZ + B
CZ + D
]
=
[
(AZ + B)(CZ + D)−1
In
]
.
The map connecting SHn to SPHn is3 : SHn → SPHn given by Z →
[
Z
In
]
. which
is a 1–1 map. This model and the action are studied in a more general setting in [25].
Finally consider another related projective model. Let ∧nSPHn := {∧nW : [W ] ∈
SPHn}, where we identify v = u if and only if there exists a nonzero complex
number z such that v = uz. This is a subset of the projective space CPN−1, N =(2n
n
)
. The action is defined as left multiplication by ∧nM: for M ∈ Sp(n,R) and
v ∈ ∧nSPHn, the action is [v] → [∧nMv]. It is straightforward to show that one
obtains a well defined map from SPHn to ∧nSPHn given by [V ] → [∧nV ].
3. Compactifications
The closure of SDn is {Z ∈ Sym(n,C) : ‖Z‖2  1} which is denoted by Cl(SDn).
Observe that SDn has the following stratification: kSDn = {Z ∈ SDn : rank(I −
ZZ) = n − k} for k = 1, . . . , n. Note that kSDn = {Z ∈ Sym(n,C) : σ1(Z) = · · ·
= σk(Z) = 1 > σk+1(Z)} for k  n − 1, and nSDn = USym(n) := Un ∩
Sym(n,C). The group acting on SDn is Sp(n,R)′. The quotient of this group by
the subgroup {±I2n} is the biholomorphism group of SDn. The action of Sp(n,R)′
extends to Cl(SDn). It is known that each stratum of SDn is an orbit for the action
of Sp(n,R)′ [2, p. 200].
It is useful to consider a similar compactification SHn. For A ∈ M(m, n,C) let
ReA, ImA ∈ M(m, n,R) be the unique matrices such that A = ReA + √−1 ImA.
For A,B ∈ Hn A  B ⇐⇒ A − B ∈ H+n . Let Cl(SHn) be the closure of the Siegel
upper half plane in Sym(n,C), which consists of all Z ∈ Sym(n,C), ImZ  0.
Call the boundary of Cl(SHn) as a finite boundary of SHn and denote it by fin,
which consists of all Z ∈ Sym(n,C) such that ImZ  0 and rank ImZ < n. Clearly,
we have the following stratification of the finite boundary: fin(kSHn) consists of
all Z ∈ Sym(n,C) such that ImZ  0 and rank ImZ = n − k for k = 1, . . . , n. A
straightforward calculation [8] shows: 2(fin(kSHn)) ⊂ kSDn for k = 1, . . . , n.
The complete compactification of SHn is obtained by considering Cl(SPHn) in the
compact manifold G(2n, n,C). We identify SPHn with SHn. The following
lemma follows straightforward [8].
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Lemma 3.1. The compactification of SPHn is equivalent to the compactification of
SDn as a bounded domain. Furthermore, the finite boundary of SHn corresponds to
the set of all equivalence classes that admit a representative of the type (Z
I
)
with Z
and ImZ  0, and such a representative is unique. Moreover, let Z1, Z2 be points
in the finite boundary of SHn such that
(
A B
C D
)[
Z1
I
]
=
[
Z2
I
]
. Then CZ1 + D is
invertible.
The infinite boundary of SHn corresponds to the set {Z ∈ SDn : det(Z − I ) =
0}, where −12 is not defined. The following proposition follows straightforward:
Proposition 3.2. Let G be the subgroup of 2 × 2 block upper triangular matrices in
Sp(n,R). Then G is generated by translations and congruencies:
Z → T (Z) = Z + B, B ∈ Sym(R, n), T =
(
In B
0 In
)
,
Z → Q(Z) = AZAT, A ∈ GL(n,R), Q =
(
A 0
0 (AT)−1
)
.
G stabilizes each fin(kSHn). Furthermore, G acts transitively on SHn and on each
fin(kSHn).
Recall that SDn is a complex manifold. The Shilov boundary of SDn is the min-
imal closed subset of S ⊂ SDn with the following property: The maximum modu-
lus of any continuous complex valued function f on Cl(SDn), which is analytic on
SDn, is achieved on S. It is well known that USymn is the Shilov boundary of SDn
(e.g. [19]). One can show that USym(n) can be presented as a homogeneous spaces
Un/O(n,R) and Kn/O˜(n,R), where O˜(n,R) ⊂ Sp(n,R) is the group matrices of
the form diag(Q,Q) with Q ∈ O(n,R) [20]. The main result of this section is:
Theorem 3.3. The compactification of SHn as a bounded domain is equivalent to
the compactification of Yn with respect to the Busemann function d1.
The proof of this theorem is given at the end of Section 4.
4. Properties of symplectic matrices and applications
Let F be a field of characteristic 0. Let W be a vector field over F of dimension
2n. Let (u, v) be a skew form on W . That is (v, u) = −(u, v). (·, ·) is called nonde-
generate if the linear functional f : W → F, given by f (x) = (x, u), 0 /= u ∈ W, is
a nonzero functional. A symplectic basis (e1, . . . , en, f1, . . . , fn) in W satisfies
(ej , fk) = −(fk, ej ) = δjk, (ej , ek) = (fj , fk) = 0 for all j, k = 1, . . . , n.
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A subspace V ⊂ W is isotropic if for all u, v in the subspace, (u, v) = 0. An
isotropic subspace is called Lagrangian if it has the maximal dimension n. Clearly,
span(e1, . . . , en) and span(f1, . . . , fn) are Lagrangian subspaces. A nontrivial sub-
space U is called nondegenerate if the restriction of the form (·, ·) to U is nondegener-
ate. Two subspaces U,V ⊂ W are called skew orthogonal if (u, v) = 0 for every u ∈
U, v ∈ V. A decomposition W = ⊕ki=1 Ui is called to an orthoskew
decomposition if any two distinct subspaces Ui , Uj are orthogonal with respect to
the given skew form. The following lemma is well known:
Lemma 4.1. Let (·, ·) be a nondegenerate skew form on a vector space W of dimen-
sion 2n. Then the following are equivalent:
(a) W = ⊕ki=1 Ui is an orthoskew decomposition with Ui /= {0} for i = 1, . . . , k;
(b) There exists a symplectic basis (e1, . . . , en, f1, . . . , fn) of W and k + 1 inte-
gers j0 = 0, 1  j1 < j2 < · · · < jk = n such that Ui = span(eji−1+1, . . . , eji ,
fji−1+1, . . . , fji ) for i = 1, . . . , k.
On F2n × F2n define a skew (symplectic) form as (u, v) := uTJv. Note that this
skew form is nondegenerate. Then M ∈ GL(2n, F) is symplectic if and only if
(Mu,Mv) = (u, v) for all u, v ∈ F2n. Furthermore, M ∈ GL(2n, F) is symplectic
if and only if it is a change of basis matrix from one symplectic basis to another one.
Let A ∈ M(m,C). Denote by spec(A) ⊂ C the spectrum of A: spec(A) := {λ ∈ C :
det(λIm − A) = 0}. In what follows we need the following subsets of spec(A):
spec1+(A) := {λ ∈ spec(A) : |λ| > 1},
spec1−(A) := {λ ∈ spec(A) : |λ| < 1},
spec1(A) := {λ ∈ spec(A) : |λ| = 1},
specq(A) := {λ ∈ spec(A) : |λ|  1, Im λ  0}.
For any set L ⊂ C let PL(A) ∈ M(m,C) be the spectral projection on the gener-
alized eigenspace of A associated with L ∩ spec(A). Note that if L ∩ spec(A) = ∅
then PL(A) = 0. Furthermore, if L = L and A ∈ M(m,R) then PL(A) ∈ M(m,R)
and C⊗ PL(A)Rm = PL(A)Cm. Suppose that L ⊂ C\{0}. Then L−1 := {z ∈ C :
z−1 ∈ L}. Denote by P1+(A), P1−(A), P1(A) the spectral projections on spec1+(A),
spec1−(A), spec1(A) respectively. On Cm define a symmetric form 〈u, v〉 = uTv any
u, v in Cm. Note that on Rm this symmetric form is positive definite. The following
claims can be deduced straightforward:
Proposition 4.2. Let A ∈ M(m,C), L,L′ ∈ C, L ∩ L′ = ∅. Then 〈u, v〉 = 0 for
u ∈ PL(A)Cm and v ∈ PL′(AT)Cm.
Proposition 4.3. Let M ∈ Sp(n,C). Let L,L1 ⊂ C\{0} such that L1 ∩ L−1 = ∅.
Then PL(M)C2n, PL1(M)C2n are skew orthogonal. Assume furthermore that L ∩
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L−1 = ∅. Then PL(M)C2n is an isotropic subspace. Suppose furthermore that M ∈
Sp(n,R) and L = L. Then PL(M)R2n is an isotropic subspace of R2n.
Corollary 4.4. Let M ∈ Sp(n,R). Then P1+(M)R2n and P1−(M)R2n are isotropic
subspaces.
Lemma 4.5. Let M ∈ Sp(n,R). Then
R2n =
∑
λ∈specq (M)
⊕P{λ,λ,λ−1,λ−1}(M)R2n (4.1)
is an orthoskew decomposition of R2n. Assume that λ ∈ specq(M)\spec1(M). Then
P{λ,λ,λ−1,λ−1}(M)R
2n = P{λ,λ}(M)R2n ⊕ P{λ−1,λ−1}(M)R2n (4.2)
is a decomposition of P{λ,λ,λ−1,λ−1}(M)R2n to a direct sum of its two Lagrangian
subspaces.
Let Sp(n,R)+ := Sp(n,R) ∩ H+(2n,C). Then
Corollary 4.6. Assume that A ∈ Sp(n,R) ∩ Sym(2n,R). Then
A = OBOT, O ∈ Kn, B ∈ Sp(n,R) ∩ D(2n,R). (4.3)
Furthermore any A ∈ Sp(n,R) has the SVD:
A = O1(D ⊕ D−1)O2, O1,O2 ∈ Kn, D = diag(d1, . . . , dn),
0 < d1  · · ·  dn  1. (4.4)
In particular any A ∈ Sp(n,R)+ has the above form with O2 = OT1 .
Use the above results to deduce the analog of [11, Lemma 3.1] for Yn:
Corollary 4.7. Let (A,B), (C,D) ∈ Yn × Yn. Then there exists T ∈ Sp(n,R) such
that T (A,B) = (C,D) if and only if (A−1B) = (C−1D). In particular, for any
pair (A,B) ∈ Yn × Yn there exists T ∈ Sp(n,R) such that T (A,B) = (I2n,D ⊕
D−1), where D satisfies (4.4).
An equivalent statement in the above Corollary is due to Siegel [27].
Proof of Theorem 3.3. Corollary 4.6 yields that Yn can be presented by Sp(n,R)+.
Let−11 : Sp(n,R)+ → SHn be the inverse map to1 : SHn → Sp(n,R)/Kn. Con-
sider a sequence of matrices Dm ⊕ D−1m ∈ Sp(n,R)+, m = 1, . . . , where each Dm
is of the form given in (4.4). Ref. [11, Theorem 6.3] yields that the sequence {Dm ⊕
D−1m }∞1 converges to a point in 1Yn if and only if
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Dm = diag(d1,m, . . . , dn,m), 0  d1,m  · · ·  dn,m  1,
m = 1, . . . ,
lim
m→∞Dm =  := diag(δ1, . . . , δn),
(4.5)
0 = δ1 = · · · = δi1 < δi1+1 = · · · = δi2 < · · · < δil−1+1 = · · · = δil  1,
0 = i0 < i1 < i2 < · · · < il = n.
Note that i1 = n if and only if  = 0. Thus, limm→∞ −11 (Dm ⊕ D−1m ) =
√−12.
Hence
√−12 ∈ fin(i1SHn). Assume that the limit point in 1Yn, given by the
sequence (4.5), corresponds to the boundary point √−12. Let {Bm}∞1 ⊂ Sp(n,R)+
be a sequence of points converging to a point η ∈ Yn,1(∞). Corollary 4.6 yields
that Bm = Om(Dm ⊕ D−1m )OTm, where Om ∈ Kn and Dm is of the above form. As
{Bm}∞1 converges to η [11, Theorem 6.3] yields that (4.5) holds. Pick up a subse-
quence {Oml }∞l=1 which converges to O ∈ Kn. Let {Bml } correspond to a boundary
point C = O(√−12) in the finite or infinite boundary of SHn. Our first claim is
that C does not depend on the subsequence {Bml }, i.e. C = C(η). By considering the
sequence {PBmP T}∞1 for a suitable P ∈ Kn, to prove the first claim we may assume
that η corresponds to the limit point given by the sequence (4.5). Use [11, Theorem
6.3] to deduce that O has the block diagonal form:
O =
2l∑
j=1
⊕Oj, Oj ,O2l−j+1 ∈ O(ij − ij−1,R), j = 1, . . . , l. (4.6)
As O ∈ Kn we have the additional equalities O2l−j+1 = Oj for j = 1, . . . , l. Thus
O(
√−12) = √−12 and the first claim is proved. Our second claim that C(η) =
O(
√−1˜2) gives any point on the finite or infinite boundary of SHn, for a suit-
able choice of  and O ∈ Kn. (We can assume that Om = O, m = 1, . . .) Observe
that
−2(
√−12) = (I − 2)(I + 2)−1 = ((I − 2)(I + 2)−1).
Use Schur’s Lemma 2.1 to deduce that any B ∈ kSDn is of the form U(I − 2)(I +
2)UT for some U ∈ Un, and a corresponding . The second claim is established.
Our third claim is that for ξ, η ∈ 1Yn, ξ /= η we have C(η) /= C(ξ). Let η be
given by {Dm ⊕ D−1m }∞1 , where each D˜m is of the form (4.4). Assume that Bm =
Om(D˜m ⊕ D˜−1m )OTm, Om ∈ Kn, where each D˜m is of the form (4.4), converges to
ξ . The above arguments show that we can assume limm→∞ D˜m = ˜ and limm→∞
Om = O ∈ Kn. Then C(ξ) = O(
√−1˜2). Assume to the contrary that C(ξ) =
C(η) = √−12. We claim that ˜ =  and O is of the form (4.6). A simple way
to show this claim is to consider the equality −2(C(ξ)) = −2(C(η)):
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U ˜UT = ,  = (I − 2)(I + 2)−1, ˜ = (I − ˜2)(I + ˜2)−1,
U ∈ Un.
Schur’s Lemma 2.1 yields that ˜ = . Hence ˜ = . Use the original arguments
of Schur [24] (or [9, Lemma 2]) to deduce that the above equality implies Un =⊕l
j=1 Oj where Oj ∈ O(ij − ij−1,R) for j = 1, . . . , l. It is straightforward to show
that the above equality yields that O is of the form (4.6). From the arguments of the
proof of our first claim it follows that η = ξ , contrary to our assumption. 
Proposition 4.8. Let ξ be a point in the compact strata of the Busemann 1-boundary
of Sp(n,R)/Kn. Then ξ is uniquely presented by the Lagrangian subspace  ⊂ R2n.
Identify ξ with a unit vector in the one-dimensional subspace ∧n. Then with respect
to the reference point X0:
bξ,1(X) = 2 log ‖(∧nX)ξ‖2 − 2 log ‖(∧nX0)ξ‖2.
Proof. A point ξ in the compact strata of the Busemann 1-boundary of Sp(n,R)/Kn
corresponds to the two flag
P1+(A)R
2n ⊂ P1+(A)R2n ⊕ P1−(A)R2n = R2n, A ∈ Sp(n,R)+.
Hence A is hyperbolic and  := P1+(A)R2n is a Lagrangian subspace. Clearly,
⊥ = P1−(A)R2n. Ref. [11, Theorem 6.3] yields that ξ is determined uniquely by
U+ = , U− = ⊥ (H(U0) = 0). Vice versa, assume that  is a Lagrangian sub-
space. Use Corollary 4.6 to find A ∈ Sym(2n,R), eA ∈ Sp(n,R)+, such that P1+(eA)
R2n = . Note that λn(A) > 0. Then etA → ξ as t → ∞.
We use [11, Theorem 4.1] to calculate bξ,1(X). Observe thatλn(A)> 0 >λn+1(A),
i.e. jk = n. As Sp(n,R) ⊂ SL(2n,R) we deduce that bξ,1(X) = 2αn(A,X) −
2αn(A,X0). Use the definition αn(A,X) and the fact that ∧n is a one-dimensional
subspace to obtain the proposition. 
Corollary 4.9. The compact strata of the Busemann 1-boundary of SHn, denoted
by nSHn, is equivalent to the Shilov boundary USymn.
Proof. Let
B = diag(b1, . . . , bn) ∈ D(n,R), b1 < b2 < · · · < bn < 0, C = B ⊕ −B.
(4.7)
Then C represents a Weyl chamber in Sp(n,R)/Kn. The geodesic ray etC , t > 0
converges to the point ξ on the compact strata of the Busemann 1-boundary of SHn.
Clearly ξ corresponds to 0 ∈ fin(nSHn). As the compact strata of the Busemann
1-boundary is given by the limit of the geodesic rays OetCOT, O ∈ Kn, we deduce
the corollary. 
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5. Discrete subgroups of Sp(n,R)
In the rest of this paper we always assume that  is a discrete subgroup of
Sp(n,R). Assume that  is torsion free. As P Sp(n,R) is the group of
biholomorphisms of SHn it follows that SHn/ = \Sp(n,R)/Kn is a complex
manifold of dimension n(n+1)2 , whose universal cover is SHn. Assume that  has
torsion. According to Selberg [26]  has a subgroup 0 of finite index in such
that 0 is torsion free. Hence the manifold SHn/0 is a finite cover of the orbifold
SHn/. Therefore SHn/ is a complex space [17]. The case when  is a lattice in
Sp(n,R) is very closely related to modular forms and algebraic geometry [7,27]. (In
many known cases SHn/ is a quasiprojective variety.) As Sp(n,R) is a simple Lie
group of rank n, for n > 1 the study of  falls into category of discrete subgroups
in higher rank groups. Some aspects of such discrete subgroups, in particular the PS
theory, is treated in Albuquerque [1]. For n = 1,  is a Fuchsian group. The modern
treatment of Fuchsian and Kleinian groups can be found in [21]. To compare the
properties of  (for n > 1) with the properties of Fuchsian groups it is useful to
note that SL(2,R)n := SL(2,R) × · · · × SL(2,R) is isomorphic to a subgroup of
Sp(n,R):
 : SL(2,R)n → Sp(n,R), (M1 × · · · × Mn) = M1  · · ·  Mn,
(
a1 b1
c1 d1
)
 · · · 
(
an bn
cn dn
)
=


a1 b1
.
.
.
.
.
.
an bn
c1 d1
.
.
.
.
.
.
cn dn


.
Note that the action of SL(2,R)n on (H2)n is isomorphic to the action of
(SL(2,R)n) on DHn := D(n,C) ∩ SHn. Namely M1  · · ·  Mm(diag(z1, . . . ,
zn)) = diag(M(z1), . . . ,M(zn)) for z1, . . . , zn ∈ H2.
For any set T ⊂ SHn denote by BCl(T ) the closure of T with respect to Buse-
mann 1-compactification of SHn. Note that Cl(SHn) ⊂ BCl(SHn). To define the
limit set of  we need the following theorem:
Theorem 5.1. Let γk ∈ Sp(n,R), k = 1, . . . , be a given sequence. Assume that for
Z ∈ SHn the sequence γk(Z), k = 1, . . . , converges to a point P ∈ nSHn. Then
for any W ∈ SHn the sequence γi(W), k = 1, . . . , converges to P .
Proof. Since Sp(n,R) acts transitively on nSHn, there exists γ ∈ Sp(n,R) so
that limi→∞ γ γi(Z) = 0 ∈ fin(nSHn). Hence to prove the lemma it is enough to
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consider the case P = 0. Write γk(Z) = Xk +
√−1Yk, γk(W) = Uk +
√−1Vk for
k = 1, . . . Let AKn and BKn be the cosets in Sp(n,R)/Kn corresponding to Z
and W respectively. The isomorphism 1 : SHn → Yn, given by (2.2), implies that
γkAKn and γkBKn have the representatives
Ak =

Y 12k XkY− 12k
0 Y−
1
2
k


and
Bk =

V 12k UkV − 12k
0 V −
1
2
k


respectively. Clearly ‖B−1A‖2 = σ1(B−1A) = σ1(B−1k Ak) = ‖B−1k Ak‖2. Further-
more
B−1k Ak =

V − 12k Y 12k V − 12k XkY− 12k − V − 12k UkY− 12k
0 V
1
2
k Y
− 12
k

 .
We claim that ‖B−1A‖2 = ‖B−1k Ak‖2  ‖V
1
2
k Y
− 12
k ‖2. The last inequality follows
from the standard inequalities on l2 norms of matrices as follows. For any C ∈
M(2n,R), its operator norm is given by ‖C‖2 = max‖x‖2=‖y‖2=1 |yTCx|. Hence
‖C‖2  maxi,j=1,2 ‖Cij‖2 for C =
(
C11 C12
C21 C22
)
, Cij ∈ M(n,R), i, j = 1, 2. Ob-
serve next
∥∥V 12k ∥∥2 = ∥∥(V 12k Y− 12k )Y 12k ∥∥2  ∥∥V 12k Y− 12k ∥∥2∥∥Y 12k ∥∥2
⇒ ∥∥V 12k Y− 12k ∥∥2  ∥∥V 12k ∥∥2∥∥Y 12k ∥∥−12 .
Hence ‖B−1A‖2  ‖Vk‖
1
2
2 ‖Yk‖
− 12
2 ⇒ ‖Vk‖2  ‖B−1A‖22‖Yk‖2. As ‖Yk‖2 → 0 we
deduce that ‖Vk‖ → 0. Using the above arguments for (1, 2) block of B−1k Ak we
obtain
‖B−1A‖2 
∥∥V − 12k (Xk − Uk)Y− 12k ∥∥2  ∥∥V − 12k (Xk − Uk)∥∥2∥∥Y 12k ∥∥−12 ∥∥V 12k ∥∥−12 ‖(Xk − Uk)‖2∥∥Y 12k ∥∥−12 .
Thus ‖Xk − Uk‖2  ‖B−1A‖2‖Yk‖
1
2
2 ‖Vk‖
1
2
2 for k = 1, . . . Since Xk, Yk, Vk → 0,
we deduce that γk(W) = Uk +
√−1Vk → 0. 
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We remark that Theorem 5.1 does not hold if γk(Z) → P ∈ mSHn :=
−12 (mSDn) for any m ∈ [1, n − 1] ∩ Z. Indeed, let M = diag( 12 , 2) ∈ SL(2,R)
and define γk = Mk  · · ·  Mk︸ ︷︷ ︸
m times
 I2  · · ·  I2︸ ︷︷ ︸
n−m times
∈ Sp(n,R) for k = 1, . . . Then
limk→∞ γk(diag(z1,. . ., zn))= diag(0,. . ., 0, zm+1,. . ., zn) for any diag(z1,. . ., zn)
∈ DHn.
Corollary 5.2. Let γk ∈ Sp(n,R), k = 1, . . . , be a given sequence. Then for any
Z ∈ SHn all the accumulation points of the sequence {γk(Z)}∞1 lie in the Shilov
boundary of SHn if and only if
lim
k→∞ σi(γk) = ∞, i = 1, . . . , n. (5.1)
Proof. Corollary 4.6 implies that γk = O1,k(Dk ⊕ D−1k )O2,k , where O1,k, O2,k ∈
Kn, Dk = diag(σ2n(γk), . . . , σn+1(γk)), for k = 1, . . . Let Z =
√−1In. Then Z is
represented by the coset I2n in Sp(n,R)/Kn. Suppose that a subsequence γki (Z) →
P . Pick up a subsequence {k′i}∞i=1 such that O1,k′i → O ∈ Kn. Then Ok′i γk′i (Z) →
O(P ). Clearly OT1,kγk(Z) =
√−1 diag(σ2n(γk)2, . . . , σn+1(γk)2) for k ∈ N. Thus
γk′i (Z) → P ⇐⇒ limi→∞ σj (γk′i ) = δ2n−j+1  1, j = 1, . . . , n. Then P ∈
nSHn if and only if δn+1 = 0. Thus all the accumulation points of the sequence
{γk(Z)}∞1 lie in nSHn if and only if and only if (5.1) holds. Use Theorem 5.1 to
deduce the corollary. 
Definition 5.3. Let  be a discrete group of Sp(n,R). Then the limit set () is
given by the set BCl((Z)) ∩ nSHn for some Z ∈ SHn.
Theorem 5.1 implies that the definition of () is independent of the choice of
Z ∈ SHn as in the case of Fuchsian groups. Corollary 5.2 gives a necessary and suffi-
cient conditions for  so that() /= ∅. For a Fuchsian group  the limit set() /=
∅ if and only if  is infinite. For n > 1 there exist infinite  for which () = ∅. In-
deed, let 1, . . . ,n be Fuchsian groups, where 1 is finite and 2, . . . ,n infinite.
Then the above arguments show that (1  · · ·  n) = ∅.
An element γ ∈ Sp(n,R) is called hyperbolic if it does not have eigenvalues on
the unit circle, i.e. spec1(γ ) = ∅.
Proposition 5.4. Let γ ∈ Sp(n,R) be hyperbolic. Then γ is conjugate in Sp(n,R)
to
γ˜ =
(
C 0
0 (CT)−1
)
, C ∈ GL(n,R), spec1−(γ˜ ) = spec(C). (5.2)
Proof. Corollary 4.4 yields that P1−(γ )R2n and P1+(γ )R2n are Lagrangian sub-
spaces. Pick bases e1, . . . , en and f1, . . . , fn in the above Lagrangian subspaces such
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that such that e1, . . . , en, f1, . . . , fn is a symplectic base of R2n. Let e1, . . . en,
f1, . . . , fn be the columns of T . Then T ∈ Sp(n,R) and γ˜ has the block diagonal
form diag(C,C′), where C,C′ ∈ M(n,R). As diag(C,C′) is symplectic we deduce
that C′ = (CT)−1. As C represents the restriction of γ to P1−(M)R2n. Hence the
last equality of (5.2) holds. 
Lemma 5.5. Let γ ∈ Sp(n,R) be hyperbolic. Then there exist two distinct fixed
points ξ+(γ ), ξ−(γ ) ∈ nSHn of γ such that
lim
k→∞ γ
k(Z) = ξ+(γ ), lim
k→∞ γ
−k(Z) = ξ−(γ ), for all Z ∈ SHn. (5.3)
Proof. Without loss of generality we may assume that γ is equal to γ˜ given in (5.2).
Then γ˜ k(Z) = CkZ(CT)k for k ∈ Z. As all the eigenvalues of C are in the open
unit disk, we deduce limk→∞ Ck = 0. Hence the first equality of (5.3) holds with
ξ+(γ˜ ) = 0. Observe next that γ˜−1 = Jnγ˜ TJ−1n . Hence the second equality of (5.3)
holds with ξ−(γ ) = Jn(0). 
For n = 1 the hyperbolic element γ ∈ SL(2,R) has exactly two fixed points in the
closure of H2 which are located on the boundary. For n > 1 a hyperbolic element can
have more then two fixed points in BCl(SHn). Indeed, let γ1, . . . , γn ∈ SL(2,R)
be n hyperbolic elements so that the set {ξ+(γ1), ξ−(γ1), . . . , ξ+(γn), ξ−(γn)} is a
set of 2n distinct real points. Let γ = γ1  · · ·  γn ∈ Sp(n,R). Then the follow-
ing 2n points are fixed points of γ : diag(ξ±(γ1), . . . , ξ±(γn)) ∈ fin(nSHn). With
some effort one can show that such γ has exactly 2n fixed points in BCl(SHn). Note
that
ξ+(γ ) = diag(ξ+(γ1), . . . , ξ+(γn)), ξ−(γ ) = diag(ξ−(γ1), . . . , ξ−(γn)).
It is possible to show that a hyperbolic transformation has at most 2n isolated fixed
points in BCl(SHn). It may happen that a hyperbolic transformation has less than
2n isolated points. In [12] we show that for n = 2 any hyperbolic transformation
has either 2, 3 or 4 isolated fixed points in 2SH2 or two isolated fixed points and a
closed connected real one-dimensional variety of fixed points ∼S1 in 2SH2.
Denote by h the set of all hyperbolic elements in . Assume that γ ∈ h. Then
ξ±(γ ) ∈ (). As αγα−1 ∈ h for any α ∈  it follows that α(ξ±(γ )) ∈ ().
Definition 5.6. Let  be a discrete subgroup of Sp(n,R). Then
h() = BCl(∪γ∈h{ξ+(γ ), ξ−(γ )}).
h() is a closed -invariant subset of (). If  is a nonelementary
Fuchsian group then h() = (). Moreover h() is an uncountable perfect
set [4]. An analog of a nonelementary Fuchsian group is a discrete Zariski dense
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subgroup  ⊂ Sp(n,R). Since Sp(n,R) is a simple Lie group, the results of Golds-
heid–Margulis [14] yields that any Zariski dense subgroup of Sp(n,R) contains
hyperbolic elements. The following theorem is closely related to the lemma in [5,
Lemma 3.6]:
Theorem 5.7. Let  ⊂ Sp(n,R) be a discrete Zariski dense subgroup. Let T be
a closed -invariant subset of BCl(SHn). Then T contains h(). Furthermore,
h() is a perfect set.
Proof. By conjugating  by an element in Sp(n,R), we may assume that  has an
element γ˜ of the form (5.2). Let W ∈ BCl(SHn)\fin(SHn). Consider the projec-
tive model SPHn. Then W is presented by the following representative: W1 =
(
A
B
)
,
detB = 0. That is, W1 is located on algebraic variety of G(2n, n,R). As  is Zariski
dense in Sp(n,R), there exists α ∈  such that V = α(W) ∈ Cl(SHn). Assume that
T is -invariant set. The above argument show that there exists V ∈ T ∩ Cl(SHn).
Then γ˜ k(V ) → 0 = ξ+(γ˜ ). Since T is closed 0 ∈ T . Hence ξ±(β) ∈ T for any β ∈
h. Thus T ⊃ h(). To show that h() is a perfect set we must show that h()
does not contain isolated points. Assume to the contrary that η ∈ h() is an isolat-
ed point. From the definition of h() it follows that η = ξ+(α) for some α ∈ h.
Without a loss of generality we may assume that η = ξ+(γ˜ ) = 0. As Zariski dense,
there exists β ∈  such that 0 /= β(0) ∈ fin(nSHn). Then γ˜ k(β(0)), k = 1, . . . , is a
sequence of pairwise distinct points in h() which converges to 0, contrary to our
assumption. 
We do not know if () = h() for any Zariski dense subgroup  and n > 1.
Let () be the open set of the Shilov boundary of SHn on which  acts properly
discontinuously. (() may be an empty set.)
Definition 5.8. Let  be a discrete subgroup of Sp(n,R). Denote by d() the
smallest closed set in the Shilov boundary of SHn such that  acts properly discon-
tinuously on the complement of d() in the Shilov boundary of SHn (()).
d() is a closed -invariant set of nSHn. For a Fuchsian (Kleinian) group
d() = ().
Lemma 5.9. Let  ⊂ Sp(n,R) be a discrete group. Then () ⊂ d().
Proof. Clearly, it is enough to consider the case where () /= ∅. Assume that
γk(Z) → P ∈ (), where γk ∈ , k = 1, . . . and Z ∈ SHn. Assume that γk is of
the form as in the proof of Corollary 5.2. By choosing a subsequence of γk, k =
1, . . . , we may assume that O1,k → O1,O2,k → O2. Use the proof of Corollary 5.2
to deduce that P = O1(0). Let W = O−12 (0) ∈ nSHn. Use the proof of Corollary
5.2 again to conclude that γk(O−12 (0)) → O1(0). 
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It is not difficult to find simple examples for which () /= d(). Let
α = diag( 12 , 2) ∈ SL(2,R), γ = α  α ∈ Sp(2,R) and  = 〈γ 〉. Then () ={0, J2(0)}. In [12] it is shown that γ has a curve of fixed points F ⊂ 2SH2, which
belongs to d(). Hence () is strictly contained in d().
The structure of () is closely related to the fundamental domains of  in Yn =
Sp(n,R)/Kn. We consider here the Dirichlet domains. Fix p ∈ [0,∞] and A ∈ Yn.
Let
Dp(A,) := {B ∈ Yn : dp(B, γA) − dp(B,A)  0, γ ∈ }. (5.4)
Let D˜p(A,) := BCl(Dp(A,)) ∩ nSHn. If D˜p(A,) has an open interior (rel-
ative to the Shilov boundary) then it belongs to (). Since the compact strata of
the Busemann 1-boundary is the Shilov boundary it is natural to choose p = 1. In
(5.4) let B converge to ξ in the compact strata of the Busemann 1-boundary. Use the
definition of Busemann 1-function to obtain with the reference point A
D˜1(A,) = {ξ ∈ nSHn : bξ,1(γA)  0, γ ∈ }. (5.5)
See Proposition 4.8 for the simple formula for bξ,1(B).
6. Patterson–Sullivan measures
LetS ⊂ Sp(n,R) be a countable discrete set. (S has no accumulation points in
Sp(n,R).) Assume furthermore that S is symmetric, i.e. γ ∈S ⇐⇒ γ−1 ∈S.
(We assume that an empty set is a symmetric set.) Fix A,B ∈ Sp(n,R)/Kn and
p ∈ [1,∞]. For r > 0 let
Np(S, r, A,B) = #{γ ∈S : dp(A, γB) < r}
be the p-orbital counting function [21]. Taking in account the properties of dp(·, ·)
given in [11], the fact that ‖x‖p, x ∈ Rm is a decreasing function of p, p  1, we
deduce in a straightforward manner that
Np(S, r, A,B) = Np(S, r, B,A),
Np(S, r, A,B)  Np(S, r + dp(A,C), C,B),
NS,p1(r, A,B)  Np2(S, r, A,B), 1  p1  p2,
N∞(S, r, A,B)  Np(S, (2n)
1
p r, A,B).
Hence, the p-Poincaré exponent: δp(S) := lim supr→∞ logNp(S,r,A,B)r , is indepen-
dent of the choices A,B. Note that δp(∅) = −∞ and δp(S) = 0 ifS is a nonempty
finite set for all p ∈ [1,∞]. The associated Poincaré series is
gs,p(S, A, B) :=
∑
γ∈S
e−sdp(A,γB), s > 0. (6.1)
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Assume that S is infinite. Then δp(S)  0 and g0,p(S, A, B) = ∞. Assume that
0 < δp(S) < ∞. It is straightforward to show that the Poincaré series converges
for s > δp(S) and diverges for s < δp(S) [21]. If the Poincaré series diverges for
s = δp(S) then S is called of p-divergence type. Otherwise, S is called of p-
convergence type. (The divergence (convergence) type of S depends only on the
value of p.) The construction of the family of PS measures is straightforward for
infinite discrete symmetric sets S of divergence type. In what follows B is kept
fixed while A may vary. Let
µS,s,A,p = 1
gs,p(S, B, B)
∑
γ∈S
e−sdp(A,γB)γB, s > 0. (6.2)
Here B denotes the Dirac measure on Yn at the point B. Then µS,s,A,p is a finite
measure on Yn. Identify Yn with SHn. We view µS,s,A,p as a finite measure on
BCl(SHn). Let {sm}∞1 be a strictly decreasing sequence which converges to δp().
The Helly selection principle states that we can find a subsequence {mk}∞k=1 so that
the sequence of measures µS,smk ,A,p converges weakly to a finite measure µS,A,p.
The assumption thatS was of divergence type implies straightforward
suppµS,A,p ⊂ BCl(S(B)) ∩ BCl(SHn). (6.3)
LetMS,A,p be the family of all measures µS,A,p obtained by considering all weakly
convergent subsequences of {µS,sm,A,p}∞m=1. IfS is of p-convergent type, then one
has to modify the definition of the Poincaré series (6.1) and induced measures (6.2)
as in [23].
Lemma 6.1. LetS ⊂ Yn be an infinite discrete set. Assume that 0 < δp(S) < ∞
andS be of p-convergent type. Then there exists a continuous nondecreasing func-
tion hp : [0,∞) → [0,∞) with the following properties:
(a) For any A,B ∈ Yn the series ∑γ∈S e−sdp(A,γB)hp(edp(A,γB)) converges for
s > δp(S) and diverges for s = δp(S).
(b) For a given 
 > 0 there exists r
 > 0 so that for r > r
, t > 1, hp(rt) < t
hp(r).
Proof. Fix A,B ∈ Yn. Use the construction of h in [21, Lemma 3.1.1] to construct
hp, using the metric dp(·, ·), which satisfies properties (a) and (b). Use property (b)
to deduce that the convergence and the divergence of the series in (a) do not depend
on the choice of A,B ∈ Yn. 
Let S be an infinite discrete set of p-convergent type. Let hp(·) be the function
defined in Lemma 6.1. Set
g∗s,p(S, A, B) :=
∑
γ∈S
e−sdp(A,γB)hp(dp(A, γB)), s > 0, (6.4)
µS,s,A,p = 1
g∗s,p(S, B, B)
∑
γ∈S
e−sdp(A,γB)hp(dp(A, γB))γB, s > 0.
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ThenMS,A,p is the family of all measures µS,A,p obtained by considering all weak-
ly convergent subsequences {µS,sm,A,p}∞m=1, where {sm}∞1 is a strictly decreasing
sequence which converges to δp(). Clearly, (6.3) holds. Note that if a subsequence
{µS,sm,A,p}∞m=1 converges weakly for A = A0 then this sequence converges weakly
for any A ∈ Sp(n,R)/Kn [21]. Hence each µS,A,p represents a family of measures,
which depends on a parameter A.
For a measurable set T ⊂ Yn denote by vol(T ) the volume of T with respect to
the Haar measure on Yn, induced by the by the Riemannian metric ‖A‖2 on TIYn.
Let  ⊂ Sp(n,R) be an infinite discrete group. Then M,A,p is the set of PS mea-
sures. We claim that δp()  vn,p < ∞ for any p ∈ [1,∞]. The constant vn,p is the
volume growth of p-balls in Yn: Let Bn,p(A, r) = {B ∈ Yn : dp(A,B) < r} be the
open p-ball of radius r > 0 for any p ∈ [1,∞]. Then
vn,p := lim sup
r→∞
log vol(Bn,p(A, r))
r
, p ∈ [1,∞].
Clearly, vn,p is independent of A ∈ Yn. In what follows we use the standard notation
f  g, for two positive functions f (r), g(r) defined on (t,∞), if
0 < lim inf
r→∞
f (r)
g(r)
 lim sup
r→∞
f (r)
g(r)
< ∞.
Proposition 6.2. For n > 1, there exists a constant κn > 0, such that for p ∈ [1,∞]
and r > 0
vol(Bn,p(I, r)) = κn
∫
log y∈n,p(r)
∏
1i<jn
(yiyj − 1)(yi − yj )
yiyj
×
∏
1in
(y2i − 1)
y2i
dy1 · · · dyn,
n,p(r) :=
{
x = (x1, . . . , xn) ∈ Rn : 0  xn  · · ·  x1, ‖x‖p < 2
p−1
p r
}
.
(6.5)
In particular
vn,1 = n  vn,p  vn,∞ = n(n + 1). (6.6)
Proof. Recall that Stab(
√−1In) = Kn. Furthermore, for each Z ∈ SHn there ex-
ists O ∈ Kn such that O(Z) =
√−1 diag(y1, . . . , yn) with y1  y2  · · ·  yn  1
such that σi(φ1(O(Z))) = σi(φ1(Z)) = √yi for i = 1, . . . , n. Assume that y1 >
y2 > · · · > yn > 1. Then the stabilizer of φ1(
√−1 diag(y1, . . . , yn)) is a finite
group of diagonal matrices D2n ∩ Kn. Let Rn := {y = (y1, . . . , yn)T ∈ Rn : y1 
y2  · · ·  yn  1}. Then up to a zero measure we have the decomposition
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SHn ∼ Kn/(D2n ∩ Kn) × Rn, (6.7)
U + √−1V = O(diag(y1, . . . , yn)), O ∈ Kn, (y1, . . . , yn) ∈ Rn.
With respect to the above decomposition the ball Bn,p(I, r) is identified with {y =
ex : x ∈ n,p(r)}. Recall [27] that the Riemannian metric on the tangent bundle of
SHn is given by
ds2 = trace(V −1 dUV −1 dU + V −1 dVV −1 dV ), U, V ∈ Sym(n,R),
U + √−1V ∈ SHn.
We compute ds2 for U = 0, V = Y = diag(y1, . . . , yn) using (6.7). Recall that the
Lie algebra of Kn is given by(
A B
−B A
)
, −AT = A = (aij )n1, BT = B = (bij )n1 .
A straightforward computation shows
dU = dB − Y (dB)Y, dV = (dA)Y − Y dA + dY,
ds2 = 2
∑
1i<jn
(yiyj − 1)2(dbij )2 + (yi − yj )2(daij )2
yiyj
+
∑
1in
(y2i − 1)2(dbii)2 + (dyi)2
y2i
.
Hence the volume element is
dω = 2n(n+1)
∏
1i<jn
(yiyj − 1)(yi − yj )
yiyj
∏
1in
y2i − 1
y2i
×
∏
1i<jn
daij
∏
1ijn
dbij
∏
1in
dyi.
Integrate the above expression over Kn/(D2n ∩ Kn) ×n,p(r) to deduce (6.5). As
‖x‖p is a decreasing function of p we deduce that Bn,p(I, r) are increasing set in p
for any fixed values of n and r . Hence vn,p are increasing functions in p ∈ [1,∞]
for any integer n > 1. We first estimate vn,∞ from above. Clearly
∏
1i<jn
(yiyj − 1)(yi − yj )
yiyj
∏
1in
y2i − 1
y2i
<
∏
1i<jn
(yi − yj ) <
∏
1in
yn−ii ,
y ∈ Rn,∫
1ynyn−1···y1e2r
∏
1in
yn−ii dy1 · · · dyn  en(n+1)r .
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The definition of vn,∞, (6.5) and the above inequalities yield vn,∞  n(n + 1). Fix

 > 0 and letn,p,
(r) := {x ∈ n,∞(r) : 
  xn, xi + 
  xi+1, i = 1, . . . , n −
1}. A straightforward argument show that∫
log y∈n,∞,
 (r)
∏
1i<jn
(yiyj − 1)(yi − yj )
yiyj
∏
1in
(y2i − 1)
y2i
dy1 · · · dyn

∫
log y∈n,∞,
 (r)
∏
1in
yn−ii dy1 · · · dyn  en(n+1)r  en(n+1)r .
Hence vn,∞ = n(n + 1). Similar arguments show that vn,1 = n. 
Recall that  ⊂ Sp(n,R) is called a lattice if  is discrete and vol(SHn/) < ∞.
The Siegel modular group Sp(n,Z) is a lattice. The volume estimate for discrete
groups and lattices [21] and [1] combined with Proposition 6.2 yield:
Theorem 6.3. Let  ⊂ Sp(n,R) be a discrete group. Then δp()  vn,p. Assume
that  is a lattice. Then δp() = vn,p and  is of divergence type.
Definition 6.4. Let  < Sp(n,R) be a discrete group and n > 1. Then  is called
p-regular if for any µ ∈M,A,p suppµ ⊂ ().
We are interested in conditions which insure that for a given p ∈ [1,∞]  is
p-regular. For a fixed t  0 let
Sp(n,R)t := {γ ∈ Sp(n,R) : σn(γ )  et }, t :=  ∩ Sp(n,R)t .
Definition 6.5. Let  < Sp(n,R) be a discrete group. Then  is called p-strongly
regular if for any t  0: δp(t ) < δp().
Lemma 6.6. Let  ⊂ Sp(n,R) be a p-strongly regular discrete subgroup of
Sp(n,R) for some p ∈ [1,∞]. Then δp() > 0, () /= ∅, and suppµ ⊂ () for
every µ ∈M,A,p.
Proof. Since I ∈  it follows that t /= ∅. Hence 0  δp(t ) < δp(). Moreover,
 contains a sequence {γk}∞1 which satisfies the condition (5.1). Hence () /= ∅.
Assume first that  is of divergence type. Fix t > 0. Let
µ,s,A,p,t = 1
gs,p(, B, B)
∑
γ∈t
e−sdp(A,γB) γB, s > δp().
Then for any sequence sm ↘ δp() µ,sm,p,t → 0. Corollary 5.2 and Theorem 5.1
yield that for any µ ∈M,A,p suppµ ⊂ (). Similar arguments apply if  is of
p-convergence type. 
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Lemma 6.7. Let  be a lattice in Sp(n,R). Then  is strongly regular.
Proof. Fix t > 0. Let vn,p,t be the volume growth of B(A, r) ∩ Sp(n,R)t . Observe
that B(A, r) ∩ Sp(n,R)t has the decomposition (6.7) with {y = ex : x ∈ n,p(r),
xn  t}. Use the arguments of the proof of Proposition 6.2 to deduce that vn,p,t <
vn,p. As is a lattice the volume estimates yield δ(t ) = vn,p,t < vn,p = δp(). 
Note that our results for lattices are analogous to the results of [1]. As in [1, Sec-
tion 4], recent results of Benoist [5] imply the existence of many discrete
Zariski dense subgroups  of Sp(n,R) which are p-regular for any p ∈ [1,∞]. Let
H() ⊂ R2n be the set of rays spanned by all limit directions of the sequences
log σ(γk)
‖ log σ(γk)‖2 , γk ∈ , k = 1, . . . , limk→∞‖ log σ(γk)‖2 = ∞.
As log σ(γ ) = − log σ(γ ) for any γ ∈ Sp(n,R) we deduce the −H() = H(). It
is shown in [5] that if  is a Zariski dense subgroup in Sp(n,R) then H() is a
closed convex cone in R2n. Clearly, this cone can be identified with a subcone of
Rn+ (the cone of all nonnegative vectors in Rn). Benoist shows that for any closed
convex coneK ⊂ Rn+ there exists a Zariski dense subgroup  ⊂ Sp(n,R) such that
PH() =K, where P : R2n → Rn is the projection given by P(x1, . . . , x2n)T =
(x1, . . . , xn)T.
Definition 6.8. A discrete subgroup  ⊂ Sp(n,R) is called generic if  is Zariski
dense in Sp(n,R) and any nonzero vector x ∈ H() has nonzero coordinates.
Proposition 6.9. Let  be a generic subgroup of Sp(n,R). The  is p-regular for
any p ∈ [1,∞].
Proof. As  is generic, we easily deduce that the set t is a finite set for any t  0.
The arguments of the proof of Lemma 6.6 yield that suppµ ⊂ () for any µ ∈
M,A,p. 
Theorem 6.10. Let  be a discrete Zariski dense subgroup of Sp(n,R). Then
δp() > 0 for any p ∈ [1,∞].
Proof. The results of Tits [29] (see also the results on Schottky groups in [5]) imply
that  contains a free subgroup ′ on k  2 generators such that ′ is Zariski dense
in Sp(n,R). Fix p ∈ [1,∞]. Clearly, δp(′)  δp(). We use the results in [10] to
show that δp(′) > 0. From here until the end of the proof we refer by numbers to
the displayed formulas, theorems and corollaries in [10]. Let γ1, . . . , γk be a minimal
set of generators of ′. Associate with these generators a subshift S of finite type
on 2k letters 1, . . . , 2k. Here the letter i ∈ [1, k] corresponds to the generator γi and
the letter j ∈ [k + 1, 2k] ∩ Z corresponds the generator γj := γ−1j−k .S is the set of
reduced infinite words
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w = γi1γi2 . . . , ij ∈ [1, 2k] ∩ Z, j = 1, . . . ,|ij − ij+1| /= k, j = 1, . . . , (6.8)
S is a compact topological space respect to product topology. Let τ :S→S be
the shift map given by τ(w) = γi2γi3 . . .. Let wm = γ11 . . . γim be a reduced word
of length m. Then C(wm) ⊂S is the set of all infinite words in S which start
with wm. Define the function φm :S→ R+ by assuming that φm is constant on
each C(wm) and its value is equal to dp(I, wm) which is denoted by φm(wm). As
Sp(n,R) acts as a subgroup of isometries with respect to the metric dp(·, ·) on
Sp(n,R)/Kn, we deduce that the family {φm}∞1 satisfies the conditions (0.1). Since
′ is discrete the condition (0.2) holds. Hence the sequence {φm}∞1 defines a metric
d :S×S→ R+ given by (0.3). Let δ(φ) be the Hausdorff dimension of S with
respect to d . Observe next that κ(φ) defined in (1.12) of is equal to δp(′). Theorem
1.14 yields δp(′)  δ(φ). Let E be the set of ergodic measures onSwith respect to
τ . For ν ∈ E one can define the ν-Hausdorff dimension of E denoted by δ(ν, φ). By
the definition δ(ν, φ)  δ(φ). Theorem 2.4 and Corollary 2.6 yield δ(ν, φ) = h(ν)
α(ν)

h(ν)
α1(ν)
. Here h(ν) is the entropy of ν and
α1(ν) =
2k∑
j=1
dp(I, γj )ν(C(γj ))  max
1j2k
dp(I, γj ).
Note that for any nontrivial γ ∈ ′, dp(I, γ ) > 1. Otherwise γ ∈ Kn and 〈γ 〉 is a
discrete, hence a finite subgroup of Kn. This contradicts the freeness of ′. Let νP
be the equidistributed measure given by νP (C(wm)) = 12k(2k−1)m−1 for m ∈ N. Then
Corollary 2.10 yields
δp(
′)  δ(φ)  δ(νP , φ) 
log(2k − 1)
α1(νP )
, α1(νP ) = 12k
2k∑
j=1
dp(I, γj )
and the theorem follows. 
In [10] we show that for a Kleinian Schottky group  we have equalities κ(φ) =
δ(φ) = supν∈E h(ν)α(ν) . It is an interesting problem if the above equalities hold for a
generic subgroup  ⊂ Sp(n,R). Theorem 6.10 can be considered as a generaliza-
tion of the result of Beardon [3] that the Hausdorff dimension of a nonelementary
Kleinian group is positive (see [10, Eq. (4.1)]).
Corollary 6.11. Let  be a generic subgroup of Sp(n,R). Then  is strongly
p-regular for any p ∈ [1,∞].
Proof. As t is a finite set δp(t ) = 0. Theorem 6.10 implies that δp() > 0. 
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In what follows we restrict our attention to p = 1. Recall that Busemann 1-com-
pactification of Yn gives the compactification of SHn as a bounded domain. In view
of Corollary 4.9 we identify the compact strata of the Busemann 1-boundary of Yn
with the Shilov boundary of SHn. Let  be a discrete subgroup of Sp(n,R). By
abuse of notation we view () as a closed subset of 1Yn. Use the definition of
the Busemann functions and the standard arguments for PS measure as in [1,21] to
obtain:
Theorem 6.12. Let  be a discrete 1-regular subgroup of Sp(n,R). Choose a family
of PS measures µX ∈M,X,1 depending on a parameter X ∈ Yn. Then
(a) γ ∗µX = µγ−1(X) for γ ∈ ;
(b) dµXdµX0 (ξ) = −δ1()bξ,1(X) for any ξ ∈ (), where bξ,1 is computed for the
reference point X0.
7. Modified Patterson–Sullivan measures
In this section we assume that () /= ∅. We suggest here another definition
of the PS measures M˜,A,p so that suppµ ⊂ () for any µ ∈ M˜,A,p. For any
subgroup G ⊂ Sp(n,R) let Gt := G\Sp(n,R)t . The assumption () /= ∅ yields
that t is an infinite set for any t  0. We now consider families Mt ,A,p. Clearly,
suppµ ⊂ BCl(t (B)) for any µ ∈Mt ,A,p. Let M˜,A,p be the set of weak limits
of measures in Mt ,A,p as t → ∞. Note that each µ ∈Mt ,B,p is a probability
measure on BCl(SHn). Hence M˜,B,p is a set of probability measures which is sup-
ported on (). Thus M˜,A,p is a set of positive finite measures which is supported
on ().
Proposition 7.1. Assume that  is strongly p-regular. If  is of p-divergence type
then for each t  0,Mt ,A,p =M,A,p. In particular M˜,A,p =M,A,p. Assume
that  is of p-convergence then for each t  0 it is possible to chooseMt ,A,p to be
equal toM,A,p. For these choices M˜,A,p =M,A,p.
Proof. Assume first that  is of p-divergence type. Then t is of p-divergence type.
The arguments of the proof of Lemma 6.6 imply the equality Mt ,A,p =M,A,p.
Assume that  is of convergence type. Fix the function hp : R+ → R+ such that
the series g∗s,p(, A, B) given by (6.4) diverges for s = δp(). For t  0 choose
hp,t = hp. Then the series g∗s,p(t , A, B) diverges for s = δp() and converges for
s > δp(). For this choice of hp,t ,Mt ,A,p =M,A,p. 
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Let δ¯p() = lim supt→∞ δp(t ) and δp() = lim inft→∞ δp(t ). We conjecture
that for any , () /= ∅ each µX ∈ M˜,X,p is a β density:
dµX
dµX0
(ξ) = e−βbξ,1(X), ξ ∈ (), β ∈ [δ1(), δ¯1()].
Theorem 7.2. Let be a discrete Zariski dense subgroup of Sp(n,R). Then δp() >
0 for any p ∈ [1,∞].
Proof. We use the notations and the results of the proof of Theorem 6.10. Consider
the free Zariski dense group ′ on k > 1 generators, the associated subshift of finite
type S on 2k letters and an ergodic measure ν ∈ E. With each infinite reducible
word w ∈S of the form (6.8) we associate the matrix cocycle A(w,m) = wm =
γi1 . . . γim ∈ Sp(n,R). One can view A(w,m) as a random product of m matrices
from the set {γ1, . . . , γ2k} with respect to the stationary measure ν. The fundamental
result of Oseledets [22] claims that
lim
m→∞
log σi(wm)
m
= λi(w, ν), i = 1, . . . , 2n (7.1)
for almost all w ∈Swith respect ν. Since′ ⊂ Sp(n,R) we deduce that λi(w, ν) =
−λ2n+1−i (w, ν) for i = 1, . . . , 2n. As ν is ergodic we obtain λi(w, ν) = λi(ν), i =
1, . . . , 2n are ν-Lyapunov exponents of ′. Since Sp(n,R) is a simple group, the
fundamental result of Goldsheid–Margulis [14] claims that all the ν-Lyapunov ex-
ponents are simple:
λ1(ν) > · · · > λn(ν) > λn+1(ν) > · · · > λ2n(ν).
As λn+1(ν) = −λn(ν) we deduce that λn(ν) > 0. That is, for a.a. w with respect to ν
σn(wm)  emλn(ν). The arguments of the proofs of Theorem 2.4 and Corollary 2.6 in
[10] imply that δp((′)t )  δ(φ)  δ(ν, φ) for any t  0. Hence δp(′)  δ(φ) 
δ(ν, φ). Choose ν = νp to deduce that δp()  δp(′)  δ(νp, φ) > 0. 
8. Critical exponent
We now define the critical exponent for the action of  on the Shilov boundary
nSHn as it done for Kleinian groups [6, Eq. (1.1)]. As in Proposition 4.8 we identify
ξ with a unit vector inR(
2n
n ) in the one-dimensional subspace ∧n ⊂ R(2nn ). Note that
ξ is determined up to a sign. Then
dist(ξ, η) := min(‖ξ − η‖2, ‖ξ + η‖2), ξ, η ∈ nSHn.
Definition 8.1. A discrete group  ⊂ Sp(n,R) is called a Siegel group, if n > 1,
() /= ∅ and d() is strictly contained in the Shilov boundary of SHn.
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Note that the Siegel modular group Sp(n,Z) is a lattice in Sp(n,R). It can be
shown that (Sp(n,Z)) is the Shilov boundary of SHn. Hence Sp(n,Z) is not a
Siegel group. It is not difficult to show that if i ∈ SL(2,R) are Schottky Fuchsian
groups for i = 1, . . . , n then  := 1  · · ·  n < Sp(n,R) is a Siegel group. The
critical exponent 
(, ξ) of the Siegel group  is defined as

(, ξ) := inf
{
s > 0 :
∑
γ∈
dist(γ (ξ),d())s
}
, ξ ∈ (). (8.1)
It seems that 
(, ξ) does not depend on ξ ∈ (). The interesting question is how

(, ξ) is related to δ1().
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