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Abstract— This paper considers linear transceiver design
for downlink multiuser multiple-input multiple-output (MIMO)
systems. We examine different transceiver design problems. We
focus on two groups of design problems. The first group is the
weighted sum mean-square-error (WSMSE) (i.e., symbol-wise or
user-wise WSMSE) minimization problems and the second group
is the minimization of the maximum weighted mean-square-
error (WMSE) (symbol-wise or user-wise WMSE) problems.
The problems are examined for the practically relevant scenario
where the power constraint is a combination of per base station
(BS) antenna and per symbol (user), and the noise vector of
each mobile station is a zero-mean circularly symmetric complex
Gaussian random variable with arbitrary covariance matrix. For
each of these problems, we propose a novel downlink-interference
duality based iterative solution. Each of these problems is solved
as follows. First, we establish a new mean-square-error (MSE)
downlink-interference duality. Second, we formulate the power
allocation part of the problem in the downlink channel as a
Geometric Program (GP). Third, using the duality result and the
solution of GP, we utilize alternating optimization technique to
solve the original downlink problem. For the first group of prob-
lems, we have established symbol-wise and user-wise WSMSE
downlink-interference duality. These duality are established by
formulating the noise covariance matrices of the interference
channels as fixed point functions. On the other hand, for the
second group of problems, we have established symbol-wise and
user-wise MSE downlink-interference duality. These duality are
established by formulating the noise covariance matrices of the
interference channels as marginally stable (convergent) discrete-
time-switched systems. The proposed duality based iterative
solutions can be extended straightforwardly to solve many other
linear transceiver design problems. We also show that our MSE
downlink-interference duality unify all existing MSE duality.
In our simulation results, we have observed that the proposed
duality based iterative algorithms utilize less total BS power than
that of the existing algorithms.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) is a promising
technique to exploit the spectral efficiency of wireless chan-
nels. This spectral efficiency can be exploited by applying
signal processing at the transmitter (precoder) and receiver
(decoder). Signal processing is performed to meet a certain
design criterion. It is well known that most practically relevant
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design problems such as weighted sum rate maximization,
rate or signal-to-interference-plus-noise-ratio (SINR) balanc-
ing and rate or SINR constrained power minimization can
be equivalently expressed as mean-square-error (MSE) based
problems (see for example [1]). Because of this, the current
paper examines MSE-based problems. In general, the uplink
channel MSE-based problems are better understood than those
of the downlink channel. Due to this fact, most literatures
focus on solving the downlink MSE-based problems. The
downlink MSE-based problems can be solved by direct ap-
proach as in [2], [3] or by uplink-downlink duality approach
as in [4]–[6].
For a given downlink channel system model and its MSE-
based problem, the idea behind uplink-downlink duality is first
to create the virtual uplink channel by exchanging the roles
of the transmitter and receiver, and then to enable the pre-
coder/decoder transformation from uplink to downlink channel
and vice versa by ensuring the same MSE in both channels.
Once these two tasks are performed, the downlink MSE-
based problems are examined as follows: When the global
optimality of the dual uplink channel MSE-based problem is
guaranteed, the duality approach simply transfers the optimal
uplink channel precoder/decoder pairs from uplink to downlink
channel (see for example the sum MSE minimization problem
in [5]). When the global optimal solution of the dual uplink
channel MSE-based problem can not ensured, the duality
approach examines the downlink MSE-based problems by
iteratively switching between the uplink and downlink channel
problems (see for example the problems in [7]).
Several MSE-based problems have been examined by dual-
ity approach [4]–[8]. However, the duality of these papers are
able to solve total BS power constrained MSE-based problems
only. In a practical multi-antenna base station (BS) system,
the maximum power of each BS antenna is limited [9]. In
some scenario allocating different powers to different users
(symbols) according to their priority or protection level has
some interest. This motivates [10] to solve (robust) sum MSE-
based problems with per antenna, user and symbol power
constraints by duality approach. However, since the problems
in [10] allocate the same MSE weight to all symbols (users),
[10] ignores priority and fairness issues in terms of MSE.
In a multimedia communication, different types of in-
formation (for example, audio and video information) can
be sent to a user (all users) simultaneously [11], [12]. In
such a scenario, for successful transmission, more priority
(power) could be given to symbols (users) corresponding to
ar
X
iv
:1
31
1.
64
30
v1
  [
ma
th.
OC
]  
25
 N
ov
 20
13
2the video information. Thus, for this scenario, the design
criteria may incorporate fairness/priority and power constraints
for each symbol (user). On the other hand, examining com-
bined (per antenna and symbol (user)) power constraints
may have practical interest (for example in network MIMO).
For these reasons, the current paper generalizes the work of
[10] by incorporating both symbol-wise and user-wise MSE
fairness/priority, and combined (i.e., per antenna and symbol
(user)) power constraints. We examine the following problems:
Minimization of symbol-wise weighted sum mean-square-
error (WSMSE) constrained with per BS antenna and symbol
powers (P1), minimization of user-wise WSMSE constrained
with per BS antenna and user powers (P2), minimization
of the maximum symbol-wise weighted mean-square-error
(WMSE) constrained with per BS antenna and symbol powers
(P3) and minimization of the maximum user-wise WMSE
constrained with per BS antenna and user powers (P4). Each
of these problems is examined for the scenario where the
noise vector of each mobile station (MS) is a zero-mean
circularly symmetric complex Gaussian (ZMCSCG) random
variable with arbitrary covariance matrix.
To the best of our knowledge, the problems P1 - P4 are
non-convex. Furthermore, duality based solutions for these
problems with our noise covariance matrix assumptions are
not known. In the current paper, we propose duality based
iterative solutions to solve the problems. Each of these prob-
lems is solved as follows. First, we establish a new MSE
downlink-interference duality. Second, we formulate the power
allocation part of the problem in the downlink channel as
a Geometric Program (GP). Third, using the duality result
and the solution of GP, we utilize alternating optimization
technique to solve the original downlink problem. For the
problems P1 and P2, the duality are established by for-
mulating the noise covariance matrices of the interference
channels as fixed point functions. For these two problems, the
noise covariance matrices of the dual interference channels
are computed by modifying the approach of [10] to P1 and
P2 of the current paper. On the other hand, for the problems
P3 and P4, the duality are established by formulating the
noise covariance matrices of the interference channels as new
marginally stable (convergent) discrete-time-switched systems.
The proposed duality based iterative solutions can be extended
straightforwardly to solve many other linear transceiver design
problems. We also show that our MSE downlink-interference
duality unify all existing MSE duality. In our simulation
results, we have observed that the proposed duality based
iterative algorithms utilize less total BS power than that of
the existing algorithms. The main contributions of the current
paper can thus be summarized as follows:
1) To solve the problems P1 and P2, we have established
WSMSE downlink-interference duality by formulating
the noise covariance matrices of the interference chan-
nels as fixed point functions. These noise covariance
matrices are formulated by modifying the approach of
[10] to P1 and P2 of the current paper. As will be
clear later, for WSMSE-based problems with a total BS
power constraint function, the proposed duality based
algorithm requires less computation than that of the
existing duality based algorithms.
2) To solve the problems P3 and P4, we have established
novel MSE (symbol-wise and user-wise) downlink-
interference duality by formulating the noise covariance
matrices of the interference channels as marginally sta-
ble (convergent) discrete-time-switched systems.
Furthermore, as will be shown later in Section IX,
the proposed duality based iterative solutions can be
extended straightforwardly to solve many other linear
transceiver design problems. We also show that the MSE
downlink-interference duality of the current paper is
also applicable to solve total BS power based linear
transceiver design problems. Thus, the current duality
unify all existing MSE duality1.
3) By employing the system model of [1] and [8], we
formulate the power allocation parts of P1 - P4 as GPs.
The GPs are formulated by applying the GP formulation
approach of [1]. Consequently, we are able to solve our
problems by alternating optimization technique [4], [7],
[8], [10] (i.e., duality based iterative algorithm).
4) In our simulation results, we have observed that the
proposed duality based iterative algorithms utilize less
total BS power than that of the existing algorithms.
This paper is organized as follows. In Section II, multiuser
MIMO downlink and virtual interference channel system mod-
els are presented. In Section III, we formulate our problems P1
- P4 and discuss the general framework of our duality based
iterative solutions. Sections IV - VIII present the proposed
duality based iterative solutions for solving these problems.
The extension of our duality based iterative algorithms to other
problems is discussed in Section IX. In Section X, computer
simulations are used to compare the performance of the
proposed duality algorithms with that of existing algorithms.
Finally, conclusions are drawn in Section XI.
Notations: Upper/lower case boldface letters denote matri-
ces/column vectors. The X(n,n), X(n,:), tr(X), XT , XH and
E(X) denote the (n, n) element, nth row, trace, transpose,
conjugate transpose and expected value of X, respectively. In
is an identity matrix of size n× n and CM×M (ℜM×M ) rep-
resent spaces of M ×M matrices with complex (real) entries.
The diagonal and block-diagonal matrices are represented by
diag(.) and blkdiag(.) respectively. Subject to is denoted by
s.t and (.)⋆ denotes optimal solution. The superscripts (.)DL
and (.)I denote downlink and interference, respectively.
II. SYSTEM MODEL
In this section, multiuser MIMO downlink and virtual
interference channel system models are discussed which are
shown in Fig. 1. In the downlink channel, the BS and kth
MS are equipped with N and Mk antennas, respectively. The
total number of MS antennas are thus M =
∑K
k=1Mk. By
denoting the symbol intended for the kth user as dk ∈ CSk×1
and S =
∑K
k=1 Sk, the entire symbol can be written in a data
vector d ∈ CS×1 as d = [dT1 , · · · ,dTK ]T . The BS precodes d
1Note that the existing MSE duality are established for a total BS power
based linear transceiver design problems (see [1], [4], [5]).
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Fig. 1. Multiuser MIMO system model. (a) downlink channel. (b) virtual
interference channel.
into an N length vector by using its overall precoder matrix
B = [b11, · · · ,bKSK ], where bks ∈ CN×1 is the precoder
vector of the BS for the kth MS sth symbol. The kth MS
employs a receiver wks to estimate the symbol dks. We follow
the same channel matrix notations as in [8]. The estimates of
the kth MS sth symbol (dˆks) and kth user (dˆk) are given by
dˆks =w
H
ks(H
H
k
K∑
i=1
Bidi + nk) = w
H
ks(H
H
k Bd+ nk) (1)
dˆk =W
H
k (H
H
k Bd+ nk) (2)
where HHk ∈ CMk×N is the channel matrix between the BS
and kth MS,Wk = [wk1, · · ·wkSk ],Bk = [bk1, · · ·bkSk ] and
nk is the kth MS additive noise. Without loss of generality,
we can assume that the entries of dk are independent and
identically distributed (i.i.d) ZMCSCG random variables all
with unit variance, i.e., E{dkdHk } = ISk , E{dkdHi } = 0,
∀i 6= k, and E{dknHi } = 0, ∀i, k. The kth MS noise vector is
a ZMCSCG random variable with covariance matrix Rnk ∈
CMk×Mk .
To establish our MSE downlink-interference duality, we
model the virtual interference channel (Fig. 1.(b)) is modeled
by introducing precoders {Vk = [vk1, · · · ,vkSk ]}Kk=1 and de-
coders {Tk = [tk1, · · · , tkSk ]}Kk=1, where vks ∈ CMk×1 and
tks ∈ CN×1, ∀k, s. In this channel, it is assumed that the kth
user’s sth symbol (dks) is an i.i.d ZMCSCG random variable
with variance ζks and estimated independently by tks ∈ CN×1,
i.e., E{dksdHks} = ζks, E{dksdHij} = 0, ∀(i, j) 6= (k, s), and
E{dknHi } = 0, ∀i, k. Moreover, {nIks, ∀s}Kk=1 (Fig. 1.(b))
are also ZMCSCG random variables with covariance matrices
{∆ks ∈ ℜN×N = diag(δks1, · · · , δksN ), ∀s}Kk=1 and the
channels between the kth transmitter and all receivers are the
same (i.e., {Hkjs = Hk, ∀j, s}Kk=1). Note that from the system
model aspect, the current paper and [10] share the same idea.
As can be seen from Fig. 1, the outputs of Fig. 1.(a) and
Fig. 1.(b) are not the same. However, since Fig. 1.(b) is a
”virtual” interference channel which is introduced just to solve
the downlink MSE-based problems by duality approach, the
output of Fig. 1.(b) is not required in practice. For this reason,
the difference in the outputs of the downlink and interference
channels of Fig. 1 will not affect the downlink MSE-based
problem formulations and the duality based solutions.
For the downlink system model of Fig. 1.(a), the symbol-
wise and user-wise MSEs can be expressed as
ξDLks =Ed{(dˆks − dks)(dˆks − dks)H}
=wHks(H
H
k BB
HHk +Rnk)wks −wHksHHk bks−
bHksHkwks + 1 (3)
ξDLk =Ed{(dˆk − dk)(dˆk − dk)H}
=tr{ISk +WHk (HHk BBHHk +Rnk)Wk−
WHk H
H
k Bk −BHk HkWk}. (4)
Using these two equations, the symbol-wise and user-wise
WSMSEs can be expressed as
ξDLws =
K∑
k=1
Sk∑
s=1
ηksξ
DL
ks = tr{η + ηWHHHBBHHW+
ηWHRnW − ηWHHHB− ηBHHW} (5)
ξDLwu =
K∑
k=1
η˜kξ
DL
k = tr{η˜ + η˜WHHHBBHHW
+ η˜WHRnW − η˜WHHHB− η˜BHHW} (6)
where Rn = blkdiag(Rn1, · · · ,RnK), η =
diag(η11, · · · , η1S1 , · · · , ηK1, · · · , ηKSK ) and η˜ =
blkdiag(η˜1IS1 , · · · , η˜KISK ) with ηks and η˜k are the
MSE weights of the kth user sth symbol and kth user,
respectively. Like in the downlink channel, the interference
channel symbol, user MSE and WSMSEs are expressed as
ξIks =t
H
ksΓctks + t
H
ks∆kstks − tHksHkvksζks−
ζksv
H
ksH
H
k tks + ζks (7)
ξIk =tr{THk ΓcTk −THk HkVkζk − ζkVHk HHk Tk + ζk}+
Sk∑
s=1
tHks∆kstks (8)
ξIws =
K∑
k=1
Sk∑
s=1
λksξ
I
ks = tr{λTHΓcT− λTHHVζ−
λζVHHHT+ λζ}+
K∑
k=1
Sk∑
s=1
λkst
H
ks∆kstks (9)
ξIwu =
K∑
k=1
λ˜kξ
I
k = tr{λ˜THΓcT− λ˜THHVζ−
λ˜ζVHHHT+ λ˜ζ}+
K∑
k=1
Sk∑
s=1
λ˜kt
H
ks∆kstks (10)
4where ζk = diag(ζk1, · · · , ζkSk), ζ = blkdiag(ζ1, · · · , ζK),
λ = diag(λ11, · · · , λ1S1 , · · · , λK1, · · · , λKSK ),
λ˜ = blkdiag(λ˜1IS1 , · · · , λ˜KISK ) and Γc =∑K
i=1
∑Si
j=1 ζijHivijv
H
ijH
H
i with λks and λ˜k are the
MSE weights of the kth user sth symbol and kth user,
respectively.
III. PROBLEM FORMULATION
The aforementioned MSE-based optimization problems
can be formulated as
P1 : min
{Bk,Wk}Kk=1
K∑
k=1
Sk∑
s=1
ηksξ
DL
ks ,
s.t [BBH ](n,n) ≤ p˘n, bHksbks ≤ p˘ks, ∀n, k, s (11)
P2 : min
{Bk,Wk}Kk=1
K∑
k=1
η˜kξ
DL
k ,
s.t [BBH ](n,n) ≤ p˘n, tr{BHk Bk} ≤ pˆk, ∀n, k (12)
P3 : min
{Bk,Wk}Kk=1
max ρksξ
DL
ks ,
s.t [BBH ](n,n) ≤ p˘n, bHksbks ≤ p˘ks, ∀n, k, s (13)
P4 : min
{Bk,Wk}Kk=1
max ρ˜kξ
DL
k ,
s.t [BBH ](n,n) ≤ p˘n, tr{BHk Bk} ≤ pˆk, ∀n, k (14)
where ρ˜k(pˆk) and ρks(p˘ks) are the MSE balancing weights
(maximum available power) of the kth user and kth user sth
symbol, respectively, and p˘n denotes the maximum transmitted
power by the nth antenna.
For both the WSMSE minimization and min max WMSE
problems, different weights are given to different symbols
(users). However, at optimality the solutions of these two
problems are not necessarily the same. This is due to the
fact that the aim of the WSMSE minimization problem is
just to minimize the WSMSE of all symbols (users) (i.e., in
such a problem the minimized WMSE of each symbol (user)
depends on its corresponding channel gain), whereas the aim
of min max WMSE problem is to minimize and balance the
WMSE of each symbol (user) simultaneously (i.e., in such
a problem all symbols (users) achieve the same minimized
WMSE [13]). Moreover, as will be clear later, the solution ap-
proach of WSMSE minimization problem can not be extended
straightforwardly to solve the min max WMSE problem. Due
to these facts, we examine the WSMSE minimization and min
max WMSE problems separately.
Since, the problems P1 - P4 are not convex, convex
optimization framework can not be applied to solve them. To
the best of our knowledge, duality based solutions for these
problems are not known. In the following, we present an MSE
downlink-interference duality based approach for solving each
of these problems which is shown in Algorithm I2.
Algorithm I
2As will be clear later in Section VIII, to solve P3 and P4 (and more
general MSE-based problems), an additional power allocation step is required.
In Algorithm I, this step is omitted for clarity of presentation.
Initialization: For each problem, initialize {Bk 6= 0}Kk=1
such that the power constraint functions are satisfied3.
Then, update {Wk}Kk=1 by using minimum mean-
square-error (MMSE) receiver approach, i.e.,
Wk = (H
H
k BB
HHk +Rnk)
−1HHk Bk, ∀k. (15)
Repeat: Interference channel
1) Transfer the symbol-wise (user-wise) WSMSE or
WMSE from downlink to interference channel.
2) Update the receivers of the interference channel
{tks, ∀s}Kk=1 using MMSE receiver technique.
Downlink channel
3) Transfer the symbol-wise (user-wise) WSMSE or
WMSE from interference to downlink channel.
4) Update the receivers of the downlink channel {Wk}Kk=1
by MMSE receiver approach (15).
Until convergence.
The above iterative algorithm is already known in [5], [8] and
[10]. However, the approaches of these papers can not ensure
the power constraints of P1 - P4 at step 3 of Algorithm I.
Hence, one can not apply the approaches of these papers to
solve P1 - P4. In the following sections, we establish our
MSE downlink-interference duality.
IV. SYMBOL-WISE WSMSE DOWNLINK-INTERFERENCE
DUALITY
This duality is established to solve symbol-wise WSMSE-
based problems (for example P1).
A. Symbol-wise WSMSE transfer (From downlink to interfer-
ence channel)
In order to use this WSMSE transfer for solving P1, we set
the interference channel precoder, decoder, noise covariance,
input covariance and MSE weight matrices as
V = β¯W, T = B/β¯, ζ = η, λ = I, ∆ks = Ψ+ µksI
(16)
where β¯, {ψn}Nn=1 and {µks, ∀s}Kk=1 are positive real
scalars that will be determined in the sequel and Ψ =
diag(ψ1, · · · , ψN ). Substituting (16) into (9) and equating
ξIws = ξ
DL
ws yields
tr{BHHWηWHHHB−BHHWη − ηWHHHB+ η}+
1
β¯2
K∑
k=1
Sk∑
s=1
bHks(Ψ+ µksIN )bks = tr{ηWHHHBBHHW
+ ηWHRnW − ηWHHHB− ηBHHW + η}.
It follows
β¯2τ =
N∑
n=1
ψnpˇn +
K∑
k=1
Sk∑
s=1
µksp¯ks = pˇ
Tψ + p¯Tµ (17)
where τ = tr{ηWHRnW}, ψ = [ψ1, · · · , ψN ]T , µ =
[µ11, · · · , µ1S1 , · · · , µK1, · · · , µKSK ]T , pˇ = [pˇ1, · · · , pˇN ]T
3For the simulation, we use {Bk = [Hk](:,1:Sk)}Kk=1 followed by the
appropriate normalization of {Bk}Kk=1 to ensure the power constraints.
5and p¯ = [p¯11, · · · , p¯1S1 , · · · , p¯K1, · · · , p¯KSK ]T with p¯ks =
bHksbks, pˇn = bˇ
H
n bˇn and bˇHn is the nth row of B.
The above equation shows that by choosing any {ψn}Nn=1
and {µks, ∀s}Kk=1 that satisfy (17), one can transfer the
downlink channel precoder/decoder to the interference channel
decoder/precoder ensuring ξDLws = ξI1ws, where ξI1w is the
interference WSMSE at step 1 of Algorithm I. However, here
{ψn}Nn=1 and {µks, ∀s}Kk=1 should be selected in a way that
P1 can be solved by Algorithm I. To this end, we choose ψ
and µ as
β¯2τ ≥ pˇTψ + p¯Tµ. (18)
By doing so, the interference channel symbol-wise WSMSE
is upper bounded by that of the downlink channel (i.e., ξI1ws ≤
ξDLws ). As will be clear later, to solve (11) with Algorithm
I, β¯, ψ and µ should be selected as in (18). This shows
that step 1 of Algorithm I can be carried out with (16). To
perform step 2 of Algorithm I, we update tks of (16) by using
the interference channel MMSE receiver approach which is
expressed as
tks =(Γc +∆ks)
−1Hkvksζks
=β¯(HWηWHHH +Ψ+ µksI)
−1Hkwksηks (19)
where the second equality is obtained from (16). The above
expression shows that by choosing {µks > 0, ∀s}Kk=1, {ψn >
0}Nn=1, we ensure (HWηWHHH+Ψ+µksI)−1 exists. Next,
we transfer the symbol-wise WSMSE from interference to
downlink channel by ensuring the power constraint of P1 (i.e.,
we perform step 3 of Algorithm I).
B. Symbol-wise WSMSE transfer (From interference to down-
link channel)
For a given symbol-wise WSMSE in the interference
channel with ζ = η and λ = I, we can achieve the same
WSMSE in the downlink channel (with the MSE weighting
matrix η) using a nonzero scaling factor (β) satisfying
B˜ = βT, W˜ = V/β. (20)
In this precoder/decoder transformation, we use the notations
B˜ and W˜ to differentiate from the precoder and decoder
matrices used in Section IV-A. By substituting (20) into
ξDLws (with B˜=B, W˜=W), equating the resulting symbol-wise
WSMSE with that of the interference channel (9) and after
some simple manipulations, we get
K∑
k=1
Sk∑
s=1
tHks(Ψ+ µksIN )tks =
1
β2
tr{ηVHRnV}
⇒ β2 = tr{ηV
HRnV}∑K
k=1
∑Sk
s=1 t
H
ks(Ψ+ µksIN )tks
=
β¯2τ∑N
n=1 ψntˇ
H
n tˇn +
∑K
k=1
∑Si
i=1 µkit
H
kitki
(21)
where tˇHn is the nth row of the MMSE matrix T (19) and
the third equality follows from (16). The power constraints of
each BS antenna and symbol in the downlink channel are thus
given by
ˇ˜
b
H
n
ˇ˜
bn =β
2tˇHn t˜n (22)
=
β¯2τ tˇHn tˇn∑N
i=1 ψitˇ
H
i tˇi +
∑K
i=1
∑Si
j=1 µijt
H
ij tij
≤ p˘n, ∀n
b˜Hksb˜ks =β
2tHkstks (23)
=
β¯2τtHkstks∑N
i=1 ψitˇ
H
i tˇi +
∑K
i=1
∑Si
j=1 µijt
H
ij tij
≤ p˘ks, ∀k, s
where ˇ˜b
H
n is the nth row of B˜. By multiplying both sides of
(22) and (23) with ψn, ∀n and µks, ∀k, s, we get
ψn ≥ fˇn and µks ≥ fks, ∀n, k, s (24)
where fˇn = β¯
2τ
p˘n
ψntˇ
H
n tˇn∑N
i=1 ψitˇ
H
i tˇi+
∑K
i=1
∑Si
j=1 µijt
H
ijtij
and fks =
β¯2τ
p˘ks
µkst
H
kstks∑N
i=1 ψitˇ
H
i tˇi+
∑K
i=1
∑Si
j=1 µijt
H
ijtij
. Now, for any given β¯,
{tˇHn tˇn}Nn=1 and {tHkstks, ∀s}Kk=1, suppose that there exist
{ψn > 0}Nn=1 and {µks > 0, ∀s}Kk=1 that satisfy
ψn = fˇn and µks = fks, ∀n, k, s. (25)
From the above equation one can also achieve ψnp˘n =
fˇnp˘n, µksp˘ks = fksp˘ks ∀n, k, s. Summing up these expres-
sions for all n, k and s results
N∑
n=1
ψnp˘n +
K∑
k=1
Sk∑
s=1
µksp˘ks =
N∑
n=1
fˇnp˘n +
K∑
k=1
Sk∑
s=1
fksp˘ks
=β¯2τ. (26)
This equation shows that the solution of (25) satisfies (26).
Moreover, as {p˘n ≥ pˇn}Nn=1 and {p˘ks ≥ p¯ks, ∀s}Kk=1,
the latter solution also ensures (18). Therefore, by choosing
{ψn}Nn=1 and {µks, ∀s}Kk=1 such that (25) is satisfied, step 3
of Algorithm I can be performed. Furthermore, one can notice
from (26) that β¯2 can be any positive value.
Next, we show that there exists at least a set of feasible
{ψn > 0}Nn=1 and {µks > 0, ∀s}Kk=1 that satisfy (25). To this
end, we consider the following Theorem [14].
Theorem 1: Let (X, ‖.‖2) be a complete metric space. We
say that ̥ : X → X is an almost contraction, if there exist
κ(κ˜) ∈ [0, 1) and χ(χ˜) ≥ 0 such that
‖̥(x)−̥(y)‖2 ≤ κ‖x− y‖2 + χ‖y −̥(x)‖2, or (27)
‖̥(x)−̥(y)‖2 ≤ κ˜‖x− y‖2 + χ˜‖x−̥(y)‖2, ∀x,y ∈ X.
If ̥ satisfies (27), then the following holds true:
1) ∃x ∈ X : x = ̥(x).
2) For any initial x0 ∈ X, the iteration xn+1 = ̥(xn)
for n = 0, 1, 2, · · · converges to some x⋆ ∈ X.
3) The solution x⋆ is not necessarily unique.
Proof: See Theorem 1.1 of [14]. Note that according to
[15] (see (1.1) and (1.2) of [15]), the two inequalities of (27)
are dual to each other.
Define x and ̥ as x , [x1, · · · , xS+N ]T =
[ψ1, · · · , ψN , µ11, · · · , µ1S1 · · · , µK1, · · · , µKSK ]T ,
̥(x) , [fˇ1, · · · , fˇN , f11, · · · , f1S1 , · · · , fK1, · · · , fKSK ]
6with {xn = ψn ∈ [ǫ, (β¯2τ − ǫ
∑N
i=1, i6=n pim)/pnm]}Nn=1
and {xr}S+Nr=N+1 = {µks =∈ [ǫ, (β¯2τ −
ǫ
∑K
i=1
∑Si
j=1,(i,j) 6=(k,s) pijm)/pksm], ∀s}Kk=14. As we can
see from (27), when ‖̥(x1)−̥(x2)‖2 = 0 with x1 = x2 or
x1 6= x2, one can set κ(κ˜) = 0 and χ(χ˜) = 0 to satisfy this
inequality. And when ‖̥(x1)−̥(x2)‖2 > 0 (i.e., x1 6= x2),
one can select appropriate κ(κ˜) ∈ [0, 1) and χ(χ˜) ≥ 0 such
that (27) is satisfied. This is due to the fact that in the latter
case, ‖x2 − ̥(x1)‖2 > 0 and/or ‖x1 − ̥(x2)‖2 > 0 and
‖x1 − x2‖2 > 0 are positive and bounded. This explanation
shows the existence of κ(κ˜) ∈ [0, 1) and χ(χ˜) ≥ 0 ensuring
(27) for any ‖̥(x1)−̥(x2)‖2, x1,x2 ∈ X . Consequently,
̥(x) is an almost contraction which implies
xn+1 = ̥(xn), x0 = [x01, x02, · · · , x0(S+N)]T ≥ ǫ1N+S ,
for n = 0, 1, 2, · · · converges (28)
where 1N+S is an N + S length vector with each element
equal to unity. Thus, there exist {ψn ≥ ǫ}Nn=1 and {µks ≥
ǫ, ∀s}Kk=1 that satisfy (25) and can be computed using (28).
For numerical simulation we initialize x0 as x01 = x02 =
· · · = x0(S+N). However, finding the optimal initialization
strategy is still an open research topic.
Once the appropriate {ψn}Nn=1 and {µks∀s}Kk=1 are ob-
tained, step 4 of Algorithm I is immediate and hence P1 can
be solved iteratively using this algorithm.
C. Extension of the current duality for P1 with a total BS
power constraint
If the constraints of P1 are modified to a total BS power,
the power constraint at step 3 of Algorithm I can be ensured
by applying the precoder/decoder transformation expression of
[5]. The precoder/decoder transformation of [5] is performed
by computing S scaling factors. These scaling factors are
obtained by solving S systems of equations which require
matrix inversion with complexity O(S3) (see (23) of [5]).
In the current paper, if the constraints of P1 are modified
to a total BS power, one can ensure the power constraint at step
3 of Algorithm I just by assigning ∆ks of (16) as ∆ks = I.
By doing so, β¯2 of (17) and β2 of (21) can be expressed as
β¯2 =
∑K
k=1
∑Sk
s=1 b
H
ksbks
τ =
Pmax
τ and β
2 = tr{ηV
HRnV}∑K
k=1
∑Sk
s=1 t
H
kstks
,
where Pmax is the total BS power. Now by employing (20),
the total BS power at step 3 of Algorithm I can thus be given
as tr{B˜B˜H} = β2tr{TTH} = β¯2τ = Pmax (i.e., the total
BS power constraint is satisfied). Thus, for P1 (with a total BS
power constraint), we do not need to use Theorem I. Moreover,
our duality requires only one scaling factor to perform the
precoder/decoder transformation (i.e., β2(β¯2)). This shows
that for this problem, the proposed duality based algorithm
requires less computation compared to that of [5]. Note that
the duality algorithm of [5] requires the same computation as
that of [8] and less computation than that of [1] and [4]. Thus,
it is sufficient to compare the current duality algorithm with
the duality algorithm of [5].
4For our simulation, we use ǫ =
min(10−6, {β¯τ/pnm}Nn=1, {β¯τ/pksm, ∀s}Kk=1).
For other WSMSE-based problems with a total BS power
constraint function, the computational advantage of the current
duality based algorithm over that of [5] can be analysed like
in this subsection.
V. USER-WISE WSMSE DOWNLINK-INTERFERENCE
DUALITY
This duality is established to solve user-wise WSMSE-
based problems (for example P2).
A. User-wise WSMSE transfer (From downlink to interference
channel)
To apply this WSMSE transfer for solving P2, we set the
precoder, decoder and noise covariance matrices as
V = β˜W, T = B/β˜, ζ = η˜, λ˜ = I,∆ks = Ψ+ µkI (29)
where β˜, {ψn}Nn=1 and {µk}Kk=1 are real positive scalars.
Substituting (29) into (10) and equating ξIwu = ξDLwu yields
β˜2τ˜ =
N∑
n=1
ψnpˇn +
K∑
k=1
µkpk = pˇ
Tψ + p˜T µ˜ (30)
where τ˜ = tr{η˜WHRnW}, µ˜ = [µ1, · · · , µK ]T , p˜ =
[p˜1, · · · , p˜K ]T with p˜k = tr{BkBHk }. Like in Section IV-A,
we perform step 1 of Algorithm I by choosing β˜2, ψ and µ˜
as
β˜τ˜ ≥ pˇTψ + p˜T µ˜. (31)
To perform step 2 of Algorithm I, we update tks of (29)
using the interference channel MMSE receiver as
tks =β˜(HWη˜W
HHH +Ψ+ µkI)
−1Hkwksη˜k. (32)
This expression shows that by choosing {µk > 0}Kk=1, {ψn >
0}Nn=1, we ensure that (HWηWHHH +Ψ+ µkI)−1 exists.
B. User-wise WSMSE transfer (From interference to downlink
channel)
For a given user-wise WSMSE in the interference channel
with ζ = η˜ and λ˜ = I, we can achieve the same WSMSE in
the downlink channel (with the weighting matrix η˜) by using
a nonzero scaling factor ( ˜¯β) which satisfies
B˜ = ˜¯βT, W˜ = V/ ˜¯β. (33)
In this precoder/decoder transformation, we use the notations
B˜ and W˜ to differentiate from the precoder and decoder
matrices used in Section V-A. By substituting (33) into ξDLwu
(with B˜=B, W˜=W), then equating the resulting user-wise
WSMSE with that of the interference channel (ξIwu) and after
simple manipulations, we get
˜¯β2 =
β˜2τ˜∑N
n=1 ψntˇ
H
n tˇn +
∑K
k=1 µktr{THk Tk}
(34)
where tˇHn is the nth row of the MMSE matrix T (32). The
power constraints of each BS antenna and user (i.e., step 3 of
Algorithm I) in the downlink channel can be expressed as
ψn ≥ ˇˇfn and µk ≥ f˜k, ∀k (35)
7where
ˇˇfn =
β˜2τ˜
p˘n
ψntˇ
H
n tˇn∑N
i=1 ψitˇ
H
i tˇi +
∑K
i=1 µitr{THi Ti}
(36)
f˜k =
β˜2τ˜
pˆk
µktr{THk Tk}∑N
i=1 ψitˇ
H
i tˇi +
∑K
i=1 µitr{THi Ti}
. (37)
For given β˜, {tˇHn tˇn}Nn=1 and {tr{THk Tk}}Kk=1, one can show
that there exist {ψn}Nn=1 and {µk}Kk=1 which satisfy
ψn =
ˇˇfn and µk = f˜k, ∀n, k. (38)
The solution of (38) can be obtained exactly like that of (25).
As {p˘n ≥ pˇn}Nn=1 and {pˆk ≥ p˜k}Kk=1, the latter solution also
satisfies (31). Thus, P2 can be solved using Algorithm I.
VI. SYMBOL-WISE MSE DOWNLINK-INTERFERENCE
DUALITY
In this section, we establish the symbol-wise MSE duality
between downlink and interference channels. If all symbols
are active, this duality can be applied to solve MSE based
problems. However, as will be clear later, this duality requires
more computation compared to the duality of Sections IV and
V. Thus, we propose this duality to be employed for problems
like in P3 since this problem maintains all symbols active and
can not be solved by the duality in Sections IV and V.
A. Symbol-wise MSE transfer (From downlink to interference
channel)
To apply this duality for P3, we set the interference
channel precoder, decoder, noise covariance, input covariance
and MSE weight matrices as
vks = β¯kswks, tks = bks/β¯ks, ζ = I,
∆ks = Ψ+ µksIN , ∀k, s. (39)
Substituting (39) into (7) and {ξDLks = ξIks, ∀s}Kk=1 yields
wHks(H
H
k
K∑
i=1
Si∑
j=1
bi,jb
H
i,jHk +Rnk)wks −wHksHHk bks
− bHksHkwks + 1 =
1
β¯2ks
bHks(
K∑
i=1
Si∑
j=1
β¯2ijHiwijw
H
ijH
H
i +
Ψ+ µksIN )bks − bHksHkwks −wHksHHk bks + 1, ∀k, s.
It implies
wHks(H
H
k
K∑
i=1
Si∑
j=1,(i,j) 6=(k,s)
bi,jb
H
i,jHk +Rnk)wks =
1
β¯2ks
bHks(
K∑
i=1
Si∑
j=1,(i,j) 6=(k,s)
β¯2ijHiwijw
H
ijH
H
i +Ψ+
µksIN )bks, ∀k, s. (40)
Collecting the above expression for all k and s gives
(Y¯ +Θ)β¯
2
=[a11, · · · , a1S1 , · · · , aK1, · · · , aKSK ]T = ˜¯Px
⇒ β¯2 =Θ−1(I+ Y¯Θ−1)−1 ˜¯Px (41)
where β¯2 = [β¯211, · · · , β¯21S1 , · · · , β¯2K1, · · · , β¯2KSK ]T ,
Θ = diag(θ11, · · · , θ1K1 , · · · , θK1, · · · , θKSK ),
aks = b
H
ksΨbks + µksb
H
ksbks,
˜¯P = [P¯, P¯] and
Y¯ = [y¯11, · · · , y¯1S1 , · · · , y¯K1 · · · , y¯KSK ]T with
θks = w
H
ksRnkwks, P¯ ∈ ℜS×N = |BH |2,
P¯ = diag(p¯11, · · · , p¯1S1 , · · · , p¯K1, · · · , p¯KSK ),
y¯ks = [−|bHksH1w11|2, · · · , z¯ks, · · · ,−|bHksHKwK1|, · · · ,
− |bHksHKwKSK |]T and z¯ks =
wHksH
H
k
∑K
i=1
∑Si
j=1,(i,j) 6=(k,s) bi,jb
H
i,jHkwks. Next we
examine two important properties of (I+ Y¯Θ−1)−1. To this
end, we examine the following Theorem.
Theorem 2: Let A ∈ ℜn×n and A(i,j),(i6=j) ≤ 0, 1 ≤
i(j) ≤ n. If the diagonal elements of A are A(i,i) = 1 −∑n
j=1,j 6=iA(j,i), then
Property 1 : A−1 ≥ 0 (42)
Property 2 : |||A−1|||1 = 1 (43)
where (.) ≥ 0 and |||.|||1 denote matrix non-negativity and
one norm, respectively.
Proof: See Appendix A.
According to the first property of Theorem 2, if {θks >
0, ∀s}Kk=15, the inverse of (I + Y¯Θ−1) exists and it has
nonnegative entries. Consequently, for any positive {ψn}Nn=1
and {µks, ∀s}Kk=1, {β¯ks, ∀s}Kk=1 of (41) are strictly positive6.
Now, by selecting {ψn}Nn=1 and {µks, ∀s}Kk=1 such that (41) is
fulfilled, we can transfer the MSE of each symbol from down-
link to interference channel ensuring {ξDLks = ξI1ks, ∀s}Kk=1,
where ξI1ks is the MSE of the kth user sth symbol at step 1
of Algorithm I. Here we should also select {ψn}Nn=1 and
{µks, ∀s}Kk=1 such that the power constraint of P3 at step 3
of Algorithm I is satisfied. To this end, we examine the steps
(2) and (3) of this algorithm.
Like in Section IV, we perform step 2 of Algorithm 1 by
updating tks using MMSE receiver as
tks =(Γc +∆ks)
−1Hkvksζks (44)
=(
K∑
i=1
Si∑
j=1
β¯ijHiwijw
H
ijH
H
i +Ψ+ µksI)
−1Hkwksβ¯ks
where the second equality is obtained from (39). The above
expression shows that by choosing {µks > 0, ∀s}Kk=1, {ψn >
0}Nn=1, we ensure (
∑K
i=1
∑Si
j=1 β¯ijHiwijw
H
ijH
H
i + Ψ +
µksI)
−1 exists. Next, we transfer the symbol-wise MSE from
interference to downlink channel by satisfying the power
constraint of P3 (i.e., we perform step 3).
B. Symbol-wise MSE transfer (From interference to downlink
channel)
For a given symbol MSE in the interference channel with
ζ = I, we can achieve the same symbol MSE in the downlink
channel by using a nonzero scaling factor (βks) which satisfies
b˜ks = βkstks, w˜ks = vks/βks. (45)
5For P3, {wHksRnkwks > 0, ∀s}Kk=1 is always true.
6Note that the application of (43) will be clear in the sequel (see (55)).
8Here we use the notations B˜ and W˜ to differentiate with
the precoder and decoder matrices used in Section VI-A. By
substituting (45) into ξDLks (with B˜=B, W˜=W), then equating
the resulting symbol MSE with that of the interference channel
(7) and after some straightforward steps, we get
1
β2ks
vHks(H
H
k
K∑
i=1
Si∑
j=1,(i,j) 6=(k,s)
β2ijtijt
H
ijHk +Rnk)vks =
tHks(
K∑
i=1
Si∑
j=1,(i,j) 6=(k,s)
Hivijv
H
ijH
H
i +Ψ+ µksI)tks, ∀k, s.
By collecting the above equalities for all k and s, {βks, ∀s}Kk=1
can be determined by
(Yˇ + Ωˇ)β2 =[vH11Rn1v11, · · · ,vH1S1Rn1v1S1 ,
· · · ,vHK1RnKvK1, · · · ,vHKSKRnKvKSK ]T
=Θβ¯
2
= ΘΘ−1(I+ Y¯Θ−1)−1 ˜¯Px
⇒ β2 =(Yˇ + Ωˇ)−1(I+ Y¯Θ−1)−1 ˜¯Px
=Ωˇ−1(I+ YˇΩˇ−1)−1(I+ Y¯Θ−1)−1 ˜¯Px (46)
where the third equality follows from (41),
β2 = [β211, · · · , β21S1 , · · · , β2K1, · · · , β2KSK ]T , Ω =
diag(tH11Ψt11, · · · , tH1S1Ψt1S1 , · · · , tHK1ΨtK1, · · · ,
tHKSKΨtKSK ), Ω¯ = diag(µ11t
H
11t11, · · · , µ1S1tH1S1t1S1 , · · · ,
µK1t
H
K1tK1, · · · , µKSK tHKSKtKSK ), Ωˇ = Ω + Ω¯
and Yˇ = [yˇ11, · · · , yˇ1S1 , · · · , yˇK1 · · · , yˇKSK ]T with
yˇks = [−|tH11H1vks|2, · · · , zˇks, · · · ,−|tHK1HKvks|2, · · · ,
− |tHKSKHKvks|2]T and zˇks =
tHks
∑K
i=1
∑Si
j=1,(i,j) 6=(k,s)Hivijv
H
ijH
H
i tks. By applying
Theorem 2, it can be shown that {βks, ∀s}Kk=1 are strictly
positive for {ψn > 0}Nn=1 and {µks > 0, ∀s}Kk=1. The power
constraints of the nth BS antenna and kth user sth symbol
are given by
ˇ˜
b
H
n
ˇ˜
bn = tˇ
H
nΥtˇn ≤ p˘n, ∀n (47)
b˜Hksb˜ks = β
2
kst
H
kstks ≤ p˘ks, ∀k, s (48)
where Υ = diag(β211, · · · , β1S1 , · · · , β2K1, · · · , βKSK ). Mul-
tiplying both sides of (47) by ψn and stacking the resulting
inequality for all n yields
P˘ψ ≥ Ω˜β2 (49)
where P˘ = diag(p˘1, · · · , p˘N ) and Ω˜ = Ψ|T|2. Like in the
above expression, by multiplying both sides of (48) with µks
and collecting the resulting inequality for all k and s, the
power constraints (48) can be expressed as
¯˘Pµ ≥ Ω¯β2 (50)
where ¯˘P = diag(p˘11, · · · , p˘1S1 , · · · , p˘K1, · · · , p˘KSK ). By
employing β2 of (46), (49) and (50) can be combined as
x′ ≥ ˜¯Ωβ2 = ˜¯ΩΩˇ−1(I+ YˇΩˇ−1)−1(I+ Y¯Θ−1)−1 ˜¯P( ˜˘P)−1x′
=ג(x′)x′ (51)
where ˜˘P = blkdiag(P˘, ¯˘P), ˜¯Ω = [Ω˜T , Ω¯T ]T , x′ = ˜˘P[ψ µ]T
and ג(x′) = ˜¯ΩΩˇ−1(I + YˇΩˇ−1)−1(I + Y¯Θ−1)−1 ˜¯P( ˜˘P)−1.
Next we show that there exists x′ > 0 such that (51) is
satisfied. Towards this end, we consider the following discrete-
time switched system [16].
x¯n+1 = Fσn x¯n for n = 0, 1, 2, · · · (52)
where x¯ ∈ ℜm×1 is a state, Fσn ∈ ℜm×m is a switching
matrix and σn ∈ {0, 1, 2, · · · }. According to [16] (Remark 2
of [16]), the above system is marginally stable (convergent) if
max
σn
‖Fσn‖⋆ = 1 for n = 0, 1, · · · (53)
where ‖.‖⋆ denotes an induced matrix norm.
Let us consider the following iteration
x′n+1 = ג(x′n)x′n, for n = 0, 1, 2, · · · . (54)
Now if we assume ג(x′n) = Fσn , ∀n7, we can interpret (54)
as a discrete time switched system. Consequently, the above
iteration is guaranteed to converge if maxn ‖ג(x′n)‖⋆ = 1. It
is known that |||.|||1 is an induced matrix norm [17]. For any
x′, the matrix one norm of ג(x′) is given by
|||ג(x′)|||1
=||| ˜¯ΩΩˇ−1(I+ YˇΩˇ−1)−1(I+ Y¯Θ−1)−1 ˜¯P( ˜˘P)−1|||1
≤|||Ωˇ|||1|||(I+ YˇΩˇ−1)−1|||1|||(I+ Y¯Θ−1)−1|||1|||Pˇ|||1
=|||Ωˇ|||1|||Pˇ|||1 ≤ 1 (55)
where Ωˇ = [ ˜¯ΩΩˇ−1 0(N+S)×N ], Pˇ = [ ˜¯P( ˜˘P)−1; 0N×(N+S)],
the second inequality is due to the fact that |||XY|||1 ≤
|||X|||1|||Y|||1 [17] (page 290), the third equality is obtained
by applying Theorem 2 and the last inequality employs the
following facts. Using the definition (73) (see Appendix A),
one can get |||Ωˇ|||1 ≤ 1 by applying (46) and (51), and
|||Pˇ|||1 ≤ 1 by applying (13), (41) and (51).
Thus, maxn ‖ג(x′n)‖⋆ = 1 holds true and (54) is guar-
anteed to converge. As we can see (54) is derived by using
(41) and (46). Thus, the solution of (54) also satisfies (41)
and (46). Moreover, for any initial x′0 > 0, since ג(x′n), ∀n is
positive, the solution of (54) is strictly positive and [ψ µ]T =
( ˜˘P)−1x′ > 0 which is the desired result.
Once the feasible {µks, ∀s}Kk=1 and {λn}Nn=1 are obtained,
step 4 of Algorithm 1 is immediate. As a result, P3 can be
solved using Algorithm I with an additional power allocation
step which will be detailed in Section VIII.
C. Extension of the current duality for P3 with a total BS
power constraint
In this subsection, we show the extension of the current
duality for P3 with a total BS power constraint. For this
problem, we set ∆ks of (39) as ∆ks = I, ∀k, s (i.e., like in
Section IV-B). Upon doing so, β2 is computed directly from
the first equality of (46) (i.e., the bound (55) is not needed).
By summing the left and right hand sides of this equality, one
can get tr{B˜B˜H} = Pmax. This shows that for P3 with a
7Since ג(x′n) is the products of stochastic matrices (see the proof of
Theorem 2), ג(x′n) is a bounded matrix for any x′ > 0. Thus, the assumption
ג(x′n) = Fσn , ∀n holds true.
9total BS power constraint problem, the total BS power at step
3 of Algorithm I is satisfied. Thus, one can apply Algorithm
I (with the additional power allocation step) to solve the latter
problem by setting ∆ks of (39) as ∆ks = I, ∀k, s.
For other total BS power constrained WMSE-based prob-
lems, the current duality based algorithm can be applied like
in this subsection. The details are omitted for conciseness.
Note that for such problem types, the duality algorithm of the
current paper has the same complexity as that of [5].
VII. USER-WISE MSE DOWNLINK-INTERFERENCE
DUALITY
This section establishes user-wise MSE duality between
downlink and interference channels. This duality is established
to solve the problems of type P4.
A. User-wise MSE transfer (From downlink to interference
channel)
To apply this MSE transfer for P4, we set the interference
channel precoder, decoder, noise covariance, input covariance
and MSE weight matrices as
Vk = β˜kWk, Tk = Bk/β˜k, ζ = I, ∆ks = Ψ+ µkI. (56)
Like in Section VI, substituting (56) into (8), equating {ξDLk =
ξIk}Kk=1 and after some straightforward steps, we get the
following system of equations
(Y˜ + Θ˜)β˜
2
= ˜¯Px, ⇒ β˜2 = Θ˜−1(I+ Y˜Θ˜−1)−1 ˜¯Px (57)
where
Y˜(k,l) =
{ ∑K
i=1,i6=k ‖WHk HHk Bi‖2F for k = l
−‖WHl HHl Bk‖2F , for k 6= l
(58)
Θ˜ = diag(θ1, · · · , θK), β˜2 = [β˜21 , · · · , β˜2K ]T , ˜˜P = [P¯, P˜]
with θ˜k = tr{WHk RnkWk}, P¯ ∈ ℜS×N = |BH |2, P˜ =
diag(p¯1, · · · , p¯K). By applying Theorem 2, it can be shown
that {β˜k}Kk=1 of (57) are strictly positive. Thus, step 1 of
Algorithm I can be performed using (57). We perform step 2
of Algorithm I by updating tks using MMSE receiver as
tks =(
K∑
i=1
β˜iHiWiW
H
i H
H
i +Ψ+ µkI)
−1Hkwksβ˜k. (59)
B. User-wise MSE transfer (From interference to downlink
channel)
For a given user MSE in the interference channel with
ζ = I, we can achieve the same MSE in the downlink channel
by using nonzero scaling factors ({ ˜¯βk}Kk=1) that satisfy
B˜k =
˜¯βkTk, W˜k = Vk/
˜¯βk. (60)
Here we also use the notations B˜ and W˜ to differentiate
with the precoder and decoder matrices used in Section VII-
A. By substituting (60) into ξDLk (with B˜=B, W˜=W) and
then equating the resulting user-wise MSE with that of the
interference channel (7) and after some steps, { ˜¯βk}Kk=1 are
determined as
(I+ ˇ˜Y ˇ˜Ω
−1
) ˇ˜Ω ˜¯β
2
= [tr{VH1 Rn1V1}, · · · , tr{VHKRnKVK}]T
⇒ ˜¯β2 = ˇ˜Ω
−1
(I+ ˇ˜Y ˇ˜Ω
−1
)−1(I+ Y˜Θ˜
−1
)−1 ˜˜Px˜ (61)
where the second equality follows from
(57), ˜¯β2 = [ ˜¯β21 , · · · , ˜¯β2K ]T , Ω′ =
diag(tr{TH1 ΨT1}, · · · , tr{THKΨTK}), Ωˆ =
diag(µ1tr{TH1 T1}, · · · , µKtr{THKTK}), ˇ˜Ω = Ω′ + Ωˆ.
By applying Theorem 2, it can be shown that { ˜¯βk}Kk=1 are
strictly positive for {ψn > 0}Nn=1 and {µk > 0}Kk=1. Like in
Section VI-B, the power constraint of the nth BS antenna
and kth user can thus be expressed as
x˜′ ≥ ˆ¯Ω ˜¯β2 = ˆ¯Ω ˇ˜Ω
−1
(I+ ˇ˜Y ˇ˜Ω
−1
)−1(I+ Y˜Θ˜
−1
)−1 ˜˜Px˜
=˜ג(x˜′)x˜′ (62)
where Pˆ = diag(pˆ1, · · · , pˆK), ˆ˘P = blkdiag(P˘, ˆ˘P), ˆ¯Ω =
[Ω˜T , ΩˆT ]T , x˜′ = ˜˘P[ψ µ˜]T and ˜ג(x′) = ˆ¯Ω ˇ˜Ω
−1
(I +
ˇ˜Y ˇ˜Ω
−1
)−1(I + Y˜Θ˜
−1
)−1 ˜˜P( ˆ˘P)−1. Like in Section VI-B, it
can be shown that there exists a feasible x˜′ > 0 that satisfy
(62) and can be obtained iteratively by
x˜′n+1 = ˜ג(x˜′n)x˜′n, for n = 0, 1, 2, · · · . (63)
By initializing x′0 > 0, the solution of the above iteration
is always positive. Consequently, {λn > 0}Nn=1 and {µk >
0}Kk=1 holds true. Once the feasible {µk}Kk=1 and {λn}Nn=1
are obtained, step 4 of Algorithm 1 is straightforward. As a
result, P4 can be solved using Algorithm I with the additional
power allocation step of Section VIII.
VIII. GENERALIZED AND IMPROVED VERSION OF
Algorithm I
From the discussions of Sections IV - VII, one can
understand that each iteration of Algorithm I gives a non
increasing sequence of symbol (user) WMSE/WSMSE. As can
be seen from Section III, the objective of P1(P2) is just to
minimize the total WSMSE of all symbols (users), whereas
the objective of P3(P4) is to simultaneously minimize and
balance the WMSE of all symbols (users). Thus, Algorithm
I is appropriate to solve P1(P2) of the current paper. For
P3(P4), although each iteration of Algorithm I is able to
provide a non increasing sequence of symbol (user) WMSE
(i.e., minimizes the maximum WMSE of all symbols (users)),
each iteration of this algorithm is not able to guarantee
balanced WMSEs of all symbols (users). On the other hand,
for an MSE constrained total BS power minimization problem
(for example P7 in Section IX), an iterative algorithm that
can provide a non increasing sequence of total BS power is
required. This shows that Algorithm I also can not solve the
latter problem. In the following we address the drawbacks of
Algorithm I just by including a power allocation step into
Algorithm I as explained below.
In [8], for fixed transmit and receive filters, the power
allocation parts of total BS power constrained MSE-based
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problems have been formulated as GPs by employing the
approach and system model of [1] under the assumption that
all symbols are strictly active8. For this assumption, in [8], we
show that the system model of [1] is appropriate to solve any
kind of total BS power constrained MSE-based problems using
duality approach (alternating optimization). This motivates us
to utilize the system model of [1] in the downlink channel
only and then include the power allocation step (i.e., GP) into
Algorithm I. Towards this end, we decompose the precoders
and decoders of the downlink channel as
Bk =GkP
1/2
k , Wk = UkαkP
−1/2
k , ∀k (64)
where Pk = diag(pk1, · · · , pkSk) ∈ ℜSk×Sk , Gk =
[gk1 · · · gkSk ] ∈ CN×Sk , Uk = [uk1 · · · ukSk ] ∈ CMk×Sk
and αk = diag(αk1, · · · , αkSk) ∈ ℜSk×Sk are the transmit
power, unity norm transmit filter, unity norm receive filter and
receiver scaling factor matrices of the kth user, respectively,
i.e., {gHksgks = uHksuks = 1, ∀s}Kk=1.
By employing (64) and stacking ξ = [ξDL1,1 , · · · , ξDLK,SK ]T
= [ξDL1 , · · · , ξDLS ]T = [{ξDLl }Sl=1]T , the lth downlink symbol
MSE can be expressed as (see [1] and [10] for more details
about (64) and the above descriptions)
ξDLl =p
−1
l [(D+α
2ΦT )p]l + p
−1
l α
2
l u
H
l Rnul (65)
where
Φ(l,j) =
{ |gHl Huj |2, for l 6= j
0, for l = j
(66)
D(l,l) =α
2
l |gHl Hul|2 − 2αlℜ(uHl HHgl) + 1, (67)
1 ≤ l(j) ≤ S, P = blkdiag(P1, · · · ,PK) =
diag(p1, · · · , pS), p = [p1, · · · , pS ]T , G = [G1, · · · ,GK ] =
[g1, · · · ,gS ], U = blkdiag(U1, · · · ,UK) = [u1, · · · ,uS ]
and α = blkdiag(α1, · · · ,αK) = diag(α1, · · · , αS) with
‖gl‖2 = ‖ul‖2 = 1. Using (65), for fixed G,U and α, the
power allocation part of P1 can be formulated as
min
{pl}Sl=1
S∑
l=1
ηlξ
DL
l , s.t ς
T
np ≤ p˘n, pl ≤ p˘l ∀n, l (68)
where ςTn ∈ ℜ1×S = {|[G(n,i)|2}Si=1, [η1, · · · , ηS ]T =
[η11, · · · , ηKSK ]T and [p˘l, · · · , p˘S ]T = [p˘11, · · · , p˘KSK ]T . As
ξDLl is a posynomial (where {pl}Sl=1 are the variables), (68)
is a GP for which global optimality is guaranteed. Thus, it
can be efficiently solved using interior point methods with a
worst-case polynomial-time complexity [18].
For fixed G,U and α, the power allocation parts of
P2 − P4 can be formulated as GPs like in P1. Our duality
based algorithm for each of these problems including the
power allocation step is summarized in Algorithm II.
Algorithm II
Initialization: Like in Algorithm I.
Repeat: Interference channel
1) For P1 and P2, set V =W,T = B (i.e., β¯ = β˜ = 1),
then compute {ψn, µks, ∀k, s, n} and {ψn, µk, ∀k, n}
8Note that this assumption is not always true for all MSE-based problems.
However, as mentioned in [1], in practice replacing zero powers by a small
value will not affect the overall optimization. Due to this reason, we replace
zero powers by 10−6 in the simulation section.
using (25) and (38), respectively. For P3 and P4, first
compute {ψn, µks, ∀k, s, n} and {ψn, µk, ∀k, n} using
(54) and (63), respectively, then transfer each symbol
and user MSE from downlink to interference channels
by (39) and (56), respectively.
2) Update the MMSE receivers of the interference channel
for P1, P2, P3 and P4 using (19), (32), (44) and (59),
respectively.
Downlink channel
3) Transfer the MSE (weighted sum, user or symbol MSE)
from interference to downlink channel using (20), (33),
(45) and (60) for P1, P2, P3 and P4, respectively.
4) For each of the problems P1 − P4, decompose the
precoder and decoder matrices of each user as in (64).
Then, formulate and solve the GP power allocation part.
For example, the power allocation part of P1 can be
expressed in GP form as (68).
5) For each of the problems P1−P4, by keeping {Pk}Kk=1
constant, update the receive filters {Uk}Kk=1 and scal-
ing factors {αk}Kk=1 by applying downlink MMSE
receiver approach i.e., {Ukαk = (HHk GPGHHk +
Rnk)
−1HHk GkPk}Kk=1. Note that in these expressions,
{αk}Kk=1 are chosen such that each column of {Uk}Kk=1
has unity norm. Then, compute {Bk,Wk}Kk=1 by (64).
Until convergence.
Convergence: It can be shown that at each iteration
of this algorithm, the objective function of each of the
problems P1 - P4 is non-increasing [4], [7], [19]. Thus,
the above iterative algorithm is convergent. However,
since P1 - P4 are non-convex, this iterative algorithm
is not guaranteed to converge to the global optimum.
In this algorithm, we stop iteration (i.e., our convergence
condition) when the difference between the objective
functions in two consecutive iterations is smaller than
some small value ǫ˜ (we use ǫ˜ = 10−6 for the simulation).
Computational complexity: As can be seen from this
algorithm, when we increase the number of users and/or
(BS and/or MS antennas), the number and size of
optimization variables increase. Because of this, the
computational complexity of Algorithm II increases as
K and/or N and/or M increases. However, studying the
complexity of this algorithm as a function of K,N and
M needs effort and time. And such a task is beyond the
scope of this work and is an open research topic.
The power allocation step of Algorithm II has thus the
following benefits: (1) For BS power constrained WSMSE
minimization problems, this step improves the convergence
speed of Algorithm II compared to that of Algorithm I9 (for
example in P1− P2). The degree of improvement depends on
different parameters (for example Hk, ∆ks, ∀k, s etc). Thus,
the theoretical comparison of these two algorithms in terms of
convergence speed requires time and effort. And this task is
beyond the scope of this work and it is an open research topic.
9This is at the expense of additional computation. However, as mentioned
in [1] (see Appendix A of [1]), a small desktop computer can solve a GP of
100 variables and 10000 constraints by standard interior point method under a
minute. Thus, we believe that the complexity of Algorithm I and Algorithm
II are almost the same.
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(2) For symbol-wise (user-wise) WMSE balancing problems,
this step helps to balance the WMSE of all symbols (users)
(for example in P3− P4). (3) For MSE constrained total
BS power minimization problems, this step ensures a non
increasing total BS power at each iteration of Algorithm II.
IX. APPLICATION OF THE PROPOSED DUALITY BASED
ALGORITHM FOR OTHER PROBLEMS
A. MSE based problem with entry-wise power constraint
The symbol-wise WSMSE minimization constrained with
entry wise power i.e,. bHksnbksn ≤ p¯ksn, ∀k, s, n problem is
formulated as
P5 : min
{Bk,Wk}Kk=1
K∑
k=1
Sk∑
s=1
ηksξ
DL
ks , s.t b
H
ksnbksn ≤ p¯ksn. (69)
It can be shown that this problem can be solved by Algorithm
II with {∆ks = diag(δks1, · · · , δksN ), ∀s}Kk=1.
B. Weighted sum rate optimization constrained with per an-
tenna and symbol power problem
By employing the approach of [11] (see (16) of [11]), one
can equivalently express the weighted sum rate maximization
constrained with per antenna and symbol power problem as
P6 : (70)
min
{τ¯ks,ν¯ks,bks,wks,∀s}Kk=1
K∑
k=1
Sk∑
s=1
θ¯ks
1
τ¯ks
ν¯ γ¯ksks +
K∑
k=1
Sk∑
s=1
η¯ksξ
DL
ks ,
s.t [BBH ](n,n) ≤ p˘n,bHksbks ≤ p˘ks,
K∏
k=1
Sk∏
s=1
ν¯ks = 1, τ¯ks > 0
where {0 < ω¯ks < 1, ∀s}Kk=1 are the rate weighting factors
for all symbols, η¯ks = τ¯ µ¯ksks , γ¯ks =
1
1−ω¯ks µ¯ks =
1
ω¯ks
− 1 and
θ¯ks = ω¯ksµ¯
(1−ω¯ks)
ks . For fixed {τ¯ks, ν¯ks, ∀s}Kk=1, the above
optimization problem has the same mathematical structure
as that of P1. Thus, by keeping {τ¯ks, ν¯ks, ∀s}Kk=1 constant,
{bks,wks, ∀s}Kk=1 can be optimized by applying the MSE
duality discussed in Section IV. Moreover, {τ¯ks, ν¯ks, ∀s}Kk=1
and the power allocation part of the above problem can be
optimized by a GP method like in (25) of [20]. Consequently,
we can apply Algorithm II to solve (70). The detailed expla-
nations are omitted for conciseness. The following problems
can also be solved by simple modification of Algorithm II
P7 : min
{Bk,Wk}Kk=1
K∑
k=1
tr{BkBHk },
s.t [BBH ](n,n) ≤ p˘n,
tr{BHk Bk} ≤ pˆk
SINRks ≥ ̺ks, ∀n, k, s
≡: min
{Bk,Wk}Kk=1
K∑
k=1
tr{BkBHk },
s.t [BBH ](n,n) ≤ p˘n,
tr{BHk Bk} ≤ pˆk
ξDLks ≤ (1 + ̺ks)−1, ∀n, k, s
P8 : max
{Bk,Wk}Kk=1
min Rks
s.t [BBH ](n,n) ≤ p˘n, bHksbks ≤ p˘ks, ∀n, k, s
≡: min
{Bk,Wk}Kk=1
max ξDLks
s.t [BBH ](n,n) ≤ p˘n, bHksbks ≤ p˘ks, ∀n, k, s
where SINRks(Rks) is the SINR (rate) of the kth user sth
symbol, and we use the fact that Rks = log(1 + SINRks)
and ξDLks = (1 + SINRks)−1 [1]. It is clearly seen that the
application of Algorithm II is not limited to the problems of
this paper.
Note that under imperfect channel state information (CSI)
condition, the stochastic robust design versions of P1 - P5 can
be solved like in [10]. However, to the best of our knowledge,
the relationship between rate (SINR) and MSE is not known
when the CSI is imperfect [7]. Hence, solving the rate (SINR)-
based robust design problems (for example, robust versions of
P6 - P8) by our duality approach is an open problem.
X. SIMULATION RESULTS
In this section, we present simulation results for P1−P4.
All of our simulation results are averaged over 100 randomly
chosen channel realizations. We set K = 2, N = 4 and
{Mk = Sk = 2, ηks = ρks = η˜k = ρ˜k = 1, ∀s}Kk=1.
It is assumed that Rn1 = σ21IM1 , Rn2 = σ22IM2 and
σ22 = 2σ
2
1 . The maximum power of each BS antenna is set
to {p˘n = 2.5mW}Nn=1. And the maximum power allocated
to each symbol and user are set to {p˘ks = 2.5mW, ∀s}Kk=1
and {pˆk = 5mW}Kk=1, respectively. For better exposition, we
define the Signal-to-noise ratio (SNR) as Pmax/Kσ2av and it
is controlled by varying σ2av , where Pmax = 10mW is the
total maximum BS power and σ2av = (σ21 + σ22)/2. We also
compare Algorithm II and the algorithm in [2]10.
Note that the algorithm in [2] is designed for coordinated
BS systems scenario. And, the iterative algorithm of [2] is
based on the per BS power constraint. However, according
to [2] and [21], B coordinated BS systems each with Z
antennas can be treated as one multiuser MIMO system with
BZ antennas. Thus, when Z = 1, the considered problem has
exactly the same structure as that of [2]. To the best of our
knowledge, there is no other general linear algorithm that can
solve the problem types P1 − P4. On the other hand, in all
problems, since there are more than one power constraints (i.e.,
per antenna and symbol (user) powers), all power constraints
may not be active at the optimal solution. Due to these reasons,
we compare Algorithm II and the algorithm in [2] both in
terms of the achieved MSE (i.e., minimized MSE) and total
utilized BS power at the achieved MSE.
A. Simulation results for problems P1− P2
In this subsection, we compare the performance of our
proposed algorithm with that of [2]. As can be seen from Fig.
10As will be clear in the sequel, the proposed algorithm and the algorithm
of [2] may not utilize the entire 10mW for all noise levels. Thus, the afore-
mentioned SNR can be considered as the maximum SNR of the transmitted
signal.
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Fig. 2. Comparison of the proposed algorithm (Algorithm II) and the
algorithm of [2] in terms of WSMSE for: [top] P1, [bottom] P2.
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Fig. 3. Comparison of the proposed algorithm (Algorithm II) and the
algorithm of [2] in terms of total BS power for: [top] P1, [bottom] P2.
For this figure we compute σ2av(dB) as σ2av(dB)=10 log σ
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Fig. 4. Comparison of the proposed algorithm (Algorithm II) and that of
in [2] in terms of maximum achieved MSE for: [top] P3, [bottom] P4.
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Fig. 5. Comparison of the proposed algorithm (Algorithm II) and the
algorithm of [2] in terms of total BS power for: [top] P3, [bottom] P4.
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2, the proposed algorithm and the algorithm in [2] achieve
the same symbol-wise and user-wise WSMSEs. Next, we plot
the total utilized powers at the BS to achieve these WSMSEs
which is shown in Fig. 3. From these two figures, one can see
that to achieve the same WSMSE, the proposed duality based
iterative algorithm requires less total BS power than that of
[2]. This scenario fits to that of [10] and [19] where the sum
MSE minimization constrained with a per BS antenna power
problem has been examined by duality approach.
B. Simulation results for problems P3− P4
Like in the above subsection, here we compare the per-
formance of our proposed algorithm with that of [2]. For
these problems, we also observe from Fig. 4 that the proposed
algorithm and the algorithm in [2] achieve the same maximum
symbol and user MSEs. And from Fig. 5 the proposed duality
based algorithms utilize less total BS power compared to that
of [2]. For all of our problems, we observe that to achieve
the same MSE, the proposed duality based iterative algorithm
utilizes less total BS power compared to the algorithm of [2].
This scenario has also been observed for other MSE and rate
based problems in [10], [19], [20].
Note that the problems of [2] are examined directly in the
downlink channel. According to [5], [13], in general, duality
approach of solving downlink transceiver design problems has
easier to handle mathematical structure (lower complexity)
compared to that of the direct approach in [2]. For this reason,
we believe that the computational complexity of the proposed
duality algorithm is not higher than that of [2].
C. Convergence speed of Algorithm II
As can be seen from Section VIII, the overall computa-
tional complexity of Algorithm II depends on the number of
iterations to achieve convergence. In general, the number of
iterations to achieve convergence may not be the same for all
problems. On the other hand, for each problem, getting the
exact number of iterations to achieve convergence analytically
is very difficult. Due to these reasons, we provide numerical
simulations to demonstrate the convergence speed of Algo-
rithm II for P1. As can be seen from Fig. 6, the proposed
algorithm converges within few iterations in low, medium and
high SNR regions.
XI. CONCLUSIONS
In this paper, we examine different transceiver design prob-
lems for multiuser MIMO systems under generalized linear
power constraints. The problems are solved for the practically
relevant scenario where the noise vector of each MS is a
ZMCSCG random variable with arbitrary covariance matrix.
For all of our problems, we propose new downlink-interference
duality based iterative solutions. The current duality are estab-
lished by formulating the noise covariance matrices of the dual
interference channels as fixed point functions and marginally
stable (convergent) discrete-time-switched systems. We show
that the proposed duality based iterative algorithms can be
extended straightforwardly to solve several practically relevant
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Fig. 6. Convergence speed of Algorithm II for P1.
linear transceiver design problems. We also show that our new
MSE downlink-interference duality unify all existing MSE
duality. Our simulation results demonstrate that the proposed
duality based algorithms utilize less total BS power than that
of existing algorithms.
APPENDIX A
PROOF OF THEOREM 2
Proof: Define D˜ , diag(A1,1, · · · ,An,n) and A˜ ,
D˜−A. It follows
A = D˜− A˜⇒ A−1 = D˜−1(I− A¯)−1
where A¯ = A˜D˜−1. Since (I− A¯) is strictly diagonally dom-
inant matrix, (I− A¯)−1 exists [17] (page 349). Furthermore,
if ρ(A¯) < 1, (I− A¯)−1 can be expressed as
(I− A¯)−1 =
∞∑
k=0
A¯k. (71)
It follows
A¯−1 =D˜−1(I− A¯)−1 = D˜−1
∞∑
k=0
A¯k ≥ 0 (72)
From this equation we can see that if ρ(A¯) < 1, the
nonnegativity of A¯−1 can be ensured. Next we show that ρ(A¯)
is indeed less than 1. For any n× n matrix X, we have [17]
(pages 294 and 297 of [17])
ρ(X) ≤|||X|||, |||X||1 , max
1≤j≤n
n∑
i=1
|xij | (73)
where |||.||| is any matrix norm and |||.|||1 is a matrix one
norm. By using (73), we get the following bound [17]
ρ(A¯) ≤ |||A¯|||1 < 1. (74)
Since A−1 has nonnegative elements, A is also an M-matrix
[22]. By defining S , A−1 and e , 1n×1, we get
eTA = eT ⇒ eT = eTS =[
n∑
j=1
Sj,1, · · · ,
n∑
j=1
Sj,n]
⇒ |||S|||1 =1 (75)
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where the third equality follows from the fact that S is a
nonnegative matrix.
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