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Abstract
Since the advent of the first digital processing units, the importance of digital signal
processing has been steadily rising. Today, most signal processing happens in the digital
domain, requiring that analog signals be first sampled and digitized before any relevant data
can be extracted from them. For decades, conventional uniform sampling that is governed by
the Nyquist sampling theorem has provided an almost universal means to this end. The recent
explosion of the demands for data acquisition, storage and processing, however, has pushed
the capabilities of conventional acquisition systems to their limits in many application areas.
By offering an alternative view on the signal acquisition process, ideas from sparse signal
processing and one of its main beneficiaries compressed sensing (CS), have the potential to
assist alleviating some of these problems. Building on the premise that the signal information
rate is often much lower than what is dictated by its native representation, CS provides an
alternative acquisition and processing framework that attempts to reduce the sampling rate
while preserving the information content of the signal.
In this thesis, we explore some of the basic foundations of the finite-dimensional CS
framework and its connection to sub-Nyquist sampling and processing of sparse continuous
analog signals with application to multiband sensing. Despite being a focus of active research
for over a decade, there still remain significant gaps in understanding the implications that
compressive approaches have on the signal recovery and processing performance, especially
against noisy settings and in relation to practical sampling problems. This dissertation aims
at filling some of these gaps. More specifically, we look into the ways the application of a
compressive measurement kernel impacts signal and noise characteristics and the relation
it has to the signal recovery performance. We also investigate methods to infer the current
complexity of the signal scene from the reduced-rate compressive observations without
resorting to Nyquist-rate processing and show the advantage this knowledge offers to the
recovery process. Having considered some of the universal aspects of compressive systems,
we then move to studying a particular application, namely that of sub-Nyquist sampling and
processing of sparse analog multiband signals. Within the sub-Nyquist sampling framework,
we examine three different multiband scenarios that involve multiband sensing in spectral,
angular and spatial domains. For each of them, we provide a sub-Nyquist receiver architecture,
develop recovery methods and numerically evaluate their performance.
v

Zusammenfassung
Seit dem Aufkommen der ersten digitalen Verarbeitungseinheiten hat die Bedeutung der
digitalen Signalverarbeitung stetig zugenommen. Heutzutage findet die meiste Signalverar-
beitung im digitalen Bereich statt, was erfordert, dass analoge Signale zuerst abgetastet und
digitalisiert werden, bevor relevante Daten daraus extrahiert werden ko¨nnen. Jahrzehnte-
lang hat die herko¨mmliche a¨quidistante Abtastung, die durch das Nyquist-Abtasttheorem
bestimmt wird, zu diesem Zweck ein nahezu universelles Mittel bereitgestellt. Der ku¨rzliche
explosive Anstieg der Anforderungen an die Datenerfassung, -speicherung und -verarbeitung
hat jedoch die Fa¨higkeiten herko¨mmlicher Erfassungssysteme in vielen Anwendungsbereichen
an ihre Grenzen gebracht. Durch eine alternative Sichtweise auf den Signalerfassungsprozess
ko¨nnen Ideen aus der sparse Signalverarbeitung und einer ihrer Hauptanwendungsgebiete,
Compressed Sensing (CS), dazu beitragen, einige dieser Probleme zu mindern. Basierend
auf der Annahme, dass der Informationsgehalt eines Signals oft viel geringer ist als was
von der nativen Repra¨sentation vorgegeben, stellt CS ein alternatives Konzept fu¨r die
Erfassung und Verarbeitung bereit, das versucht, die Abtastrate unter Beibehaltung des
Signalinformationsgehalts zu reduzieren.
In dieser Arbeit untersuchen wir einige der Grundlagen des endlichdimensionalen CS-
Frameworks und seine Verbindung mit Sub-Nyquist Abtastung und Verarbeitung von spar-
sen analogen Signalen. Obwohl es seit mehr als einem Jahrzehnt ein Schwerpunkt aktiver
Forschung ist, gibt es noch erhebliche Lu¨cken beim Versta¨ndnis der Auswirkungen von
komprimierenden Ansa¨tzen auf die Signalwiedergewinnung und die Verarbeitungsleistung,
insbesondere bei rauschbehafteten Umgebungenen und in Bezug auf praktische Messaufga-
ben. In dieser Dissertation untersuchen wir, wie sich die Anwendung eines komprimierenden
Messkerns auf die Signal- und Rauschcharakteristiken auf die Signalru¨ckgewinnungsleistung
auswirkt. Wir erforschen auch Methoden, um die aktuelle Signal-Sparsity-Order aus den kom-
primierten Messungen abzuleiten, ohne auf die Nyquist-Raten-Verarbeitung zuru¨ckzugreifen,
und zeigen den Vorteil, den sie fu¨r den Wiederherstellungsprozess bietet. Nachdem gehen
wir zu einer speziellen Anwendung, na¨mlich der Sub-Nyquist-Abtastung und Verarbeitung
von sparsen analogen Multibandsignalen. Innerhalb des Sub-Nyquist-Abtastung untersuchen
wir drei verschiedene Multiband-Szenarien, die Multiband-Sensing in der spektralen, Winkel
und ra¨umlichen-Doma¨ne einbeziehen.
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Chapter 1
Introduction
1.1 Motivation
The past several decades have witnessed an unprecedented expansion of the digital world.
Signal digitization (sampling and quantization) and digital domain signal processing have
become key blocks of most modern devices, technological processes and even services. The
digital world has come so far as to change irreversibly the way we communicate with each
other and the world around us. At the heart of this digital revolution lie the theoretical
works of Kotelnikov, Nyquist, Shannon and Whittaker that have culminated in the celebrated
Shannon-Nyquist sampling theorem. It dictates the minimum sampling rate required for the
lossless sampling and recovery of bandlimited analog signals including by extension images,
video, and other data types. For almost half a century, signal acquisition in digital sensing
and processing systems has been almost universally governed by the principles of (uniform)
Nyquist sampling. This has enabled many of the remarkable achievements in today’s signal
processing systems, ranging from communication devices to digital cameras to robotics and
biomedical systems. Despite these achievements, the explosive growth of digital applications
presents a number of serious challenges, particularly with respect to required sampling rates,
data storage and signal processing capabilities. Altogether, this creates a need for more
effective approaches to signal acquisition that are better tailored to particular applications,
e.g., by taking into account the knowledge of the underlying signal structure.
Among the different views on possible solutions to the data avalanche problem that
signal processing systems are facing nowadays, one stands out: compressed sensing (CS), the
sampling paradigm that unites the processes of signal acquisition and signal compression.
Originally developed in the context of solving systems of linear equations, CS builds on ideas
from nonlinear approximation [1], sparse representations [2]–[7] and lossy compression [8],
[9]. In contrast to traditional views on the data compression that perceives it as a task of
analyzing an acquired signal and approximating it with as few components as possible, CS
provides a different outlook by raising a thought-provoking question: if what one cares for
in a signal is only a few information encoding coefficients, could one use this knowledge
1
Chapter 1 Introduction
to acquire it more efficiently (e.g. at a lower rate) and still be able to extract them? The
answer provided by the seminal works of Donoho, Cande´s, Baraniuk and Tao imagines a
new a digital signal acquisition system: one that combines digitization and compression in
a single organic process rather than separating them into two autonomous ones [10]–[15].
The potential of the CS framework was first recognized in image processing applications
[16]–[18], but it soon became clear that it has much wider ramifications. Of course, the
ideas that lie at its heart are not entirely new. It has long been recognized that alternative
approaches to signal sampling can be beneficial in certain scenarios [19]–[22]. Furthermore,
since the works of Henri Landau in the late 1960s, there has been an understanding that
the minimal sampling rate required for exact recovery of a bandlimited signal is defined by
its spectrum occupancy rather than by the overall bandwidth. Landau’s theoretical works
laid the foundation for the theory of non-uniform sampling and paved the way to the more
recent results of Bresler, Feng, and Venkataramani on reduced rate non-uniform sampling
[22], [23] which were eventually related to the CS paradigm.
This being said, one of the biggest achievements of CS (besides having inspired an
impressive array of theoretical results and numerical tools) is that it creates a unified
framework for the recovery of structured high-dimensional signals from their low-dimensional
observations. On the other hand, being a mathematical framework that operates mostly
within a finite-dimensional world, it generally gives little insight into how such a compressive
sampling process can be realized in practice, having in mind acquisition of analog continuous
signals. This seeming discrepancy has recently attracted significant research whose results we
broadly refer to as the theory of sub-Nyquist sampling1, which is concerned with sampling
continuous signals that lie in the union of subspaces [24]. This dissertation takes further
steps towards this goal by expanding the understanding of the CS acquisition process and
its implications to practical sampling problems. It explores the foundations of both the
finite-dimensional CS world and the sub-Nyquist world of the union of subspaces, their
differences and interconnections, on a particular example of compressive acquisition and
processing of wideband analog signals with multiband structure. It is worth noting that
efficient sampling and recovery of multiband signals has been an area of active research since
the works of Landau. Over the years, it not only retained relevance but also multiplied
the range of applications it can potentially serve. Thus, nowadays multiband sensing is
central to cognitive radio (CR), spectrum monitoring and radio surveillance. It also finds its
place in tactical, maritime and underwater communications [25]–[27], as well as in radar [28],
1We would like to point out that there is no universal consensus among researchers about the terminology
here. Thus, many do not clearly distinguish sub-Nyquist sampling but rather place it under the umbrella of
CS. In contrast, in this work we treat CS as a finite-dimensional framework while using the term “sub-Nyquist
sampling” in reference to the methods that explicitly consider the acquisition and processing of continuous
signals at the rates below Nyquist. The latter, of course, includes the aforementioned earlier works on
non-uniform sampling that were not originally developed within the CS framework. Nevertheless, the areas of
CS and sub-Nyquist sampling are closely connected and, as such, they benefit and borrow from each others’
developments. Ultimately, their successful combination shall one day provide a comprehensive view on the
compressive acquisition of analog signals that have sparse or compressible representations.
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[29] and ultra wideband (UWB) systems [30]–[33]. With this in mind, this thesis studies
the application of the compressive acquisition paradigm to multiband sensing in spectral,
angular and spatial domains. Before moving to particular sensing scenarios however, it first
examines some of the basic principles that govern the operation of a compressive sensing
system providing novel insights into the relations between its main components that are
relevant to a wide range of CS applications.
1.2 Thesis outline
This thesis is conceptually organized into two parts that are further arranged into individual
chapters. The first part, entitled “CS System Design and Analysis,” consists of three chapters
that investigate the main blocks of the generic compressive acquisition system and their
influence on recovery performance. The first of them, Chapter 2 “Compressed sensing
fundamentals,” contains a brief summary of the main components constituting the CS
framework followed by a discussion of a connection between the classical finite-dimensional
CS formulation and the sub-Nyquist sampling of analog signals. The organization of this
overview chapter is largely inspired by the book of Prof. Yonina C. Eldar on compressed
sensing and its applications [34]. It is followed by Chapter 3, “Sensing matrix analysis and
design,” which presents a study of the influence of the compressive measurement kernel on
system characteristics such as the effective signal-to-noise ratio (SNR) at the output of the
(compressive) receiver and the impact it has on recovery performance. The chapter proceeds
by exploring possible methods of measurement design optimization in order to obtain a kernel
suitable for practical implementation. Chapter 4, “Sparsity order estimation,” completes the
first part by discussing the task of sparsity order estimation from compressed observations.
The sparsity of the input signal is of vital importance to the CS system, while its knowledge
can be used to assist the recovery process or adapt the measurement strategy. This said, the
order estimation task in this thesis is considered in both static and dynamic scenarios, and
it is accompanied by a numerical demonstration of the performance improvement it offers.
The second part of this thesis, “Applications in Sub-Nyquist Sampling,” is dedicated to
an application of compressive acquisition ideas to sub-Nyquist sampling and processing of
sparse analog multiband signals. It begins with the introduction of a multiband signal model
and an associated wideband spectrum sensing (WSS) problem in Chapter 5, “Wideband
multiband spectrum sensing,” followed by a brief review of WSS approaches. It then moves to
considering a particular architecture for sub-Nyquist sampling of analog signals, the so-called
modulated wideband converter (MWC), and formulating the WSS task in the CS framework.
It demonstrates that the spectral occupancy can be coarsely estimated from the support
of the input signal without the need for full signal/spectrum reconstruction. Chapter 6,
“Multiband spectrum sensing and DoA estimation,” extends the concept of multiband sensing
into the angular domain by adding an array of antennas at the receiver and utilizing the
signal structure in both frequency and space. Building on the MWC architecture, this chapter
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develops a receiver system for joint frequency-angular sensing and provides an analysis of
the conditions for signal recovery and a discussion of possible recovery methods. Finally,
Chapter 7, “Multiband spectrum sensing and time delay estimation,” considers multiband
sensing in a distributed setup with multiple sensing nodes that are time-synchronized with
each other. It presents an approach for joint multiband sensing and time delay estimation
from sub-Nyquist samples and shows how the distributed multiband measurements can help
in determining in-band channel interference. In conclusion, Chapter 8, “Conclusions and
outlook,” summarizes the main thesis findings and highlights related research questions that
are open to further investigation.
1.3 Summary of contributions
On a conceptual level, this thesis contributes to a better understanding of the connections
between the components of the finite-dimensional CS framework, their relation and influence
on the recovery performance, and the elements of practical systems for sub-Nyquist sampling
of continuous sparse signals. Each chapter examines specific aspects of the design of a
compressive acquisition system, while exploring their interconnections and implications on
the operation of the whole system. Major contributions of each chapter are listed below.
1. Chapter 3 “Sensing matrix analysis and design”. The first contribution of
this chapter is the uncovering of new aspects in the relation between the choice of
the sensing matrix in CS and the recovery performance. By taking a deterministic
view on the composition of the sensing matrix, it provides novel insights into the
fundamental differences between compressive and traditional (Nyquist-rate) signal
acquisition. This leads to the second major contribution of this chapter, which is the
introduction of an alternative approach to sensing matrix design. Instead of relying on
random ensembles, we propose optimizing the sensing matrix with respect to particular
application requirements at hand and provide examples of possible design formulations.
2. Chapter 4 “Sparsity order estimation”. The main contribution of this chapter
is the development of an eigenvalue-based theory of sparsity order estimation from
compressive observations. It encompasses two most common CS signal models, the
so-called multiple measurement vector (MMV) and the single measurement vector
(SMV), and can be applied in dynamic scenarios. Thus, in this chapter we investi-
gate the sparsity order problem in detail, propose particular estimation methods for
each considered scenario and evaluate the potential of order estimation for recovery
assistance.
3. Chapter 5 “Wideband multiband spectrum sensing”. Chapter 5 connects the
finite-dimensional CS theory with the sub-Nyquist sampling framework on the example
of wideband acquisition and processing of analog multiband signals. It presents a
4
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compressive energy detector for coarse estimation of the spectral occupancy from sub-
Nyquist samples, contributes to the analysis of the sensing performance in a multiband
setting, and relates the findings from previous chapters to a particular application.
4. Chapter 6 “Multiband spectrum sensing and DoA estimation”. The main
contribution of Chapter 6 is the development of a sub-Nyquist system for multiband
sensing with antenna arrays. Along with proposing the receiver structure, we formulate
the recovery conditions and devise particular reconstruction methods for joint angular-
frequency sensing. The proposed methods are largely independent of the structure of
the antenna responses and can be applied to practical (e.g., measured) antenna arrays.
5. Chapter 7 “Multiband spectrum sensing and time delay estimation”. Fi-
nally, in Chapter 7 we extend our analysis to a distributed scenario and develop
methods for multiband time delay estimation from sub-Nyquist samples provided by
multiple time- synchronized sensors. The proposed methods allow recovering relative
autocorrelation functions of the signals within the individual sub-bands constituting
the multiband input, which is a prerequisite for later time delay estimation.
The contributions discussed above are partially presented in the following peer-reviewed
journal [A1]–[A4] and conference [A5]–[A20] publications. The relation of the individual
publications to the particular parts of the thesis are provided at the beginning of the
respective chapters.
1.4 Notations
We complete this chapter by introducing some common notations used throughout the thesis.
Scalars
x, y, z scalars
x(t) a continuous function of some continuous variable t
x[n] a discrete function of some discrete variable n
E {x} the expected value of x
var {x} the variance of x
Re{x}, Im{x} the real and imaginary parts of x
5
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Vectors and matrices
x,y, z vectors
xi the ith element of x
xI a sub-vector of x formed by taking the elements indexed by I
X,Y ,Z matrices
Xi,j = [X](i,j) an (i, j) element of X
[X]n:k a sub-matrix of X formed by taking its nth to kth rows
XI a sub-matrix of X formed by taking the columns indexed by I
x∗, X∗ the (element-wise) complex conjugate of x, X
|x|, |X| the (element-wise) absolute value of x, X
E {x}, E {X} the (element-wise) expected value of x, X
Re{x}, Re{X} the (element-wise) real part of x, X
Im{x}, Im{X} the (element-wise) imaginary part of x, X
xT, XT a transpose of x, X
xH, XH a Hermitian (conjugate) transpose of x, X
X† = (X∗X)−1X∗ a Moore-Penrose matrix pseudo-inverse
1N , 0N an all-one, all-zero vector of length N
IN an N ×N identity matrix
⊗, ,  the Kronecker, Hadamard (element-wise) and Khatri-Rao products
Further details on vector and matrix operations are provided in Appendix C.
Tensors and sets
X ,Y ,Z tensors
X p×n×m a tensor of size p× n×m
I3×p an identity tensor of size p× p× p
X ,Y,Z generic sets
X a special (number) set
XN×M a special (number) set of dimensions N ×M
N the set of natural numbers
R the set of real numbers
C the set of complex numbers
Z the set of integer numbers
Generic sets are defined using curly brackets by either specifying the conditions of belonging to
the set, as in X = {x ∈ R : x ≥ 0}, or listing their elements explicitly, e.g., X = {13 , 23 , . . . , N3 }
or X = {k3}Nk=1.
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Part I
CS System Design and Analysis
In the first part of this thesis, we explore some basic elements of compressed sensing (CS)
framework that are largely independent of the application. While being often criticized for
regarding the signal model and the measurement process solely from a finite-dimensional
perspective, the CS framework provides a variety of tools that, applied in a sensible way,
can be employed for solving more practical (infinite-dimensional) problems. In addition
to a significant amount of results available to build on, studying a finite-dimensional CS
setting offers an advantage of a relatively straightforward, albeit perhaps simplified, way to
interpret them. The following chapters, however, do not only serve as an introduction to the
finite-dimensional CS world. They also provide novel insights into some fundamental aspects
of the design and operation of the CS systems that are essential for practical implementation.
One of these is concerned with the influence of the choice of the measurement kernel on
the system’s parameters and, subsequently, on the recovery performance. Another one is
the ability to infer the signal complexity from the compressed observations and to use this
knowledge to assist the recovery. Being expressed against a generic CS setting both of them
have wide ramifications for a variety of practical applications, one of which, namely that of
the recovery and processing of sparse continuous multiband signals, becomes the focus of the
second part of this work.
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Compressed sensing fundamentals
2.1 Where analog meets discrete
For decades, there has been an almost universal trend in signal processing that can be
roughly summarized as ”first sample, sort out later”. It is characterized by the transfer of
most of the signal processing and analysis to the digital domain coupled to the ever-growing
demands to the sampling capabilities of sensing systems. Traditional uniform sampling
ensures loseless discrete representation of analog signals, provided that the samples are taken
at twice the highest frequency they contain, and provides a straightforward relation between
signal properties and operations in analog and digital domains. Thus, it comes as no surprise
that uniform Nyquist-rate sampling has become a universal sampling strategy for most of the
modern sensing and processing systems. It has been long recognized however that in many
practical applications what one is often interested in is some (limited) number of coefficients
or signal parameters rather than the exact representation of the signal that they are encoded
in. Hence, after the signal is sampled it usually undergoes a process of signal analysis and
compression with the goal of extracting and retaining only relevant content. When this is
much lower than what is allowed by the total measure of the parameter space defining the
signal, we say that the signal can have a more compact (sparse) representation than the one
is provided by the traditional Nyquist sampling.
Mathematically, we can express this by introducing an operator Ψ : D → S that maps
some parameter (coefficient) space D ⊆ RN to a signal space S ⊂ L2 such that
∀ s(t) ∈ S s(t) = Ψ (d) : d ∈ D. (2.1)
Here, d is the coefficient vector that defines the analog signal s(t) in the parameter space D.
Depending on N , the dimension of the signal space can be significantly large as it has to
provide enough degrees of freedom to account for all possible parameter choices [34]. When
the signal exploits only a small number of available degrees of freedom we can represent it as
9
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belonging to some Sγ ⊂ S that is characterized by a (lower-dimensional) subspace Dk ⊆ RK
s(t) ∈ S ⇐⇒ ∃γ0 ∈ Γ s(t) ∈ Sγ0 and d ∈ Dk, (2.2)
where Γ denotes an index set and K is assumed to be smaller than N . The model (2.2) is
known as the union of subspaces since, according to it, the signal s(t) resides in a subspace
of S formed by the union over all Sγ , i.e, s(t) ∈
⋃
γ∈Γ
Sγ [24], [35]–[39]. If the exact subspace
index γ0 is known we can apply conventional sampling guided by the dimensions of Sγ0 and
Dk. When this is not the case, we can still use the traditional framework but with a sampling
rate dictated by the dimension of the entire signal space S instead. Intuitively, this would
be a wasteful process as we know that s(t) does not occupy the entire space. Until recently,
however, such an approach (sampling the signal with respect to the entire signal subspace
followed by identifying its lower-dimensional structure later during the post-processing step)
was an almost universal way of treating signals of form (2.2) when γ0 is unknown.
Motivated by this disregard of the signal structure and subsequent seemingly inefficient
signal acquisition step, an alternative framework of compressed sensing (CS) has emerged.
It attempts to combine the processes of signal measurement and compression to allow for
lower sampling rates that are driven by the amount of active signal information content.
To describe this process, we can introduce a linear sampling operator Φ˜ that maps the
(continuous) functional s(t) to an M -element vector of (discrete) measurements y
y = Φ˜ (s(t)) . (2.3)
At the later step of signal reconstruction, the prior knowledge of the signal low-dimensional
structure (e.g., in the form of (2.2)) is utilized to recover s(t) or the information within. The
difference between the two approaches is schematically illustrated in Figure 2.1 with the
traditional signal acquisition and processing flow sketched in Figure 2.1a and its compressive
counterpart depicted in Figure 2.1b.
It is important to note that the complexity reduction at the sensor in terms of the required
sampling rates and the amount of generated data promised by CS is paid for by the increase
of the computational power needed at the processing phase due to highly non-linear recovery
methods. This trade-off between the sensing and processing complexity sets boundaries on
the practical applications of CS-based systems. Another restriction comes from the fact that
CS, as a mathematical framework, has initially grown from the finite-dimensional algebra
which is not always directly applicable to continuous analog signals. If formulated carefully
however1, a discrete model in many cases provides a functional description of the analog
sampling system. The main advantage of analyzing the discrete model is that it often allows
immediate application of the obtained results to a practical system, with only some mild
1We will see how a discrete CS formulation can be used to describe practical sub-Nyquist sampling
systems in more detail in Section 2.4 of this chapter as well as in the second part of this thesis.
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Uniform Nyquist-
rate sampling
λ (S)
s(t) ∈ Sγ
s ∈ RN
Analysis and
Compression
d ∈ RK
Compressed
(sub-Nyquist)
sampling
∼ λ (Sγ)
y ∈ RM
Non-linear
Reconstruction
sparsity prior
(b)
(a)
Figure 2.1: Traditional (a) and compressive (b) approaches to signal acquisition and compression. The
notation λ (·) is used to indicate the Lebesgue measure of a set.
modifications required. For these reasons, it is common to study sub-Nyquist sampling
systems in a purely discrete setting. To do so, one assumes that the signal s(t) is initially
regularly sampled at the Nyquist rate and then compressed by a linear operator Φ that
performs a dimensionality reduction (from N , that is needed for Nyquist-rate sampling of
s(t), to M). Following this approach, we arrive at the classical discrete CS model
y = ΦTs, (2.4)
where s is a lengthN vector that contains Nyquist-rate samples of s(t) and Φ is a measurement
matrix of dimensions N ×M . Importantly, an additional requirement to s is that it has a
sparse representation, i.e., that the number of degrees of freedom it enjoys is small compared
to its ambient dimensionality.
In the remainder of this chapter, we briefly review some of the fundamental results in CS
that will provide a necessary background for the following chapters. We start the overview
with the classical finite-dimensional framework of (2.4) and complete it by examining its
extensions to sub-Nyquist sampling of continuous analog signals. Note that we do not aim
at providing a comprehensive overview of the CS theory in this chapter, but rather highlight
its main elements essential for further discussion. For more detailed analysis we refer the
reader to [24], [34], [40] and references therein.
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2.2 Single measurement vector
The main goal associated with (2.4) is the recovery of s from its measurements y. However,
since the system (2.4) has more unknowns (N) than equations (M), it is underdetermined
and generally has an infinite number of solutions; this means that for any input signal s0
there exists an infinite amount of signals sk that result in the same measurement vector
y0 = Φ
Ts0 = Φ
Tsk, s0 6= sk. What makes having a unique solution possible is the low-
dimensional structure of s introduced in the previous section. In CS, this structure is usually
captured by the notion of sparsity.
2.2.1 Sparsity models
Sparse and compressible signals. The simplest and most widespread sparsity model
is that of strictly sparse signals that can be represented (or well-approximated) by a small
number of non-zero coefficients.
Definition 1. We say that some N -dimensional signal s ∈ RN is K-sparse if exactly
K  N of its entries are non-zero, i.e., ‖s‖0 ∆= K.
Typically, not the signal s itself is sparse, but it admits a sparse representation in some
basis Ψ such that
s =
N∑
i=1
ψixi = Ψx, ‖x‖0 = K  N, (2.5)
where ψi are the columns of the matrix Ψ. Common examples of such sparsifying transforms
include Fourier and Wavelet [41]–[43]. The notion of sparsity is closely related to that of the
signal support defined below.
Definition 2. A support S(x) of some vector x is a set that contains positions of all its
non-zero elements, i.e.,
S(x) 4= {i ∈ [1, N ] : xi 6= 0} = {s1(x), s2(x), . . . }, (2.6)
where sj(x) denotes the jth element of S(x).
Note that taking into account Definition 2, we can also write (2.5) as
s =
∑
p∈S(x)
ψpxp, where (2.7)
for any K-sparse vector x the cardinality of the support is |S(x)| = K. Throughout the
thesis, we will use the notation xS(x) to denote a vector of length |S(x)| that contains the
elements of x indexed by S(x). Similarly, for some M ×N matrix B, the notation BS(x)
will mean the M × |S(x)| sub-matrix of B that contains the columns of B indexed by S(x).
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y ∈ RM
=
ΦT ∈ RM×N
·
Ψ ∈ RN×N
·
x ∈ RN
Figure 2.2: Finite-dimensional CS system with an M -length vector y containing measurements of a sparse
(in a basis Ψ) signal that is acquired via a measurement matrix Φ.
Now, we can substitute (2.5) into (2.4) to obtain
y = ΦTs = ΦTΨx = Ax, (2.8)
where A = ΦTΨ is an M ×N matrix that we will further refer to as the sensing matrix2
that accounts for the measurement matrix Φ and the sparsifying basis Ψ. A schematic
illustration of (2.8) is given in Figure 2.2. In case of (2.8), we are interested in exact recovery
of x from y, while we can always go back to s via (2.5) if needed.
In practice, it is rare for the signal of interest to be strictly sparse in the sense of
Definition 1. Instead, the signal is more likely to be compressible, i.e., well-approximated by
a limited number of coefficients [34], [44]. From the theory of non-linear approximation, it is
known that the optimal (in terms of the `p-norm error) approximation of a signal s = Ψx
is obtained by simply setting the (N −K) smallest coefficients xk to zero [1]. As doing so
yields again a K-sparse representation, for our purposes it suffices to consider the sparse
model of (2.5).
Structured sparsity. Besides restricting the size of the support, the Definition 1 does not
impose any further constraints on the positions of the non-zeros in x. In many applications
however, there are additional conditions that restrict possible supports to certain structures
only. Such constraints can be expressed in a deterministic way or via some probability
distribution over S(x). In both cases, explicit utilization of the underlying model can provide
significant performance improvement over the standard sparse recovery algorithms [45]. An
example of a common structure model is the so-called block sparsity where the non-zero
coefficients appear in x in blocks of certain length or at regular intervals [36], [46], [47].
Another widespread type of structure is joint sparsity that is often exhibited when multiple
observations of the same process are performed either simultaneously at different sensors
2Note that in CS and sparse recovery literature, both the sensing matrix A and the basis Ψ are commonly
referred to as dictionaries and their columns as atoms.
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[48] or over a short stationarity window in a single sensor [49]. The latter is known as the
multiple measurement vector (MMV) model.
Parametric sparsity. Another important sparsity model that we consider here is the
parametric model [34], [50]–[52]. As briefly mentioned at the beginning of Section 2.1, the
signal s is often defined by a set of parameters {θk}Kk=1 ⊂ Θ in some parameter space Θ such
that
s =
K∑
k=1
xkF(θk), (2.9)
where F represents a mapping from the parameter space Θ ⊆ R to the signal space S ⊂ L2.
The goal of solving (2.4) is to estimate {θk}Kk=1 from y rather than to recover the signal s or
the coefficients x. In this case, the matrix Ψ can be seen as a parametric dictionary that
corresponds to some sampling {θ(G)` }L`=1 ⊆ Θ of the parameter space, i.e.,
Ψ = [F(θ(G)1 ),F(θ(G)2 ), . . . ,F(θ(G)L )]. (2.10)
Assuming that the sampling grid3 is chosen in such a way as to contain all θk, i.e., ∀k ∈
[1,K] ∃` : θ(G)` = θk, it holds that s = Ψx and we can hence estimate θ = [θ1, θ2, . . . , θK ]T
as
θˆ = θ
(G)
S(xˆ), (2.11)
where θ(G) = [θ
(G)
1 , θ
(G)
2 , . . . , θ
(G)
L ]
T is a vector that contains grid sampling points.
2.2.2 Sensing matrices
As we are familiar with the CS setup now, we can proceed with answering the first major CS
question: how to choose the sensing matrix A such that x can be uniquely determined from
y? For clarity, we consider to this end the canonical (single measurement vector (SMV))
model y = Ax that assumes4 Ψ = IN where IN denotes an N ×N identity matrix; we will
gradually include various other extensions as we advance towards more practical examples.
Null-space and matrix spark. To be able to recover all K-sparse vectors x from their
linear measurements Ax, we should choose A such as to ensure that any distinct K-sparse
vectors x 6= x˜ have distinct measurements y = Ax 6= Ax˜ = y˜ [24], [34]. We can express this
formally by introducing the null space of A as
N (A) = {z : Az = 0}. (2.12)
3This inherent dictionary gridding constitutes one of the biggest drawbacks of CS-based approaches, often
challenging its practical applicability. We shortly review some of the problems it is associated with together
with possible solutions in Section 2.2.5.
4As long as the basis Ψ is invertible and known when designing Φ, we can consider the canonical model
without loss of generality since for Ψ 6= IN we can replace Φ by Φ¯ = ΦΨ−1 and achieve the same result.
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Note that if N (A) contains any 2K-sparse vectors then there is such a pair x 6= x˜ that
Ax = Ax˜ where both x and x˜ are K-sparse. This is because the equality Ax = Ax˜ implies
that A(x− x˜) = 0, while one can always decompose a 2K-sparse vector into two K-sparse
ones. This observation leads to the condition on the null-space of A that guarantees a unique
representation of any K-sparse vector x: N (A) should not contain any vectors that are more
than (2K − 1)-sparse [34]. Another way of characterizing the above-mentioned condition is
via the so-called matrix spark [10].
Definition 3. The spark of a matrix A is the smallest number of its columns that are
linearly dependent5:
spark (A) = min
d 6=0
‖d‖0 s.t. Ad = 0. (2.13)
We can now reformulate the null space condition on the identifiability of x using the matrix
spark.
Theorem 1 (Corollary 1 of [10]). For any vector y ∈ RM there is at most one K-sparse
vector x such that y = Ax if and only if spark (A) > 2K.
Theorem 1 immediately gives us a lower bound on the number of measurements required
for unique recovery of K-sparse vectors. Note that for any M ×N matrix A, we have that
2 ≤ spark (A) ≤M + 1 and therefore M ≥ 2K.
The restricted isometry property. In [53], the authors introduce yet another property
of A that plays an important role in establishing recovery guarantees in CS, namely the
restricted isometry property (RIP).
Definition 4. A matrix A is said to satisfy the RIP of order K if there is a constant
δ ∈ (0, 1) such that for all K-sparse vectors x it holds that
(1− δ)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δ)‖x‖22. (2.14)
The constant δ in (2.14) is know as the RIP constant. The main idea behind (2.14)
is that when A satisfies the RIP of order 2K and δ is reasonably small it means that
A approximately preserves the Euclidean length of 2K-sparse signals [18]. This in turn
indicates that N (A) does not contain any 2K-sparse vectors - exactly what we need for the
identifiability of K-sparse signals from their measurements y = Ax. Similarly, one can show
that if A satisfies the RIP of order 2K, then spark (A) > 2K. Furthermore, [54] establishes
that if δ ≤ 0.5 the number of measurements required for unique recovery is lower bounded
by
M ≥ CK log
(
N
K
)
, (2.15)
where C ≈ 0.28.
5By contrast, the rank of a matrix is the largest number of its columns that are linearly independent.
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Coherence. The null-space condition, spark and the RIP all provide conditions on A
that result in recovery performance guarantees. Ensuring that a given matrix A satisfies
any of them is however a non-deterministic polynomial-time hard (NP-hard) problem as
it typically requires performing a combinatorial search over all M ×K sub-matrices of A
[55]. An alternative measure whose computation is not as computationally demanding is the
matrix coherence that determines the smallest (Euclidean) distance between two columns of
a matrix [10], [56], [57].
Definition 5. The coherence µ(A) of a matrix A is the largest inner product between its
two columns ai, aj that are normalized to their `2-norms, i.e.,
µ(A) = max
i 6=j
|〈ai,aj〉|
‖ai‖2‖aj‖2 . (2.16)
In [10], it has been shown that (2.8) is guaranteed to have a unique K-sparse solution if
1 +
1
µ(A)
> 2K. (2.17)
The coherence is hence related to the spark as
spark (A) ≥ 1 + 1
µ(A)
, (2.18)
whereas a (column) unit-norm A satisfies the RIP of order K with δ ≤ (k − 1)µ(A) [10]. It
is worth nothing that for a flat or a square matrix of size M ×N with N > 1, the value of
the coherence is lower6 bounded by the so-called Welch bound [58], [59] such that
µ(A) ≥
√
N −M
M(N − 1) . (2.19)
Moreover, this bound is achieved only if inner product for all pairs of columns is of the same
magnitude. Such matrices are called equiangular tight frames (ETF) [60].
Mutual coherence. For the composite model from Figure 2.2 one can also measure the
largest distance between Φ and Ψ captured by the mutual coherence [18], [61].
Definition 6. The mutual coherence µ(Φ,Ψ) between two matrices Φ, Ψ of equal column
dimension is given by
µ(Φ,Ψ) = max
i,j
|〈φi,ψj〉|
‖φi‖2‖ψj‖2 . (2.20)
From the definition, it is clear that µ(Φ,Ψ) is large if Φ and Ψ contain correlated
columns, and it is small otherwise. Generally, in CS we aim at the maximally incoherent
6Clearly, the coherence is upper bounded by 1 since |〈aj ,ai〉| ≤ |〈ai,ai〉| with the equality being true if
and only if aj = ai for some (i, j).
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pairs Φ,Ψ to allow for unique recovery [62]. For Φ and Ψ with orthogonal columns, the
lowest value of mutual coherence is determined by the column dimensionality as
1√
N
≤ µ(Φ,Ψ) ≤ 1. (2.21)
Suitable matrix constructions. As we have seen, there is a number of desired properties
that a good sensing matrix should fulfill, spanning from a large spark and higher order RIP
with sufficiently small constant to the low level of coherence. What remains open is how to
construct A such that these are achieved.
By far, the largest class of matrices considered particularly suitable for CS are matrices
whose elements are drawn from some probability distribution. More specifically, it has been
shown that random matrices satisfy the RIP with high probability if their entries are drawn
from sub-Gaussian distributions [14], [53], [63]–[65]. Common examples of sub-Gaussian
ensembles include Gaussian, Bernoulli and Rademacher distributed random variables. More
broadly, all bounded random variables fall into this category [64]. Random matrices also
allow to achieve near optimal number of measurements in terms of (2.15) as well as low
coherence that asymptotically reaches µ =
√
2 log(N)
M [41], [66]. Likewise, it is known that
M × N matrices with i.i.d. elements have maximum spark of M + 1 with probability 1
[67]. Importantly, one can also show that in the setting of Figure 2.2, where A = ΦTΨ,
a random construction of Φ is likely to preserve these properties in A as well [63]. Yet
another perspective on random matrix constructions as a choice for Φ is their universality,
i.e., they are likely to be mutually incoherent with any basis Ψ. This in turn implies that by
performing the measurement in a “(pseudo-)random” way one removes the need to know the
sparsifying basis Ψ during the measurement step. In other words, with random measurements
one should be able to reconstruct the signal for an arbitrary basis Ψ, even if it changes
meanwhile.
It is worth noting here that along with random matrices a number of deterministic
constructions has been proposed over the years that fulfill one or more of the CS requirements.
Thus, some M ×M2 matrices achieve the lower bound on matrix coherence [59], [68], while
Vandermonde matrices formed by distinct scalars are known to have maximal spark [69].
Possible constructions of full spark frames based on partial Fourier transform are also
discussed in [70]. There are even ways to generate deterministic matrices that satisfy the RIP
of a given order [71]–[77]. Despite their existence, these deterministic constructions often
either have a very particular structure (as Vandermonde matrices for instance), which might
lead to high coherence values, or result in a prohibitively large number of measurements.
Additionally, they are significantly harder to analyze in the context of composite model
A = ΦTΨ as one has to explicitly consider the properties of the product between Φ and Ψ.
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2.2.3 Noise models
The noise-free setting of (2.8) is seldom encountered in practice since the measurements are
likely to be contaminated with noise. To account for this, we can write (2.8) as
y = Ax+ n, (2.22)
where n is the additive noise vector that is typically modeled either as deterministic and
bounded [11] or as white Gaussian [78], [79]. In CS literature, one comes across two types
of noise often referred to as signal (or input) noise and measurement noise. To show the
difference between the two we decompose n as
n = Ans + nm. (2.23)
Here, ns and nm denote the signal and the measurement noise [80], respectively. From (2.23),
the signal noise ns contaminates the signal prior to the measurement and undergoes the
same measurement process as the signal. It can result from the physical hardware elements
such as amplifiers, mixers and/or filters that are placed before the sampling. Contrarily,
the measurement noise nm is added to the sampled signal Ax. Hence, it accounts for the
perturbations occurring during the measurement step such as quantization for instance.
Substituting (2.23) into (2.22), we obtain
y = Ax+Ans + nm = A(x+ ns) + nm. (2.24)
If not specified otherwise, we will assume throughout that ns and nm are independent
random vectors with i.i.d zero-mean Gaussian distributed elements with variance σ2s and σ
2
m,
respectively.
2.2.4 Recovery algorithms
Now that we have learned under which conditions (2.8) has a unique K-sparse solution as
well as several possible ways to ensure that these are fulfilled, the second set of questions we
are concerned with is how to recover x from its measurements y = Ax.
Basis Pursuit (`1 reconstruction). A straightforward way of approaching (2.8) is by
searching for such solutions xˆ that have minimum `0-norm, i.e.,
xˆ = arg
(
min
x
‖x‖0
)
s.t. y = Ax. (2.25)
Note that in the case of A = ΦTΨ, (2.25) simply transforms into
sˆ = ΦTxˆ : xˆ = arg
(
min
x
‖x‖0
)
s.t. y = ΦTΨx. (2.26)
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The recovery strategy (2.25) is intuitive and it complies with the uniqueness conditions
discussed above. However, its direct implementation is impractical since the `0-norm objective
function is known to be non-convex and finding its (local) minimum is NP-hard [2], [81].
A major breakthrough in sparse signal processing was brought about by showing that,
with the use of `1-norm instead of `0, (2.25) can be relaxed to a convex problem that can be
then recast as a linear or quadratic, for which efficient solutions exist (i.e., with guaranteed
polynomial runtime) [82]–[85]. In other words, we substitute (2.25) with the following
minimization problem
xˆ = arg
(
min
x
‖x‖1
)
s.t. y = Ax, (2.27)
known as the basis pursuit (BP). Note that this becomes possible because (2.27) is known to
be the (tightest) convex relaxation of the original problem (2.25). In the presence of noise,
(2.27) takes the form of the basis pursuit denoising (BPDN) [83]
xˆ = arg(min
x
‖x‖1) s.t. ‖y −Ax‖22 ≤ ε, (2.28)
where ε is a constant that controls the data fidelity in terms of the mean squared error
(MSE). The recovery guarantees for (2.27) and (2.28) have been intensively investigated
from a variety of different perspectives with some of the fundamental results presented in
[40], [62], [66], [79], [83], [86]–[89]. The bottom line here is that a sparse signal can be stably
recovered using (2.28) in a number of noise settings from M = O(K logN) measurements
under the conditions similar to those discussed in Section 2.2.2, albeit somewhat tighter.
Greedy algorithms. As discussed above, optimization approaches7 based on (2.28) are
known to provide outstanding recovery performance under a wide range of circumstances.
However, their complexity scales as O(N3 log(N)) [96] which still might result in prohibitively
long run-times for some practical applications [97]. This has lead to the development of
lower complexity iterative algorithms that attempt at approximating (2.28). These are often
categorized as greedy methods [95]. The name comes from the way the solution is obtained,
by means of an iterative update of the signal support and the corresponding coefficients
where at each step one or more components are identified [98].
To date, there is a large body of research dedicated to greedy methods with a wide variety
of powerful algorithms available ranging from classical (general purpose) pursuits such as the
matching pursuit (MP) [56] and the orthogonal matching pursuit (OMP) [57], [99]–[102] to
more specialized algorithms specifically tailored to solving sparse recovery problems such as
the compressive sampling matching pursuit (CoSaMP) [103] and the subspace pursuit (SP)
[104] for instance. Thresholding algorithms such as iterative soft thresholding (IST) [105],
[106] and iterative hard thresholding (IHT) [107]–[110] are also considered closely related.
For more details on this and other methods we refer the reader to excellent overviews [95],
7Additionally to the BP type of formulation, these also include the Dantzig selector [90], [91], the least
absolute shrinkage and selection operator (LASSO) [92]–[94] as well as several other [95].
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Algorithm 1: Orthogonal Matching Pursuit [57]
Input: A, y
1 Initialize: xˆ = 0N×1, r = y,S(x) = ∅, nit = 0
2 while the stopping criterion is false do
3 nit = nit + 1 ;
4 b = ATr;
5 S(x) = S(x) ∪ arg max
j=1···N
(bj) ;
6 xˆS(x) = A
†
S(x)y ;
7 r = y −Axˆ;
Output: xˆ
[98], [111] as well as the original publications [56], [99]–[101], [103]–[110]. Below we briefly
describe one of the most popular sparse recovery algorithms, the OMP.
As sketched in Algorithm 1, OMP is a greedy algorithm that iteratively determines the
support of x by finding the column in A that is most correlated with the measurements y
(lines 4 and 5). Subsequently, it recovers the vector of active coefficients xˆS(x) by solving
a least-squares (LS) problem (line 6; (·)† here denotes the Moore-Penrose matrix pseudo-
inverse) followed by subtracting the current estimate from y (line 7). This procedure is
repeated nit times until the stopping criterion is reached. The latter can be based on the
value of the residual error or the number of iterations as, under certain conditions on A, the
OMP is known to be able to recover any K-sparse noise-free signal after exactly K iterations
[57]. The recovery guarantees of OMP has been analyzed in [101] and more recently in [112]
showing that it requires M = O(K2 log(N)) measurements for stable reconstruction. Note
that it has been also demonstrated that for a random A the OMP reaches the theoretical
limit of M = O(K log(N)) with high probability [57]. The basic algorithm has seen a number
of extensions, the most notable among which are the regularized [113] and the stagewise
OMP [114].
Generally, greedy algorithms like OMP treat the sparse recovery task as a two-step
problem; they first try to identify the support of x and then estimate the non-zero coefficients
xS(x). Given S(x), the latter is straightforward and can be solved by standard LS as
xˆΛ =
 A
†
S(x)y ,Λ = S(x)
0 , otherwise.
(2.29)
The former is much more challenging which makes the support estimation performance one
of the main (together with its complexity) characteristic of any practical recovery algorithm.
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2.2.5 A note on gridding error
Adopting the signal model (2.8), we have discussed how a high dimensional signal that is sparse
in some domain can be efficiently recovered from a few non-adaptive linear measurements.
The model (2.8) implies that the signal is sparse in some finite-dimensional dictionary Ψ,
whereas in practice it is often characterized by a few parameters in a continuous parameter
space. A common way to make the continuous model comply with the CS framework is by
representing the continuous parameter space via its discrete version as in (2.10). Although
it often results in satisfactory performance, such an approach is inherently troubled by the
so-called gridding error problem. It manifests itself in the model mismatch that appears
when the true signal parameters do not lie on the grid chosen for signal reconstruction [115],
[116]. In order to mitigate the effects of the possible model mismatch one could think of
increasing the density of the sampling grid making the gridding interval smaller and hence
allowing for better signal approximation. This however results in the increase of the number
of columns in Ψ and subsequently in A which i) increases the reconstruction complexity
and ii) degrades the performance as the columns of A become more correlated [116]. This
fundamental dilemma has triggered a substantial amount of research attempting to mitigate
the effects of the gridding error. We briefly mention some of the promising ideas below, while
noting that the gridding issue is outside the main scope of this thesis.
A first group of approaches to combat the gridding error is based on various grid
adaptation methods that normally start with a fixed grid and proceed by iteratively refining
it during the reconstruction. Examples of these include iterative grid refinement schemes
[117]–[119] and space-alternating generalized expectation-maximization (SAGE)-like sparse
estimation algorithms [120], [121]. Another group of approaches that could potentially be
used to cope with the unknown grid positions includes dictionary learning methods where
the sparsifying transform is learned together with the sparse signal [122]–[125]. Several works
have also considered applying interpolation schemes to estimate the parameter value that
falls in-between two neighboring dictionary atoms. Thus, in [126] and [127] schemes based
on polynomial interpolation are considered, whereas in [128] these ideas are extended to
include polar interpolation. Finally, an alternative way of approaching the sparse recovery
problem that is based on the atomic norm (or total variation norm) minimization has been
recently investigated in such works as [129]–[131]. It promises to enable a grid-less sparse
recovery that eliminates the problem of discrete dictionary altogether [132].
2.3 Multiple measurement vector
The CS model that we have considered above is sometimes also referred to as the single
measurement vector (SMV) as a counterpart to the multiple measurements version of (2.8)
known under the name of the multiple measurement vector (MMV) [49], [133]–[136]. In the
MMV setting, one acquires T measurements yt ∈ RM of some sparse signals xt, t ∈ [1, T ].
21
Chapter 2 Compressed sensing fundamentals
Y ∈ RM×T
· · ·
y1 · · ·yT
=
A ∈ RM×N
·
X ∈ RN×T
· · ·
x1 · · · xT
Figure 2.3: Finite-dimensional MMV CS system with an M × T matrix Y containing measurements of T
K-sparse signals xt that are acquired via the application of the sensing matrix A.
The individual signals xt can be collected locally at the same sensor [137] or from a number
of different sensors in a distributed manner [48], [138]. In either case, all xt are assumed to
be jointly sparse such that that only K rows of X are non-identically zero. In other words,
the support of X, defined as
S(X) =
T⋃
t=1
S(xt), (2.30)
satisfies |S(X)| = K  N . The main premise of MMV is that, by recovering the jointly
sparse X at once, one can improve the reconstruction performance compared to estimating
each individual xt independently. The MMV representation often appears in applications
that involve observations of time-varying signals, such as the reception of radio frequency
(RF) signals in wireless communications, radar, array processing, etc. Other examples include
biomedical imagining where the scene is observed by a sensor that is moved around it and
sensor networks with a number of spatially distributed sensors observing the same scene.
2.3.1 Data model
The MMV data model is formulated similarly to the SMV one, namely by introducing a
sensing matrix A that performs dimensionality reduction such that
Y = AX. (2.31)
Here, Y = [y1,y2, . . . ,yT ] is an M ×T matrix each column of which contains a measurement
yt = Axt of an (at most) K-sparse signal xt. The matrix A is an M ×N sensing matrix
with N > M > K that has a similar meaning as in (2.8). Finally, a collection of vectors xt
forms a jointly K-sparse matrix X whose support satisfies (2.30), as illustrated in Figure 2.3.
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2.3.2 Recovery guarantees and algorithms
The goal of the MMV problem associated with (2.32) is to recover the matrix X from
the measurements Y for a known sensing matrix A [133], [136]. Following (2.25), we can
formulate it as
Xˆ = arg
(
min
X
|S(X)|
)
s.t. AX = Y . (2.32)
A sufficient and necessary condition for unique signal recovery in the MMV setting is [133]
|S(X)| = K < spark(A)− 1 + rank(Y )
2
. (2.33)
Note that, compared to the SMV case where 2K < spark(A) (cf. Section 2.2.2), simultaneous
recovery of multiple vectors enables reduction in the required number of measurements when
rank(Y ) > 1. One can also write (2.33) in terms of the rank of the sparse matrix X [136]:
2K < spark(A)− 1 + rank(X) ≤M + rank(X). (2.34)
Doing so demonstrates that in the best-case scenario of rank(X) = K, only K + 1 measure-
ments are sufficient for exact recovery of a K-sparse X. Contrarily, in the worst case when
the columns of X are colinear and rank(X) = 1, (2.34) becomes 2K < spark(A) and MMV
reduces to an SMV problem.
Optimization-based recovery. Analogously to the SMV, the joint sparse recovery prob-
lem (2.32) can be cast as an `0-norm optimization
Xˆ = arg
(
min
X
‖X‖p,0
)
s.t. AX = Y , (2.35)
where ‖ · ‖p,q denotes the Lp,q matrix norm (as defined in Section 1.4). Relaxing the `0-norm
in (2.35), one can attempt to solve a mixed norm optimization problem
Xˆ = arg
(
min
X
‖X‖p,q
)
s.t. AX = Y , (2.36)
where p, q ≥ 1 [135]. Particularly, some popular choices for p and q include 1, 2 and ∞. Note
that the choice of p = 1 enforces the sparsity constraint, whereas p = 2 accounts for the total
energy. From this perspective, for row-sparse matrices it is a good idea to choose p = 1, q = 2
while for column-sparse ones p = 2, q = 1 is a more natural choice.
Greedy methods. Many greedy algorithms originally introduced in the context of SMV
sparse recovery can be immediately extended to accommodate the MMV model [134], [139].
This can be done for instance by replacing the vector correlation estimate ATr (line 6 of
Algorithm (1)) by the row norms of the product between A and some residual matrix R.
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Algorithm 2: Simultaneous Orthogonal Matching Pursuit [134]
Input: A, Y
1 Initialize: Xˆ = 0N×T ,R = Y ,S(X) = ∅, nit = 0
2 while the stopping criterion is false do
3 nit = nit + 1 ;
4 for 0 ≤ i ≤ N do
5 bi = ‖aTi R‖q ;
6 S(X) = S(X) ∪ arg max
j=1···N
(bj) ;
7 XˆS(X) = A
†
S(X)Y ;
8 R = Y −AXˆ;
Output: Xˆ
This is precisely what is done in the simultaneous orthogonal matching pursuit (SOMP), an
MMV extension of the OMP that is summarized in Algorithm 2. An alternative approach,
known as reduce MMV and boost (ReMBo)-OMP, is proposed in [137] where the MMV
problem is first reduced to an equivalent SMV. Finally, it has been noticed that such direct
extensions of SMV pursuits do not take advantage of the rank of X and hence have worse-case
performance bounds close to those of the associated SMV problem [136]. This has triggered
the development of a rank aware counterparts of SOMP such as rank aware orthogonal
matching pursuit (RA-OMP) for example [136]. Interestingly, it turns out that when the
rank of X is maximal, solving (2.32) does not require combinatorial complexity and the
exact solution is guaranteed by simply applying such a well-known algorithm as multiple
signal classification (MUSIC) [140] as demonstrated in [22], [136], [141]. More details on
different MMV recovery strategies and performance analysis can be found in [98], [134], [135],
[139], [142]–[145].
2.4 Sub-Nyquist sampling
With such a large amount of results available for discrete-dimensional CS models, the last
important question that remains open is how to apply these to the actual problem at hand,
the acquisition of sparse or compressible infinite-dimensional analog signals. There is likely
to be no general answer to this question as different applications often impose significantly
different physical constraints that define what is possible from the hardware point of view.
However, for some signal classes, such as RF signals that are of main interest in the second
part of this thesis, it is possible to outline a generic compressive receiver structure, while a
particular realization will still always depend on a specific application [24]. The sub-Nyquist
sampling framework that we introduce in the following is also known under the name of
Xampling [39], [146]. Its two core components are the analog compression block whose aim
is to reduce the analog bandwidth to be sampled and a non-linear detection block that
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Analog (union)
compression
λ (S) → λ (Sγ)
s(t)
Regular ADC
Low-rate
samplingLPF
y[n] Subspace
detection
s(t) ∈ Sγ
Recovery
or low-rate
processing
Analog compression Detection and processing
Figure 2.4: Xampling framework for compressive signal acquisition and processing of sparse analog signals.
The figure is adapted from [39].
identifies active signal subspace after which classical signal processing algorithms can be
used. This process is illustrated in Figure 2.4 where LPF stands for low-pass filter [39], [147].
Xampling. Xampling builds on the theory of shift-invariant (SI) subspaces, which is a
special case of the union of subspaces model [35], [148], [149]. Generally, signals that belong
to SI space can be expressed as a linear combination of some shifted generator functions
ψ˜`(t) [148]
s(t) =
L∑
`=1
∑
n∈Z
z`[n]ψ˜`(t− nT ). (2.37)
Here, ψ˜`(t) form a set of generators Ψ˜ = {ψ˜`(t)}L`=1, while z[n] = [z1, . . . , zL[n]]T is a vector
of coefficients z` for some time index n and a period T [35]. Alternatively, one can also
consider (2.37) in the frequency domain by taking the Fourier transform of s(t), i.e.,
S(f) =
L∑
`=1
∑
n∈Z
∫ ∞
−∞
z`[n]ψ˜`(t− nT )e−2piftdt =
L∑
`=1
z`(f)ψ`(f), (2.38)
where ψ`(f)
∆
=
∫∞
−∞ ψ˜`(t)e
−2piftdt is the Fourier transform of ψ˜`(t) and z`(f)
∆
=
∑
n z`[n]e
−2pifn
is the discrete time Fourier transform (DTFT) of z`[n] [35]. It is known that the signal of
form (2.37) can be recovered from an output of a bank of L filters with almost [24, Chapter
3.1.1] arbitrary responses that are uniformly sampled at time instances nT [24], [35], [149].
When the signal is generated by only K out of L possible generator functions ψ˜`(t), we
arrive at the sparse union of SI subspaces model (2.2). In other words, it means that in
case of K  L active generators at most K entries of z[n] (or z(f)) are nonzero for each
particular n (f in case of z(f)). It has been demonstrated that it is possible to reduce the
overall sampling rate in this case by producing the measurements as
y[n] = Az[n], (2.39)
where A is an M × L sensing matrix that allows recovering K-sparse signals [149]. In
[24], [149], it is also shown that the sampling scheme that results in relation (2.39) can be
obtained by passing s(t) through M filters with appropriately chosen responses and uniformly
sampling the outputs at nT , which provides the total sampling rate of M/T compared to
L/T in the Nyquist case.
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Expressions (2.37), (2.39) link the discrete CS model to sub-Nyquist sampling of con-
tinuous signals. Note that the system (2.39) is almost identical to the MMV discussed in
Section 2.3, but for one important difference; it consists of an infinite number of measure-
ments as n ∈ Z. Accordingly, it is called the infinite measurement vector (IMV) [137]. Since
‖z[n]‖0 = K and A is chosen such as to comply with the CS requirements, one can attempt
at recovering z[n] for each particular n independently8. However, this results in an infinite
number of SMV systems to solve. Furthermore, in so doing one ignores the joint sparsity
of z[n] along the time index n. The so-called continuous-to-finite (CTF) block [137] allows
avoiding both of these issues by transforming (2.39) into a single MMV problem.
CTF block. To formulate the recovery of z[n] as an MMV problem, the CTF block first
finds a basis for the linear span of y[n]. One possible way to do so is to compute an M ×M
covariance matrix Q from the sequence of measurements y[n],
Q =
∑
n
y[n]yH[n], (2.40)
and decompose it as Q = V V H, e.g., by means of the matrix eigen-decomposition for
instance [24, Chapter 11.6.4]). This yields a frame V of finite dimensions whose column
space is precisely the span of y[n]. Given V , we can then form a following MMV system
V = AU , (2.41)
where U is a jointly K-sparse matrix. The key point of obtaining (2.41) is that it can
be shown that the support of its sparsest solution coincides with that of z[n] (see [149],
[24, Chapter 11.6.4]) for more details). Therefore, by solving a regular finite-dimensional
MMV problem (2.41), we can obtain the (row) support of the infinite-dimensional coefficient
vector z[n], i.e., S(U) = S(z[n]). After the support is found, the non-zero coefficients
z`k [n] : `k ∈ S(z[n]) can be obtained by applying LS according to (2.29). If necessarily, one
can further reconstruct the original continuous signal s(t) by inserting z`k [n] back into (2.37).
This way, the CTF block bridges the final gap between the finite-dimensional CS theory
considered so far and the sub-Nyquist sampling and recovery of sparse analog signals lying
in a union of subspaces.
To conclude, we note that a possible practical application of (2.39) and (2.40) is examined
in details in Part II of this thesis on the example of sub-Nyquist sampling and processing of
analog multiband signals.
8Note that as along as one knows the set of generator functions {ψ˜`(t)}L`=1, the recovery of s(t) is
tantamount to the recovery of the sequences z`[n] from y[n].
26
Chapter 3
Sensing matrix analysis and design
3.1 Motivation and related work
From the discussion in Chapter 2, we can see that the properties of the sensing matrix
play a major role in establishing the recovery guarantees in CS, as well as analyzing
what is practically achievable from the performance viewpoint in both noise-free and noisy
settings. Furthermore, this applies more generally to any sparse estimation/recovery problem,
irrespective of the model at hand. As mentioned, two particularly well-studied matrix fitness
measures in CS are the matrix coherence [10], [56] and the RIP [53], [87]. Substantial amount
of research is therefore dedicated to investigating different choices of the measurement
kernel with respect to recovery bounds [62], [150]–[152]. As a result, random matrices with
i.i.d. Gaussian or Bernoulli elements are commonly considered particularly suitable as they
are likely to fulfill CS requirements [14], [53], [63]–[65]. In the presence of noise, the role of
the sensing matrix becomes even more prominent as it can affect the sensitivity to noise [62]
as well as the noise characteristics themselves [153], [154]. For instance, several papers have
recently discussed the effects that the application of a sensing matrix has on the so-called
input noise added to the signal prior the measurement [80], [155]. One of these is the
coloring of the noise due to the non-orthogonality of the sampling functions. Another is the
so-called noise folding effect which shows itself in the increase of the input noise power in
the compressed measurements proportional to the compression ratio.
In this chapter, we investigate another important consequence of applying a compressive
measurement kernel to the acquisition of sparse signals that has been largely overlooked so
far, namely the variability of the output signal-to-noise ratio (SNR). It turns out that the
effective signal power in compressed measurements depends on the entries of the sensing
matrix corresponding to the support of the input signal. As a result, for a fixed input SNR,
the effective SNR at the output of the receiver becomes dependent on the signal support; a
situation that does not occur in traditional Nyquist rate sampling. This makes the SNR
spread effect particularly important and calls for a better understanding of its extent and
impact on the system performance. Therefore, the main goal of this chapter is to evaluate
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the degree of such SNR variations in a greater detail and examine how it affects the recovery
performance. In light of this, we begin the chapter with briefly discussing the effects of
noise coloring and folding in Section 3.2. We then proceed to study the impact of the
measurement kernel on the output SNR in Section 3.3 on the example of a canonical CS
model with sensing matrices commonly used in CS, namely random Gaussian, Bernoulli and
Rademacher matrices. To do so, we model the effective signal power as a random process
whose characteristics are determined by the distribution from which the elements of the
sensing matrix are drawn. Our analysis indicates that the coefficient of variation of the
output SNR varies depending on the type of the sensing matrix used and it can be significant,
especially for low number of measurements typical in CS. We further show that similar
conclusions hold for some popular non-canonical CS model extensions as well.
This being said, intuitively one would wish that the effective system SNR is stable
with respect to (non-power related) signal parameters and is close to that of the Nyquist
rate system. However, what is of ultimate interest in CS system is the achievable recovery
performance. Although the sparse recovery performance in CS has been extensively studied
in a number of contexts including the worst-case [156], [157], the average case [139], [143] and
the best-case [158] performance, the information-theoretic performance limits [159], [160] as
well as probabilistic performance guarantees [152], [161], the specific issue of the support-
dependent recovery performance, to the best of our knowledge, has not been discussed so
far. We show however, that it is an inherent feature of the CS system that has a profound
implications on the system design and performance. Therefore, in Section 3.4 we investigate
the spread of the recovery performance with respect to the support of the input signal and
the impact the output SNR has on it. We start by looking into the best case performance of
an oracle-assisted estimator in terms of the mean squared error (MSE). This provides us
with a Crame´r-Rao bound (CRB)-type performance evaluation, which sets a benchmark for
any practical recovery algorithm [158]. We then move to examining the performance of the
support recovery. We do so by analyzing the probability of erroneous support estimation for
correlation-based methods, both analytically and numerically. As a result, the performance
in terms of both considered metrics proves to be highly non-uniform over the signal support.
Furthermore, it clearly deteriorates for supports that correspond to lower output SNRs,
which supports our hypothesis that the spread of the effective SNR negatively affects the
overall system performance.
In order to account for the SNR spread and possibly other system parameters, we
introduce a design framework that allows optimizing the measurement kernel according to
specific system requirements. Note that while random matrix designs are known to fulfill a
number of theoretical guarantees, drawing a measurement matrix from a random distribution
has also several important disadvantages. One of these is the inability to exercise control over
the properties of the resulting measurement kernel, which is particularly important when the
measurement matrix has to be fixed to be implemented in hardware. The implementation
of a random measurement kernel in a practical sensing system can be further restrained by
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the hardware capabilities, application-specific requirements, operational limitations, etc. To
illustrate some potential problems, consider a particular example of the Xampling sub-Nyquist
sampling framework described in Section 2.4. The realization of a “random” measurement in
this case would require constant change of the sensing functions (e.g., filters applied to s(t)).
While the generation of pseudo-random sequences can be often done on the fly (think of
sequence generation in spread spectrum communications for example [162]), in most practical
systems one would still require to perform a calibration step to determine the exact entries of
the measurement matrix, since they can differ significantly from the theoretically computed
ones due to non-ideality of the hardware components. Failure to do so is likely to result in a
model mismatch and, subsequently, a degradation of the recovery performance [163], [164].
Depending on the application, such a calibration step can be significantly time consuming,
which makes a frequent change of the measurement kernel undesirable. The proposed design
framework avoids these problems by providing a deterministic measurement design that also
provides a possibility of including hardware-related requirements/constraints.
The material of this chapter is partially presented in [A1] and [A17]. An example of an
application of the proposed measurement matrix design strategy to the compressive array
design for direction of arrival (DoA) estimation can be found in [A3], [A6].
3.2 Impact on white noise: noise coloring and folding
Consider the canonical (real-valued) noisy CS model (2.24), i.e., y = A(x+ns) +nm. Under
the assumption that both ns and nm are independent white Gaussian vectors whose elements
have equal variances σ2s and σ
2
m, respectively, the covariance matrix Σ of the total noise
vector n = Ans + nm can be written as
Σ = σ2sAA
T + σ2mIM , (3.1)
Expression (3.1) shows a first consequence of the sensing matrix application in CS: the
coloring of the signal noise ns by an arbitrary sensing matrix with AA
T 6= cIM . Generally,
the effect that the sensing matrix has on the covariance of the total noise vector n will
depend on the noise ratio ς = σ
2
s
σ2m
and the difference δA = min
c
‖AAT − cIM‖F, where ‖ · ‖F
denotes the Frobenius norm.
In a special case when the rows of A are orthogonal with an equal squared norm1 of
1
ρ =
N
M , the noise vector n stays white with covariance
Σ =
1
ρ
σ2s IM + σ
2
mIM =
(
1
ρ
σ2s + σ
2
m
)
IM . (3.2)
1This choice yields ‖A‖2F = N , which corresponds to the Nyquist rate sensing when A = IN .
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In this case, the model (2.24) is equivalent to
y = Ax+ nb, (3.3)
where nb is a white noise vector whose elements have variance σ
2
0 =
1
ρσ
2
s + σ
2
m. From (3.2)
we see that the variance of the signal noise after compression increases by the factor of
1
ρ =
N
M . This is due to the fact that the sensing matrix A combines the noise along the entire
N -dimensional space whereas the signal itself resides in its (lower) K-dimensional sub-space.
This results in an increase of the signal noise power in the compressed measurements that is
inversely proportional to the compression ratio: the effect known as the noise folding [80],
[155].
Interestingly, the models (2.24) and (3.3) can be shown to be roughly equivalent even in
the case of AAT 6= cIM [155]. To illustrate this, let y˜ be a whitened2 version of y such that
y˜ = σ0Σ
−1/2y = A˜x+ n˜, (3.4)
where A˜ = σ0Σ
−1/2A and n˜ = σ0Σ−1/2n. Now, the noise vector n˜ becomes white with
covariance σ20IM as in (3.3). The remaining difference between (3.3) and (3.4) is the change
of the sensing matrix from A to A˜. In [155], it is shown that when δA is small, the coherence
and the RIPs of A˜ and A are very close. In other words, it implies that the recovery
performance of (3.4) stays essentially unchanged compared to (3.3), provided that δA is small
enough3. The same holds for A = ΦTΨ, where Φ is drawn from sub-Gaussian distribution
and Ψ is an orthogonal basis.
Example 3.1
As an example, Figure 3.1a shows the average difference δA/M as a function of the
compression ratio ρ = M/N and the signal dimensionality N for a random matrix
A with i.i.d. elements drawn from a normal distribution N (0,√1/M), further simply
referred to as (random) Gaussian A. It can be noted that δA decays rapidly with the
increase of N and ρ, exhibiting significant values in the small area around the bottom
left (low values) corner of the graph. Additionally, Figure 3.1b presents the deviation
of the noise covariance matrix Σ calculated according to (3.1) from the covariance
matrix of white noise Σw =
(
1
ρσ
2
s + σ
2
m
)
IM . The deviation is evaluated as δΣ/M where
δΣ = ‖Σ − Σw‖F. Figure 3.1b demonstrates that under the prevailing measurement
noise (ς < 1) Σ can be well approximated by Σw. The same is true for larger values of
N and ρ.
2In order to perform such a pre-whitening the noise covariance Σ has to be either known in advance or
estimated beforehand, e.g., during a calibration step.
3Note that in the typical CS setting, when the elements of A are assumed to be drawn from sub-Gaussian
distributions, δA is small with high probability [155].
30
3.3 Impact on signal power
0.2 0.4 0.6 0.8
200
400
600
800
ρ
(a) δ′A =
δA
M
N
0 2 · 10−2 4 · 10−2 6 · 10−2 8 · 10−2 0.1
N = 200
0.5 1 1.5 2
0.2
0.4
0.6
δ′ A
0 0.5 1 1.5 2
N = 400
0.5 1 1.5 2
0.2
0.4
ς
(b) δ′Σ =
δΣ
M
δ′ A
Figure 3.1: Normalized difference δ′A = δA/M as a function of the compression ratio ρ and the dimension
N (a) and normalized difference δ′Σ = δΣ/M as a function of δ
′
A and ς =
σ2s
σ2m
(b).
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3.3.1 SNR spread
Expressions (3.1)-(3.3) show that in the setting of (2.23) the application of the sensing
matrix A can influence the characteristics of the (white) signal noise ns. Consider now the
influence of A on x and particularly on the measured signal power4 ‖Ax‖22, i.e.,
‖Ax‖22 =
M∑
m=1
 ∑
k∈S(x)
am,kxk
2 . (3.5)
Expression (3.5) reveals another important effect arising from applying the sensing matrix
A in (2.24), namely that the effective signal power in compressed measurements depends on
the entries of the sensing matrix corresponding to the support of the input signal. Although
this effect appears in both noise-free and noisy settings, its importance is better revealed in
conjunction with the additive noise. Particularly, consider the output SNR (OSNR) [80]
ηO
∆
=
‖Ax‖22
E
{‖n‖22} = ‖Ax‖
2
E{‖Ans + nm‖22}
=
‖Ax‖22
Mσ20
=
∑M
m=1
(∑
k∈S(x) am,kxk
)2
Mσ20
, (3.6)
where σ20 =
1
M trace{AAT}σ2s +σ2m. From (3.6), for fixed noise powers the OSNR ηO generally
depends on the support S(x) via the corresponding values am,i and the non-zeros xi that we
arrange into a sequence X = {xi1 , . . . , xiK} where ∀k ∈ [1,K − 1] ik < ik+1 ∈ S(x). The fact
4Note that we define the signal power here in deterministic terms: for a given sensing matrix A and a
given input signal x with a certain support and certain values of its non-zero coefficients.
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that the magnitudes of x have an impact on the SNR is not surprising as the SNR is meant
to be a measure of the signal power with respect to the noise. What distinguishes (3.6) from
the Nyquist rate settng, is that, other things being equal, the change of the signal support
can lead to a change of the output SNR. As a result, the effective SNR at the output of the
receiver might vary depending on the positions of the non-zeros in x leading to potentially
non-uniform (over the support of the input signal) system performance. Importantly, this
does not occur in the traditional Nyquist-rate sensing when A = IN .
To illustrate the implications on the recovery performance, consider the recovered SNR
(RSNR) [80] that accounts for the ratio of the signal power to the power of the reconstruction
error caused by the presence of noise
ηR
∆
=
‖x‖22
E{‖xˆ− x‖22}
. (3.7)
Naturally, the RSNR would largely depend on the particular algorithm used to solve (2.24).
To circumvent this, we adopt an oracle-assisted approach to performance evaluation that
assumes that the support of x is known prior to the recovery [80], [165], [166]. In doing so,
we evaluate the best-case performance that corresponds to the case when a reconstruction
algorithm has identified the support correctly, hence setting a benchmark for any practical
recovery method. This said, when the true support S(x) is known, we obtain5
ηR =
‖x‖22
E
{
‖A†S(x)y − x‖22
} = ‖x‖22
E
{
‖A†S(x)n‖22
} . (3.8)
Assuming for simplicity that the rows of A are orthogonal, we follow [80] and evaluate the
performance of the oracle-assisted recovery via
ηR
ηO
=
‖x‖22
‖Ax‖22
E
{‖n‖22}
E
{
‖A†S(x)n‖22
} = ‖x‖22‖Ax‖22 MK ‖A†S(x)‖−1F . (3.9)
Now, from the RIP we know that 1√
1+δ
≤ ‖x‖2‖Ax‖2 ≤ 1√1−δ and from [54] that 11+δ ≤
‖A†S(x)‖F ≤ 11−δ . Thus, the oracle-assisted RSNR is bounded by(
1− δ
1 + δ
)
M
K
ηO ≤ ηR ≤
(
1 + δ
1− δ
)
M
K
ηO. (3.10)
Inequality (3.10) shows that for fixed δ, M and K the upper and lower bounds on the
best-case RSNR scale linearly with the OSNR. This in turns indicates that the spread of the
OSNR with respect to the signal support will result in a corresponding spread of the bounds
on the RSNR. Therefore, one could expect a non-uniform (best-case) recovery performance
over different signal supports. Being considered the most challenging part of sparse signal
5Note that A†S(x)y is the unique solution to (2.8), provided that A
†
S(x) is full column-rank.
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recovery, it is also reasonable to suspect then that the OSNR spread might have an even
more dramatic impact on the support recovery performance.
Finally, in the presence of the signal noise ns, one can also define an input SNR (ISNR)
6
which is the ratio of the total signal power prior the measurement to the input noise power:
ηI
∆
=
‖x‖22
E{‖nsS(x)‖22}
=
‖x‖22
Kσ2s
. (3.11)
Normalizing the output SNR ηO to the input SNR ηI, we obtain a measure of effective SNR
change in comparison to the case of no compression:
ηO/I =
ηO
ηI
=
Kσ2s
Mσ20
‖Ax‖22
‖x‖22
=
K
M
ς
τAς + 1
‖Ax‖22
‖x‖22
=
K
M
γ
‖Ax‖22
‖x‖22
, (3.12)
where τA =
trace{AAT}
M and γ =
ς
τAς+1
while ς = σ
2
s
σ2m
. Since K, M and ς are constants while
the value of τA varies insignificantly
7 for random A that are appropriately normalized, the
spread of ηO will also translate into a corresponding spread of ηO/I. To evaluate the extent
of such SNR variations, we investigate below the spread of the output SNR on the example
of sensing matrices commonly used in CS.
3.3.2 Analytic analysis
We begin with examining the canonical CS model (2.24) where y = Ax+n and A = ΦTΨ =
ΦT. Our goal is to characterize the spread of OSNR and its dependency on the elements of
A. From (3.6), ηO depends on the support of x via
β =
M∑
m=1
 ∑
k∈S(x)
am,kxk
2 .
Note that in most applications the sensing matrix would be (at least temporarily) fixed after
its elements are chosen (e.g., drawn according to some probability distribution). Hence, for
a fixed A all am,n are deterministic and for any given X = {xi1 , . . . , xiK} we can potentially
determine a conditional frequency distribution hA(ηO|X ), as well as a sample mean and a
sample variance of (ηO|X ), by computing ηO for all possible supports S(x). The notation
hA(z) here indicates that the distribution of z is subject to change with the change of
A. To account for different X , we can repeat this procedure for different combinations
of signal magnitudes and average the results. This would result in a marginal frequency
distribution hA(ηO) over the support S(x). Although evaluating the spread of the output
6Alternatively to (3.11), one can define a full-band ISNR η˜I
∆
=
‖x‖22
E{‖ns‖22}
. In case of white noise, η˜I =
K
N
‖x‖22
Kσ2s
= K
N
ηI, which implies that the two differ by a factor of K/N only.
7From random matrix theory, the norms and the eigenvalues of an ensemble of random matrices tend to
(asymptotically) concentrate around some mean, an effect known as concentration results [167].
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SNR this way allows us to characterize a particular realization of A, it might become
computationally unfeasible as calculating hA(ηO|X ) even for a single choice of magnitudes
requires checking CKN =
N !
K!(N−K)! possible combinations. When the elements of A are drawn
from some probability distribution and N is large enough, we can eliminate this difficulty by
approximating the frequency distribution hA(ηO|X ) by the (analytic) probability distribution
fA(ηO|X ) derived by modelling the elements of A as i.i.d. random variables as explained in
the following.
When am,n are independently drawn from some probability distribution f(α), each row
of A can be interpreted as containing an N -point sample from f(α). Re-writing (3.6) as
ηO =
1
Mσ20
β =
1
Mσ20
M∑
m=1
d2m, (3.13)
where β =
∑M
m=1 d
2
m and dm =
∑
k∈S(x) am,kxk, we see that, for a given X , dm is then a
linear combination of K realizations of some random variable αm ∼ f(λ). The support
S(x) in this case defines which (K out of N) subset of realizations is taken. This enables
the approximation of the frequency distribution hA(ηO|X ) calculated for M particular sets
of realizations {am,n}Nn=1 by the probability distribution fA(ηO|X ) computed under the
assumption that αm ∼ f(α). Once fA(ηO|X ) is known, we can marginalize8 X out to obtain
fA(ηO) =
∫
X
fA(ηO|X )f(X )dX = EX {fA(ηO|X )}, (3.14)
where EX {·} means the average over the ensemble of X . Moreover, to evaluate the spread
of ηO it is sufficient to calculate the mean E{ηO} = EX {EA{ηO|X}} and the variance
var{ηO} = E{η2O} − E2{ηO}. This way, the knowledge of the distribution of (ηO|X ) or of its
mean and variance can be used to calculate the mean and variance of ηO for any prior on
X . Furthermore, analyzing fA(ηO|X ) allows us to separate the influence of A on the SNR
spread from that of X .
3.3.2.1 1-sparse input signals
We start with, we investigate the SNR spread in the special case of 1-sparse signals where
ηO =
∑M
m=1 d
2
m
Mσ20
=
∑M
m=1 a
2
m,nx
2
n
Mσ20
=
x2n
Mσ20
‖an‖22. (3.15)
8We can do so for any deterministic sparsity pattern model including structured models such as the block
sparsity for instance. Note that such sparsity models introduce additional (deterministic) constraints on the
signal support that restrict the set of possible supports. Therefore, following the proposed approach, the
analytic distribution fA(ηO|X ) will stay unchanged, whereas the approximation quality will deteriorate with
the decrease of the support set size. On the other hand, imposing some probabilistic constraints on S(x) will
require considering a joint distribution f(A,S(x)) to derive fA,S(x)(ηO|X ).
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Here, an is the nth column of A whereas n is the index of the non-zero element in x.
Denoting by ϑ =
‖x‖22
Mσ20
the ratio of the (instantaneous) signal power to the total system noise
power, ηO simply becomes
ηO = ϑ‖an‖22 = ϑβ1. (3.16)
From (3.16), the spread of ηO over the index n is fully determined by that of β1 = ‖an‖22.
Note that since ηO depends on X only via x2n, we formally have
E {ηO} = EX {EA{ϑβ1|X}} = EA{β1EX {ϑ|X}} = ϑEEA{β1}, (3.17)
var {ηO} = ϑ2EEA{β21} − ϑ2EE2A{β1} = ϑ2EvarA{β1}, (3.18)
where ϑE =
E{‖x‖22}
Mσ20
= Ps
Mσ20
with Ps = E
{‖x‖22} being the total signal power. In other words,
when K = 1 the mean and the variance of ηO depend on X only via a constant Ps = E
{
x2n
}
.
Finally, we notice that the distribution of ηO/I does not depend on X at all since
ηO/I =
K
M
ς
τAς + 1
‖Ax‖22
‖x‖22
=
1
M
ς
τAς + 1
β1 =
γ
M
β1. (3.19)
Gaussian A. Suppose the elements of A are drawn from a zero-mean normal Gaussian
distribution such that am,i ∼ N (0, 1/M). Then, β1M is a random variable distributed
according to the chi-squared distribution with M degrees of freedom, i.e., β1M ∼ χ2M .
Lemma 1 (See [168]). Denote by Γ(k, θ) a Gamma distribution with a shape parameter k
and a scale parameter θ. If Y ∼ χ2L and c is a positive constant, then cY ∼ Γ
(
L
2 , 2c
)
.
Proof. Cf. Appendix B.1.1. 
From Lemma 1, we have that β1 ∼ Γ
(
M
2 ,
2
M
)
and hence
fA(ηO|X ) = ϑΓ
(
M
2
,
2
M
)
= Γ
(
M
2
,
2ϑ
M
)
. (3.20)
The mean and variance of (ηO|X ) are given by kθ = ϑ and kθ2 = 2ϑ2M , respectively. From
(3.17) and (3.18) we have that E {ηO} = EX {ϑ} = ϑE and var {ηO} = ϑ2EvarA{β1} = 2ϑ
2
E
M .
Similarly, for ηO/I we immediately obtain
fA(ηO/I) = fA(ηO/I) = Γ
(
M
2
,
2
M
γ
M
)
. (3.21)
As mentioned at the end of Section 3.2, when the elements of A are drawn from sub-Gaussian
distributions, δA is negligibly small. Therefore, trace
{
AAT
} ≈Mc = Mρ and (3.21) can be
approximated as
fA(ηO/I) ≈ Γ
(
M
2
,
2
MN
ς
ς + ρ
)
. (3.22)
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Since the SNR is traditionally expressed on a logarithmic scale, the following proposition
provides analogs of (3.20) and (3.21) for ηLO = 10 log10(ηO) and η
L
O/I = 10 log10(ηO/I).
Proposition 1. Let EGa (µ, θ, k) denote the exponential-gamma distribution [169] with
parameters µ, θ, and k whereas ηO and ηO/I are defined according to (3.16) and (3.19),
respectively. Then, for ηLO = 10 log10(ηO) and η
L
O/I = 10 log10(ηO/I) we have that
fA(η
L
O) = EGa
(
ka ln
(
2
M
)
+ ϑLE, ka,
M
2
)
, and (3.23)
fA(η
L
O/I) = EGa
(
ka ln
(
2
M
)
+ ka ln
( γ
M
)
, ka,
M
2
)
, (3.24)
where ϑLE = 10 log10 (ϑE) and ka =
10
ln(10) ≈ 4.34.
Proof. Cf. Appendix B.1.2. 
Note that by applying the same approximation as in (3.22) we can simplify (3.24) as
fA(η
L
O/I) ≈ EGa
(
ka ln
(
2
M
)
+ ka ln
(
ς
N(ς + ρ)
)
, ka,
M
2
)
. (3.25)
Bernoulli A. Consider now a sensing matrix A whose elements are drawn from a Bernoulli
distribution, i.e., am,k ∼ Be(p) with p ∈ (0, 1). In this case, β1 = ‖an‖22 follows a Binomial
distribution of degree M with mean E {β1} = Mp and variance var {β1} = Mp(1 − p).
From (3.16), (ηO|X ) is distributed according to a scaled Binomial distribution Bϑi (M,p) (see
Appendix E.2) with mean Mϑp and variance Mϑ2p(1− p), while the mean and variance of
ηO are given by MϑEp and Mϑ
2
Ep(1 − p), respectively. Similarly, the ratio ηO/I follows a
scaled Binomial distribution γMB
γ/M
i (M,p) with mean pγ and variance
γ2
M p(1− p).
For the logarithmic scale, the probability mass functions (PMFs) of (ηLO|X ) and ηLO/I do
not strictly exist as the set of values of ηO includes 0 for which the logarithm is not defined.
Nevertheless, by excluding the zero point we can still use the notion of PMF, albeit with a
slight abuse of notation9. Then, we have that for m = 1, 2, · · · ,M
fA(η
L
O|X ) ≈ Pr
[
ηLO = ϑ
L + ka ln(m)
]
= CMm p
m(1− p)M−m, and (3.26)
fA(η
L
O/I) ≈ Pr
[
ηLO/I = ka ln
( γ
M
)
+ ka ln(m)
]
= CMm p
m(1− p)M−m. (3.27)
Example 3.2
Figure 3.2 demonstrates the empirical and the analytic (according to expressions (3.24)
and (3.25)) probability density functions (PDFs) of ηLO/I for a single realization of a
9The resulting function is not a probability measure anymore because it does not sum to 1. However, the
difference can be considered practically negligible as the missing term (1− p)M decays exponentially with M .
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Empirical Analytic (3.24) Analytic (3.25)
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Figure 3.2: Empirical and analytic PDFs of ηLO/I for a 1-sparse signal and a single realization of a Gaussian
A: a fixed ρ and several values of N (a), and a fixed N and several values of ρ (b).
random Gaussian A with different values of N (Figure 3.2a) and ρ = M/N (Figure 3.2b).
In both figures, the noise ratio ς is fixed and equal to 1 while the x-axes are scaled as
x + ka ln(M) in order to highlight the noise folding effect whose contribution to the
relative SNR deterioration is roughly proportional to ka ln(ρ).
−14 −12 −10 −8 −6 −4
−ka ln(M)
0
0.05
0.1
ηL
O/I
[dB]
f
A
(η
L O
/
I
)
Empirical
Analytic
Figure 3.3: Empirical and analytic PMF of a 1-
sparse signal and a signal realization of a scaled
Bernoulli A with N = 400, ρ = 0.2 and ς = 1.
Evidently, both analytic expressions
provide a good fit to the empirical dis-
tribution of the relative OSNR over the
signal position. The deviation grows with
the decrease of M and N as the size of A
becomes smaller. Furthermore, we see that
the SNR variations for considered param-
eter settings can be as much as 2− 5 dB,
with larger values for smaller M .
Figure 3.3 in turn shows the empirical
and analytic PMFs of ηO/I for a Bernoulli
A with the probability of success p = 0.5
where N = 400, ρ = 0.2 and ς = 1. For a
fair comparison with the Gaussian sensing
matrix of the same dimensions, the elements of A are additionally scaled by
√
1
pM in
order for the row norm to reach 1ρ . Note that such a scaling does not impact the form of
the distribution, but only scales its range of values. From Figure 3.3, we can see that
the range and the spread of the OSNR for a Bernoulli A is comparable to that of its
Gaussian counterpart from Figure 3.2.
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Rademacher A. The last sensing matrix type we consider here is the Rademacher A,
whose elements take value ±1 with probability 0.5. Obviously, for such a matrix the `2 norm
of its columns is constant, resulting in a deterministic output SNR equal to Ps
σ20
. The ratio
ηO/I = γ is then also constant and independent of the signal position. This means that in the
case of 1-sparse signals, the Rademacher sensing matrix provides a constant OSNR whose
value is defined solely by ISNR, ς and τA. In the following we will see however, that this
property is not preserved for the more general case of K > 1.
3.3.2.2 Arbitrary-sparse input signals
Untill now, we have considered a restricted class of input signals that have only a single
non-zero element. Thanks to the resulting linear relation between the OSNR and the `2-norm
of the sensing matrix columns, we have been able to analytically describe the spread of the
OSNR in this case. Such an analysis is helpful in providing an initial insight into the SNR
variability for a particular choice of the sensing matrix. However, it might be insufficient for
providing a conclusive judgment. Therefore, below we examine a generic case of K > 1.
Gaussian A. For a random Gaussian A and K > 1, dm =
∑
k∈S(x) am,kxk is a zero-mean
normal variable with variance σ2m =
∑K
k=1 xk
2/M = ‖x‖22/M . Recalling that β =
∑M
m=1 d
2
m,
we invoke Lemma 1 to obtain
fA(β|X ) = Γ
(
M
2
,
2σ2m
M
)
, and (3.28)
fA(ηO|X ) = Γ
(
M
2
,
2σ2m
M2σ20
)
= Γ
(
M
2
,
2ϑ
M
)
. (3.29)
Lemma 2. Let x be an arbitrary K-sparse vector of length N and y ∼ Γ
(
M
2 ,
2‖x‖22
M
)
. Then
for any M > 0 we have that E {y} = Ps and var {y} = 2MP 2s .
Proof. Cf. Appendix B.1.3. 
From Lemma 2, E {ηO} = ϑE and var {ηO} = 2M ϑ2E, while E
{
ηO/I
}
= 1M γ and
var
{
ηO/I
}
= 2γ
2
M3
. These results coincide with the ones obtained for a Gaussian A with
K = 1 showing that the OSNR spread in case of Gaussian A is independent of K.
Bernoulli A. When am,n ∼ Be(p), each am,kxk is a random variable distributed as scaled
Bernoulli where the scaling depends on the signal values. The distribution of the K-term
sum of such random variables can be described directly via probabilities as
Pr
[
dm =
K∑
k=1
bn,kxk|X
]
= pn(1− p)K−n, (3.30)
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where bn,k ∈ {0, 1} is a kth element of a K-length binary vector bn that contains exactly
n ∈ [0,K] ones10. From (3.30) it becomes obvious that, for a given X , β = ∑Mm=1 d2m does
not converge to the Binomial distribution anymore. Generally, there is no simple way to
describe the distribution of β. However, in the special case when all non-zero elements of
x are equal (i.e., xk = x ∀k ∈ [1,K]), dm = x
∑
k∈S(x) am,k again becomes scaled Binomial
distributed. In this case, we can calculate the mean and variance of d2m as (see App. B.1.4
for details)
E{d2m} =
(
(K − 1)p+ 1)pPs (3.31)
var{d2m} =
1 + 2p
(
K − 1)((2K − 3)p+ 3)
K
(1− p)pP 2s . (3.32)
From (3.31) and (3.32), we then obtain
E
{
ηO/I
}
=
γ
M
ME
{
d2m
}
= γp(1 + (K − 1)p)K, (3.33)
var
{
ηO/I
}
=
( γ
M
)2
Mvar
{
d2m
}
=
γ2
M
(
1 + 2p
(
K − 1)((2K − 3)p+ 3))K(1− p)p. (3.34)
Expressions (3.33)-(3.34) show that in the case of Bernoulli A and an input signal with
non-zero entries of equal magnitudes both the mean and the variance of the relative output
SNR grow with the increase of the number of non-zeros in x.
Rademacher A. A similar situation occurs with the Rademacher distributed A where
each am,kxk can take the value of xk or −xk with equal probability. Indeed, since dm =∑
k∈S(x) am,kxk, the distribution of d
2
m depends on the particular values of xk and hence
is tedious to formulate. However, in the special case when all xk are equal, we have that
d2m = x
2
(∑
k∈S(x) am,k
)2
which significantly simplifies further analysis. More specifically,
since each am,k = ±1, the squared sum of K of them is a random variable that takes integer
values in a set {K − 2n}b0.5Kcn=0 , where b·c denotes the operation of rounding to the nearest
lower integer. The parameters of this random variable are described by the following lemma.
Lemma 3. Let ak be i.i.d. random variables that take values ±1 with equal probability and
ω =
(∑K
k=1 ak
)2
. Then, the PMF of ω is given by
 Pr
[
ω = (K − 2n)2] = 2CKn 2−K , n = 0, 1, · · · , b0.5Kc − 1
Pr
[
ω = (K − 2b0.5Kc)2] = (Kmod2 + 1)CKn 2−K , n = b0.5Kc, (3.35)
where modn denotes the modulo n operation. Furthermore, the expected value of ω is
E {ω} = K and the variance is var {ω} = 2K(K − 1).
Proof. Cf. Appendix B.1.5. 
10Note that for each n there exists CKn of different vectors bn that differ by the locations of ones and zeros.
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Applying Lemma 3 to d2m = x
2ω and taking into account that E
{
d2m
}
= EX {x2E {ω}} =
Ps
K E {ω} and var
{
d2m
}
= EX {x4EA{ω2}} − P
2
s
K2
E {ω}2 = P 2s
K2
var {ω}, we immediately obtain
E
{
ηO/I
}
=
Kσ2s
Ps
MPs
Mσ20
= Kγ, (3.36)
var
{
ηO/I
}
=
P 2s
Mσ40
K2σ4s
P 2s
2(K − 1)
K
=
γ2
M
2(K − 1)K. (3.37)
Note that for K > 1, the OSNR spread depends on K.
3.3.2.3 Coefficient of variation
In order to evaluate the OSNR spread for different values of K we employ the coefficient of
variation also known as the relative standard deviation.
Definition 7. For some random variable z, the coefficient of variation is defined as the
square root of the ratio of its variance to the square of its expected value, i.e.,
cv(z) =
√
var {z}
E2{z} , (3.38)
Given (3.38), the coefficient of variation for three considered above cases can be computed as
1. Gaussian A: cv(ηO) =
√
2
M ;
2. Bernoulli A with xk = x ∀k = 1, . . . ,K: cv(ηO) =
√
1
M
1+2p
(
K−1
)(
(2K−3)p+3
)
K
(
(K−1)p+1
)2
p
(1− p) ,
where for p = 0.5 it simplifies to cv =
√
1
M
2K−1
2K(K+1) ;
3. Rademacher A with xk = x ∀k = 1, . . . ,K: cv(ηO) =
√
1
M
2(K−1)
K .
Since ηO/I differ from ηO only by a multiplicative constant, we have that cv(ηO) = cv(ηO/I).
Example 3.3
In this example, we show in Figure 3.4 the analytic coefficient of variation for three
considered types of sensing matrices as a function of the sparsity level K. To be
independent of the system parameters, it is normalized to
√
1/M . We can see that both
Gaussian (denoted by N ) and Rademacher (denoted by R) sensing matrices provide a
higher coefficient of variation than a Bernoulli (denoted by Be(p)) one, with the notable
exception of the Rademacher A for the case of a 1-sparse signal. Furthermore, while the
coefficient of variation of the Rademacher sensing matrix grows with the increase of K,
the Bernoulli coefficient of variation declines.
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Figure 3.4: Analytic coefficient of variation cv as a function of the sparsity level K.
To validate the derived analytic expressions, we calculate the average (among realizations
of the sensing matrix) root mean squared error (RMSE) between the coefficients of variation
obtained numerically (cev) and analytically (cv). Figure 3.5a displays the normalized RMSE
as a function of the signal dimensionality N for K = 2 and two values of the compression
ratio ρ. In both cases, the RMSE does not exceed 7% of the predicted value with the best
correspondence exhibited by the Rademacher A. As expected, the error decays as N grows
due to the increasing accuracy of the analytic approximation.
To this end, for Bernoulli and Rademacher sensing matrices we have considered the case
when the input signal entries are of equal magnitude. This is because the rigorous analytic
analysis of the generic case for these two types of sensing matrices is severely hampered by
the dependency of the OSNR distribution on the values of the non-zero signal entries. To
investigate how the choice of X influences the coefficient of variation, Figure 3.5b shows
average (among 103 realizations of A and X ) empirical coefficient of variation cev as a function
of K computed for three considered types of A and different priors on X . Namely, i) all xi
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Figure 3.5: Normalized RMSE between the empirical and the analytic coefficient of variation as a function
of N with K = 2 (a). Normalized average cev for equal (solid lines), Gaussian (dotted lines), and Uniform
(dashed lines) signal magnitudes with N = 300 and ρ = 0.1 (b).
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have equal magnitudes; ii) xi are i.i.d zero-mean normal random variables with variance
1/K; iii) xi are i.i.d zero-mean random variables uniformly distributed on the interval
11
[−√3/K,√3/K]. As expected, the coefficient of variation for a Gaussian A depends on
neither the value of K nor the type of X and it is equal to cv ·
√
M =
√
2 ≈ 1.4. For
the Bernoulli and Rademacher sensing matrices, the results for equal magnitudes differ
from those for other choices of X reflecting the dependency of fA(ηO|X ) on X . For the
Rademacher A the coefficient of variation for both Gaussian and Uniform input signal is
somewhat smaller than for the special case of equal (non-zero) signal magnitudes. The
shape of the curve however remains largely unchanged. The Bernoulli A, on the other
hand, demonstrates a different trend. For lower values of K the curves for the generic and
special cases coincide. However, with growing K they quickly depart from each other with
the former one starting to slightly increase whereas the latter decreasing according to the
analytic prediction. Nevertheless, they provide a lower spread of the output SNR than that
of a Gaussian A. Finally, in all considered cases the coefficient of variation is inversely
proportional to M leading to higher values for higher compression rates.
3.3.3 Non-canonical extensions
Having investigated the spread of the output SNR in compressed measurements based on the
canonical CS model of (2.22), we now briefly examine how this analysis can be extended to
several notable non-canonical model variations that are commonly found in practice; namely,
a complex-valued model and a composite model.
3.3.3.1 Complex model
Consider a complex-valued version of (2.24) where x ∈ CN×1 and A ∈ CM×N , while
nm ∈ CM×1 and ns ∈ CN×1 are circularly-symmetric complex noise vectors with entries
nm,m ∼ CN (0, σm) and ns,n ∼ CN (0, σ2s ), respectively12. Then, (3.13) becomes
ηO =
1
Mσ20
M∑
m=1
∣∣∣∣∣∣
∑
k∈S(x)
am,kxk
∣∣∣∣∣∣
2
=
1
Mσ20
M∑
m=1
|dm|2. (3.39)
Comparing (3.39) with (3.13), we see that the OSNR now depends on S(x) via |dm|2 =
|∑k∈S(x) am,kxk|2 where each am,kxk ∈ C.
Gaussian A. When the elements of A are drawn from a zero-mean circularly-symmetric
complex normal distribution CN (0, 1/M), dm is a zero-mean complex normal variable with
variance σ2m =
∑K
k=1 |xk|2/M = ‖x‖22/M . It follows then that |dm| is Rayleigh distributed
11The interval [a, b] is chosen such that var {xi} = 112 (b− a)2 = 1/K.
12The notation n ∼ CN (c, σ2) implies that Re{n} ∼ N (c, σ2/2), Im{n} ∼ N (c, σ2/2), and Re{n}, Im{n}
are independent from each other. For further details see Appendix E.1.
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with a scale parameter σm/
√
2 and therefore, for a given X , β = ∑Mm=1 |dm|2 is distributed
according to the Gamma distribution with the shape parameter M and the scale parameter
σ2m, i.e.,
fA(β|X ) = Γ
(
M,
‖x‖22
M
)
. (3.40)
From (3.40), it immediately follows that
fA(ηO|X ) = Γ
(
M,
ϑ
M
)
(3.41)
Expressions (3.40)-(3.41) are identical to the ones derived for the real-valued case, which
means that all the results obtained above hold for the complex Gaussian A as well.
Bernoulli and Rademacher A. Since there is no meaningful complex analogs to Bernoulli
and Rademacher sensing matrices, we suppose that A in this case are the same real-valued
matrices as before, but the input and the measured signals are complex-valued. Thus,
dm =
∑
k∈S(x) am,kxk ∈ C. Following the same line of reasoning as in the real-valued case,
we constrain ourselves, for the sake of tractability, to the case of all xk being equal to
some (unknown) complex value x. Then, dm = x
∑
k∈S(x) am,k, where
∑
k∈S(x) am,k is a
real-valued random variable. Taking into account that |dm|2 = |x|2
(∑
k∈S(x) am,k
)2
and∑K
k=1 |xk|2 = K|x|2, one can easily see that all results for Bernoulli and Rademacher sensing
matrices obtained for the real-valued case hold in the complex case as well.
3.3.3.2 Composite model
The second non-canonical model we look at is the composite extension of (2.22) where the
sensing matrix is expressed as the product of two distinct matrices: the measurement matrix
Φ ∈ RN×M and a (non-identity) sparsifying basis Ψ ∈ RN×N . We can write it as
y = Ax+ n = ΦTΨx+ n = ΦTs+ n, (3.42)
where A = ΦTΨ and s = Ψx. In contrast to (2.22) where we freely design the sensing
matrix A, here we choose the elements of the measurement matrix Φ instead.
Given13 Ψ, we can express the elements of A as am,n = φ
T
mψn where φi and ψi denote
ith columns of Φ and Ψ, respectively. When the elements of the measurement matrix Φ
are drawn from some random distribution, we can first determine the distribution of the
elements of A and then proceed to analyze the OSNR spread in the same manner as before.
In Appendix B.1.6, we show that for all three matrix types considered so far we arrive at a
Gaussian (approximately in case of Bernoulli and Rademacher Φ) sensing matrix A whose
elements, however, can possibly have non-zero means and different variances.
13Note that the sparsifying basis Ψ is normally defined by the considered application and it is either
known a prior or learned from the measurements as in [123], [124], [170] for instance.
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Selection Φ. In the context of the composite model, another common type of sensing
matrix is a (random) selection matrix. It consists of a selection of M rows of the N ×N
identity matrix IN such that each row and column of Φ have at most a single non-zero,
respectively. Denoting by nm the index of the non-zero element in mth column of Φ, we can
express the elements of A simply as am,n = ψnm,n. In other words, the sensing matrix A
constitutes a selection of M distinct rows of Ψ.
Compare now the total effective signal power in compressed measurements in this case
β =
M∑
m=1
 ∑
k∈S(x)
am,kxk
2 = M∑
m=1
 ∑
k∈S(x)
ψnm,kxk
2 (3.43)
with the total power of the Nyquist rate signal s = Ψx
βNyq = ‖Ψx‖22 =
∥∥∥∥∥∥
∑
k∈S(x)
ψkxk
∥∥∥∥∥∥
2
2
=
N∑
n=1
 ∑
k∈S(x)
ψn,kxk
2 . (3.44)
From (3.43) and (3.44), we see that the selection Φ can result, depending on Ψ, not only in
the spread of the effective signal power, but, by sub-sampling s, in a reduction of the total
signal power inversely proportionally to the compression ratio ρ = M/N .
Example 3.4
In this example, we investigate the mean and variance of β/βNyq for three types of
measurement matrices Φ and two bases Ψ: a discrete cosine transform (DCT) and
a discrete Fourier transform (DFT) that we denote by Ψdct and Ψdft, respectively.
Note that in the latter case, the elements of x are complex-valued. According to our
expectations, we see that Gaussian and Rademacher Φ on average provide similar power
(and accordingly SNR) spread with expected signal power equal to that of the Nyquist
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Figure 3.6: Average coefficient of variation cev(β/βNyq) vs. the expected value E {β/βNyq} for a measure-
ment matrix Φ with N = 300, ρ = 0.1 and K = 3.
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sampled signal equivalent. The selection measurement matrix, on the other hand, has a
lower spread at the expense of the significantly lower expected signal power.
3.4 Impact on recovery performance
Intuitively, it is clear that with regard to the SNR in CS system, one generally wishes that its
expected value is close to that of the Nyquist rate system and that it is stable with respect to
(non-power related) signal parameters. However, what is of ultimate interest is the recovery
performance. Therefore, the two questions we attempt to answer in this section are i) how
does the OSNR spread affect the recovery, and ii) how can one account for it during the
system design. We begin with the former one and investigate the influence of the OSNR
spread on the recovery.
3.4.1 CRB-type performance
Sparse signal recovery can ultimately be viewed as an estimation task, whether the sensing
matrix A corresponds to a parametric dictionary or not. A standard way of measuring the
performance of an estimator is by comparing it against the Crame´r-Rao bound (CRB) that
presents the lower bound attainable by any estimation algorithm in a given setting [171].
Having in mind the noisy CS model (2.22), one can show that, in the case of Gaussian noise,
the unbiased CRB14 corresponds to the MSE of the oracle-assisted estimator introduced in
Section 3.3.1 [158]. Hence, by evaluating the MSE orcl given by
orcl = E
{‖xˆ− x‖22} = E{‖A†S(x)n‖22} (3.45)
we can obtain a CRB-type performance metric. Note that A†S(x) in (3.45) can be written as
A†S(x) =
(
ATS(x)AS(x)
)−1
ATS(x), (3.46)
and, for a fixed A, it generally depends on S(x). We express this dependency by writing
orcl(S(x)), while understanding the expectation in (3.45) to be taken over the ensemble of
n.
Oracle MSE for 1-sparse input signals. Following our analysis approach we begin
with the special case of (K = 1)-sparse signals. The submatrix AS(x) in this case becomes a
column vector an where the index n corresponds to the position of the non-zero element in
x. Substituting AS(x) = an into (3.46), we have that
A†S(x) = a
†
n =
1
‖an‖22
aTn = a˜
T
n , (3.47)
14The attainability of the CRB in CS setting has been studied in such works as [172] and [173].
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where by a˜n we denote an nth column of A normalized to its squared `2-norm. When n
is a zero-mean normal Gaussian vector (the matrix A has orthogonal rows of equal norm
c), a˜Tnn is a zero-mean Gaussian random variable with variance σ
2
0. The MSE orcl is then
equal to σ20 = cσ
2
s + σ
2
m irrespective of the signal position n and the choice of the sensing
matrix A. Otherwise,
orcl(n) = trace
(
a˜TΣa˜n
)
= σ2s a˜
T
nAA
Ta˜n + σ
2
m, (3.48)
where Σ is the covariance matrix of n defined in (3.1).
Oracle MSE for arbitrary sparse input signals. For arbitrary sparse signals, orcl =
E
{
‖A†S(x)n‖22
}
can be written as
orcl(S(x)) = trace
(
A†S(x)Σ
(
A†S(x)
)T)
= σ2s trace
(
A†S(x)AA
T
(
A†S(x)
)T)
+ σ2mtrace
((
ATS(x)AS(x)
)−1)
. (3.49)
In case of orthogonal A, (3.49) turns into orcl(S(x)) = σ20trace
((
ATS(x)AS(x)
)−1)
, which
corresponds to the CRB derived in [158].
Example 3.5
To illustrate how the oracle MSE varies depending on the index of the non-zero entry of
x, Figure 3.7 shows orcl/M as well as its empirical PDF f(orcl/M) in case of K = 1
over the index n for a fixed realization of a Gaussian A with N = 300, ρ = 0.1 and
σ2s = σ
2
m. We see that the MSE changes significantly with the peak to average ratio of
≈ 2.9. Ideally, we would like E {orcl} to be minimized with the peak ratio being close
to 1. For comparison, Figure (3.8) also demonstrates empirical PDFs of the normalized
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Figure 3.7: Normalized MSE and its empirical PDF of a K = 1 sparse signal as a function of the index n
for the oracle assisted estimator and a Gaussian A with N = 300, ρ = 0.1 and σ2s = σ
2
m = 1.
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Figure 3.8: Empirical PDF of a normalized MSE of a K-sparse signal over the support S(x) for the oracle
assisted estimator and a Gaussian A with N = 300, ρ = 0.1 and σ2s = σ
2
m = 1.
oracle MSE orcl/M for different values of K. We observe that in all cases the oracle
MSE exhibits significant spread over the support of the input signal, which in turn means
non-uniform CRB and subsequently non-uniform best-case performance. This confirms
our analysis of the recovered SNR in Section 3.3.1, where we saw that the spread of the
output SNR can potentially lead to support-dependent recovery guarantees.
3.4.2 Support recovery performance
Having discussed the CRB-type performance of an oracle-assisted estimator that knows the
support of the input signal, we move to analyzing the more challenging part of sparse recovery
that is the support estimation15. In many of the available efficient recovery algorithms, it
involves a basic step of computing a correlation between the measurement data and the
dictionary. With this in mind, we focus our analysis on correlation-based approaches.
3.4.2.1 Numerical evaluation
We begin with a numerical investigation of the influence of the OSNR spread on the support
recovery performance. To do so, we calculate the empirical support recovery rate (SRR)
(the percentage of (partially) correctly estimated supports) and the RMSE between the
true (x) and the estimated (xˆ) input signals for signal supports with different values of ηO
and a fixed random Gaussian A. As an underlying recovery method we use the orthogonal
matching pursuit (OMP), the greedy algorithm described in Section 2.3.2 that is widely
used due to its low computational complexity and satisfactory performance under a range
of practical settings. In order to exclude possible effects of the varying dynamic range, we
make the magnitudes of all non-zero elements equal to 1√
K
, while setting the rest of the
system parameters as follows: N = 300, ρ = 0.2, K = 3, ς = 2, and ηI = 20 dB. The
15Note that when the support S(x) is known the estimation of the input signal x becomes trivial, e.g., it
can be done by solving a standard LS problem as in (2.29).
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Figure 3.9: Recovery performance of a Gaussian A as a function of the support S(x) plotted against the
corresponding OSNR ηO(S(x)): the support recovery rate (a) and the RMSE (b).
results are presented in Figure 3.9, where Figure 3.9a) shows the average (among 103 noise
realizations) SRR, whereas Figure 3.9b) demonstrates the average RMSE. Both are plotted
against the OSNR where the notation ηO(S(x)) means that each particular ηO corresponds
to a different support S(x) according to (3.6). Additionally, we highlight the average trend
in both graphs by a solid orange-colored curve. From Figure 3.9 we see that in the resulting
OSNR range of [−4, 2] dB, the recovery performance is significantly non-uniform over the
support of the input signal. As expected, it (on average) decreases for supports with lower
OSNR and increases for those with higher ones. Moreover, a significant part of possible signal
supports have the effective SNR below the level needed for reliable (e.g., SRR > 0.8) support
recovery with a notable number of them falling below the 0.5 mark. This indicates that
the OSNR spread can indeed have a significant impact on the overall recovery performance,
especially in the “border” SNR region where a transition to stable recovery happens. To
further investigate this effect, in the following we analyze the probability of wrong support
estimation on an example of the canonical CS model.
3.4.2.2 Analysis of the error probability
Consider the (canonical) SMV model (2.22) where y = Ax+ n. For the sake of brevity, we
suppose henceforth that n is a white Gaussian noise with variance σ20 . Given (2.22), we would
like to compute the probability of estimating the wrong support, i.e., Pr
[
Sˆ(x) 6= S(x)
]
.
1-sparse input signals. For the special case of (K = 1)-sparse signals, we have that
y = Ax+ n = aixi + n, (3.50)
where ai is the ith column of A and i is the index of the (single) non-zero element in x.
For a correlation-based estimator, the support recovery simplifies to a following single-step
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estimation:
Sˆ(x) = arg(max
n
|aTny|). (3.51)
Given (3.51), we would like to calculate the probability that the estimated support is an
index j 6= i. This occurs when the correlation of y with aj is higher than with ai, i.e.,
PE(j|i) = Pr
[
Sˆ(x) = {j}|S(x) = {i}
]
= Pr
[|aTj y| ≥ |aTi y|] . (3.52)
Theorem 2. Let γk,` be the inner product between kth and `th columns of A such that
γk,` = a
T
k a` ∈ R and η¯O = ‖ai‖
2
2x
2
i
σ20
denote the normalized OSNR (i.e., η¯O = MηO). Then,
Pr
[||aTj y| ≥ |aTi y|] = Q(√η¯Oβ−j,i) ·Q(−√η¯Oβ+j,i)+Q(−√η¯Oβ−j,i) ·Q(√η¯Oβ+j,i) ,
(3.53)
where β∓j,i =
√
1∓ γj,i
γi,i
1+
γj,j∓γj,i
γi,i∓γj,i
while Q(·) denotes the Q-function (see App. D).
Proof. Cf. Appendix B.1.7. 
Theorem 2 states that the probability of confusing the ith index with the jth, which we
denote as PE(j|i), depends on the square root of the (normalized) OSNR and the column
correlations γj,i, γi,i, γj,j via β
∓
j,i. To calculate the total probability of error for ith signal
position, one has to consider maximum correlation among all possible j 6= i, i.e.,
PE(i) = Pr
[
Sˆ(x) 6= S(x)|S(x) = {i}
]
= Pr
[
max
j
|aTj y| ≥ |aTi y|
]
, (3.54)
which makes it difficult to analyze analytically. However, we can bound (3.54) as
PE(jworst|i) ≤ PE(i) ≤ PU(i) =
∑
j 6=i
PE(j|i). (3.55)
The upper bound in (3.55) is a union bound [174] on (3.54), whereas the lower bound in (3.55)
is given by considering the pair (i, jworst) that corresponds to the highest correlation |γk,i| for
a given index i, i.e., jworst = arg(max
j
|γj,i|). Note that PE(jworst|i) ≤ PE(jworst|iworst) where
the index pair (iworst, jworst) corresponds to the coherence of A.
Example 3.6
To verify our derivations, we compare the empirical probability of erroneous support
estimation P empE (i) with the analytic bounds (3.55) for a given index i and a single
realization of a Gaussian A with N = 300 and ρ = 0.1. Figure 3.10 demonstrates the
empirical error probability P empE (i) calculated over 10
5 noise realizations as a function of
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Figure 3.10: Probability of erroneous support estimation PE(i) for a 1-sparse x of unit power and a single
realization of a Gaussian A with N = 300 and ρ = 0.1.
the noise power σ20 where xi = 1 as well as the analytic upper and lower bounds provided
by PU(i) and PE(jworst|i), respectively. For comparison, we also plot the empirical
probability P empE (jworst|i), which coincides with the analytic curve since (3.53) is exact.
Contrarily, the union bound provides a close approximation of PE(i) in the low noise
regime, while starting to diverge from it with the increase of σ20 . The difference between
the lower bound PE(jworst|i) and P empE (i), on the other hand, remains largely constant.
Note that PE(j|i) and therefore PE(i) depend on the position of the non-zero element in
x via β∓j,i and η¯O(i) =
γi,ix
2
i
σ20
. To evaluate the variations of PE(i) over the signal support, we
plot in Figure 3.11a the CCDF of P empE (i) for a scenario from Example (3.6) with several
values of σ20 (note that xi = 1 ∀i). It shows that the error probability experiences large
variations over the signal position, whose range increases with the decrease of the noise power
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Figure 3.11: Influence of the OSNR spread on PE: complimentary cumulative distribution function
(CCDF) of P empE over the non-zero index i (a) and P
emp
E vs. ηO (b) for a 1-sparse x of unit power and a
single realization of a Gaussian A with N = 300 and ρ = 0.1.
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(i.e., increase of the SNR). To isolate the influence of the support-related OSNR spread on
PE, Figure 3.11b presents P
emp
E (i) vs. corresponding ηO(i) for a fixed value of noise power
σ20. Note that different values of ηO(i) for a given σ
2
0 in this case result from the change of
the support (i.e., the index i) only. We observe a clear relation between the spread of the
OSNR and the spread of PE: the larger is the OSNR for a given noise and signal power, the
smaller is PE(i) and hence the better is the support recovery performance. This corresponds
to the results presented in Figure 3.9 confirming that the OSNR spread negatively affects
the probability of correct support recovery.
Arbitrary sparse input signals. In case of (K > 1)-sparse input signals (3.50) becomes
y = Ax+ n =
∑
i∈S(x)
aixi + n. (3.56)
For an iterative correlation-based recovery algorithm such as the OMP for instance, we can
define the probability of estimating a wrong non-zero index j /∈ S(x) at the first iteration:
PE(j|S(x)) = Pr
[
Sˆ(x) = {j}|j /∈ S(x)
]
= Pr
 ⋂
i∈S(x)
(|aTj y| ≥ |aTi y|)

= Pr
[
|aTj y| ≥ max
i
|aTi y|
]
. (3.57)
The “max” condition in (3.57) complicates the calculation of PE(j|S(x)). However, we can
lower-bound (3.57) by
PE(j|ik) < PE(j|S(x)), (3.58)
where PE(j|ik) = Pr
[
|aTj y| ≥ |aTiky|
]
and ik = arg
(
max
i
|γi,i|
)
∈ S(x).
Theorem 3. Let γk,` be the inner product between kth and `th columns of A such that
γk,` = a
T
k a` ∈ R. Then, for an arbitrary sparse signal we have that
Pr
[|aTj y| ≥ |aTi y|] = Q(α−j,i) ·Q(−α+j,i)+Q(−α−j,i) ·Q(α+j,i) , (3.59)
where α∓i,j =
√
(
∑
k∈S(x)(γi,k∓γj,k)xk)
2
(γi,i+γj,j∓2γj,i)σ20
.
Proof. Cf. Appendix B.1.8. 
Note that since η¯O =
‖Ax‖22
σ20
=
‖∑m∑k∈S(x) akxk‖22
σ20
, in the general case we cannot represent
the Q-function argument α∓j,i via η¯O directly as in (3.53). We can do so however for the
special case of xk = x ∀k according to the following corollary.
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Corollary 1. Let η¯
(i)
O =
∑
k∈S(x) γi,kx
2
σ20
denote a partial normalized output SNR where η¯O =∑
i∈S(x) η¯
(i)
O . Then, if xk = x ∀k ∈ [1,K], the probability Pr
[
|aTj y| ≥ |aTi y|
]
is given by
Pr
[|aTj y| ≥ |aTi y|] = Q(√η¯(i)O β−j,i) ·Q(−√η¯(i)O β+j,i)+Q(−√η¯(i)O β−j,i) ·Q(√η¯(i)O β+j,i) ,
(3.60)
where β∓i,j =
√
(
∑
k∈S(x)(γj,k∓γi,k))
2∑
k∈S(x) γi,k·(γi,i+γj,j∓2γj,i) .
Proof. Cf. Appendix B.1.9. 
Corollary 1 shows how the individual probabilities Pr
[
|aTj y| ≥ |aTi y|
]
depend on the
partial OSNRs η¯
(i)
O corresponding to the ith signal entry.
Applying Theorem 3 to (3.58), we arrive at the lower bound for PE(j|S(x))
PE(j, ik) = Q
(
α−j,ik
)
·Q
(
−α+j,ik
)
+Q
(
−α−j,ik
)
·Q
(
α+j,ik
)
< PE(j|S(x)), (3.61)
where ik = arg
(
max
i
|γj,i|
)
∈ S(x) and
(
α∓i,j
)2
=

(
∑
k∈S(x)(γj,k∓γi,k))
2∑
k∈S(x) γi,k·(γi,i+γj,j∓2γj,i) η¯
(i)
O , if xk = k ∀k
(
∑
k∈S(x)(γj,k∓γi,k)xk)
2
(γi,i+γj,j∓2γj,i)σ20
, otherwise
.
Given (3.61) and (3.58), for the total error probability PE(S(x)) = Pr
[
Sˆ(x) = {j} 6⊂ S(x)
]
we can write that
PE(jworst, ik) < PE(S(x)), (3.62)
where jworst corresponds to an index j /∈ S(x) that yields the largest correlation |γj,i| : i ∈
S(x), i.e., jworst = arg
(
max
i∈S(x),j
|γj,i|
)
.
Example 3.7
Figure 3.12 depicts the empirical probability of erroneous support estimation P empE (S(x))
calculated over 105 noise realizations together with the analytic lower bound PE(jworst, ik)
for a given support set S(x) of different size and a single realization of a Gaussian A
with N = 300 and ρ = 0.1. Note that the presented results correspond to a single fixed
support set chosen such that S(x)|K=n ⊂ S(x)|K=n+1, n = 1, 2, 3, with the magnitudes
of the non-zero elements being xi =
√
1
K ∀i ∈ S(x). We see that although the lower
bound PE(jworst, ik) becomes less tight with the increase of K, it largely follows the
overall trend: the probability of correct estimation decreases with growing K.
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Figure 3.12: Probability of erroneous support estimation PE(S(x)) for a K-sparse x of unit power, i.e.,
‖x‖22 = 1, and a single realization of a Gaussian A with N = 300 and ρ = 0.1.
Finally, in Figure 3.13 we evaluate the variation of the error probability over the support
S(x) and its relation to the spread of the OSNR for the setting from Example 3.6. Thus,
Figure 3.13a shows the CCDF of P empE over S(x), whereas Figure 3.13b depicts the spread
of P empE with respect to the OSNR ηO. Note that both figures are obtained by evaluating
PE(S(x)) for a random subset of possible supports of size L = 500 since an exhaustive check
would require L = N !K!(N−K)! . We observe here a similar tendency as in the 1-sparse case: i)
the error probability significantly varies over the support of the input signal while ii) this
variation is clearly coupled to the change of the OSNR.
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Figure 3.13: Influence of the OSNR spread on PE: CCDF of P
emp
E over the support S(x) (a) and P empE vs.
ηO (b) for a K-sparse x of unit power and a single realization of a Gaussian A with N = 300 and ρ = 0.1.
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3.5 Some design ideas
This brings us to the second question posed at the beginning of this section: how can one
take into account the negative influence of the OSNR spread on the recovery performance
during the measurement design? Obviously, the ultimate design goal would be to avoid the
spread altogether as it is in the Nyquist setting where Φ = IN and the OSNR is constant.
Our analysis shows however, that in the CS setting this effect is essentially unavoidable. A
possible way to cope with it is to design the measurement such as to minimize the variations
of the output SNR. This alone, however, cannot guarantee an improvement of the overall
system performance because one has to take into account other matrix properties essential
for signal recovery, such as the matrix coherence for instance. In the following, we investigate
possible ways to approach the measurement matrix design for improved recovery performance.
3.5.1 Random design
We begin by examining random matrix designs as the ones considered at the beginning of
this chapter. On one hand, random matrices are known to fulfill a number of theoretical
guarantees and provide a universal measurement kernel in the sense that they are likely
to be incoherent to any input signal. On the other hand, to be implemented in hardware
one normally requires to have a fixed measurement kernel rather than a random ensemble.
Although, as mentioned in Section 3.3.1, concentration results for random matrices tell us
that the performance of the ensemble asymptotically concentrates around some mean [167],
which implies that it is irrelevant which particular realization is used, practical experience
suggests that for limited dimensions this is often not good enough. One practical solution
is to generate a large number of sensing matrix candidates and pick only the “best” ones
for practical implementation, e.g. those that minimize the OSNR spread for a certain level
of matrix coherence. We evaluate this strategy by conducting numerical experiments. In
our first experiment, we pick 100 realizations of a Gaussian sensing matrix that have similar
(with the difference on the order of 10−2) coherence but provide different values of the OSNR
spread and compute the average and the worst-case (according to the 5% level) support
recovery rate (SRR), which we depict in Figure 3.14a. We see that while the average recovery
rate stays largely constant at the level corresponding to the expected value of the OSNR,
the worst case performance decreases nearly linearly with the increase of the OSNR spread.
In the second experiment, we calculate the average SRR for 50 different realizations of
Gaussian (AG), Bernoulli (AB) and Rademacher (AR) sensing matrices and depict it in
a form of a colored scatter plot in Figure (3.14)b. The best performance unsurprisingly
corresponds to the matrices that have both the lower coherence and the lower SNR spread,
whereas the matrices that have notably higher coherence on average perform significantly
worse. These results demonstrate that within small deviations of the matrix coherence, the
strategy of picking the sensing matrix with a smaller OSNR spread pays off (e.g., compare
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Figure 3.14: Support recovery performance of sensing matrices with N = 300, ρ = 0.2, K = 3, ς = 2, and
ηI = 20 dB: a Gaussian A with a fixed µ vs. c
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v(ηO) (a) and different A vs. µ and c
e
v(ηO) (b).
the results for AG and AR that have similar coherence values but significantly different SNR
spreads). However, choosing the sensing matrix only with respect to the OSNR spread is
not a good strategy as it might result in a higher coherence and, subsequently, an overall
inferior performance as is evident from Figure (3.14)b.
Alternatively, one can avoid random generation altogether by designing the measurement
kernel in a deterministic manner. For instance, it has been proposed to utilize the matrix
coherence as an objective function for matrix optimization [156], [175]–[178]. It is also
possible to use more application specific performance measures as demonstrated in [A3] that
considers measurement matrix design for DoA estimation with compressive antenna arrays.
Building on the results achieved in [A3], below we provide an example of how such a design
approach can be applied to more generic sparse recovery problems.
3.5.2 Optimized design
3.5.2.1 Design framework
Instead of drawing the elements of the measurement/sensing matrix randomly and hope for
a suitable outcome, we formulate the design task as a constrained optimization problem:
Aopt = arg
(
min
A
J(A)
)
s.t. C(A, α, β, · · · ) (3.63)
in case of the canonical model (2.23) and
Φopt = arg
(
min
Φ
J(Φ)
)
s.t. C(Φ,Ψ, α, β, · · · ) (3.64)
55
Chapter 3 Sensing matrix analysis and design
in case of the composite one (3.42). In both (3.63) and (3.64), J(·) denotes an objective
function defined by the application and C(· · · ) represents a set of optimization constraints.
Note that (3.63) corresponds to the case when Ψ = IN and A = Φ
HΨ = ΦH. In the
following, we propose two particular formulations of (3.63)–(3.64): a design based on the
probability of erroneous support estimation and a correlation-based design. In the former,
we utilize lower bounds on the error probability derived at the end of the previous section.
In the latter, we design the measurement with respect to the structure of the correlations
between the columns of the sensing matrix in an attempt to provide improved accuracy in
terms of the index distance between true and erroneous estimates.
3.5.2.2 Design examples
Probability-based design. In our first design example, we formulate (3.64) in terms of
the probability of wrong support estimation for a certain SNR level with a constraint on the
OSNR spread. To do so, we use the lower bound (3.62) on the error probability derived in
Section 3.4.2.2 which yields the following cost function
J (Φ) = max
i,j|ϑE
PE(j, i), (3.65)
where PE(j, i) = Pr
[
|aTj y| ≥ |aTi y|
]
is given by (3.60) and ϑE =
Ps
Mσ20
is the (average) input
SNR. Here, the notation max
a|b
means that the search over a variable a is performed for a
given value of b. Using (3.65), we complete (3.64) as
Φopt = arg
(
min
Φ
max
i,j|ϑE
PE(j, i)
)
s.t.
 c
emp
v (β˜) ≤ ζ
µ(A) ≤ η
, (3.66)
where cempv (β˜) is the empirical coefficient of variation of β˜ = ‖AS(x)‖22 over the support
S(x) : |S(x)| = K, whereas ζ and η are thresholds we are free to choose. Note that, according
to the discussion in Section 3.3.1, the OSNR spread is (largely) defined by β = ‖Ax‖2F.
Constraining cempv (β), however, requires searching over the set of input signals x, which is
impractical both from the viewpoint of the computational complexity and the applicability
of the results. On the other hand, limiting cempv (β˜) provides a means of controlling the
variation of the OSNR, although indirectly, while being independent of the input signal x.
The constraint on the sensing matrix coherence µ(A) ≤ η is needed to ensure compatibility
with the CS recoverability requirements.
Example 3.8
We evaluate the design strategy (3.66) for a following choice of parameters: N = 50,
M = 10, K = 1 and A = ΦTΨ where Ψ is an N ×N DCT matrix. To solve (3.66), we
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Figure 3.15: Comparison of SRR (a) and its coefficient of variation (b) for a Gaussian Φ and a Φ
optimized according to (3.66) where N = 50, M = 10, and Ψ is an N ×N DCT matrix.
use the fmincon functiona of the MATLAB numerical optimization toolbox [179] where
the optimization parameters are chosen as follows: ζ = 1/
√
M , η = 0.87, and σ0 = 10
−2
where ϑE = 1/Mσ
2
0. We access the performance of the support recovery by computing
the SRR and calculating its coefficient of variation cv(SRR) over the support of the
input signal which we show in Figure (3.15)a and b, respectively. Along with the results
for a measurement matrix Φ obtained by solving (3.66) we also present the mean and
(10− 90)-percentile area for 50 realizations of a Gaussian Φ. We observe that in terms
of the SRR the optimized measurement matrix Φ allows to achieve a SRR similar to the
one provided by the (best) random Gaussian matrix, while being significantly superior
with respect to its coefficient of variation over the signal’s support. In other words, our
results indicate that Φ optimized according to (3.66) yields lower performance variations
over the support of the input signal than the random Gaussian matrices and hence
provides more stable average-to-worst case performance.
aNote that (3.66) is a highly non-convex problem. As such, an application of numerical optimization
routines to solving it is likely to result in finding one of the local minima. To avoid sub-optimal solutions,
one can perform several optimization trials with (different) random function initialization. Our numerical
evidence suggests that in the case of (3.66) these, however, produce solutions that are only negligibly
different in terms of the cost function (3.65).
Correlation-based design. Here we provide an example of a slightly different perspective
on the measurement matrix design. As briefly discussed in Section 2.2.1, the sparse recovery
framework can also be applied to solving a parameter estimation problem, rather than a
signal reconstruction one. The support of the sparse input in this case can be interpreted as
defining a parameter set in the parameter space represented by the basis Ψ. The distance
between the true and the estimated signal supports determines then the accuracy of the
parameter estimation. To illustrate this, consider two estimated parameter sets, e.g., obtained
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Figure 3.16: The difference between S(x) and S(xˆ) determines the distance between the true x and the
estimated xˆ parameter vectors: a closer estimate xˆ2 with the (parameter) distance δ2 from x is preferable
to the farther estimate xˆ1 with the distance δ1 > δ2.
by applying two different estimation algorithms: one is closer to the true parameter set in the
parameter space, whereas the other one is farther away from it as exemplified in Figure 3.16.
While both estimates might have the same `0, `1 and even `2 distance from the true set, i.e.,
‖x − xˆ1‖p = ‖x − xˆ2‖p for p = 0, 1, and 2, from the parameter estimation viewpoint the
former is preferable to the latter.
The idea behind measurement matrix optimization for parameter estimation is to increase
the probability of obtaining an erroneous estimate that is closer to the true parameter in
the parameter space. In previous sections we saw that, given a fixed overall SNR, the main
factor defining the probability of a wrong estimate for correlation based recovery algorithms
is the column correlations γi,j = a
H
i aj of the sensing matrix A. Having this in mind, we
base our design on the Gram matrix GA = A
HA = ΨHΦΦHΨ whose (i, j)th element is γi,j .
Example 3.9
In this example, we examine the structure of the Gram matrix for three different choices of
the sensing matrix: a (real) random Gaussian A (AG), a Vandermonde structured A ob-
tained by randomly selecting M rows of an N×N DCT matrix (AV), and a structured A
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Figure 3.17: Gram matrices |GA| for three types of sensing matrix with N = 50 and M = 10: random
Gaussian A (a), Vandermonde A (b), and Toeplitz A (c).
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(AT) obtained by truncating the singular-value decomposition (SVD) of an N×N square
symmetric Toeplitz matrix with a first column t1 = [1, e
1−β , e1−2β , . . . , e1−(N−1)β ]T where
β = 1
N5
(i.e., AT = [S]
1/2
1:MU
T where T = USUT and the (diagonal) elements of S are
assumed to be arranged in a descending order). The Gram matrices of all three of them
are illustrated in Figure 3.17 for the case of N = 50 and M = 10. We notice a difference
in the level of structure present in the Gramian: from no particular structure for AG
to some degree of concentration of the (off-diagonal) elements with higher magnitude
around the main diagonal for AV, to their exponential decay for AT.
In Example 3.9, we observe that random design yields a non-structured GA with elements
whose magnitude is independent of their index distance to the main diagonal . In case of the
wrong support recovery, this is likely to result in an arbitrarily large index distance between
the erroneous and true estimate and, subsequently, an arbitrarily large parameter estimation
error16 that is irrespective of the SNR, which contradicts our design goals.
Example 3.10
To investigate how the different structure of the Gram matrix affects the support
estimation accuracy we evaluate the index distance between the true and estimated
supports by means of the so-called earth mover’s distance (EMD) (also known as
1st Mallows or 1st Wasserstein distance) [180]. Originally introduced as a metric for
comparison of distributions [180]–[182], the EMD turned out to be useful as a feature
similarity measure, particularly in image analysis [183]. It has also been used as an
objective function in the CS context as an alternative to `0/`1-norm minimization [50],
[184], [185]. In [A9], we show that the EMD provides an effective metric for evaluating
support distance, a property that we will use here. More details on the definition and
calculation of EMD can be found in Appendix A.
Figure 3.18 demonstrates the average EMD as a function of the ISNR for N = 50
and M = 10. It shows the average EMD calculated for the entire support, i.e.,
dTEMD = dEMD (S(x),S(xˆ)) where dEMD(A,B) denotes the EMD between two in-
dex sets A,B, and for the erroneously estimated support part only, i.e., dEEMD =
dEMD (S(xˆ)/S(x),S(x)/S(xˆ)) where A/B denotes the relative complement of B in A.
We see that the sensing matrix with the Toeplitz structured Gramian consistently pro-
vides a better support estimation accuracy, as judged by the index distance. The less
structured Gaussian and Vandermonde matrices on the other hand yield lower support
estimation accuracy in terms of the EMD. Note that since dEEMD accounts only for the
distance of the wrongly estimated part of the support, it does not reflect overall increase
in the support recovery rate. On the contrary, dTEMD takes into account both. Therefore,
16Note that this is not an issue from the CS recovery perspective since traditional CS recovery metrics,
such as the MSE or SRR, do not differentiate between a “closer” and a “farther” error [A9].
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Figure 3.18: Average EMD for three types of sensing matrix (Gaussian (AG), Vandermonde (AV), and
Toeplitz (AT)) with N = 50 and M = 10. The EMD is lower bounded by 0 and upper bounded by N −K.
dTEMD decreases for all three choices of A as the SNR increases, while d
E
EMD improves
only for structured AT staying largely constant for other choices of the sensing matrix.
On the other hand, for structured sensing matrices we expect to have higher column
correlations and, subsequently, higher matrix coherence, which is known to negatively
impact the CS recovery performance, e.g., expressed by the MSE. We will come back to
this later when examining the proposed design strategy. Note that in our example here
we have µ(AG) = 0.85 < µ(AV) = 0.91 < µ(AT) = 0.99.
Ideally, we would like GA to be an identity or at least a diagonal matrix, implying the
orthogonality of the columns of A, which is impossible to achieve since for M < N we
cannot have more than M mutually orthogonal columns. Several works have thus focused
on optimizing A such that its Gramian provides a good approximation (e.g., in terms of
the Frobenius norm) to IN [175], [176]. Instead, here we aim at the design where GA has a
quasi-decaying structure, i.e., the elements with a higher magnitude are likely to appear close
to the main diagonal whereas the ones with the lower magnitudes concentrate around the
corners, e.g., as in the Toeplitz matrix from Figure 3.17c. In example 3.9 we saw, however,
that designing A only with respect to the structure of its Gramian results in a matrix whose
“standard” CS properties, such as the coherence for instance, might deteriorate. Therefore,
one needs to introduce additional constraints that will allow a compromise between the
desired level of structure in GA and the CS properties of A.
To enforce a decaying structure into GA we formulate the objective function in (3.64) as
J (Φ) = ‖GA  T ‖F, (3.67)
where T is an N × N square symmetric Toeplitz matrix whose first column is t1 =
[0, 1, . . . , N − 1]T and  denotes the Hadamard (element-wise) matrix multiplication. The
60
3.5 Some design ideas
matrix T in (3.67) weights the elements of GA proportional to their distance from the main
diagonal: the bigger is the distance the larger is the weight. To avoid trivial solutions and
ensure fulfillment of the CS recovery requirements we constrain the elements of the main
diagonal d = diag (GA) ∈ RN×1 of GA and the coherence µ of A such that
Φopt = arg
(
min
Φ
‖GA  T ‖F
)
s.t.
 ζl ≤ dn ≤ ζu ∀n = 1, . . . , Nµ (A) ≤ η , (3.68)
where dn is the nth element of d. The bounds ζl, ζu, and η should be chosen according to
the particular problem formulation and its dimensions.
Example 3.11
In the following example, we apply the optimization strategy (3.68) to the scenario
from Example 3.8 where we additionally introduce an N ×N DCT basis Ψ such that
A = ΦTΨ. Note that although (3.68) is convex with respect to GA, constraining its rank
such that rank (GA) ≤ rank (Φ) ≤M < N makes solving (3.68) non-trivial. Therefore,
instead of attempting to find a convex formulation of (3.68), we solve it numerically
by applying the fmincon function of MATLAB, as in Example 3.8. The constraints on
dn and µ(A) are chosen according to the corresponding average values for a sensing
matrix with Gaussian Φ, namely ζl = 0.5, ζu = 1.5, and η = 0.93. We evaluate the
resulting sparse recovery performance by means of EMD and MSE in Figures 3.19a
and b, respectively. For reference, we also present the results for the Gaussian Φ and
the Toeplitz sensing matrix. The graphs show that the optimized design provides an
improved index distance accuracy compared to the unstructured Gaussian matrix, while
expectedly performing worse than it with respect to the overall MSE due to the large
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Figure 3.19: Comparison of an average EMD (a) and an MSE (b) for a Gaussian Φ, an Φ optimized
according to (3.68), and a Toeplitz A where N = 50, M = 10, and Ψ is an N × N DCT matrix. The
corresponding matrix coherence values are 0.83, 0.91, and 0.99, respectively.
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difference in coherence (recall the remark at the end of Example 3.10). On the other
hand, compared to the Toeplitz matrix the trend is reversed, the optimized Φ is better
with respect to MSE but provides a worse EMD. This outlines the trade-off between
the recovery performance in terms of the Euclidean and index distances. Note that we
can influence the balance between the two even further by introducing an additional
weighting matrix in (3.67), as explained in [A3, Section III-B] for instance.
3.6 Concluding remarks
In this chapter, we studied the influence of the sensing matrix A in the setting of the
canonical CS model (2.22) (or the measurement matrix Φ in the composite model (3.42))
on the system performance. We began with considering noise and signal parameters at
the system’s output, namely the characteristics of the white input noise and the effective
SNR. We demonstrated that, in contrast to Nyquist rate sampling, the application of the
CS framework leads to variations of the output SNR (OSNR) over the support of the input
signal. As a result, the achievable performance also becomes support-dependent, an effect
that is often overlooked during CS performance evaluation. To evaluate the range of such
variations, we investigated the OSNR spread for three types of sensing matrices common
in CS, i.e., random Gaussian, Bernoulli and Rademacher matrices. Our analytic analysis
supported by the numerical study indicates that the OSNR spread becomes more pronounced
for higher compression rates (lower number of measurements M) and can vary depending on
the choice of A.
Although the dependency of the effective SNR on the non-power related signal parameters
is an interesting phenomenon by itself, its main importance lies in the way it affects the
recovery performance. In light of that, in the second half of this chapter we studied the CS
performance of the commonly used CS matrices with respect to the change of the support. We
started with looking at the CRB-type performance defined by the MSE of the oracle-assisted
estimator and then proceeded to investigating the support recovery performance for the
case of correlation-based estimators such as the OMP. We saw that, irrespective of the
metric used, the recovery performance varies significantly depending on the support of the
input signal. Moreover, these variations clearly correspond to the variations of the effective
SNR: the supports that yield lower OSNRs on average perform worse than those that yield
higher ones. This supports our intuition that the spread of the OSNR negatively affects the
overall system performance, especially with respect to the relation between the average and
best/worst case estimation accuracy. Our analysis also suggests that random measurement
matrix designs so ubiquitously advocated in CS, might not be the best choice, especially for
practical applications where parameter settings are far from asymptotic.
Having established the connection between the OSNR spread and the CS recovery perfor-
mance, we concluded our investigations by outlining some alternative sensing/measurement
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matrix design strategies that could allow controlling such system parameters as the degree
of OSNR variations. Particularly, we presented two examples of a performance-driven design
based on a generic design framework that attempts to optimize the measurement matrix
according to the specific requirements at hand. In the first one, we aimed at a sensing matrix
that would help mitigating the effect of the OSNR spread, while in the second one we looked
at the measurement matrix design from a parameter estimation viewpoint. In both cases, we
observed an improved performance with respect to the performance metric of choice. The
main drawback of such an optimized design approach is that the associated optimization
problem is unlikely to admit a closed-form solution in general. However, it can be usually
solved by numerical optimization routines which is an acceptable solution in many practical
scenarios when the measurement kernel is not required to change too often. Finally, by
adopting a more application-oriented approach to measurement matrix design we lose the
advantage of the universality of the measurement kernel enjoyed by random matrices. This
could restrict the applicability of this method, e.g., to the cases when the sparsifying basis is
fixed and (largely) known.
63

Chapter 4
Sparsity order estimation
4.1 Motivation and related work
As discussed in previous chapters, the ability to represent a signal as sparse is a key concept
in the CS framework. We saw that there exists a vast amount of theoretical results showing
under which conditions the recovery of sparse signals can be achieved efficiently, and most
of them are expressed in terms of the signal’s sparsity order, i.e., the number of non-zero
coefficients K in a sparsity promoting representation. Obviously, the sparsity order has a
tremendous impact on the recovery stage, in particular it determines how many measurements
are required for successful recovery. Moreover, many efficient reconstruction algorithms
benefit from the knowledge of the signal sparsity (as for instance do OMP, CoSaMP and
LASSO). Particularly, selecting an appropriate stopping criterion is a well-known problem
for greedy recovery algorithms [186], [187]. When the sparsity order is known, it can be used
to help in the assessment of the quality of the current solution and hence in determining
the correct termination moment. However, there exist a large number of applications where
the sparsity order is not known beforehand and may even vary with time. In such cases, it
would be desirable if we could estimate it from the measurement data. It would be even
better if we could do it before we run the recovery algorithm, using an estimator that is
either less complex than the reconstruction itself and/or more robust to noise. This would
potentially allow adapting the reconstruction strategy, i.e., to choose a recovery algorithm
whose performance and complexity is best suited to the current sparsity order. Also, it
could provide a feedback to the measurement stage to adapt the measurement effort to the
complexity of the current signal (scene), provided that the application allows for it.
One way to obtain a sparsity order estimate is to use a cross-validation approach as in
[188], [189]. Cross-validation is a technique widely used in statistics and learning theory in
which a data set is separated into two: a training and a test set. The estimation results based
on the former are then validated over the latter to prevent model overfitting. Unfortunately,
this requires performing multiple signal reconstructions, at a significant cost in terms of the
computational complexity. In [190], the authors estimate a lower bound on the sparsity level
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given by the so-called numerical sparsity, i.e., a ratio between `1- and `2- signal norms, from
the measurement data itself. To calculate the numerical sparsity, they use a technique known
as sketching in which an `p-norm of a vector is estimated through a number of randomized
measurements [191]. It relies on the properties of the distribution from which the elements
of the measurement matrix are drawn and generally requires an application of several
different types of random matrices. This underlines the main drawback of this approach as it
necessitates a repeated change of the sensing kernel whose choice is restricted by the sparsity
order estimation (SOE) needs (particularly, the authors in [190] use Cauchy and Gaussian
random matrices). In [192], the authors also rely on the properties of the measurement matrix.
However, they consider a sparse sensing kernel and calculate a probability of obtaining a zero
measurement and formulate a maximum likelihood (ML) type of sparsity order estimator.
This method however, is likely to be strongly susceptible to noise as it relies on the presence
of exactly zero entries in the measurement vector. Furthermore, sparse matrices are known
to have higher coherence compared to their non-sparse counterparts.
In this chapter, we investigate an alternative SOE approach that operates directly in
the compressed domain, without the need to perform multiple signal reconstructions or
sensing matrix changes. It builds upon the ideas from principal component analysis and
parameter estimation with model order selection (MOS). We begin with considering a
full-rank multiple measurement vector (MMV) model where the compressed observations
represent a linear mixture superimposed by additive noise so that the sparsity order is equal
to the effective rank of the observation matrix such that usual MOS techniques can be applied
for its estimation. Under a strong limitation on the sample size, the performance of the
available MOS algorithms depends on the knowledge of the noise model and may deteriorate
significantly when the actual noise statistics are different. To account for this, we propose
a method that explicitly considers the measurement process by exploiting an empirical
distribution of the noise eigenvalues obtained during a training/calibration period, i.e., when
only the receiver noise is present. Hence, it goes by the name of empirical threshold test
(ETT). In ETT, one can influence the trade-off between the probability of missed detection
(order underestimation) and false alarm (order overestimation) by selecting a detection
threshold value. This is particularly important in the CS setting as underestimation might
result in the recovery performance deterioration when the estimated order is used to assist
the recovery and/or adapt the number of measurements. Interestingly, a close relation
between sparse signal reconstruction and parameter estimation with MOS has been already
realized in [193]. Another closely related discussion can be found in [194], where the authors
consider the CS framework for DoA estimation. However, neither of these works focuses on
the SOE problem per se.
Note that the MMV signal model that allows for SOE is based on the availability of
multiple snapshots of the mixture of signals and the fact that the signals are incoherent
(which implies that they must change in time). Although, the general CS setup does not
impose any restrictions on the signal but its sparsity, there is a number of applications where
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these assumptions hold. Examples of such applications include multiband communications,
radio localization, radar signal processing, etc. It is worth noting that the problem of sparsity
order estimation in the particular context of multiband communications has recently received
some attention [195]–[197]. They, however, differ from the method considered here in several
important aspects. Thus, some, like [195] for instance, are based on heuristic techniques, e.g.,
by relying on numerous Monte-Carlo simulations, which one would normally like to avoid in
a practical system. Others, such as [196] and [197], do not consider practical sub-Nyquist
sampling architectures but rather derive their analysis based on significantly simplified
models that cannot be readily extended to a realistic analog sub-Nyquist sampling setting.
In contrast, an approach presented in this chapter can be applicable is readily applicable to
practical settings, as we demonstrate in the next chapter.
Often, the signal support is not constant during the entire observation time but exhibits
variations from one block of data to another. We refer to the MMV with such a varying but
quasi-static support quasi-stationary. The ability to detect the presence and the moment
of the support change is important for recovery performance, the more so the larger is the
difference between the supports. This is because the support change increases the overall
sparsity order, challenging the exploitation of the joint sparsity for signal recovery. In the
worst case, the total sparsity order can even exceed the maximal value, resulting in the
recovery breakdown. A prevalent way to account for the possibly changing support is to
incorporate a dynamic update mechanism of one form or another directly into the recovery
step. The basic idea is to apply recursive reconstruction that appropriately penalizes the
presence of innovations in the newly-arrived measurements compared to already available
ones [198]–[200]. In Section 4.3 of this chapter, we propose a different approach to tackling
this problem that does not require numerous iterative reconstruction steps. We first detect
the moment of the support change by applying the SOE technique described above to the
windowed portion of the measurement data, and then perform joint recovery on a sequence
of identified static MMVs.
Following the discussion of the stationary and quasi-stationary multiple snapshot case, we
approach the problem of sparsity order estimation from a single data snapshot in Section 4.4.
Surprisingly, it turns out that we can recover linear independence in a single vector of
observations as well, by designing the measurement matrix in a certain way. We analytically
show that a specific Khatri-Rao design of the measurement matrix is a necessary and a
sufficient condition for this and discuss the choice of the parameters. Further details on
suitable matrix constructions for Khatri-Rao design for SOE can be found in [201].
The material of Sections 4.2 and 4.3 of this chapter is partially presented in [A16] and
[A14], respectively, while Section 4.4 is largely based on [A18].
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4.2 Multiple snapshot sparsity order estimation
Consider the MMV model described by (2.31), i.e.,
Y = AX, (rep. of (2.31))
whereX = [x1, . . . ,xT ] ∈ CN×T is jointly K-sparse and Y = [y1, . . . ,yT ]H ∈ CM×T contains
a collection of consequent measurements yt = Axt of some K-sparse signals xt acquired
via A = ΦHΨ. In particular, we focus on the full-rank version of (2.31) in which T > K
and the individual signals xt are non-collinear such that rank (X) = K. Note that in the
following we refer to the index t as a snapshot index reflecting the fact that each vector xt
can be viewed as a different measurement of the same signal scene. The non-collinearity
assumption implies that the individual snapshots xt exhibit a meaningful (in terms of their
linear independence) change from snapshot to snapshot. An example of signal types that fall
into this category include a mixture of independently modulated signals commonly found in
wireless communication systems, navigation, radar, and array processing.
4.2.1 Rank preservation in full-rank MMV
Given (2.31), our task is to determine the value of K from the matrix of compressed
measurements Y by operating entirely in the compressed domain, i.e., without resorting to
estimation of the matrix of input signals X (or any of the individual snapshots xt). In order
to do so we exploit the fact that rank (X) = K and the results of the following theorem that
provides conditions for the rank preservation in the setting of (2.31).
Definition 8. A Kruskal-rank krank (A) of a matrix A is the maximum number K such
that any K columns of A are linearly independent.
Theorem 4 (Lemma 1 in [202]). Let X be a rank-K row K-sparse N × T matrix with
T > K and A be an M ×N matrix with K < M < N . Then, the rank of Y = AX is equal
to K if krank (A) ≥ K.
Proof. Cf. Appendix B.2.1 
Theorem (4) implies that any Kruskal-rank-K sensing matrix A preserves the rank of
X. This allows us to estimate the sparsity order K as the effective rank of Y , provided
that the sensing matrix has a required Kruskal-rank. Interestingly, it turns out that any
sensing matrix that complies with the CS requirements in the considered setting would allow
for sparsity order estimation as well. To see why, consider the MMV recovery condition
(2.34). It states that for a full-rank X the necessary and sufficient condition is given by
spark(A) > K + 1. On the other hand, for any M ×N matrix A with rank (A) < N it is
known that spark(A) ≤ krank (A) + 1 [203]. Combining the two, we see that (2.34) implies
that krank (A) ≥ K − 1, which suffices for the rank preservation in (2.31).
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4.2.2 Eigenvalue based sparsity order estimation
Having determined that in the full-rank MMV rank (Y ) = K, we can apply rank estimation
techniques to determine the sparsity order K. The task of rank estimation in linear mixture
models is closely related to the model order selection problem typically found in parametric
approaches to signal processing [204], [205], as well as the principal component analysis [206].
4.2.2.1 Estimation approach
Consider the noisy CS setting of (2.22) where each measurement vector yt is given by
yt = Axt + nt. (4.1)
As before, the noise vector nt is composed as nt = Anst + nmt, where nst and nmt indicate
(t)th snapshots of signal and measurement noise, respectively. We can now define an M ×M
covariance matrix Ry as
Ry = E
{
yty
H
t
}
. (4.2)
Inserting (4.1) into (4.2), we obtain
Ry = AE
{
xtx
H
t
}
AH + E
{
ntn
H
t
}
= ARxA
H + Σ, (4.3)
with Rx = E
{
xtx
H
t
} ∈ CN×N and Σ being the noise covariance matrix. Note that for
zero-mean white noise vectors nst ∼ N
(
0, σ2s
)
and nmt ∼ N
(
0, σ2m
)
, Σ = σ2sAA
H + σ2mIM .
Let us now have a closer look at ARxA
H. Since the individual snapshots xt are non-
collinear and at most K-sparse, Rx has only K non-zero rows whose indices correspond to
S(X). This means that, when factorized according to the eigendecomposition, only K out of
M eigenvalues of ARxA
H are non identically zero. Therefore, under white noise conditions
(when both nst and nmt are white and the sensing matrix A is composed of orthogonal rows
of equal norm), the sparsity order is given by the number of normalized eigenvalues that are
greater than 1:
λm
λM
=

λs,m
λM
+ 1 , 1 ≤ m ≤ K
1 ,K < m ≤M
. (4.4)
Here λ1 ≥ λ2 ≥ . . . ≥ λM denote the ordered set of eigenvalues of Ry and λM = σ20 is
the variance of each element of nt, whereas λs,m represents the ordered set of K non-zero
eigenvalues of ARxA
H. The values of λs,m in (4.4) depends on both xt and A.
However, as discussed in Section 3.2, for an arbitrary sensing matrix with AAH 6= cIM ,
the noise nt ceases to be white
1. To account for this, we can perform prewhitening to the
output vector yt by multiplying it with (Σ)
−1/2. After the prewhitening, our observation
1Note that even if A has orthogonal rows by design, its implementation in hardware might result in some
deviations from the ideal and, as a result, possible noise coloring.
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model (4.1) is transformed into
y¯t = (Σ)
−1/2yt = (Σ)−1/2 (Axt + nt) = Cxt + n˜t, (4.5)
where y¯t = (Σ)
−1/2yt is a whitened observation vector, while C = (Σ)−1/2A and n˜t is a
white noise vector with covariance matrix IM . The covariance matrix Ry¯ of the whitened
observations then becomes
Ry¯ = CRxC
H + IM , (4.6)
where Ry¯ = E
{
y¯ty¯
H
t
} ∈ CM×M . At this point, we could apply the sparsity order estimation
test based on (4.4) where λm are now the eigenvalues of Ry¯, while λs,m correspond to the
eigenvalues of CRxC
H and λM = 1.
In practice, instead of the true covariance matrix Ry¯ one has access to its estimation Rˆy¯,
calculated from a limited2 number of snapshots T as
Rˆy¯ =
1
T
T∑
t=1
y¯ty¯
H
t =
1
T
Y¯ Y¯ H = CRˆxC
H + Rˆn˜ + Rˆx,n˜, (4.7)
where Y¯ = [y¯1, . . . , y¯T ] and R˜x =
1
TXX
H, while Rˆn˜ =
1
T N˜N˜
H denotes the sample noise
covariance matrix where n˜ = [n˜1, . . . , n˜T ] and Rˆx,n˜ is a cross term defined as
Rˆx,n˜ =
1
T
(
(CX) N˜H + N˜ (CX)H
)
. (4.8)
Let the eigenvalues of the sample covariance matrix Rˆy¯ be given by λˆm, m = 1, 2, . . . ,M .
Due to the limited number of observations, {λˆm}Mm=1 differ significantly from the ideal
eigenvalue profile from (4.4). First, the noise eigenvalues λˆn,m are not equal to 1 but vary
around it resulting in a decaying profile of the ordered set of eigenvalues (see Figure 4.1a in
Example 4.12) [207]. Second, the cross term Rˆx,n˜ between the signal and the noise components
becomes non-vanishing which further distorts the eigenvalue profile (see Figure 4.1b in
Example 4.12). As a result, the distinction between the first K “signal” eigenvalues3 and
the remaining M −K noise ones becomes less straightforward. This calls for alternative
estimation approaches compared to the one in (4.4). At this, point classical MOS algorithms
developed in the context of the detection of the number of signals can be applied in order to
discriminate between the “signal” and noise eigenvalues and hence determine the sparsity
order K. Among these, the best known are the information theoretic based methods, such
as the Akaike’s information criterion (AIC) [208], the minimum description length (MDL)
[209], [210] and the efficient detection criterion (EDC) [211], as well as methods that build
on the statistical characteristics of the sample eigenvalues. Examples of the latter include
2Note that (4.2) implies that T →∞ so that the MMV model turns into a so-called IMV [137].
3In fact, the first K eigenvalues represent signal plus noise but the latter is routinely omitted for the sake
of brevity. To avoid the confusion, we refer to the the first K eigenvalues of Rˆz as “signal” eigenvalues.
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hypothesis testing as in [212] and [213], a predicted eigen-threshold approach [214], as well
as the exponential fitting test (EFT) that exploits the exponentially decaying profile of the
noise eigenvalues [215], [216]. A more in-depth discussion of different algorithms can be
found in [204] and [205].
Example 4.12
To show how the limited number of snapshots affects the eigenvalue profile of the sample
covariance matrix Rˆy¯, we generate an MMV setup from (4.1) with N = 150, M = 15
and K = 5 where A ∼ CN (0, 1), while the non-zero elements of xt are drawn from
CN (0, σ2x). The noise nt is standard complex normal, whereas the SNR is given by
η = Kσ2x. Figure 4.1a demonstrates the ordered eigenvalues λˆn,m of the noise covariance
matrix Rˆn˜ averaged over 10
2 realizations for several values of T together with their
true (constant and equal to 1) value provided for reference. One can notice the typical
exponential profile exhibited by the noise eigenvalues where the deviation from the
true value increases with the decrease of the number of snapshots T . The respective
eigenvalue profiles of Rˆy¯ are depicted in Figure 4.1b. The eigenvalues with the index
number greater than K = 5 correspond to the noise subspace of Rˆy¯, whereas the ones
with the lower index belong to its “signal” subspace. One can see that the distinction
between the two areas becomes less pronounced at low values of T . One reason behind
this is the aforementioned exponential decay of the noise eigenvalues. Another reason
is the “leakage” of the signal energy from the first K “signal” eigenvalues to the last
(M −K) noise ones via the non-zero cross term Rˆx,n˜. Both effects intensify with the
decrease of T , which impedes SOE under small number of snapshots conditions.
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Figure 4.1: Influence of the number of snapshots on the eigenvalue profile for the case of a Gaussian A
with N = 150 and ρ = 0.1 where K = 5 and η = −17 dB: the noise eigenvalue profile λˆn,m (a) and the
total eigenvalue profile λˆm (b).
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4.2.2.2 Empirical eigenvalue-threshold test (ETT)
Noise covariance matrix estimation. In order to perform prewhitening in (4.5), the
noise covariance matrix Σ has to be known. For instance, if both the signal and the
measurement noise are known to be white with elements that have known variances σ2s and
σ2m, it can be computed according to (3.1). However, practically the noise statistics is often
unknown a prior and has to be estimated instead. Doing so requires collecting a training set
N tr = [ntr1 ,n
tr
2 , . . . ,n
tr
Ttr
] ∈ CM×Ttr of noise only samples and estimating Σ as
Σˆ =
1
Ttr
N tr
(
N tr
)H
. (4.9)
The training set N tr can be obtained during a calibration step from a portion of data that
is known to contain only noise, e.g., in radio transmitters one can evaluate the receiver noise
by placing matching loads on the antenna outputs and recording the resulting response; one
can also use generated input signals, such as single harmonics, in a controlled environment
and estimate the noise characteristics by comparing the known signal with the recorded data.
Alternatively, the training can be performed beforehand based on synthetically created noise
samples, which requires a model for the noise, such as (3.1) with a certain distribution for
nt for instance, to be available. Regardless of the particular calibration method, availability
of such training data provides an opportunity for sparsity order estimation as it allows to
evaluate statistical characteristics of the noise eigenvalues along with the noise covariance
matrix Σ. Below we introduce an empirical threshold test (ETT) that takes use of this
training data for SOE.
Hypothesis testing for ETT. We begin with formulating the sparsity order estimation
as a set of binary hypothesis tests. For each test eigenvalue λˆm of the sample covariance
matrix Rˆy¯ we can write the following hypotheses H0,m : λˆm ∈ PnH1,m : λˆm ∈ Ps, (4.10)
where Pn and Ps are sets of noise only and signal plus noise eigenvalues, respectively. Taking
into account that the test eigenvalues λˆm are sorted in a descending order, the sparsity order
K is then simply given by the number of the largest eigenvalue that belongs to the “signal”
subspace or, in other words,
Kˆ = max
m:{λˆm∈Ps}
(m). (4.11)
Given (4.10), we can use a classical Neyman-Pearson rule (NPR) [217, Ch. 3.3] to
differentiate between H0,m and H1,m. Note that the NPR detector maximizes the probability
of correct detection Pd for a fixed probability of false alarm Pfa resulting in a so-called
constant false alarm rate (CFAR) performance. Denoting by αm the desired probability of
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false alarm at each sample eigenvalue, the decision rule for (4.10) can be formulated as
λˆm
H1,m
≷
H0,m
ζm, where ζm = F¯H0,m(αm). (4.12)
Here, F¯H0,m(αm) is a CCDF of λˆm|H0,m. Note that under H0,m (“noise only”) the PDF
of the test eigenvalue λˆm is (asymptotically) given by the PDF of the corresponding noise
eigenvalue such that fH0,m(λˆm)
T↑≈ f(λˆn,m). The approximation is due to the presence of
the cross-term Rˆx,n˜ in (4.7), which allows “leakage” of signal energy from signal eigenvalues
into the noise eigenvalues as discussed in Example 4.12. When the input signal is unknown
this effect cannot be accounted for. Therefore, in practice one uses f(λˆn,m) as a proxy for
fH0,m(λˆm) so that ζm = F¯λˆn,m(αm), where F¯λn,m represents the CCDF of λˆn,m.
The decision rule (4.12) operates with M thresholds ηm obtained from M individual
CCDFs, one for each sample eigenvalue λˆm. This in turns results in M individual probabilities
of false alarm Pfa,m and missed detection Pm,m for each λˆm. Such an approach however, can
potentially create ambiguities for the “signal” subspace estimation since false alarms and
missed detections can occur at each of the sample eigenvalues. To illustrate this, suppose
that an M -length binary vector h contains the decisions for M sample eigenvalues such that
its mth element is equal to 1 in case the hypotheses fH1,m(λˆm) has been accepted for λˆm, or
it is 0 otherwise. In addition, denote by Kall the number of elements of h that encompass all
ones, meaning that hKall = 1 while ∀j > Kall hj = 0, and by Kfirst the (largest) number of
consecutive ones in h starting from m = 1, i.e., for all i ∈ [1,Kfirst] hi = 1. If Kfirst = Kall,
the estimate of the sparsity order can be clearly obtained4 as Kˆ = Kall in accordance to
(4.11). However, the application of individual thresholds can also result in a situation when
first Kall elements contain a mixture of zeros and ones due to the combination of false alarms
and missed detections at sample eigenvalues with different indices. In this case, Kall 6= Kfirst
and direct usage of (4.11) might result in a significant order over-estimation. Alternatively,
on might also think of adopting a strategy from [214] where Kˆ = Kfirst. This, however can
potentially lead to the opposite effect - order underestimation.
Instead of setting m different thresholds ζm based on m individual PDFs f(λˆn,m), we use
an aggregate PDF5 f(λˆn) to compute a unified threshold η (cf. Example (4.13)). In other
words, f(λˆn) is an “aggregate” distribution for an unordered set of noise eigenvalues. As a
result, (4.12) transforms into
λˆm
H1,m
≷
H0,m
ζ, where ζ = F¯λn(α). (4.13)
Here, F¯λn denotes the CCDF of λˆn, whereas α is the total desired false alarm rate. Obtaining
a single threshold removes the ambiguity discussed above as it provides a single cut-off value
4This does not necessarily mean that Kall = K as both missed detections and false alarms can still occur.
5The absence of an eigenvalue index number m indicates that λˆn represents any eigenvalue of Rˆn˜.
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below which all sample eigenvalues are judged as belonging to the noise subspace6. An
additional advantage of (4.13) is that for a low snapshot size T it provides larger threshold
values for eigenvalues with higher index than those provided by individual PDFs. This can
be helpful for low T since, as discussed in Example 4.12, the sample eigenvalues belonging to
the noise subspace tend to be larger than what is predicted from their test statistics due to
the energy leakage between signal and noise subspaces.
Example 4.13
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Figure 4.2: Individual (left-hand y-axis) and aggre-
gate (right-hand y-axis) PDFs of noise eigenvalues.
In this example, we show individual PDFs
f(λˆn,m) and an aggregate PDF f(λˆn) for a
scenario from Example 4.12 where T = M .
Both are presented in Figure 4.2, where
f(λˆn,m) is depicted with respect to the
left-hand y-axis, while f(λˆn) is shown with
respect to the right-hand one. Since f(λˆn)
accounts for all noise eigenvalues, a unified
threshold η is likely to have a higher value
than ηm. The difference between the two
decreases with the increase of T as f(λˆn,m)
and f(λˆn) converge (asymptotically) to a
delta function.
Evaluation of noise eigenvalue PDF. Direct usage of (4.12) and (4.13) requires knowl-
edge of the noise PDFs f(λˆn,m) and f(λˆn), respectively. Although there is a large amount of
results available for the asymptotic distributions of the sample noise eigenvalues λˆn,m for the
case of white Gaussian noise [213], [214], [218] with some of these being also extended to the
case of colored noise [218], the accuracy of such asymptotic results deteriorates when the
signal dimensions are limited. Furthermore, the applicability of these results heavily depends
on the validity of the assumptions about the noise statistics. The latter, on the other hand,
can deviate from the assumed model, due to imperfect estimation of the noise covariance
matrix Σ during the prewhitening step in (4.5) for instance. Using an empirical distribution
of the noise eigenvalues obtained from the training noise samples N tr as an evaluation of
f(λˆn) allows us to avoid this problem as it accounts for the actual noise statistics in a given
setting (sensing matrix, number of snapshots, etc.). Below we show how f(λˆn) and the
threshold η can be estimated from N tr step by step.
6Note that since λ˜m are ordered Kall is always equal to Kfirst in this case.
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Given N tr, we first calculate a training set of noise eigenvalue profiles λˆ
(`)
n as follows:
1. estimate the noise covariance matrix Σ according to (4.9);
2. compute whitened noise samples n˜trt : n˜
tr
t = Σˆ
−1/2ntrt ;
3. from n˜trt obtain Ltr = bTtrT c sample noise covariance matrices Rˆ
(`)
n˜tr : Rˆ
(`)
n˜tr =
1
TN
tr
`
(
N tr`
)H
,
where N tr` = [n˜
tr
(`−1)T+1, . . . , n˜
tr
`T ] and ` = 1, 2, . . . , Ltr;
4. apply an eigenvalue decomposition to Rˆ
(`)
n˜tr to acquire Ltr noise eigenvalue profiles λˆ
(`)
n .
After λˆ
(`)
n are obtained, we can form from them a single vector
ξ =
[(
λˆ(1)n
)T
, . . . ,
(
λˆ(Ltr)n
)T]T ∈ RL×1,
where L = MLtr. From ξ we can now compute a histogram Pq(λˆrmn) where Q ∈ N is the
number of bins for the histogram estimation and τ = (maxj(ξj)−minj(ξj))/Q denotes the
bin width. The empirical (discrete) distribution λˆn can then be estimated as
fˆ(λˆn) =
Q∑
q=1
Pq(λˆn)
τL
δ (ξ − (q − 0.5)τ − ξmin) , (4.14)
where δ(·) is a Dirac delta function, ξmin = min
j
(ξj) and Pq(λˆn) is the number of elements of
ξ that fall within the interval [ξmin + τ(q − 1), ξmin + τq), while q = 1, 2, . . . , Q.
Finally, the detection threshold for a decision rule in (4.13) can be found from the ordered
set ξ1 ≥ ξ2 ≥ · · · ≥ ξL as ξbαLc. Note that α asymptotically approaches the true probability
of false alarm with increasing T and Ltr.
SOE performance evaluation. To evaluate the performance of ETT, we compare it
against its counterpart MOS algorithms as a function of the SNR, the number of snapshots
taken for covariance matrix estimation T , and the size of the training set Ltr in the setting
of (4.7) . More specifically, we consider two common MOS algorithms: the non-parametric
information theoretic approach EDC [211] and the statistical method EFT [214] that is
parameterized by the desired false alarm rate P tfa. The parameters of (4.1) are set according
to those of Examples 4.12 and 4.13; namely, Gaussian A with N = 150 and ρ = 0.1 (i.e.,
M = 15). The sparsity order K is chosen uniformly at random from [1, 5] while the SNR is
defined as η = Kσ
2
x
Mσ20
and Ltr = 100. This default setting is summarized in Table 4.1.
Parameter N M K T α Ltr ς η Estimation algorithms
Default value 150 15 [1, 5] 15 10−2 100 1 0 dB ETT, EFT, EDC
Table 4.1: List of parameters for SOE performance evaluation.
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We begin with examining the SOE performance with respect to the SNR. Figure 4.3a
shows the probability of correct estimation Pc = Pr
[
Kˆ = K
]
for three considered algorithms
with T = M and ς = σ
2
s
σ2m
= 1. The default values of α and P tfa for ETT and EFT are given
by 10−2 and 10−5, respectively. We see that both ETT and EFT outperform EDC, with
ETT being slightly superior to EFT in the low SNR range. Looking at the mean estimation
error EK =
|Kˆ−K|
K presented in Figure 4.3b we observe a similar pattern. To investigate the
balance between the tendencies of the algorithms to over- and underestimate the sparsity
order, Figure 4.4 shows the so-called receiver operating characteristics (ROC). Figure 4.4a
depicts empirical probability of missed detection Pm = Pr
[
Kˆ < K
]
vs. empirical probability
of false alarm Pfa = Pr
[
Kˆ > K
]
for two SNR values, whereas Figure 4.4b demonstrates
corresponding curves for Pc and Pfa. First, we note that EDC in both cases provides a
single point on the ROC plane as it is a non-parametric method, and as such it has a fixed
performance for any given SNR. Furthermore, its operating points are located in low false
alarm/high missed detection area, which means that it consistently underestimates the
sparsity order. Although this tendency for model order underestimation is fundamental
to eigenvalue-based MOS algorithms [219], ETT and EFT allow a trade-off between the
degrees of over- and underestimation by tuning the target false alarm rate. This is, however,
generally not a feature of information theoretic approaches, which makes them less suited7
for SOE. Regarding ETT and EFT, we can see that while they perform almost identically in
the high SNR range, in the lower SNRs ETT provides higher estimation accuracy both in
terms of underestimation rate and probability of correct order estimation.
In the next set of numerical simulations, we study the influence of the number of snapshots
T taken for the estimation of the sample covariance matrix in (4.7) and the size of the
training set Ttr used for the noise covariance matrix estimation in (4.9). Thus, Figures 4.5a
and 4.5b show the probability of correct estimation Pc for an SNR of 0 dB as a function
of T where Ltr = 100 and as a function of Ltr =
Ttr
T where T = M , respectively. From the
former we see that the performance of ETT and EDC predictably improves with the growth
of the number of snapshots T , whereas for EFT it does so only for a short while, after which
it starts to deteriorate. This is because EFT is designed for order estimation with a low
number of snapshots where the noise eigenvalues exhibit pronounced exponential profile.
Turning our attention to Figure 4.5b, we observe that the performance of ETT improves
with larger training set, however rather mildly. This means that a relatively small number of
training samples suffices to obtain reliable estimates of the noise covariance matrix and the
decision threshold η in (4.13). Interestingly, the performance of EFT also slightly increases
with larger training size, which can be explained by better noise equalization8 during (4.5).
7In CS context, underestimation of the sparsity order is more critical that overestimation, especially when
the estimated order is used to adapt the number of measurements or assist the recovery.
8The EFT assumes white noise model for its training step, which makes it sensitive to noise model
mismatch.
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Figure 4.3: SOE performance with respect to SNR: empirical probability of correct estimation Pc (a) and
mean sparsity order estimation error EK =
Kˆ−K
K
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Figure 4.4: Empirical ROC curves: probability of missed detection Pm vs. probability of false alarm Pfa
(a) and probability of correct detection Pc vs. probability of false alarm Pfa (b).
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Figure 4.5: Probability of correct estimation Pc with respect to the number of snapshots T (a) and the
size of the training set Ltr (b).
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Presented results allow us to conclude that the two statistical methods, the proposed
empirical threshold test (ETT) and the exponential fitting test (EFT) designed for MOS,
provide comparable sparsity order estimation performance for low snapshot size T . They both
allow a trade-off between over- and underestimation rates, which is a significant advantage for
the considered application. The information-theoretic efficient detection criterion (EDC) on
the other hand, proves to be less promising in the CS context as it consistently underestimates
the order and is significantly more susceptible to noise.
Recovery performance evaluation. Finally, we investigate how the SOE impacts the
sparse recovery. To do so, in Figure 4.6 we plot the probability of correct order estimation
(Pc) vs. the probability of correct support recovery (Psr = Pr
[
S(Xˆ) = S(X)
]
) where each
point corresponds to a certain SNR value (smaller values of Pc and Psr correspond to lower
SNRs as indicated in the figure) while the model parameters are given in Table 4.1. For
the support recovery step we use the simultaneous orthogonal matching pursuit (SOMP)
algorithm [134] (see Algorithm 2 in Section 2.3.2) where as a stopping criterion we use the
ratio, denoted by ε, of the residual norm to the norm of the current solution. For comparison,
we show the results for several different values of ε and highlight by red the area of optimal
support recovery performance9 that corresponds to ε ∈ [0.2, 0.3]. Note that it is optimal in
the sense that in the high SNRs the support recovery rate reaches 1 while in the lower SNRs
it is minimized. We can see that the latter is a relatively narrow strip located largely in
the upper left corner of the graph. This indicates that reliable order estimation is achieved
before (for lower SNRs) than reliable support recovery and hence it can be used for recovery
assistance. As an example, we also plot Psr for the case when the stopping criterion is the true
sparsity order10 K. In contrast, it lies below the the upper triangle closer to the right-hand
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Figure 4.6: Probability of correct sparsity order estimation vs. probability of correct support recovery.
9Finding an optimal value for a stopping criterion based on the residual is a non-trivial task that is often
solved by a ”trial and error“ approach. An optimal strategy would be to adapt ε according to the current
SNR, which however is often impractical since it requires knowledge of the SNR that is seldom available.
10Under certain conditions, OMP is guaranteed to recover any K-sparse vector in exactly K iterations [57].
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Figure 4.7: Probability of erroneous support recovery vs. SNR with or without SOE.
corner, which shows the performance improvement that can be achieved by knowing the
exact value of K. The corresponding curves with respect to SNR are provided in Figure (4.7).
Here we plot (1− Psr) vs. SNR for three cases considered before, namely, when the stopping
criterion is the true sparsity order K or the norm ratio ε = 0.2, 0.3. Additionally, we show
the results for the case when the stopping criterion is the sparsity order estimate Kˆ obtained
via ETT with α = 10−2, either alone (marked by Kˆ) or in combination with the norm ratio
ε (marked by Kˆ & ε = k). We see that using Kˆ as a stopping criterion significantly improves
the support recovery performance, especially in the low SNRs. Due to the non-zero false
alarm probability it alone does not however allow for perfect recovery in the high SNRs.
Combining both criteria (sparsity order estimate with the residual one), we can eliminate
this problem and enjoy the improved performance in the low SNRs provided by SOE.
4.3 Detection of time-varying support
4.3.1 Quasi-stationary MMV
In previous section, we discussed the sparsity order estimation in an MMV setting where a
number of consecutive input signals form a jointly K-sparse input matrix X which is later
compressively acquired to obtain a matrix of measurements Y . Such a model finds its place
in a variety of practical applications. However, it is often the case that the support of the
input signal exhibits variations from one block of data to another, preserving the jointly
sparse structure of (2.31) for a limited number of snapshots only, as illustrated in Figure 4.8.
Then, we can write the (noise-free) matrix of measurements Y as
Y = [Y1,Y2, . . . ,YL] = AX = [AX1,AX2, . . . ,AXL], (4.15)
where Yk = AXk ∈ CM×tk and |S(Xk)| ≤ K, while k = 1, . . . , L and L :
∑L
k=1 tk = T . Note
that the individual supports S(Xk) are not equal meaning that S(Xk) 6= S(Xk+1)∀k =
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· · · · · · · · ·
Y ∈ RM×T
y1 · · · yt1 · · · yt2 · · · yT
Y1 Y2
=
A ∈ RM×N
·
X ∈ RN×T
· · ·
x1 · · · xt1
· · ·
· · · xt2
· · ·
· · · xT
X1 X2
Figure 4.8: Finite-dimensional quasi-stationary MMV system with an M × T matrix Y containing
measurements of T K-sparse signals xt that are acquired via the application of the sensing matrix A.
Consecutive signals xt form jointly K-sparse matrices Xk of length tk such that X = [X1,X2, . . . ,XL].
[1, L− 1]. We call the MMV model with such a varying support quasi-stationary.
Once could solve (4.15) as a regular MMV problem, e.g., via
Xˆ = arg
(
min
X
|S(X)|
)
s.t. AX = Y . (4.16)
However, we note that due to the composite quasi-stationary structure of X the cardinality
of S(X), given by a union over the supports of sub-matrices Xk
S(X) =
L⋃
k=1
S(Xk), (4.17)
is greater than that of each Xk individually. More specifically, it can reach up to min(LK,N)
in case of all blocks having non-overlapping supports, i.e., K ≤ |S(X)| ≤ min(LK,N). This
means that the effective sparsity order of X increases, diminishing the advantages offered by
the joint sparse structure (see Example 4.14). In the worst case scenario, the sparsity order
of X can exceed the recoverability conditions for a given number of measurements M , which
will result in the complete signal recovery collapse. Contrarily, if the block lengths tk, which
we refer to as the stationarity windows of X, are perfectly known, the recovery of X can be
formulated as a set of regular MMV problems, i.e.,
Xˆ :

Xˆ1 = arg
(
min
X1
|S(X1)|
)
s.t. AX1 = Y1
...
XˆL = arg
(
min
XL
|S(XL)|
)
s.t. AXL = YL
, (4.18)
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Figure 4.9: Support recovery rate Rsr (a) and RMSE (b) for direct MMV recovery according to (4.16)
with an undetected support change. The value of ∆ = 0 corresponds to the recovery of the static MMV
without the support change.
where Xˆ = [Xˆ1, . . . , XˆL], whereas Y1 = [y1, . . . ,yt1 ] and YL = [y∑L−1
k=1 tk+1
, . . . ,yT ]. Appli-
cation of (4.18) makes use of MMV structure of individual blocks Xk and avoids the pitfalls
of potential sparsity order increase due to the changing sparsity pattern. However, it requires
the knowledge of the stationarity intervals tk.
Example 4.14
In this example, we demonstrate performance degradation caused by the undetected
sparsity pattern change in MMV. We simulate a quasi-stationary MMV scenario with
N = 150, M = 15 and K = 5 where X contains L = 2 segments of length t1 = t2 = M .
We then vary the size ∆ = |S(X)| − |S(X1)
⋂S(X2)| of the support difference between
X1 and X2 and compute the support recovery rate Rsr =
|S(X)∩S(Xˆ)|
|S(X)| and the normalized
RMSE ‖Xˆ−X‖F‖X‖F using the SOMP algorithm for MMV recovery according to (4.16).
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Direct recovery (4.32)
∆ = 1.6K, t1 = 0.1T
∆ = 1.6K, t1 = 0.4T
∆ = 0.4K, t1 = 0.1T
∆ = 0.4K, t1 = 0.4T
Block recovery (2.34)
∆ = 1.6K, t1 = 0.1T
∆ = 1.6K, t1 = 0.4T
∆ = 0.4K, t1 = 0.1T
∆ = 0.4K, t1 = 0.4T
Figure 4.10: Comparison of recovery strategies for quasi-stationary MMV.
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Figure 4.9a and b show resulting Rsr and RMSE as functions of SNR for different values
of ∆, respectively. We observe that the recovery performance in therms of both metrics
degrades with the increase of the difference between the supports. In the worst case,
when ∆ = 2K and the supports of two segments do not overlap at all, the performance
degradation compared to a static MMV with ∆ = 0 is equivalent to ≈ 5 dB. Additionally,
the support recovery rate in this case reaches a plateau at a level below 100% recovery.
Next, in Figure 4.10 we compare two recovery strategies, the direct MMV recovery
according to (4.16) and the MMV recovery of individual blocks according to (4.18). We
observe that the knowledge of the support change and subsequent recovery of the static
MMV blocks with coinciding support provides consistently better estimation accuracy
compared to the direct recovering of an entire quasi-static MMV at once. Obviously, the
improvement grows with ∆ and t1 as the performance of direct recovery deteriorates.
In previous section, we have shown that in the static MMV setup the signal sparsity order
can be assessed via the estimation of the effective rank of the block of measurement data,
provided that the individual signal vectors are incoherent to each other. Capitalizing on
these results, we propose to use the rank information in order to estimate the moment of the
support change in the quasi-static scenario as well. To do so, we analyze the relation between
the resulting ranks of the consequent windows of measurement data and the supports of the
corresponding blocks of input data depending on the size and the position of the blocks.
4.3.2 Rank evolution analysis
4.3.2.1 General idea
Consider a scenario where the support changes only once11. The input matrix X consists
then of two jointly K-sparse sub-matrices X1 and X2 of sizes N × t1 and N × t2, respectively,
where
X = [X1,X2] ∈ CN×T while |S(X1)| = |S(X2)| = K : SX1 6= SX2 , (4.19)
with T = t1 + t2. As before, we assume a full-rank condition on both X and Xk, which
means that rank (X) = |S(X)| > rank (S(Xk)) = |S(Xk)|. Additionally, we assume that
the individual vectors xi within each block Xk have exactly
12 the same support meaning
that S(xi) = S(xj) for any i, j ∈ [1 +
∑n−1
k=1 tk,
∑n
k=1 tk] where n = 1, 2 and t0 = 0.
Now we define a windowed block of measurement data of length 2 ≤ m ≤ T as
Y wp = AX
w
p , (4.20)
11As an extension to an arbitrary number of support changes is rather straightforward we do not consider
it here for the sake of brevity.
12Note that according to (2.30), a classical MMV does not necessarily require that all individual input
vectors have the same support, but rather that the cardinality of the total support of X does not exceed K.
This means that some of the input vectors can have a smaller support that is a subset of the total support set
S(X). We discuss what happens in this case at the end of this section.
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where Y wp = [yp,yp+1, . . . ,yp+m−1] and Xwp = [xp,xp+1, . . . ,xp+m−1], p ∈ [1, T −m + 1].
The window size m > 1 is a parameter we are free to choose. The key idea here is that
under certain conditions on the window size m the support of S(Xwp ) and, more importantly,
its cardinality |S(Xwp )| will experience a change(s) caused by the transition from X1 to
X2. The moment of this change(s) (the sliding index p at which the change happens) will
in turn contain information on the value of t1. Therefore, if we were able to observe this
evolution of the support change through the evolution of the rank of the corresponding block
of measurement data Y wp , we could identify t1.
Consider the rank of Y wp . Clearly, we can bound it as follows
rank
(
Y wp
) ≤ rank (Xwp ) ≤ |S(Xwp )|. (4.21)
Note that, in contrast to the static MMV considered before, the rank of a windowed portion
of the input data is not necessarily equal to its support size or the rank of the corresponding
portion of the measurement data. Therefore, in order to use the sparsity order estimation
approach for sparsity pattern change detection we first need to determine: 1) the conditions
on the sensing matrix A and the window size m under which a change in the support of Xwp
caused by the transition from X1 to X2 uniquely corresponds to a change in the rank of
Y wp ; 2) exact relations between the moments of these changes.
Consider first the left-hand part of (4.21). From Theorem 4, it turns into an equality
when the rank of A is at least max
p
(
rank
(
Xwp
))
. On the other hand, the maximum rank
that Xwp can reach is min(K∪,m) where K∪ = |S(X1) ∪ S(X2)| ≤ 2K. Hence, a sufficient
condition for rank
(
Y wp
)
= rank
(
Xwp
)
is given by
rank (A) > min(K∪,m). (4.22)
Compared to (2.34), (4.22) introduces an additional term of min(K∪,m)−K to the rank
requirements of A, provided that m ≥ K. Although, in the noise-free case this would mean
an increase in the minimal required number of measurements, in practice this requirement is
likely to be fulfilled as one normally would choose a larger number of measurements than
required by the minimal conditions in order to account for the noise. Therefore, henceforth
we suppose that (4.22) holds and rank
(
Y wp
)
= rank
(
Xwp
)
for any p ∈ [1, T −m + 1] and
m ∈ [2, T ]. The right-hand part of (4.21) we analyze in two steps: we study the value of
|S(Xwp )| first and then establish its relationship to the rank of Xwp .
4.3.2.2 Window support evolution
Consider the support of Xwp . If X
w
p contains only input vectors belonging to X1, its support
is equal to the support of X1. Similarly, if it is comprised of the input vectors with index
larger than t1, its support is equal to that of X2. The former happens for any m < t1 and
p ≤ pm = t1 −m+ 1, whereas for the latter we need m to be smaller than t2 and p greater
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Figure 4.11: Cardinality of the support set S(Xwp ) versus sliding index p where pm = t1 −m + 1 for
2 ≤ m ≤ min(t1, t2) (a) and m > min(t1, t2) (b).
than t1. On the other hand, when pm < p < t1 and m ≥ 2, Xwp contains input vectors from
both X1 and X2, which means that its support is a union between S(X1) and S(X2). It is
easy to see that the same is true for the cases when p < t1 with t1 < m < t2 and p > pm
with t2 < m < t1. Combining these together we can formulate a following proposition.
Proposition 2. Let Xwp = [xp, . . .xp+m−1] be an N ×m sub-matrix of an N × T matrix
X = [x1, . . .xT ] defined according to (4.19) where xk is a k-th column of X and denote by
βi =
 K, if m ≤ tiK∪, otherwise where i = 1, 2. Then the cardinality of S(Xwp ) is given by
|S(Xwp )| =

β1, p ∈ [1, pm]
K∪, p ∈ [pm + 1, t1],
β2, p ∈ [t1 + 1, T −m+ 1]
(4.23)
Using Proposition 2, we can identify four distinct cases depending on the value of m:
1. 2 ≤ m ≤ min(t1, t2) (shown in Figure 4.11a): |S(Xwp )| =

K, if
 p ≤ pmp > t1
K∪, if pm < p ≤ t1
.
2. t2 < m ≤ t1 (shown in Figure 4.11b in violet color): |S(Xwp )| =
 K, if p ≤ pmK∪, if pm < p .
3. t1 < m ≤ t2 (shown in Figure 4.11b in green color): |S(Xwp )| =
 K∪, if p ≤ t1K, if p > t1 .
4. m > max(t1, t2) (shown in Figure 4.11b in blue color): |S(Xwp )| = K∪ for any
p ∈ [1, T −m+ 1].
In the first three cases, |S(Xwp )| is a piece-wise constant function of p with at least one change
of value whose index pch is defined by the stationarity window t1; when the change is positive
and |S(Xwp )| increases pch = pm = t1 −m+ 1, otherwise pch = t1. On the contrary, when
m > max(t1, t2) the value of |S(Xwp )| exhibits no changes and |S(Xwp )| = K∪ irrespective of
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p. Clearly, this case has no use for the purpose of support change detection, which leaves us
with the interval [2,max(t1, t2)] of potential values of m.
Having analyzed the behavior of |S(Xwp )| with respect to p and m, we now turn to
determining how it translates into the behaviour of the rank of Xwp and, subsequently, into
the rank of Y wp .
4.3.2.3 Window rank evolution
Since X and any of its sub-matrices are full rank, we can write that
rank
(
Xwp
)
=

β¯1, p ∈ [1, pm]
α, p ∈ [pm + 1, t1],
β¯2, p ∈ [t1 + 1, T −m+ 1]
where β¯i =
 min (K,m) , if m ≤ tiα, otherwise
(4.24)
with i = 1, 2 and α ≤ |S(X1)
⋃S(X2)| ∈ N. We notice that (4.24) and (4.23) look similar
except for the change from r to α and from βi to β¯i. The latter become equal when m ≥ K
and m ≤ ti. As for α, we investigate its value in the following.
To begin, we introduce some additional notations useful in the ensuing discussion:
 the redundancy dmk =
 m−K, if m > K0, otherwise of the window size m with respect to
K.
 the size d21 of the difference set S(X1)\S(X2) where A\B denotes the relative compli-
ment of B in A.
 the Heaviside step function H[n] =
 1, n ≥ 00, n < 0 .
Now we are ready to proceed with the analysis. Note that, although from the support change
perspective m can be as small as 2, for the rank estimation a window size smaller than K is
of no use since it does not preserve the sparsity order in the window rank. Furthermore, we
can also immediately rule out m = K as it would result in rank
(
Xwp
)
= K for any sliding
index p. Therefore, henceforth we consider m > K only.
Window size m ∈ (K,min(t1, t2)]. When m > K we have that rank
(
Xwp
)
= |S(Xwp )| =
K for p ≤ pm and p ≥ t1 + 1. The values of rank
(
Xwp
)
in the interval pm < p ≤ t1 can
however differ significantly from those of |S(Xwp )|. To see why, consider the rank of Xwpm+1
for instance. Adding one vector from X2 to m− 1 vectors of X1 can increase the rank of
Xwpm+1 by one only, irrespective of the difference between the supports. The rank hence will
increase by one with each increment of p until it reaches K∪ at p = pm + d21 if dmk ≥ d21. It
will stay equal to K∪ until p = t1 − d21, after which it will start to decrease till it reaches K
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Figure 4.12: Rank of Xwp versus sliding index p for K < m ≤ min(t1, t2) (a), t2 < m < t1 (b) and
t1 < m < t2 (c) where pm = t1 −m+ 1, δ1 = min(d21, dmk) and αmax = K∪ + (dmk − d21)H[d21 − dmk].
at p = t1 + 1, as demonstrated in Figure 4.12a. If dmk < d21, it will increase until it reaches
K∪ − d21 + dmk at p = pm + dmk, after which it will start immediately decreasing.
Window size m ∈ (t2, t1] or m ∈ (t1, t2]. The value of rank
(
Xwp
)
for m ∈ (t2, t1] will
stay equal to K up to p = pm as before and will start increasing from p = pm + 1 until p
reaches pm + δ1 (see Figure 4.12b). Note that this corresponds to the first part of the curve
for rank
(
Xwp
)
with m ∈ (K,min(t1, t2)]. Similarly, when m ∈ (t1, t2] the value of rank
(
Xwp
)
behaves according to the second half of Figure 4.12a (see Figure 4.12c).
Based on the presented analysis, we can formulate a following proposition.
Proposition 3. Let Xwp = [xp, . . .xp+m+1] be an N ×m sub-matrix of an N × T matrix
X = [x1, . . . ,xt1 , . . . ,xT ] defined according to (4.19) where xk is the k-th column of X. Then,
if K < m ≤ max(t1, t2) there exist at least one index p such that rank
(
Xwp
) 6= rank (Xwp+1)
and p = t1 + δ where δ does not depend on any other system parameters but (possibly) m.
Proposition 3 provides a condition on the window size m that ensures the presence of a
change in the rank of a sliding window Xwp whose moment is determined by the unknown
value of t1 and the known value of m. Furthermore, the behavior exhibited by rank
(
Xwp
)
essentially repeats that of |S(Xwp )| except for the presence of monotonic slopes between the
constant-value regions, as demonstrated in Figure 4.12. The number, length and type of the
slopes are determined by the relation between m, t1 and t2. In contrast to the case of the
support evolution, not all the moments of change in the rank of Xwp are solely determined
by t1 and m, some also depend on the relation between the supports of X1 and X2.
4.3.3 Stationarity interval estimation
4.3.3.1 Proposed approach
Given Proposition 3 and Figure 4.12, we could formulate the following rule for the estimation
of t1 in the noise-free case. When (4.22) holds and K < m ≤ max(t1, t2), the value of t1 can
be found by identifying the index p that corresponds to the first and/or last change in the
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values of the rank of rp = rank
(
Y wp
)
according to
t1 =
 pfc +m− 1 , if ∀p ∈ [pfc, plc] : rp < rp+1plc − 1 , otherwise , (4.25)
where pfc and plc denote the indices of the first and last change in rp, respectively.
A direct application of (4.25) for stationarity interval estimation (SIE) is nevertheless
complicated by several practical considerations. First, the window rank (i.e., the sparsity
order) rp has to be estimated from a set of noisy measurements which implies the possibility
of erroneous estimates. Second, we need to ensure that the window size m is within the
proper range, i.e., m ∈ (K,max(t1, t2)]. One possible solution would be to set m close to its
lower bound K. We have already seen however that in the presence of noise, low number
of snapshots creates difficulties for reliable rank estimation, increasing the probability of
obtaining erroneous estimates. Hence, from the perspective of reliable rank estimation
one would like to choose m close to the upper bound max(t1, t2). Since t1, t2 are exactly
the quantities we would like to estimate, the upper bound on m is however intrinsically
unavailable. To resolve this dilemma, we propose an approach with iterative window size
change. We obtain estimates of t1 for several different values of m and then choose one that
appears in the sequence of estimates a predefined number of times noc > 1. The proposed
approach is sketched in Algorithm 3. We begin with m = bT/2c and a single value t1 = 0 in
the sequence of estimates T (line 1). We then proceed to obtain the window rank estimates
rp, p = 1, . . . , T −m+1 (lines 4-6), based on which we append T with the current estimate of
t1 computed according to (4.25) (line 7). In the last step in lines 8-11, we update the window
size by subtracting a fixed δ from it. The update step δ is reduced (line 10) if previous
Algorithm 3: Stationarity interval estimation with automatic window size selection
Input: Y , K, noc, δ
1 Initialize: T = {t1 = 0},m = bT/2c,mit = 0
2 while @ti ∈ T :
∑|T |
k=1[tk = ti] = noc do
3 mit = mit + 1 ;
4 for 1 ≤ p ≤ T −m+ 1 do
5 Y wp = [yp, . . . ,yp+m−1] ;
6 rp = ˆrank
(
Y wp
)
;
7 T = {T , pfc +m− 1, plc − 1} ;
8 m = m− δ ;
9 if m < K + 1 then
10 δ = min (bδ/2c, 1) ;
11 m = T/2− δ ;
12 tˆ1 = ti :
∑|T |
k=1[tk = ti] = noc ;
Output: tˆ1
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Figure 4.13: SIE performance evaluation with noc = 2 and δ = 0.1T : normalized RMSE (a) and number
of different window sizes mit (b). Window rank is estimated via ETT.
estimates did not suffice to fulfill the condition on the number of occurrences noc. Note that
the notation [tk = ti] in line 2 corresponds to the so-called Iverson bracket notation. Iverson
brackets convert any logical proposition placed within them into a number that is 1 if the
proposition is satisfied, and 0 otherwise.
4.3.3.2 Numerical evaluation
Figure 4.13 shows the performance of the proposed stationarity interval estimation approach
with respect to the RMSE (Figure 4.13a) and the number of different window sizes mit
(Figure 4.13b). We consider a quasi-stationary MMV setup with N = 150, M = 15, T = 60
and a single instance of support change where the stationarity interval t1 varies from 0.1T to
0.4T , while the support difference ∆ ∈ {2k}2Kk=1 is generated uniformly at random and K = 5.
The window rank estimates rp are obtained via the application of the ETT with α = 10
−3.
The results are averaged among 5 · 103 iterations. We see that the estimation performance
improves with the SNR and the value of t1/T . The former is to be expected as a reliable
estimation is only possible when the window rank (sparsity order) is estimated correctly. Note
that comparing Figure 4.13a with the results for ETT performance presented in Figure 4.3a
we see that the SNR ranges for reliable sparsity order and stationarity interval estimation
correspond to each other. The fact that an accurate stationarity interval estimation becomes
more difficult for lower values of t1/T is also a likely outcome since the range of indices where
the rank of Y wp exhibits changes becomes smaller and, as a result, the estimation procedure
becomes more susceptible to erroneous rank estimates. Note that increasing t1 beyond 0.5T
will reverse the trend since the scenario repeats with respect to t2 = T − t1. The average
number of required estimation steps m¯it behaves in a similar manner: it decreases with the
increase of the SNR and t1/T from ≈ 5 to the minimal value of 1.
To investigate how the application of the proposed sparsity pattern change detection
affects the recovery performance, we perform a following numerical experiment. In a quasi-
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Figure 4.14: Recovery performance evaluation in terms of the normalized RMSE of direct MMV recovery
(4.16) and partial MMV recovery (4.18) with SIE where noc = 2, K = 5 and δ = 0.1T .
stationary MMV scenario from Figure 4.13, we recover X by either solving (4.16) directly
and treating it as a typical MMV problem, or by applying the SIE approach as described
in Algorithm 3 and then solving two independent MMVs according to (4.18). In both
cases, for sparse recovery we employ SOMP algorithm where as a stopping criterion we use
the true sparsity order: K + ∆/2 for direct recovery according to (4.16) and K for block
recovery (4.18). The resulting normalized MSE between the true (X) and the estimated (Xˆ)
input signals is presented in Figure 4.14. We show the results for two values of the support
difference (∆ = 1.2K = 6 and ∆ = 0.4K = 2 which correspond to |S(X1)
⋂S(X2)| = 1
and |S(X1)
⋂S(X2)| = 4, respectively) and two values of t1. From these, we see that block
sparse recovery with SIE allows to improve estimation performance compared to recovering
whole X at once without support change detection. The improvement grows with the
increase of the support difference and the relative size of X1 in X.
4.3.4 A note on possible model extensions
To conclude, we would like to comment on several cases that do not directly fall within
the considered model, but are nevertheless closely related and can therefore be treated in
a similar fashion. Cnsider first the case when the individual signals xi are not necessarily
all exactly K-sparse, while |S(X1)| = |S(X2)| = K. In this case, the window rank does not
strictly follow (4.24) but rather varies around the values specified by (4.24) and Figure 4.12.
This, of course, disrupts the estimation procedure described above as the window rank can
potentially change for each value of p. Nevertheless, the average trend will be preserved
(i.e., the behavior outlined in Figures 4.12a-c), which can be exploited in order to detect
the moment of support change by means of curve fitting for instance. Note that one would
expect a performance deterioration in this case compared to the original scenario. This
scenario is however of a rather theoretical interest since such an arbitrary appearance and
disappearance of active components in the input signal is rarely practically justified.
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A somewhat more practical situation is when X1 and X2 are exactly K1- and K2-sparse,
respectively, where max(K1,K2) ≤ K and K1 6= K2. Such a situation can occur, for example,
when some signal sources appear on the scene while others disappear from it. It also models
the case when one source changes its “position” in the basis space (e.g., a moving target in
case of DoA estimation or radar processing, or a frequency hopping transmitter in case of
multiband communications). Interestingly, one can show that the behavior of the window
rank in this case essentially stays similar to that depicted in Figures 4.12a-c, where the exact
type depends on the relation between the supports of X1 and X2 while suitable range of
window sizes reduces from (K,max(t1, t2)] to (max(K1,K2),min(t1, t2)] [A14]. Therefore,
the estimation approach in this case will stay largely unchanged.
4.4 Single snapshot sparsity order estimation
Having discussed sparsity order estimation in a particular scenario where the signal scene can
be measured multiple times and it provides linearly independent measurements, we turn now
to considering a more challenging case where either only a single snapshot is available or the
scenario is completely static so that observing it multiple times with the same measurement
matrix does not provide linearly independent observations.
In other words, we return to the SMV CS setting where
y = ΦHΨx+ n = Ax+ n. (4.26)
Moreover, we assume that Φ can be designed freely and the basis Ψ is an N ×N identity
matrix13. In the following, we develop a measurement matrix design that recovers linear
independence and thus allows estimation of K from the effective rank of a matrix constructed
by concatenating blocks of the observed vector along its columns. Note that since A = Φ,
we assess our design with respect to A directly.
4.4.1 Measurement design for rank estimation
We begin with considering the noise-free case n = 0. In order to recover the sparsity order
K from y we would like to break y into smaller blocks yb ∈ Cm×1, b = 1, 2, . . . , B and define
a matrix Y = [y1, . . . ,yB] ∈ Cm×B such that rank{Y } = K. From (4.26) it is clear that
yb = Abx, (4.27)
where Ab ∈ Cm×N contains the m rows that correspond to the bth block of A. This sparks
the question which condition A must fulfill such that rank{Y } = K for any K-sparse x.
13Note that as long as the basis Ψ is invertible and known when designing Φ, this holds without loss of
generality since for Ψ 6= IN we can replace Φ by Φ¯ = ΦΨ−1 and achieve the same result.
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Theorem 5. For B non-overlapping blocks of size m = MB , any K ≤ min(B,m) and any
K-sparse x, we have that rank{Y } = K if and only if A = C  A0, where C ∈ CB×N
and A0 ∈ Cm×N , the Kruskal-rank of C and Φ0 is ≥ K, and  denotes the column-wise
Kronecker (Khatri-Rao) product.
Proof. Cf. Appendix B.2.2. 
It follows from the theorem that the sparsity order must satisfy K ≤ min(m,B). Since
m = MB , to maximize this upper bound it is best to choose m = B =
√
M if M is a square
number.
We now move to the case where we let blocks overlap. To this end, we divide y ∈ CM×1
into B blocks of m samples with an offset of p samples from block to block. In other words,
the b-th block yb ∈ Cm×1 contains samples (b− 1)p+ 1 up to (b− 1)p+m. To cover all M
samples with B blocks we therefore obtain the condition (B − 1)p+m = M which implies
that the number of blocks is given by B = M−mp + 1 and that M −m must be divisible by
p. The case p = m is the one where the blocks do not overlap. For the overlapping case
1 ≤ p < m the following theorem provides the required structure for A to allow obtaining K
from Y .
Theorem 6. For B overlapping blocks of size m (with an offset of p samples between
blocks), any K ≤ min(B,m) and any K-sparse x, we have that rank{Y } = K if and only
if the matrix A is constructed by taking the first M rows of C  A0, where A0 ∈ Cp×N ,
C ∈ C
⌈
M
p
⌉
×N
, while C is a Vandermonde matrix, A and C have a Kruskal-rank ≥ K, and
d·e denotes the operation of rounding to the next larger integer.
Proof. Cf. Appendix B.2.3 
Theorem 6 implies that in the special case of p = 1 (maximal overlap), the entire sensing
matrix A must be a Vandermonde matrix. As briefly discussed in Section 2.2.2, Vandermonde
structured measurement matrices have been proposed in the CS context before [220], [221]
and rank recovery for Vandermonde mixtures has been studied in the context of harmonic
retrieval [222]. In fact, for the case of p = 1 the mapping from y to Y is known as spatial
smoothing [223] in the harmonic retrieval context where it is applied as a pre-processing step
for subspace-based estimators in order to de-correlate coherent signals.
This said, both Theorems 5 and 6 provide conditions on the sensing matrix A in the
noise-free setting. When the input signal is contaminated with additive noise according
to (4.26), the effective rank of Y has to be estimated, e.g., by applying available MOS
algorithms as discussed in the previous sections. From the perspective of SOE, larger block
overlap then allows us to increase the number of ”snapshots“ available for order estimation.
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Example 4.15
To demonstrate the single-snapshot sparsity order estimation based on the proposed
design, we consider the recovery of a K = 7-sparse vector x of length N = 1000 from a
single vector of observations y of length M = 256. We compare three different strategies.
Firstly, we set m = p = 16 so that there is no overlap and thus Φ0 and C can be
chosen freely. Secondly, we choose p = 1 for maximum overlap, in which case A needs
to be Vandermonde, where we set m = 128 to maximize the size of Y . Thirdly, as an
intermediate case, p = 8 in which case m = 32 leads to the largest matrix Y and A is
composed of an 8× 1000 Vandermonde matrix C and an arbitrary 32× 1000 matrix A0.
For a direct comparison, the size of the data matrix Y that is used for rank estimation
is 16 × 16 in the non-overlapping case, 128 × 129 in the case of p = 1, and 32 × 29
for p = 8. The matrices that we can choose freely (C in the case of no overlap and
A0 in all cases) are drawn from a zero-mean complex Gaussian distribution. The K
non-zeros in the vector x are placed uniformly at random and their values are given
by eϕk where ϕk ∼ U [0, 2pi). The noise n is also drawn from a zero-mean complex
Gaussian distribution with variance σ2n, while the SNR is defined as SNR = 1/σ
2
n. The
sparsity order is estimated by applying existing model order selection criteria to the
singular values of the matrix Y ∈ Cm×B . In particular, we consider AIC [210] as well as
the ETT described in Section 4.2.2.2.
Figure 4.15 shows the estimated model order as a function of the SNR, averaged over
1500 Monte-Carlo trials. It demonstrates that the correct sparsity order can be identified
from y, provided the SNR is not too low. AIC suffers from the very small sample support
(which is assumed to be large in the original derivation), which is handled much better
by the ETT. We also notice that a larger amount of block overlap (a smaller value of p)
provides a better sparsity order estimation performance. This is not surprising since
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Figure 4.15: Estimated sparsity order Kˆ vs. SNR for M = 256 and K = 7. We compare three cases:
p = 1,m = 128 (“max overlap”), p = 8,m = 32 (“75 % overlap”) and p = m = 8 (“no overlap”). The
constant line K = 7 shows the true value of the sparsity order.
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the size of the matrix Y used for the rank estimation step grows with increasing block
overlap. We also observe that ETT tends to slightly overestimate the model order for
the case of maximum overlap.
Example 4.15 confirms that a larger block overlap is preferable for SOE. However, it
implies an increased level of structure in the sensing matrix A, which, as we know, is generally
undesirable from the recovery point of view. Below we analyze the proposed design in terms
of the coherence of the sensing matrices that are obtainable with the derived structures.
4.4.2 Coherence analysis
For simplicity, let us assume that M is divisible by p which allows us to write A = C A0
for both cases, the only difference being that in the case of overlap C must be Vandermonde
whereas without overlap, C can be arbitrary. The coherence of A is defined by (2.16) as
µ(A) = max
n1 6=n2∈[1,2,...,N ]
∣∣∣∣∣ aHn1an2‖an1‖2 ‖an1‖2
∣∣∣∣∣ . (4.28)
Using the column-wise Kronecker structure and the fact that (a⊗ b)T(c⊗ d) = aTcbTd as
well as ‖a⊗ b‖2 = ‖a‖2 ‖b‖2 we obtain
µ(A) = max
n1 6=n2∈[1,2,...,N ]
∣∣∣∣∣ cHn1cn2‖cn1‖2 ‖cn1‖2
∣∣∣∣∣︸ ︷︷ ︸
µn1,n2 (C)
·
∣∣∣∣∣ aH0,n1a0,n2‖a0,n1‖2 ‖a0,n1‖2
∣∣∣∣∣︸ ︷︷ ︸
µn1,n2 (A0)
= max
n1 6=n2∈[1,2,...,N ]
µn1,n2(C)µn1,n2(A0) (4.29)
≤ µ(C)µ(A0) (4.30)
Note that (4.29) is reminiscent of an argument made in [224] (Lemma 1). There, the authors
had considered a Kronecker product structure for the sensing matrix which leads to the
product bound (4.30) being tight. However, since we consider a Khatri-Rao product, this is
not the case here (by permuting the columns of the factors appropriately, a lower value can
be achieved). To further analyze (4.29) we note that according to (2.19) for an arbitrary
P ×Q matrix, its coherence is bounded by the Welch bound, i.e., µ ≥
√
Q−P
P (Q−1) . In the case
of no overlap (p = m =
√
M), C and A0 can be designed freely. Therefore, if C and A0
achieved the Welch bound, we would have
µ(A) =
√
N −m
m(N − 1)
√
N − Mm
M
m (N − 1)
=
N −m
m(N − 1) . (4.31)
However, the Welch bound is not achievable for all matrix dimensions P and Q. In particular,
it is known that equiangular tight framess (ETFs) do not exist for P < Q2, a condition which
93
Chapter 4 Sparsity order estimation
is satisfied for both C and A0 for M = m
2. Empirically, this leads to a higher coherence
than what (4.31) predicts.
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Figure 4.16: Coherence of the matrix A for
different amount of block advance: p = 1 cor-
responds to the Vandermonde matrix, p = 8 to
overlapping blocks, p = 16 to non-overlapping
blocks, and “(Ref)” to an unstructured matrix
A.
Figure 4.16 demonstrates the dependence of
the achievable coherence on the block over-
lap. We consider a scenario where M = 256
and N = 1000 and compare the case of
maximal block overlap (p = 1), no overlap
(p =
√
M = 16), the intermediate case p = 8
and as a reference the case where A is un-
structured matrix (which does not allow any
sparsity order estimation). For each case,
we display the value of the coherence that
is predicted by the Welch bound (according
to (4.31) and (4.33)) as well as the coherence
achieved by drawing the matrices randomly
(from a complex Gaussian distribution), choos-
ing the best among 2 · 105 trials. As expected,
the coherence we achieve practically is higher than what the Welch bound predicts.
However, both the theoretical and the empirical results show the same trend, namely,
the larger the block overlap (i.e., the smaller p), the higher the coherence.
In the overlapping case, the matrix C must be Vandermonde. Among the class of P ×Q
Vandermonde matrices V , the frame obtained by considering the top P rows of a Q × Q
DFT matrix with unit-modulus generators [201] achieves the lowest coherence (cf. [225],
which also shows that for prime Q these frames have maximal spark). Its coherence is given
by considering the inner product between two adjacent columns which can easily be shown
to be
µ(V ) =
∣∣∣∣ vHn vn+1‖vn‖2 ‖vn+1‖2
∣∣∣∣ = sin
(
pi
QP
)
P sin
(
pi
Q
) . (4.32)
Using a similar reasoning as in (4.31), an optimally designed matrix A0 ∈ Cp×N together
with the Vandermonde matrix C ∈ CMp ×N achieves a coherence given by
µ(A) =
sin
(
pi
N
M
p
)
M
p sin
(
pi
N
)√ N − p
p(N − 1) . (4.33)
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4.4.3 Choice of the parameters
Theorems 5 and 6 provide an exhaustive answer to the question which sensing strategies
allow estimating the sparsity order from the matrix rank of a rearranged version of the single
observation vector y. As we have shown, there are essentially two parameters we can choose:
the block length m and the block advance p. In this section, we discuss the implications of
these parameters on the design of A as well as the sparsity order estimation step.
Let us begin with the block length m. Note that the design of the sensing matrix A does
not depend on m. Therefore, once a suitable value of p has been selected, the block length
m can be chosen without affecting the sensing or the sparse recovery stage. It determines
the dimensions of the matrix Y which is important for the rank estimation step that is
used to find the sparsity order. More specifically, Y is of size m×B, where B = M−mp + 1.
To maximize the size of Y , we can choose p such that m ≈ B, which leads to m ≈ M+pp+1 .
Therefore, we propose to select m as the integer value closest to M+pp+1 such that M −m
divides p.
The second parameter we can adjust is the block advance p, which controls the amount
of overlap between adjacent blocks (equal to m− p samples). The smaller p is chosen, the
more we reuse elements of y which results in a larger overall matrix Y . This has a positive
effect on the sparsity order estimation step and it allows estimating larger values of K since
K ≤ Kmax = min(m,B)− 1 where B = M−mp + 1. For maximum overlap (p = 1), this bound
is maximized and becomes Kmax =
M
2 − 1 while in the case of no overlap (p = m =
√
M) we
have Kmax =
√
M − 1. On the other hand, a larger overlap leads to a reduced flexibility in
the sensing matrix design since a growing part of A has to obey the Vandermonde scaling
law shown in Theorem 6. As discussed above, this has a negative impact on µ(A). Therefore,
there is a fundamental trade-off between the performance of the sparsity order estimation
and the performance of the sparse recovery step (see Example 4.17). However, note that we
consider a system where the measurement matrix A can be adapted at will. This potentially
allows switching between measurement matrices designed for the two different purposes: a
“probing” matrix which is optimized for the sparsity order estimation step (with a small value
of p), and a measurement matrix, which is optimized to the recovery stage (with a larger
value of p).
Example 4.17
In this example, we numerically investigate how the block overlap p influences the
recovery performance. Figure 4.17 shows the probability of correct support estimation
for the same scenario as in example 4.16, using the OMP algorithm for the sparse
recovery stage. In addition to the three scenarios discussed above, the curve labeled
“Reference” depicts the case where an unstructured matrix A is used for the measurement
(which does not allow the single snapshot SOE). We observe that larger overlaps lead to
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Figure 4.17: Empirical probability of correct support estimation using OMP vs. the SNR for M = 256
and K = 7. We compare three cases: p = 1,m = 128 (“max overlap”), p = 8,m = 32 (“75 % overlap”) and
p = m = 8 (“no overlap”). The curve “reference” corresponds to using an unstructured A.
a degradation of the recovery performance, which is expected due to the increase in the
mutual coherence discussed above. Interestingly, the Khatri-Rao structured matrix A in
the non-overlapping case performs almost identically to the unstructured matrix shown
as a reference.
4.4.4 A link to multilinear algebra
Beyond enabling the sparsity order estimation in a single snapshot setting, the proposed
Khatri-Rao design for the measurement matrix has a strong link to multilinear algebra.
In particular, using a Khatri-Rao structured measurement matrix allows rearranging the
observed data in a form of a tensor that has (in the noise-free case) a rank-K canonical
polyadic decomposition (CPD) [226]. In fact, there are multiple special cases of the proposed
designs where such tensors occur, which we would like to list here. For simplicity, let us
assume that the parameters p and m are chosen such that p divides M and m.
Firstly, in the case of overlapping blocks we have shown in Theorem 6 that Y =
(Cm
p
A0)diag{x}CTB ∈ Cm×B. This matrix can be reshaped into an m× p×B tensor Y
which obeys
Y = I3,N ×1 Cm
p
×2 A0 ×3 (CBdiag{x})
= I3,K ×1 Cm
p
,K ×2 A0,K ×3 (CB,Kdiag{xK}) . (4.34)
where I3,p is the p× p× p identity tensor [227], [228]. Moreover, Cm
p
,K , A0,K , and CB,K
contain only the K columns corresponding to the support (i.e., the non-zero elements of of
x). Obviously, (4.34) is a rank-K CPD which shows that Y is rank K.
Secondly, in a case where we do have T > 1 linearly independent snapshots according
to Y = AX, where Y ∈ CM×T , X ∈ CN×T is row-sparse and A = C A0, applying the
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proposed measurement matrix design allows reshaping the given M × T observation matrix
Y into an B× p×T tensor Y where B = Mp . Note that this corresponds to the operation we
perform to y for non-overlapping blocks, i.e., m = p. The resulting tensor can be expressed
as
Y = I3,N ×1 C ×2 A0 ×3 XT = I3,K ×1 CK ×2 A0,K ×3 XTK ,
where, as above, XTK contains only the columns of X
T corresponding to the support (i.e.,
the non-zero rows of X).
Thirdly, we can combine these two approaches for the case of multiple snapshots and
overlapping signals. In this case we transform the M ×T observations into an m× p×B×T
tensor with loading matrices given by Cm
p
,K , A0,K , CB,K , and X
T
K . Finally, we could
also decompose A into more than two matrices, e.g., A = C1  . . .  CG A0 which can
then be reshaped into a (G+ 1)-dimensional tensor if we have a single snapshot and into a
(G+ 2)-dimensional tensor in the multiple snapshot case.
Exploring the potential benefit of this rich multilinear structure in our data is an aspect
of future work. We see potential benefit of it in an enhanced denoising, similar to the
improvement tensor-based subspace estimation schemes have brought for high-resolution
parameter estimation [229]. Moreover, the tensor structure can be used to improve the
sparsity order estimation step using tensor-based model order estimation (based on, e.g.,
[230]). Finally, in the case when the sensing matrix is (partially) unknown (e.g., in a
distributed setting), a CPD of the observed tensor Y could be computed to reveal it.
Note that connections between CS and tensors have been discussed in slightly different
contexts before, e.g., big low-rank tensors with unknown factors [231] or specially structured
“block-sparse” tensors [232].
4.5 Concluding remarks
In this chapter, we examined the problem of sparsity order estimation (SOE) from compressed
measurements in MMV and SMV settings. By deriving equivalent system models, we showed
that in both cases the sparsity order can be estimated as the rank of a properly arranged
matrix of (compressive) measurements. In the case of MMV, this requires the availability of
linearly independent snapshots, whereas in the SMV setting (when only a single snapshot is
available) we can achieve this goal by a specific (Khatri-Rao) design of the sensing matrix.
Since the latter brings additional structure into the sensing matrix, we analyzed the resulting
matrix coherence and numerically showed the trade-off between the achievable estimation
and recovery performance. It is worth noting that the proposed Khatri-Rao design can
also be applied to subsequent CS measurements in a setting where we can change the
measurement matrix from one measurement to the next. In this case it recovers the required
rank for scenarios where the scene is static and would hence not provide linearly independent
97
Chapter 4 Sparsity order estimation
observations by itself. It also introduces a number of possible multilinear structures into the
data, which could possibly be exploited by applying tensor-based signal processing.
In the presence of additive noise, the effective rank of the matrix of measurements
Y cannot be accessed directly but has to be estimated, e.g., by applying model order
selection (MOS) techniques. As an alternative, we proposed the empirical threshold test
(ETT) which exploits the empirical distribution of the noise eigenvalues obtained during a
training/calibration period. It allows us to account for the influence of the measurement
process (the sensing matrix, number of snapshots, etc.) on the noise statistics as well as to
control the desired false alarm rate. Numerical evaluations of the proposed algorithm reveal
its universal applicability in the considered context. On the contrary, other tested state
of-the-art MOS schemes perform better or worse depending on a particular scenario (single
vs. multiple snapshot, multiband vs. generic setup, measurement vs. signal noise, etc.).
Considering the MMV model, we discussed the stationary scenario where the signal
support stays constant within the entire sensing duration and the quasi-stationary case
in which the support exhibits changes once in a while. We proposed an approach for
support change detection that exploits rank information obtained from a windowed portion
of measurement data. Particularly, we analyzed the conditions on the sensing matrix and
the window size that ensure that the support change is reflected in the change of the window
rank and devised an iterative method to estimate the moment of this change. The proposed
approach permits adapting the number of snapshots used for recovery in order to efficiently
utilize the joint-sparse structure of MMV.
In conclusion, we would like to point out that although SOE in the compressed domain
has the advantage that no additional signal reconstruction is necessary, its main disadvantage
is that it places certain requirements to the signal model: availability of linearly independent
snapshots in case of MMV and a particular sensing matrix structure in case of SMV. However,
we show that when these are satisfied, eigenvalue-based SOE provides a viable means for
assessing the signal’s sparsity from the measurement data.
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Part II
Applications in Sub-Nyquist
Sampling
Having examined the foundations of the finite-dimensional CS framework, we now turn
to investigating its application in sub-Nyquist sampling and processing of analog continuous
signals. Particularly, we consider the tasks of sub-Nyquist acquisition and processing of
wideband multiband signals that are of interest to future generation mobile networks, cognitive
radio (CR) systems, radar applications and specialized communications. Interestingly, the
realization that the minimal sampling rate required for the acquisition of a multiband signal
should be defined by the actual occupied bandwidth rather than by the highest possible
frequency it can potentially contain has been around for decades. The absence of effective
architectures and processing methods implementing this idea, however, halted significant
practical developments. The advent of compressed sensing stimulated new research in the
area resulting in first receiver prototypes and numerous extensions of the original problem.
This being said, in the following chapters we look at multiband sensing from sub-Nyquist
samples from three different perspectives. We begin with the classical task of wideband
multiband signal acquisition and spectral sensing at a single sensor and propose a coarse
compressive energy detector that operates directly on the received low-rate measurements.
We then move to a scenario where such a wideband (sub-Nyquist) sensor is equipped with
an antenna array which allows us to include the angular domain into the sensing task. We
propose the receiver structure, analyze the recovery conditions and develop approaches
for angular-spectral sensing from sub-Nyquist samples. At last, we introduce the spatial
domain into the sensing task by considering multiple (time-synchronized) sensors distributed
over some geographical area that can exchange data between each other or a centralized
processing unit. We show that in the sub-Nyquist sampling framework one can reconstruct
the relative autocorrelation functions of the signals within the individual sub-bands, which
enables further emitter localization.
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Wideband multiband spectrum
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5.1 Motivation and related work
The task of acquiring and processing a wide frequency band that is comprised of multiple
communication sub-bands is crucial in a number of applications including cognitive radio
(CR), spectrum monitoring and radio surveillance. Multiband operation is also of interest for
tactical, maritime and underwater communications [25]–[27], as well as for active and passive
radar [28], [29] and ultra wideband (UWB) systems [30]–[33]. Furthermore, the concept of
multiband communications is closely related to the idea of carrier aggregation [233], [234]
which is considered among the candidate transmission techniques for more efficient spectrum
usage in future generation of wireless mobile networks. Notwithstanding, multiband signal
acquisition is regarded especially important in the context of CR, a concept of flexible
spectrum access that has appeared as a response to often ineffective resource management in
traditional communication systems with fixed spectrum allocation [235], [236]. It potentially
allows exploring and subsequently utilizing available resources across multiple frequency
bands and standards [237]–[239], which facilitates the main goal of CR system that is to
intelligently adapt its operation in order to opportunistically access currently under-utilized
spectrum [240]. Among others, CR systems are often considered particularly suitable for
public safety applications [241] and communication deployment in disaster scenarios [A4],
[242].
Wideband signal acquisition
The most distinctive feature of multiband operation is that, in contrast to a single-band
system, one needs to receive and process a wide frequency band (possibly up to several
Gigahertz) that consists of a number of disjoint communication sub-bands. Depending on the
particular application scenario, these communication sub-bands can be significantly spaced
101
Chapter 5 Wideband multiband spectrum sensing
from each other, have varied bandwidths and even be allocated to different services and
communication standards. Altogether this poses a number of challenges to the design of the
RF front-end, data handling and signal processing that are normally not present in more
conventional narrowband receiver systems [243]–[246]. By far, the biggest challenge is the
need to cope with the wideband requirement at the receiver front-end. One common solution
is to apply a scanning strategy that implies employing a tunable narrowband bandpass filter
(BPF) that ”sweeps“ the frequency acquiring a single (narrowband) sub-band at a time [246]–
[248]. Clearly, such an approach falls short of the original goal as it does not simultaneously
acquire the wideband multiband input. To circumvent this disadvantage it is often proposed
to utilize a filterbank of narrowband BPFs that split the wide frequency range of interest
into a number of consecutive sub-bands that are received simultaneously [249]–[253]. Such a
filterbank can be either implemented at the RF front-end yielding a multi-channel receiver
structure [251] or in the digital domain which assumes an availability of a wideband RF
front-end. The former has the obvious drawback of increased hardware complexity caused
by multiple parallel receiver chains, whose number depends on the frequency range to be
covered and the sampling rate in each channel. The latter approach, on the other hand,
requires implementing a single-channel wideband front-end capable of simultaneous wideband
acquisition which imposes stringent requirements to the hardware components, most notably
to the analog-to-digital converters (ADCs) [245]. Finally, another interesting alternative
has been proposed in [239] where multiple distributed receivers form a virtual filterbank by
sensing a single (different) sub-band each.
Wideband signal acquisition methods discussed so far are based on the traditional
Nyquist-rate sampling where the sampling rate is dictated by the instantaneous bandwidth
to be sampled. In previous chapters, we saw that the Nyquist-rate requirement can be
highly redundant when the signal of interest possesses a sparse representation. In the specific
scenario of multiband communications, the sparse structure arises naturally in the frequency
domain when only a portion of the available sub-bands is occupied [254]. In this case, one
can apply sub-Nyquist sampling paradigm from Section 2.4 in order to acquire the wideband
input at a sub-Nyquist rate without loss of information [22], [141], [202]. The multi-coset
sampler (MCS) [23], [141], [202] and the modulated wideband converter (MWC) [255] are
two particular sub-Nyquist sampling architectures that provide a practical implementation
of this idea. Both are multi-channel receiver systems where in each channel the signal is
sampled at a low rate with the overall sampling rate (the number of channels times the
sampling rate in a single channel) being less than the Nyquist rate. In MCS, the reduction of
the sampling rate is performed by using a delay network followed by direct low-rate sampling
of the analog wideband input. Well-known disadvantages of this architecture include the
need for high-precision delay lines as well as specialized ADCs with high analog bandwidth,
as discussed in [147], [255]. In contrast, the MWC first reduces the signal bandwidth by
means of analog mixing with periodic sequences followed by a low-pass filter, after which
the resulting signal is sampled with a regular low-rate ADC. In both schemes, the obtained
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Narrowband RF front-end Wideband RF front-endSampling rate fs
Tune/sweep
B ≤ fs  2WRx
BPF
Filter bank
fs ≥ B
Mfs ≥ 2W
fs ≥ B
Mfs ≥ 2W
Rx1
BPF1
···
RxM
BPFM
Distributed
···
BPF1
BPFM
Rx1
RxM
Direct Nyquist
fs ≥ 2W WBRx
WB
BPF
fs ≥ B
Mfs  2W
Sub-Nyquist MCS
fs ≥ B
Mfs  2W
4c1
4cM
delay
WB
BPF
fs
fs
···
Sub-Nyquist MWC
p1(t)
pM (t)
WB
BPF
fs
LPF
fs
LPF
···
Table 5.1: Summary of wideband multiband acquisition methods. In (simplified) circuit diagrams, Rx
stands for a narrowband RF chain operating at the bandwidth B of a single frequency sub-band, while
WBRx indicates an RF chain that deals directly with the wideband input of bandwidth W  B. The
corresponding sampling rate fs is given w.r.t B (single sub-band bandwidth) and W (total bandwidth).
low-rate (compressive) samples can then be used to recover the Nyquist-rate signal equivalent,
its frequency domain representation or the power spectral density (PSD). Interestingly, it has
recently been shown that the sparsity requirement is not necessary for the latter. Namely,
the PSD of a wideband input can be estimated from sub-Nyquist samples even for a signal
with a densely occupied spectrum, provided that the overall sampling rate is greater than
half the Nyquist [256], [257]. The intuition behind this is that the PSD does not contain
phase information, which means that its degrees of freedom are twice lower than those of
the full frequency spectrum. Furthermore, the PSD is also strictly positive, which further
relaxes the recovery conditions. To conclude the discussion on the wideband multiband
signal acquisition methods1 we summarize them in Table 5.1.
Wideband signal processing
After the signal acquisition comes the signal processing step. In this chapter, we consider a
particular task of wideband spectrum sensing (WSS) whose aim is to estimate the spectrum
occupancy over multiple narrowband communication sub-bands composing the wideband
analog input. Spectrum sensing in general and WSS in particular are central to CR, spectrum
monitoring and radio surveillance. The task of WSS also finds its place in passive radar
1Note that besides MCS and MWC, there are other compressive receiver architectures available in the
literature. To mention a few, the so-called random demodulator [258], [259] and the Nyquist folding receiver
[260], [261] are the most well-known ones. They are commonly referred to as the analog-to-information (A2I)
converters. However, we do not discuss these alternatives here in details, due to their limited applicability.
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and sonar applications, as well as in narrowband interference detection [262]. Approaches to
WSS have been investigated in a variety of works including techniques based on traditional
Nyquist-rate sampling [263]–[273] and methods that make use of sub-Nyquist sampling
schemes [256], [274]–[278]. Among these, a seemingly most common WSS approach is to
estimate/recover the signal’s spectrum from the Nyquist-rate/compressed measurements,
split it into multiple narrowband sensing channels and apply conventional signal detection
techniques [279], [280], e.g., energy detection, in each of them, either independently [266]–
[268], [272] or jointly [269]–[271], [281]. In case of the sub-Nyquist sampled input, such an
approach can be applied to the frequency/power spectrum computed from a reconstructed
Nyquist sampled signal equivalent or to the PSD estimated directly from the compressed
measurements as in [256], [257], [282]. Note that this results in a coarse estimation of the
spectrum occupancy since the parameters of the signal sub-bands might not exactly coincide
with those of the sensing channels. Often, however, it is enough to provide such an initial
coarse evaluation of the spectral occupancy across the observed frequency range. It turns
out that to do so one does not necessarily have to perform all the above mentioned steps,
i.e., from spectrum estimation to multi-channel narrowband detection. As it was pointed
out in [146], the sub-Nyquist sampling framework already provides coarse spectrum sensing
functionality at a resolution of the receiver’s spectral channelization. In other words, the
support of the coefficient vector in the CS formulation indicates which frequency sub-channels
are (at least) partially occupied. Since support recovery is an integral part of various efficient
signal reconstruction algorithms, such sensing can be often performed automatically as a
by-product of the recovery step. In this chapter, we build further on this idea and show that
one can perform direct wideband coarse energy sensing from sub-Nyquist samples that can
be used without setting additional detection thresholds. Our numerical results suggest that
the proposed sensing approach provides best achievable performance compared to the coarse
WSS of the same resolution on the recovered PSD, while enjoying lower complexity.
The material of this chapter is partially presented in [A12], [A13], while [A2], [A19]
examine some further details on narrowband spectrum sensing and [A4], [A20] address other
aspects of CR system design and operation.
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5.2 Wideband spectrum sensing
We begin our study with introducing the class of wideband multiband signals and presenting
the associated task of wideband spectrum sensing (WSS).
5.2.1 Multiband signal model
Consider a real-valued continuous signal s(t) bandlimited2 to F = [fW −W/2, fW +W/2) in
the positive frequencies where W is the total observed bandwidth and fw ≥ W/2 is some
central frequency. The energy of s(t) is distributed over K disjoint frequency sub-bands of
widths Bi ≤ B and central frequencies fci ∈ F such that its Fourier transform, given by
S(f) =
+∞∫
−∞
s(t)e−2piftdt, (5.1)
where S(f)
∆
= 0, f /∈ {F ∪ −F}, is supported on Fs =
K∪
k=1
± Fk ⊂ F with Fk = [fck −
Bk/2, fck +Bk/2]. The positions of the signal sub-bands that contain energy are assumed to
be unknown beforehand with the individual signals within these sub-bands being independent
and uncorrelated. Denoting by xk(t) the (time domain) signal within the kth active sub-band
and by Xk(f) its Fourier transform, we write (5.1) as
S(f) =
+∞∫
−∞
K∑
k=1
xk(t)e
−2piftdt =
K∑
k=1
+∞∫
−∞
xk(t)e
−2piftdt =
K∑
k=1
Xk(f), (5.2)
where Xk(f) = 0 ∀f /∈ ±Fk as illustrated in Figure 5.1.
To each real-valued signal xk(t) we can associate an equivalent complex-valued (analytic)
signal x˙k(t) =
1
2(xk(t) + x
⊥
k (t)) and its (baseband) complex envelope x¯k(t) = x˙k(t)e
−2pifc,kt
where x⊥k (t) denotes the Hilbert transform of xk(t) [283]. Obviously, we have that x˙k(t) =
x¯k(t)e
2pifc,kt and xk(t) = 2Re{x˙k(t)} while
X˙k(f) =
 Xk(f), f ≥ 00, otherwise .
The complex envelope x¯k(t), also known as the (complex) baseband representation of xk(t),
as well as the analytic signal x˙k(t) contain all the information carried by xk(t) and are hence
equivalent representations of the real-valued signal xk(t) [283].
2Note that the bandlimitation condition implies that in practice one is required to apply a pre-selection
BPF filter of bandwidth W at the output of the receiving antenna.
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|S(f)|
|X1(f)|
B1
fc,1
|X2(f)|
B2
fc,2
|X3(f)|
B3
fc,3 f0
· · ·· · ·
W
fW−fc,1−fc,2fc,3 −fW
· · · · · ·
|X3(−f)| |X2(−f)| |X1(−f)|
Figure 5.1: An example of a spectrum of a real-valued multiband signal comprised of K = 3 active
sub-bands located at distinct central frequencies fc,i ∈ [fw −W/2, fw +W/2] with bandwidths Bi ≤ B.
Given x˙k(t), we can also represent the real-valued signal s(t) via its complex-valued
equivalent3 s˙(t) =
∑K
k=1 x˙k(t) with a Fourier transform S˙(f) =
 S(f), f ≥ 00, otherwise . An
example of a spectrum of an analytic signal corresponding to the real-valued signal from
Figure 5.1 is provided in Figure 5.2.
|S˙(f)|
|X˙1(f)|
B1
fc,1
|X˙2(f)|
B2
fc,2
|X˙3(f)|
B3
fc,3 f0
· · ·· · ·
W
fW
Figure 5.2: An example of a spectrum of an analytic
(complex-valued) representation of s(t).
Since s(t) and s˙(t) are equivalent, from
now on we will use the latter, if not spec-
ified otherwise. Furthermore, to simplify
the presentation we drop the dot notation
of the analytic signal while understanding
that s(t) now denotes the complex-valued
(analytic) signal equivalent. To conclude,
we would like to point out that although fw
can originally be arbitrarily high, its actual
value is not crucial for further discussion
since for the purpose of signal acquisition
the entire band W can be first shifted (pos-
sibly in a quadrature way) to some arbitrary chosen IF and only then sampled. Hence, for
the sake of brevity we assume henceforth that fw = W/2.
5.2.2 Multiband spectrum sensing
Given an (analytic) wideband input signal s(t) with a multiband spectrum (5.2) (see
Figure 5.2), the task of wideband spectrum sensing (WSS) is to determine which parts of
3Similarly to x¯k(t), we could also introduce a complex envelope s¯(t) = s˙(t)e
−2pifsht. Although the choice
of the shift frequency fsh in this case is strictly speaking arbitrary, it makes sense to select it analogously to
the central frequencies for the signal sub-bands, e.g., in the middle of the passband W such that it equals
fw. Note that in this case the individual signals xk(t) are represented by complex envelopes X˜k(f) that are
shifted from the individual complex envelopes X¯k(f) by fw − fc,k.
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|S˙(f)|
f0
· · ·
W
B = W/N
f1 f2 f3 fNfN−1fN−2
C1 C2 C3 CNCN−1CN−2
Figure 5.3: Wideband frequency W split into N non-overlapping sensing channels Cn with central
frequencies fn, n = 1, 2, . . . , N .
the spectrum are occupied and which are not. Available approaches to WSS can be broadly
divided into two groups: coarse methods that split the frequency range of interest into a
number of non-overlapping sensing channels and apply conventional narrowband spectrum
sensing techniques in each of them and fine sensing methods that attempt to detect the
edges of the (occupied) signal sub-bands within the wideband frequency range of interest.
In this work, we focus on the former and consider coarse wideband spectrum sensing from
low-rate sub-Nyquist samples.
5.2.2.1 Coarse sensing
Consider wideband frequency band W being split into N consecutive non-overlapping sensing
channels Cn = [fn −B/2, fn +B/2) of width B = WN ≥ maxk Bk, as schematically shown in
Figure 5.3. For each Cn we can formulate a binary hypothesis test H1,n : Cn ∩ Fs 6= ∅H0,n : otherwise , (5.3)
n = 1, 2, . . . , N . To differentiate between H0,n and H1,n, a number of available narrowband
detection tests can by applied [279], [284], [285]. By the amount of prior knowledge required,
they can be roughly categorized into three major groups: energy-, stochastic feature- and
matched filtering based. While the matched filter [217] detectors require the knowledge of
the exact signal waveform or at least a part of it, energy detection [286] can be applied in
a blind scenario. Moreover, in the absence of prior information on the signal parameters,
energy detection is known to be the optimal approach for detecting the presence of signal
power in additive noise [286]. Thus using energy based detection, the decision rule for (5.3)
can be written as
Tn
∆
=
∫
f∈Cn
|S(f)|2df
H1,n
≷
H0,n
ζn, (5.4)
where ζn is the decision threshold for the nth channel
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Depending on the individual signal bandwidths Bi and their central frequencies fc,i, the
sensing channels containing signal energy might be only partially occupied (as it is with
C1, C3, CN−2−CN−1 in Figure 5.3). Furthermore, a situation can also occur in which Fk is split
between two neighboring sensing channels (e.g., see the third signal sub-band in Figure 5.3
being split between CN−1 and CN−2). This means that an application of the detection
strategy (5.3) results in the coarse estimate of the spectral support, i.e., Fcs =
⋃
{q:H1,q is true}
Cq ⊇ Fs.
When Fcs is estimated correctly, then the difference between the actual (Fs) and the coarse
(Fcs ) spectral supports is
0 ≤ δf ∆= λ∗ (Fcs 	Fs) = λ∗(Fcs )− λ∗(Fs) ≤ KB, (5.5)
where A	B = (A ∪ B) \ (A ∩ B) stands for the symmetric difference between A and B while
λ∗(·) denotes the Lebesgue measure of an interval. The upper bound in (5.5) is due to the fact
that a single signal sub-band can potentially contribute to up to two channels Cn. The actual
value of δf depends on the values of fc,i and Bi: it achieves 0 when fc,i ∈ {fn}Nn=1 ∀i ∈ [1,K]
and Bi = B, whereas for Bi ≤ B we have that δf = KB −
∑
i
Bi.
Example 5.18
In this example, we demonstrate how the accuracy of the coarse WSS depends on the
difference between the parameters (central frequencies fn and bandwidth B) of the
sensing channels and the parameters (central frequencies fc,i and bandwidths Bi) of the
signal sub-bands. We do so on the example of a single signal sub-band with a bandwidth
0.1 ≤ Bi/B ≤ 0.9 whose (normalized) central frequency fnc,i = fc,i/B − bfc,i/Bc varies
from 0 to 1 where b·c denotes operation of of rounding to the nearest smaller integer.
Figure 5.4 depicts the normalized dif-
0 0.2 0.4 0.6 0.8 1
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i
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Figure 5.4: Normalized difference δf/B vs. normal-
ized signal sub-band position fnc,i = fc,i/B−bfc,i/Bc
and normalized bandwidth Bi/B.
ference δf/B as a function of f
n
c,i and
Bi/B. We observe that it has two dis-
tinct areas: the light-gray colored trian-
gular area in the middle with the cen-
ter at fnc,k = 0.5, which corresponds to
fc,i ∈ {fn}Nn=1, where the estimation error
is upper-bounded by B and the area that
consists of two dark-gray triangles at the
edges of the considered intervals where the
estimation error is within [B, 2B]. This il-
lustrates why we refer to the multi-channel
detection approach presented above as
coarse: it is capable of providing spectrum occupancy estimation at the resolution
of B only. Furthermore, Figure 5.4 also indicates that if Bi ' B and fc,i /∈ {fn}Nn=1,
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signal sub-bands are likely to be split between two neighboring sensing channels resulting
in δf ≥ B and a decrease of the signal-to-noise ratio within each channel. The degree to
which this has an effect on the sensing performance is investigated in Section 5.3.3.
5.2.2.2 Performance metrics
Consider an N × 1 binary occupancy vector b and its estimate bˆ, e.g., obtained by applying
the decision rule (5.4), with nth elements given by
bn =
 1, if Cn ∩ Fs 6= ∅0, otherwise and bˆn =
 1, if Tn ≥ ζn0, otherwise , (5.6)
respectively. In the spirit of previous discussions, we can introduce the support S(b) of
b that contains the indices of the active sensing channels Cn and hence defines the coarse
frequency support Fcs , i.e., λ∗(Fcs ) = |S(b)|B. Naturally, for each of N sensing channels Cn
we can also define probabilities of false alarm Pfa,n and missed detection Pmd,n as
Pfa,n
∆
= Pr
[
bˆn = 1|H0,n
]
= Pr
[
bˆn = 1|bn = 0
]
, (5.7)
Pmd,n
∆
= Pr
[
bˆn = 0|H1,n
]
= Pr
[
bˆn = 0|bn = 1
]
. (5.8)
If the distributions of the test statistics Tn under H0,n (no part of the signal power is present
in nth sensing channel) and H1,n (at least some part of the signal power is present in nth
sensing channel) are known, one could potentially calculate (5.7), (5.8) exactly, as in [239]
for instance.
In order to evaluate the overall performance of the multi-channel detector, however, we
need some cumulative performance metrics. While different options have been suggested in
the literature, we primarily adopt the following
 total probability of correct detection Pd
Pd
∆
= Pr
bˆn =
 1, ∀n ∈ S(b)0, otherwise
 . (5.9)
 probability of at least one sensing channel Cn being falsely detected as occupied
Pfa
∆
= Pr
[
∃n /∈ S(b) : bˆn = 1
]
. (5.10)
 probability of at least one sensing channel Cn being falsely detected as non-occupied
Pmd
∆
= Pr
[
∃n ∈ S(b) : bˆn = 0
]
. (5.11)
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 support recovery rate (SRR), familiar to us from Chapter 3, i.e.,
SRR =
|S(bˆ) ∩ S(b)|
|S(b)| . (5.12)
Note that derivation of general relationship linking (5.9)-(5.12) with (5.7)-(5.8) is non-trivial
since one has to consider all possible combinations of decision outcomes in different channels.
Moreover, the test statistics Tn can be correlated, which further complicates the analysis.
Example 5.19
To appreciate the difference between the individual (per channel) probabilities (5.7)-(5.8)
and the total ones (5.9)-(5.11) consider a following toy example. Suppose we have
N = 2 channels Cn whose test statistics Tn are independent from each other and follow
a normal Gaussian distribution both under H1,n and under H0,n: Tn|H0,n ∼ N
(
µ0, σ
2
0
)
and Tn|H1,n ∼ N
(
µ1, σ
2
1
)
for both n. Then, it is easy to show that
Pfa,n = Q
(
ζn − µ0
σ0
)
and Pmd,n = 1−Q
(
ζn − µ1
σ1
)
,
where Q (·) is the Q-function. Choosing equal thresholds ζn = ζ yields equal Pfa,n and
equal Pmd,n, which we denote by α and β, respectively. For a binary occupancy vector b
with elements distributed as i.i.d. Bernoulli random variables with p = 0.5, meaning
that each channel can be empty or occupied with equal probability, one can show (see
Appendix B.3.1) that Pd =
1
4(2− α− β)2, Pfa = 14α(4− α), and Pmd = 14β(4− β).
Figure 5.5a presents theoretical and empirical probabilities of correct and missed
detection, and false alarm for the case of a fixed µ0 and a varying µ1 with σ1 = σ0 = 0.25µ0
and the threshold ζ = 1.3µ0. It shows both the individual probabilities Pd,n, Pfa,n, Pmd,n
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Figure 5.5: Performance evaluation of the scenario form Example 5.19 with respect to probabilities of
false alarm, missed and correct detection (a) and the ROC curves (b).
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and the total ones Pd, Pfa, Pmd. We see that the individual and total probabilities
differ in value; thus Pd for instance does not reach 1 in the high SNRs. Yet, the most
interesting tendency is revealed in Figure 5.5b that shows corresponding ROC curves.
While the curves for individual probabilities exhibit typical detection behavior, i.e., the
probability of correct detection increases with the probability of false alarm, the curves
for the total probabilities demonstrate a substantially different trend. For low Pfa values
(high threshold values) they largely follow the curves for individual probabilities. At some
point, however, the two begin to depart with Pd decreasing sharply with the increase
of Pfa. The reason for this to happen is that lowering of the detection threshold below
a certain values results in a rapid increase of Pfa since the probability that the noise
energy in at least one of the unoccupied sensing channels exceeds ζ becomes significant.
The total probability of correct detection Pd then accordingly plummets down as a false
alarm constitutes an erroneous estimate in the binary occupancy vector. This shows
that in a multiband setting there is an optimal detection threshold value that maximizes
Pd for a given SNR.
5.3 Wideband sensing from sub-Nyquist samples
Having introduced the class of multiband signals and the associated task of coarse wideband
spectrum sensing, we now move to considering a particular sub-Nyquist receiver architecture,
the MWC. The MWC is a practical sub-Nyquist sampling architecture that allows compressing
the wideband multiband input such that the actual signal sampling can be carried out by
low-rate commercially available ADCs [39], [147]. It achieves this by incorporating an RF
pre-processing step prior to the sampling that performs an analog bandwidth reduction. In
contrast, its closest counterpart, the MCS, does not provide such a mechanism and as a
result requires high-bandwidth ADCs [147]. Our choice is further motivated by the versatility
of the scenarios the MWC can be applied to [34] and the fact that it has already seen first
successful prototype implementations [287].
5.3.1 Modulated wideband converter
5.3.1.1 Receiver architecture
In the MWC, the wideband input s(t) is fed into M parallel sampling channels. In each
channel, it is first multiplied by some Tp-periodic sequence pm(t), then passed through an
low-pass filter (LPF) with a cut-off frequency fs/2 and sampled at a low sampling rate of fs
[39], [147], [255], as depicted in Figure 5.6. The total sampling rate in the MWC is Mfs, which
is assumed to be less than fnyq. Given the receiver structure from Figure 5.6, the parameters
to choose are the number of sampling channels M , the sampling frequency fs, the mixing
sequence repetition rate fp = 1/Tp, and the mixing sequences pm(t) themselves. With regard
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s(t)
y1[n]
yM [n]
p1(t)
pM (t)
fs
tn = nTs
LPF
h(t)
tn = nTs
LPF
H(f)
··· ···
Tp-periodic ±1 mixing sequence pm(t)
Tp
t
Spectrum of pm(t)
2W f
Figure 5.6: Block diagram of the MWC sub-Nyquist sampling architecture with M parallel channels
(left-hand side) and an example of a ±1 pseudo-random mixing sequence pm(t) in time and frequency
domains (right-hand side). Adapted from [255].
to the latter, one generally requires that pm(t) are Tp-periodic with a bandwidth greater than
L/Tp. In [255] for instance, the authors consider (pseudo-random) sign-alternating functions
that take value ±1, as illustrated in Figure 5.6. Importantly, since pm(t) are periodic they
can be represented by a Fourier series as
pm(t) =
∞∑
`=−∞
cm,`e
2pi`fpt, (5.13)
where cm,` are the Fourier coefficients that are given by
cm,` =
1
Tp
∫ Tp
0
pm(t)e
−2pi`fptdt. (5.14)
From (5.13)–(5.14) we see that in the frequency domain the mixing sequences pm(t) present
weighted Dirac-combs (see an example in Figure 5.6). Subsequently, its multiplication with
s(t) results in spreading of the weighted copies of the individual signal sub-bands over F .
5.3.1.2 Frequency domain analysis
Denote by y˜m(t) = s(t)pm(t) the input signal after mixing with mth sequence pm(t). Writing
down the Fourier transform of y˜m(t)
Y˜m(f) =
∫ ∞
−∞
s(t)pm(t)e
−2piftdt =
∫ ∞
−∞
s(t)
( ∞∑
`=−∞
cm,`e
2pi`fpt
)
e−2piftdt
=
∞∑
`=−∞
cm,`
∫ ∞
−∞
s(t)e−2pi(f−`fp)tdt =
∞∑
`=−∞
cm,`S(f − `fp), (5.15)
we see that the output of mth mixer is a linear combination of fp-shifted and weighted copies
of S(f). Note that since S(f) = 0, f /∈ F , it is enough to take L ≤ dfnyq/fpe+ 1 terms in
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the sum in (5.15) [255]. Hence, we can write (5.15) as
Y˜m(f) =
L0∑
`=−L0
cm,`S(f − `fp) =
K∑
k=1
X˜k,m(f), (5.16)
where X˜k,m(f) =
∑L0
`=−L0 cm,`Xk(f − `fp) and L0 =
⌈
fnyq+fs
2fp
− 1
⌉
[255]. This way, at the
mixing step the wideband spectrum F is conceptually divided into spectral cells of width
fp that are shifted by `fp and linearly combined together. A schematic illustration of this
process is provided in Figure 5.7.
Assuming that LPFs have ideal rectangular frequency responses H(f), only the part of
Y˜m(f) that lies in the interval Fs = [−fs/2, fs/2] is preserved after filtering, i.e.
Y˙m(f) = Y˜m(f)H(f) =
 Y˜m(f), if f ∈ Fs0, otherwise . (5.17)
This way, the mixing and low-pass filtering constitute an RF pre-processing part that reduces
the analog bandwidth to be sampled from W to fs, while ensuring that all signal sub-bands
Xk(f) contribute to the signal obtained at the output of the receiver.
Given (5.17), we can write the DTFT of the (low-rate) output sequence ym[n] as
Ym(e
2pifTs) =
∞∑
n=−∞
ym[n]e
−2pifnTs =
L0∑
`=−L0
cm,`S(f − `fp), f ∈ Fs. (5.18)
Collecting all Ym(e
2pifTs) into one length-M vector y we arrive at the matrix-form relation
that closely resembles a finite-dimensional CS system considered in Part I of this thesis, i.e.,
y(f) = Az(f), f ∈ Fs. (5.19)
The main difference of (5.19) from (2.2) is that it represents an underdetermined system of
linear equations over a continuous parameter f : here, the mth element of y(f) is Ym(e
2pifTs)
0
f
ffp
. . .
`fp
. . .
W
|X1(f)|
|X2(f)|
|cm,`|
=⇒
0
f
f
W
fs = fp
fs = 3fp
|X˜m,1(f)|
|X˜m,2(f)|
(a) (b)
Figure 5.7: Spectra of individual signals xk(t) before (a) and after (b) mixing with a ±1 pseudo-random
(Tp = 1/fp)-periodic function pm(t).
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while z(f) is a length-L vector with `th element
z`(f) = S(f − `fp), f ∈ Fs. (5.20)
The matrix A in (5.19) is an M × L sensing matrix that contains the Fourier coefficients
cm,` such that [A]m,` = cm,−` = c∗m,`, e,g., for fs = fp it is composed as
A =

c∗1,L0 c
∗
1,L0−1 · · · c1,0 · · · c1,L0−1 c1,L0
...
...
. . .
...
. . .
...
...
c∗M,L0 c
∗
M,L0−1 · · · cM,0 · · · cM,L0−1 cM,L0
 . (5.21)
Note that (5.19) can be equivalently written in time domain by using time samples y[n] =
[y1[n], . . . , yM [n]]
H as
y[n] = Az[n], (5.22)
where z[n] is the inverse discrete time Fourier transform (IDTFT) of z(f).
This way, expressions (5.19), (5.20) bind the known DTFT of the receiver output y[n] to
the unknown spectrum S(f) of the wideband input s(t) rearranged into z(f).
5.3.1.3 Choice of the parameters
The choice of the parameters for perfect recovery of S(f) from y[n] is amply explained in
the original publications [39], [255]. Rather than repeating the full analysis here, we briefly
outline the main considerations that governs the MWC settings.
Frequencies fs and fp. From (5.17), the repetition rate fp (or equivalently the sequences
period Tp) defines the frequency shifts of S(f) and, as a consequence, the arrangement of the
shifted copies of Xk(f) in z(f). In order for each signal sub-band to be represented by a single
entry4 in z(f), referring to any particular frequency f ∈ Fs, fp has to be bigger or equal to
B ≥ max
k
Bk. On the other hand, we also need to ensure that the signal sub-bands are fully
represented in z(f), which requires that fs ≥ fp since only those frequencies are contained in
the output sequences ym[n] that fall within Fs. Therefore, we have that B ≤ fp ≤ fs, which
yields the minimal setting of fp = fs ≈ B.
Note that, if the condition on fp is fulfilled, it is not necessarily required to have fs = fp.
One could increase fs and include several adjacent spectral cells into Fs, as shown in
Figure 5.8. This would allow one to trade the sampling frequency fs for the number of
channels M . To obtain a representation equivalent to (5.19), however, one would then require
to (digitally) pre-process y[n] first. We examine this case in the following section.
4Failure to do so will result in an inherent ambiguity which cannot be resolved during the later processing.
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Figure 5.8: Spectra of the individual signals from Figure 5.7 after low-pass filtering with fs = fp and
fs = 3fp where fp ≈ B.
Mixing sequences pm(t). We now turn to discussing the choice of the mixing sequences
pm(t). It has been already noted before that pm(t) have to be Tp-periodic with a bandwidth
of at least Lfp so that their spectrum is discrete with L significant coefficients cm,` located
at `fp. The mixing sequences also define the sensing matrix A by providing cm,`, i.e., mth
row of A corresponds to mth sequence pm(t), as is evident from (5.21). Therefore, pm(t)
should be i) different to provide different linear combinations of Xk(f), ii) result in a sensing
matrix that ensures recoverability of Xk(f) from y[n], e.g., in terms of the CS conditions
stated in Section 2.2. This being said, pseudo-random binary sequences such as Kasami,
Gold and m-sequences are considered particularly well suited candidates [288].
Number of sampling channels M . Finally, the number of sampling channels M defines
the total sampling rate Mfs as well as the number of measurements in CS formulation (5.19),
(5.22). It has been demonstrated that in the noise-free setting the necessary and sufficient
condition for exact signal recovery is M ≥ 2K.
5.3.1.4 Spectrum recovery
Having determined the relation between the low-rate receiver output y[n] and the wideband
input s(t), we now show how one can recover S(f) from y[n], provided that M ≥ 2K,
fs ≥ fs ≥ B and
∑
k
Bk W . Note that recovering of S(f) is tantamount5 to recovering z[f ].
Therefore, in the following we limit our discussion to the point of obtaining z(f) from y[n],
considering separately: i) recovery under minimal conditions fs = fp ≈ B, referred to as the
basic configuration, and ii) the expander scheme with fs = (2k + 1)fp, k ≥ 1 ∈ Z. Generally,
in both cases we assume that fp ≈ B. As a result, each Xk(f) contributes a single non-zero
to z(f) for any given f ∈ Fs. Therefore, z(f) is maximally K-sparse with respect to any
particular frequency f ∈ Fs. However, since each sub-band can be split between up to two
adjacent spectral cells, the overall sparsity order with respect to the entire frequency range
Fs is upper bounded by 2K.
5When z[f ] is known and the conditions described above are fulfilled, one can obtain S(f) by shifting the
spectrum cells z`(f) back by −`fp.
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Recovery with fs = fp. We begin by noting that (5.22) and (5.19) correspond to the
IMV problem (2.39) that arose in the context of SI union of sub-spaces model discussed in
Section 2.4. We can use therefore the continuous-to-finite (CTF) block [137] to reduce it
to the MMV recovery problem, as exemplified by (2.40)–(2.41). To do so, we first compute
from y[n] an observation covariance matrix R as
R =
∞∑
n=−∞
y[n]yH[n] =
∫
f∈Fs
y(f)yH(f)df. (5.23)
Substituting (5.19) into (5.23), we obtain
R =
∫
f∈Fs
Az(f)zH(f)AHdf = ARzA
H, (5.24)
where Rz =
∫
f∈Fs
z(f)zH(f)df is an L× L covariance matrix of z(f) that has at most 2K
non-zero rows and columns. Following (2.40), we can now construct a frame V whose column
space is the span of y(f) by decomposing R such that
R = V V H. (5.25)
Obtained frame V can then be used to find the support6 S(z(Fs)) = S(z[n]) by solving
V = AU for the sparsest U [137], e.g., applying available MMV recovery algorithms such as
the SOMP [134]. Once S(z[n]) is found, the elements of z[n] are given by
zi[n] =
 aHi aiy[n], i ∈ S(z[n])0 otherwise , (5.26)
where an denotes the nth column of A. Vector entries zi(f) can be found by computing the
DTFT of zi[n]. Alternatively, one can recover them directly from the DTFT of y[n].
Recovery with fs = p(2k+1)fp. Consider now the case when fs = (2k+1)fp and fp ≈ B
which corresponds to the right-hand side of Figure 5.8. We see that Fs in this case is
comprised of p = 2k + 1 spectral cells of width fd, each contacting different shifted copies of
Xk(f). Hence, we cannot directly represent y(f) via z(f) anymore. We note, however, that
ym(f + ifp) =
L0∑
`=−L0
cm,`S(f − (`− k)fp) =
L0−i∑
`=−L0−i
cm,`+iS(f − `fp), (5.27)
where i = −k, . . . , 0, . . . , k. This means that from the output ym[n] of a single physical
6We denote the overall support of z(f) by S(z(Fs)), whereas the notation S(z(f)) indicates the support
with respect to each particular frequency f ∈ Fs.
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sampling channel we can obtain p ≤ L virtual channel outputs ym,i. We can do so by
modulating ym[n] to ifp, low-pass filtering it with a cut-off fp/2 and then decimating the
result by a factor of p.
Since all ym,i[n] result from a single mixing sequence pm(t), this yields a partially circulant
structure of the sensing matrix A whose (m− k)th to (m+ k)th rows are given by
[A]m−k:m+k =

cm,L0−k+1 · · · c∗m,L0 · · · cm,−k · · · cm,L0−k
c∗m,L0 · · · c∗m,L0−k · · · cm,0 · · · cm,L0
c∗m,L0−k · · · c∗m,L0−2k · · · cm,k · · · c∗m,L0−k+1
 . (5.28)
Once ym,i are obtained, we can form (5.22) by collecting them together into a single vector
y[n] = [y1,−k[n], y1,0[n], y1,k[n], y2,−k[n], . . . , yM,k[n]]H
of length Mt = pM , where M is the number of physical sampling channels according to the
block-scheme from Figure 5.6, and composing A from cm,` according to (5.28). From this
point on, the recovery of z(f) from y[n] can proceed as before in the basic configuration.
5.3.1.5 PSD recovery
It has been recently shown that besides reconstructing the full spectrum S(f) (or equivalently
the time-domain signal s(t)), one could also directly recover the signal’s PSD from the sub-
Nyquist samples y[n], provided that s(t) is wide-sense stationary [256], [257], [282]. Note
that the power spectrum of s(t) is the Fourier transform of its autocorrelation function
Ps(f) =
∫ ∞
−∞
rs(τ)e
−2pifτdτ =
∫ ∞
−∞
E {s(t)s∗(t− τ)} e−2pifτdτ = E{|S(f)|2} . (5.29)
Consequently, the frequency supports of Ps(f) and S(f) are the same. We also observe that
E {S(f1)S∗(f2)} =
 Ps(f1), f1 = f20, otherwise . (5.30)
Consider now the spectral autocorrelation matrix R
(a)
z (f) defined as
R(a)z (f) = E
{
z(f)zH(f)
}
, (5.31)
where the elements of z(f) are given by (5.20). Similar to the covariance matrix Rz in (5.24),
R
(a)
z (f) is a diagonal L× L matrix. However, while the `th diagonal element of Rz contains
the energy of the `th spectral cell, the diagonal elements of R
(a)
z (f) are given by
[R(a)z ](`,`)(f) = Ps(f − `fp). (5.32)
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Given (5.32), we can relate the unknown PSD Ps(f) to the known correlation functions
of the compressed measurements y[n] as
R(a)(f) = E
{
y(f)yH(f)
}
=
∞∑
nτ=−∞
Ry[nτ ]e
−2pifnτ = AR(a)z (f)A
H, (5.33)
where Ry[nτ ] = E
{
y[n]yH[n− nτ ]
}
and nτ represents the (discrete) delay.
Due to the fact that R
(a)
z (f) is diagonal, we can vectorize R(a)(f) to obtain
r(a)(f) = vec
(
R(a)(f)
)
= (A∗ ⊗A)r(a)z (f) = (A∗ A)rs(f), (5.34)
where r
(a)
z (f) = vec
(
R
(a)
z (f)
)
, rs(f) = diag
(
R
(a)
z (f)
)
, while ⊗ and  denote the Kronecker
and the Khatri-Rao products, respectively. What is left is to determine rs(f) from r
(a)(f)
for each f ∈ Fp. We notice that (5.34) is similar to (5.19), since each rs(f) is at most
K-sparse. We can approach it the same way we have approached (5.19), e.g., by applying
the CTF block (5.23)-(5.25). Furthermore, it has also been noted that, if N/2 < M , (5.34)
is over-determined and, as such, can be solved without the sparsity constraint [256], [257].
5.3.1.6 Sensing matrix analysis
Written in a matrix form, the relation between the (discrete) low-rate output of the MWC
and its wideband analog input can be seen as a rather typical CS system. To solve it, we can
either consider each output sample y[n] individually or apply the MMV recovery strategy
that employs the CTF block, as described above. In any case, the sensing matrix A in (5.22)
has a similar meaning as in a regular CS system considered in the first part of this thesis.
With traditional sensing matrix CS metrics, such as the RIP and the matrix coherence, being
examined in [288], here we briefly look into the spread of the OSNR in the MWC.
According to the analysis performed in Chapter 3, the application of A to z(f) results
in a spread of the effective signal energy in y(f) with respect to the support S(z(Fp)).
Formally, we define the signal energy at the output of the MWC as
EO =
∥∥∥∥∥∥∥
∫
f∈Fp
|Az(f)|2df
∥∥∥∥∥∥∥
1
, (5.35)
whereas the input signal energy is given by
EI =
∫
f∈F
|S(f)|2df =
∥∥∥∥∥∥∥
∫
f∈Fp
|z(f)|2df
∥∥∥∥∥∥∥
1
=
∑
`
E`, (5.36)
where E` =
∫
f∈Fp
|z`(f)|2df .
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Single active sub-band. Consider a single active sub-band with a central frequency fc, a
bandwidth B and a total energy EI =
∫
f∈F1 |X1(f)|2df . When fc = qfp, X1(f) contributes
to a single non-zero entry of z(f) only, namely to zq(f). Then, (5.35) transforms into
EO =
M∑
m=1
∫
f∈Fp
|am,qzq(f)|2df =
M∑
m=1
|am,q|2
∫
f∈Fp
|zq(f)|2df = ‖aq‖22EI, (5.37)
where aq indicates the qth column of A. We notice that, as to be expected, (5.37) corresponds
to the result (3.15) obtained for the case of a 1-sparse input in a canonical CS setting. When
fc 6= qfp the signal bandwidth B gets split between two adjacent cells with indices q1, q2 in a
ratio B1/B2 where B1 +B2 = B. For a signal with a rectangular energy spectrum envelope,
this means that Eq1 =
B1
B EI = EI −Eq2 . For an energy spectrum with an arbitrary envelope
g(f), f ∈ Fp, we generally have that Eq1 =
∫−B/2+B1
−B/2 |g(f)|2df∫B/2
−B/2+B1 |g(f)|
2df
Eq2 .
Since fp ≥ B, the two signal parts do not overlap in Fp which allows us to compute EO
EO =
M∑
m=1
∫
f∈Fp
|am,q1zq1(f) + am,q2zq2(f)|2df =
M∑
m=1
∫
f∈Fp
(|am,q1zq1(f)|2 + |am,q2zq2(f)|2) df
=
M∑
m=1
(|am,q1 |2Eq1 + |am,q2 |2Eq2) = ‖aq1‖22Eq1 + ‖aq2‖22Eq2 . (5.38)
Assuming rectangular spectral mask, we simply have that Eo =
(‖|aq1 |‖22B1B + ‖|aq2 |‖22B2B )EI.
Expressions (5.37), (5.38) show that in the case of a single active sub-band the output
signal energy depends on the support of z(f) through the energies of the corresponding
Fourier coefficients of pm(t) (note that in the basic setting |am,q|2 = |cm,q|2). Furthermore,
in the case of sub-band splitting, for a fixed support the actual value of EO depends on the
proportion in which the signal energy gets split between the spectral cells.
Example 5.20
In this example, we numerically investigate the spread of the output signal energy
in the MWC for the case of K = 1 active signal sub-bands with fp ≈ B. We do so
for two choices of mixing sequences pm(t): pseudo-random Rademacher sequences (±1
sequences with equal probability of observing +1 or −1) and maximum-length or simply
m-sequences obtained as an output of a linear feedback n-bit shift register with an
exclusive-or (XOR) gate on the tap bits [289]. In both cases, the sequence length is set
to L = 2n − 1 = 127 while the total number of output channels is Mt = pM . For the
m-sequence generation, to obtain M different sequences we use M different (random)
register initializations. We then evaluate the energy spread for 100 realizations of the
sequence sets {pm(t)}Mm=1.
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Figure 5.9: Spread of the signal energy at the output of the MWC depending on the choice of the
mixing sequences pm(t) for L = 127 and K = 1: cv(EO) as a function of the expanding coefficient p for
Mt = pM = 45 (a) and cv(EO) as a function of Mt for M = 3. The value of the expanding coefficient p
defines the number of physical sampling channels used, e.g., p = 1 means that M = Mt = 45, while for
p = 45 and Mt = 45 we have that M = 1.
Figure 5.9a demonstrates the mean and the (10 − 90)% area of the coefficient of
variation of EO over the central frequency fc of the active sub-band as a function of the
expanding coefficient p for a fixed total number of channels Mt = pM = 45. Figure 5.9b,
on the other hand, shows cv (EO) as a function of Mt = pM for a fixed number of
physical sampling channels M = 3. Note that p = 1 means that fs = fp and M =Mt,
whereas p = Mt implies that a single physical sampling channel is expanded into Mt = p
virtual ones. For comparison, we show the results for two different spectral masks g(f),
a Guassian and a rectangular one. First, we see that different sets of Rademacher mixing
sequences vary significantly with respect to the spread of the signal’s energy, which
indicates that the choice of an actual realization makes a difference when one wishes to
minimize the effect of the OSNR spread in the MWC. For m-sequences, however, the
situation is radically different. Since m-sequences are designed to have a flat spectrum,
for any given n all Fourier coefficients cm, have the same magnitude but for cm,0, which
is 2
n
2 times smaller than the rest. Therefore, it is irrelevant which particular realization
is taken: they all have exactly the same |cm,|. Furthermore, this means that in case of
a single active sub-band the spread of the signal’s energy with m-sequences occurs only
due to this single direct current (DC) component cm,0. In other words, only a small
fraction of possible input signals is subject to an attenuation at the output, while for
the majority of possible inputs EO = EI, which shows itself in lower values of cv(EO).
Interestingly, for both types of mixing sequences the energy spread generally increases
for larger values of the expanding coefficient p. Finally, we see that the spread of EO
depends not only on the realization of the mixing and sampling steps but also on the
type of the spectral mask used.
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Multiple active sub-bands. In case of multiple active sub-bands, we have that
EO =
M∑
m=1
∫
f∈Fp
∣∣∣∣∣∣
∑
q∈S(z(Fp))
am,qzq(f)
∣∣∣∣∣∣
2
df, (5.39)
which in general case one cannot simplify any further. We could, however, upper bound EO
EO ≤
M∑
m=1
∫
f∈Fp
 ∑
q∈S(z(Fp))
|am,qzq(f)|
2 df ≤ M∑
m=1
∫
f∈Fp
∑
q∈S(z(Fp))
|am,qzq(f)|2df
=
∑
q∈S(z(Fp))
M∑
m=1
|am,q|2
∫
f∈Fp
|zq(f)|2df =
∑
q∈S(z(Fp))
‖aq‖22Eq. (5.40)
5.3.2 Direct compressive coarse energy sensing
Expression (5.19) binds the known spectrum of the low-rate MWC output to the unknown
spectra of the bandpass signal components z`(f) = S(f−`fp), f ∈ Fp. Therefore, determining
the support of z`(f) on Fp is tantamount to coarse spectrum sensing at the resolution of
fp [276]. Recall the discussion of the coarse WSS in Section 5.2.2.1. Representing S(f) via
z(f) is equivalent to dividing W into a set of sensing channels Cn (e.g., as in Figure 5.3)
with bandwidths fp and central frequencies `fp. The difference is that the sensing resolution
in the MWC is defined by the hardware setting of the mixing sequences’ period Tp rather
than by applying a (digital) filter-bank whose parameters can be adjusted arbitrarily. Thus,
one could use the spectrum recovery strategy described above to determine the support
of z(f), that, in terms of the coarse WSS, determines the indices of the occupied sensing
channels Cn. One could also first reconstruct the full spectrum S(f) or the PSD P (f) and
then perform the sensing, e.g., coarse or fine [257], [274], [275], [280], [290]. Here, we propose
an alternative approach where we formulate the recovery step directly as a coarse energy
detection problem. It avoids full signal/spectral recovery and, similarly to the case of PSD
recovery, can potentially by applied with a densely occupied spectrum.
From (5.24), it is easy to see that the diagonal elements of Rz =
∫
f∈Fp
z(f)zH(f)df contain
the energies of the corresponding bandpass signal components since
[Rz](`,`) =
∫
f∈Fp
|z`(f)|2df =
∫
f∈Fp
|S(f − `fp)|2df = E`. (5.41)
The non-diagonal elements [Rz]k,j:k 6=j , on the other hand, represent cross-correlation terms
between kth and jth signal components. Hence, when the signals within the individual
sub-bands are uncorrelated, Rz becomes a diagonal matrix with K˜ ≤ 2K non-zero elements.
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Vectorizing the covariance matrix R =
∞∑
n=−∞
y[n]yH[n], we can obtain
r = vec(R) = (A∗ ⊗A)rz = (A∗ A)ε, (5.42)
where rz = vec(Rz) and ε = diag(Rz) is a K˜-sparse vector of length L that contains the
energies E`, i.e., ε` =
∫
f∈Fp |z`(f)|2df where ` = −L0, . . . , L0. We notice that (5.42) is
reminiscent of (5.34). However, contrary to (5.34), here it is a finite-dimensional problem
that can be solved at once, e.g., we can recover ε by solving the following recovery problem
εˆ = arg
(
min
ε
‖ε‖1
)
s.t. r = (A∗ A)ε. (5.43)
where r = vec(R) and ε = diag(Rz).
Consider now an L× 1 binary occupancy vector b from (5.6) with elements that are now
defined as
b` =
 1, if E` > 00, otherwise . (5.44)
We have that b` = 0 ∀` : E` = 0 and ‖b‖0 = |S(ε)| where S(ε) contains the indices of the
spectral cells that have signal energy. Therefore, once S(ε) is estimated one can detect the
presence of the signal’s energy in the `th sensing channel C` (represented by the `th spectral
cell), either by directly interpreting S(ε) as the detector output or by additionally comparing
the recovered energies εˆS(ε) with a predefined threshold. This yields two coarse multiband
energy detectors (MEDs), decision rules for which are given below.
Non-parametric direct decision rule (DDR). Since the support S(εˆ) contains the
positions of the non-zero entries of εˆ, the decision rule for signal detection can be simply
given by
bˆ` =
 1, if ` ∈ S(εˆ)0, otherwise . (5.45)
Note that (5.45) yields a non-parametric detector as the binary occupancy vector b is
obtained as a by-product of the recovery step (5.43). In the following, we refer to (5.45) as
the C-DDR where C stands for compressive.
An application of C-DDR results in the coarse estimation of the spectral support
Fcs =
⋃
i∈S(εˆ)
[
2i− 1
2
fp,
2i+ 1
2
fp
]
.
Similarly to (5.5), when the support S(εˆ) is estimated correctly (i.e., S(εˆ) = S(ε)), the
difference δf between the actual and the course spectral supports is bounded as
0 ≤ δf = λ∗(Fcs )− λ∗(Fs) ≤ Kfp. (5.46)
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In the presence of erroneous estimates when S(εˆ) 6= S(ε), a false alarm occurs in case of
S(εˆ)\S(ε) 6= ∅ whereas a missed detection happens when S(ε)\S(εˆ) 6= ∅. Hence, the spectral
occupancy estimation error δf in this case is
0 < δf ≤ (|S(ε)	 S(εˆ)|+ |S(ε) ∩ S(εˆ)|) fp. (5.47)
Energy-based decision rule (EDR). Given the vector of energy estimates εˆ, we can
also apply a classical thresholding, such as in (5.3), to determine the entries of the binary
occupancy vector b, namely
bˆ` =
 1, if εˆ` > ζ0, otherwise , (5.48)
where ζ is some threshold whose value is defined in advance. Note that (5.48) converges to
(5.45) for ζ → 0. Following our notations, we refer to (5.48) as C-EDR.
The main difference of C-EDR from C-direct decision rule (DDR) is that, although a false
alarm in C-EDR can still only occur when there are erroneous support estimate entries, a
missed detection is now possible even when the support is estimated correctly. On the other
hand, when there are erroneous entries in S(εˆ) the thresholding in (5.48) allows reducing
the false alarm probability below what is achievable by applying (5.45).
5.3.3 Numerical study
To evaluate the performance of the coarse wideband sensing from sub-Nyquist samples, we
perform a series of numerical experiments comparing different MEDs.
5.3.3.1 Simulation setup
We generate test multiband signals S(f) in the frequency domain by representing the Nyquist
range W with a dense grid of LN equidistant points. Each test signal is comprised of K
non-overlapping active sub-bands of equal bandwidth B such that
S[nfg] =
σs,kg[nfg − fc,k]eφ[nfg], n ∈ [ak, bk]0, otherwise , (5.49)
where fg =
W
LN is the frequency grid step, g[nfg] represents a (discrete) spectral mask,
and ak =
〈
fc,k−B/2
fg
〉
, bk =
〈
fc,k+B/2
fg
〉
, n ∈ Z. The values of φ, σs,k and fc,k are drawn
independently at random from uniform distributions U(−pi, pi), U(0.7, 1) and U(B/2,W −
B/2), respectively. The elements of the M × L sensing matrix A are computed as Fourier
coefficients of the underlying mixing sequences that are generated as i.i.d. Rademacher
random variables. The total number of sampling channels is M = 30, which yields the
total sampling rate that is 30/127 ≈ 25% of Nyquist. In the presence of wideband additive
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Signal
parameters
Sampling
parameters
Considered multiband sensing methods
K ∈ [1, 6] L = 127 ≤W/B C-DDR (5.45) proposed compressive MED
W/B = 132 fp =
W
L C-EDR (5.48) proposed compressive MED
g[nfg] = e
− 18(nfg)
2
B2 fs = fp C-PSD [257] compressive PSD-based MED
N = 51 M = 30 Nyq-ref Nyquist-rate MED
Table 5.2: List of simulation parameters and considered multiband sensing methods
Total observed bandwidth W GHz 2 2 5 5
Sub-band bandwidth B ≥ Bk MHz 15.15 20 20 10
Number of spectral cells L ≤W/B 127 95 247 495
Sampling rate fs = fp = W/L MHz 15.75 21.05 20.25 10.1
Total sampling rate Mfs MHz 472.5 631.5 607.29 303
Mixing sequence bandwidth Lfp GHz 2 2 5 5
Table 5.3: Examples of possible parameter values for different choices of W and L.
noise w[nfg], we model w[nfg] as i.i.d. circularly symmetric complex Gaussian variables
with variance σ20 where the input SNR is defined as ηI = EI/KNσ
2
0. The values of the
parameters used throughout the simulations can be found in Table 5.2. Note that for
performance evaluation of multiband detection the actual values of W and B are largely
irrelevant. Nevertheless, in Table 5.3 we give some examples of possible parameter values
that result from different choices of W and L.
We study the performance of the proposed compressive energy detectors C-DDR and
C-EDR by comparing them with related coarse wideband sensing methods. One of these is an
energy-based multiband coarse sensing performed on the signal’s PSD reconstructed from the
sub-Nyquist samples y[n] [257], which we refer to as C-PSD. In C-PSD, we first reconstruct
the PSD of the input signal according to the procedure presented in Section 5.3.1.5. We then
split the recovered PSD into L non-overlapping consecutive blocks of bandwidth fp and apply
the energy-based sensing in each of them, as described in Section 5.2.2.1. For PSD recovery
from sub-Nyquist samples in C-PSD we apply the SOMP, whereas for energy recovery in
C-DDR and C-EDR we use the OMP. The number of the active signal sub-bands is assumed
to be known and is used for defining a stopping criterion7 for the recovery algorithms.
Note that we do not specifically consider here an approach where we first reconstruct the
time-domain Nyquist-rate signal samples and then compute the frequency or power spectrum
from them, since it has been already shown to provide a worse performance than direct
7Note that since the sparsity order is upper bounded by 2K we use double the number of sub-bands as a
maximum number of iterations.
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PSD recovery as in C-PSD [257]. As a second reference method, we consider energy-based
multiband sensing from the Nyquist-rate input, which proceeds according to the same coarse
detection strategy as in C-PSD; we refer to it as Nyq-Ref. The four considered MEDs are
also summarized in Table 5.2.
Finally, we note that the application of C-EDR, C-PSD and Nyq-Ref requires setting a
detection threshold ζ. Conventionally, the threshold for energy detection is chosen based on
a desired false alarm rate (in case of wideband multiband sensing that would be per channel
false alarm rate), provided that the noise statistics is known at the detector. In a sub-Nyquist
multiband setting, however, such an approach encounters certain difficulties. Thus, while
the input noise statistics might be available, at the detection step one is dealing with a
reconstruction error rather than the input noise itself. Therefore, instead of attempting to
evaluate the “noise” PDF after the reconstruction, we rely on the assumption that the power
of the reconstruction error is bounded [18] in proportion to the input noise level and set the
threshold ζ as ζ = κNσ20 where κ > 0 is varied.
5.3.3.2 Single occupied spectral cell
We begin by considering a single active signal sub-band with a central frequency that is
an odd multiple of fp/2, meaning that it always occupies exactly one spectral cell, i.e.,
|S(z (Fp))| = K = 1. We first study the SRR defined by (5.12). Figure 5.10a shows average
SRR as a function of the ISNR for Rademacher mixing sequences. We see that the Nyq-Ref
detector is expectedly superior to compressive methods. Among the compressive detectors
on the other hand, the C-DDR outperforms the rest while C-EDR and C-PSD demonstrate
largely similar performance. Note however, that these and all the following results for
Nyq-Ref and both compressive methods using thresholding correspond to the case when
the noise variance is perfectly known to the detector, which provides a possibility to set
the detection threshold appropriately. In more practical scenarios of noise uncertainty, the
performance of the threshold-based detectors is likely to deteriorate, which is not the case
for C-DDR as it does not explicitly rely on the knowledge of the noise statistics. On the
other hand, for compressive approaches we expect performance variations over the support
of the input signal (the central frequencies of the signal sub-bands) due to the spread of
the effective SNR at the receiver output, as discussed in Chapter 3. Thus, Figure 5.10b
depicts the SRR for the C-DDR detector against the OSNR in a form of a scatter plot at
a fixed ηI value, e.g., each point on the graph represents a distinct signal support with a
corresponding ηO. One can clearly discern a familiar trend here, namely that higher effective
SNRs at the receiver output tend to yield higher recovery rates. Note that for Nyq-Ref we
have that ηO = ηI = 3 dB while SRR = 1 irrespective of the signal support. Interestingly, the
average effective SNR difference between the Nyquist and sub-Nyquist rate systems observed
in Figure 5.10b (≈ 5 dB) corresponds to an average difference in the ISNR between C-DDR
and Nyq-ref SRR curves from Figure 5.10a.
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Figure 5.10: Support recovery rate as a function of the SNR for Rademacher mixing sequences with p = 1
and a single active sub-band occupying a single spectral cell: average SRR vs. ISNR (a) and support-specific
SRR for C-DDR vs. corresponding OSNR for ηI = 3 dB. For detection threshold we set κ = 0.1.
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Figure 5.11: Individual (per sensing channel) (a) and total (b) ROC curves for Rademacher mixing
sequences with p = 1 and several ISNR values.
We now turn to examining the false alarm and correct detection probabilities. Figure 5.11a
presents the average (among sensing channels) receiver operating characteristicss (ROCs),
i.e., a posterior probability of correct detection Pd,` versus a posterior probability of false
alarm Pfa,`, per sensing channel for three different values of ISNR. Note that since C-DDR
does not require setting a threshold, it is represented by a single point for each SNR. We
also note that probabilities of false alarm and correct detection for C-EDR, C-PSD do not
span the whole range from zero to one. The reason behind this is that their performance is
bound to the support recovery performance of the underlying recovery method, i.e., a false
alarm can only occur if S(zˆ(Fp))\S(z(Fp)) 6= ∅. A missed detection, on the other hand,
can happen either if S(z(Fp))\S(zˆ(Fp)) 6= ∅ or if S(z(Fp))\S(zˆ(Fp)) = ∅ and the detection
threshold ζ is set too high. This also explains why, at equal SNRs, both the false alarm
and correct detection rates for C-EDR tend to decrease with the increase of the detection
threshold from the value produced by C-DDR. Contrary, the reference Nyq-Ref detection
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Figure 5.12: Support recovery rate vs. ISNR vs. relative position of the signal sub-band fnc = fc −
⌈
fc
fp
⌉
fp
with respect to the center of the spectral cell nfp for C-DDR (a) and Nyq-Ref (b) detectors.
scheme that corresponds to the Nyquist-rate sampling has rather traditional ROC curves
that support its superiority to compressive methods. However, the ROC curves for the total
posterior probabilities of correct detection Pd and false alarm Pfa presented in Figure 5.11b
show already a different trend. For the reference Nyquist-sampled scheme it is characterized
by the inversion of the characteristic for high false alarm rates and overall performance
deterioration with regard to the SNR that is consistent with what we observed in our toy
example in Figure 5.5. Contrarily, the character of ROC curves for C-DDR, C-EDR and
C-PSD does not seem to be affected. This is largely due to the above mentioned property
of sparse recovery based detectors which manifests itself in the fact that a detection error
occurs only in the case of a wrongly estimated support.
5.3.3.3 Two occupied spectral cells.
So far, we have considered a single signal sub-band that occupies a single spectral cell,
meaning that no energy splitting is taking place. In order to study how the position of the
signal sub-band influences the detection performance, we change the central frequency of the
active signal sub-band with respect to the center of the nearest spectral cell and compute the
SRR for different values of the ISNR, which we depict in Figure 5.12 in a form of a color plot:
Figure 5.12a shows the results for the proposed C-DDR detector, while Figure 5.12b presents
SRR for Nyq-Ref scheme. In line with our expectations, the best performance with respect to
SNR for both detectors corresponds to fc ∈ {nfp}Nn=1, i.e. when the whole sub-band’s energy
is contained within exactly one spectral cell. However, it drops rapidly with the deviation
from this optimal position, while starting to raise again after the relative central frequency
exceeds a certain value, albeit at higher SNRs. To understand this peculiar behaviour, let us
examine what happens when the signal sub-band center starts moving away from the center
of the spectral cell (aka sensing channel) in greater detail. We saw that when fp ≈ B and
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Figure 5.13: Support recovery rate for a single active sub-band that either occupies a single spectral cell
or has an arbitrary central frequency chosen uniformly at random from F .
fc /∈ {nfp}Nn=1 the signal energy gets split between two neighbouring spectral cells. This
formally yields two occupied cells and, subsequently, two non-zero entries in the binary
occupancy vector b. However, for relatively small deviations (depending on the spectral
mask used) one of the cells contains a considerably smaller portion of the signal energy than
the other. This means significantly different effective SNR within the cells. As a result, only
the cell containing a larger part of the signal’s energy is detected in the considered ISNR
range, hence we observe a 50% recovery rate in the area around the optimal center frequency.
At some point, the part of the signal’s energy in the second cell becomes large enough to
allow the effective SNR in both cells to approach the level required for correct detection.
This, however, requires a larger input SNR, compared to the case of a single occupied cell,
since the ISNR is independent of the signal sub-band position. The same mechanism applies
for both C-DDR and Nyq-Ref; the difference between the two being that the latter tolerates
lower ISNRs.
To evaluate average performance degradation due to the unknown sub-band location
Figure 5.13 demonstrates the SRR averaged over 30 different sub-band locations where fc
is chosen uniformly at random from a set of LN values. We see that unknown sub-band
location produces a significant overall performance deterioration, compared to the case
when one it coincides with one of the spectral cells’ locations. These results support our
intuition (recall Example 5.18) that the signal sub-band splitting negatively affects the
overall detection accuracy irrespective of the detection method used. Note, however, that
if a presence of a small fraction of the active sub-band’s energy (e.g., this happens when
most of the energy belongs to one spectral cell and only an insignificant fraction of it to the
neighbouring cell) gets undetected, it does not necessarily mean a significant negative effect
on further processing.
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5.4 Sparsity order estimation from sub-Nyquist samples
Having investigated the sub-Nyquist sampling framework and the approaches to multiband
energy sensing from sub-Nyquist samples, we complete this chapter by taking one step back
to the discussion on the sparsity order estimation (SOE) in Chapter 4 and showing how the
SOE methods proposed there apply here.
5.4.1 SOE for multiband signals
As a a brief reminder, we begin with repeating the main expressions relating the wideband
input s(t) with the discrete narrowband outputs y[n]. Thus,
y(f) = Az(f), f ∈ Fs, (rep. of (5.19))
where the mth element of y(f) is the DTFT of the mth MWC output and z(f) is an
unknown length-L vector with `th element
z`(f) = S(f − `fp), f ∈ Fs. (rep. of (5.20))
In time domain, we have that
y[n] = Az[n]. (rep. of (5.22))
5.4.1.1 Sparsity order of z[n]
From (5.20), it is clear that only those entries of z(f ∈ Fs) that correspond to the spectrum
cells containing signal energy are non-zero. As discussed above, since fp ≥ B one narrowband
bandpass signal xk(t) can potentially contribute only to up to two consecutive spectral cells.
The total sparsity order of z(f), which we denote as Kz, is determined by the number of
spectrum cells that are at least partially occupied and for a complex-valued multiband signal
it is upper bounded8 by 2K and lower bounded by K (i.e., K ≤ Kz ≤ K). Since z[n] is
merely an IDTFT of z(f), only those of its elements are non-zero that correspond to the
non-zero elements of z(f) and hence it is also Kz-sparse. Note that the sparsity order Kz
depends not only on the number of signals K but also on the values of the central frequencies
fc,k as well as the bandwidths Bk, as illustrated by Figures 5.4 and 5.12.
5.4.1.2 Observation covariance matrix analysis
Following (4.2), consider an observation covariance matrix Ry
Ry =
∞∑
n=−∞
y[n]yH[n] =
∫
f∈Fs
y(f)yH(f)df =
∫
f∈Fs
Az(f)zH(f)AHdf = ARzA
H, (5.50)
8Note that the sparsity order of z(f) with respect to each particular f ∈ Fs is upper bounded by K since
two parts of Xk(f), when split into two spectral cells, do not overlap in Fs.
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where Rz is an L× L matrix with entries
[Rz]k,j =
∫
f∈Fs
zk(f)z
∗
j (f)df. (5.51)
We established before that the diagonal elements ofRz contain the energy of the corresponding
spectrum cells and, therefore, [Rz]j,j 6= 0 if and only if j ∈ I, where I is defined by
I =
K⋃
i=1
{[±ai
fs
]
+ L+ 1,
[±bi
fs
]
+ L+ 1
}
, (5.52)
and [·] denotes rounding to the nearest integer. The non-diagonal elements [Rz]k,j:k 6=j
represent cross-correlation terms between kth and jth spectral cells, where [Rz]k,j 6= 0 if and
only if k, j ∈ I. Therefore, the rank of Rz is equal to the cardinality of the index set I so
that rank (Rz) = |I| = Kz. Furthermore, it is shown in [202] that if the sensing matrix A
has a Kruskal-rank9 of at least Kz, then rank(Ry) = rank(Rz) = Kz. This way the sparsity
order Kz can be estimated as an effective rank of the observation covariance matrix Ry.
5.4.2 SOE with noisy observations
In practice, the wideband signal s(t) is inevitably contaminated by a wideband signal noise
nw(t) at the receiver input and (possibly) by a narrowband measurement noise nm[n] at the
sampler so that
y[n] = Az[n] + nz[n], where (5.53)
nz[n] = Ans[n] + nm[n]. (5.54)
Here, ns[n] is an L-length vector with `th element being the IDTFT of the part of the
wideband noise nw(t) corresponding to the `th spectrum cell shifted to the origin. Taking
into account (5.53) and (5.54), the covariance matrix of the noisy observations becomes
Ry = ARzA
H +Rnz = ARzA
H +ARnsA
H +Rnm , (5.55)
where Rnz = ARnsA
H +Rnm is the noise covariance matrix. The Rnm and Rns in (5.55)
denote the covariance matrices of nm[n] and ns[n], respectively.
At this point, the expression (5.55) is equivalent to the one derived for the discrete CS
signal model considered in Chapter 4. Therefore, the sparsity order Kz can be estimated
according to the same estimation routine. Namely, we first perform pre-whitening to the
observations y[n] such that
y¯[n] = (Rnz)
−1/2 y[n], (5.56)
9Since krank (A) = spark (A)− 1 [203], the requirement for the rank preservation is fulfilled whenever A
conforms to the CS recovery condition as formulated by Theorem 1.
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where Rnz should either be fully known at the receiver or has to be estimated beforehand,
according to (4.9) for instance. Then, we estimate the effective rank of the sample observation
covariance matrix Rˆy¯ =
1
T
T∑
n=1
y¯[n]y¯H[n], T ≥ Kz, e.g., by applying MOS algorithms.
5.4.3 Numerical demonstration
To demonstrate SOE from sub-Nyquist sampled sparse multiband signals, we perform
numerical simulations following a signal generation approach from previous section. Namely,
we generate the test signals in the frequency domain by representing the continuous frequency
band F by a grid of LNgr equidistant points fn = nfd. The multiband spectrum S[fn] is
then computed as
S[fn] =
 σz,ieφ[fn] fn ∈ [ai, bi)0, otherwise
where for each realization of S[fn]
 φ[fn] are drawn independently from a uniform distribution U(−pi, pi);
 σz,k are drawn from a uniform distribution U(0, 1);
 {ak, bk} = {〈fc,k−Bk/2〉, 〈fc,k+Bk/2〉}, where fc,k ∈ (B/2,W/2−B/2) and 〈·〉 denotes
the operation of rounding to the nearest grid point.
The sensing matrix A is chosen randomly with entries [A]m,p drawn independently
from a complex normal distribution CN (0, 1) for m ∈ [1,M ] and p ∈ [1, L0 + 1], whereas
for p ∈ [L0 + 2, 2L0 + 1] [A]m,2L0+1−p = [A]∗m,p. Both the wideband signal noise and the
narrowband measurement noise are modelled as i.i.d. circularly symmetric Gaussian white
noise vectors with elements with variance σ2s and σ
2
m, respectively, where ς =
σ2s
σ2m
= 1. The
total signal-to-noise ratio is defined as η =
∑
i σ
2
z,i/Mσ
2
0 with σ
2
0 =
1
M trace{AAT}σ2s + σ2m.
Additionally, in order to estimate the noise covariance matrix Rnz for the pre-whitening of
the observations in (5.56), a training set of Ttr = 5 · 103 noise only observations is collected,
whereas the number of time snapshots T used for both the sparsity order estimation and the
simultaneous support recovery is set to 50 (resulting in Ltr = Ttr/T = 100). For the rank
estimation from y˜[n] we use the ETT (α = 10−3) and the EDC.
Figure 5.14 presents the SOE results in terms of the probability of correct order estimation
Pc (Figure 5.14a) and the normalized order estimation error EKz (Figure 5.14b) for the
special case when each source signal xk(t) is confined within a single spectral cell (Kz = K)
as well as for the general case of arbitrary splitting of the source energy (Kz ≤ 2K). We
see that the performance of the order estimation in the latter case is significantly inferior to
the one for the former case. This is primarily due to the two following reasons. Firstly, the
effective sparsity order in the case of no signal splitting is up to two times smaller than in the
general case. Secondly and most importantly, when the signal sub-band is split between two
neighbouring spectral cells its energy gets split as well, as discussed before. Subsequently,
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Figure 5.14: SOE performance in the multiband scenario with respect to SNR: empirical probability of
correct estimation Pc (a) and normalized sparsity order estimation error EK =
Kˆ−K
K
(b). The results are
presented for for the input signal with (Kz ≤ 2K) and without (Kz = K) energy splitting.
although the total signal energy stays unchanged, it becomes distributed between larger
number of eigenvalues which leads to a worse SNR per eigenvalue, which has an effect on
the SOE performance similar to the one it had on the sensing performance.
5.5 Concluding remarks
In this chapter, we investigated the tasks of wideband multiband signal acquisition and
spectrum sensing. As discussed in the beginning, there is a number of possible hardware
solutions available for the reception of wideband multiband signals. They differ by a number
of factors including simultaneous observed bandwidth, the number of RF chains, equivalent
sampling rate, processing requirements, etc. Clearly, each solution has its advantages and
disadvantages and is hence characterized by a distinct set of operational characteristics. This
means that the choice of a particular architecture will likely depend on the specific application
requirements at hand. Here, we have focused on a particular solution: the modulated
wideband converter (MWC), which is a practical receiver architecture for obtaining sub-
Nyquist samples of the wideband input. Its main advantages include simultaneous wideband
reception at a reduced sampling rate, relatively straightforward hardware implementation
compared to other A2I architectures (details on first MWC prototypes are available at [287]),
reconfigurability as well as versatile application range. The main disadvantage of the MWC
is the kind of restrictions it imposes on the types of signals it can operate with. As a receiver
architecture that was developed to deal with signals belonging to sparse unions of subspaces,
it is likely to be ill-fit for more generic scenarios and other signal classes. It also suffers
from other negative effects that are generally common to compressive approaches, such as
the noise folding discussed in Chapter 3. Nevertheless, the MWC presents one of the most
promising solutions to date for sub-Nyquist sampling of sparse analog signals.
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Having the MWC as the underlying receiver architecture, we studied approaches to coarse
energy based multiband sensing. We showed that in the sub-Nyquist sampling framework
one can directly recover signal’s energy from sub-Nyquist samples at the frequency resolution
of the mixing sequences, i.e., without the need to perform full signal or PSD recovery first.
This allows detecting spectral occupancy within the consecutive sensing channels (implicitly)
provided by the sampling hardware. Similar to PSD recovery, the proposed compressive
coarse energy sensing does not require the spectral occupancy to be sparse, provided that
the overall sampling rate is greater than half the Nyquist rate. However, further sampling
rate reduction is only possible under the sparsity constraint. To evaluate the performance of
such a direct compressive multi-channel energy detector (MED), we performed an extensive
numerical study. For various signal scenarios we compared the empirical probabilities of
correct detection, false alarm and missed detection, as well as the support recovery rate of
the proposed approach to those of the related coarse wideband sensing methods based on
multi-channel energy detection. Our results suggest that the direct coarse wideband sensing
slightly outperforms its counterpart which operates on the recovered PSD, provided that the
sensing parameters are equal. A further advantage of this approach comes from the fact that
it can be used without setting an additional detection threshold. One should keep in mind
however, that the spectral resolution of the proposed compressive energy detector is dictated
by the parameters of the sampling scheme and hence it is fixed. This means that its use for
fine WSS is only possible in conjunction with further spectrum/PSD reconstruction.
Finally, we explored the composition of the sensing matrix in MWC with respect to the
spread of the effective signal energy at the output of the sampler, which proved to be largely
in line with the results of our analysis of finite-dimensional CS systems in Chapter 3. We
also demonstrated practical applicability of the rank-based sparsity order estimation from
Chapter 4 in the multiband setting.
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Multiband spectrum sensing and
DoA estimation
6.1 Motivation and related work
In the previous chapter, we discussed how using the modulated wideband converter (MWC)
sub-Nyquist sampling architecture allows one to acquire an analog multiband signal at a
low sampling rate without any loss of information, provided that its frequency support
occupies only a part of the overall bandwidth. We also investigated approaches to multiband
wideband spectrum sensing (WSS) from obtained low-rate sub-Nyquist samples with the aim
of estimating the spectral occupancy of a wideband input across the observed frequency range.
Along with the frequency support of a multiband signal, it is often desirable to estimate
the direction of arrivals (DoAs) of the transmissions within the individual active sub-bands
that constitute it. For example in cognitive radio (CR), having angular information about
incoming transmissions provides a cognitive radio receiver with a sense of direction within
its local neighborhood [238], [284]. This directional sense can then be exploited to help
avoid interference to the primary system or to add a further resource domain. The ability to
estimate DoAs in a multiband setting is also important to passive radar systems that use
so-called “signals of opportunities” potentially originating from radio systems that operate
in different frequency bands [291].
Generally, obtaining angular information requires the use of an antenna array. In view of
compressive acquisition, in addition to an antenna one needs to devise a receiver structure
for sub-Nyquist sampling and develop approaches for the reconstruction of angular and
spectral sub-band locations from the received sub-Nyquist samples. It is worth noting
that an application of sparse recovery and CS ideas to narrowband DoA estimation has
attracted notable attention in the recent years and a variety of approaches for compressive
wavefront sampling in the spatial domain has been described in the literature. A list of
examples includes co-prime [292] and nested arrays [293], sparse random arrays [294]–[297],
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and compressive arrays with linear combining networks [A3], [298], [299]. However, multiband
frequency-angular sensing in a sub-Nyquist sampling framework is significantly less studied
with only a few examples of possible receiver systems available. Thus, a method to estimate
the angular-frequency power spectrum based on a sparsified uniform linear array (ULA)
where each antenna is sampled at a sub-Nyquist rate using the multi-coset sampler (MCS)
is discussed in [300]. Similarly, in [301] and [302] the authors propose antenna systems
for sub-Nyquist acquisition of multiband signals with delay networks at the output of the
antenna elements. Instead of placing an entire MCS at each antenna output, as in [300], they
employ only a few additional delayed channels per antenna, depending on the considered
antenna configuration. After the signal is sampled, the DoAs and the central frequencies of
the individual transmissions are first estimated using MUSIC-based methods and then the
frequency spectrum is reconstructed. An alternative approach is discussed in [303] where an
L-shaped array of isotropic antenna elements is sampled at a sub-Nyquist rate by applying a
single channel of the MWC at each antenna output. The central frequencies, together with
the corresponding DoAs are jointly estimated by using either sparse recovery methods or
classical methods for 2D-DoA estimation. The minimum number of antennas required for
DoA estimation and blind spectrum reconstruction in [301]-[303] is shown to be proportional
to the number of sources, yielding an overall minimal sampling rate consistent with [255].
Finally, the authors in [304] use the MWC channels to sample the outputs of a ULA at a
sub-Nyquist rate, while estimating the DoAs and central frequencies of the signals within the
active signal sub-bands separately. More specifically, they use the output of one antenna with
a full MWC in order to estimate the central frequencies of the active sub-bands whereas the
rest of the antenna outputs, sampled by employing a single MWC channel per antenna, are
used to determine the DoAs. One of the main disadvantages of the methods described above
is that they rely on specific antenna configurations, such as uniform linear or circular element
placement, and assume that the individual elements have isotropic radiation patterns, which
altogether implies a very particular structure of the antenna responses.
In this chapter, we generalize a sub-Nyquist sensing system based on the MWC to be
applicable to (almost) arbitrary antenna arrays. We place several MWC channels at the
output of each antenna element and develop recovery approaches that are largely independent
of the structure of the antenna responses. More specifically, we apply a CS based approach
assuming that the angles of arrival and central frequencies of the source signals lie on some
predefined grid and derive conditions for perfect reconstruction of the angular-frequency
spectrum in a noise-free environment. We demonstrate that using more MWC channels per
antenna provides additional degrees of freedom for the system design, e.g., one can reduce the
number of antennas provided that the source signals do not overlap in frequency. However,
our numerical results indicate that in the presence of signal noise, this trade-off tends to be
asymmetric favoring antennas over the MWC channels.
The material of this chapter is partially presented in [A11], while [A3], [A6] consider the
task of compressive acquisition of RF signals for narrowband DoA estimation.
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6.2.1 Signal model
Input signal. Consider K independent far-field narrowband plane waves impinging on a
wideband N -element antenna array. Each wave is associated with an unknown azimuth1
angle of arrival θk and a baseband complex envelope x¯k(t). The individual transmissions
xk(t) = x¯k(t)e
2pifc,kt are assumed to be uncorrelated, each of bandwidth Bk ≤ B and
modulated to an unknown central frequency fk ∈ F = [0,W ). The signal impinging on the
array can be then written as
x(t) =
K∑
k=1
xk(t) =
K∑
k=1
x¯k(t)e
2pifc,kt, (6.1)
while the continuous angular-frequency spectrum of x(t) is defined as
Px(θ, f) =
K∑
k=1
Xk(f − fc,k)δ(θ − θk), (6.2)
where Xk(f) =
+∞∫
−∞
xk(t)e
−2piftdt is the Fourier transform of xk(t) and δ(θ) is the Kronecker
delta function. Then, we have that Px(θ, f) = 0, ∀f /∈ F and ∀θ /∈ {θk}Kk=1. An example of
Px(θ, f) is illustrated in Figure 6.1.
Definition 9. We define X as the set of all signals x(t) that have structure defined by
(6.1)-(6.2) such that the support of their angular-frequency spectrum is a union of K intervals
in F = [0,W ) of length Bk ≤ B that are located at K angles θk ∈ [−pi, pi].
|Px(θ, f)| θ
fW
−pi
pi
fc,1
θ1
fc,2
θ2
fc,3
θ3
Figure 6.1: An example of an angular-frequency spectrum Px(θ, f) of a complex-valued multiband
signal x(t) comprised of K = 3 active sub-bands located at distinct central frequencies fc,i ∈ [0,W ) with
corresponding DoAs θk ∈ [−pi, pi].
1For the sake of brevity, we assume here that the sources are located in the azimuthal plane of the array
and the impinging waves are co-polarized with it, while an extension to a more general case is outlined in
Section 6.4.
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Received signal. Under the narrowband assumption on the individual signals xk(t) the
Fourier transform of the signal sn(t) received at nth antenna port can be expressed as
Sn(f) =
K∑
k=1
an(θk, fc,k)Px(θk, f), (6.3)
where an(θ, f) is the response of the n-th antenna element as a function of the azimuth
2
angle θ and frequency f . For example, for a uniform circular array (UCA) with isotropic
elements we know that
an(θk, fc,k) = e
2piR/λkcos(θk−ϑn), (6.4)
where λk = c/fk with c = 3 · 108 m/c, ϑn = 2pi(n− 1)/N and R being the array radius. A
collection of the responses from all N antenna elements for some pair (θk, fc,k) constitutes an
array steering vector a(θk, fk) = [a1(θk, fk), a2(θk, fk), . . . , aN (θk, fk)]
T, whereas by a(θ, f)
we denote the array manifold as a function of a (continuous) angle θ and frequency f .
Definition 10. An array manifold a(θ, f) of some N -element antenna array is called
ambiguity-free if any K distinct array steering vectors a(θk, fk) ∈ a(θ, f), k = 1, 2, . . . ,K
are linearly independent for all K ≤ N and fk ∈ F [305].
It is worth noting that for a manifold of an array with isotropic elements to be ambiguity-
free it is required that N > 2. This is due to the fact that the phase offset between any two
isotropic antenna elements is 2pid/cf cos(θ), where d is the distance between the elements.
Thus, for any N = 2 elements there always exists a distinct pair {(θj , fi), (θp, fq)} such that
a(θj , fi) = a(θp, fq). The ambiguity-free property has been shown analytically to be fulfilled
for some special cases, such as narrowband uniform linear or circular arrays [306]. However,
in general it is difficult to verify that a given array is ambiguity-free. At the same time,
numerical evidence suggests that this is not a major concern in the wideband case since
encountering linear dependencies in practically built arrays is highly unlikely.
Definition 11. The set A contains all N -element antenna arrays that satisfy the following
assumptions: (A1) the array manifold is ambiguity-free in a sense of Definition 10; (A2) the
spatial-spectral response of every port a(θ, f) is non-zero almost everywhere.
In the following we describe a receiver system for sub-Nyquist sampling of sn(t) that
allows for perfect reconstruction of Px(θ, f) for any x(t) in X and any antenna with array
manifold a(θ, f) in A, while reducing the sampling rate in each channel below what is
required by the Nyquist sampling theorem.
2Note that, as mentioned above, we consider here a special case when the array response depends on the
azimuth angle θ only. In general, in addition to frequency and azimuth angle of arrival, an is also a function
of the elevation angle of arrival and the polarization state of the incident plain wave.
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s1(t)
yM [n]y1[n]
pM (t)p1(t)
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tn = nTs
LPFs
···
···
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s2(t)
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y2M [n]
···
sN (t)
MWCN
yNM [n]
···
···
Figure 6.2: Block diagram of a multiband antenna system with sub-Nyquist sampling that consists of N
antenna elements, each followed by an M -channel MWC.
6.2.2 Sub-Nyquist receiver system
6.2.2.1 System description
Consider a receiver architecture consisting of N antenna elements followed by N MWCs, as
shown in Figure 6.2. From Section 5.3.1 we know that in MWC the input signal is fed into
M sampling channels where it is multiplied by a Tp-periodic pseudo-random sequence pi(t),
low-pass filtered and sampled at a sampling rate3 of fs with fs = fp = 1/Tp ≥ B [255]. In a
multiple antenna system, the total number of sampling channels is Mt = NM while the total
sampling rate is equal to Mtfs. Generally, the sets of mixing sequences {pi(t)}nMi=(n−1)M+1,
n = 1, 2, . . . , N can be different for different antenna elements. Hence, the received signal in
the mth sampling channel of the nth antenna element is multiplied by the periodic sequence
pd(t), where d = (n− 1)M +m and, due to periodicity,
pd(t) =
∞∑
`=−∞
cd,`e
2pi`fpt, with cd,` =
1
Tp
∫ Tp
0
pd(t)e
−2pi`fptd. (6.5)
6.2.2.2 Frequency domain analysis
Consider the Fourier transform of the analog multiplication y˜d(t) = sn(t)pd(t), i.e.,
y˜d(f) =
∞∑
`=−∞
cd,`Sn(f − `fp). (6.6)
3Although, the sampling rate in MWC can be greater than fp (which results in the expander structure
(5.28)), for the sake of simplicity in the following we consider the basic configuration of fs = fp.
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Substituting (6.3) into (6.6) and taking into account that the input signal x(t) is bandlimited,
we get the following expression for the DTFT of the dth receiver output after sampling
yd(e
2pifTs) =
L0∑
`=−L0
cd,`
K∑
k=1
an(θk, fc,k)Px(θk, f − `fp), f ∈ Fs = [−fs/2, fs/2], (6.7)
where L0 =
⌈fNyq+fs
2fp
⌉ − 1 and fNyq = W . Denote now by yn(f) the vector collecting M
DTFTs of the outputs of nth antenna, i.e., jth element of yn(f) is given by yn,j(f) =
y(n−1)M+j(e2pifTs). Then, we have that
yn(f) = Φn
K∑
k=1
an(θk, fc,k)zk(f), f ∈ Fs, (6.8)
where Φn is an M×L = 2L0+1 matrix with (m, j)th element [Φn]m,j = cd,j−L0−1 = c∗d,L0+1−j .
The unknown vector zk(f) contains `fp-shifted low-passed filtered copies of Px(θk, f) with
zk,j(f) = Px(θk, f − `fp), f ∈ Fs, (6.9)
By concatenating yn(f) into one length-NM vector y(f), we obtain
y(f) = Ψz(f), f ∈ Fs. (6.10)
Here, the unknown vector z(f) is comprised of zk(f) stacked one under another and Ψ is an
NM × LK matrix with (d, g)th entry given by
[Ψ]d,g = cd,`an(θk, fc,k), (6.11)
where g = (k − 1)L+ L0 + `+ 1. Note that, similarly to z(f) in (5.19) the elements of zk
contain spectrum slices of Px(θk, f) of width fs and central frequencies `fp where fp ≥ B.
Thus each Px(θk, f) contributes only one non-zero element to zk(f) for any fixed f ∈ Fs and
the vector z(f) contains at most K non-zeros.
Finally, we can also write (6.10) in the time domain as
y[n] = Ψz[n], (6.12)
where y[n] = [y1[n], . . . , yNM [n]]
T is the receiver output, as indicated in Figure 6.2, while
z[n] is the IDTFT of z(f). Note that (6.10), (6.12) are conceptually similar to (5.19), (5.22);
they differ by the composition of the dictionary Ψ and the exact structure of z(f), z[n].
Expressions (6.9)–(6.12) bind the angular-frequency spectrum of the wideband input x(t)
to the DTFT of the low rate output y[n]. In the following, we present conditions for recovery
of z(f) from (6.10) and provide concrete methods to estimate {θk}Kk=1, {fc,k}Kk=1.
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6.3 Reconstruction approaches
In this section, we develop approaches for estimation of the central frequencies and the
associated DoAs from (6.10). We assume a grid-based approach where the antenna manifold
a(θ, f) is represented by an Nθ ×Nf grid with Nθ points in angle and Nf in frequency.
6.3.1 Minimal sampling rate
Denote by θd = 2pi/Nθ and fd = fNyq/Nf grid steps in azimuth and frequency, respectively,
and suppose that for all k = 1, 2, . . .K the pairs (θk, fc,j) lie on the grid {αθd}Nθα=1 ×
{βfd}β=0Nf , where × denotes the Cartesian set product. Then, we can write (6.10) as
Y (f) = Bw(f), f ∈ Fs, (6.13)
where B is an NM ×NθNfL matrix with its (d, p)th element given by
[B]d,p = cd,`an(αθd, βfd). (6.14)
Here, the index d is the same as in (6.6), namely d = (n− 1)M +m, while p is the grid index
defined by α ∈ [1, Nθ], β ∈ [0, Nf ]) and ` ∈ [−L0, L0] as
p = (α− 1)NfL+ βL+ L0 + `+ 1. (6.15)
Thus, the matrix B in (6.13) is an expanded version of Ψ, i.e., Ψ = B∪
k
Ik(f) where
Ik = {p : α = θk/θd, β = fk/fd, ` = −L0, . . . , L0} is the index set of active atoms in the
expanded dictionary B. Accordingly, the non-zero elements of the sparse vector w(f) are
the non-zeros of z(f) where zk(f) = wIk(f).
Denote by 1 ≤ µ ≤ K the maximum number of distinct indices ` corresponding to the
positions of the non-zeros4 in w(f) and consider the following theorem.
Theorem 7. Let a(θ, f) be an arbitrary array manifold in A and x(t) be an arbitrary signal
in X sampled according to Figure 6.2 with fs = fp ≈ B. In a noiseless environment, the
minimal total number of channels Mt = NM required for perfect recovery of w(f) in (6.13)
for any f ∈ Fs is Mt ≥ 2K with N > K −min(M,µ) + 1, irrespective of Φn as long as it
has full Kruskal-rank for any n = 1, 2, . . . N .
Proof. The proof uses the fact that (6.13) has a unique solution if spark(B) > 2K [10]. The
conditions of the theorem then follow from showing that by choosing appropriate Φn it is
always possible to ensure that any r ≤ 2K-column submatrix of B is full rank, as explained
in details in Appendix B.4.1. 
4Note that when µ < K it means that several transmissions (partially) occupy the same spectral cell
while having different DoAs and/or central frequencies.
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Theorem 7 states that the minimum required number of channels in the proposed system
is 2K resulting in the minimum sampling rate of 2KB. Additionally, it establishes the
conditions under which M > 1 MWC channels can be used to reduce the number of antennas.
Thus, if none of the frequency supports of the source signals overlap, i.e., µ = K, the values
of N and M can be chosen arbitrary such that their product is greater than 2K while
N > 2. However, the more sources occupy a spectrum cell with the same index the fewer
degrees of freedom there are. In the extreme case where all sources share the same spectrum
cell (µ = 1), we can recover only N/2 sources regardless of M . The intuition behind this
observation is that while the antenna array is frequency- and angle-dependent, the MWC
is only frequency-dependent, which means that it is not capable of helping resolving signal
sources that overlap in frequency. Furthermore, Theorem 7 establishes that the matrices
Φn can be identical such that Φn = Φ ∀n = 1, 2, . . . N as long as Φ is full Kruskal-rank.
This means that each antenna can have exactly the same MWC sampling block. It is also
worth noting that Theorem 7 does not impose any specific requirements on the structure of
the antenna responses but the conditions from Definition 11, which are generally desired
features of any antenna system [307]. This being said, the proposed framework even allows
incorporating measured antennas, by applying a measurement-based model according to the
effective aperture distribution function (EADF) [314] for instance.
6.3.2 Parameter estimation
From (6.14) and (6.15), we have that the values of the elements in θ and f are encoded in
the indices of the active atoms of B that, in turn, correspond to the indices of the non-zero
elements of w(f). Therefore, estimating the support of w(f) is tantamount to estimating
the central frequencies and the associated DoAs of the K active signal sources. In the
following, we present several possible approaches to do so. In the first two, we recover the
frequency-angular support jointly, while in the last one we apply an approach similar to that
from [304] where we first estimate the frequency support of w(f), after which we determine
θk and fc,k.
6.3.2.1 Joint support recovery
Similarly to (5.19), the linear system (6.13) contains an infinite number of equations. To
solve it, we can either apply the CTF block from Section 2.4 or the energy based approach
from Section 5.3.2, as described below.
CTF block. The first method we consider is the CTF block based support recovery
described in Section 2.4, which we applied to spectral recovery in Section 5.3.1.4. Consider
an NM ×NM covariance matrix Q defined as
Q =
∞∑
n=−∞
y[n]yH[n] =
∫
f∈Fs
y(f)yH(f)df. (6.16)
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Substituting (6.13) in (6.16), we have that
Q = BRwB
H, (6.17)
where Rw =
∫
f∈Fs
w(f)wH(f)df is an NθNfL × NθNfL input signal covariance matrix.
Given Q, we can construct a frame V such that Q = V V H, e.g., by performing eigenvalue
decomposition of Q and choosing V as its eigenvectors [36]. Once V is found, we solve the
following system for the sparsest U
V = BU . (6.18)
As before, the support of the unique solution to (6.18) is equal to the joint support of the
unique solution to (6.13). Since (6.18) is a typical MMV problem, it can be solved5 by any
of the available MMV sparse recovery algorithms, such as the SOMP from [134] for instance.
Energy recovery. To find the support of w(f), we could also use the fact the individual
signals xk(t) are independent from each other and apply the energy detection strategy
presented in Section 5.3.2. More specifically, the covariance matrix R in (6.17) is a diagonal
matrix with at most 2K non-zero elements on its main diagonal. Therefore, by vectorizing
Q we obtain
q = vec(Q) = (B∗ ⊗B) rw = (B∗ B) , (6.19)
where rw = vec(Rw) while  = diag (Rw). Obviously, the support of  coincides with that of
w(f ∈ Fs) and, hence, recovering  from q we obtain the indices of the active atoms in B.
Once the positions pi ∈ S(w(f ∈ Fs)) of the non-zero elements of w(f) are found, the
active angles and central frequencies are given by
θˆi =
⌈
pi
NfL
⌉
θd, (6.20)
fˆc,i =
pi − (
θˆi
θd
− 1)NfL
L
 fd, (6.21)
with i = 1, 2, . . . , |S(w(f ∈ Fs))|. From S(w(f ∈ Fs)) we can also obtain the indices of the
active spectral cells as
ˆ`
i =
⌈
pi −
(
θˆi
θd
− 1
)
NfL−
(
ˆfc,i
fd
− 1
)
L
⌉
, pi ∈ S. (6.22)
5Note that solving (6.18) generally requires twice the minimal sampling rate, i.e., 4KB. This is due to
the fact that although W (f) is K-sparse with respect to any fixed f ∈ Fs, the maximum joint sparsity of
W (f ∈ Fs) is 2K as each transmission can be split between up to two adjacent spectral cells.
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6.3.2.2 Two-step support recovery
The main disadvantage of solving (6.18) or (6.19) is the size of the recovery problem. Note
that B is constructed by detailing a system response over the azimuth angle θ, central
frequency fc and the spectral cell index `. Depending on the grid resolution in frequency
and angle, this can yield a significant computational complexity. To reduce the search space,
we could recover the indices of the active spectral cells from the outputs of one antenna first,
as in regular MWC, and then use a reduced-size dictionary to recover θ, f . To be more
specific, consider the outputs of first antenna y1[n] = [y1[n], y2[n], . . . , y[n]M ]
T. Viewed in
frequency domain, it is represented by (6.8), which we can re-write as
y1(f) = Φ1
K∑
k=1
a1(θk, fc,k)zk(f) = Φ1z(f), f ∈ Fs, (6.23)
where z(f) is an length-L vector that is at most 2K-sparse. Note that (6.23) is formally
identical to (5.19) but for one crucial difference, namely that we do not require here that
the individual signals occupy distinct spectral cells. This means that the cardinality of the
support set S(z(f ∈ Fs)) is lower bounded by 1 rather than by K, as in the original MWC
application. Nevertheless, what we are interested in is the indices of the active spectral cells
within z(f). In light of this, we denote the support of z(f) as I` = S(z(f ∈ Fs)).
Once the index set I` is known, e.g., by applying the recovery strategy from previous
chapter, we can reduce (6.13) to
y(f) = B˜w˜(f), (6.24)
where w˜(f) is a vector of length NθNf |I`|  NθNfL that contains the elements of w(f)
corresponding to the spectral cell indices in I`, i.e., w˜(f) = wI˜` where I˜` = {(α− 1)NfL+
βL + L0 + `i + 1}`i∈I` . Accordingly, the matrix B˜ in (6.24) is a submatrix of B of size
NM ×NθNf |I`| such that B˜ = BI˜` . The rest follows as before: solving (6.24) we obtain
the support of w˜(f), which in turn allows us to estimate the elements of θ, f as
θˆi =
⌈
pi
Nf |I`|
⌉
θd, (6.25)
fˆc,i =
pi − (
θˆi
θd
− 1)Nf |I`|
|I`|
 fd,
where pi ∈ S(w˜(f ∈ Fs)) and i = 1, 2, . . . , |S(w˜(f ∈ Fs))|.
Note that the minimal sampling rate here remains dictated by Theorem 7. What solving
(6.23)–(6.24) brings is the reduction of the dictionary size and, subsequently, the reduction
of the search space for parameter estimation. On the other hand, if the frequency support in
(6.23) is estimated incorrectly, then the recovery in (6.24) fails almost surely.
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6.3.3 2D spectrum reconstruction
Knowing the parameter vectors θ and f , we might also be interested in reconstructing Px(θ, f).
Before we proceed let us, for simplicity, denote S(w(f ∈ Fs)) by S and S(w˜(f ∈ Fs)) by S˜.
To reconstruct Px(θ, f), we write (6.13) as
y(f) = BSwS(f), (6.26)
where BS and wS contain the columns of B and the entries of w indexed by S, respectively.
From the time-domain samples y[n], we can now estimate the IDTFT of wS(f) as
wS [n] = B
†
Sy[n]. (6.27)
In the case of the two-step approach, we re-write (6.24) as Y (f) = BS˜WS˜(f) and obtain
wS˜ [n] instead. The following theorem provides sufficient conditions for the recovery of
Px(θ, f) from y[n].
Theorem 8. Let wˆ(f) be the unique solution to (6.13). If fs = fp ≥ B and Φn has full
Kruskal rank for any n = 1, 2, . . . , N , then Px(θ, f) can be uniquely recovered from y[n].
Proof. The proof follows along the same lines as that of Theorem 2 from [255] taking into
account the fact that for Φn with full Kruskal rank B is invertible, which in turn follows
from the proof of Theorem 7. 
Under the conditions of Theorem 8, the angular-frequency spectrum Px(θ, f) can be
uniquely reconstructed as
Pˆx(θ, f) =
∑
i
Wpi(e
2pi(f+ˆ`ifp)Ts)δ(θ − θˆi), (6.28)
where wpi(e
2pifTs) is the DTFT of wpi [n] and pi ∈ S.
6.3.4 Performance evaluation
6.3.4.1 Simulation setup
In order to verify the proposed antenna system, we simulate a scenario with K = 2
uncorrelated signals xi(t) of equal magnitude and bandwidth B = 10 MHz. Each signal
is modulated to an unknown central frequency fk ∈ [0, fNyq/B] with fNyq = 2 GHz and is
associated with an unknown DoA θk ∈ [−pi/2, pi/2]. The central frequencies fc,k and the
DoAs θk lie on uniform grids of Nθ = 45 and NF = 153 points, respectively. The signal
x(t) =
∑K
k=1 x¯k(t)e
2pifkt is received by an N -element antenna array according to Figure 6.2
with fp = fs = 1.3B. For mixing we use pm(t) =
∑
` δ(t− `Tp− τmTNyq) with TNyq = 1/fNyq
and τm ∈ Z being generated uniformly at random in the interval [1, TpTNyq − 1]. The antenna is
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Figure 6.3: Average carrier frequency (a) and DoA (b) estimation error vs. the number of output channels
Mt = MN for an SNR of 20 dB.
modeled as: 1) uniform circular array (UCA) with isotropic elements positioned equidistantly
on a circle with a radius of R = N10
2c
fNyq
; 2) L-shaped array formed by two perpendicularly
oriented uniform linear arrays (ULA) with N/2 isotropic elements each and the distance
between the elements d = cfNyq . In order to solve the CTF block, we apply the SOMP
algorithm from [134], where Q is estimated from 600 time samples of y[n], while all the
following results are obtained by averaging the respective values over 200 realizations. Note
that below we provide the results for the joint estimation approach only.
6.3.4.2 Parameter estimation accuracy
We begin our numerical investigation by examining the support recovery performance with
respect to the joint estimation of the DoAs and the central frequencies. Similarly to [308],
we use the following performance metrics: the normalized central frequency estimation error
Ef and the normalized DoA estimation error Eθ defined as
Ef =
1
K
∑K
k=1
∣∣∣fc,k − fˆc,k∣∣∣
fNyq
, and Eθ =
1
K
∑K
k=1
∣∣∣θk − θˆk∣∣∣
pi
,
respectively. Figure 6.3 presents the average DoA and central frequency estimation errors
depending on the total number of output channels Mt = MN for two values of M , both
considered antenna configurations and an SNR of 20 dB. Note that when M = 2 the number
of antennas N is twice smaller than the total number of receiver outputs, e.g., for Mt = 10
and M = 2 we have that the total of N = 5 antennas are used, each with 2 MWC channels.
Presented results suggest that both antenna configurations provide largely comparable
performance with respect to the parameter estimation accuracy. In the noisy environment
however, the trade-off between the number of antennas N and the number of sampling
channels per antenna M tends to be asymmetric, which manifests itself in a slight but
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Figure 6.4: Angular-frequency spectrum reconstruction error vs. SNR for Mt = 14.
consistent performance degradation for larger value of M , that increases with the increase of
N . A possible explanation of this effect is that the noise at the different low-rate outputs of
the same antenna originates from the same source and, hence, it is correlated. The noise
at the outputs of different antennas on the other hand has different sources and therefore
is likely to have independent statistics. This indicates that, other things being equal, the
increase in the number of antennas is preferable to the increase of the number of sampling
channels per antenna output.
6.3.4.3 Angular-frequency spectrum recovery
In the second round of simulations, we study the impact of the SNR on the performance
of the 2D spectrum recovery measured by the MSE between the true and the estimated
angular-frequency spectrum:
EPx =
1
Nθ
∑Nθ
n=1 ‖Px(θGn , f)− Pˆx(θGn , f)‖22
‖Px(θGn , f)‖22
(6.29)
where θGn =
pi
2Nθ
n. Figure 6.4 demonstrates the average MSE as a function of the SNR for
M ∈ [1, 2] and Mt = 14. It confirms that both considered types of antennas perform similarly
in the considered scenario, while the increase of the antennas provides a slightly larger gain
than the corresponding increase of the MWC channels per antenna.
6.4 Notes on possible extensions
6.4.1 A link to tensor-based processing
The multidimensional structure of the input signal x(t) also provides opportunities to
represent the observed data in a form of a tensor. Suppose for simplicity that Φn = Φ
for any n = 1, 2, . . . , N , which is a sufficient condition for unique signal recovery as shown
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by Theorem 7, and that fc,k ∈ {pfp}L0p=0. Then, we can write the DTFT yd(f) of the dth
low-rate output as
yd(f) =
K∑
k=1
cm,`kan(θk, pkfp)Px(θk, f − `kfp) = cTmAnx(f), (6.30)
where pk = fc,k/fp, cm = [cm,`1 , . . . , cm,`K ]
T, An is a K ×K diagonal matrix that contains
array responses an(θk, `kfp) on its main diagonal, while x(f) is a length-K vector with kth
element xk(f) = Xk(f − fc,k). From M outputs of the nth antenna we obtain
yn(f) = CAnx(f) = CX(f)an, (6.31)
where an = diag(An) and X(f) is now a K ×K diagonal matrix with x(f) on its main
diagonal. The M ×K matrix C in (6.31) is in turn comprised as C = [c1, . . . , cM ]T.
To avoid possible confusion due the continuous frequency index f , let us represent the
DTFT yn(f) by F Fourier coefficients such that yn(f) becomes a matrix yn of size M × F .
THen, we can write it as follows
yn = [I3×K ×1 C ×2 an ×3 X]T(3) , (6.32)
where X is a K × F matrix representation of x(f) and [·](n) here denotes a mode-n tensor
unfolding. Collecting all N outputs, we finally obtain
y = [I3×K ×1 C ×2 A×3 X]T(3) , (6.33)
with A being an K × N matrix of antenna responses an to K narrowband signals xk(t).
Hence, if we could decompose Y as (6.33), it would allow us to find the parameters θ,
f (that are encoded in A) and the non-zero portions of Px(θ, f) which are contained
in X. From [309] it is known that the decomposition (6.33) is unique when 2K + 2 ≤
krank (C) + krank (A) + krank (X), which determines the interplay between the number of
channels M , number of antennas N and conditions on x(f).
Furthermore, as the CS theory is being extended to include higher-order models [310]–
[312], one could also think of writing (6.33) in an expanded form by representing X(f) as a
sparse tensor, which would lead to a tensor-based sparse-recovery formulation.
6.4.2 3D sensing with polarimetric sources
So far, we have assumed that the antenna array is sensitive with respect to the azimuth
angle of arrival θ only. While obtaining the sense of direction from which the signals arrive
at the antenna is often most important with respect to the azimuthal antenna plane, the
incoming waves are generally characterized not only by an azimuth angle of arrival and
the central frequency, as we simplistically assumed in (6.3), but also by an elevation angle
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of arrival as well as the polarization. It has been demonstrated that ignoring signals’ and
antenna’s dependency on any of these parameters can have highly negative consequences
for the estimation accuracy [313]. Having an adequate antenna description is especially
important when dealing with practical antennas in realistic scenarios. The goal of this section,
therefore, is to show how the full 3D polarimetric antenna description can be incorporated
in the considered sensing framework.
6.4.2.1 Signal model extension
The array manifold is generally a function of the parameter vector γ = [θ, ψ, f,pT]T where,
additionally to θ and f , we have the elevation angle of arrival ψ and the Jones vector
p ∈ C2×1 that describes the polarization state of the incident plain wave. Hence, a full
description of the signal received at the nth antenna element in a sub-Nyquist multiband
antenna system from Figure 6.1 is provided by
Sn(f) =
K∑
k=1
an(γk)Px(θk, ψk, f) =
K∑
k=1
[a(V)n (θk, ψk, fc,k), a
(H)
n (θk, ψk, fc,k)]pkPx(θk, ψk, f)
=
K∑
k=1
An(θk, ψk, fc,k)pkPx(θk, ψk, f), (6.34)
where An(θ, ψ, f) = [a
(V)
n (θ, ψ, f), a
(H)
n (θ, ψ, f)] ∈ C1×2 is the polarimetric response of the
nth antenna element as a function of θ, ψ and f that consists of the antenna response for
vertical a
(V)
n (θ, ψ, f) and horizontal a
(H)
n (θ, ψ, f) excitations. In contrast to (6.3), here the
array manifold is a function of the full parameter vector γ, where a(γ) = a(θ, ψ, f,p), while
the angular-frequency spectrum is a function of three variables6, namely the two angles θ
and ψ, and the frequency f , i.e.,
Px(θ, ψ, f) =
K∑
k=1
Xk(f − fc,k)δ(θ − θk, ψ − ψk), (6.35)
where δ(θ, ψ) denotes a two-dimensional Kronecker delta function.
6.4.2.2 3D sensing in sub-Nyquist sampling framework
Consider now the receiver system in Figure 6.2. The relation between the angular-frequency
spectrum Px(θ, ψ, f) of the multiband input x(t) and the DTFTs of the antenna outputs
Y (f) stays conceptually unchanged, i.e.,
y(f) = Ψz(f), f ∈ Fs. (rep. of (6.10))
6Note that we could include the polarization states of the incoming waves as a signal parameter as well,
which would mean including the polarization domain into the sensing task. We assume here, however, that our
sensing interests lie within angular and frequency domains only. Hence, we treat pk as a nuisance parameter.
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The elements of Ψ and Z(f), however, are now defined as
[Ψ]d,g:g+1 = cd,`An(θk, ψk, fc,k), and (6.36)
zg:g+1(f) = pkPx(θk, ψk, f − `fp), f ∈ Fs, (6.37)
respectively, where d = (n− 1)M +m and g = (k− 1)L+ 2(L0 + `) + 1. Note that Ψ here us
of size NM × 2KL while z(f) is now a vector of length 2KL with maximally 4K non-zeros
that appear in blocks of 2 (one corresponding to the vertical and one to the horizontal signal
component).
Given (6.36) and (6.37), both the dictionary B and the unknown vector w(f) in (6.13)
have to be expanded to account for the presence of an additional search parameter ψ and the
block structure of z(f). To do so, we introduce a grid of Nφ points in elevation with a grid
step of ψd = 2pi/Nφ and build the NM × 2NθNφNfL dictionary B such that its elements
are given by
[B]d,p:p+1 = cd,`An(αθθd, αψψd, βfd), (6.38)
where p = (αφ− 1)NφNFL+ (αψ − 1)NFL+ βL+ 2(L0 + `) + 1, whereas w(f) accordingly
expands into an 2NθNφNfL×1 vector that is 2K 2-block sparse. Note that the conditions of
Theorems 7 and 8 hold in this case as well. The recovery approaches described in Section 6.3
are also directly applicable here, but with a recommended change to the block-sparse
adaptations of the sparse recovery algorithms that are used to estimate the support of w(f),
e.g., by applying block-OMP (BOMP) [47] for instance.
It is important to note that adding a second angular dimension increases the search
space for angular-frequency sensing even further. This highlights the importance of the
development of alternative recovery methods, such as the ones that build on the ideas
of tensor-based processing mentioned above, which could allow to avoid comprising large
two-dimensional dictionaries for the recovery of signals with multi-dimensional structure.
6.5 Concluding remarks
In this chapter, we discussed the task of joint angular-spectral sensing in a multiband
setting. In order to obtain angular information about the incoming waves, we employed a
(wideband) antenna array and developed a system based on the MWC sub-Nyquist sampling
architecture for 2D angular-frequency sensing from sub-Nyquist samples. We then described a
generic receiver structure, presented a frequency domain analysis of its operation and derived
conditions on the total number of sampling channels (which in our system is defined by the
number of antennas times the number of MWC sampling channels per antenna) for perfect
2D spectrum recovery in a noiseless environment. Following this analysis, we suggested two
particular methods to estimate the central frequencies and the DoAs of the individual signals
occupying the active sub-bands. In the first one, we formulate the parameter estimation task
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as a sparse recovery problem where the search dictionary is comprised of system responses to
all possible combinations of parameter values. In the second method, we first estimate the
frequency support of a multiband input from the outputs of a single antenna (as in the regular
MWC) and then solve the associated parameter estimation problem for the identified active
spectral cells only. Additionally, we outlined possible alternative ways to perform parameter
estimation in the proposed system, which build upon the ideas from tensor-based processing
and could help in avoiding the need for a discrete estimation grid and a large parametric
dictionary. Importantly, none of the discussed methods assumes a specific structure of the
antenna array responses, such as uniform sensor spacing or isotropic radiation patterns of
the individual elements, as in the earlier works discussed at the beginning of this chapter.
In contrast, they can be applied to (almost) arbitrary antenna arrays. Although in this
thesis we primarily concentrated on non-polarimetric (multiband) azimuth angle of arrival
estimation, the described system allows the inclusion of full 3D polarimetric array response
to reflect the sensitivity of antennas with respect to both azimuth and elevation angles
of arrival, as well as polarization states of the incoming waves, which is known to have a
significant impact on the accuracy of the DoA estimation [313]. This said, it also potentially
allows the incorporation of measured antennas, using the EADF approach from [314] for
instance.
By performing the analysis presented in this chapter, we take first steps towards a more
comprehensive understanding of a sub-Nyquist multiband antenna system for angular-spectral
sensing. While the proposed system offers a certain degree of design flexibility (in terms
of the number of antenna elements, the number of MWC channels and the choice of the
mixing sequences) and can potentially encompass different array types, there is a need
for better understanding of its performance and limitations, especially with respect to the
characteristics of real antenna arrays. Note that the main goal of the considered system
is to be able to observe a large frequency band that could potentially span up to several
gigahertz. Design of an antenna for such a wide frequency range is a research task by itself;
how well its characteristics could conform to the considered multiband scenario remains an
open question.
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Multiband spectrum sensing and
time delay estimation
7.1 Motivation and related work
If equipping a mobile radio sensor with a sense of direction can be advantageous in practical
scenarios, providing it with an awareness of the spatial positions of the transmitting sources
offers even greater opportunities [315]. Location awareness can be obtained from a database,
in case of stationary sources with known geo-locations, or by means of radio localization.
In view of the latter, methods based on time estimation are often considered particularly
suitable, especially for applications such as the cognitive radio (CR) [316], [317]. While there
is ample literature on emitter localization in various scenarios and a large body of research
is dedicated to wideband multiband spectrum sensing, the literature on multiband time
delay based emitter localization is comparatively scarce. It seems that the only exception
is the so-called localization over dispersed (or concatenated) spectrum where the emitter
to be localized is assumed to be simultaneously transmitting over multiple non-contiguous
frequency bands [318]–[320]. Such a multiband operation creates a larger virtual bandwidth
and facilitates propagation diversity, which is used for resolution enhancement. Another
somewhat-related work [321] considers multiple wideband source localization from frequency
domain components where each source occupies the entire observed frequency range.
In a multiband sensing considered in this thesis, our goal is different. We aim at estimating
time delays (and the central frequencies) of a superposition of multiple unknown transmissions
that originate from different sources and occupy distinct narrowband communication sub-
bands. In order to obtain time delay information, we employ a network of spatially distributed
time-synchronized sensing nodes that acquire and process the wideband multiband input
at a sub-Nyquist rate. As before, the sensors utilize the MWC architecture from [255]
for sub-Nyquist sampling. Capitalizing on the results presented in [256], [257], where it
is shown that the power spectrum of a wideband signal can be efficiently reconstructed
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from low-rate cross-correlations between different outputs of a single sub-Nyquist sensor, we
use outputs of (different) spatially distributed sub-Nyquist sensing nodes to estimate the
central frequencies and the relative autocorrelation functions of the individual signals within
the active communication sub-bands. Particularly, we propose two ways of approaching
this task. In the first one, we jointly recover the frequency support and the corresponding
low-rate relative autocorrelation functions from the cross-correlations between outputs of
different sensors. In the second method, we first estimate the frequency support, recover
the respective time signals from the outputs of each sensor, and then compute the low-rate
relative autocorrelation functions for each of the signals independently. Once the relative
autocorrelation functions are found, in the line of sight (LoS) we can determine the time
difference of arrivals (TDoAs) within each sub-band, e.g., by detecting the time lag of the
largest peak of the relative autocorrelation function, and proceed with emitter localization
using available approaches, as discussed in [322] for instance. Otherwise, one could potentially
use the (partial) knowledge of the channel impulse response structure (obtained from channel
measurements, geometry-based modelling and/or ray-tracing tools) to estimate emitters’
locations from the obtained relative autocorrelation functions, e.g., using a multilateration
method as in [323].
For accurate time delay based emitter localization in a distributed sensing network, it
is desirable to ensure that for localization purposes we only use relative autocorrelation
functions that describe the same sets of emitters. Note that some communication sub-bands
can be occupied by different transmitters at different locations while not causing local in-
channel interference due to the propagation conditions, e.g., when two terminals are blocked
from each other by an obstacle or separated by a large enough distance. When this goes
undetected, a situation can occur when two sensors observe two (partially) different sets of
transmitters that appear to be the same. This can potentially result in erroneous estimates,
appearance of ghost paths and overall performance degradation. Generally, detecting such
in-band interference is not an easy task since both transmitters operate in the same frequency
band, possibly using a similar transmission scheme. An availability of DoA estimation
capabilities at the sensors could potentially help to resolve the two sources in this situation.
It turns out that the sub-Nyquist sampling framework also offers opportunity to detect the
presence of in-band interference, provided that the number of interfering sources is low. In
this chapter, we propose a method that exploits the structure of the covariance matrices
computed from the outputs of different sensors to detect the presence of possible in-band
interference and estimate the central frequencies of the sub-bands it occurs in.
The material of this chapter is partially presented in [A10] and [A8], while [A7] considers
the task of hybrid TDoA/DoA localization from compressed measurements.
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7.2 Multiband time delay estimation from sub-Nyquist
samples
7.2.1 Preliminaries
Consider a sensing system of P spatially distributed wideband sensing nodes that simulta-
neously observe a wide frequency band organized into multiple communication sub-bands,
as schematically illustrated in Figure 7.1. The nodes are time synchronized by a common
clock source and are able to exchange measurement data with each other or some central-
ized processing station. The goal of the sensing system is to detect which sub-bands are
in use and estimate the relative time delays of the transmissions that occupy them from
sub-Nyquist samples of the wideband multiband input. With this in mind, we begin our
study with re-visiting the multiband signal model in view of the time delay estimation task
and introducing the basics of time-delay estimation in a distributed sensor network.
7.2.1.1 Input signal
Consider wide frequency band F = [0,W ] that is organized into N consecutive (narrowband)
communication sub-bands of bandwidth W/N and central frequencies f cn, n = 1, 2, . . . , N . Out
of N sub-channels, K are occupied by independent uncorrelated complex-valued transmissions
xk(t) with distinct central frequencies
1 fc,k ∈ {f cn}Nn=1. Each transmission xk(t) is assumed
to be zero-mean wide-sense stationary with a bandwidth not exceeding B ≤W/N , while the
central frequency of the sub-channel it occupies and its exact baseband waveform x¯(t) are
Figure 7.1: An example of a distributed sensing system with P = 3 sensing nodes observing K = 2
transmissions with unknown central frequencies in F = [0,W ].
1Note that here we consider the case when the individual signals occupy exactly one spectral cell.
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assumed unknown such that the Fourier transform S(f) of the total wideband input s(t),
given by
s(t) =
K∑
k=1
xk(t) =
K∑
k=1
x¯k(t)e
2pifc,kτ , (7.1)
is identically zero anywhere outside F . For each xk(t) we define an autocorrelation function
Rkk(τ) as
Rkk(τ)
∆
= E{xk(t)x∗k(t− τ)} = E{x¯k(t)x¯∗k(t− τ)e2pifc,k(t−t+τ)} = R¯kk(τ)e2pifc,kτ , (7.2)
where R¯kk(τ) = E{x¯k(t)x¯∗k(t− τ)}. The Fourier transform of Rkk(τ),
Pkk(f) =
∫ ∞
−∞
Rkk(τ)e
−2pifτdτ =
∫ ∞
−∞
R¯kk(τ)e
−2pi(f−fc,k)τdτ = P¯kk(f − fc,k), (7.3)
is zero for all f /∈ F , whereas its support is confined within an interval of length B. Finally,
we note that since xk(t) are independent and uncorrelated it holds that
∀ k1, k2 ∈ [1,K] : k1 6= k2 Rk1k2(τ) = E{xk1(t)x∗k2(t− τ)} ≡ 0. (7.4)
7.2.1.2 Received signal
Let hk,p(t) denote an impulse response of the propagation channel between a pth sensing node
and a kth signal source and Qk,p ≤ Q be the number of multipath components it contains.
Assuming for simplicity time-invariant channels such that each multipath component is
represented by two constants, its amplitude ak,p,q and delay τk,p,q, the noise-free
2 signal
received by the pth sensor can be written as
sp(t) =
K∑
k=1
xk(t) ∗ hk,p(t) =
K∑
k=1
Qp,k∑
q=1
ak,p,qxk(t− τk,p,q) =
K∑
k=1
xk,p(t), (7.5)
where xk,p(t) =
∑Qp,k
q=1 ak,p,qxk(t− τk,p,q). Note that the delay τk,p,q is assumed to be growing
with index q meaning that τk,p,1 < τk,p,2 < · · · < τk,p,Qk,p . Given (7.5), we can calculate the
autocorrelation function of sp(t) as
Rpp(τ) = E{sp(t)s∗p(t− τ)} =
K∑
k=1
E{xk,p(t)x∗k,p(t− τ)} (7.6)
=
K∑
k=1
∑
q1,q2
ak,p,q1a
∗
k,p,q2Rkk(τ − τk,p,q1 + τk,p,q2) =
K∑
k=1
∑
q1,q2
a˜(p)k,q1,q2Rkk(τ − τ˜
(p)
k,q1,q2
),
2Note that practically, the signal sp(t) would be contaminated with noise, while the noise free setting is
adopted here for the sake of clarity only.
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where a˜(p)k,q1,q2 = ak,p,q1a
∗
k,p,q2
and τ˜
(p)
k,q1,q2
= τk,p,q1 − τk,p,q2 is the relative delay between
different signal copies at pth sensor, while q1, q2 ∈ [1, Qk,p]. Note that due to (7.4) the cross-
correlation terms between delayed copies of different input signals xk(t) are zero, whereas
the local extrema of |Rpp(τ)| occur at time instances τ˜ (p)k,q1,q2 symmetrically with respect to
the origin.
7.2.1.3 Relative time delay estimation
For any pair of sensors (p1, p2), we can also define a cross-correlation function Rp1,p2(t) as
Rp1,p2(τ) = E{sp1(t)s∗p2(t− τ)} =
K∑
k=1
E{xk,p1(t)x∗k,p1(t− τ)}
=
K∑
k=1
∑
q1,q2
ak,p1,q1a
∗
k,p2,q2Rkk(τ − τk,p1,q1 + τk,p2,q2)
=
K∑
k=1
∑
q1,q2
a˜
(p1,p2)
k,q1,q2
Rkk
(
τ − τ˜ (p1,p2)k,q1,q2
)
=
K∑
k=1
R
(p1,p2)
k (τ). (7.7)
Here, R
(p1,p2)
k (τ) denotes the relative autocorrelation function of the kth input signal xk(t)
for sensors p1, p2, i.e.,
R
(p1,p2)
k (τ) =
∑
q1,q2
a˜
(p1,p2)
k,q1,q2
Rkk
(
τ − τ˜ (p1,p2)k,q1,q2
)
=
∑
q1,q2
a˜
(p1,p2)
k,q1,q2
R¯kk
(
τ − τ˜ (p1,p2)k,q1,q2
)
e2pifc,kτ = R¯
(p1,p2)
k (τ)e
2pifc,kτ , (7.8)
while a˜
(p1,p2)
k,q1,q2
= ak,p1,q1a
∗
k,p2,q2
and τ˜
(p1,p2)
k,q1,q2
= τk,p1,q1 − τk,p2,q2 is the relative delay between
different signal copies at two different sensors with indices p1 and p2.
In the presence of direct paths to all K signal sources, the relative time delays τ˜
(p1,p2)
k,1,1
are commonly referred to as TDoAs [324]. In LoS conditions, they can be used for emitter
localization, provided that the sensors have knowledge of their relative positions [322]. In
case of non line of sight (NLoS) on the other hand, one could potentially use (partial)
knowledge of the channel impulse response structure (obtained from channel measurements,
geometry-based modelling and/or ray-tracing tools) to estimate emitters’ locations from the
peaks in R¯
(p1,p2)
k (τ). This being said, availability of the relative autocorrelation functions
R
(p1,p2)
k (τ) is prerequisite for time delay based emitter localization. From (7.8), R
(p1,p2)
k (τ)
is fully defined by its baseband version R¯
(p1,p2)
k (τ) and the central frequency fc,k. Our
goal is therefore to jointly estimate the central frequencies fc,k and the baseband relative
autocorrelation functions R¯
(p1,p2)
k (τ) of the signal sources from sub-Nyquist samples of sp(t).
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7.2.2 Multiband time delay estimation
7.2.2.1 Sub-Nyquist receiver system
To acquire the wideband multiband input, each sensor employs the MWC sub-Nyquist
sampling architecture [255]. Since we have discussed the MWC in details in previous
chapters, we do not repeat the description of its operation here once again but rather refer
the reader to Section 5.3.1. Note, however, that in the following we assume that the number
of sampling channels M , the sampling sequences pm(t) and the sampling rate fs are the
same3 for all sensors, while fs = fp ≈ B.
Frequency-domain description. Consider the mth MWC sampling channel of the pth
sensing node and let yp,m[tn = nTs] denote its (discrete) output, where Ts = 1/fs is the
sampling interval. We know by now that since each pm(t) is Tp-periodic, it can be represented
as
pm(t) =
∞∑
`=−∞
cm,`e
2pi`fpt where cm,` =
1
Tp
∫ Tp
0
pm(t)e
−2pi`fptdt. (7.9)
Repeating the analysis from Section 5.3.1, we get the following relation between the (known)
DTFT of the output samples yp,m[tn] and the (unknown) spectrum of sp(t)
yp,m(f) = c
H
mzp(f), f ∈ Fs = [−fs/2, fs/2]. (7.10)
In line with previous notations, yp,m(f) here represents the DTFT of yp,m[tn] and cm is
a length-L vector that contains the Fourier coefficients cm,`. The unknown vector zp(f)
contains fp-shifted low-passed filtered copies of sp(f) such that
zp,`(f) = sp(f − `fp), f ∈ Fs. (7.11)
Time-domain description. Writing (7.10) we obtain
yp,m[tn] = c
H
mzp[tn], (7.12)
where zp[tn] is a length-L vector with `th element being the IDTFT of zp,`(f). Note that
since fc,k ∈ {f cn}Nn=1 and fp = fs ≈ B, only K entries of zp[tn] are non-zero, namely the ones
with indices in the set S = {`k = fc,k/fp}Kk=1. Furthermore, according to (7.11), the `kth
entry zp,`k [tn] contains the (`kfp)-shifted low-pass filtered copy of sp(t). Hence, (7.12) can
3Note that the first two assumptions are not formal requirements for the operation of the proposed time
delay estimation system but rather adopted for simplicity of presentation. Both the number of sampling
channels and the mixing sequences can differ from sensor to sensor. Conceptually, the sampling rate can also
be different for different sensors, provided that it is an odd multiple of fp, which is kept the same for all
sensors.
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be equivalently represented as
yp,m[tn] =
K∑
k=1
cm,`kzp,`k [tn] =
K∑
k=1
cm,`k x¯k,p[tn] =
K∑
k=1
cm,`k
Qp,k∑
q=1
ak,p,qx¯k[tn − τk,p,q], (7.13)
where x¯k,p[tn] = x¯k,p[nTs] and x¯k[tn] = x¯k[nTs] are the baseband (low-rate) sampled equiva-
lents of xk,p(t) and xk(t), respectively.
7.2.2.2 Central frequency and autocorrelation estimation
Below, we propose two methods to estimate fc,k and R¯
(p1,p2)
k (τ) from {yp,m[tn]}p,m. In the
first one, we recover the frequency support and the relative autocorrelation functions jointly,
while in the second method we adopt a two-step approach and estimate them separately.
Joint recovery. Consider correlation between the ith and jth outputs of sensors p1, p2:
r
(p1,p2)
i,j [νTs] = E{yp1,i[tn]y∗p2,j [tn − νTs]} =
K∑
k=1
wi,j,`k
∑
q1,q2
a˜
(p1,p2)
k,q1,q2
E{x¯k[tn]x¯∗k[tn − νTs − τ˜ (p1,p2)k,q1,q2 ]}
=
K∑
k=1
wi,j,`k
∑
q1,q2
a˜
(p1,p2)
k,q1,q2
r¯kk[νTs − τ˜p1,p2n,q1,q2 ] =
K∑
k=1
wi,j,`k r¯
(p1,p2)
k [νTs], (7.14)
where wi,j,`k = ci,`kc
∗
j,`k
. Here, r¯kk[νTs] represents the autocorrelation function of x¯k[tn],
which, in turn, corresponds to the low-rate sampled baseband version of Rkk(τ). Similarly,
r¯
(p1,p2)
k [νTs] =
∑
q1,q2
a˜p1,p2k,q1,q2 r¯kk[νTs − τ˜
(p1,p2)
k,q1,q2
] is the low-rate baseband version of R
(p1,p2)
k (τ).
Now, since fs ≥ B to determine R(p1,p2)k (τ) it suffices to estimate r¯(p1,p2)k [νTs].
Let r
(p1,p2)
z [nTs] denote an L× 1 vector whose (`k)th element is r¯(p1,p2)k [νTs], while the
rest are identically zero, i.e.,
r
(p1,p2)
z,` [nTs] =
 r¯
(p1,p2)
k [νTs], ` = `k
0, otherwise
. (7.15)
Stacking different cross-correlations r
(p1,p2)
i,j [νTs], i, j = 1, 2 . . . ,M together into one vector
r(p1,p2)[nTs] of length M
2 we obtain
r
(p1,p2)
y [νTs] = Wr
(p1,p2)
z [νTs]. (7.16)
The M2 × L matrix W in (7.16) is comprised of elements wi,j,` in such a way that its `th
column w` is given by
w` =
[
w1,1,`, . . . , w1,M,`︸ ︷︷ ︸
M
, w2,1,`, . . . , w2,M,`︸ ︷︷ ︸
M
, . . . , wM,1,`, . . . , wM,M,`︸ ︷︷ ︸
M
]T
. (7.17)
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We notice that the unknown vector r
(p1,p2)
z [νTs] is K-sparse as it contains non-zero
relative autocorrelation functions r¯
(p1,p2)
k [νTs] at the positions corresponding to the frequency
cells with indices `k. Therefore, we can use standard CS techniques to recover the sparse
vector r
(p1,p2)
z [νTs] for each ν independently. For instance, we could solve the following
problem
rˆ
(p1,p2)
z [νTs] = arg min
r
(p1,p2)
z [νTs]
(
‖r(p1,p2)z [νTs]‖1
)
s.t r
(p1,p2)
y [νTs] = Wr
(p1,p2)
z [νTs]. (7.18)
Alternatively, we can take advantage of the joint sparse structure of rp1,p2z [nTs] and apply
the CTF block to convert (7.16) into an MMV problem, as we did for spectral recovery and
joint angular-spectral recovery in Sections 5.3 and 6.3, respectively. With (7.16) in mind,
the support recovery step in this case amounts to finding the (row) sparsest solution to
V = WU , where V satisfies (7.19)
V V T =
∞∑
ν=−∞
r
(p1,p2)
y [νTs](r
(p1,p2)
y )
T[νTs] =
∞∑
ν=−∞
Wr
(p1,p2)
z [νTs](r
(p1,p2)
z )
T[νTs]W
H
= WQ
(p1,p2)
z W
H, (7.20)
while Q
(p1p2)
z =
∑
ν r
(p1,p2)
z [νTs](r
(p1,p2)
z )
T[νTs] ∈ CL×L. We know that the support of the
unique sparse solution to (7.19) coincides with the support S = {`k}Kk=1 of r(p1,p2)z [νTs]. Note
that S contains the indices of the central frequencies fk of the K active central frequencies
fc,k = `kfp, which means that by identifying the support of r
(p1,p2)
z [νTs] we determine the
spectral support of the wideband input s(t).
After S is found, we can obtain the individual cross-correlation functions r¯(p1,p2)k [νTs] by
inverting WS as [
r¯
(p1,p2)
z
]
S
[νTs] = W
†
Sr
(p1,p2)
y [νTs], (7.21)
where (·)† stands for the (Moore-Penrose) matrix pseudo-inverse, whereas
[
r¯
(p1,p2)
z
]
S
and
WS denote the entries of r¯
(p1,p2)
z and the columns of W indexed by S, respectively. Note
that once r¯
(p1,p2)
k [νTs] are known we can estimate the TDoAs τ˜
(p1,p2)
k,1,1 by any of the methods
available for identifying direct-path time-delays in multipath, such as the one proposed in
[324] for instance.
Two-step estimation Here we propose another way of approaching the problem of
estimating fc,k and r¯
(p1,p2)
k [νTs] from the low-rate outputs yp,m[tn]. It is based on the
following two-step procedure: i) we first estimate the support S and the corresponding
low-rate sequences x¯k,p[tn] from the output of each individual sensor, and then ii) compute
the relative autocorrelation functions r¯
(p1,p2)
k [νTs] for each k independently.
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We begin by collecting all M outputs yp,m[tn] of the pth receiver together into one
length-M vector ym[tn]:
yp[tn] = Φzp[tn], (7.22)
where Φ = [c1, · · · , cM ]H ∈ CM×L. Obviously, the support of zp[tn] is given by S, since
zp,`[tn] is the IDTFT of zp,`(f) defined by (7.11).
Similarly to (7.16), one can solve (7.22) either for each tn independently or by applying
the CTF block as in (7.20) where instead of W we have Φ and V now satisfies
V V T =
∞∑
tn=−∞
yp[tn]y
H
p [tn] = ΦQ
(p)
z Φ
H (7.23)
with Q
(p)
z =
∑
tn
zp[tn]z
H
p [tn] ∈ CL×L. Once we find the support S, we can estimate the
individual low-rate sequences x¯k,p[tn] via
[zp]S [tn] = Φ
†
Syp[tn], (7.24)
and then obtain the low-rate relative autocorrelations r¯
(p1,p2)
k [νTs] as
r¯
(p1,p2)
k [νTs] = E{x¯k,p1 [tn]x¯k,p2 [tn − νTs]}. (7.25)
Note that the minimal number of measurements for the two-step approach increases to
M > 2K, compared to M >
√
2K in the joint recovery approach discussed above. This is
due to the fact that here we only use M outputs of the same sensor to estimate the frequency
support. On the other hand, if the support in (7.23) is estimated correctly, using (7.25) may
prove advantageous under a strict limitation on the sensing time4.
7.2.3 Performance evaluation
Simulation setup For numerical evaluation we consider a frequency band of W = 3.9 GHz
that is split into N = 135 communication channels. The band W is occupied by K = 3
BPSK modulated signals xk(t), each with a bandwidth of B = 20 MHz and a distinct carrier
fc,k chosen uniformly at random from {f cn}Nn=1. The sensors operate with M = 20 sampling
channels at the sampling rate of fs = 28 MHz each, while the mixing sequences pm(t) are
generated as pseudo-random {±1} piece-wise constant functions with a period of Tp = Ts.
The total sampling rate at each sensor is 560 MHz, which is 14% of the Nyquist rate. The
number of multipath components is assumed to be Qk,p = 2 for all propagation channels,
while the corresponding time delays τk,p,q and amplitudes ak,p,q are chosen uniformly at
4Note that in practice, the cross-correlation functions r
(p1,p2)
i,j [νTs] in (7.14) are estimated from a limited
number of samples (over a limited sensing time), which potentially creates non-zero cross-correlation terms
between the delayed copies of different input signals x¯k[tn]. This is not a problem for the two-step approach
since the relative autocorrelation functions there are estimated separately for each sub-band.
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Figure 7.2: Average SRR (a) and normalized MSE (b) as a function of SNR.
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Figure 7.3: Average SRR (a) and normalized MSE (b) as a function of NT for an SNR of 0 dB.
random from [NT100 ,
9NT
100 ] and [0.6, 1], where NT denotes the sensing time in samples.
Due to the finite sensing time, the cross-correlation functions (7.14) are estimated as
MSE = rˆ
(p1,p2)
i,j [τν ] =
1
NT
NT∑
ς=1
yp1,i[tς ]yp2,j [tς − τν ], (7.26)
while (7.20) and (7.23) are also computed over finite windows ν ∈ [1, NT] and ti ∈ [t0, tNT ],
respectively. For the recovery of the support of U from V in the CTF block we apply the
SOMP algorithm from [134].
Central frequency and relative autocorrelation estimation We begin with investi-
gating the recovery performance with respect to the SNR. Figure 7.2 shows the frequency
support recovery rate (SRR), defined as an average ratio of the intersection size between the
true and the estimated frequency supports to |S| = K (see (5.12)), and the average normal-
ized MSE between the true r¯
(p1,p2)
k [τν ] and the estimated ˆ¯r
(p1,p2)
k [τν ] relative autocorrelation
functions calculated as 1K(NT+1)
∑K
k=1
∑NT
ν=0
|r¯(p1,p2)k [τν ]−ˆ¯r
(p1,p2)
k [τν ]|2
|r¯(p1,p2)k [τν ]|2
for NT = 500 samples
(sensing time of 18 µc). We can see that the proposed recovery methods provide comparable
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performance in terms of both frequency and relative autocorrelation estimation. However,
the SRR is somewhat higher for the two-step approach, while the joint estimation method
provides slightly better accuracy in terms of r¯
(p1,p2)
k [τν ] recovery.
In the second experiment, we keep the SNR fixed at 0 dB and change the sensing time
NT. The results for the support recovery rate and the MSE are shown in Figure 7.3. Here we
have a similar tendency, namely that the joint estimation outperforms the two-step approach
with respect to the accuracy of the relative autocorrelation estimation. On the other hand,
the latter is more robust with respect to the support recovery and, as expected, less sensitive
to the choice of the sensing time.
7.3 In-band interference detection
Note that in order to be able to use r¯
(p1,p2)
k [νTs] for the localization of the kth signal source,
we have to ensure that the signals x¯k,p1 [tn], x¯k,p2 [tn] observed by sensors p1, p2 in the (`k)th
sub-band describe the same emitter. If this is not the case then the composition of r¯
(p1,p2)
k [νTs]
does not convey any information about the respective emitter locations and, in the best case,
can not contribute to the localization process. In the worst case scenario, it might yield ghost
paths and erroneous estimates. This said, being able to detect such an in-band interference
beforehand would allow the localization system to separate the sensor data into separate sets
according to the transmitters observed by different sensors and, subsequently, improve the
localization performance. In the following we show that the sub-Nyquist sampling framework
considered here provides an opportunity to do so, provided that the number of interfering
sources is relatively low.
7.3.1 Scenario description
Suppose that at any moment Noc ≤ K of N communication sub-bands are occupied
by K independent uncorrelated narrowband transmissions xk(t) and consider a sensing
scenario illustrated in Figure 7.4. Due to the propagation conditions each sensor observes
K
(p)
obs ≤ K transmissions that occupy K(p)obs distinct communication sub-bands, meaning that
K −K(p)obs ≥ 0 transmissions are hidden from the pth sensing node, e.g., behind an obstacle.
To this end, we define Kop and Khp as the sets of indices corresponding to the source signals
xp(t) observed and hidden from the pth sensor, respectively, i.e.,
Kop = {k ∈ [1,K] : Hk,p(f) 6= 0}, (7.27)
Khp = {k ∈ [1,K] : Hp,k(f) ≡ 0}, (7.28)
where Hk,p(f) denotes the frequency response of the propagation channel between the source
of kth narrowband transmission and the pth sensor. Additionally, we denote by Cop the set of
indices corresponding to the central frequencies of the occupied communication sub-bands, as
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Figure 7.4: An example of a sensing scenario with P = 3 sensing nodes observing K = 3 transmissions.
The transmissions xp(t) occupy Koc = 2 communication sub-bands such that signals x1(t) and x3(t) are
potentially interfering with each other.
observed at the pth sensing node such that Cop = {n ∈ [1, N ] : fc,k = f cn∀k ∈ Kop}. Finally, we
assume that each transmission is received by at least one sensor such that
P∪
p=1
Kop = {k}Kk=1
and | P∪
p=1
Cop | = Noc and introduce a following definition.
Definition 12. We define set I as the set of all central frequencies f cn, n ∈ [1, N ] that
correspond to the communication sub-bands occupied by more than one source signal xk(t),
where k ∈ [1,K].
According to the above definition, we consider the observed band F interference free if
the set I is empty. Contrarily, we say that an ith channel, i.e., a channel with a central
frequency f ci , is experiencing in-channel interference if f
c
i ∈ I. This being said, our goal is
to detect the presence of potential interference between the transmitters and to estimate the
central frequencies of the communication channels in which it occurs from the sub-Nyquist
samples of sp(t).
7.3.2 Cooperative interference detection from sub-Nyquist samples
7.3.2.1 Covariance matrix analysis
Intra-sensor covariance. Consider the intra-sensor covariance matrix Qn defined as
Qp =
∞∑
n=−∞
yp[tn]y
H
p [tn] =
∫
f∈Fs
yp(f)y
H
p (f)df = ΦΣpΦ
H, (7.29)
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where Σp =
∫
f∈Fs
zp(f)z
H
p (f)df . Since the individual signals xk(t) are wide-sense stationary
and independent from each other, we have that
Σp =
K∑
k=1
Σ
(p)
k =
K∑
k=1
∫
f∈Fs
z
(p)
k (f)
(
z
(p)
k
)H
(f)df, (7.30)
where Σ
(n)
p =
∫
f∈Fs
z
(p)
k (f)
(
z
(p)
k
)H
(f)df with z
(p)
k (f) being a vector of length L with `th
element given by
z
(p)
k,` (f) = Xk,p(f − `fp) = Hk,p(f − `fp)Xk(f − `fp), f ∈ Fs. (7.31)
Here, Xk,p(f) and Xk(f) stand for the Fourier transforms of xk,p(t) and xk(t), respectively.
From (7.27), z
(p)
k (f ∈ Fs) has a single non-zero for any k ∈ Kop and hence we have that
∀k ∈ Kop the covariance matrix Σ(p)k is a diagonal matrix with a single non-zero element on
its main diagonal. Contrarily, for any k ∈ Khp vector z(p)k contains only zeros resulting in an
all-zero matrix Σ
(p)
k . Therefore, we can rewrite (7.30) as
Σp =
K∑
k=1
Σ
(p)
k =
∑
k∈Kop
Σ
(p)
k , (7.32)
which means that Σp is a diagonal matrix with κp = |Kop| = K(p)obs non-zeros on its main
diagonal. Obviously, the support of Σp, i.e., the positions of the non-zero elements on its
main diagonal, coincides with the support Sp of zp(f ∈ Fs), which can be found by applying
the CTF block to (7.29) for instance.
Inter-sensor covariance Let Qp1,p2 denote an inter-sensor covariance matrix between
the outputs of (p1)th and (p2)th sensors, defined as
Qp1,p2 =
∞∑
n=−∞
yp1 [tn]y
H
p2 [tn] =
∫
f∈Fs
yp1(f)y
H
p2(f)df = Φ
∫
f∈Fs
z
(p1)
k (f)
(
z
(p2)
k
)H
(f)dfΦH.
(7.33)
Similarly to (7.29), we can write Qp1,p2 as
Qp1,p2 = Φ
K∑
k=1
Σ
(p1,p2)
k Φ
H = ΦΣp1,p2Φ
H
k , (7.34)
where Σp1,p2 =
∑K
k=1 Σ
(p1,p2)
k while Σ
(p1,p2)
k =
∫
f∈Fs
z
(p1)
k (f)
(
z
(p2)
k
)H
(f)df.
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Taking into account that z
(p1)
k (f) = 0 ∀k ∈ Khp1 whereas z
(p2)
k (f) = 0 ∀k ∈ Khp2 , we have
that Σ
(p1,p2)
k is non-identically zero if and only if k ∈ Kop1,p2 = Kop1 ∩ Kop2 . Therefore, we
immediately obtain that
Σp1,p2 =
K∑
k=1
Σ
(p1,p2)
k =
∑
k∈Kop1,p2
Σ
(p1,p2)
k (7.35)
is a diagonal matrix with κp1,p2 = |Kop1,p2 | ≤ min(κp1 , κp2) non-zero elements on its main
diagonal. Clearly, the support Sp1,p2 of Σp1,p2 is a subset of the intersection between the
individual supports Sp1 and Sp2 , i.e., Sp1,p2 ⊆ (Sp1 ∪ Sp2).
Example 7.21
Figure 7.5: An example of intra-sensor (upper row) and
inter-sensor (lower row) signal covariance matrices for the
sensing scenario from Figure 7.4.
In this example we illustrate the
composition of the intra- and inter-
sensor signal covariance matrices
Σp, Σp1,p2 for the sensing scenario
from Figure 7.4 where p = 1, 2, 3
while p1 = 1, 3 and p2 = 2, 3. In the
upper row of Figure 7.5, we present
schematic examples of Σp, while
Σp1,p2 are shown in its lower row.
The individual transmissions in Fig-
ure 7.5 are represented by different
colors: x1(t) by red, x2(t) by green,
and x3(t) by blue. We observe the
difference between the supports of
inter- and cross-covariance matrices:
the inter-covariance matrices retain non-zero entries only at the indices corresponding to
the locations of sub-bands that have no in-band interference.
7.3.2.2 Centralized interference detection
Having determined the structure of the covariance matrices, we now turn to showing how one
can exploit it for the purpose of in-band interference detection. Denote by σp = diag{Σp}the
main diagonal of the pth inter-sensor covariance matrix and consider the following lemma.
Lemma 4. Let Sp1 and Sp2 be the supports of σp1 and σp2 , respectively. Then, if Sp1 6= Sp2
the two sets K(o)p1 and K(o)p2 are non-identical.
Proof. Cf. Appendix B.5.1. 
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Lemma 4 states that if for some pair of sensing nodes the supports recovered at each node
are not identical, then the sets of transmissions observed by these nodes are not identical
either. However, the knowledge of the individual supports is not enough to detect potential
in-band interference. To illustrate this, consider examples of intra-sensor signal covariance
matrices in Figure 7.5 of Example 7.21. As can be seen from Σ(1) and Σ(2) the supports S1
and S2 are equal, but the sets of source signals observed by the two sensors are different. To
detect this situation, we propose to additionally estimate the inter-sensor supports.
Denote by qp1,p2 = vec (Qp1,p2) a length-M
2 vector that contains the columns of Qp1,p2
stacked one under another. Then, since Σp1,p2 is a diagonal matrix, we can write that
qp1,p2 = (Φ
∗ ⊗Φ) rp1,p2 =
(
Φ∗ Φ)σp1,p2 = Ψσn,k, (7.36)
where rp1,p2 = vec (Σp1,p2), σp1,kp2 = diag (Σp1,p2) is a κp1,kp2-sparse vector of length L and
Ψ =
(
Φ∗ Φ). Solving (7.36) for the sparsest σp1,p2 , we find the support5 Sp1,p2 . Given
(7.36), we now provide the conditions for the detection of in-channel interference from Sp1,p2 .
Theorem 9. Denote by × the Cartesian set product and let Sp, Sp1,p2 be the supports of
σp1, σp1,p2, respectively. Then, the set I is non-empty if and only if there exists a pair
(p1, p2) ∈ Nq =
P∪
q=2
{[1, q − 1]× q} such that Sp1 ∩ Sp2 6= ∅ and Sp1,p2 6= Sp1 ∩ Sp2.
Proof. Cf. Appendix B.5.2. 
Theorem 9 states that the presence of in-band interference can be detected by estimating
the supports of Σp1,p2 , Σp and comparing them with each other. Once the interference is
detected, we can also estimate the central frequencies of the communication sub-bands in
which it occurs by completing the set I as described in the following corollary.
Corollary 2. Let I¯p1,p2 = (Sp1∩Sp2)\Sp1,p2 be the relative compliment of Sp1,p2 in Sp1∩Sp2 .
Given the set of supports {Sp}Pp=1 and {Sp1,p2}(p1,p2)∈Nq, the set of central frequencies that
are occupied by more than one source signals can be found as
I = {`ifp : `i ∈ I¯}, (7.37)
where I¯ = ∪
(p1,p2)∈Nq
I¯p1,p2.
7.3.3 Performance evaluation
We now validate the proposed in-band interference detection approach by performing numer-
ical simulations.
5Note that when all sensing nodes use the same mixing sequences (the sampling matrices Φ are the same
for all p ∈ [1, P ]) the support Sp1,p2 can be also recovered by using the CTF block. However, when this is not
the case and the sensing matrices (i.e., the sensing sequences) differ solving (7.36) is the only option.
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7.3.3.1 Simulations setup
Signal and sensing parameters. We consider K = 3 BPSK modulated signals xk(t) with
a bandwidth B = 20 MHz each that are distributed over a frequency band of W = 4 GHz.
The band W is split into N = 194 communication channels such that the central frequencies
fc,k are chosen from the set {nW/N}Nn=1. The number of transmitters Ki that occupy the
same channel is generated according to the Bernoulli distribution with ρ = 0.5. On the
sensing side, we consider P = 3 sensing nodes that operate with M = 20 sampling channels
at the sampling rate of fs = 21 MHz each. The mixing sequences pm(t) in (7.9) are generated
as pseudo-random {±1} piece-wise constant functions. The total sampling rate at each
sensor is 420 MHz which is ∼ 5% of the Nyquist rate, whereas the total sensing time is
4.5 µs or equivalently 100 samples.
Propagation parameters. Each signal passes through a propagation channel where it
experiences path-loss and log-normal shadowing. The channel impulse response in this case
is a constant given by
hk,p = βk,p10
−PLk,p/20, (7.38)
where PLk,p is the total path loss between the kth signal source and the pth sensor. The
coefficient βk,p in (7.38) is equal to zero if the kth signal is completely blocked from the pth
sensor and is set to 1 otherwise. Measured in dB, the average path loss is expressed as
PLk,p = PL0 + 10γ log10(
dk,p
d0
) +Xσ, (7.39)
where the d0 is the distance to the reference point in the far-field of the receiver antenna
and PL0 is the path loss at the point corresponding to d0. Without loss of generality, we set
these to 0 and 1, respectively. Distances between the kth signal source and the pth receiver
dk,p are generated uniformly at random between 1 and 5 km. The parameter γ in (7.39) is
the path loss exponent and Xσ is a zero-mean Gaussian random variable with variance σ
2
that reflects the attenuation caused by the large-scale shadowing. In case of no shadowing,
i.e., Xσ ≡ 0, PL becomes a linear function of the distance dk,p. The values of γ and σ are
usually determined empirically; their typical ranges in outdoor environments are estimated to
be [2, 4] and [4, 10] dB, respectively [325], [326]. Finally, the sets Kop and Cop are constructed
such that κp is generated uniformly at random from [1, 3] if Ni = 0 and from [1, 2] if Ni = 1,
while ∀k ∈ [1,K] there exists βk,p 6= 0.
168
7.3 In-band interference detection
7.3.3.2 Performance evaluation
We begin by examining the detection performance with respect to the SNR. Figure 7.6
presents average intra-sensor support recovery rate (SRR) (Figure 7.6a) and the probability
of correct interference detection Pd (Figure 7.6b), calculated as the ratio between the number
of iterations when the set I was correctly detected non-empty to the total number of
realizations for several combinations of propagation parameters6 (γ, σ). The probability of
detection grows proportionally with the average support recovery rate, since it depends on
how accurately the intersection between a pair of individual supports is estimated. It can be
observed however that Pd is on average greater than SRR. This reflects the fact that it is not
necessary to estimate all the individual supports correctly in order to detect the presence of
the interference. For comparison, Figure 7.7a demonstrates the corresponding false alarm
rate Pfa computed as a percentage of cases when a channel has been detected as containing
interfering sources while in reality it did not.
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Figure 7.6: Probability of correct interference detection Pd (a) and intra-sensor support recovery rate (b).
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Figure 7.7: Probability of false interference detection Pfa (a) and CCDF of the normalized frequency
estimation error Ef for an SNR of 20 dB (b).
6Note that the parameter combination (2, 0) corresponds to the free-space propagation with no shadowing.
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Finally, in Figure 7.7b we evaluate the central frequency estimation performance by
computing the complimentary cumulative distribution function (CCDF) of the normalized
frequency estimation error
Ef =
1
Nit
∑
Nit
|(ˆ`i − `i)W/N |
W/N
=
1
Nit
∑
Nit
|ˆ`i − `i|,
where Nit = 10
3 is the number of (noise) iterations and ˆ`i ∈ Iˆ while `i ∈ I. We see that the
majority of the estimates concentrate around zero for all presented cases, while the spread of
the erroneous estimates grows with the increase of the average path loss and the decrease of
the SNR.
7.4 Concluding remarks
In this chapter, we focused on the tasks of multiband spectral sensing and time delay
estimation from sub-Nyquist samples. Assuming a network of distributed time-synchronized
sub-Nyquist sensing nodes, we developed a method to estimate relative autocorrelation
functions of the individual signals within the active sub-bands from low rate outputs of
different sensors. More specifically, we proposed two alternative estimation methods that
differ by the way the relative autocorrelation functions are computed. Our numerical results
demonstrate that both proposed methods allow estimating spectral occupancy and the
relative autocorrelation functions of the individual signals from the sub-Nyquist samples
of the received wideband signals. As expected, the joint estimation method tends to be
somewhat superior in terms of the accuracy of the relative autocorrelation estimation,
while the two-step approach provides a higher frequency recovery rate. Once the relative
autocorrelation functions of the individual signals are obtained one could determine the
corresponding TDoAs and proceed with emitter location estimation using any of the available
time delay based localization techniques. This however, is only possible when the estimated
relative autocorrelation functions describe the same source locations. As mentioned at
the beginning of this chapter, due to varying propagation conditions it is possible that
different sensors observe different source signals in the same band, while being unaware of
this. Thankfully, the structure of the covariances between the low-rate outputs of different
sensors acquired in the considered sub-Nyquist sampling framework provides an opportunity
to detect the presence of such an in-band interference. This said, in the second part of
this chapter we developed an approach for centralized in-band interference detection in a
distributed network of sub-Nyquist sensors.
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Conclusions and outlook
In this thesis, we studied the operation of a compressive sensing system in a generic setting
as well as in an application to multiband sensing with the main goal of increasing our
understanding of the CS-based signal acquisition process and the implications it has to
the practical sub-Nyquist sampling and processing of continuous analog signals. With this
in mind, in the first part of this thesis we explored some of the basic elements of the CS
framework to assess their interplay and impact on the system performance. We began with
investigating the influence of the choice of the measurement kernel on the system parameters
and the recovery performance. By looking at the sensing matrix from a deterministic
perspective, rather than taking a commonly assumed asymptotic view, we discovered that
not only does the application of a compressive measurement kernel potentially affects the
characteristics of the input (signal) noise [80], [155] but it also causes variations of the effective
signal power in the compressed measurements over the signal support in the sparsifying
representation. As a result, for a fixed input SNR, the effective SNR at the output of the
receiver becomes dependent on the support of the input signal; a situation that does not
occur in traditional Nyquist rate sensing. We analyzed the degree of such variations for
several common sensing matrix choices and examined its impact on the recovery performance,
which showed that the spread of the output SNR results in the support-dependent recovery
performance where the worst- and the best-case performance largely corresponds to the
supports that yield the lowest and the highest effective SNRs. An understanding of this
phenomenon and its implications for sensing performance is especially important for practical
implementations of CS-based acquisition hardware: the measurement kernel in this case
is likely to have equivalent dimensions that are far from the asymptotic regime, while its
elements might need to be fixed (at least temporarily) in order to be realized in hardware.
This also highlights the need for alternative measurement design strategies that would provide
more control over system parameters, such as the degree of output SNR variations, and could
accommodate different application-specific requirements. Inspired by the promising results
of the sensing matrix optimization based on the minimization of the matrix coherence [156],
[327]–[329], in this thesis we introduced a design framework that can be used to optimize
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the measurement kernel according to a particular set of system requirements, such as the
minimization of the CRB or a certain structure of the column correlations, as in direction
finding (DF) applications for instance [A3], [A6]. While the analysis presented in this thesis
sheds light on several crucial aspects of the compressive measurement kernel design, it also
reveals the importance of further investigations in this area. For compressive sensing systems
to see a practical implementation, it is paramount that there is a solid understanding of the
relation between the measurement design and the performance it provides. This includes not
only the design itself but also its sensitivity to different types of perturbations [A5], caused
by hardware limitations and/or implementation constraints, development of calibration
procedures, etc.
From analyzing the sensing matrix we turned to examining another founding premise of the
CS theory, namely that of the1 sparse structure of the input signal. Surely, any (bandlimited)
signal can be sub-sampled, e.g. by simply reducing the sampling rate below what is required
by its natural representation. However, not every signal can then be recovered from such
reduced-rate measurements. For generic signals, simply reducing the sampling rate would
likely result in an irreversible partial loss of information, which, depending on the degree
of sub-sampling, could lead to completely meaningless measurements. What distinguishes
the types of signals that CS systems target is that despite being naturally represented in a
seemingly large-dimensional space, they belong to some lower-, albeit unknown, dimensional
sub-spaces. In other words, the signals we wish to acquire are sparse (or compressible):
they can be described by only a few non-zero coefficients and a corresponding number of
generating functions. The degree of how sparse the signal is, which we refer to as the
sparsity order, has a tremendous impact on system design and performance. It determines
how many measurements are required for successful recovery and indicates what recovery
performance one can expect. In this thesis, we proposed an approach for sparsity order
estimation (SOE) where we infer the sparsity order from the rank of a properly arranged
matrix of (compressive) measurements. Building upon the ideas from principal component
analysis and model order selection (MOS), it allows us to infer the order directly from the
compressed domain, without the need to perform multiple signal reconstructions or sensing
matrix modifications. We showed that the proposed SOE approach can be applied to both
of the most common CS signal models, namely the multiple measurement and the canonical
single measurement vector models, where for the latter we ensure the possibility of order
estimation by introducing a specific design of the sensing matrix. Besides being beneficial to
some of the reconstruction algorithms, the knowledge of the sparsity order could allow us to
adapt our reconstruction strategy, e.g., by choosing a recovery algorithm whose performance
and complexity is best suited to the current signal’s sparsity. It also offers an opportunity to
adapt the measurement to the complexity of the current signal (scene), provided that the
application allows for it. These and other potentials of the sparsity order estimation are
awaiting further exploration.
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Having explored the relations between the components of a generic CS system, we moved
to investigating the application of the CS paradigm to sub-Nyquist sampling and processing
of analog continuous signals. In this thesis, we focused on a particular example, namely that
of sensing analog wideband signals with a multiband structure. The input signal with a
multiband spectrum is characterized by the presence of multiple narrowband communication
sub-bands within the total signal’s bandwidth. These sub-bands are usually assumed to
be occupied by independent transmissions whose number is relatively low compared to the
total number of the available sub-bands. Given such a wideband multiband signal, we
acquire it at a sub-Nyquist rate by using the modulated wideband converter (MWC) receiver
architecture [254], [255], which practically implements sub-Nyquist sampling in the union of
subspaces [146], [254]. The MWC is a multi-channel receiver system where in each channel
the wideband input first undergoes the process of analog bandwidth reduction, after which
it is sampled at a low sampling rate. The overall sampling rate in the MWC is thus defined
by the total number of sampling channels times the sampling rate per channel.
With this in mind, the first task we considered is the multiband spectrum sensing from
sub-Nyquist samples. Having been a topic of active research for a number of years by now,
the approaches to multiband spectrum sensing from sub-Nyquist samples seem to have
largely focused on the recovery of the full signal spectrum or the PSD, which would then
be passed to one of the available (Nyquist-rate) multiband detection schemes. Typically,
these provide a coarse estimation of the spectral occupancy at the resolution of the adopted
multiband detector. Contrary, in this thesis we proposed a compressive multiband detector
that avoids performing the step of spectral/PSD reconstruction by directly recovering the
sub-band energies at the coarse resolution of the spectral channelization of the MWC. Besides
requiring fewer measurements due to the discarding of the phase information, it also provides
an opportunity to partially solve the problem of selecting an adequate threshold common to
traditional energy detection methods. One of the main disadvantages of the proposed detector,
however, is its fixed spectral resolution that is defined by the hardware implementation
rather than by tuning a digital filterbank. Nevertheless, if the coarse occupancy estimation
is not enough, one can still recover the PSD from the same samples and perform sensing
refinement using the coarse estimation as an initial guess. Finally, in light of the sensing
matrix analysis performed in the generic CS setting, we briefly examined the composition
of the sensing matrix in the MWC and its connection to the detection performance, which
demonstrated a familiar trend: the application of the compressive sampling kernel results
in the variations of the effective output SNR that translates into the support-dependent
detection performance. The influence of this effect in the MWC, however, calls for further
investigation, as the sensing matrix can have different structures depending on the choice of
the parameters at the bandwidth reduction step, while its interaction with the input signal
has a somewhat more intricate character.
After considering sub-Nyquist sensing in frequency, we extended the sensing task to
include the angular domain by equipping the sensor with an antenna array and developing a
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sub-Nyquist receiver system capable of angular-frequency spectrum recovery. Keeping the
MWC as the underlying sub-Nyquist sampling architecture, we sample each antenna output
with M ≥ 1 MWC channels which yields the total number of receiver channels equal to
MN , where N stands for the number of antenna elements. Having formulated the task of
angular-spectral sensing from the obtained sub-Nyquist samples in the CS framework, we
derived conditions on the total number of sampling channels versus the number of antennas
for perfect recovery of the 2D angular-frequency spectrum and provided approaches for
estimating the central frequencies and the DoAs of the signals within the active sub-bands.
Our analysis indicates that for non-overlapping in frequency sources, the number of antenna
elements can be traded (to some extent) for the number of MWC channels per antenna. In a
noisy environment, this trade-off is however asymmetrical in the sense that it tends to favor
antennas over the MWC channels. This can be explained by noting that the system noise is
likely to be dominated by the noise at the output of the antennas (e.g., generated by the
low noise amplifiers (LNAs) or as a part of the interference level) that is processed by the
sampling system together with the wideband input. In this case, the noise at the different
low-rate outputs of the same antenna will be correlated, while the noise at the outputs of
different antennas is likely to have independent statistics. Contrary to the related systems
proposed in the literature, the angular-spectral sensing approach described in this thesis does
not rely on a specific structure of the antenna array responses, such as uniform sensor spacing
or isotropic elements. In contrast, it can be applied to (almost) arbitrary antenna arrays
and allows the inclusion of full 3D polarimetric array responses to reflect the sensitivity of
the antennas with respect to both azimuth and elevation angles of arrival, as well as the
polarization states of the incoming waves, which is particularly important for applications
with realistic antenna arrays. This being said, the presented analysis initiates next steps
towards a more practical sub-Nyquist multiband antenna system for angular-spectral sensing,
while a large number of important research questions remains to be answered. The most
crucial questions are concerned with the design and realistic modelling of wideband antenna
arrays capable of multiband operation in the sub-Nyquist setting, as well as the interplay
between the antenna array and the MWC characteristics in a practical implementation.
Another block of questions is related to the development of estimation approaches that could
more effectively tackle multi-dimensional signal structure without resorting to building large
two-dimensional dictionaries. Finally, there is the issue of system calibration, that is crucial
both for the array and the MWC operation.
In all of the above, we considered sub-Nyquist sensing at a single isolated sensor. Obviously,
the discussed sensing tasks can also be performed in a network of spatially distributed sensing
nodes that cooperate by exchanging the measurement data with each other or a centralized
processing unit. By taking advantage of spatial diversity, distributed cooperative sensing offers
the potential of the improved detection performance and increased robustness to propagation
conditions [330]–[332]. On the other hand, having a distributed network of sensors capable
of DF provides an opportunity for source localization, provided that the sensors know their
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relative positions [333]. In this thesis, we focused on a complementary approach to source
localization based on relative time delay estimation. Assuming a network of distributed
time-synchronized sub-Nyquist sensing nodes, we developed a method to estimate relative
autocorrelation functions of the individual signals within the active sub-bands of a multiband
input from its sub-Nyquist samples obtained at different sensors. More specifically, we
proposed two alternative estimation methods, both of which are based on spectral support
recovery. However, to be able to use the estimated relative autocorrelation functions for source
localization one has to ensure that they describe the same source locations. Note that in the
distributed scenario, it is possible that different sensors can observe different source signals
in the same band. This can happen due to the peculiarity of the propagation conditions or
even due to malicious intent. With this said, being able to detect such in-band interference
beforehand would allow the localization system to separate the sensor data according to the
set of transmitters observed by different sensors and, subsequently, improve the localization
performance. By exploiting the structure of the covariances between the low-rate outputs
of different sensors, we demonstrated that in the sub-Nyquist sampling framework this can
be done under mild conditions on the number of sensors and the number of interfering
sources. Once the relative autocorrelation functions are found, one could determine the
corresponding TDoAs and proceed with emitter localization using available approaches, such
as trilateration for instance. One could also potentially use the (partial) knowledge of the
channel impulse response (obtained from channel measurements, geometry-based modelling
and/or ray-tracing tools) to estimate the emitters’ locations, using a multilateration method
as in [323] for instance. Although a detailed discussion of precise localization techniques is
outside the scope of this thesis, one could envisage an extension of the proposed approach to
a system that formulates both the spectral detection and the (multiband) localization task
as a joint hybrid recovery problem.
In conclusion, the study presented in this thesis provides a number of novel insights into
the tasks of compressive acquisition and processing of sparse analog signals, particularly
in application to multidimensional multiband sensing. It is our hope that this thesis will
encourage further discussion and stimulate the development of the proposed sensing methods
towards an implementation in practical sensing systems.
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Appendix A
Earth mover’s distance
A.1 EMD Defintion
Consider two arbitrary vectors p ∈ RN and b ∈ RN and let F be an N ×N non-negative
matrix with (i, j) element fi,j ≥ 0. The EMD between p and b, denoted by dEMD(p, b), is
then defined as [181]
dEMD(p, b)
4
=
min
F
R(p, b,F )
‖argmin
F
R(p, b,F )‖1,1 s.t.

∑
j
fi,j ≤ |pi|, i = 1, 2, . . . , N∑
i
fi,j ≤ |bj |, j = 1, 2, . . . , N
(A.1)
where the objective function R(p, b,F ) is given by
R(p, b,F ) =
N∑
j
N∑
i
fi,j |i− j|. (A.2)
In the EMD literature, R(p, b,F ) is usually given the meaning of work required to move
mass from p to obtain b [180]. The elements fi,j can be interpreted as the amount of mass
that flows from the ith element of p to the jth element of b.
A.2 EMD between signal supports
According to (A.1), the EMD is defined on the space of real vectors. In order to apply EMD
to the support comparison problem, we introduce a following definition.
Definition 13. Let v and q be two arbitrary complex vectors of length N . Then, the EMD
between two supports S(v) and S(q) is the EMD between two vectors v˜ and q˜ obtained from
v and q by setting their non-zero entries to one and normalizing the total vector masses:
dEMD(S(v),S(q)) = dEMD(v˜, q˜), where (A.3)
177
Appendix A Earth mover’s distance
v˜i =
 1Kv , if i ∈ S(v)0, otherwise and q˜j =
 1Kq , if j ∈ S(q)0, otherwise .
Due to the mass normalization
∑
i
∑
j fi,j = 1 and hence
dEMD(S(v),S(q)) =min
F
R(v, q,F ) s.t.

∑
j
fi,j =
1
Kv
, if i ∈ S(v)∑
i
fi,j =
1
Kq
, if j ∈ S(q)
fi,j = 0, otherwise
. (A.4)
The last constraint in (A.4) is due to the absence of mass flow from or to zero elements. It
is useful to re-write (A.4) in matrix form as
dEMD(S(v),S(q)) =min
F
(1TN (F G)1N ) s.t.
 F1N = v˜FT1N = q˜ , (A.5)
where G is an N × N circulant matrix with an associated polynomial ∑N−1n=0 nxn, 1N
denotes an all-one vector of length N and  denotes the element-wise matrix product. In
the following, we will assume that the elements of S(x) are ordered such that sj(x) <
sj+1(x) ∀j ∈ [1,Kx − 1].
A.2.1 Supports with identical cardinalities
Let K = Kv = Kq and A be a K × K principal submatrix of F formed by taking the
elements indexed by S(v) in column dimension and by S(q) in row dimension, i.e.,
A = (FTS(v))
T
S(q). (A.6)
Since all non-zero elements in both v and q have the same mass of 1/K, we can represent A
as A = 1K A˜ where A˜ is comprised of elements a˜i,j ∈ [0, 1] with
∑
i a˜i,j =
∑
j a˜i,j = 1 for all
i, j ∈ [1, N ]. Then, (A.5) becomes
dEMD(S(v),S(q)) = 1
K
min
A˜
(1TK(A˜D)1K) s.t.
N∑
i=1
a˜i,j =
N∑
j=1
a˜i,j = 1, (A.7)
where D = (GTS(v))
T
S(q).
Theorem 10. Let γ ∈ RK be a vector that contains some permutation of the {1, 2, . . . ,K}
sequence and let ej denote a K-length vector with a single non-zero entry at the jth position.
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Then, the EMD between the supports of two K-sparse vectors v and q can be found as
dEMD(S(v),S(q)) = 1
K
min
γ
(1TK(Pγ D)1K), (A.8)
where Pγ = [eγ1 , eγ2 , . . . , eγK ] is a K ×K permutation matrix and (n,m)th element of D is
given by dn,m = |sn(v)− sm(q)|.
Proof. Consider the minimization problem in (A.7) and note that since
∑
i a˜i,j =
∑
j a˜i,j = 1,
A˜ belongs to the class of doubly stochastic matrices. Then, according to the Birkhoff-von
Neumann theorem, we can decompose it as
A˜ =
k∑
i=1
θiPηi , (A.9)
where Pηi is a K ×K permutation matrix, k ≤ K2 − 2K + 2 and
∑
i θi = 1 with θi ∈ (0, 1)
[334]. Denoting by θ = [θ1, θ2, . . . , θk] and by H = [η1,η2, . . . ,ηk], we have that
dEMD(S(v),S(q)) = 1
K
min
θ,H
(
1TK(
k∑
i=1
θiPηi D)1K
)
s.t.
 A˜ =
∑k
i=1 θiPηi∑k
i=1 θi = 1
. (A.10)
Now, consider the cost function in (A.10):
1TK
(
k∑
i=1
θiPηi D
)
1K =
k∑
i=1
θi
(
1TK(Pηi D)1K
) ≥ k∑
i=1
θiµ = µ, (A.11)
where µ = min
γ
(
1TK(Pγ D)1K
)
. Thus, A˜ = Pγ is an optimum solution to (A.8) and hence
dEMD(S(v),S(q)) = 1
K
min
γ
(
1TK(Pγ D)1K
)
. 
Theorem 10 states that in order to calculate the EMD between two supports of equal
cardinality, it is always enough to move the entire mass from each (non-zero) element of v to
only one of each of the (non-zero) elements of q. In other words,
dEMD(S(v),S(q)) = 1
K
min
γ
K∑
n=1
dγn,n. (A.12)
Since the elements si(v) and si(q) are sorted, one can show that
dEMD(S(v),S(q)) = 1
K
K∑
i=1
|si(v)− si(q)|. (A.13)
It is worth noting that in the case of supports with identical cardinality and equidistant
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parameter space gridding, the EMD directly represents the average parameter estimation
accuracy in gridding units of Ψ.
A.2.2 Supports with non-identical cardinalities
When the support sizes are not equal (Kv 6= Kq), the matrix A defined in (A.6) seizes to be a
square sub-matrix of F and becomes a rectangular matrix of size Kv×Kq instead. In this case,
the rows of A sum to 1Kv and the columns of A sum to
1
Kq
, i.e., ∀j ∈ [1,Kq]
∑
i ai,j =
1
Kv
and ∀i ∈ [1,Kv]
∑
j ai,j =
1
Kq
. Inserting these conditions in (A.5), we have
dEMD(S(v),S(q)) = min
A
(1TKv(AD)1Kq) s.t.
 A1Kq = 1Kv 1KvAT1Kv = 1Kq 1Kq , (A.14)
where D is defined the same way as in (A.7).
Due to the different support sizes, (A.14) does not admit a solution where each row and
column of A contain a single non-zero element as in (A.8). However, since A1Kq =
1
Kv
1Kv
and AT1Kv =
1
Kq
1Kq , we can represent A as A =
1
ρA¯ where A¯ is a Kv ×Kq matrix with
elements a¯i,j ∈ N0 and ρ is the least common multiple of Kv and Kq. In so doing, we obtain
dEMD(S(v),S(q)) = 1
ρ
min
A¯
(1TKv(A¯D)1Kq) s.t.
 A¯1Kq =
ρ
Kv
1Kv
A¯T1Kv =
ρ
Kq
1Kq
. (A.15)
Now, consider the cost function R(A¯) = 1TKv(A¯ D)1Kq =
∑
i
∑
j a¯i,jdi,j . Since all
a¯i,j ∈ N0, we can represent each non-zero product a¯i,jdi,j in the double sum as an a¯i,j-term
sum of di,j , i.e., R(A¯) =
∑
i,j:a¯i,j 6=0
∑a¯i,j
p=1 di,j . This way, the matrix A¯ can be expanded into
a ρ× ρ doubly stochastic matrix A¨ and (A.15) can hence be written as
dEMD(S(v),S(q)) = 1
ρ
min
A¨
(1Tρ (A¨ D¨)1ρ) s.t.
ρ∑
`=1
a¨`,t =
ρ∑
t=1
a¨`,t = 1, (A.16)
where D¨ = D ⊗ 1 ρ
Kv
× ρ
Kq
with ⊗ being the Kronecker matrix product and 1a×b denoting an
a× b all-one matrix. Applying the same reasoning as in the case of equally sized supports,
we obtain the following (explicit) solution to (A.14)
dEMD(S(v),S(q)) = 1
ρ
ρ∑
`=1
|s¨`(v)− s¨`(q)|, (A.17)
where s¨`(v) and s¨`(q) are `th elements of the Kronecker-repeated vectors [s1(v), . . . , sKv(v)]⊗
1Tρ
Kv
and [s1(q), . . . , sKq(q)]⊗ 1Tρ
Kq
, respectively.
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B.1 Proofs and derivations for Chapter 3
B.1.1 Proof of Lemma 1 in Section 3.3.2.1
Since Y ∼ χ2M , we can write it is as Y =
∑L
i=1X
2
i , where Xi are normal random variables,
i.e., Xi ∼ N (0, 1). Hence X2i ∼ χ21 ∆= Γ
(
1
2 , 2
)
. Multiplying Y by c, we get
cY =
L∑
i=1
cX2i , (B.1)
where, due to the scaling property of Gamma distribution
cX2i ∼ cΓ
(
1
2
, 2
)
= Γ
(
1
2
, 2c
)
. (B.2)
Applying the summation rule, we finally have
L∑
i=1
X2i ∼ Γ
(
L
2
, 2c
)
. (B.3)
B.1.2 Proof of Proposition 1 in Section 3.3.2.1
Re-writing (3.15) via ηLO, we get
ηLO = ϑ
L + 10 log10(β1,n), (B.4)
where ϑL = 10 log10
(‖x‖22
Mσ20
)
is the ratio of the (instantaneous) signal power to the total noise
power expressed in dB. It is convenient to write (B.4) via ln(β1) as
ηLO = ϑ
L + ka ln(β1), (B.5)
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where ka =
10
ln(10) . As β1 ∼ Γ
(
M
2 ,
2
M
)
, its logarithm is distributed according to the
exponential-gamma (EGa) distribution sometimes also referred to as the three-parameter
exponential-gamma distribution or generalized Gumbel distribution [169] (see Appendix E.1)
with parameters µ = ln
(
2
M
)
, θ = 1, and k = M2 i.e.,
fA(ln(β1)) = EGa
(
ln
(
2
M
)
, 1,
M
2
)
. (B.6)
Using the fact that EGa is closed under translation and scaling by a positive factor, we have
fA(η
L
O) = EGa
(
ka ln
(
2
M
)
+ ϑLE, ka,
M
2
)
, whereas (B.7)
fA(η
L
O/I) = EGa
(
ka ln
(
2
M
)
+ ka ln
( γ
M
)
, ka,
M
2
)
(B.8)
with ϑLE = 10 log10
(
Ps
Mσ20
)
.
B.1.3 Proof of Lemma 2 in Section 3.3.2.2
Note that (3.29) is exactly the same as (3.20). Hence, the mean and variance of (y|x) are
given by E(y|x) = kθ = ‖x‖22 and varA{ηO|X} = kθ2 = 2M ‖x‖42 = 2ME2{y|x}, respectively.
Since fA(y) depends on x only through ‖x‖22,
E {y} = Ex{E{y|x}} = Ex
{‖x‖22} = Ps. (B.9)
We now notice that (y2|x) is distributed according to the generalized Gamma distribution
with parameters p = 0.5, d = 0.5k and a = θ2. Taking this into account, we have that
E{y2|x} = θ2 Γ(k+2)Γ(k) = θ2(k + 1)k and hence
E
{
y2
}
=
(
M
2
+ 1
)
2
M
P 2s =
(
1 +
2
M
)
P 2s . (B.10)
The variance of y can now be calculated as
var {y} = E{y2} − E2{y} =
(
1 +
2
M
)
P 2s − P 2s =
2
M
P 2s . (B.11)
B.1.4 Derivation of (3.31) and (3.32) in Section 3.3.2.2
In this section, we derive the mean and the variance of d2m =
(∑
k∈S(x) am,kxk
)2
where
am,k ∼ Be(p) and xk = x ∈ R ∀k ∈ [1,K]. First, we notice that since all xk = x, we have
d2m = x
2
 ∑
k∈S(x)
am,k
2 . (B.12)
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Now, we denote by α` =
∑
k∈S(x) am,k and by Ps
∆
= E {x} = KE{x2}. This results in
E
{
d2m
}
= EX {EA{d2m|X}} = EX {x2E
{
α2`
}} = Ps
K
E
{
α2`
}
, and (B.13)
var
{
d2m
}
= EX {x4EA{α4`}} −
P 2s
K2
E
{
α2`
}2
=
P 2s
K2
var
{
α2`
}
, (B.14)
From (B.13) and (B.14), to compute the mean and variance of d2m, we need to determine
the mean and variance of α2` . We can calculate the former as
E
{
α2`
}
= var {α`}+ E {α`}2 = Kp(1− p) +K2p2 = ((K − 1)p+ 1)Kp. (B.15)
On the other hand, the variance of α2` can be calculated as
var
{
α2`
}
= E
{
α4`
}− E{α2`}2 , (B.16)
which requires finding the value of E
{
α4`
}
. To do so, we use the fact that α` is a sum of
K i.i.d. Bernoulli random variables and α4` can hence be written as α
4
` =
(∑K
k=1 zk
)4
, where
zk ∼ Be(p). Using multinomial theorem (see App. ??), we can represent α4` as
α4` =
K∑
k=1
z4k + 4
∑
i 6=j
z3i zj + 6
∑
i 6=j
z2i z
2
j + 12
∑
i 6=j 6=q
z2i zjzq + 24
∑
i 6=j 6=q 6=p
zizjzqzp. (B.17)
Since zk ∼ Be(p), we have that E {znk } = E {zk} = p. Furthermore, due to the fact that zk
are independent, the following equalities hold
E
 ∏
1≤q≤K
z
kq
q
 = ∏
1≤q≤K
E
{
z
kq
q
}
=
∏
1≤q≤K
E {zq} . (B.18)
Applying (B.18) to (B.17), we get
E
{
α4`
}
=
K∑
k=1
E
{
z4k
}
+ 4
∑
i 6=j
E {zi}E {zj}+ 6
∑
i 6=j
E {zi}E {zj} (B.19)
+ 12
∑
i 6=j 6=q
E {zi}E {zj}E {zq}+ 24
∑
i 6=j 6=q 6=p
E {zi}E {zj}E {zq}E {zp}
=Kp+ 4K(K − 1)p2 + 6CK2 p2 + 12KCK−12 p3 + 24CK4 p4,
where CKn =
K!
n!(K − n)! .
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Substituting E
{
α4`
}
and E
{
α2`
}2
into (B.16), we obtain
var
{
α2`
}
=
Kp+ 7K(K − 1)p2 + 6K(K − 1)(K − 2)p3 +K(K − 1)(K − 2)(K − 3)p4 − ((K − 1)p+ 1)2K2p2
=
(
1 + (K − 1)(7 + 6(K − 2)p+ (K2 − 5K + 6)p2 − (K − 1)2Kp3 + 2(K − 1)Kp2 +Kp)Kp
=
(
1−Kp+ (K − 1)((K2 − 5K + 6− (K − 1)K)p2 + (4K − 12)p+ 7)p)Kp
= (1− p)p((1 + 2p(K − 1)((2K − 3)p+ 3))K. (B.20)
Finally, by substituting (B.15) into (B.13) and (B.20) into (B.14), we arrive at
E
{
d2m
}
= ((K − 1)p+ 1)pPs (B.21)
var
{
d2m
}
= (1− p)p((1 + 2p(K − 1)((2K − 3)p+ 3)) Ps
K
. (B.22)
B.1.5 Proof of Lemma 3 in Section 3.3.2.2
Since β =
(∑K
k=1 ak
)2
and ak = ±1, we know that β can take the values (K − 2n)2 only,
where n = 0, 2, . . . , α and α = b0.5Kc. Moreover, when K = 2α+ 1, the set of values of β
spans all odd numbers from 1 to α, whereas for K = 2α it contains all even numbers from 0
to α. For the sake of clarity, we will consider these two cases separately.
1) Odd K (K = 2α + 1). The probability that among K i.i.d random variables that
take the value ±1 with p = 0.5 exactly n ∈ [0, α] are negative and K − n are positive is
CKn p
npK−n = CKn pK since there are CKn ways to choose n positions out of K. The same
holds for the case of exactly n ∈ [0, α] of ak being positive and K − n negative. Now, since
we take the square of the summation over ak, the events when exactly n of ak are positive
and exactly n are negative result in the same values of β. Hence, we have that the PMF of
β is given by
Pr
[
β = (K − 2n)2] = 2CKn pK , (B.23)
where n = 0, 1, · · ·α and p = 0.5.
Expected value: in order to calculate the mean of β we will use the definition of the
expected value for a discrete probability distribution, i.e.,
E {β} =
α∑
n=0
(K − 2n)2Pr [β = (K − 2n)2] = 2pK α∑
n=0
(K − 2n)2CKn︸ ︷︷ ︸
F
= p(K−1)F, (B.24)
where F =
∑α
n=0(K − 2n)2CKn and the last equality is due to the fact that pK = 12K . Before
proceeding with the calculation of E {β}, we introduce a helpful lemma.
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Lemma 5. Let K be a natural number greater than 1 and n be a non-negative integer. Then,
(K − 2n) + 1
n+ 1
(
K − 2(n+ 1))2 = 1
n+ 1
(
K − n− 1)(K − 2(n+ 1))+ 2. (B.25)
Proof. The proof proceeds as follows:
(K − 2n) + 1
n+ 1
(K − 2(n+ 1))2 = (K − n− 1) + 1
n+ 1
(K − n− 1− (n+ 1))2 − n+ 1
= (K − n− 1) + 1
n+ 1
(K − n− 1)(K − 3n− 3) + 1
n+ 1
(n+ 1)2 − n+ 1
=
1
n+ 1
(K − n− 1)(n+ 1 +K − 3n− 3) + 2
=
1
n+ 1
(K − n− 1)(K − 2(n+ 1)) + 2. 
Returning to (B.24), we express F in terms of its components as
F = K2 + (K − 2)2K + (K − 4)2 K!
2(K − 2)! + . . . (K − 2α)
2 K!
α!(K − α)!
= K
(
K + (K − 2)2 + (K − 4)2 (K − 1)!
2(K − 2)! + · · ·+ (K − 2α)
2 (K − 1)!
α!(K − α)!
)
. (B.26)
Consequently applying Lemma 5 to (B.26), we obtain the following expression for F
F = K
(
2 + g(1)
(
2 + g(2)
(
2 + . . . (2 + g(α))
)))
= K
(
2
(
1 +
α−1∑
n=1
n∏
k=1
g(k)
)
+
α∏
n=1
g(n)
)
,
(B.27)
where g(n) = 1n(K − n), n ∈ N. Since g(n) = 1n(K − n), n ∈ N, the product of the first n
values of g(n) is equal to the binomial coefficient CKn , and (B.27) can therefore be written as
F = K
(
2
α−1∑
n=0
CK−1n + C
K−1
α
)
= K
K−1∑
n=0
CK−1n = K2
(K−1). (B.28)
The fist equality in (B.28) is due to the palindromic property of the binomial coefficients,
while the last one is because
∑N
k=0C
N
k = 2
N . Substituting (B.28) into (B.24), we finally
obtain
E {β} = p(K−1)K2(K−1) = K. (B.29)
Variance: to compute var {β}, we make use of the equality var {β} = E{β2} − E {β}2,
which requires finding the expected value of β2. It can be calculated using the PMF of β2 as
E
{
β2
}
= 2pK
α∑
n=0
(K − 2n)4CKn︸ ︷︷ ︸
F˜
. (B.30)
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Writing F˜ in a way similar to (B.26), i.e.,
F˜ = K4 + (K − 2)4K + (K − 4)4 K!
2(K − 2)! + (K − 6)
4 K!
6(K − 3)! + . . . (K − 2α)
4 K!
α!(K − α)!
= K
(
K3 + (K − 2)4 + (K − 4)4 (K − 1)
2
+ · · ·+ (K − 2α)4 (K − 1)!
α!(K − α)!
)
. (B.31)
Employing the same approach as in (B.26), we arrive at
F˜ = K(3K−2)
(
2
α−1∑
n=0
CK−1n + C
K−1
α
)
= K(3K−2)
K−1∑
n=0
CK−1n = K(3K−2)2K−1. (B.32)
Substituting (B.32) into (B.30) we obtain
var {β} = E{β2}− E {β}2 = pK−1K(3K − 1)2K−1 −K2 = 2K(K − 1). (B.33)
2. Even K (K = 2α). Clearly, the set of values that β can take for K = 2α stays
{(K − 2n)2}αn=1. Furthermore, the probability that β is equal to (K − 2n)2 for n =
0, 1, . . . , α − 1 in the case of even K is also exactly the same as when K is odd. However,
the situation is slightly different when n = α and K = 2α. In this case for n = α the value
of β is 0, and hence there is only half number of combinations to achieve it (compared to√
β = ±(K − 2n), for n = 0, 1, . . . , α− 1). Therefore, the PMF of β is given by
Pr
[
β = (K − 2n)2] =
 2CKn pK , n = 0, 1, · · ·α− 1CKn pK , n = α. (B.34)
Expected value: using the fact that K − 2α = 0, we write (B.24)
E {β} = 2pK
α∑
n=0
(K − 2n)2CKn = 2pK
α−1∑
n=0
(K − 2n)2CKn = p(K−1)F, (B.35)
where F now is
∑α−1
n=0(K − 2n)2CKn . Following the same line of reasoning as above we get
F = K
(
2 + g(1)
(
2 + g(2)
(
2 + . . . (2 + g(α− 1))))) = K (2(1 + α−2∑
n=1
n∏
k=1
g(k)
)
+
α−1∏
n=1
g(n)
)
= K
(
2
α−2∑
n=0
CK−1n + C
K−1
α−1
)
= K
K−1∑
n=0
CK−1n = K2
(K−1). (B.36)
Note that since K − 1 is odd there is only 2(α − 2) + 1 = 2α − 1 binomial coefficients
CK−1n . Hence,
(
2
∑α−2
n=0 C
K−1
n + C
K−1
α−1
)
=
∑K−1
n=0 C
K−1
n and (B.36) we have E {β} =
p(K−1)K2(K−1) = K.
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B.1.6 Analysis of Gaussian, Bernoulli and Rademacher random sensing
matrices in view of the composite model (3.42) in Section 3.3.3.2
We revisit here three random matrix types considered above in view of the composite structure
of A. Note that, for simplicity, we consider a real-valued model, while the extension to the
complex-valued variables is straightforward as follows from the discussion in Section 3.3.3.1.
Gaussian Φ. When φn,m ∼ N
(
0,
√
1/M
)
each am,n is a linear combination of N zero-
mean normal random variables and hence is a zero-mean random variable itself. However,
the elements in each row of A are correlated. This is because for any fixed m all am,n result
from (different) linear combinations of the same random vector φm. We know nevertheless
that dm =
∑
k∈S(x) am,kxk is also zero-mean and normal as it is a linear combination of
zero-mean normal random variables, albeit correlated [335]. What is left to calculate is the
variance of dm.
Lemma 6. Let dm =
∑
k am,kxk be a linear combination of K random variables am,k =∑N
n=1 φm,nψk,n where xk ∈ R, ψk,n ∈ R is an (k, n)-th element of Ψ ∈ RN×N and φm,n ∼
N (0, 1M ) with M = 1, . . .M , N = 1, . . . N and K ≤ N . The variance of dm is then given
by
σ2m =
1
M
∑
k
x2k
2
k + 2
∑
i,j∈[1,K]:i<j
xixj [GΨ]i,j
 , (B.37)
where n =
√∑
n ψ
2
k,n and GΨ = Ψ
TΨ.
Proof. To calculate the variance of dm =
∑
k am,kxk, we first compute the covariance matrix
Σm of am = [am,1, . . . , aN,1]:
Σm = Ψ
TΣφΨ, (B.38)
where Σφ denotes the covariance matrix of φn = [φn,1, . . . , φN,1]. Noting that Σφ is a
diagonal matrix with 1/M on its main diagonal, we can write (B.38) as
Σm =
1
M
ΨTΨ =
1
M
GΨ, (B.39)
where GΨ = Ψ
TΨ. Finally, denoting by n the `2 norm of the nth column of Ψ, the variance
of dm can be expressed as
σ2m =
1
M
∑
k
x2k
2
k + 2
∑
i,j∈[1,K]:i<j
xixj [GΨ]i,j
 . (B.40)

Thus, for an orthogonal Ψ we have that σ2m =
2Ps
M , whereas when it is orthonormal
σ2m =
Ps
M as in the canonical case. Furthermore, when all xk are equal, the variance of dm
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becomes σ2m =
Ps
M ‖GΨ‖1,1 where ‖ · ‖p,q denotes the Lp,q matrix norm. Moreover, since
the value of σ2m does not depend on the column index m and the elements of the sensing
matrix are i.i.d. within one column, we can invoke Lemma 1 to find the distribution of
β =
∑M
m=1 d
2
m:
fA(β|X ) = Γ
(
M
2
, 2σ2m
)
. (B.41)
The rest of the analysis follows along the same lines as in the canonical case keeping in mind
the change of the scale parameter from 2PsM to 2σ
2
m.
Bernoulli and Rademacher Φ. Suppose now that the elements of Φ are drawn from
one of the two discrete distributions considered above. The linear combinations (??) create
difficulties in determining a precise distribution of the elements of A similar to the ones we
have encountered in the canonical model. When N is large enough however we can apply
the central limit theorem (CLT) to approximate the distribution of am,n as normal, i.e.,
am,n
N↑∼ N (µm,n, σ2m,n) , (B.42)
where µm,n and σ
2
m,n are the mean and the variance of φ
T
mψn, respectively. They can be
calculated as follows
 Bernoulli Φ:
 µm,n = p
∑N
i=1 ψn,i
σ2m,n = p(1− p)
∑N
i=1 ψ
2
n,i = p(1− p)‖ψn‖22 = p(1− p)n
;
 Rademacher Φ:
 µm,n = 0σ2m,n = ∑Ni=1 ψ2n,i = ‖ψn‖22 = n .
We observe that in the case of the Rademacher measurement matrix, we arrive at a sensing
matrix A with zero-mean Gaussian elements that have (possibly) different variances in
different columns. The Bernoulli Φ also results in a sensing matrix with normal elements
of varying (within one row) variance that additionally have different (non-zero) expected
values.
In both cases, dm =
∑
k∈S(x) am,kxk is a normal random variable: zero-mean for a
Radema-cher Φ and with a (non-zero) mean of µd = p
∑
k∈S(x) ‖ψk‖1xk for a Bernoulli Φ.
Applying Lemma 6 we can obtain the variance σ2m of dm as
σ2m =
 pσ2Ψ, for Bernoulli Φσ2Ψ, for Rademacher Φ , (B.43)
where σ2Ψ =
(∑
k∈S(x) x
2
k
2
k + 2
∑
i,j∈S(x):i<j xixj [GΨ]i,j
)
.
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B.1.7 Proof of Theorem 2 in Section 3.4.2.2
Substituting (3.50) into (3.52), we have that
Pr
[|aTj y| ≥ |aTi y|] = Pr [|aTj aixi + aTj n| ≥ |aTi aixi + aTi n|]
= Pr
[|γj,ixi + aTj n| ≥ |γi,ixi + aTi n|] . (B.44)
Consider now the condition |γj,ixi + aTj n| ≥ |γi,ixi + aTi n|:
|γj,ixi + aTj n| ≥ |γi,ixi + aTi n|(
γj,ixi + a
T
j n
)2 − (γi,ixi + aTi n)2 ≥ 0(
(γj,i − γi,i)xi + (aTj − aTi )n
) (
(γj,i + γi,i)xi + (a
T
j + a
T
i )n
) ≥ 0. (B.45)
Denote by αi = γi,i = ‖ai‖22. Then, the inequality (B.45) is fulfilled when either (aTj − aTi )n > (αi − γj,i)xi(aTj + aTi )n > −(αi + γj,i)xi or
 (aTj − aTi )n ≤ (αi − γj,i)xi(aTj + aTi )n ≤ −(αi + γj,i)xi (B.46)
Consider now z− = (aTj − aTi )n and z+ = (aTj + aTi )n. Since n is a Gaussian vector
whose elements are zero-mean with variance σ20, z∓ is a zero-mean Gaussian variable with
variance σ2∓ = ‖aj ∓ ai‖22σ20. We can write σ2∓ as
σ2∓ = ‖aj ∓ ai‖22σ20 = (αi + αj ∓ 2γj,i)σ20 = (αi ∓ γj,i)
(
1 +
αj ∓ γj,i
αi ∓ γj,i
)
σ20. (B.47)
Given (B.47), we define a new variable z¯∓ =
z∓
σ∓
, which is now standard normal distributed,
i.e., z¯∓ ∼ N (0, 1). Noting that αix
2
i
σ20
= η¯O, we can re-write left-hand part of (B.46) as
z¯∓ > ± (αi ∓ γj,i)xi√
(αi ∓ γj,i)
(
1 +
αj∓γj,i
αi∓γj,i
)
σ20
= ±
√
(αi ∓ γj,i)x2i
σ20
√(
1 +
αj ∓ γj,i
αi ∓ γj,i
)−1
= ±√η¯O
√√√√ 1∓ γj,iαi
1 +
αj∓γj,i
αi∓γj,i
. (B.48)
Similarly, the right-hand part of (B.46) turns into
z¯∓ ≤ ±
√√√√ 1∓ γj,iαi
1 +
αj∓γj,i
αi∓γj,i
η¯O. (B.49)
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Finally, combining (B.48) and (B.49) and taking into account that z¯∓ ∼ N (0, 1), we
obtain
Pr
[|aTj y| ≥ |aTi y|] = Pr


z¯− >
√
1− γj,i
αi
1+
αj−γj,i
αi−γj,i
η¯O
z¯+ > −
√
1+
γj,i
αi
1+
αj+γj,i
αi+γj,i
η¯O
∪

z¯− ≤
√
1− γj,i
αi
1+
αj−γj,i
αi−γj,i
η¯O
z¯+ ≤ −
√
1+
γj,i
αi
1+
αj+γj,i
αi+γj,i
η¯O

= Q
√√√√ 1− γj,iαi
1 +
αj−γj,i
αi−γj,i
η¯O
 ·Q
−
√√√√ 1 + γj,iαi
1 +
αj+γj,i
αi+γj,i
η¯O

+Q
−
√√√√ 1− γj,iαi
1 +
αj−γj,i
αi−γj,i
η¯O
 ·Q
√√√√ 1 + γj,iαi
1 +
αj+γj,i
αi+γj,i
η¯O
 . (B.50)
B.1.8 Proof of Theorem 3 in Section 3.4.2.2
To obtain (3.59), we proceed in a manner similar to the proof of Theorem 2. Namely, we
substitute (3.56) into Pr
[
|aTj y| ≥ |aTi y|
]
to obtain
Pr
[|aTj y| ≥ |aTi y|] = Pr
|aTj ∑
k∈S(x)
akxk + a
T
j n| ≥ |aTi
∑
k∈S(x)
akxk + a
T
i n|

= Pr
| ∑
k∈S(x)
γj,kxk + a
T
j n| ≥ |
∑
k∈S(x)
γi,kxk + a
T
i n|
 . (B.51)
Note that i ∈ S(x) here, i.e., ∃k ∈ S(x) : k = i.
The condition in (B.51) is equivalent to ∑
k∈S(x)
γj,kxk + a
T
j n
2 −
 ∑
k∈S(x)
γi,kxk + a
T
i n
2 ≥ 0 (B.52)
 ∑
k∈S(x)
(γj,k − γi,k)xk +
(
aTj − aTi
)
n
 ∑
k∈S(x)
(γj,k + γi,k)xk +
(
aTj + a
T
i
)
n
 ≥ 0.
Note that (B.52) and (B.46) are similar but for the change of the first term in both brackets.
Hence, we can formulate the conditions on
(
aTj − aTi
)
n and
(
aTj + a
T
i
)
n according to
(B.46) keeping in mind the change from ±(αi ∓ γj,i)xi to ±
(∑
k∈S(x) (γi,k ∓ γj,k)xk
)
.
Taking into account that the random variables z− = (aTj − aTi )n and z+ = (aTj + aTi )n
stay zero-mean Gaussian with variance σ2∓ = ‖aj ∓ ai‖22σ20 = (γi,i + γj,j ∓ 2γj,i)σ20, we can
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follow (B.48) and (B.49)to obtain
z¯∓ > ±
(∑
k∈S(x) (γi,k ∓ γj,k)xk
)
√
(γi,i + γj,j ∓ 2γj,i)σ20
= ±
√√√√(∑k∈S(x) (γi,k ∓ γj,k)xk)2
(γi,i + γj,j ∓ 2γj,i)σ20
or (B.53)
z¯∓ ≤ ±
(∑
k∈S(x) (γi,k ∓ γj,k)xk
)
√
(γi,i + γj,j ∓ 2γj,i)σ20
= ±
√√√√(∑k∈S(x) (γi,k ∓ γj,k)xk)2
(γi,i + γj,j ∓ 2γj,i)σ20
, (B.54)
where z¯∓ ∼ N (0, 1). Denoting by α∓i,j =
√
(
∑
k∈S(x)(γi,k∓γj,k)xk)
2
(γi,i+γj,j∓2γj,i)σ20
we arrive at
Pr
[|aTj y| ≥ |aTi y|] = Q(α−j,i) ·Q(−α+j,i)+Q(−α−j,i) ·Q(α+j,i) . (B.55)
B.1.9 Proof of Corollary 1 in Section 3.4.2.2
We begin the proof by re-writing the denominator of η¯O =
‖Ax‖22
σ20
as
‖Ax‖22 =
∥∥∥∥∥∥
∑
k∈S(x)
akxk
∥∥∥∥∥∥
2
2
=
∥∥∥∥∥∥
∑
k∈S(x)
ak
∥∥∥∥∥∥
2
2
x2 =
(
K∑
n=1
‖akn‖22 + 2
K∑
n=1
n−1∑
`=1
aTkkak`
)
x2
=
(
K∑
n=1
γknkn + 2
K∑
n=1
n−1∑
`=1
γkn,k`
)
x2 =
K∑
n=1
K∑
`=1
γkn,k`x
2, (B.56)
where kn, k` ∈ S(x).
Denote by η¯
(i)
O =
∑K
`=1 γki,k`x
2
σ20
, then η¯O =
∑K
i=1 η¯
(i)
O . Consider now α
∓
i,j =
√
(
∑
k∈S(x)(γj,k∓γi,k)xk)
2
(γi,i+γj,j∓2γj,i)σ20
:
α∓i,j =
√√√√(∑k∈S(x) (γj,k ∓ γi,k)xk)2
(γi,i + γj,j ∓ 2γj,i)σ20
=
√√√√(∑k∈S(x) (γj,k ∓ γi,k))2 x2
(γi,i + γj,j ∓ 2γj,i)σ20
(B.57)
=
√√√√√(∑k∈S(x) (γj,k ∓ γi,k))2∑k∈S(x) γi,kx2∑
k∈S(x) γi,k · (γi,i + γj,j ∓ 2γj,i)σ20
=
√√√√√ (∑k∈S(x) (γj,k ∓ γi,k))2∑
k∈S(x) γi,k · (γi,i + γj,j ∓ 2γj,i)
η¯
(i)
O .
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B.2 Proofs and derivations for Chapter 4
B.2.1 Proof of Theorem 4 in Section 4.2.1
Since X is row K-sparse, we can express Y as
Y = AX = A˜X¯, (B.58)
where A˜ = AS(X) ∈ CM×K and X¯ = XS(X) ∈ CK×T with XS(X) denoting the rows of X
indexed by S(X). On one hand, we know that
rank
(
A˜X¯
)
≤ min
(
rank
(
A˜
)
, rank
(
X¯
))
= min(M,K, T ) = K. (B.59)
On the other hand, from the Sylvester’s rank inequality we have that
rank
(
A˜
)
+ rank
(
X¯
)−K ≤ rank(A˜X¯) . (B.60)
Since krank (A) ≥ K and M > K, rank
(
A˜
)
= K and hence
K +K −K ≤ rank (Y ) = rank
(
A˜X¯
)
≤ K. (B.61)
From (B.61) it follows that rank (Y ) = K, which concludes the proof.
B.2.2 Proof of Theorem 5 in Section 4.4.1
The “only-if” part becomes evident by considering K = 1. In this case, we have yb = Abx =
ab,nxn, where xn is the value of the single non-zero in x and ab,n is the nth row of Ab. For
Y we then have Y = [a1,n, . . . ,aB,n]xn which is rank-one only if all columns a1,n are scaled
version of one common non-zero vector a0,n, i.e., ab,n = cb,na0,n. Stacking ab,n back into A
we obtain an = cn ⊗ a0,n and therefore A = C A0.
For the “if” part, consider y = Ax = (C A0)x. Its reshaped version Y can be expressed
as Y = A0diag{x}CT = A0,Kdiag{xK}CTK , where Φ0,K ∈ Cm×K , CK ∈ CB×K and xK
contain only the K columns/values corresponding to the non-zero entries in x, respectively.
Since A0,K and CK have full column rank K and provide a rank factorization of Y , we have
that rank{Y } = K. Obviously, this can only be fulfilled if K ≤ B and K ≤ m.
B.2.3 Proof of Theorem 6 in Section 4.4.1
The proof proceeds in a similar fashion to the proof of Theorem 5. We begin by considering
K = 1 for the “only-if” part. As before we obtain Y = [a1,n, . . . ,aB,n]xn, where ab,n is the
b-th block of the n-th column of A. To obtain the desired property that rank{Y } = K = 1,
we therefore require that all ab,n are linearly dependent, i.e., ab,n = cb,nab−1,n. For non-
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overlapping blocks, all the cb,n are different, which immediately yields the Khatri-Rao
structure with an arbitrary matrix C. We now show that for overlapping blocks, there must
be much more structure in the coefficients C.
Consider three consecutive columns b−1, b, and b+1. We have the two scaling conditions
ab,n = cb,nab−1,n (B.62)
ab+1,n = cb+1,nab,n (B.63)
which must be valid for all elements in the vectors. However, since the blocks overlap by
m− p samples, they have common elements. In particular,
[ab−1,n](k) = [ab,n](k−p) (B.64)
[ab,n](k) = [ab+1,n](k−p) (B.65)
for all k = p+ 1, p+ 2, . . . ,m. Inserting (B.62) and (B.63) into (B.65) we obtain
cb,n[ab−1,n](k) = cb+1,n[ab,n](k−p). (B.66)
However, since (B.64) must be true for all k = p+1, p+2, . . . ,m this implies that cb+1,n = cb,n.
Since b is arbitrary, the same argument can be applied to show that cb,n = cn ∀b = 1, 2, . . . , B.
Therefore, we have
ab,n = cnab−1,n = c2nab−2,n = . . . = c
b−1
n a1,n. (B.67)
Due to the overlap, to satisfy (B.67) we can choose only the first p elements of a1,n as well
as the constant cn ∈ C freely. The remaining elements of an are filled by replicating these p
elements, scaled by cn, c
2
n, and so on. This leads to the Vandermonde structure of C.
For the “if” part, it is easy to see that for every K we can write Y as A˜0diag {x}CTB ,
where A˜0 contains the first m rows of C⌈m
p
⌉ A0, and C⌈m
p
⌉ and CB represent the first ⌈mp ⌉
and the first B rows of C, respectively. Therefore, we can write Y as A˜0,Kdiag {xK} ·CTB,K ,
where A˜0,K ∈ Cm×K , CB,K ∈ CB×K , and xK contain the K columns/values corresponding
to the nonzero entries in x. Since C and A0 have full Kruskal-rank K, the same holds true
for A˜0 and CB [336] and thus we have rank{Y } = K.
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B.3 Proofs and derivations for Chapter 5
B.3.1 Derivation of Pd, Pfa and Pmd from Example 5.19 in Section 5.2.2.2
Probability of correct detection Pd. According to (5.9), the correct detection occurs
when all of the elements of the binary occupancy vector b are estimated correctly. In case of
bn being i.i.d. Bernoulli random variables with p = 0.5, there are 2
2 = 4 possible outcomes
but only 3 of them are different from the detection point of view, i.e., a vector that contains
all zeros, all ones,a single zero and a single one. Clearly, there is only 1 realization of the
first two, while the last two can appear in 2 different variations as demonstrated below.
bq,n\q 1 2 2 3
bq,1 0 0 1 1
bq,2 0 1 0 1
Taking into account that the probability of correctly estimating 1 or 0 is 1 − α or 1 − β,
respectively, we can write Pd as
Pd =
1
4
(
(1− α)2 + 2(1− α)(1− β) + (1− β)2)
=
1
4
(1− α+ 1− β)2 = 1
4
(2− α− β)2. (B.68)
Probability of false alarm Pfa. To compute the total probability of false alarm we need
to consider all combinations where there is at least a single 0 in the occupancy vector b,
which is obviously all of them but the vector [1, 1]T. Among the rest of possible combinations
it is enough to consider only two, i.e., [0, 0]T and [0, 1]T. As a result we obtain
Pfa =
1
4
(
α2 + 2α(1− α) + 2α) = 1
4
α(4− α). (B.69)
.
Probability of false alarm Pmd. Computation of the total probability of missed detection
follows along the same lines that that of Pfa, but the change from a factor of α in front of
the first bracket to the factor of β. Therefore,
Pmd =
1
4
β(4− β). (B.70)
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B.4 Proofs and derivations for Chapter 6
B.4.1 Proof of Theorem 7 in Section 6.3
In [10], it is shown that the sparse recovery problem (6.13) has a unique solution if spark(B) ≥
2K + 1. In order to proof that this requirement is fulfilled for any fixed a(θ, f) ∈ A and
Mt within the limits of the theorem, in the following we show that it is always possible to
achieve matrix B such that any of its r ≤ 2K-column sub-matrices Br are full rank. We
begin with a following lemma.
Lemma 7 (Lemma 1 in [307]). Let A ∈ CN×K and B ∈ CM×K be two matrices with
Kruskal rank κA and κB, respectively. Then, their Khatri-Rao (column-wise Kronecker)
product C = B A ∈ CNM×K is full rank if rank(A) + κB ≥ K + 1κA ≥ 1 , or
 rank(B) + κA ≥ K + 1κB ≥ 1 . (B.71)
Proof. Proof see Appendix A in [307]. 
Corollary 3. If A is full Kruskal rank with κA = min(N,K) and B does not have zero
columns, then C = B A is full rank when
rank(B) ≥
 1, if N ≥ KK −N + 1, otherwise. (B.72)
Proof. The proof follows directly from Lemma 7. 
Now, suppose that Φn = Φ for any n = 1, 2, . . . , N and consider an r ≤ 2K-column
sub-matrix of B corresponding to some active triples (αj , βj , `j) with j = 1, 2, . . . , r. It can
be written as
Br = (1N×1 ⊗Φr) (ar ⊗ 1M×1) = Φr  ar, (B.73)
where  stands for the Schur-Hadamard (element-wise) matrix product, ar ∈ CN×r contains
the array steering vectors of the r active pairs (αjθd, βjfd), and Φr ∈ CM×r contains the
columns of the matrix Φ corresponding to the active spectral cells `r. Since a(θ, f) ∈ A, ar
is full Kruskal rank, i.e., κar = min(N, r). Invoking Corollary 1, the matrix Br is full rank if
rank(Φr) ≥
 1, if N ≥ rr −N + 1, otherwise (B.74)
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That is, if N ≥ 2K any matrix Φ with non-zero columns (even with M = 1) allows to achieve
a full column rank matrix Br.
Consider now the case when N < r and suppose we choose Φ such that it has full Kruskal
rank, i.e., κΦ = M . Invoking the same argument as before, ar is always full Kruskal rank,
i.e., κar = N . However, if some of the indices `j ∈ [1, r] coincide, then Φr has some repeated
columns and is hence rank deficient. The rank of Φr then becomes
rank(Φr) = min(M,µ). (B.75)
Substituting (B.75) into (B.74), we have that MN ≥ rN ≥ r −min(M,µ) + 1 , (B.76)
where the first inequality follows from the requirement that for BR to be full column rank it
has to be tall or square. When r takes its maximum value 2K, we get MN ≥ 2KN ≥ 2K −min(M,µ) + 1 . (B.77)
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B.5.1 Proof of Lemma 4 in Section 7.3.2.2
Suppose that Sp1 6= Sp2 . Then, there exists such i ∈ [1, N ] that i /∈ C(o)p1 ∩ C(o)p2 . Therefore,
C(o)p1 4 C(o)p2 6= ∅, where 4 denotes the symmetric difference between two sets defined as
Cop1 4 Cop2 = (Cop1 \ Cop2) ∪ (Cop2 \ Cop1). (B.78)
Invoking the definition of C(o)p , we have that since C(o)p1 4 C(o)p2 6= ∅ there must exist such
k ∈ [1,K] that fc,k = f ci and k /∈ Kop1 ∩ Kop2 . Therefore, the symmetric difference Kop2 4Ko
is also a non-empty set and hence Kop1 6= Kop2 .
B.5.2 Proof of Theorem 9 in Section 7.3.2.2
Necessary condition (’If ’ part): If Sp1 ∩ Sp2 6= ∅ and Sp1,p2 6= Sp1 ∩ Sp2 , then there
exist `i such that `i ∈ (Sp1 ∩ Sp2) \ Sp1,p2 where \ denotes the relative compliment. Since
(Sp1 ∩ Sp2) \ Sp1,p2 6= ∅ and Sp1,p2 ⊆ (Sp1 ∩ Sp2), there must exist a pair (k1 ∈ Kop1 , k2 ∈
Kop2), k1 6= k2 such that {k1, k2} /∈ Kop1,p2 and fc,k1 = `ifp = fc,k2 . Therefore, the set I is
non-empty.
Sufficient condition (’Only if ’ part): If I 6= ∅, then there exist q pair of indices
(k1 ∈ [1,K], k2 ∈ [1,K]), k1 6= k2 such that fc,k1 = fc,k2 . Since each sensor observes K(n)obs
signals xk(t) with distinct central frequencies fc,k, there is no such sensor that observes both
signals xk1(t) and xk2(t), i.e., @k ∈ [1,K] : {k1, k2} ∈ Kop. However, taking into account that
each xk(t) is observed by at least one sensor, we have that there exists a pair of sensors with
indices (p1 ∈ [1, P ], p2 ∈ [1, L]), p1 6= p2 such that k1 ∈ Kop1 , k2 ∈ Kop2 and {k1, k2} /∈ Kop1,p2 .
However, it also holds that
∃`i ∈ Sp1 ∩ Sp2 : `i /∈ Sp1,p2 , (B.79)
where `i =
⌊
fc,k1
fp
⌋
=
⌊
fc,k2
fp
⌋
. Therefore, Sp1 ∩ Sp2 6= ∅ and Sp1,p2 6= Sp1 ∩ Sp2 .
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Elements of linear algebra
C.1 Vector and matrix norms
An `p≥1 norm of an length-N vector x is defined as
‖x‖p =
(
N∑
n=1
|xn|p
) 1
p
. (C.1)
For p = 1 an `1-norm is called a Taxicab or a Manhattan norm while for p = 2, one obtains
an `2-norm or Euclidean norm. The `p-norm with p =∞ is called the infinity or maximum
norm and it is given by
‖x‖∞ = max
n
|xn|. (C.2)
Finally, one also defines an `0(pseudo)-norm as
‖x‖0 =
∑
i:xi 6=0
1. (C.3)
Entry-wise Lp matrix norms treat an M ×N matrix A as a vector of size MN and apply
one of the `p vector norms introduced above such that
‖A‖p = ‖vec (A) ‖p =
(
M∑
m=1
N∑
n=1
|am,n|p
)1/p
. (C.4)
One can also introduce mixed Lp,q-norm where
‖A‖p,q =
 N∑
n=1
(
M∑
m=1
|am,n|p
) q
p

1
q
(C.5)
and p, q ≥ 1. For p = q = 2 the Lp,q-norm is called a Frobenius norm denoted as ‖A‖F and
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given by
‖A‖F =
√√√√ N∑
n=1
M∑
m=1
|am,n|2 =
√
trace (AHA). (C.6)
Finally, p = q =∞ yields a max matrix norm, i.e.,
‖A‖max = max
m,n
|am,n|. (C.7)
For vector induced matrix norms see [337].
C.2 List of some special matrices
 All-ones matrix
An all-ones matrix is an M × N matrix where every element is equal to one. It is
denoted by 1M×N ,
1M×N =

1 · · · 1
...
. . .
...
1 · · · 1
 .
An N -length vector of all-ones is then simply denoted by 1N .
 All-zero matrix
An all-zeros matrix is a counterpart of an all-ones matrix as all its elements are equal
to zero. Similarly to an all-one matrix, an all-zeros matrix of size M ×N is
0M×N =

0 · · · 0
...
. . .
...
0 · · · 0
 ,
while the all-zeros vector of length N is denoted by 0N .
 Diagonal matrix
A diagonal matrix is a square N ×N matrix whose elements are non-identically zero
only on the main diagonal, i.e.,
A =

a1,1 · · · 0
...
. . .
...
0 · · · aN,N
 ,
where ai,j = 0 ∀i 6= j ∈ N1:N . The operation of obtaining an length-N vector
containing the diagonal elements of A is denoted by diag (A), e.g., a = diag (A) =
[a1,1, . . . , aN,N ]
T.
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 A doubly stochastic matrix
A doubly stochastic matrix is a non-negative real matrix whose every row and column
adds to one, i.e., and M ×N matrix A is doubly stochastic if and only if ∑j ai,j =∑
i ai,j = 1 for any i ∈ [1,M ] and j ∈ [1, N ].
 Block diagonal matrix
A block diagonal matrix is a block matrix that has Mn ×Nn matrices An on its main
diagonal, i.e.,
A =

A1 · · · 0M1×NN
...
. . .
...
0MN×N1 · · · AN
 .
The size of A is
∑N
n=1Mn ×
∑N
n=1Nn.
 Identity matrix
An identity matrix is a diagonal matrix that has ones on its main diagonal and it is
denoted by IN , i.e.
IN =

1 · · · 0
...
. . .
...
0 · · · 1
 .
 Gram matrix
Gram or Gramian matrix is a square matrix that contains (column) inner products of
some M ×N matrix A such that
GA = A
HA =

aH1 a1 · · · aH1 aN
...
. . .
...
aHMaN · · · aHNaN
 ,
where vi is the ith column of V .
 Nonnegative matrix
A nonnegative matrix is a matrix whose values are nonnegative, i.e.,
A ≥ 0 ⇐⇒ ai,j ≥ 0 ∀i, j ∈ N1:N .
 Permutation matrix
A permutation matrix is a square matrix with exactly a single one in each row and
column with all the rest of the elements being zero. It can be obtained by permuting
the columns of an identity matrix of the same dimensions.
 Positive-definite matrix
A positive-definite matrix is a Hermitian matrix whose eigenvalues are positive.
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 Sparse matrix
A an M ×N matrix A is called sparse if it has relatively few non-zero elements, i.e.,∑N
n=1 ‖an‖0 MN where an is the nth column of A.
 Symmetric matrix
A symmetric matrix is a square matrix that is equal to its transpose, i.e., A = AT.
 Unitary matrix
A unitary matrix is a matrix whose inverse is equal to its conjugate transpose, i.e.,
A−1 = AH.
 Toeplitz matrix
A Toeplitz matrix is a matrix whose descending diagonals from left to right are constant.
A particularly common class of Toeplitz matrices constitute square symmetric Toeplitz
matrices that have a following structure
T =

α0 α1 α2 · · · αN−1
α1 α0 α1 · · · αN−2
...
...
...
. . .
...
αN−1 αN−2 αN−3 · · · α0
 .
 Vandermonde matrix
A Vandermonde matrix is a matrix whose rows contain the terms of a geometric
progression of some variable αi, i.e.,
V =

1 α1 α
2
1 · · · αN−11
1 α2 α
2
2 · · · αN−12
...
...
...
. . .
...
1 αM α
2
M · · · αN−1M
 .
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Special functions and operations
Dirac delta function
The Dirac delta function denoted as δ(t) is a generalized function that is zero everywhere
but at t = 0 that satisfies ∫ ∞
−∞
δ(t)dt = 1. (D.1)
From (D.1) follows the sifting property of δ(t): for a non-zero scalar τ and some function
f(t) ∫ ∞
−∞
δ(t− τ)f(t)dt = f(τ). (D.2)
Gamma function
The gamma function is defined for all complex numbers except the non-positive integers as
Γ(t)
∆
=
∫ ∞
0
xt−1e−xdt. (D.3)
Note that if n ∈ N, then Γ(n) = (n− 1)!.
Polygamma function
The polygamma function of order m is defined as the (m+ 1)th derivative of the logarithm
of the gamma function
ψ(m)(z)
∆
=
dm+1 ln(Γ(z))
dm+1z
. (D.4)
The polygamma functions of order m = 0 and m = 1 are often called the digamma and the
trigamma functions, respectively.
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Digamma function: The digamma function is commonly simply denoted as ψ(z) and it
can be calculated as
ψ(0)(z) = ψ(z) =
Γ′(z)
Γ(z)
. (D.5)
Trigamma function: The trigamma function is also sometimes defined via the series
expansion as
ψ(1)(z) =
∞∑
n=0
1
(z + n)2
. (D.6)
Q-function
The Q-function Q(x) is the compliment of the cumulative distribution function (CDF) of
the standard normal distribution, i.e.,
Q(x) = 1− Φ(x) = 1− 1√
2pi
∫ x
−∞
e−t
2/2dt, (D.7)
where Φ(x) = 1√
2pi
∫ x
−∞ e
−t2/2dt is the CDF of N (0, 1). For a standard normal random
variable X, the Q-function gives the probability Pr [X > x].
Sign function
The sign function extracts the sign of a real number a such that
sign(a) =

−1, a < 0
0, a = 0
+1, a > 0
(D.8)
Modulo operation
For two real numbers a and b the modulo operation returns a remainder of the division of a
by b. Formally, we define it as
amodb = |a| −
∣∣∣⌊a
b
⌋
b
∣∣∣ , (D.9)
where b·c is the operation of rounding to the nearest smaller integer.
203
Appendix E
Probability distributions
E.1 Continuous distributions
Normal Gaussian distribution
The normal Gaussian distribution is a continuous probability distribution with the probability
density function (PDF)
f(x|µ, σ2) = 1√
2piσ2
e
−
(x− µ)2
2σ2 , (E.1)
where µ is the expectation of x and σ2 is its variance. When a random variable x is distributed
according to (E.1) we express it by writing
x ∼ N (µ, σ2) . (E.2)
Finally, a Gaussian distribution with µ = 0 and σ2 = 1 is commonly referred to as the
standard normal Gaussian distribution and it is denoted as N (0, 1).
Multivariate Gaussian distribution
The multivariate normal Gaussian distribution is a generalization of a (one-dimensional)
normal Gaussian distribution to higher dimensions. A random vector x = [x1, . . . , xN ]
T is
said to be normally distributed if for any vector a ∈ RN the random variable y = aT is
normally distributed. Multivariate normal distribution is parametrized by the mean vector
µ = E {x} = [E {x1} , . . . ,E {xN}]T, (E.3)
and the N ×N covariance matrix
Σ = E
{
(x− µ)(x− µ)T} . (E.4)
One denotes it as x ∼ N (µ,Σ).
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E.1 Continuous distributions
When all the elements xn, n = 1, . . . , N are i.i.d. normal random variables with the same
mean and variance, i.e., xn ∼ N (µ, σ) ∀n, then we use the univariate notation x ∼ N (µ, σ)
to denote the distribution of x and say that x is normally distributed with the mean µ and
variance σ2.
Complex Gaussian distribution
The complex normal distribution characterizes complex random vectors x = a+ b ∈ CN
whose real and imaginary parts are jointly normal distributed. It is described by three
parameters:
 the location parameter µ = E {x} ∈ CN ;
 the covariance Γ = E {(x− µ)(x− µ)∗} ∈ CN×N ;
 the relation parameter C = E
{
(x− µ)(x− µ)T} ∈ CN×N .
The complex normal distribution is called circularly-symmetric complex normal if µ = 0
and C = 0 and it is denoted CN (0,Γ). Furthermore, when all a and b are i.i.d. normal
with equal mean µ and variance σ2/2 we denote it as x ∼ CN (µ, σ).
Gamma distribution
The Gamma distribution is a two-parameter probability distribution with a PDF given by
f(x|k, θ) = x
k−1e−
x
θ
θkΓ(k)
, (E.5)
where k, θ > 0 are the so-called shape and scale parameters while Γ(·) denotes the Gamma
function defined in D. A Gamma distributed random variable is denoted as x ∼ Γ(k, θ) and
its mean and variance are given by E {x} = kθ and var {x} = kθ2, respectively.
Chi-square distribution
The chi-square distribution with K degrees of freedom χ2K is the distribution of a sum of
squares of K independent standard random variables. In other words, if xi ∼ N (0, 1) ∀i are
i.i.d. random variables, then y =
∑K
i=1 x
2
i ∼ χ2K . The PDF of the chi-square distribution is
f(y|K) =

y(K/2−1)e−y/2
2K/2Γ(K/2)
, y > 0
0 , otherwise
, (E.6)
where Γ(·) is the Gamma function defined in Appendix D. The mean and variance of y ∼ χ2K
are E {y} = K and var {y} = 2K, respectively. Note that the chi-square distribution is a
special case of the Gamma distribution described above.
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Rayleigh distribution
Rayleigh distribution is a continuous probability distribution defined on the set of positive
real numbers. Its PDF is given by
f(x|σ) = x
2
σ2
e
−
x2
2σ2 , x > 0, (E.7)
where σ is the scaled parameter. A Rayleigh distribution is a distribution of z =
√
x2 + y2
when x, y ∼ N (0, σ2). The mean and variance of the Rayleigh distribution are
E {x} = σ
√
2
pi
, and (E.8)
var {x} = 4− pi
2
σ2, (E.9)
respectively.
Exponential-Gamma distribution
The exponential-gamma (EGa) distribution represents a continuous probability distribution
that models y = log(x) whenever x ∼ Γ(α, β). It is defined on the set of real numbers and
parametrized by µ, k > 0 and θ > 0, called a location, a shape and a scale parameters,
respectively [338]. The PDF of EGa distribution is given by
f(x|µ, θ, k) = 1
θΓ(k)
e
−ex− µθ + k(x− µ)
θ

, (E.10)
where Γ(t) is the Gamma function defined in D. The mean of EGa is given by
E {x} = µ+ θψ(k), (E.11)
where ψ(k) is the digamma (polygamma function of order 0) function defined in D, whereas
its variance can be calulcated as
var {x} = θ2ψ(1)(k), (E.12)
where ψ(k)(1) is the trigamma (polygamma function of order 1) function defined in D.
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E.2 Discrete Distributions
Bernoulli distribution
Bernoulli distribution is a probability distribution of a (discrete) random variable x that
takes the value 1 with probability p and he value 0 with probability 1 − p, i.e.,
Pr [x = 1] = p = 1− Pr [x = 0] .
The probability mass function (PMF) of the Bernoulli distribution is
f(x|p) =
 p, if x = 11− p, otherwise . (E.13)
When x is Bernoulli distributed with probability of 1 equal to p we denote it by x ∼ Be(p).
Finally, the mean and variance of x ∼ Be(p) are given by E {x} = p and var {x} = p(1− p).
Binomial distribution
The Binomial distribution Bi(N, p) is a distribution of a random variable y that is a sum
of n i.i.d. Bernoulli distributed random variables, i.e., y =
∑N
n=1 xn : xn ∼ Be(p) for all
n ∈ [1, N ]. The PMF of the Binomial distribution is given by
f(y|N, p) = Pr [y = n] = CNn pn(1− p)N−n, (E.14)
where CnN =
N !
n!(N−n)! is the binomial coefficient, while E {y} = Np and var {y} = Np(1− p).
Finally, for any positive scalar a > 0 ∈ R a random variable z = ay is distributed as scaled
Binomial with mean E {z} = aNp and variance var {z} = a2Np(1 − p). We denote it as
z ∼ Bai (N, p).
Rademacher distribution
Rademacher distribution is a distribution of a random variable that takes a value ±1 with
0.5 probability. The PMF of a Rademacher distribution is
f(x) =

0.5, x = 1
0.5, x = −1
0, otherwise
, (E.15)
while its mean and variance are given by 0 and 1, respectively.
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List of abbreviations
A2I analog-to-information
ADC analog-to-digital converter
AIC Akaike’s information criterion
BOMP block-OMP
BP basis pursuit
BPDN basis pursuit denoising
BPF bandpass filter
CCDF complimentary cumulative distribution function
CDF cumulative distribution function
CFAR constant false alarm rate
CLT central limit theorem
CoSaMP compressive sampling matching pursuit
CPD canonical polyadic decomposition
CR cognitive radio
CRB Crame´r-Rao bound
CS compressed sensing
CTF continuous-to-finite
DC direct current
DCT discrete cosine transform
DDR direct decision rule
DF direction finding
DFT discrete Fourier transform
DoA direction of arrival
DTFT discrete time Fourier transform
208
List of abbreviations
EADF effective aperture distribution function
EDC efficient detection criterion
EDR energy-based decision rule
EFT exponential fitting test
EGa exponential-gamma
EMD earth mover’s distance
ETF equiangular tight frames
ETT empirical threshold test
IDTFT inverse discrete time Fourier transform
IHT iterative hard thresholding
IMV infinite measurement vector
ISNR input SNR
IST iterative soft thresholding
LASSO least absolute shrinkage and selection operator
LNA low noise amplifier
LoS line of sight
LPF low-pass filter
LS least-squares
MCS multi-coset sampler
MDL minimum description length
MED multiband energy detector
ML maximum likelihood
MMV multiple measurement vector
MOS model order selection
MP matching pursuit
MSE mean squared error
MUSIC multiple signal classification
MWC modulated wideband converter
NLoS non line of sight
NP-hard non-deterministic polynomial-time hard
NPR Neyman-Pearson rule
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List of abbreviations
OMP orthogonal matching pursuit
OSNR output SNR
PDF probability density function
PMF probability mass function
PSD power spectral density
RA-OMP rank aware orthogonal matching pursuit
ReMBo reduce MMV and boost
RF radio frequency
RIP restricted isometry property
RMSE root mean squared error
ROC receiver operating characteristics
RSNR recovered SNR
SAGE space-alternating generalized expectation-maximization
SI shift-invariant
SIE stationarity interval estimation
SMV single measurement vector
SNR signal-to-noise ratio
SOE sparsity order estimation
SOMP simultaneous orthogonal matching pursuit
SP subspace pursuit
SRR support recovery rate
SVD singular-value decomposition
TDoA time difference of arrival
UCA uniform circular array
ULA uniform linear array
UWB ultra wideband
WSS wideband spectrum sensing
XOR exclusive-or
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List of notations
a A scalar
a A vector
A A matrix
A A tensor
IM An M ×M identity matrix
1M×N An M ×M matrix of all ones
1N A length-M vector of all ones
0M×N An M ×M matrix of all zeros
0N A length-M vector of all zeros
‖ · ‖p An `p norm of a vector
‖ · ‖p,q An Lp,q norm of a matrix
‖ · ‖F A Frobenius norm of a matrix
λ∗ (·) A Lebesgue measure of an interval
b·c Operation of rounding to the nearest lower integer
d·e Operation of rounding to the nearest upper integer
[·] Operation of rounding to the nearest integer
O(·) On the order of
〈·〉 Vector inner product
 Hadamard (element-wise) matrix product
 Khatri-Rao matrix product
⊗ Kronecker matrix product
	 Symmetric difference between two sets
(·)∗ A vector or matrix complex conjugate
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List of notations
(·)T A vector or matrix transpose
(·)H A vector or matrix Hermitian transpose (transpose and complex conjugation)
(·)† The Moore-Penrose matrix pseudo-inverse
rank(·) Rank of a matrix
krank(·) Kruskal rank of a matrix
spark(·) Spark of a matrix
diag(·) A vector containing the main diagonal of a matrix
trace (·) A sum of the diagonal elements of a square matrix
vec (·) A vector containing the columns of a matrix stacked on top of one another
C A set of complex numbers
Z A set of integer numbers
N A set of natural numbers
N0 A set of natural numbers plus 0
Nk:p A set of natural numbers from k ∈ N to p ∈ N
R A set of real numbers
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