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STABLE AUTOMORPHIC FORMS ON SEMISIMPLE GROUPS
JAE-HYUN YANG
Abstract. In this paper, we introduce the concept of stable automorphic forms on
semisimple algebraic groups. We use the stability of automorphic forms to study infi-
nite dimensional arithmetic varieties.
1. Introduction
Originally the notion of stable automorphic forms was at first introduced in the symplectic
group by E. Freitag [9]. Those automorphic forms were called stable modular forms by
Freitag. Thereafter R. Weissauer investigated stable modular forms in the sense of Freitag
intensively for the study of Eisenstein series [34]. In this paper, we generalize the concept of
stable modular forms to that of stable automorphic forms on a semisimple algebraic group.
The motivation of introducing the notion of stable automorphic forms is to investigate the
geometric properties of finite or infinite dimensional arithmetic varieties associated with
those automorphic forms.
This paper is organized as follows. In section 2, we review the notion of infinite dimen-
sional algebraic varieties due to I. R. Shafarevich [31, 32]. We introduce the notion of stable
functions. In section 3, we introduce the notion of stable automorphic forms on a semisimple
algebraic group. In section 4, as examples, we consider stable automorphic forms on both
an infinite dimensional symplectic group Sp(∞,R) and an infinite dimensional special linear
group SL(∞,R). In the final section, using the stability of automorphic forms on Sp(∞,R)
and SL(∞,R), we characterize the so-called universal (or stable) Satake compactifications
and investigate their geometry. We deal with the universal moduli space of abelian varieties,
the universal moduli space of curves and the universal moduli space of polarized real tori.
This article is a revised and supplementary version of section 3 of the author’s previous
paper [39].
Notations. We denote by Z, R and C the ring of integers, the field of real numbers and the
field of complex numbers respectively. Z+ and Z+ denote the set of all positive integers and
the set of all nonnegative integers respectively. The symbol “:=” means that the expression
on the right is the definition of that on the left. F (k,l) denotes the set of all k × l matrices
with entries in a commutative ring F . For a square matrix A, σ(A) denotes the trace of A.
For any M ∈ F (k,l), tM denotes the transpose of M . For A ∈ F (k,l) and B ∈ F (k,k), we set
B[A] = tABA. In denotes the identity matrix of degree n.
Subject Classification: Primary 14G35, 11F46, 11F55, 11G10, 11G15, 32N10
Keywords and phrases: stable automorphic forms, universal arithmetic varieties, universal Satake com-
pacifications, stable Schottky-Siegel forms.
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2. Stable functions on infinite dimensional varieties
First we review the notion of infinite dimensional algebraic groups due to I. R. Shafare-
vich ( cf. [21] and [31, 32]).
Definition 2.1. By an infinite dimensional algebraic variety over a field k we mean the
inductive limit X of a directed system (Xi, fij ) of finite dimensional algebraic varieties
over the field k, where fij : Xi −→ Xj ( i < j ) are closed embeddings. We write
X := lim
−→
i
Xi.
Throughout this paper, we shall consider only the case where the set of indices is the set
Z+ of all positive integers. Each of the Xi will be considered to be equipped with its Zariski
topology and we endow X with the topology of the inductive limit where a set Z ⊂ X is
closed if and only if its preimage in each Xi is closed. In particular, each Xi is closed in X.
Definition 2.2. A continous mapping f : X −→ Y of two infinite dimensional algebraic
varieties is called a morphism if for any Xi in the system (Xi) defining X, there exists
at least one Yj in the system (Yj) defining Y such that f(Xi) ⊂ Yj and the restriction
f : Xi −→ Yj is a morphism of finite dimensional algebraic varieties. Irreducibility and
connectedness of an infinite dimensional algebraic variety are defined as irreducibilty and
connectedness of the corresponding topological space.
Definition 2.3. An infinite dimensional algebraic variety G with a group structure is called
an infinite dimensional algebraic group if the inverse mapping x 7−→ x−1 and the multiplica-
tion (x, y) 7−→ xy are morphisms.
In a similar way, we may define the notions of infinite dimensional smooth manifolds,
infinite dimensional complex manifolds, infinite dimensional real or complex Lie groups and
so on with a usual topology and suitable morphisms.
Let X be an infinite dimensional space with its directed system (Xi, fij ). Let V be a
fixed finite dimensional complex vector space. We assume that
(I) to each Xi there is given the vector space Ci of functions on Xi with values in V
and that
(II) there is given an inverse system (Ci, Φij ) of linear maps Φij : Cj −→ Ci ( i < j )
such that
Φik = Φij ◦Φjk for all i < j < k.
Now we let
C : = lim
←−
i
(Ci, Φij )
=

 (fk) ∈
∏
i∈Z+
Ci | Φij(fj) = fi for all i < j


be the inverse limit of the system (Ci, Φij ). Elements of C are called stable functions.
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3. Stable automorphic forms on a semisimple algebraic group
Let G∞ be an infinite dimensional semisimple algebraic group with its inductive system
(Gi, φij ) of finite dimensional semisimple algebraic groups Gi and the group monomor-
phisms φij : Gi −→ Gj ( i < j ). We fix a finite dimensional complex vector space V .
We now assume that
(I) there is given a sequence (Ki) of comapct subgroups such that each Ki is a maximal
compact subgroup of Gi and φij(Ki) ⊂ Kj for all i < j.
(II) there is given a sequence (Γi) such that each Γi is an arithmetic subgroup of Gi and
φij(Γi) ⊂ Γj for all i < j.
(III) there is given a sequence (ρi) such that each ρi is a representation of Ki on V
compatible with the morphisms φij , that is, if i < j, then ρj(φij(k)) = ρi(k)
for all k ∈ Ki.
For each i ∈ Z+, we let A(Γi, ρi) be the complex vector space of all automorphic forms of
type (ρi,Γi). We recall [2, 3] that if f ∈ A(Γi, ρi), then f satisfies the following conditions
(AF1)–(AF3) :
(AF1) f(γgk) = ρi(k)
−1f(g) for all k ∈ Ki, g ∈ Gi and γ ∈ Γi.
(AF2) f is Z(gi)-finite.
(AF3) f satisfies a suitable growth condition.
Here Z(gi) denotes the center of the universal enveloping algebra U(gi) of the Lie algebra
gi of Gi.
We also assume that
(IV) there is a sequence (Lij) of linear maps
Lij : A(Γj, ρj) −→ A(Γi, ρi), i < j
satisfying the conditions
Lik = Lij ◦ Ljk for all i < j < k.
Elements of the inverse limit
(3.1) A∞ := lim←−
i
A(Γi, ρi)
are called stable automorphic forms on an infinite dimensional semisimple algebraic group
G∞. If there is no confusion, we briefly say stable automorphic forms.
We put
K∞ := lim−→
i
Ki, Γ∞ := lim−→
i
Γi and ρ∞ := lim−→
i
ρi.
We call ρ∞ a stable representation of K∞ or simply a stable representation. It is easy to see
that a stable automorphic form f in A∞ satisfies the following conditions (S1)–(S3) :
(S1) f(γgk) = ρ(k)−1f(g) for all k ∈ K∞, g ∈ G∞ and γ ∈ Γ∞.
(S2) f is Z(g∞)-finite.
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(S3) f satisfies a suitable growth condition.
Here
Z(g∞) = lim−→
i
Z(gi)
denotes the center of the universal enveloping algebra U(g∞) of the Lie algebra g∞ of an
infinite dimensional semisimple algebraic group G∞.
Theorem 3.1. The dimension of A∞ is finite.
Proof. The proof follows from the definition of A∞ and the fact that the dimension of
A(Γi, ρi) for each i is finite due to Harish-Chandra [15]. 
4. Examples
In this section, we give two examples of stable automorphic forms on both Sp(∞,R) and
SL(∞,R).
Example 4.1. Stable automorphic forms on Sp(∞,R)
For each n ∈ Z+, we let
(4.1) Gn := Sp(2n,R), Kn := U(n), Γn := Sp(2n,Z)
be the symplectic group of degree n, the unitary group of degree n and the Siegel modular
group of degree n respectively. And we put G0 = K0 = Γ0 = {identity}. For any two
integers m,n ∈ Z+ with m < n, we define the monomorphism
(4.2) umn : Km −→ Kn
by
umn(A) :=
(
A 0
0 In−m
)
, A ∈ Km := U(m).
Let
K∞ = U(∞) := lim−→
n
Kn
be the inductive limit of the directed system (Kn, umn). Let ρ∞ := (ρn) be a stable repre-
sentation of K∞, that is,
ρ∞ := lim−→
n
ρn,
where ρn is a rational representation of Kn and for any two integers m,n ∈ Z+ with m < n,
ρm(A) := ρn
(
A 0
0 In−m
)
, A ∈ Km.
For each n ∈ Z+, we let A(ρn) be the vector space of automorphic forms of type (ρn,Γn).
For each n ∈ Z+, we extend ρn to the complexification GL(n,C) of Kn and also denote by
ρn the extension of ρn to GL(n,C). We note that each coset space Gn/Kn (n ∈ Z+ ) is a
Hermitian symmetric space of noncompact type and is biholomorphic to the Siegel upper
half plane
Hn :=
{
Z ∈ C(n,n) | Z = tZ, ImZ > 0
}
.
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We recall that Gn acts on Hn transitively by
g · Z := (AZ +B)(CZ +D)−1,
where g =
(
A B
C D
)
∈ Gn and Z ∈ Hn. Thus Gn/Kn is identified with Hn via
Gn/Kn ∋ gKn 7−→ g · (iIn) ∈ Hn.
Now for each n ∈ Z+, we define the automorphic factor Jn : Gn ×Hn −→ GL(V ) by
(4.3) Jn(g, Z) := ρn(CZ +D),
where g =
(
A B
C D
)
∈ Gn and Z ∈ Hn.
For each n ∈ Z+, we denote by [Γn, ρn] the vector space of Siegel modular forms on Hn
of type ρn. We recall that a Siegel modular form f in [Γn, ρn] is a holomorphic function
f : Hn −→ V satisfying the condition
(4.4) f(γ · Z) = ρn(CZ +D)f(Z), γ =
(
A B
C D
)
∈ Γn.
For n = 1, f requires a cuspidal condition, that is, f is bounded in any domain Y ≥
Y0 > 0. For all m,n ∈ Z+ with m < n, we have the well-known classical Siegel operator
Φm,n : [Γn, ρn] −→ [Γm, ρm] defined by
(4.5) (Φm,nf ) (Z) := lim
t−→∞
f
(
Z 0
0 itIn−m
)
, Z ∈ Hm.
We observe that (4.5) is well defined and is a linear mapping.
For an element F ∈ A(ρn), we define the function PnF on Hn by
(4.6) (PnF )(g · iIn) := Jn(g, iIn)F (g),
where g ∈ Gn.
Lemma 4.1. If F ∈ A(ρn), then PnF satisfies the condition (4.4).
Proof. For any Z ∈ Hn, suppose Z = g ·iIn = g˜ ·iIn, g, g˜ ∈ Gn with g˜ = gk, k ∈ Kn. We
write k =
(
a −b
b a
)
∈ Kn. Then for any F ∈ A(ρn),
(PnF )(Z) = (PnF )(g˜ ·iIn)
= Jn(g˜, iIn)F (gk)
= Jn(g, iIn)Jn(k, iIn)ρn(k)
−1F (g)
= Jn(g, iIn)ρn(ib+ a)ρn(ib+ a)
−1F (g)
= Jn(g, iIn)F (g) = (PnF )(g ·iIn).
Thus PnF is well defined.
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We put Z = g ·iIn for some g ∈ Gn. For any γ =
(
A B
C D
)
∈ Γn and for any F ∈ A(ρn),
(PnF )(γ ·Z) = (PnF )((γg)·iIn)
= Jn(γg, iIn)F (γg)
= Jn(γ, g ·iIn)Jn(g, iIn)F (g)
= Jn(γ, Z)(PnF )(Z)
= ρn(CZ +D)(PnF )(Z).

For an element f ∈ [Γn, ρn], we define the function Qnf on Gn by
(4.7) (Qnf)(g) := Jn(g, iIn)
−1f(g · iIn), g ∈ Gn.
Lemma 4.2. If f ∈ [Γn, ρn], then Qnf is contained in A(ρn).
Proof. For any γ ∈ Γn, g ∈ Gn and k ∈ Kn,
(Qnf)(γgk) = Jn(γgk, iIn)
−1f((γgk)·iIn)
= (Jn(γg, k ·iIn)Jn(k, iIn))−1 f((γg)·iIn)
= (Jn(γ, g ·iIn)Jn(g, iIn)Jn(k, iIn))−1 f(γ ·(g ·iIn))
= Jn(k, iIn)
−1Jn(g, iIn)
−1Jn(γ, g ·iIn)−1f(γ ·(g ·iIn))
= Jn(k, iIn)
−1Jn(g, iIn)
−1f(g ·iIn)
= Jn(k, iIn)(Qnf)(g)
= ρn(k)
−1(Qnf)(g).
Thus the condition (AF1) is satisfied. The condition (AF2) follows from the fact that f is
holomorphic on Hn. The condition (AF3) follows from the fact that f(Z) is bounded in any
domain {Z ∈ Hn | Z = X + i Y, Y ≥ Y0 > 0 } for some positive definite matrix Y0 of degree
n. 
From now on, we denote by Ah(ρn) the image of [Γn, ρn] under Qn.
For all m,n ∈ Z+ with m < n, we define the Siegel operator Lm,n on Ah(ρn) by
(4.8) (Lm,nf ) (g) := Jm(g, iIm)
−1 lim
t−→∞
Jn(gt, iIn)f(gt), g ∈ Gm
where f ∈ A(ρn) and gt ∈ Gn is defined by
(4.9) gt :=


A 0 B 0
0 t1/2In−m 0 0
C 0 D 0
0 0 0 t−1/2In−m

 , t > 0
for g =
(
A B
C D
)
∈ Gm.
Proposition 4.1. The limit in (4.8) exists and Lm,n is a linear mapping of Ah(ρn) into
Ah(ρm).
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Proof. Let F = Qnf ∈ Ah(ρn) for some f ∈ [Γn, ρn]. Let g =
(
A B
C D
)
∈ Gm and let
gt ∈ Gn (t > 0) be the element in Gn given by the formula (4.9). Then we have
(Lm,nF )(g) = Jm(g, iIm)
−1 lim
t−→∞
Jn(gt, iIn)F (gt)
= Jm(g, iIm)
−1 lim
t−→∞
Jn(gt, iIn)(Qnf)(gt)
= Jm(g, iIm)
−1 lim
t−→∞
Jn(gt, iIn)Jn(gt, iIn)
−1f(gt ·iIn)
= Jm(g, iIm)
−1 lim
t−→∞
f
(
(Ai+B)(Ci+D)−1 0
0 i tIn−m
)
.
Since f is an element of [Γn, ρn], the limit
lim
t−→∞
f
(
(Ai+B)(Ci+D)−1 0
0 i tIn−m
)
exists and is an element of [Γm, ρm]. Thus the limit in (4.8) exists. On the other hand,
(Lm,nF )(g) = Jm(g, iIm)
−1(Φm,nf)(g ·iIm)
= (Qm(Φm,nf)) (g).
Therefore Lm,nF is an element of Ah(ρm). Hence Lm,n is a linear mapping of Ah(ρn) into
Ah(ρm). 
Let gn be the Lie algebra of Gn and g
C
n its complexification. Then
gCn =
{(
A B
C −tA
)
∈ C(2n,2n)
∣∣∣∣ B = tB, C = tC
}
.
We let Jˆn := iJn with Jn =
(
0 In
−In 0
)
. We define an involution σn of Gn by
σn(g) := JˆngJˆ
−1
n , g ∈ Gn.
The differential map dσn = Ad (Jˆn) of σn extends complex linearly to the complexification
gCn of gn. Ad (Jˆn) has 1 and -1 as eigenvalues. The (+1)-eigenspace of Ad (Jˆn) is given by
kCn :=
{(
A −B
B A
)
∈ C(2n,2n)
∣∣∣∣ tA+A = 0, B = tB
}
.
We note that kCn is the complexification of the Lie algebra kn of a maximal compact subgroup
Kn = Gn ∩ SO(2n,R) ∼= U(n) of Gn. The (−1)-eigenspace of Ad (Jˆn) is given by
pCn =
{(
A B
B −A
)
∈ C(2n,2n)
∣∣∣∣ A = tA, B = tB
}
.
We observe that pCn is not a Lie algebra. But p
C
n has the following decomposition
pCn = pn,+ ⊕ pn,−,
where
pn,+ =
{(
X iX
iX −X
)
∈ C(2n,2n)
∣∣∣∣ X = tX
}
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and
pn,− =
{(
Y −iY
−iY −Y
)
∈ C(2n,2n)
∣∣∣∣ Y = tY
}
.
We observe that pn,+ and pn,− are abelian subalgebras of g
C
n .
Proposition 4.2. A function F in Ah(ρn) is characterized by the following conditions
(Sp1)−(Sp3) :
(Sp1) F (γgk) = ρn(k)
−1F (g) for all γ ∈ Γn, g ∈ Gnand k ∈ Kn.
(Sp2) X−F = 0 for all X− ∈ pn,−.
(Sp3) For any M ∈ Gn, the function ψ : Gn −→ V defined by
ψ(g) := ρn(Y
− 1
2 )F (Mg), g ∈ Gn, g · iIn := X + iY
is bounded in the domain Y ≥ Y0 > 0 for some Y0 = tY0 > 0.
Proof. (Sp1) follows from (AF1) and (Sp2) follows from the fact that f is holomorphic onHn.
Since F ∈ Ah(ρn) := ImQn, F = Qnf for some f ∈ [Γn, ρn]. Let Z = X + iY = g·iIn ∈ Hn
with g ∈ Gn. Then for any M ∈ Gn, we have
ψ(g) = ρn(Y
− 1
2 )F (Mg)
= ρn(Y
− 1
2 )Jn(Mg, iIn)
−1f((Mg)·(iIn))
= ρn(Y
− 1
2 )Jn(g, iIn)
−1Jn(M,Z)
−1f(M ·Z).
If Y0 is sufficiently large, ψ(g) is bounded. 
Proposition 4.3. The mapping Pn and Qn are compatible with the Siegel operators Lm,n
and Φm,n (m < n ). That is, for any m,n ∈ Z+ with m < n, we have
(4.10) Lm,n ◦Qn = Qm ◦ Φm,n on [Γn, ρn]
and
(4.11) Pm ◦ Lm,n = Φm,n ◦ Pn on Ah(ρn).
Proof. Let f ∈ [Γn, ρn] and g =
(
A B
C D
)
∈ Gm. Let gt ∈ Gn (t > 0) be the matrix defined
by the formula (4.9). Then
(Lm,n(Qnf)) (g) = Jm(g, iIm)
−1 lim
t−→∞
Jn(gt, iIn)(Qnf)(gt)
= Jm(g, iIm)
−1 lim
t−→∞
Jn(gt, iIn)Jn(gt, iIn)
−1f(gt ·iIn)
= Jm(g, iIm)
−1 lim
t−→∞
f
(
(Ai+B)(Ci+D)−1 0
0 i t In−m
)
.
On the other hand,
(Qm(Φm,n(f))) (g) = Jm(g, iIm)
−1(Φm,n(f))(g ·iIm)
= Jm(g, iIm)
−1 lim
t−→∞
f
(
g ·iIm 0
0 i t In−m
)
= Jm(g, iIm)
−1 lim
t−→∞
f
(
(Ai+B)(Ci+D)−1 0
0 i t In−m
)
.
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This proves the formula (4.10).
Let F ∈ Ah(ρm) and let Z = g·iIm ∈ Hm with g ∈ Gm. Let gt ∈ Gn (t > 0) be the matrix
defined by the formula (4.9). Then
(Pm(Lm,n(F ))) (Z) = Jm(g, iIm)(Lm,n(F ))(g)
= Jm(g, iIm)Jm(g, iIm)
−1 lim
t−→∞
Jn(gt, iIn)F (gt)
= lim
t−→∞
Jn(gt, iIn)F (gt).
On the other hand,
(Φm,n(PnF )) (Z) = lim
t−→∞
(PnF )
(
Z 0
0 i t In−m
)
= lim
t−→∞
(PnF )(gt ·iIn)
= lim
t−→∞
Jn(gt, iIn)F (gt).
Therefore the formula (4.11) is proved. 
We set
Γ∞ = lim−→
n
Γn = lim−→
n
Sp(2n,Z) and ρ∞ := lim−→
n
ρn.
Using the Siegel operator Φm,n, we define the inverse limit
(4.12) [Γ∞, ρ∞] := lim←−
n
[Γn, ρn]
For n ∈ Z+, we put
Mn :=
⊕
τ
[Γn, τ ],
where τ runs over all isomorphism classes of irreducible rational finite dimensional repre-
sentations of the general linear group GL(n,C) of degree n. For n = 0, we set M0 := C.
For an irreducible finite dimensional representation τ = (λ1, · · · , λn) of GL(n,C) with
λ1 ≥ · · · ≥ λn, λi ∈ Z ( 1 ≤ i ≤ n ), the integer k(τ) := λn is called the weight of τ.
For n ∈ Z+, we define
M∗n :=
⊕
τ :even
[Γn, τ ],
where τ runs over all isomorphism classes of irreducible rational finite dimensional even
representations of GL(n,C) such that the highest weight λ(τ) of τ is even, i.e., λ(τ) ∈ (2Z)n.
For n = 0, we also set M∗0 := C. Clearly the Siegel operator Φm,n maps Mn ( resp.M
∗
n ) into
Mm ( resp.M
∗
m ).
We let
M := lim
←−
n
Mn and M
∗ := lim
←−
n
M∗n.
It is easy to see that both M and M∗ have commutative ring structures compatible with
the Siegel operators Φ∗,∗. Obviously M
∗ is a subring of M.
Now we obtained the following result.
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Proposition 4.4.
M =
⊕
ρ∞
[Γ∞, ρ∞],
where ρ∞ runs over all stable irreducible representations.
Definition 4.1. Elements of M are called stable modular forms and elements of M∗ are
called even stable modular forms.
Remark 4.1. As mentioned before in the introduction, the concept of stable modular forms
was first introduced by E. Freitag [9]. Thereafter the study of stable modular forms was
intensively investigated by R. Weissauer [34].
Now we give an example of stable modular forms.
Definition 4.2. A pair (Λ, Q) is called a quadratic form if Λ is a lattice and Q is an
integer-valued bilinear symmetric form on Λ. The rank of (Λ, Q) is defined to be the rank of
Λ. For v ∈ Λ, the integer Q(v, v) is called the norm of v. A quadratic form (Λ, Q) is said
to be even if Q(v, v) is even for all v ∈ Λ. A quadratic form (Λ, Q) is said to be unimodular
if det(Q) = 1.
Definition 4.3. Let (Λ, Q) be an even unimodular positive definite quadratic form of rank
r. For a positive integer n, the theta series θQ,n associated to (Λ, Q) is defined to be
θQ,n(τ) :=
∑
x1,··· ,xn∈Λ
exp

πi n∑
p,q=1
Q(xp, xq)τpq

 , τ = (τpq) ∈ Hn.
Proposition 4.5. Let (Λ, Q) be an even unimodular positive definite quadratic form of rank
r. Then the collection of all theta series associated to (Λ, Q)
(4.13) ΘQ := (θQ,n)n≥0
is a stable modular form of weight r2 .
Proof. We note that r ≡ 0 (mod 8) (cf. [30]). It is well known that θQ,n(τ) is a Siegel
modular form on Hn of weight
r
2 (cf. [10]). We easily see that
Φm,n(θQ,n) = θQ,m for all m,n with m < n.
Therefore the collection ΘQ = (θQ,n)n≥0 is a stable modular form of weight
r
2 . 
Example 4.2. Stable automorphic forms on SL(∞,R)
Let
Gn = SL(n,R), Kn = SO(n) and Γn = SL(n,Z).
Let
Xn :=
{
Y ∈ R(n,n) | Y = tY > 0, detY = 1
}
be a symmetric space associated to SL(n,R). Indeed, Gn acts on Xn transitively by
(4.14) g ◦ Y = gY tg, g ∈ Gn, Y ∈ Xn.
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Thus Xn is a smooth manifold diffeomorphic to the symmetric space Gn/Kn through the
bijective map
Gn/Kn −→ Xn, gKn 7→ g tg, g ∈ Gn.
An automorphic form for Γn is defined to be a real analytic function f : Xn −→ C
satisfying the following conditions (SL1)–(SL3) :
(SL1) f is an eigenfunction for all Gn-invariant differential operators on Xn.
(SL2) f(γY tγ) = f(Y ) for all γ ∈ Γn and Y ∈ Xn.
(SL3) There exist a constant C > 0 and s ∈ Cn−1 with s = (s1, · · · , sn−1) such that
|f(Y )| ≤ C |p−s(Y )| as the upper left determinants detYj −→ ∞, where
p−s(Y ) :=
n−1∏
j=1
(detYj)
−sj
is the Selberg’s power function (cf. [29, 33]).
We denote by A(Γn) the space of all automorphic forms for Γn. A cusp form f ∈ A(Γn)
is an automorphic form for Γn satisfying the following conditions :∫
X∈(R/Z)(j,n−j)
f
(
Y
[(
Ij X
0 In−j
)])
dX = 0, 1 ≤ j ≤ n− 1.
We denote by A0(Γn) the space of all cusp forms for Γn.
Definition 4.4. Let f ∈ A(Γn) be an automorphic form for Γn with eigenvalues determined
by s = (s1, · · · , sn−1) ∈ C(n−1). We set
ξ1 =
1
n− 1
n−1∑
n=2
(n− k)sk.
We define, for any f ∈ A(Γn),
(4.15) Lnf(W ) := lim
v−→∞
v−s1−ξ1f(Y ), v ∈ R, W ∈ Xn−1, Y ∈ Xn,
where Y, v, W are determined by the unique decomposition of Y given by
(4.16) Y =
(
1 0
x In−1
)(
v−1 0
0 v
1
n−1W
)(
1 tx
0 In−1
)
, x ∈ R(n−1,1).
D. Grenier [12] defined the formula (4.15) and proved the following result.
Theorem 4.1. If f ∈ A(Γn), then Lnf ∈ A(Γn−1). Thus Ln is a linear mapping of A(Γn)
into A(Γn−1). Moreover if f ∈ A0(Γn) is a cusp form, then Lnf = 0. In general, kerLn 6=
A0(Γn).
Proof. See Theorem 2 in [12]. 
For any m,n ∈ Z+, we define
ξm,n : Γn −→ Γm
by
ξm,n(γ) :=
(
γ 0
0 In−m
)
, m < n.
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We let
Γ∞ := lim−→
n
Γn
be the inductive limit of the directed system (Γn, ξm,n).
Definition 4.5. A collection (fn)n≥1 is said to be a stable automorphic form for Γ∞ if it
satisfies the following conditions (4.17) and (4.17) :
(4.17) fn ∈ A(Γn), n ≥ 1
and
(4.18) Ln+1fn+1 = fn, n ≥ 1.
Let
A∞ = A(Γ∞) := lim←−
n
A(Γn)
be the space of all stable automorphic forms for Γ∞.
We propose the following problems.
Problem 4.1. Discuss the injectivity, the surjectivity and the bijectivity of Ln.
Problem 4.2. Give examples of stable automorphic forms for Γ∞.
Problem 4.3. Investigate the structure of A∞.
5. Applications of the stability to geometry
In the final section, we give applications of stable automorphic forms to geometry.
5.1. The universal moduli space of abelian varieties
First of all, for any two nonnegative integers k, l ∈ Z+ with k < l, we define the mapping
ϕkl : Hk −→ Hl by
(5.1) ϕkl(Z) :=
(
Z 0
0 iIl−k
)
, Z ∈ Hk.
Then the image ϕkl(Hk) is a totally geodesic subspace of Hl. We let
(5.2) H∞ = lim−→
k
Hk
be the inductive limit of the direct system (Hk, ϕkl). H∞ can be described explicitly as
follows: {(
Z 0
0 iI∞
) ∣∣ Z ∈ Hk for some k ≥ 1
}
.
We can show that H∞ is an infinite dimensional smooth Hermitian symmetric manifold
locally closed on C∞, the complex vector space of finite sequences with the finite topol-
ogy (cf. [11, 14]). H∞ has an invariant Riemannian metric which induces the normalized
Riemannian metric on each embedded interior subspace Hk in H∞.
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For each n ∈ Z+, we let
Gn := Sp(2n,R), Kn := U(n), Γn := Sp(2n,Z).
For any k, l ∈ Z+ with k < l, we define the mapping πkl : Gk −→ Gl by
(5.3) πkl
((
A B
C D
))
:=


A 0 B 0
0 Il−k 0 0
C 0 D 0
0 0 0 Il−k

 ,
(
A B
C D
)
∈ Gk
and also define the mapping ρkl : Γk −→ Γl by (5.3) with
(
A B
C D
)
∈ Γk. Let
G∞ := lim−→
k
Gk and Γ∞ := lim−→
k
Γk
be the inductive limit of the directed systems (Gk, πkl) and (Γk, ρkl) respectively. Then G∞
and Γ∞ can be described explicitly as follows:
G∞ =




A 0 B 0
0 I∞ 0 0
C 0 D 0
0 0 0 I∞


∣∣∣ (A B
C D
)
∈ Gk for some k ≥ 1


and
Γ∞ =




A 0 B 0
0 I∞ 0 0
C 0 D 0
0 0 0 I∞


∣∣∣ (A B
C D
)
∈ Γk for some k ≥ 1

 .
We recall that for k, l ∈ Z+ with k < l, the mapping ukl : U(k) −→ U(l) defined by
(5.4) ukl(A+ iB) :=
(
A+ iB 0
0 Il−k
)
, A+ iB ∈ U(k)
yields the inductive limit K∞ := U(∞) of the directed system (U(k), ukl).
Lemma 5.1. Let k and l be two nonnegative integers with k, l. Then for any γ ∈ Γk and
Z ∈ Hk, we have
(5.5) ϕkl(γ · Z) = ρkl(γ) · ϕkl(Z).
Proof. (5.5) follows from an easy computation. 
For k ∈ Z+, we let Ak := Γk\Hk be the Siegel modular variety of degree k. According to
Lemma 5.1, for any k, l ∈ Z+ with k < l, we obtain the canonical embedding skl : Ak −→ Al
defined by
(5.6) skl([Z]) := [ϕkl(Z)] =
[(
Z 0
0 iIl−k
)]
,
where [Z] ∈ Ak with Z ∈ Hk and [Z] denotes the equivalence class of Z. We let
(5.7) A∞ := lim−→
k
Ak
be the inductive limit of the directed system (Ak, skl).
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Proposition 5.1. G∞ acts on H∞ transitively and Γ∞ acts on H∞ properly discontinously.
H∞ is isomorphic to G∞/K∞. And we have
A∞ = Γ∞\G∞/K∞.
A∞ is an infinite dimensional Hermitian locally symmetric space. Furthermore A∞ has a
canonical stratification induced from the canonical stratification of the subspaces Ak+1 \Ak,
k ≥ 1.
Proof. We observe that Γ∞ is not a finitely generated group. It is countable and an
arithmetic discrete subgroup of G∞. We see that Γ∞ acts on H∞ properly discontinously
and holomorphically. The quotient space is Hausdorff. We can show without difficulty that
Γ∞\G∞/K∞ = lim−→
k
Ak = A∞.

For d ∈ Z+, we let [Γn, d] be the vector space of all Siegel modular forms on Hn of weight d.
We review some properties of the Siegel operator Φn−1,n : [Γn, d] −→ [Γn−1, d] ( cf. Formula
(4.5) ). According to the theory of singular modular forms in [8] and [26], Φn−1,n is injective
if n > 2d and Φn−1,n is an isomorphism if n > 2d+ 1. H. Maass [22] proved that Φn−1,n is
an isomorphism if d is even and d > 2n.
For n ∈ Z+, we put
(5.8) An :=
∞⊕
d=0
[Γn, d] for n ≥ 1 and A0 := C.
Then An is a Z+-graded ring which is integrally closed and of finite type over C := [Γn, 0].
We observe that for m < n, the Siegel operator Φm,n maps Mn into Mm preserving the
weights and that Φm,n is a ring homomorphism of An into Am. Thus (An, Φm,n ) forms an
inverse system of rings over Z+. We let
(5.9) A∞ := lim←−
n
An
be the inverse limit of the system (An, Φm,n). That is,
A∞ =

 (fk) ∈
∏
l∈Z+
Al
∣∣∣ Φk,l(fl) = fk for any k < l

 .
If f = (fn) ∈ A∞, then for each n ∈ Z+, we write
(5.10) fn =
∞∑
d=0
fn,d, fn,d ∈ [Γn, d].
We note that Φm,n(fn,d) = fm,d for all m,n ∈ Z+ with m < n. For each d ∈ Z+, the
sequence { (fk,d) | k ∈ Z+ } is called a stable sequence of weight d. We denote by Sd the
complex vector space consisting of all stable sequences of weight d. Then it is easy to see
that
(5.11) A∞ =
∞⊕
d=0
Sd.
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ThenA∞ is a Z+-graded ring. It is known that dimC Sd = dimC [Γn, d] if k > 2d ( cf. [9], p, 203 ).
Let S be a positive definite even unimodular integral matrix of degree m. Then we define
the theta series ϑ
(n)
S (Z) on Hn by
(5.12) ϑ
(n)
S (Z) :=
∑
G∈Z(m,n)
epiiσ(S[G]Z), Z ∈ Hn.
Then we can show that ϑ
(n)
S (Z) is a Siegel modular form of weight m/2 on Γn.
We state the result obtained by Freitag [9].
Theorem 5.1. A∞ is a polynomial ring in a countably infinite set of indeterminates over
C given by
A∞ = C[ϑ
(n)
S | n ∈ Z+],
where S runs over the set of all equivalence classes of irreducible positive definite symmetric,
unimodular even integral matrices.
Proof. See Theorem 2.5 in [9]. 
Remark 5.1. The homogeneous quotient field Q(A∞) of A∞ is a rational function field
with countably infinitely many variables. But in general An is not a polynomial ring. It is
well known that the homogeneous function field Q(An) of An is an algebraic function field
with the transcendence degree 12n(n+ 1).
For any m,n ∈ Z+ with m < n, the Siegel operator Φm,n : An −→ Am induces the
morphism Φ∗m,n : ProjAm −→ ProjAn of projective schemes. The Satake compactification
A∗n = ProjAn of An contains An as a Zariski open dense subset. As a set, A∗n is the disjoint
union of An and its rational boundary components, i.e.,
A∗n = An ∪ An−1 ∪ · · · A1 ∪ A0, A0 = {∞} .
We refer to Satake’s paper [27]. W. Baily [1] proved that A∗n is a normal projective variety.
Obviously (A∗n, Φ∗m,n ) forms an inductive system of schemes over Z+. We let
(5.13) A∗∞ := lim
−→
A∗n
be the inductive limit of (A∗n, Φ∗m,n ). We call the infinite dimensional variety A∗∞ the
universal (or stable) Satake compactification.
Theorem 5.2. The universal Satake compactification A∗∞ has the following properties:
(1) A∗∞ = Proj A∞.
(2) A∗∞ is an infinite dimensional projective variety which contains A∞ as a Zariski
open dense subset. So A∗∞ is also called the Satake compactification of A∞.
Proof. The proofs of (1) and (2) follows from Theorem 5.1 and the following facts (a)–(c) :
(a) A∗n = Proj An as schemes (see (5.8)).
(b) For sufficiently large m,n ∈ Z+ with n > m > 2d+ 1 > 0, the Siegel operator
Φm,n : [Γn, d] −→ [Γm, d]
is an isomorphism.
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(c) An is a Zariski open dense subset of A∗n. 
Now we shall describe the analytic local ring of the image of the boundary point in A∗n
under f∗n, where f
∗
n : A∗n −→ A∗∞ (n ∈ Z+ ) is the canonical morphism. Let [Zk] ∈ Ak ( 0 ≤
k ≤ n− 1, Zk ∈ Hk ) be a boundary point in A∗n \ An. We set Z∗k,∞ := f∗k ([Zk]).
Theorem 5.3. The analytic local ring at Z∗k,∞ in A∗∞ consists of all sequences (fm)∞m=0
with Φm,m+1fm+1 = fm such that each fk+m (m ≥ 1) is a convergent series of type
fk+m(Z,Wm,Ωm) =
∑
Tm
φTm(Z,Wm)e
2piiσ(TmΩm),
where Z is an element in a sufficiently small open neighborhood V of Zk in Hk invariant
under the action of Γk, Wm ∈ C(k,m), Ωm ∈ Hm and Tm runs over the set of all semi-positive
symmetric half-integral matrices of degree m. In addition, each φTm(Z,Wm) (m ≥ 1) is a
Jacobi form of weight 0 and index Tm defined on V ×C(k,m).
Proof. The proof can be found in [16]. 
We refer to [35, 36, 37, 38, 40, 41, 44] for the notion of Jacobi forms and more results on
Jacobi forms.
Ji and Jost [20] describe A∗∞ in a somewhat different way. Since Hk is a Hermitian
symmetric space of noncompact type, it can be embedded into its compact dual Yk which
is a complex projective variety via the Borel embedding. The description of the compact
dual Yk is given as follows. We suppose that Λ = (Z
2k, 〈 , 〉) is a symplectic lattice with a
symplectic form 〈 , 〉. We extend scalars of the lattice Λ to C. Let
Yk :=
{
L ⊂ C2k | dimC L = k, 〈x, y〉 = 0 for all x, y ∈ L
}
be the complex Lagrangian Grassmannian variety parameterizing totally isotropic subspaces
of complex dimension k. For the present time being, for brevity, we put G = Sp(2k,R) and
K = U(k). The complexification GC = Sp(2k,C) of G acts on Yk transitively. If H is the
isotropy subgroup of GC fixing the first summand C
k, we can identify Yk with the compact
homogeneous space GC/H. We let
Y+k :=
{
L ∈ Yk | − i〈x, x¯〉 > 0 for all x(6= 0) ∈ L
}
be an open subset of Yk. We see that G acts on Y
+
k transitively. It can be shown that Y
+
k
is biholomorphic to G/K ∼= Hk. A basis of a lattice L ∈ Y+k is given by a unique 2k × k
matrix t(−Ik τ) with τ ∈ Hk. Therefore we can identify L with τ in Hk. In this way, we
embed Hk into Yk as an open subset of Yk.
The closure Hk of Hk in Yk is compact. The standard embedding ϕkl (see Formula (5.1))
of Hk into the boundary of Hl with k < l and the translates by Γl := Sp(2l,Z) of these
standard boundary components give all the rational boundary components (briefly rbc) of
Hk. We denote by Hk,Q the union of Hk with these rbc. Then there exists the so-called
Satake topology on Hk,Q such that Γk acts continuously on Hk,Q. Then we obtain the
Satake compactification of Hk
A∗k = Γk\Hk,Q.
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From the increasing sequence
H1,Q →֒ H2,Q →֒ H3,Q →֒ · · · →֒ Hk,Q · · · ,
we get the inductive limit
H∞,Q = lim−→
k
Hk,Q.
H∞,Q can be realized as
H∞,Q =
{(
Ω 0
0 iI∞
) ∣∣∣∣∣ Ω ∈ Hk,Q for some k
}
.
Taking the quotient of H∞,Q by Γ∞, we obtain the completion of A∞,
ASat∞ = Γ∞\H∞,Q.
Since
ASat∞ = lim−→
k
A∗k =
⋃
k≥0
A∗k
under the inclusion A∗k →֒ A∗k+1, we see that ASat∞ = A∗∞ (cf. Theorem 5.2).
Ji and Jost [20] obtain the following result.
Proposition 5.2. The universal Satake compactification A∗∞ admits the following decom-
position
A∗∞ = A∞
⊔
(A0 ⊔ A1 ⊔ A2 ⊔ · · · ),
where ⊔
k≥0
Ak
is the boundary, and A∞ is the interior in some sense, which can also be decomposed into
a non-disjoint union of Ak, k ≥ 0. Every Ak can appear in A∗∞ in two ways: either in the
interior A∞ or in the boundary
⊔
k≥0Ak.
Proof. The proof can be found in section 3 of the paper [20] of Ji and Jost. 
5.2. The universal moduli space of curves
For a positive integer g ∈ Z+, we let Mg be the moduli space of projective curves of
genus g and Ag = Sp(2g,Z)\Hg the Siegel modular variety. According to Torelli’s theorem,
the Jacobi mapping
(5.14) Tg :Mg −→ Ag
defined by
C 7−→ J(C) := the Jacobian of C
is injective, and in fact it is an embedding. Tg induces an embedding
T ∗g :M∗g −→ A∗g,
where M∗g (resp.A∗g) is the Satake compactification of Mg (resp.Ag). The Jacobian locus
Jg := Tg(Mg) is a (3g − 3)-dimensional subvariety of Ag if g ≥ 2. Let J∗g := T ∗g (M∗g) be
the Satake compactification of Jg, which is equal to the closure of Jg in A∗g for the Satake
topology.
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For convenience, we set
J0 = J
∗
0 = A0 = A∗0 = {∞}, one point.
We define
J∞ :=
⋃
g≥0
Jg
and
A∞ =
⋃
g≥0
Ag, A∗∞ =
⋃
g≥0
A∗g = lim−→
g
A∗g (see (5.7) and (5.13)).
Proposition 5.3. (1) The boundary of J∗g is the union of Jg1×· · ·×Jgk , where g1+· · ·+gk ≤
g with k ≥ 1.
(2) For any two positive integers k, g with k < g, if Jk appears in the boundary of J
∗
g , then
the closure of Jk is equal to the Satake compactification J
∗
k of Jk.
(3) The subspace J∗∞ of A∗∞ has a canonical stratification such that the closure of each
stratum is a projective variety over C, and J∗∞ is the Satake compactification of J∞. J
∗
g can
appear in many different ways in J∗∞.
(4) J∗∞ is connected in A∗∞.
(5) For any g ∈ Z+, there is a unique way to embed Jg into J∗g+1 which is the closure of
Jg+1 inside J
∗
∞. Under this inclusion, we get an increasing sequence of spaces
J∗0 →֒ J∗1 →֒ J∗2 →֒ J∗3 →֒ · · ·
and
J∗∞ :=
⋃
g≥0
J∗g = lim−→
g
J∗g .
Proof. The proof can be found in section 4 of the paper [20] of Ji and Jost. 
Theorem 5.4. For any g ∈ Z+, there exists a Riemannian metric on J∗g that induces a
Riemannian metric on each stratum. As a result, there exists a measure on J∗g that induces
a finite volume measure on each stratum.
Proof. See [20, Theorem 5.2 and Corollary 5.3]. 
Definition 5.1. A modular form f ∈ [Γg, k] is called a Schottky-Siegel form of weight k
for Jg (resp. Hypg) if it vanishes along Jg (resp. Hypg). A collection (fg)g≥0 is called a
stable Schottky-Siegel form of weight k for the Jacobian locus (resp. the hyperelliptic locus)
if (fg)g≥0 is a stable modular form of weight k and fg vanishes along Jg (resp. Hypg) for
every g ≥ 0.
G. Codogni and N. I. Shepherd-Barron [6] proved the following.
Theorem 5.5. There do not exist stable Schottky-Siegel form for the Jacobian locus.
Proof. See Theorem 1.3 and Corollary 1.4 in [6]. 
Remark 5.2. Let
(5.15) ϕg(τ) := θE8⊕E8,g(τ)− θD+16,g(τ), τ ∈ Hg
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be the Igusa modular form, that is, the difference of the theta series in genus g associated
to the two distinct positive even unimodular quadratic forms E8 ⊕ E8 and D+16 of rank 16.
We see that ϕg(τ) is a Siegel modular form on Hg of weight 8. Since Φg−1,gϕg = ϕg−1 for
all g ≥ 1, a collection (ϕg)g≥0 is a stable modular form of weight 8. Igusa [17, 18] showed
that the Schottky-Siegel form discovered by Schottky [28] is an explicit rational multiple of
ϕ4. In [17], he also showed that the Jacobian locus J4 is reduced and irreducible, and so
cuts out exactly J4 in A4. Indeed, ϕ4(τ) is a degree 16 polynomial in the Thetanullwerte
of genus 4. On the other hand, Grushevsky and Salvati Manni [13] showed that the Igusa
modular form ϕ5 of genus 5 cuts out exactly the trigonal locus in J5 and so does not vanish
along J5. Thus (ϕg)g≥0 is not a stable Schottky-Siegel form.
G. Codogni [5] proved the following.
Theorem 5.6. There exist non-trivial stable Schottky-Siegel form for the hyperelliptic locus.
Precisely the ideal of stable Schottky-Siegel forms for the hyperelliptic locus is generated by
differences of theta series
ΘP −ΘQ,
where P and Q are positive definite even unimodular quadratic forms of the same rank. See
the formula (4.13) for the definition of ΘP .
Proof. See Theorem 1.2 in [5]. 
Remark 5.3. Let ϕg(τ) be the Igusa modular form defined by the formula (5.15). We
denote by [Γg, k]0 be the space of all Siegel cuspidal Hecke eigenforms on Hg of weight k. It
is known that [Γ4, 8]0 = C · ϕ4 (for a nice proof of this, we refer to [7]). Poor [25] showed
that ϕg(τ) vanishes on the hyperelliptic locus Hypg for all g ≥ 1, and the divisor of ϕg(τ)
in Ag is proper and irreducible for all g ≥ 4. And Ikeda [19] proved that if g ≡ k (mod 2),
there exists a canonical lifting
Ig,k : [Γ1, 2k]0 −→ [Γ2g, g + k]0.
Considering the special cases of the Ikeda lift maps I2,6 and I6,6, Breulman and Kuss [4]
showed that
I2,6(∆) = cϕ4, c(6= 0) ∈ C,
and constructed a nonzero Siegel cusp form of degree 12 and weight 12 which is the image
of ∆(τ) under the lifting I6,6, where
∆(τ) = (2πi)12 q
∞∏
n=1
(1− qn)24 , q := e2piiτ , τ ∈ H1
is a cusp form of weight 12. We refer to [23] for some results related to the Igusa modular
form ϕ4(τ).
5.3. The universal moduli space of polarized real tori
Let
Pn :=
{
Y ∈ R(n,n) | Y = tY > 0
}
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be the cone of positive definite symmetric real matrices of degree n. Then GL(n,R) acts
on Pn transitively by
(5.16) g ◦ Y := gY tg, g ∈ GL(n,R), Y ∈ Pn.
First we recall the concept of polarized real tori (cf. [43, p. 295]).
Definition 5.2. A real torus T = Rn/Λ with a lattice Λ in Rn is said to be polarized
if the the associated complex torus A = Cn/L is a polarized real abelian variety, where
L = Zn+ iΛ is a lattice in Cn. Moreover if A is a principally polarized real abelian variety,
T is said to be principally polarized. Let Φ : T −→ A be the smooth embedding of T into A
defined by
(5.17) Φ(v + Λ) := i v + L, v ∈ Rn.
Let L be a polarization of A, that is, an ample line bundle over A. The pullback Φ∗L is
called a polarization of T . We say that a pair (T,Φ∗L) is a polarized real torus.
Example 5.1. Let Y ∈ Pn be a n × n positive definite symmetric real matrix. Then
ΛY = Y Z
n is a lattice in Rn. Then the n-dimensional torus TY = R
n/ΛY is a principally
polarized real torus. Indeed,
AY = C
n/LY , LY = Z
n + iΛY
is a princially polarized real abelian variety. Its corresponding hermitian form HY is given
by
HY (x, y) = EY (i x, y) + iEY (x, y) =
txY −1 y, x, y ∈ Cn,
where EY denotes the imaginary part of HY . It is easily checked that HY is positive definite
and EY (LY × LY ) ⊂ Z (cf. [24, pp. 29–30]). The real structure σY on AY is a complex
conjugation. In addition, if detY = 1, the real torus TY is said to be special.
Example 5.2. Let Q =
(√
2
√
3√
3 −√5
)
be a 2× 2 symmetric real matrix of signature (1, 1).
Then ΛQ = QZ
2 is a lattice in R2. Then the real torus TQ = R
2/ΛQ is not polarized because
the associated complex torus AQ = C
2/LQ is not an abelian variety, where LQ = Z
2+ iΛQ
is a lattice in C2.
Definition 5.3. Two polarized tori T1 = R
n/Λ1 and T2 = R
n/Λ2 are said to be iso-
morphic if the associated polarized real abelian varieties A1 = C
n/L1 and A2 = C
n/L2
are isomorphic, where Li = Z
n + iΛi (i = 1, 2), more precisely, if there exists a linear
isomorphism ϕ : Cn −→ Cn such that
ϕ(L1) = L2,(5.18)
ϕ∗(E1) = E2,(5.19)
ϕ∗(σ1) = ϕ ◦ σ1 ◦ ϕ−1 = σ2,(5.20)
where E1 and E2 are polarizations of A1 and A2 respectively, and σ1 and σ2 denotes the
real structures (in fact complex conjugations) on A1 and A2 respectively.
Example 5.3. Let Y1 and Y2 be two n×n positive definite symmetric real matrices. Then
Λi := Yi Z
n is a lattice in Rn (i = 1, 2). We let
Ti := R
n/Λi, i = 1, 2
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be real tori of dimension n. Then according to Example 5.1, T1 and T2 are principally
polarized real tori. We see that T1 is isomorphic to T2 as polarized real tori if and only if
there is an element A ∈ GL(n,Z) such that Y2 = AY1 tA.
Example 5.4. Let Y =
(√
2
√
3√
3
√
5
)
. Let TY = R
2/ΛY be a two dimensional principally
polarized torus, where ΛY = Y Z
2 is a lattice in R2. Let TQ be the torus in Example
5.2. Then TY is diffeomorphic to TQ. But TQ is not polarized. TY admits a differentiable
embedding into a complex projective space but TQ does not.
Let
Gn = SL(n,R), Kn = SO(n) and Γn = GL(n,Z)/{±In}.
We observe that Γn = SL(n,Z)/{±In} if n is even, and Γn = SL(n,Z) if n is odd.
Let
Xn := {Y ∈ Pn | detY = 1 }
be the subspace of Pn. We see that Gn acts on Xn transitively via (5.16), and Kn is the
stabilizer at In. Thus Xn is a symmetric space which is diffeomorphic to the homogeneous
space Gn/Kn through the following correspondence
Gn/Kn −→ Xn, gKn 7→ g tg, g ∈ Gn.
The arithmetic variety
Rn = GL(n,Z)\Pn = GL(n,Z)\GL(n,R)/O(n)
is the moduli space of principally polarized real tori of dimension n. Let
(5.21) Xn := Γn\Xn = Γn\Gn/Kn
be the moduli space of special principally polarized real tori of dimension n.
For any m,n ∈ Z+, we define
ξm,n : Gm −→ Gn
by
(5.22) ξm,n(A) :=
(
A 0
0 In−m
)
, A ∈ Gm.
We let
G∞ := lim−→
n
Gn, K∞ := lim−→
n
Kn and Γ∞ := lim−→
n
Γn
be the inductive limits of the directed systems (Gn, ξm,n), (Kn, ξm,n) and (Γn, ξm,n) respec-
tively.
Let Jn (resp.Hypn) be the Jacobian locus (resp. the hyperelliptic locus) in the Siegel
modular variety An. We define
Xn,J := {Y ∈ Xn | AY is the Jacobian of a curve of genus g, i.e., [AY ] ∈ Jn }
and
Xn,H := {Y ∈ Xn | AY is the Jacobian of a hyperelliptic curve of genus g } .
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See Example 5.1 for the definition of AY . We see that Γn acts on both Xn,J and Xn,H
properly discontinously. So we may define
Xn,J := Γn\Xn,J and Xn,H := Γn\Xn,H .
Xn,J and Xn,H are called the Jacobian real locus and the hyperelliptic real locus respectively.
Let XSn be the Satake compactification of Xn.We denote by X
S
n,J (resp. X
S
n,H) the Satake
compactification of Xn,J (resp.Xn,H). We can show that X
S
n,J (resp.X
S
n,H) is the closure of
Xn,J (resp.Xn,H) inside X
S
n . We have the increasing sequences
XS1 →֒ XS2 →֒ XS3 →֒ · · · ,
XS1,J →֒ XS2,J →֒ XS3,J →֒ · · ·
and
XS1,H →֒ XS2,H →֒ XS3,H →֒ · · · .
We put
XS∞ := lim−→
n
XSn , X
S
∞,J := lim−→
n
XSn,J and X
S
∞,H := lim−→
n
XSn,H .
For any two positive integers m,n ∈ Z+ with m < n, we embed Xm into Xn as follows:
ψm,n : Xm −→ Xn, Y 7→
(
Y 0
0 In−m
)
, Y ∈ Xm.
We let
X∞ = lim−→
n
Xn
be the inductive limit of the directed system (Xn, ψm,n). We can show that
X∞ = G∞/K∞.
Now we have the Grenier operator
Ln : A(Γn) −→ A(Γn−1)
defined by the formula (4.15).
Definition 5.4. An automorphic form f ∈ A(Γn) is said to be a GY−automorphic form
for the Jacobian real locus (resp. the hyperelliptic real locus) if it vanishes along Xn,J
(resp.Xn,H). A collection (fn)n≥1 is called a stable GY−automorphic form if it satisfies the
following conditions (SY1) and (SY2) :
(SY1) fn is a GY-automorphic form for each n ≥ 1.
(SY2) Lnfn = fn−1 for all g > 1.
The following natural question arises :
Question 5.1. Are there stable GY-automorphic forms for the Jacobian real locus (resp. the
hyperelliptic real locus) ?
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Finally we give the following remark.
Remark 5.4. We consider the non-reductive group
Gn,♦ := SL(n,R)⋉R
n
which is the semidirect product of SL(n,R) and Rn with multiplication law
(A, a) · (B, b) := (AB, a tB−1 + b), A,B ∈ SL(n,R), a, b ∈ Rn.
Then we have the natural action of Gn,♦ on the Minkowski-Euclid space Xn,♦ := Xn × Rn
defined by
(5.23) (A, a) · (Y, ζ) := (AY tA, (ζ + a) tA), (A, a) ∈ Gn,♦, Y ∈ Xn, ζ ∈ Rn.
It is easily seen that
Kn,♦ := {(λ, 0) ∈ Gn,♦ | λ ∈ SO(n) }
is the stabilizer at (In, 0). Thus Xn,♦ is a smooth manifold diffeomorphic to the non−symmetric
homogeneous space Gn,♦/Kn,♦ via the following correspondence
Gn,♦/Kn,♦ −→ Xn,♦, (A, a)·Kn,♦ 7→ (A tA, a tA), (A, a) ∈ Gn,♦.
We let
Γn,♦ = Γn ⋉ Z
n
be the discrete subgroup of Gn,♦. Then Γn,♦ acts on Xn,♦ properly discontinuously. We
show that by associating a special principally polarized real torus of dimension n to each
equivalence class in Xn, the quotient space
Xn,♦ := Γn,♦\Xn,♦ = Γn,♦\Gn,♦/Kn
may be regarded as a family of special principally polarized real tori of dimension n. We
refer to [42, 43] for related topics about Xn,♦. In a similar way, we may investigate the
infinite dimensional arithmetic variety
X∞,♦ := lim−→
n
Xn,♦.
For any two positive integers m,n ∈ Z+ with m < n, we define the injective mapping
χm,n : Gm,♦ −→ Gn,♦
by
(5.24) χm,n ((A, a)) :=
((
A 0
0 In−m
)
, (a, 0)
)
,
where A ∈ SL(m,R), a ∈ Rm and (a, 0) ∈ Rn. We let
G∞,♦ := lim−→
n
Gn,♦, K∞,♦ := lim−→
n
Kn,♦ and Γ∞,♦ := lim−→
n
Γn,♦
be the inductive limits of the directed systems (Gn,♦, χm,n), (Kn,♦, χm,n) and (Γn,♦, χm,n)
respectively. For any two positive integers m,n ∈ Z+ with m < n, we define the injective
mapping
µm,n : Xm,♦ −→ Xn,♦
by
(5.25) µm,n ((Y, ζ)) :=
((
Y 0
0 In−m
)
, (ζ, 0)
)
,
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where Y ∈ Xm and ζ ∈ Rm. We let
X∞,♦ := lim−→
n
Xn,♦
be the inductive limit of the directed system (Xn,♦, µm,n). Then G∞,♦ acts on X∞,♦ tran-
sitively and K∞,♦ is the stabilizer at the origin. Moreover Γ∞,♦ acts on X∞,♦ properly
discontinuously. Thus we obtain
X∞,♦ = G∞,♦/K∞,♦
and
X∞,♦ = Γ∞,♦\G∞,♦/K∞,♦ = Γ∞,♦\X∞,♦.
We can define the notion of automorphic forms on Xn,♦ (cf. Definition 8.1 in [42]) and define
the generalized Grenier operator Ln,♦. So we can study the stability of these automorphic
forms.
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