Functional principal component regression (PCR) can fail to provide good prediction if the response is highly correlated with some excluded functional principal component(s). This situation is common since the construction of functional principal components never involves the response. Aiming at this shortcoming, we develop functional continuum regression (CR). The framework of functional CR includes, as special cases, both functional PCR and functional partial least squares (PLS). Functional CR is expected to own a better accuracy than functional PCR and functional PLS both in estimation and prediction; evidence for this is provided through simulation and numerical case studies. Also, we demonstrate the consistency of estimators given by functional CR.
Introduction

Scalar-on-function regression model
With the development of technology, the demand for functional data analysis (FDA) is increasing; it is frequent to encounter data that are recorded continuously within a nondegenerate and compact interval T . Scalar-on-function regression models link the scalar response Y to the integral of product of random process X = X(·) and corresponding unknown fixed function β * = β * (·). To be precise, the linkage is of the form that
where ε is a white noise, T f is short for the Lebesgue integral T f (t) dt and T E X 2 = E( T X 2 ) < ∞. All the functions involved in this paper are assumed to be square-integrable, i.e., the discussion is limited to L 2 (T ) (or $ Supported by the Natural Sciences and Engineering Research Council of Canada (NSERC). L 2 (T 2 )), the L 2 -space on closed interval T = [t min , t max ] (or T 2 ) with respect to the Lebesgue measure. In addition, · stands for the L 2 -norm, i.e., f equals ( T f 2 ) 1/2 for f ∈ L 2 (T ) and ( T T f 2 ) 1/2 if f ∈ L 2 (T 2 ).
The infinite-dimensional structure of functional space makes data analysis challenging: the dimension of parameter space exceeds the number of observed subjects, and hence dimension-reduction techniques are indispensable in model-fitting. To estimate the coefficient function β * (·) and to predict the conditional expectation
for X 0 distributed as X, the standard approach is to express β * in terms of a finite set of functions {w j : 1 ≤ j ≤ p} truncated from basis functions {w j } j∈Z + ⊂ L 2 (T ). This inspires us to approximate β * and η(X 0 ), respectively, by β p = arg min
where span{w j : 1 ≤ j ≤ p} is the linear space spanned by {w j } 1≤ j≤p . Note that β p is the slope of the best approximation (restricted within span{w j : 1 ≤ j ≤ p}) in the L 2 -sense to Y by a linear function of X. In particular, β p = p j=1 ( T β * w j )w j if {w j : 1 ≤ j ≤ p} is orthonormal (i.e., T w 2 j = 1 for 1 ≤ j ≤ p and T w j w j = 0 for j j ). For the completeness of definition, write β 0 = 0 and η 0 (X 0 ) = E Y. Although it is possible to employ a basis that is independent of the data (e.g., polynomial basis, Fourier basis, etc.), it is more reasonable to force {w j : 1 ≤ j ≤ p} adapt to data. In that case, w j are often unknown apriori and need to be replaced with corresponding estimatesŵ j .
Assume n two-tuples (X i , Y i ), 1 ≤ i ≤ n, are independent and identically distributed (iid) as (X, Y). For simplicity, assume X i (·) are digitized at N + 1 equispaced time points t m = t min + (t max − t min )(m − 1)/N, 1 ≤ m ≤ N + 1.
To recover the entire curve X i from finite-many observations, a commonly adopted strategy is the penalized spline smoothing [36, pp. 98 ]. Introduce the projection operator P such that P A f is the projection of f onto space A. The smoothing technique pursues P BS K X i (·) = c T i ψ(·) through a ridge regression, where ψ(·) = [ψ 1 (·), . . . , ψ K (·)] T and BS K = span{ψ k : 1 ≤ k ≤ K} is a K-dimensional linear space spanned by cubic B-spline basis functions {ψ k } 1≤k≤K (as defined by de Boor [12, chp. 4] ). Specifically, K-vector c i is estimated bŷ
, . . . , X i (t N+1 )] T and smoothing parameter θ i > 0. Then, the smoothed i-th curve isX
Correspondingly, the estimate for (1) and prediction of (2) are, respectively, β p = arg min
in whichX = n −1 n i=1X i ,Ȳ = n −1 n i=1 Y i , and X 0 is the post-smoothing version of X 0 . Under this framework, the accuracy of estimatesβ p andη p (X 0 ) varies with the choice of {ŵ j : 1 ≤ j ≤ p}. Two well-known options are discussed in Section 1.2, leading to functional principal component regression (PCR) and functional partial least squares (PLS), respectively.
Functional principal component and functional partial least squares bases
Among all the dimension-reduction techniques, functional PCR is the most prevailing one. It is built on the functional principal component basis, say {w j,FPC } + j∈Z , constructed from covariance operator V X : L 2 (T ) → L 2 (T ) given by
where v X (s, t) = cov(X(s), X(t)). The assumption v X ∈ L 2 (T 2 ) implies that V X is of Hilbert-Schmidt class and hence possesses a countable number of eigenvalues, all real and nonnegative. Specifically, w p,FPC is taken as the p-th eigenfunction of V X (corresponding to the p-th largest eigenvalue of V X ), or equivalently, given {w j,FPC : 1 ≤ j ≤ p−1},
subject to w = 1 and T ww j,FPC = 0, 1 ≤ j < p.
Empirically, substitutingv
for v X (s, t) in (5), one defines the operatorV X such that
and is then able to estimate w p,FPC by the p-th eigenfunction ofV X , sayŵ p,FPC .
During the past few decades, extensive work has focused on functional PCR; more details can be found in a number of monographs (e.g., Ramsay and Silverman [27] and Horváth and Kokoszka [17] ) and review papers (e.g., Wang, Chiou, and Müller [37] and Febrero-Bande, Galeano, and González-Manteiga [14] ).
As defined in (6) , the construction of the functional principal component basis is "unsupervised" due to no involvement of Y; the first p 0 elements of this basis seek to explain most of the variation of X, whereas they are not necessarily important in representing β * . That is, it is possible for one or more elements in the abandoned part {w j,FPC : j ≥ p + 1}
to be highly correlated with the response.
3 Some efforts have already been made to target this well-known defect, including Preda and Saporta [25] who extended the multivariate PLS to functional PLS. This technique relies on functional PLS basis which is defined in a sequential manner: given {w j,FPLS : 1 ≤ j ≤ p − 1},
The corresponding empirical version iŝ
where η p−1,FPLS (·) andη p−1,FPLS (·) are respective counterparts of (2) and (4) .
Functional PLS has been later investigated and developed by, for instance, Reiss and Ogden [29] , Delaigle and
Hall [13] , Aguilera, Aguilera-Morillo, and Preda [1] . PLS and its derivatives are referred to as "fully supervised" and may suffer the "double-dipping" problem: they employ the covariance between Y and X both for the construction of basis functions and for further prediction; the resulting findings are possibly vulnerable and sensitive to small signals; see [19] . Nie, Wang, Liu, and Cao [24] attempted to put forward a linear combination of functional PCR and functional PLS; their proposal lies between unsupervised and fully supervised techniques. Different from these authors, we borrow the idea of continuum regression (CR) from Stone and Brooks [33] and extend it to the learning of functional data.
Continuum regression
Briefly, in the context of multivariate analysis with response y ∈ R n×1 and design matrix X ∈ R n×d both columnmean-centered, CR projects y to the linear space spanned by mutually orthogonal regressors Xw 1,α , . . . , Xw p,α ∈ R n×1 , after successively computing
where α ∈ [0, 1) and p (≤ d) are to be tuned. The most appealing property of CR, as proved by Stone and Brooks [33] , is that its framework encompasses ordinary least square (OLS) (α = 0), PLS (α = 1/2), and PCR (α → 1). Accordingly, the model resulting from CR is expected to outperform those from OLS, PLS, and PCR in terms of prediction.
There have been some further developments of CR. Sundberg [34] connected it to the ridge regression. Björkström and Sundberg [3] and Jung [19] revealed the analytical form of (9). Lee and Liu [21] combined CR with the kernel ŵ p,α is taken as the maximizer of following optimization problem:
with operatorV X defined as (8) ,
Further, β p,α (resp. η p,α (X 0 )) is estimated (resp. predicted) bŷ
Return to the definition of w p,α in (10). Though it looks like a natural extension of that of the d-vector (9), at least two concerns (Propositions 1 and 2) arise with the non-concavity of objective functions T α (w) andT α (w) and the infinite dimension of L 2 (T ): one is the existence of w p,α (resp.ŵ p,α ) which is not trivial at all since the unit sphere or unit ball in L 2 (T ) is no longer compact; the other is whether or not, for any preset α ∈ [0, 1), β * can be fully expressed in terms of the functional continuum basis {w j,α } j∈Z + . Proposition 1. Given {w j,α : 1 ≤ j ≤ p − 1}, the objective T α defined as (12) , subject to conditions (11), has a maximizer. So doesT α in (14) with fixed {ŵ j,α : 1 ≤ j ≤ p − 1}.
Proposition 2. Suppose β * can be expansed in terms of eigenfunctions of V X . Then, for each α ∈ [0, 1), β * belongs to span{w j,α : j ∈ Z + }, the closure of span{w j,α : j ∈ Z + }.
Special cases
Functional CR inherits the inclusion property of CR; i.e., for certain α's, functional CR reduces to some existing methods. Firstly, as α → 1, the variance term dominates the objective function (12) and the role of covariance term is negligible. We assert that, in this scenario, the functional continuum basis is identical to the functional principal component basis. At the other extreme (α = 0), note that
Geometrically, w 1,α maximizes the squared cosine of angle between T Xw and Y. Therefore, T Xw 1,0 is parallel to the orthogonal projection of Y onto X, meaning that cov Y, T Xw must be zero for all w such that T wV X (w 1,0 ) = 0.
That is to say, the sequential construction terminates at w 1,FCR and no subsequent element exists. Obviously, in this situation, functional CR is equivalent to a functional version of OLS regression.
Another special case lies midway between two extremes, i.e., α = 1/2. Noticing that under the need of constraints
One can see that this case is identical to the functional PLS introduced in Section 1.2.
Equivalent form of the functional continuum basis
Considering residuals of X and Y after the first p − 1 steps, we merge the last p − 1 side-conditions in (11) and the objective function (10) together. This reformulation simplifies forthcoming proofs and facilitates the implementation in Section 3 as well.
Proposition 4. Given w 0,α (·) ≡ 0 and {w j,α : 1 ≤ j ≤ p − 1} with T w j,α V X (w j,α ) > 0 for j = 1, . . . , p − 1, write
Then, w p,α defined in (10) can be found by maximizing T * p,α on the unit sphere, i.e.,
with V X (p,α) defined by substituting X (p,α) for X in (5) .
An empirical counterpart of Proposition 4 naturally follows.
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Proposition 5. Givenŵ 0,α (·) ≡ 0 and {ŵ j,α :
corresponding to (7) .
Previously in (10), the functional continuum basis has been defined as a set of maximizers of sequential optimization problems. Proposition 6 derives an alternative but more explicit form of these desired solutions: they are constructed by adjusting the projection of function β * on some directions. has multiplicity m ≥ 1, i.e., λ (p,α)
where the three boundary values of δ (p,α) , {−1, 0, ∞}, correspond to functional PCR (δ (p,α) → −1), functional PLS (δ (p,α) → 0) and functional OLS (δ (p,α) → ∞), respectively.
Consistency of the empirical functional continuum basis and corresponding estimators
Assume, as n diverges, that:
(C1) number of witnessed time points N + 1 → ∞;
and
with ∆t = (t max − t min )/N and neither of constants C 1 nor C 2 varying with k or K.
8 Also, we require w p,α is uniquely defined and X is square-integrable, i.e.,
Our main result, Theorem 1, demonstrates the consistency of estimators in the case of "fixed p and infinite n".
Theorem 1. Fix α and p. Under (C1) to (C5),ŵ p,α ,β p,α andη p,α (X 0 ) converge to w p,α , β p,α , and η p,α (X 0 ), respectively in probability, with X 0 (∼ X) allowed to be not independent of X i , 1 ≤ i ≤ n. 
is not unique, the proof of Theorem 1 is still valid as long as we choose a measurablê w j,α following, e.g., Jennrich [18, Lemma 2].
Implementation
We understand that in effect it is not feasible to calculate the integrals exactly and even impossible to solve the functional optimization problem (17) directly. Fortunately, the B-spline smoothing adopted in Section 1.1 restrictŝ w p,α in K-dimensional linear space BS K and hence reformulates the infinite dimensional maximization into a Kdimensional one. To prove this assertion, recalling definitions ofX i (·) in (3) and those ofX (p,α) i i (·) in Proposition 5, we firstly haveX (1,α) i =X i −X ∈ BS K and further TX
leading to an obvious contradiction. Therefore, P BS Kŵ 1,α must be one, i.e.,ŵ 1,α ∈ BS K , helping us proceed tô
The argument in the previous paragraph allows us to only consider {w :
However, because ofĈ cent of not full column rank, it is very likely to encounter the ambiguity in representation in optimizing (19) . An effective remedy is to carry out a thin singular value decomposition (tSVD) before the optimization:Ĉ cent W 1/2 = URV T with semi-orthogonal matrices U and V (i.e. U T U = V T V = I) and diagonal matrix R whose main diagonal consists of all the positive eigenvalues ofĈ cent W 1/2 . Write G = UR. Note that, for each d, there is always certain b such that W 1/2 d = Vb. Henceŵ 1,α takes the following form
It follows (18) that in the matrix form the maximization objective at the next phase becomes
To locate the solution (20) , it is feasible to duplicate the ideas of Lee and Liu [21] and Chan and Mak [ 
is an unknown quantity. Plugging (21) back into the right-hand side of (20), we obtain
So far, the functional optimization has been reformulated into a univariate maximization problem
− ln Q p,α (δ).
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The univariate function ln Q p,α depends on not only p and α but also observed data, which makes it inconvenient to theoretically investigate this function's plot. However, for the specific datasets involved in Section 4, there seems no more than one local maximum within either (−1, 0) or (0, ∞); see Figure 1 . As a result, the maximization in each piece is able to be handled by arbitrary symbolic computation program.
Tuning parameters
The result of functional CR relies on the choice of two parameters: α, the continuum parameter, and p, the number of basis functions included in the model. Favoring a much lower expense in computation, we tune them through the generalized cross-validation (GCV, Craven and Wahba [11] ). For each possible pair (p, α), a GCV-type criterion employed here is
The minimizer of GCV(p, α) is chosen as the optimal combination; see Algorithm 1 for details.
Numerical illustration
To illustrate the performance of functional CR, the result given by our method is compared with those from With the aid of R (R Core Team [26] ), RStudio™ (RStudio Team [30] ) and R-package fda (Ramsay, Wickham, Graves, and Hooker [28] ), we code all the methods mentioned in the preceding paragraph except for FPCR R -REML (implemented by R-function fpcr coded by its proposers and included in R-package refund jointly created by Goldsmith, Scheipl, Huang, Wrobel, Gellar, Harezlak, McLean, Swihart, Xiao, Crainiceanu, and Reiss [16] ).
Simulation study
The dataset CanadianWeather in Ramsay et al. [28] contains the (base 10 logarithm of) precipitation at 35 different locations in Canada averaged over 1960 to 1994. We extract the mean function µ X and the top j-th eigenvalue λ j and eigenfunction w j,FPC of the covariance operator, j = 1, 2, 3, from this dataset. Each sample in this simulation consists of 35 artificial curves on T = [1, 365] of the following form:
where ξ i j follows N(0, λ j ) independently and 35 is the number of curves included in CanadianWeather. Further, Y i are generated as Conduct tSVD:
for α in a finite set and p from 1 to pmax do if p = 1 then
end for (p, α) optimal ← arg min (p,α) GCV(p, α).
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with ε i iid ∼ N(0, σ). The quantity T µ X β/σ is informally referred to as the signal-to-noise-ratio (SNR).
We consider two sorts of coefficient function coupled with three levels of SNR (2,10 and 20): are not consistent or it may need a larger sample size to reach a more satisfying accuracy.
Application to real data
For each of following two datasets, we randomly take roughly 10% of all the samples of each dataset for testing and the remaining for training. Repeat the random split for 200 times. To alleviate impacts from different testing sets and facilitate the comparison in prediction, define the relative mean squared prediction error (ReMSPE): parameters, we keep all the settings in Section 4.1 except the one for p; we raise its upper bound from 2 to 5 to accommodate the new datasets. contents. The dataset is now publicly accessible at http://lib.stat.cmu.edu/datasets/tecator, containing the absorbance spectra (i.e., the logarithm to base 10 of transmittance at each wavelength) and the three contents measured in percent by analytic chemistry.
Medfly data
We regress the fat, moisture and protein contents, respectively, on the absorbance spectra. In the first case (spectra vs. fat), the six approaches are roughly categorized into three groups in each subfigure of Figure 5 : functional CR on the left end, the three in the middle (including supervised FPCA, pFPLS and FPLS R -REML), and another two on the very right (i.e., FPCR R -REML and smoothed functional PCA). As shown in Figure 5 , supervised strategies are more favored than unsupervised ones. In the cases of moisture ( Figure 6 ) and protein (Figure 7) , this phenomenon does not hold, but functional CR still takes the lead in terms of lower ReMSPEs, even though we do not impose any penalty on the smoothness of functional continuum basis functions.
Conclusion and discussion
Specially designed for scalar-on-function regression models, the framework of functional CR encompasses the methods, our strategy is overall competitive in terms of both estimation and prediction.
However, our work is far from perfect. The core of our algorithm is to locate the constrained global maximizer of ln Q p,α (δ). In Section 4, thanks to the simpleness of curves of ln Q p,α , we do not have to initiate the maximization with multiple start points. Even so, our implementation is still more involved than competitors when number of curves becomes larger; see Table 1 for the time consumed for each method. But it can always be worse; it is possible for other datasets to be coupled with more complex curves for ln Q p,α . In such cases, we have to avoid the search being trapped in some local maxima. We suggest using multiple initial values, a commonly adopted strategy. But this significantly slow down the implementation of functional CR. For instance, under the same computing environment, if we try 100 initial points in each maximization, the seconds consumed by functional CR for the Tecator™ data would be over 30 times as many as the corresponding number posted in Table 1 .
Last but not least, functional CR possesses the potential to be further extended. With a generalization analogous to that in Brooks and Stone [4] , it is hopeful to handle multiple responses simultaneously and even functional response.
Another possible direction of evolution is to enhance the robustness by replacing variance and covariance terms with robust counterparts; just as Serneels, Filzmoser, Croux, and Espen [32] did for CR. Lemma 2. Assume (C1) to (C4). Ifŵ j,α converges to w j,α in probability as n diverges for all j ≤ p − 1, then
and moreoverT * p,α (w) converges to T * p,α (w) in probability uniformly over the unit ball, i.e., lim n→∞ Pr sup
Following condition (C3), denote by τ k (resp. e k ), 1 ≤ k ≤ K, eigenvalues (resp. eigenvectors) of
Combined with the identity sup k 1 ,k 2 ∈Z + | T (ψ k 1 ψ k 2 ) | < ∞, Chui [8, thm. 5] rewrites, as N diverges,
where 1 K×K is a K × K matrix full of ones. Applying Chui [8, thm. 5 ] again,
When θ i ∆t is sufficiently small,
where K * ∈ Z + such that τ K * = max{τ K , (θ i ∆t) 1/2 } diverges according to conditions (C2)(C3). Therefore, X i − X i is zero-convergent as N diverges and further by the continuous mapping theorem, as n diverges,v X P −→ v X and V X (β * ) P −→ V X (β * ). Recall X (p,α) (resp.X (p,α) ) in Proposition 4 (resp. Proposition 5). Apparently, the convergence ofX i andŵ j,α , 1 ≤ j ≤ p − 1, implies that ofX (p,α) and hence, by the continuous mapping theorem,V X (p,α) (β * )
RecallV X (p,α) andV X (p,α) (β * ) in Proposition 4. For convenience, write
and their empirical counterpartŝ
By Cauchy-Schwarz inequality, as n → ∞,
Next we deduce a continuous mapping theorem specific for uniform convergence in probability. Suppose h is an arbitrary continuous mapping: R 2 → R. For arbitrary > 0, there are w n, ∈ {w : w ≤ 1} and δ > 0 such that
which further indicates that lim n→∞ Pr sup Then T α = f 2 · g α/(1−α)−1 . The Lagrange multiplier rule for Banach spaces [38, pp. 270-271] ensures that there are real numbers δ 1 , . . . , δ p , for each w ∈ L 2 (T ),
where D f (w p,α ), Dg(w p,α ), Dh(w p,α ), and De j (w p,α ), all surjections from L 2 (T ) to R, are the first-order (Fréchet) derivatives of f , g, h, and e j evaluated at w p,α , respectively; in particular, for w ∈ L 2 (T ),
The arbitrariness of w in Eq. (B.4) entails that
Cases of α 1−α − 1 f 2 (w p,α )g α 1−α −1 (w p,α ) = 0 and γ p = 0 are both eliminated: the former one corresponds to the uninteresting minimum of T α , while the latter one leads to the unconstrained maximizer of T α which actually never falls on the unit sphere. By Fredholm's theorems (see, e.g. [15, 20] ), solve the integral equation (B.5) and acquire
where U p,α : L 2 (T ) → L 2 (T ) takes w to (V X + γ 0 I) −1 • V X (w) with γ 0 = γ 0 (p, α) ∈ R and identity operator I and where γ 1 , . . . , γ p accommodate the p side-conditions (11) . It follows that
where K p,α = U p,α • · · · • U 1,α , because w p,α is representable in terms of K j,α (β * ), 1 ≤ j ≤ p, for each p and vice versa.
At last we verify that β * ∈ span K j,α (β * ) : j ∈ Z + . Introduce orthogonal projection operator P p that takes w ∈ L 2 (T ) to p j=1 T ww j,FPC w j,FPC . Write β p,FPC = P p (β * ). Now,
in which λ j is the j-th eigenvalue of V X , implying that β p,FPC ∈ span P p • K j,α β p,FPC : 1 ≤ j ≤ p .
In view of P p • K j,α β p,FPC = P p • K j,α (β * ) for 1 ≤ j ≤ p and p ∈ N, after taking limits in the L 2 sense as p → ∞ on both sides of the following formula
we accomplish the proof.
Proof of Proposition 3. For simplicity, we assume that λ 1 > λ 2 > · · · > 0 are eigenvalues of operator V X , i.e., there is no tie among them. Then
The proposition can be proved by mathematical induction.
For any w ( w 1,FPC ) on S with T wV X (w) > 0, there exists α 0 > 2/3 such that, for all α ∈ (α 0 , 1),
α ∈ (α 0 , 1) and hence w 1,α = w 1,FPC as α → 1.
Suppose we have w j,α = w j,FPC , 1 ≤ j ≤ p − 1, for certain p ≥ 2. For w ( w p,FPC ) satisfying constraints (11) Proof of Theorem 1. We resort to an argument similar to the proof adopted by Amemiya [2, Theorem 4.1.1] and extend it from the finite-dimensional setting to the functional context. The unit ball B is as defined in the proof of Proposition 1. Start with p = 1 and let N be a neighborhood in L 2 (T ) containing w p,α , namely, N 1,δ = w : w − w 1,α < δ , 0 < δ < 2.
Verify that B \ N 1,δ is weakly sequentially closed and bounded and T * 1,α (w) is weakly sequentially upper semicontinuous within B \ N 1,δ . Then Lemma 1 guarantees the existence of max w∈B\N 1,δ T * 1,α (w). Write It follows Lemma 2 that lim n→∞ Pr ŵ 1,α ∈ N 1,δ = 1. Considering the arbitrariness of δ, we conclude thatŵ 1,α P −→ w 1,α as n → ∞. In case the convergence ofŵ j,α , 1 ≤ j ≤ p − 1, holds, the prerequisite of Lemma 2 is fulfilled. Mimicking the argument for p = 1, we deduceŵ p,α P −→ w p,α as n → ∞.
Combining (B.1) and (B.2) with the convergency ofŵ p,α , we get the the convergency ofβ p,α defined as (15) . The identityX 0 P −→ X 0 follows a similar argument in the proof of Lemma 2. Hence the convergence ofη p,α (X 0 ) in (16) is proved.
