Abstract. In this paper we construct a framework for doing statistical inference for discretely observed stochastic differential equations (SDEs) where the driving noise has 'memory'. Classical SDE models for inference assume the driving noise to be Brownian motion, or "white noise", thus implying a Markov assumption. We focus on the case when the driving noise is a fractional Brownian motion, which is a common continuous-time modeling device for capturing long-range memory. Since the likelihood is intractable, we proceed via data augmentation, adapting a familiar discretization and missing data approach developed for the white noise case. In addition to the other SDE parameters, we take the Hurst index to be unknown and estimate it from the data. Posterior sampling is performed via a Hybrid Monte Carlo algorithm on both the parameters and the missing data simultaneously so as to improve mixing. We point out that, due to the long-range correlations of the driving noise, careful discretization of the underlying SDE is necessary for valid inference. Our approach can be adapted to other types of rough-path driving processes such as Gaussian "colored" noise. The methodology is used to estimate the evolution of the memory parameter in US short-term interest rates.
Introduction
In this paper we develop a framework based on data augmentation for performing statistical inference for discretely observed stochastic differential equations (SDEs) driven by non-Markovian noise such as fractional Brownian motion. SDEs are routinely used to model continuous-time phenomena in the natural sciences [2, 25, 23] , engineering [58, 73, 67] , and finance [13, 30, 32] . Consider an SDE with drift µ and diffusion coefficient 1 Department of Statistics and Actuarial Science, University of Waterloo; mlysy@uwaterloo.ca. 2 Department of Statistics, Harvard University; pillai@stat.harvard.edu. σ denoted as (1.1) dX t = µ(X t , θ) dt + σ(X t , θ) dB t , X 0 ∈ R, where B t is a standard one-dimensional Brownian motion and θ is a parameter of interest. The stochastic process X t is commonly referred to as a diffusion process. It is a strong Markov process with continuous sample paths [35] . Remarkably, almost all stochastic processes with these two properties satisfy an SDE of the form (1.1) [see 72 , for discussion and counterexample].
An equation such as (1.1) specifies the stochastic evolution of X t on an infinitesimal time scale. That is, suppose that X 0 is given and we wish to simulate the path of X t on the interval [0, T ]. For ∆t = T /N , settinĝ X 0 = X 0 , the usual Euler (or Euler-Maruyama) scheme is (1.2)X (n+1)∆t =X n∆t + µ(X n∆t , θ)∆t + σ(X n∆t , θ)∆B n , where ∆B n = (B (n+1)∆t − B n∆t ) iid ∼ N (0, ∆t). The continuous processX (∆t) t obtained by interpolation converges to X t as ∆t → 0 in an appropriate sense [47] .
The above discrete-time approximation provides a fundamental intuition for modeling physical phenomena using continuous-time stochastic processes: µ(X t )∆t is the infinitesimal change in mean and σ(X t )∆t is the infinitesimal variance. Most of the existing statistical inference methodology for discretely observed diffusions crucially utilize such discretization schemes: [59, 44, 21, 19, 25, 10, 39] all do so directly; [63, 26, 34, 3] use it indirectly to evaluate the Girsanov change-of-measure.
While the Markov assumption for the observed data -central to diffusion modeling -is justifiable in many situations, there is a growing number of applications in which it is not. For instance, the dynamics of financial data [8] , subdiffusive proteins [40] , and internet traffic and networks [69, 74] all exhibit spurious trends and fluctuations which persist over long periods of time. Such long-range dependence -or memory -typically leads to Markov models which are overparametrized, in order to compensate for their rapid decorrelation.
SDEs Driven by Fractional Brownian Motion.
In an SDE such as (1.1), the Brownian motion B t can be thought of as the force which drives X t . While B t is not differentiable in the usual sense, its derivative b t (defined using the Fourier transform) can be identified with a collection of iid Normals, such that cov(b s+t , b s ) = δ(t).
The derivative of Brownian motion is often referred to as "white noise", the term being derived from its flat frequency spectrum:
−2πitf δ(t) dt = 1, the spectrum of white light. In this paper, we wish to study the solutions of SDEs which are driven by different types of noise:
where G t is not Brownian motion but rather a non-Markovian process.
Whenever it exists, the derivative of G t is referred to as colored noise, by a similar identification of its frequency spectrum with the colors of light [29] . While our framework in this paper is applicable to a wide range of nonMarkovian driving noise processes, we focus here on the case where G t is a fractional Brownian motion, G t = B H t , with Hurst parameter 0 < H < 
For H = 1 2 , the fBM increments are uncorrelated, and B H t = B t reduces to the standard Brownian motion. For H = 1 2 , the increments exhibit a power law decay, in contrast to the exponential decorrelation of stochastic processes with short-range memory. The increments are positively correlated for H > 1 2 , and negatively for H < 1 2 . Being the only continuous, selfsimilary Gaussian process with stationary increments [20] , fBM occupies a central role in the history of long-range dependence modeling [46, 12, 64] . SDE such as (1.3) driven by fractional Brownian motion give rise to long-memory processes which need not be Gaussian, while harnessing the statistical power of infinitesimal-time models.
From a modeling perspective, a natural interpretation of the stochastic process defined by (1.3) is as the limit of a discrete-time approximation. The Euler scheme for discretizing (1.3) reads
This interpretation at first seems very promising but it turns out that, due to the "roughness" of the sample paths of the fractional Brownian motion (which are almost surely not differentiable for any 0 < H < 1), the Euler scheme in (1.5) need not converge as the discretization time step ∆t → 0. For instance, consider the SDE
with initial value X 0 = 1. The exact solution is X t = exp (B H t ), whereas the solution of the Euler scheme at time t = 1 is given by [52] 
Using the above, for sufficiently large N = 1/∆t, it can be shown that [52] 
where ρ N → 0 almost surely as ∆t → 0, for H > 1 3 . However, we also know that for H < 
almost surely as ∆t → 0. Consequently,X 1 converges to 0 almost surely, such that the Euler-Maruyama scheme fails for H < 1 2 . On the other hand, for H > 1 2 , the Euler-Maruyama scheme does converge (see Proposition 1 below). Thus, the physical intuition provided by Euler-Maruyama discretization for diffusions need to be refined in the case of SDEs driven by fBM. However, a lot of the ideas to follow do carry over from diffusionsall that is essential in our framework is a numerical scheme which correctly approximates the underlying SDE.
1.2.
Review of Previous Work. Unlike diffusions, parameter estimation for SDEs driven by fractional Brownian motion is in its infancy. There are two key challenges: the likelihood is intractable and the data is not Markovian. Some earlier works for parameter estimation include [38, 37, 60, 61, 41, 33] . A wealth of information is contained in the book [62] . However most of these works deal with continuous data. A few papers study parameter estimation for discretely observed fractional Ornstein-Uhlenbeck processes [75, 62] .
A pioneering work dealing with discrete observations is [71] in which the authors consider a SDE of the form
where b is a known function. It is known that fBM can be represented as an Itō integral,
where W t is a standard Brownian motion and K H is a kernel (see [71] for details). This representation leads to a version of Girsanov's theorem [53] which can be used for computing the likelihood function. For continuously observed X t , using this version of Girsanov's theorem, the authors derive the maximum likelihood estimatorθ con for θ and show that it is consistent for all H ∈ (0, 1). For discrete data, since the MLE is hard to derive, the authors study a discretized appoximation ofθ con and prove its consistency. More recently, there have been a couple of different approaches for discrete data which avoid a direct likelihood computation. In [51] , the authors construct a least squares-type procedure for parameter estimation in SDEs driven by fBM with constant diffusion coefficient (but assume H > 1 2 ) and show its consistency. In [65] , the author considers a SDE of the form
and constructs a nonparametric kernel estimator for the drift coefficient b. In [36] , the authors construct estimating functions for θ in SDEs with linear drift, b(x) = a(x) + θc(x). Finally in [11] , the authors construct an interesting maximum likelihood type estimator using tools from Malliavin calculus. Curiously, [11] does not take the non-Markovinanity of the data into account while computing the quasi-likelihood function. Most of the above papers only deal with point estimation and do not give uncertainty quantification. We also note that almost all of them assume H to be known, and thus do not venture into estimating H.
1.
3. An Inference Framework based on Data Augmentation. Due to the non-Markovianity, the likelihood function for discrete data is intractable. We proceed via a data augmentation approach, by "filling in" data between two observed points so as to better approximate the likelihood function. There are many equivalent approaches for defining and constructing approximations for the solutions of non-white noise SDE (1.3) involving mathematical machinery such as Malliavin calculus [71, 31] , Wick products [56, 31] , and generalized distributions [77] . Compared to these approaches, data augmentation based on the Euler scheme (1.5) -should it apply -is conceptually simpler and leads directly to a longstanding inference framework developed for the white noise case [59, 21, 39] .
That is, consider the SDE with constant diffusion
where G t is any continuous stochastic process. Let X = X obs = (X 0 , . . . , X N ) be discrete observations of the SDE at regular time intervals ∆T . Both the drift and diffusion functions depend on parameters θ and σ which are to be estimated from the data. For given level k, define the complete data
where X k,n corresponds to an observation of X t at time t = n∆t k , with ∆t k = ∆T /2 k . Thus, X (0) = X obs , and in general, X n = X k,n2 k . To the extent that the discrete time appproximation (1.5) is correct, the approximate complete data likelihood is
where f (∆G (k) ) is the density of the noise increments,
with ∆X k,n = X k,n+1 − X k,n . In the white noise case, the ∆G k,n are iid Normals. In this study, we take ∆G (k) = ∆B H (k) to be fBM increments with density f (∆B H (k) | H), corresponding to a mean-zero stationary Gaussian process with covariance function given by (1.4).
With the approximate likelihoodL(θ, σ, H | X (k) ), Bayesian inference can be realized by specifying a prior π(θ, σ, H), and sampling from the joint distribution of the parameters (θ, σ, H) and the missing data X miss = X comp \ X obs :
Such a strategy is appropriate when the approximate posterior distribution
converges to the true SDE posterior p(θ, σ, H | X obs ) as k → ∞. This assumption is repeatedly employed in the white noise literature [21, 26] , and generally seems to hold in practice (despite some theoretical results that would suggest the contrary [6] ).
1.4.
Outline of the Paper. The remainder of this article is organized as follows. In Section 2, we use the Doss-Sussman approach to define a solution of the SDE (1.3) for any continuous process G t . In the white noise case, this is equivalent to the Stratonovich interpretation of the SDE, which is identical to the more familiar Itō interpretation (1.2) when the diffusion σ(x, θ) ≡ σ is constant. This is precisely the case when approximate inference by way of the natural Euler scheme (1.5) for fBM-driven SDEs converges to the result of the true posterior as k → ∞. Furthermore, a change-of-variables is presented which reduces most SDEs of interest to the constant diffusion case.
In Section 3, a Markov Chain Monte Carlo (MCMC) algorithm is presented for sampling from the approximate posteriors. In order to address well-known mixing-time issues carrying over from the white noise case [63, 39, 3] , we employ a Hybrid Monte Carlo (HMC) sampling strategy.
Sections 4 and 5 illustrate the methodology with two different models: the fractional Ornstein-Uhlenbeck (fOU) process and the fractional CoxIngersoll-Ross (fCIR) process. The latter is to our knowledge defined here for the first time when H < 1 2 . We use these models to investigate the evolution of the memory parameter in short-term interest rates on US Treasury Bills, from January 1954 to June 2013. Interestingly, both models lead to very similar conclusions -significant evidence of positive long-term correlationright up to the Global Financial Crisis of 2007-2008.
An SDE Discretization Scheme by Rough-Paths
For SDEs driven by fractional Brownian motion, the integral form of (1.3) becomes (2.1)
A key difficulty for inference with (2.1) when σ(X t , θ) is a non-constant function of X t is to make sense of the integral
We define the solution of the stochastic integral t 0 σ(X s )dB H s using the classical Doss-Sussman transformation [70, 55] . The idea behind this transformation is that, since B H t has continuous sample paths, the solution of the stochastic equation for each sample path {B H s , 0 ≤ s ≤ t} can be obtained by solving a corresponding ordinary differential equation. Thus we have a pathwise solution for the stochastic integral, in contrast to the classical Itō integral for diffusions where the solution is defined as an L 2 limit of partial sums. Thus, the developments presented here are valid not only for integrals involving fBM, but for any stochastic process G t with continuous paths replacing B H t in (2.1). Indeed, let f, g be functions such that (i) g is continuously differentiable and (ii) f and g ′ are locally Lipschitz. Then for the SDE (2.2)
the Doss-Sussman transformation yields the solution as
where the function ϕ(x, y) : R 2 → R satisfies ∂ ∂x ϕ(x, y) = g(ϕ(x, y)), ϕ(0, y) = y for all y ∈ R, and the process Z t solves the random ordinary differential equation
Under the conditions (i) and (ii) above on f and g, the solution (2.3) is unique [70] .
A few remarks are in order. First, the Doss-Sussman solution is valid for any H ∈ (0, 1) due to the continuity of the sample paths of B H t . In fact, under conditions (i) and (ii) the solution paths Y t are continuous themselves. Second, for H = 1 2 , the solution given by the Doss-Sussman transformation is the same as the classical Stratonovich integral [70] ,
Third, for the Doss-Sussman notion of the solution, we have the following change-of-variables:
This can easily be checked when h is invertible by constructing the solution to the SDE with drift
This result is consistent with the well-known change-of-variables formula for Stratonovich integrals when H = 1 2 , and also with the formula of [14] for
Crucially for what follows, this allows us to reduce many SDEs of interest to having constant diffusion by taking h(y) = 1/g(y) dy. Finally, both for statistical intuition and for the inference methodology to follow, we shall require a numerical approximation to the solution of (2.2).
For a function f : [0, T ] → R, define the α-Hölder norm to be
When |f | α < ∞, we will denote f ∈ C α . The sample paths of B H t are Hölder continuous for any α < H almost surely. Thus the sample paths of the fBM become more regular (or less"rough") as H increases towards 1. In fact, the stochastic integration theory for H > 1 2 is different from the theory for H < 
Integrals with
as the partition size |π| → 0 [76] . Thus for such f, g we may define the Riemann-Stieljes integral
The above integral is called the Young integral [76] . The solution using the Doss-Sussman transformation for stochastic integrals
2 coincides with that of the Young integrals [54] . The advantage of the Young integral is that it gives a way to discretize the stochastic integral for numerical simulation. This is also central to our inference strategy. In the SDE (2.2), let f, g be smooth and bounded functions, and consider the simple Euler-Maruyama discretization scheme (1.5). For H > .9) sup
where Y t is given by (2.2).
, the stochastic integral cannot be given a pathwise definition using the Riemann-Stieljes integral. However, a pathwise definition for stochastic integrals can still be achieved using higher order discretization schemes [52, 15] . We do not venture into the details of this here but rather note that, already for H = 2.3. Stochastic Integration for Constant Diffusion. As mentioned before, the Euler-Maruyama scheme (1.5) will generally not converge for H < 1 2 . However, a notable exception is when the diffusion coefficient is constant,
Indeed, we have an exact discretization of the form
and since Y s is continuous, the integral can be approximated in the usual way for small ∆t:
The following is a precise statement of this result. For fixed T > 0, let ∆t = T /N andŶ n∆t be given by the Euler scheme (1.5). LetŶ Proof. The proof is a standard argument based on the contraction mapping theorem and thus we omit it (also see [70] ).
MCMC Sampling of the Complete Data Posterior Distribution
In conjunction with the change-of-variables formula (2.6), Theorem 1 extends the natural interpration of the SDE by the Euler scheme to the non-white noise case. Furthermore, the pathwise convergence result implies that approximate inference by way of Euler-based data augmentation as described in Section 1.3 converges to the correct result.
Suppose that (2.6) allows the SDE to be transformed to constant variance,
For observed data X obs = (X 0 , . . . , X N ) sampling from the level-k complete data posterior p k (X miss , θ, σ, H | X obs ) in (1.8) can be a nontrivial task. For instance, consider a Gibbs sampler which updates each component of (X miss , θ, σ, H) individually, conditioned on all other variables. For the white noise SDE with H = 1 2 , the conditional distribution of a missing data point X k,n depends only on its two neighbors,
While this density does not correspond to a known distribution, it can easily be evaluated, and indeed has been repeatedly used in an effective Metropoliswithin-Gibbs sampling algorithm [21, 25, 39] . In contrast, the corresponding conditional draws of X k,n for SDEs driven by fBM with H = 1 2 depend on all the complete data points X k,j , j = n. For high resolution k this can incur a considerably higher computational cost for density evaluation.
Evaluation costs aside, it has often been pointed out in the diffusion literature that conditional draws of the parameters p k (θ, σ | X (k) ) and the missing data p k (X miss | X obs , θ, σ) become increasingly correlated as k → ∞ [63, 34, 39, 3] . The upshot of this is that even an idealized Gibbs sampler which alternates between perfect draws of X miss and (θ, σ) becomes arbitrarily inefficient. One way to overcome this problem is by adding measurement error to the model, in which case a non-centered parametrization is readily available [10, 26] . Within the error-free model, [39] have implemented joint, independent proposals for p k (X miss , θ | X obs ) using parallel sampling techniques. Within each chain, however, local MCMC updates are required. Here, we shall consider joint updates of a different nature.
3.1. A Basic HMC Algorithm. Hybrid Monte Carlo (HMC) is a popular alternative to local updating strategies when Gibbs samplers and Vanilla Monte Carlo are inefficient [16, 17, 49, 24] , and has been successfully employed in the white noise SDE literature [3] . HMC uses Hamiltonian dynamics to construct global proposal distributions and thus does not have a diffusive behavior as that of random walk based proposals. A simple HMC algorithm taken from [43] is as follows. Suppose we wish to sample a D-dimensional random variable x = (x 1 , . . . , x D ) with distribution p(x) ∝ exp(−Ω(x)). To do this, we first specify a mass vector m = (m 1 , . . . , m D ) > 0, a small time increment ∆t, and a step number L. Then, given a previous MCMC value x old , an HMC proposal is generated and accepted by the following steps:
(1) Let x 0 = x old , and p 0 ∼ N D (0, diag(m)). Denote the density of this multivariate Normal distribution by ϕ(· | m). (2) For 1 ≤ n ≤ L, calculate the deterministic recursion
This is the so-called "leapfrog" algorithm for calculating (x, p) [16] . (3) Accept the HMC proposal x new with Metropolis-Hastings probability
Efficient Derivative Evaluations for fBM Increments.
In the context of fBM-driven SDEs, the HMC algorithm above can be used to sample any subset of the posterior random variables in
where
is a zero-mean Gaussian density, the Cholesky decomposition of its variance matrix leads to a factorization of the form log(f (∆B
where b j,n = b j,n (H), v j = v j (H), b j,j = 1 and the subscript k has been omitted to simplify notation. Using this representation, the partial derivatives of Ω(X (k) , θ, σ, H) with respect to X n , θ i , and σ are:
with
The advantage of using the factorization of (3.1) to write the derivatives in (3.2) is that for the stationary fBM increments, the Cholesky coefficients b j,n and v j can be calculated in O(M 2 k ) operations using the well-known Durbin-Levinson algorithm [42, 18, 5] . This is a considerable acceleration over the usual scaling of O(M 3 k ) for arbitrary variance matrices, and consequently for the matrix inversion required to compute the inner product in f (∆B H (k) | H). While the partial derivative ∂ ∂H Ω(X (k) , θ, σ, H) can be evaluated analytically, the procedure is cumbersome and there doesn't seem to be a way for the Durbin-Levinson algorithm to accelerate the necessary calculations. In the examples below, we have opted for numerical evaluation of ∂ ∂H Ω(X (k) , θ, H) using the standard second-order difference method.
Numerical Example: The Fractional Ornstein-Uhlenbeck Process
The fractional Ornstein-Uhlenbeck (fOU) process X t satisfies the SDE (4.1)
It is a stationary Gaussian process with mean E[X t ] = µ; one of the very few non-white noise SDEs for which analytical calculations are possible. In fact, it can be shown [9, Remark 2.4] that X t has autocorrelation function
for any 0 < H < 1. While the inverse Fourier transform in (4.2) can be approximated numerically, various investigations on our behalf revealed that such a calculation is highly susceptible to roundoff error, and should be carefully monitored (Appendix A). On the other hand, the complete data likelihood at resolution level k is available directly:
where ∆B H k,n = 1 σ {∆X k,n + γ(X k,n − µ) dt k }, and V is a Toeplitz matrix with
Since the fBM residuals ∆B H (k) are linear functions of the complete data, the X (k) themselves are multivariate Normal given θ = (γ, µ), σ, and H. Thus, the missing data X miss can be integrated out to yield the marginal Euler-Maruyama posteriorp k (θ, σ, H | X obs ) directly (Appendix B). posterior inference for the parameters was conducted with Euler-Maruyama approximations at levels k = 0, 1, 2, 3. For these Gaussian models, both σ and µ were integrated out using a method of least-squares. To illustrate the procedure, note that for k = 0, the Euler-Maruyama likelihood function can be framed in a regression context by writing To compare with these analytic results, two MCMC samplers were run at resolution level k = 3. The first uses a Gibbs sampling approach, drawing fromp k (θ, σ, H | X comp ) using componentwise Metropolis-within-Gibbs, and fromp k (X miss | X obs , θ, σ, H) using the HMC algorithm described in Section 3. The second MCMC sampler uses HMC to update all the random variables in p k (X miss , θ, σ, H | X obs ). Because the partial derivative ∂ ∂H Ω(X miss , θ, σ, H) must be computed numerically, the second MCMC sampler takes roughly twice as long per iteration as the first. In order to establish a basis of comparison, the two MCMC samplers were run for 1,000,000 and 500,000 iterations respectively.
The posterior distributions of γ and H for each sampler are displayed alongside the analytic posteriors in Figure 4 
Application: The Fractional CIR Model for Modeling Short-Term Interest Rates
The fractional Cox-Ingersol-Ross (fCIR) process is given by the SDE
The original CIR process [13] with H = 1 2 is a popular model for financial assets, admitting a closed-form solution for the transition density as a non-central chi-squared distribution [39] . When H = 1 2 , this process is no longer analytically tractable. Some work has been done to extend the CIR process for H > 1 2 for the special case of µ = 0 [22] . To our knowledge, we present the first systematic treatment of the fCIR process for unrestricted parametrizations, including any 0 < H < 1.
The transformation to unit diffusion for the fCIR process is Y t = 2X 1/2 t , which yields the SDE Since there is no closed-form likelihood for the parameters of the fCIR process the Euler-Maruyama approximations are used instead. While these incur a rather substantial computational burden once the missing data is introduced (k > 0), preliminary inference without missing data (k = 0) can be efficiently accomplished by a variant of the least-squares method described in Section 4. In this case, the regression model becomes parameters γ, β, and σ can be integrated out to yield the marginal posterior p 0 (H | X obs ) directly. However, the regression model assumes that γ, β ∈ R, while the fCIR model imposes the restrictions γ > 0 and β + 1 2 σ 2 > 0 (which corresponds to γ, µ > 0 in the original parametrization). To comply with these restrictions, the joint posterior of all parameters θ = (γ, β), σ, H is simulated from the unrestricted regression model, using the marginal distribution of H and the analytic conditional distribution of the remaining parameters:
where the values of a, b, λ, and Ω are given in Appendix C. Once a MonteCarlo draw from the regression model distribution has been generated, it is accepted only if it satisfies the parameter restrictions. This rejection algorithm provides a quick and simple method for generating samples from the true Euler-Maruyama posterior distribution at level k = 0. For the daily frequency of observations ∆t = 1/252 considered in this study, a more computationally intensive MCMC analysis revealed that k = 0 produced similar inferential results as for higher levels k ≥ 1. Thus, the approximate posteriors at k = 0 appear to be a very accurate proxy for those of the true fCIR model. For each of the 1000 subsets of the Treasury Bill Interest Rate data, the posterior mean and 95% credible intervals of the Euler-Maruyama approximationp 0 (H | X obs ) are plotted in Figure 5 .1b (blue solid and dotted lines). These are aligned on the x-axis with the last day in the subset which was used to fit the fCIR model. For comparison, an fOU model is also fit to each of the 1000 datasets, after transforming the interest rates to the log scale (red lines).
Both models have very similar posterior distributions of H, generally situated in the range of 0.55-0.65. Interestingly, the two models starkly diverge in their findings as of the onset of the Global Financial Crisis beginning in 2007. As of this point, the fCIR model reports a larg positive correlation in the noise, whereas the fOU model picks up a large negative correlation. This is because the interested rates, which nearly drop to zero after the market crash, appear to fluctuate considerably when taken on the log scale. These fluctuations translate to negatively correlated noise when fit by the fOU model. On the other hand, these same near-zero interest rates are almost constant on the regular scale, the exhibiting positive correlation from the fCIR model's perspective.
Discussion
This article presents a likelihood-based framework for doing parameter inference for SDEs driven by fractional Brownian motion. Central to the framework is a simple discretization scheme which carries over much of the statistical insight from the white noise case. While this paper focuses on SDEs driven by fractional Brownian motion, the methodology can be applied to other types of driving noise as well. There are several other natural extensions of this work, a few of which are mentioned below.
On the theoretical side, there are two recent papers [27, 28] which show the ergodicity of SDEs given driven fBM. Using these results, it might be plausible to show the posterior consistency of the parameters for the above procedure. For continuous data, a lot of details are worked out in [62] . However, for discretely observed data, not much is known [66] .
An important line of research is to find methods for speeding up the computational time by using more sophisticated algorithms for posterior sampling. In the HMC sampler described in Section 3, the computational bottleneck is the inner product involved in the calculating the density of the fBM increments. While the Durbin-Levinson algorithm is O(2 k ), a number of "superfast" algorithms scaling polynomially in k have recently been proposed [1, 68, 7] . Alternatively, the Girsanov transformation of [53] can be used to construct MCMC algorithms whose mixing time does not deteriorate with k. Using this, it will be of interest to develop an inference scheme adapting the methods developed in [4] .
There are several non-trivial challenges for extending this work to the multivariate case. While a solution to the non-white noise SDE has been pioneered by the "rough paths" approach of T. Lyons [45, 57] , most multivariate SDEs cannot be transformed to have constant diffusion, and thus higher-order discretization schemes would be required. While these are commonly used for simulation in the diffusion literature, it is unclear whether these schemes yield a closed-form density which in turn can be used to construct the likelihood. It should be noted that a non-constant diffusion poses some restriction on the viability of the Girsanov transformation for multivariate SDEs as well. 
For H > 1 2 , we have
and
such that the convolution property of the Fourier transform gives
The indefinite integral can be reduced to a definite integral,
where Γ(α) and Γ(α, t) denote the complete and (upper) incomplete Gamma functions. We found that this transformation considerably improved numerical stability for |t| > 50 and H > .6. As for 0 < H < 1 2 , in this case we have
However, the Rieman integral
is infinite because of the behavior as u → 0. On the other hand, the inverse Fourier transform is usually approximated numerically by its discrete counterpart. However, we found that for H < .4, the roundoff error was still quite significant with 2 24 ≈ 17 million evaluation points, which, even using the FFT algorithm, was an order of magnitude slower than the our highest order Euler-Maruyama likelihood approximation (k = 3).
Appendix B. Approximate Euler Density for the fOU process
Suppose that X (k) = (X 0,k , . . . , X k,N k ) are the level k complete data observations of an fOU process,
The Euler-Maruyama complete data density is determined by the recursion
where ∆B H k,0 , . . . , ∆B H k,N k −1 is a mean-zero stationary Gaussian process. By linearity, it follows that X (k) = (X k,0 , . . . , X k,N k ) is also Gaussian. That is, dropping the subscript k, we have
. . . Inner products involving C can easily be calculated since C is diagonalizable by the discrete Fourier transform matrix F. By padding A with the appropriate number of zeros,
we have
where D = FCF −1 is a diagonal (complex-valued) matrix, and
where † denotes the conjugate transpose. This method of taking inner products produces a considerable acceleration over the direct approach for N k > 1000.
Appendix C. Marginal and Conditional Posterior Distributions for Regression-Type Models
Suppose that the likelihood function of a given model can be written in a form where the data Y = (y 1 , . . . , y n ) ′ is subject to the linear regression model
where X n×d = X(θ) and V n×n = V (θ) are functions of θ. This is the case for both the fOU and fCIR Euler approximations at k = 0, as shown in (4.4) and (5.2). For given θ, consider the block matrix
where s 1×1 = s(θ), U d×1 = U (θ), and T d×d = T (θ) all depend on θ. Using these quantities, the log-likelihood function for the model in (C.1) can be written as 
