The Peirce project (named after Charles Sanders Peirce) is an international collaborative project aiming to construct a freely available conceptual graphs workbench to support research in the conceptual graphs community in areas such as natural language processing, enterprise modelling, program speci cation and veri cation, management information systems, conceptual information retrieval, medical informatics, and construction of ontologies. Peirce advances the state of the art in conceptual graph implementations and in general complex object classi cation.
Introduction
Current database retrieval systems lack the representational and computational power to manage complex objects such as chemical formulas, program speci cations, natural language semantics, conceptual schemas, and ontologies. These objects cannot be retrieved by use of keys, but need to be indexed on complex structural or semantical relationships. Deductive database indexing techniques are designed for deterministic matching of trees, whereas our methods handle rotation and symmetry and are not constrained by the structure of the complex object. It is possible to e ciently index large sets of complex objects by analysing the substructure ordering over the set of objects, and by using this ordering in a partially ordered set abstract data type.
In the rest of the paper we introduce conceptual graphs, give an overview of object classication, and give example hierarchies of chemical formulas, images, conceptual graph program speci cations, and executable programs. Finally we discuss some implementation issues. The Peirce project is described in an appendix.
Relevance of conceptual graphs to broader research
Conceptual graphs are a graphic system of logic that is as general as predicate calculus, but they are as readable as special purpose diagrams (Sowa, 1993a) . In 1896, Charles Sanders Peirce developed existential graphs (Roberts, 1973) as an alternative to the linear notation for predicate calculus. Sowa (1984) combined existential graphs with modern research in semantic networks to develop conceptual graphs. An annual conference on conceptual structures is dedicated to discussing research issues and applications of conceptual graphs. There is also a conceptual graph mailing list with over 300 subscribers. Sowa (1993a) showed that many of the existing popular diagrams can be viewed as special cases of conceptual graphs: type hierarchies, entity-relationships diagrams, parse trees, data ow diagrams, ow charts, state-transition diagrams, and Petri nets. The ability of conceptual graphs to subsume almost all conventional special-purpose diagrams make it a uni ed diagramming tool for research in many areas of computer science.
The ANSI X3H4 committee on Information Resource Dictionary Services (IRDS) has proposed conceptual graphs as a standard normative schema language for integrating heterogeneous modelling languages, modelling paradigms, and database languages (Perez & Sarris, 1993) . The ANSI X3T2 Data Interchange and Repositories committee is using the Knowledge Interchange Format (KIF) report (Genesereth, Fikes, Bobrow, MacGregor, Brachman, McCarthy, Gruber, Norvig, Hayes, Patil, Letsinger, Shubert & Lifschitz, 1992) as a base document. Developers of KIF, and conceptual graphs have agreed to adopt the KIF model-theoretic foundations as common semantics. The ANSI X3J21 Formal Description committee will examine the common logical foundations for Vienna De nition Methodology (VDM) and the Z speci cation language in order to establish a common basis to be shared with KIF and conceptual graphs.
supporting subgroups within the Peirce project; development of an object-oriented graphic logic programming language is under way; and a general machine learning environment is also under development.
A major focus of the Peirce research is information retrieval techniques for rst-order theories. An area of research yet to be explored is the issue of organizing general quantied statements on the basis of generality (Woods, 1991) . The complexity and decidability of general term subsumption in terminological logics has been studied in detail Levesque & Brachman, 1987; Nebel, 1988 Nebel, , 1990 Schmidt-Schau , 1989; Patel-Schneider, 1989; SchmidtSchau & Smolka, 1991; Donini, Lenzerini, Nardi & Nutt, 1991a , 1991b Most of the smaller languages experimented with were NP-Complete or undecidable. The complexity of terminological knowledge representations and subsumption may seem to be a drawback. However, the e cient management of large complex domains by terminological classi cation systems is possible. There are two aspects of subsumption which can be independently tackled: term subsumption, and classi cation search. The rst is dependent on the term language or domain, and the second is the hierarchical classi cation process which uses term subsumption. Woods (1991) criticizes previous tractability research in the KL-ONE tradition for focusing on worst-case behaviour, addressing an unrealistic goal of completeness, neglecting the issue of knowledge base size, and focusing on subsumption rather than classi cation. Woods argues that the primary concern is not the cost of subsumption, but the cost of classi cation into a large taxonomy. Hence, a current major goal of terminological system developers is to minimize the number of subsumption operations done when classifying an object. Development emphasis is on hierarchical indexing methods which make no assumptions about the structure of the objects in the domain, but only use the subsumption order information in the domain. This means that their classi cation methods scale with the complexity of the objects being indexed, since their hierarchical indexing methods are independent of object description complexity. Because of this, terminological systems have the potential to signi cantly outperform systems based on structure matching when used in domains with highly complex structure or no structure.
In Peirce, we are developing techniques based on a partially ordered set abstract data type for classifying rst-order formulas. Currently, Peirce can only store and retrieve general graphs (or nested graphs) and cannot handle arbitrary formulas. Classi cation of a formula f involves nding all formulas in a database which subsume (generalize) f and all formulas which are subsumed by (specialize) f. The hierarchical method is a sublinear indexing method for rstorder formulas. These methods are independent of knowledge representation or application domain. To organize a set of objects, it is only necessary to provide an order oracle such as a subgraph-morphism algorithm for graphs, or a proof procedure for generalization between two rst-order formulas. Woods (1991) states that organising general quanti cational assertions by a relationship of generality is an interesting open question.
These techniques can be used to develop program speci cation libraries, scienti c databases, and computer-aided design databases. These kinds of databases have in common large collections of components which are formally de ned in rst-order logic.
Object classi cation
Relational databases have been very successful in managing large volumes of simple data. They are mathematically sound and have a conceptually simple basis. However, can they be used to manage large volumes of complex objects with recursive structure or many interrelationships between subobjects? For example, relational databases generally do not store or exploit shared structure between tuples in the same relation table or across relation tables. This structure itself may be the basis for retrieval in a conceptual graphs database. Stonebraker (1989) gave the following example as an application that is badly served by the relational model. The user wants to store the layout of a city. The city is broken down into suburbs, suburbs into blocks, and blocks into buildings. Each of these areas is represented as a box, as in Figure 1 (a). Each box can be represented by the co-ordinates of the lower left corner (x 1 ; y 1 ) and the upper right corner (x 2 ; y 2 ). Each box is stored in a tuple of the form box(id; x 1 ; y 1 ; x 2 ; y 2 ) where id is the box identi er. Following is the box relation for the aerial view of the city in box (a, 0.0, 0.0, 8.5, 9.2) box (g, 5.4, 4.2, 6.5, 6 .0) box(m, 3.8, 1.1, 2.9, 2.5) box (b, 1.5, 4.2, 3.5, 7.0) box (h, 0.3, 0.8, 5.1, 3 .2) box(n, 2.9, 1.1, 3.7, 2.6) box(c, 1.8, 5.2, 2.1, 5.9) box(i, 0.7, 1.1, 2.4, 2.8) box(o, 3.1, 1.2, 3.6, 2.5) box (d, 2.5, 4.4, 3.2, 6.5) box(j, 0.9, 2.3, 1.2, 2.6) box(p, 6.0, 0.5, 2.9, 9.0) box (e, 5.2, 4.0, 7.5, 8.0) box(k, 3.4, 2.0, 4.5, 2.8) box(q, 6.7, 1.9, 7.4, 2.6) box (f, 6.5, 6.2, 7.2, 7.3) box (l, 3.7, 2.3, 4.0, 2.7) box (r, 6.3, 1.0, 8.7, 1.5) A typical query may be to nd all boxes in a given region, for example, the region de ned by the corners (3, 1) and (5, 3). This could be formulated in the SQL relational query language (Codd, 1970) as select * from box where x 1 3 and y 1 1 and x 2 5 and y 2 3
The common indexing techniques used in relational databases such as B-trees and hash indexes do not provide support for such a query. If there are a million boxes, then a million boxes will be compared using a relational database. This is unreasonably slow even on large mainframes. It would be possible to index on the rst x or y co-ordinate to reduce the number of boxes compared.
An e cient intuitive solution to the problem exists. Consider the simple aerial view of a city in Figure 1 . The boxes can be arranged into a hierarchy induced by the inclusion relationship over boxes. Box v is contained in box u if x 1v x 1u^y1v y 1u^x2v x 2u^y2v y 2u is true. Box u contains box v i there is a path from node u to node v. In the example, the query is the thick outlined box u. The problem is to nd boxes contained in box u.
A two phase search can be used to nd boxes that are contained within box u. The rst phase searches from the outer boxes for the smallest boxes inside it which contain box u, denoted ancestors of u. The smallest of these boxes are called the parents of u. The second phase searches within the ancestor boxes which contain u for boxes which are contained in u, denoted descendants of u. The largest of these boxes are called the children of u. In Figure 1 , the boxes compared in the ancestor search are a, b, e, h, p, i, k, m, and n. The only parent of u in Figure 1 is h. In the descendant search, boxes i, j, k, m, n, and o are compared. The children of u are k (which contains l), m and o.
In the example in Figure 1 , it seems wasteful to search boxes inside box i for descendants of u, since the box i does not overlap with box u. The search could be modi ed to only search boxes which overlap with the query box. The overlap w between boxes v and u is ((x 1w ; y 1w ); (x 2w ; y 2w )) = ((max(x 1v ; x 1u ); max(y 1v ; y 1u )); (min(x 2v ; x 2u ); min(y 2v ; y 2u )))
There is an overlap if x 1w < x 2w^y1w < y 2w . If the domain of objects has a concept of overlap, then this can be used to prune search. Determining whether two objects overlap must be e ciently computable relative to the set of object comparisons pruned in order that such pruning be useful.
The box example is an example of the information retrieval problem. The domain of discourse DoD is represented by the outer box. A query box u represents a subset of the DoD. Boxes within u represent solution subdomains relevant to the query. Many domains exhibit such hierarchical properties. Domains may also have many di erent hierarchies de ned over them. E cient retrieval methods exist for simple box objects such as K-D Trees (Omohundro, 1987) , decision trees or decision graphs (Kliger & Shapiro, 1990) . However, the methods described here handle general objects such as graphs or arbitrary logical formulas. Further, with compilation and compression techniques as described in (Ellis, 1994a) results can be achieved similar to the more specialized methods. Now consider the search for the box u in Figure 2 . This example illustrates ancestor search where ancestor boxes overlap or have multiple inheritance. In previous methods for search for ancestors (Levinson, 1984 , the boxes a, b, c, d, e, f, g, j, k, and l would be compared.
New methods in (Ellis, 1993a (Ellis, , 1994 use the information that if a box u is contained in boxes a and b, then u must be contained in the intersection of a and b. If this information is used, then only boxes f and g need to be compared. The parents of u in this example are b and c. Further boxes contained in u must be in the intersection of boxes which contain u. In this example the only child of u is i.
It is not necessary to actually compute the intersection of boxes b and c in Figure 2 . Rather by mapping the hierarchy of boxes into a description space such as Prolog Herbrand terms it is possible to check for overlap by doing uni cation of small terms. Consider the mapping of the hierarchy in Figure 2 into a term space in Figure 3 . The boxes b and c are mapped into the terms f(1, , , ) and f( ,1, , ) respectively. The \ " character is an unnamed variable. The two terms do unify to produce f(1,1, , ). The ordering over the terms obeys the ordering over node(1, c, 7). edge(1, 1, 2). edge(1, 2, 3). edge (1, 3, 4) . edge (1, 4, 5) . edge (1, 5, 6) . edge(1, 6, 7). edge(1, 7, 1).
node(1, c, 6).
node(2, c, 1). node(2, c, 2). node(2, c, 3). node(2, c, 4). node(2, c, 5). node(2, c, 6). node(2, h, 7). edge(2, 1, 2). edge(2, 2, 3). edge(2, 3, 4). edge(2, 4, 5). edge (2, 5, 6) . edge(2, 6, 7). edge(2, 7, 1).
node(3, c, 1). node(3, c, 2). node (3, c, 3) . node (3, c, 4) . node(3, h, 5). node (3, c, 6) . node(3, c, 7). edge(3, 1, 2).
edge (3, 3, 4) . edge (3, 4, 5) . edge (3, 5, 6) . edge(3, 6, 7). edge(3, 7, 1).
edge(3, 2, 3).
node(4, c, 1). node(4, c, 2). node(4, c, 3). edge(4, 1, 2). edge(4, 2, 3).
Figure 5: Chemicals represented as node and edge tuples the boxes: the box e includes box h, and the term of e, f(1,3, , ), is more general than the term of h, f(1,3,1, ). The important point about this technique is that it is independent of the object complexity, but is simply based on the topology of the hierarchy of objects. The codes of a hierarchy of boxes will be the same as the codes of a hierarchy of program speci cations. A survey of methods for e ciently encoding arbitrary hierarchies into description spaces is in (Ellis, 1994) . See also (A t-Kaci, Boyer, Lincoln & Nasr, 1989; Caseau, 1993; and Dahl & Fall, 1993. Notice that the hierarchies are only as deep as the nesting of the regions: suburb, block, building. A city could be partitioned into quarters, quarters into subquarters, subquarters into subsubquarters, etc, until each leaf contains exactly one building or smaller object of interest. Such a hierarchy would resemble the balanced trees of traditional indexing methods. A search within such an arrangement of boxes would compare a small number of boxes.
The e ciency of this solution to the boxes problem can be attributed to treating boxes as whole objects, rather than computing with individual attributes x 1 , y 1 , x 2 , and y 2 , and then combining through joins of the attributes. A hierarchy captures ordering information over objects, simple or complex.
Complex graphical objects
Consider the small chemical compound database in Figure 4 . If these chemical compounds are to be represented in relational databases or Prolog, each chemical compound (graph) might be graph(nodes(c, c, c, c, c, c, c) , edges((1, 2), (2, 3), (3, 4), (4, 5), (5, 6), (6, 7), (7, 1))).
graph (nodes(c, c, c, c, c, c, h) , edges((1, 2), (2, 3), (3, 4), (4, 5), (5, 6), (6, 7), (7, 1))).
graph (nodes(c, c, c, c, h, c, c) , edges((1, 2), (2, 3), (3, 4), (4, 5), (5, 6), (6, 7), (7, 1))).
graph(nodes(c, c, c), edges((1, 2), (2, 3))).
Figure 6: Chemicals represented as data structures represented as a collection of (atom) node and (atom-bond-atom) edge tuples as in Figure 5 . A node tuple contains a (chemical) graph identi er, a label (for example \c" for carbon, \h" for hydrogen, and \o" for oxygen), and node identi er. The edge tuple has as arguments: a graph identi er, a source node identi er, and a sink node identi er. The rst column is a cycle of 7 carbon atoms. The second column is a cycle of 6 carbon and one hydrogen atom. The third column represents the same compound as the second column, rotated two atoms clockwise. The fourth column is a string of three carbon atoms.
The advantage of using graphical objects in a computer is metaphorically similar to the way it may be processed by a human. Using a visual form of a chemical it is possible to see the object in a parallel way, each atom being recognized at the same time. But for a human to recognize the compound in tuple form it is necessary for the person to reconstruct the compound by interpreting the tuples.
The values of the identi ers have no informational content other than the topological linking of the graph. Identi ers are like variables, in the sense that any identi er will match any other identi er given the adjacency constraints on each identi er are satis ed. Chemical 1 does not match any of the other three chemicals. Chemical 2 is the same as chemical 3, and does not match any others. Chemical 4 is a subcompound of chemicals 1, 2 and 3. In essence what is required is to add and exploit hierarchical relationships in a relational table. This information could be recorded in subgraph tuples as subgraph(2, 3). subgraph(3, 2). subgraph(4, 1). subgraph(4, 2). subgraph(4, 3).
Prolog or relational databases do not record the higher order relationships between complex (relational) objects. These sorts of higher order relationships cannot be inferred from such sets of terms in general. Programs must be written for each domain to determine these higher order relationships.
A similar argument holds for data structures. The above chemical compounds can be represented as in Figure 6 . A possible graph data structure could have nodes and edges stored in arrays. Each edge is represented as a pair of node array indices. Prolog matching would determine that all the chemical compounds in Figure 6 are unrelated. This is because languages such as Prolog do not provide primitive support for complex graphical objects.
A meta-program could be written to determine the relationship between the chemicals, and a general meta-program could be written that uses these relationships to sort the complex objects into a hierarchy. However, new meta-comparison functions and new data structures have to be implemented for each new object domain. It would be better to use one general knowl- A simple indexing method for chemical compounds is to hash on the atom types, and intersect the sets under each atom type. However, this does not help in the organic chemistry domain, where most compounds contain carbon, hydrogen, and oxygen. Figure 7 shows a small chemical database under this approach. This hashing approach tends to be as bad as linear sequential search over databases of closely related objects. When dealing with complex objects such as chemical compounds, it is critical to avoid as many comparisons as possible. This is especially important the more complex objects become and as the database grows. A typical task is to nd all compounds that contain compound u. Ancestor search in a hierarchy of chemicals will nd all the subcompounds of u in the database. Descendant search will nd all of the chemicals which contain u. The virtual location of an object u is adjacent to the closest subpatterns and the closest superpatterns in the database. Thus even if the object is not in the database, the virtual location where it should be inserted can be computed. Close matching chemicals which have subcompounds in common but are not directly related to u are a short distance away from the virtual location of u in the hierarchy. Figure 9 shows that close generalizations of objects are better approximations than very general generalizations of objects. The two compounds on the left only lack the information on how to join the two compounds to form the compound in the middle. The two atoms on the and than and is a better approximation to right are a poor approximation to the compound in the middle. They don't describe how many of the atoms are involved or the relationship between the atoms. The set of supercompounds of the compounds on the left would be a proper subset of the set of supercompounds of the atoms on the right, and the intersection of the set of supercompounds for the left pair would be a proper subset of the intersection of the set of supercompounds of the right pair.
Checking to see whether one chemical is a subcompound of another is equivalent to the subgraph isomorphism problem which is NP-complete (Garey & Johnson, 1979) . It does not matter what language is used to represent the compounds, computing a match is still expensive. The choice of language does a ect the e ciency of indexing and search mechanisms within large collections of complex objects such as chemicals. From the user's point of view the ease of programming or representation in a language a ects the choice. By choosing a language that has graphs as primitives it is easier to represent complex objects such as chemicals.
Compressing objects in hierarchies
Image databases are an interesting example of information management. Operations on images -union, intersection, transposition, inverse, and subset -all have counterparts in information management. Using image databases, we illustrate how objects can be compressed in hierarchies for e cient storage. Samet (1990) de nes the term quadtree as a class of hierarchical data structures whose common property is that they are based on the principle of recursive decomposition of space. In Figure 10 we start with a two-dimensional image whose binary array (2 3 2 3 ) is given in (b), 1's represent the area inside the image, 0's represent the area outside. The region quadtree is constructed from the recursive subdivision of the image into four equal quadrants, sub-quadrants, and so on, until each quadrant can be described as either totally inside or outside the region. The result of this process is given in (c), with the corresponding quadtree given by (d).
A quadtree is an e cient representation of an image. Large contiguous chunks which t in quadrants can be represented by one leaf. In a database of similar images such as a motion Consider the set of images in Figure 11 . A typical query on such an image database is to nd all images which are \like" the query image u. These could be subimages of u, or superimages of u, or images which contain some image parts in common with u. A classi cation search similar to the process used to classify a box into a hierarchy of boxes can be used. A hierarchy is induced by the subimage relationship or subtree relationship over quadtrees, as in Figure 12 .
The images a and b are subimages of the query u. The image d is a superimage of u. The image c is neither a subimage nor superimage of u, but it does contain the subimage b in common with u. The image u could be seen as the union or join of a and b. The image d is the union of a, b and c. Each of these relationships can be determined by a subquadtree comparison.
If there are large numbers of images to compare, a hierarchical search similar to the boxes example would minimise the number of images compared. The ancestor search would start at the blank image and search for larger subimages of the query u. The descendant search compares the superimages that were common descendants of the largest subimages from the rst phase, once the smallest superimages of the query had been found then the relationship of the query to the images in the database would be known. Images similar to the query which are neither subimages nor superimages would be in a close radius to the virtual location of the query in the hierarchy.
Hierarchical search will minimise the number of images compared, but it is also possible to reduce the amount of computation done in comparing images. If the images in a database share common subimages it is possible to remove the common images, so that the images are compressed and common computation is shared rather than duplicated. Figure 13 shows how the set of images in Figure 12 can be compressed by storing each image as the di erence between itself and its parent objects. An image hierarchy can be seen as a kind of inheritance hierarchy where each image is the union of its ancestor images and its own additional subimage. The images in Figure 13 can be further compressed through the reorganization of the database caused by adding to the database subimages of images already in the database. The compression operation, which computes the di erences between an image and its parent subimages, removes the subimages. In Figure 14 , the images a and b have the square in image e in common.
Indexing can be improved by encouraging that enough subimages of an image are in the hierarchy to reconstruct the image entirely from its subimages. This ensures that during classi cation of a query image, database images are only compared if all the component subimages of the database image are present in the query image. In Figure 14 , the image f is a subimage of c in Figure 13 , and is the di erence between c and its parent b. The image c can be completely reconstructed by joining images e, b and f. Similarly g is a subimage of d in Figure 13 and is the di erence between d and its parents a and c.
To uncompress an image the di erences of the subimages of the object are joined together by a walk of the ancestors of the image. Not only have the images been compressed, the computation has also been compressed, since only the di erences need to be compared to the query.
Many implementations of languages such as Prolog decompose terms into ne grain constraints which are then compiled into e cient sets of machine instructions. When implementing objects, they should not be decomposed separately, but should be considered in the context of the rest of the domain of the problem. They should be considered as whole objects rst, to make use of ordering information at the object level to compress the objects. Then the di erences can be implemented as constraints.
Complex images including those with fractal geometries can be de ned as regular languages which can be encoded in Probabilistic Finite Generators (PFGs) (Culik II & Dube, 1993) . PFGs are a kind of nite state machine. Sowa has shown how conceptual graphs can represent nite state machines (Sowa, 1993a) . Figure 15 shows a hierarchy of fractal images including a Sierpinski triangle, diamond, sparkling diamond, and Sierpinski triangle and sparkling diamond adjacent. Figure 16 shows the corresponding hierarchy of PFGs. In this way, PFGs reduce the complexity of the stored objects and the associated matching operations. The Peirce system can manage a library of PFGs given a subsumption method for PFGs.
Each PFG is a compressed representation of its corresponding image, but gure 17 shows that the PFGs can be compressed further by considering the redundancy in the images (and PFGs) with respect to the hierarchy of images (hierarchy of PFGs), respectively. Only new states and transitions used in re ning and joining the PFGs are stored. In gure 17, for example, the sparkling diamond can be produced by adding a transition from state 7 to state 0 of the diamond PFG. The triangle and diamond combination can be produced by creating a new start state and adding transitions from the new start state to the start states of the triangle and sparkling diamond PFGs.
Introduction to conceptual structures
Before we can discuss conceptual graph program speci cations we give a small tutorial on the conceptual graph notation. Figure 18 illustrates some of the basic constructs in conceptual graphs and their translation into predicate calculus. The rst conceptual graph (a) consists of a single concept labelled with the Sequence type. The graph means \there exists a sequence". The graph (b) consists of a triadic relation Apply where the rst argument signi ed by the arc with label 1 is a Sequence, the second argument is an Int(eger), and the third argument is an object of any type (T stands for the most general type). The last of the n arguments of an n-ary relation has an arc pointing away from the relation. The Apply relation is a two argument function which applies the sequence (a partial function from naturals to objects in the sequence) to a number, n (second argument), to return the value of the nth position in the sequence. The graph (c) has a dotted line linking two concepts. This line is called a line is considered as level 0, then the sort relation in graph (e) is on level 1, and the permutation relation is on level 2. Figure 19 illustrates how chemicals and images can be represented in conceptual graphs. In the representation of the chemical the concepts C] and H] stand for carbon and hydrogen, and the relation (B) stands for a bond. In the conceptual graph quadtree representation of an image the concepts B] and W] stand for the colours black and white, and Quad] represents an internal node or quad. The relations (NW), (NE), (SW), and (SE) stand for the four quad directions.
7 Specifying programs using conceptual graphs
Here we will illustrate how we can de ne relations and how they themselves are complex objects. Later we will illustrate how complex object management techniques can be used to manage program speci cation hierarchies and hence software library management. Consider managing the following programs:
permutation: A sequence s is a permutation of a sequence t if for every object o the number of occurrences of o in s is the same as the number of occurrences of o in t. partial order sort: A sequence s is a partially ordered sort of t if s is a permutation of t and for any integers i and j between 1 and the size of sequence t inclusive, if the ith element of s is less than or equal to the jth element of s (given the partial order over the elements of the range of the sequence), then i is less than or equal to j (see Figure 21 ). totally order sort: A sequence s is a totally ordered sort of t if s is a partial ordered sort of t and for any i between 1 and the size of s inclusive, if i is less than or equal to j then the ith element of s is less than or equal to the jth element (see Figure 22 ). For example, the sequence of strings hcat; at; ate; ai can be partially sorted using the substring relationship: ha; at; ate; cati or ha; at; cat; atei, but can be totally ordered by alphabetic ordering ha; at; ate; cati. Figure 20 gives the speci cation of the permutation program. The universal concept in the level 1 context is the object that is being checked for number of occurrences in the two sequences. The two IntSet concepts in level 2 represent the set of integers which are the positions of the occurrences of the object in the sequences. These IntSets must be the same size. The two Apply relations in level 3 are checking the occurrence of the object in each of the sequences, and if the positions are occurrences of the object, then they are members of the occurrence IntSets.
In the Posort speci cation in Figure 21 the integers in level 1 are in the range of 1 to the size of the rst sequence. The rst sequence is a permutation of the second sequence in level 1. The second sequence in level 2 is partially order sorted if an element in the sequence is less than or equal to another element if their position in the sequence is less than or equal to the position of the other element (in level 3).
In the Sort speci cation in Figure 22 in level 1 the second sequence is a partial order sort of the rst sequence. If the rst integer in level 2 is less than or equal to the second, then the object in the rst position in the sequence must be less than or equal to the object in the second position. In this section, we outline a proposal for building a program speci cation library and illustrate how the classi cation methods discussed can be used to nd program speci cations. Zaremski and Wing (1993) are working on a system for indexing programs based on their signatures, that is, the type of their inputs and outputs. In the case of the permutation, posort and sort algorithms, each has the same signature. Further, there are an in nite number of programs that would have the same signature. We believe programs should be indexed on their behaviour, not simply their signatures. Checking whether one program is a generalization of another is in general undecidable. In these cases the onus of proof of generalization can be assigned to the user who speci ed the query.
Imagine a query in a software (speci cation) library. A programmer has been given a speci cation of a program to implement. The programmer uses the speci cation as a query in a large software library. The speci cation is classi ed into the library to nd all speci cations which are more general than, more special than or are close to the query speci cation. A program speci cation and implementation can be retrieved from these sets for inclusion in the software project.
The software library management system must be able to handle the problems of di erent users using di erent names for programs and specifying the program in di erent ways. The naming problem can be handled by expanding de ned relations and concepts to primitives and classifying the primitive expanded form. This is only true provided the primitives are truly canonical and the translation of them is unambiguous. As yet there is no such set of primitives. Thus the rst problem is not much di erent from the second. Both of these problems require domain knowledge.
Consider a query on the hierarchy of programs in Figure 25 . A slightly di erent speci cation of total order sort that is equivalent to the earlier version is \a sequence s is a totally ordered sort of t if s is a permutation of t and for every i between 1 and size of s minus 1 inclusive that the ith element of s is less than the i + 1th element of s." A conceptual graph speci cation of this version of totally ordered sort is given in Figure 23 . The program speci cation hierarchy is like a grammar for programs (relations). Relations can be contracted. For example, consider the speci cation of sort: \A sequence s is a totally ordered sort of t if s is a permutation of t and for any integers i and j between 1 and the size of sequence t inclusive, if the ith element of s is less than or equal to the jth element of s, then i is less than or equal to j and for any i between 1 and size of s inclusive that if i is less than j then the ith element of s is less than the jth." Figure 24 gives the detailed conceptual graph speci cation using this de nition. The program speci cation matcher must be able to decide that these de nitions are equivalent. The left hand side of the de nition of this new Sort is the body of the de nition of Posort. This formula should be contracted into a Posort relation between the two sequences. Then the rest can be seen as the de nition of the Sort relation in Figure 22 . In general, determining the equivalence of two programs is undecidable. However, it is possible to use conceptual graph generalization to produce surface graph structures from rstorder graphs by removing some of the quanti cation. These kinds of patterns would provide more indexing information than signatures alone. A speci cation editor can guide the development of the query speci cation by walking from the primitives and guiding the user through the hierarchy and further re ning the search as the query is re ned. Search in the hierarchy is then seen as a kind of speci cation construction or uni cation. This would help avoid the Fact(n:N2) -> n*Fact(n-1).
Fact(1, 1).
LIFE Conceptual Graphs
Figure 26: Programs of factorial using a hierarchy of conceptual graphs and LIFE problem of di erent but equivalent speci cations.
Given the di culties of building a rst-order theory of program generalization and a decision procedure for determining whether one program is a generalization of another, the hierarchical intersection method reduces the number of proofs that need to be done to classify a program into a large collection of programs.
Consider a possible search for specializations of the Sort program in the hierarchy in Figure 25 . Assuming a left to right level order search, the speci cations of RelationBetweenSequences, ProperSubsequence, Permutation, Posort, and Sort would be compared. Notice that RelationBetweenSequencesAndObject is not compared since its code f(2, , , ) does not unify with the code of RelationBetweenSequences, f(1, , , ). Similarly, Identity and Reverse would not be compared since they do not intersect with Posort: that is, their codes f(1,2,2, ) and f(1,2,3, ) do not unify with f (1,2,1, ) .
We are developing a rst-order theory of matching and uni cation of conceptual graphs. These primitive operations on conceptual graphs form the basis of our research in a visual logic programming language based on conceptual graphs. Within this language we are investigating execution strategies within an object-oriented architecture to illustrate the exibility of executable speci cations.
Programming with complex objects
Not only can databases of complex objects be constructed, but programs and production systems using complex objects can be written. We suggest extending Prolog by replacing Prolog's Herbrand terms with general graphs. Currently, we are in the process of adding programming facilities to the Peirce tool. The tool provides support for matching graphs over large databases of graphs -that is, graph uni cation. This support can be used to build a horn clause logic programming system for graphs in the same way that Prolog uni es Herbrand terms.
To understand how complex objects can be programmed using conceptual graphs we rst illustrate how some well-known functions can be implemented. The right branch is the recursive case Fact(n:N2) = n*Fact(n-1). The (Equiv) relationship is short for equivalent. The top concept in the (Equiv) relationship is the head of the clause, the body is the bottom clause. The relationship (-1) takes a natural (N2), n, and outputs a natural n-1. The relationship (*) takes two naturals and outputs their product. Figure 27 illustrates a graphical trace of an execution of FACT for the input 3. Functions are invoked when the formal parameters of the function de nition clause are matched by actual parameters in a call. This dynamic execution mechanism is implemented in the objectoriented logic programming language LIFE (A t-Kaci & Podelski, 1991) . The argument 3 of Fact matches the right clause in Figure 26 . This causes a copy of the body of the de nition of Fact(N2) to be made with the actual parameter 3. The function (-1) computes a value of 2 next, causing another copy of Fact(N2) to be created with 2 as the actual parameter. The function (-1) computes a value of 1, causing a match with the base case of Fact. The actual parameters of (*), 2 and 1, subsume the formal parameters of (*), triggering (*) to calculate a value of 2, causing the next (*) to compute the result 6.
The next example is greatest common divisor. Figure 28 gives a program for testing whether a number is a common divisor of two other numbers. The program checks whether the supposed common divisor divides both of the numbers. Figure 29 gives a speci cation of A number i is a greatest common divisor of numbers n and m i i is a common divisor of n and m and there is no other common divisor j that is greater than i.
The graph in Figure 29 is not executable as it stands. The speci cation needs to be specialized so that the domains of the function instances are restricted to nite domains for function calls. This can be done by noting that i and j must be less than or equal to the minimum of n and m. This constraint is added in the program in Figure 30 . Now the domains of i and j can be restricted to the range 1::Min(n; m) and 2::Min(n; m), respectively. Figure 31 shows the execution of GCD for 12 and 15. The actual parameters of GCD are satis ed and the goal is expanded with the body of GCD. The (Min) function can execute to give 12. The types of the two generic numbers are restricted to nite domains using the (>=) and (>) relations. The domain of the number in the level 0 context is restricted to 1::12, and the domain of the negative level 1 context is restricted to 2::12. Then it is a matter of iterating through the choices in the outer context for common divisors, then checking that there is no common divisor in the higher subrange.
These examples illustrate that conceptual graphs can be used as a visual logic programming language. The semantics of the programs are the same as the linear notation logic program. Wuwongse is developing a formal semantics for general conceptual graph programs (Wuwongse, 1993) as part of the Peirce project. These conceptual graph programs can be translated into Prolog programs. Here we point out that conceptual graph programs for simpler programming problems such as Fact and GCD will perform no worse than Prolog programs, since they can be directly translated into Prolog programs. The advantage of the visual graph logic programming language can be seen when used for complex graph domains.
We now consider a complex graph programming problem: chemical synthesis. Figure 32 shows a small hierarchy of chemicals that could be stored in the database. The hierarchy has a number of levels: atoms, functional groups (small fragments of compounds identifying a group of compounds with similar behaviour), and some compound classes with some basic examples.
A chemical synthesis system could be implemented by a set of production rules. Consider the production rule in Figure 33 for the reaction xOH + H2 {> xH + H2O. The dotted lines show the mapping from the precursors xOH and H2O on the right in the level 1 context to the resultant compounds on the left in the level 2 context. Consider the query to construct benzene using the database and rule. benzene matches the xH in the resultant compounds in the rule. The goal then is to build phenol (by mapping the rest of the benzene over to the corresponding atoms in the precursors. Phenol is in the database and so is H2, so the query is satis ed. The trace is a set of reactions needed to produce the query compound. That is, phenol + H2 {> benzene + water. This simple rule system based on logic programming's Horn clauses has as much power as Prolog and is intuitive for complex objects such as chemicals.
An advantage of a visual graph logic programming language is the ability to use complex object indexing and retrieval methods discussed earlier. We have illustrated how relational databases and Prolog are unable to use hierarchical information about complex graph interrelationships to index chemicals, resulting in near sequential search of a database of chemicals. Whereas, if the order over chemicals is recorded, then this can be used for e cient matching of chemicals over a database of chemicals.
With the Peirce programming language we will test the hypothesis that graph programming is more intuitive than the \mathematical" representations of relational databases and Prolog for complex domains. We believe people with no experience in programming can see clearly what is going on. We believe graphical programming helps construct a \big picture" to help avoid getting lost in the detail that is forced on programmers when using data structures or relations. We will examine if graphical programming can be used as an aid to debug programs.
Summary
Graphs allow intuitive representations of complex objects. The complexity (or expressiveness) of a representation language should not be confused with the complexity of the domain. Restricting the expressiveness of a language restricts the use of ordering information over complex objects. Many languages insist on naming objects, giving them some key, rather than using the description of the object as an address. Content addressing is more exible, as it allows partial addressing of an object, or incremental re nement of addresses through computation on an object. There may be more orderings than purely syntactical orderings over objects (generalization): users should be able to specify other orderings such as part of, is a, is not a, caused by, etc. Here we have illustrated how complex object management techniques can be used to manage objects such as chemicals, images, program speci cations, and scienti c databases. Speci cally:
We show how complex objects can be arranged in a hierarchy, and how this hierarchy can be searched. The depth and width properties of the hierarchies constructed are similar to balanced trees for traditional sorting problems: shallow and wide. The boxes example corresponds to the intuition of a Venn diagram of subdomains of a domain of discourse. The chemical database example illustrates the inability of traditional methods of indexing and retrieval for domains where the objects are indi erent to commutativity and rotation. Traditional methods are ine ective on such domains, typically performing no better than sequential search. Chemicals illustrate that there is a natural level of decomposition of the domain to store an object. Decomposing a chemical into a set of atoms and bonds is not useful for associative retrieval nor intuitive representation. Data structures o er no indexing power unless the data structures are part of the theory of the term language such that the implementation of compilation and indexing in the language can take advantage of the structure of the domain objects. The image database example illustrates how complex information can be e ciently represented and stored, and how the space used to stored objects can be reduced. Compression of objects in hierarchies can result in reduced space and time in storage and retrieval of objects. The graphical logic programming language Peirce (Ellis & Levinson, 1992a, b; Ellis, 1993b ) is proposed as a general purpose language that is particularly attractive for developing solutions to large complex domains where intuitive representation, ease of debugging and e cient search are required. We illustrate how these techniques can be used to manage large software libraries or scienti c databases. Our complex object management techniques reduce the number of proofs that are needed to classify a program speci cation into a library.
A The Peirce project: a conceptual graphs workbench
The Peirce (Ellis & Levinson, 1992a) project is an open, non-proprietary, international, collaborative e ort to build a state-of-the-art, industrial strength, portable, freely available conceptual graph workbench. Peirce is integrating and standardizing the conceptual graph development e orts that are taking place around the world. Peirce will speed introduction of new techniques into the community; facilitate comparison of competing techniques; help researchers cooperate in development; and speed application development. There are already 80 researchers from 12 countries involved in the Peirce project.
Peirce will also be used for knowledge-based systems, graphical programming, computer assisted theorem proving, speci cation and veri cation. Peirce will allow developers to model large conceptual graph dictionaries. The Peirce project is divided up into modules including programming standards; database storage and retrieval; linear notation input and output; massively parallel hardware; graph editing and display; conceptual catalogs; conceptual graph programming languages; inference/theorem-proving mechanisms; learning mechanisms; natural language parsers and generators; information systems engineering; and a vision system.
There have been two international workshops on Peirce (Ellis & Levinson, 1992b; Levinson & Ellis, 1993) , and a third is scheduled to be held at the 1994 International Conference on Conceptual Structures at University of Maryland. The basic core database module consists of 22000 lines of C++ code with basic methods for reading, writing, comparing, and storing graphs. On top of this, a graphical user interface (GUI) has been developed (Eklund, Leane & Nowak, 1994) , and a general machine learning module is being developed. An adaptive, pattern-oriented chess playing system (Levinson & Snyder, 1991) , Morph, will be used to verify and show the high-level support for learning mechanisms and databases of CGs. Much of the technology in Morph is built on top of a generic retrieval, learning and search model known as APS (Gould & Levinson, 1992) . There is a mailing list which discusses the Peirce project. Subscriptions go to peirce-project-request@cs.uq.oz.au, and submissions go to peirce-project@cs.uq.oz.au.
