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Abstract. In a memoir in 1980, Bressoud obtained an analytic generalization of
the Rogers-Ramanujan-Gordon identities based on Andrews’ generalization of Watson’s
q-analogue of Whipple’s theorem. Let j = 0 or 1, Bressoud also defined two partition
functions Aj and Bj depending on multiple parameters as combinatorial counterparts of
his identity, where the function Aj can be viewed as the generating function of partitions
with certain congruence conditions and the function Bj can be viewed as the generating
function of partitions with certain difference conditions. Bressoud conjectured Aj = Bj
which specializes to most of the well-known theorems in the theory of partitions, including
the Rogers-Ramanujan-Gordon identities and the Andrews-Go¨llnitz-Gordon identities.
Special cases of his conjecture have been subsequently proved by Bressoud, Andrews,
Kim and Yee. Recently, Kim proved that Bressoud’s conjecture is true for the general
case when j = 1.
In this paper, we introduce a new partition function Bj which could be viewed as an
overpartition analogue of the partition function Bj introduced by Bressoud. By construct-
ing a bijection, we showed that there is a relationship between B1 and B0 and a relation-
ship between B0 and B1. Based on the relationship between B1 and B0 and Bressoud’s
theorems on the Rogers-Ramanujan-Gordon identities and the Go¨llnitz-Gordon identities,
we obtain the overpartition analogue of the Rogers-Ramanujan-Gordon identities due to
Chen, Sang and Shi and a new overpartition analogue of the Andrews-Go¨llnitz-Gordon
identities. On the other hand, by using the relation between B0 and B1 and Bressoud’s
conjecture for j = 1 proved by Kim, we obtain an overpartition analogue of Bressoud’s
conjecture for j = 0, which provides overpartition analogues of many classical partition
theorems including Euler’s partition theorem. The generating function of the overparti-
tion analogue of Bressoud’s conjecture for j = 0 is also obtained with the aid of Bailey
pairs.
Keywords: Bressoud’s conjecture, Overpartitions, Bailey pairs, Gordon marking
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1 Introduction
Bressoud conjectured a combinatorial statement in [11] that contains as special cases
of many combinatorial generalizations including Euler’s partition theorem, the Rogers-
Ramanujan-Gordon theorem and the Andrews-Go¨llnitz-Gordon theorem. The conjecture
for j = 1 has been recently proved by Kim [27]. The overpartition analogues of classi-
cal partition theorems have been received great attention, see for example Chen, Sang
and Shi [13–15], Choi, Kim and Lovejoy [16], Corteel and Lovejoy [17], Corteel, Love-
joy and Mallet [18], Corteel and Mallet [19], Dousse [20, 21], Goyal [24], He, Ji, Wang
and Zhao [25], He, Wang and Zhao [26], Kurs¸ungo¨z [31], Lovejoy [32, 33, 35–37], Lovejoy
and Mallet [38], Padmavathamma and Raghavendra [39], and Sang and Shi [41]. The
main objective of this paper is to give an overpartition analogue of Bressoud’s conjec-
tured combinatorial theorem, which provides overpartition analogues of many classical
partition theorems including Euler’s partition theorem, the Rogers-Ramanujan-Gordon
theorem and the Andrews-Go¨llnitz-Gordon theorem.
In 1961, Gordon [23, p. 125] first provided an infinite family of combinatorial gen-
eralizations of the Rogers-Ramanujan identities, which is called the Rogers-Ramanujan-
Gordon theorem.
Theorem 1.1 (Rogers-Ramanujan-Gordon). For k ≥ r ≥ 1, let B1(−; 1, k, r;n) denote
the number of partitions of n of the form (π1, . . . , πs), where πj ≥ πj+1, πj − πj+k−1 ≥ 2,
and at most r − 1 of the πj are equal to 1.
For k ≥ r ≥ 1, let A1(−; 1, k, r;n) denote the number of partitions of n into parts
6≡ 0,±r (mod 2k + 1).
Then, for k ≥ r ≥ 1 and n ≥ 0,
A1(−; 1, k, r;n) = B1(−; 1, k, r;n).
The analytic proof of Theorem 1.1 was first found by Andrews [3]. He discovered
the following generating function of Theorem 1.1, which is called the Andrews-Gordon
identity: For k ≥ r ≥ 1,
∑
N1≥···≥Nk−1≥0
qN
2
1+···+N
2
k−1+Nr+···+Nk−1
(q; q)N1−N2 · · · (q; q)Nk−2−Nk−1(q; q)Nk−1
=
(qr, q2k−r+1, q2k+1; q2k+1)∞
(q; q)∞
. (1.1)
Here and in the sequel, we adopt the standard notation [5]:
(a; q)∞ =
∞∏
i=0
(1− aqi), (a; q)n =
(a; q)∞
(aqn; q)∞
,
and
(a1, a2, . . . , am; q)∞ = (a1; q)∞(a2; q)∞ · · · (am; q)∞.
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In 1979, Bressoud [10] extended the Rogers-Ramanujan-Gordon theorem to even mod-
uli, which is called the Bressoud-Rogers-Ramanujan theorem.
Theorem 1.2 (Bressoud-Rogers-Ramanujan). For k ≥ r ≥ 1, let B0(−; 1, k, r;n) denote
the number of partitions of n of the form (π1, . . . , πs), where πj ≥ πj+1, πj − πj+k−1 ≥ 2,
at most r − 1 of the πj are equal to 1, and if πj − πj+k−2 ≤ 1, then
πj + · · ·+ πj+k−2 ≡ r − 1 (mod 2).
For k ≥ r ≥ 1, let A0(−; 1, k, r;n) denote the number of partitions of n into parts
6≡ 0,±r (mod 2k).
Then, for k ≥ r ≥ 1 and n ≥ 0,
A0(−; 1, k, r;n) = B0(−; 1, k, r;n).
Furthermore, Bressoud [11] found the following generating function of Theorem 1.2:
For k ≥ r ≥ 1,
∑
N1≥···≥Nk−1≥0
qN
2
1+···+N
2
k−1+Nr+···+Nk−1
(q; q)N1−N2 · · · (q; q)Nk−2−Nk−1(q
2; q2)Nk−1
=
(qr, q2k−r, q2k; q2k)∞
(q; q)∞
. (1.2)
Motivated by the Rogers-Ramanujan-Gordon identities, Andrews [2] found the follow-
ing infinite family of the combinatorial generalizations of the Go¨llnitz-Gordon identities,
which is called the Andrews-Go¨llnitz-Gordon theorem.
Theorem 1.3 (Andrews-Go¨llnitz-Gordon). For k ≥ r ≥ 1, let B1(1; 2, k, r;n) denote
the number of partitions of n of the form (π1, . . . , πs) such that no odd part is repeated,
πj ≥ πj+1, πj − πj+k−1 ≥ 2 with strict inequality if πj is even, and at most r− 1 of the πj
are less than or equal to 2.
For k ≥ r ≥ 1, let A1(1; 2, k, r;n) denote the number of partitions of n into parts 6≡ 2
(mod 4) and 6≡ 0,±(2r − 1) (mod 4k).
Then, for k ≥ r ≥ 1 and n ≥ 0,
A1(1; 2, k, r;n) = B1(1; 2, k, r;n).
In 1980, Bressoud [11] extended the Andrews-Go¨llnitz-Gordon theorem to even moduli,
which is called the Bressoud-Go¨llnitz-Gordon theorem.
Theorem 1.4 (Bressoud-Go¨llnitz-Gordon). For k ≥ r ≥ 1, let B0(1; 2, k, r;n) denote
the number of partitions of n of the form (π1, . . . , πs) such that no odd part is repeated,
πj ≥ πj+1, πj − πj+k−1 ≥ 2 with strict inequality if πj is even, at most r− 1 of the πj are
less than or equal to 2, and if πj − πj+k−2 ≤ 2 with strict inequality if πj is odd, then
πj + · · ·+ πj+k−2 ≡ r − 1 + Vπ(πj) (mod 2),
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where Vπ(N) (or V (N) for short) denotes the number of odd parts not exceeding N in π.
For k ≥ r ≥ 1, let A0(1; 2, k, r;n) denote the number of partitions of n into parts not
congruent to 2k − 1 (mod 4k − 2) may be repeated, no part is congruent to 2 (mod 4),
no part is multiples of 8k − 4, and no part is congruent to ±(2r − 1) (mod 4k − 2).
Then, for k ≥ r ≥ 1 and n ≥ 0,
A0(1; 2, k, r;n) = B0(1; 2, k, r;n).
Bressoud [11] gave the following generating functions of Theorem 1.3 and Theorem
1.4: For k ≥ r ≥ 1 and j = 0 or 1,
∑
N1≥···≥Nk−1≥0
(−q1−2N1 ; q2)N1q
2(N21+···+N
2
k−1+Nr+···+Nk−1)
(q2; q2)N1−N2 · · · (q
2; q2)Nk−2−Nk−1(q
4−2j ; q4−2j)Nk−1
=
(q2; q4)∞(q
2r−1, q4k−2+2j, q4k−2r−1+2j; q4k−2+2j)∞
(q; q)∞
.
(1.3)
When j = 0, (1.3) is the generating function of Theorem 1.3, and when j = 1, (1.3)
reduces to the generating function of Theorem 1.4
More infinite families of the combinatorial identities soon follow. In particular, Bres-
soud [11] obtained a very general theorem based on Andrews’ generalization of Watson’s
q-analogue of Whipple’s theorem. Throughout this paper, we assume that α1, α2, . . . , αλ
and η are integers such that
0 < α1 < · · · < αλ < η, and αi = η − αλ+1−i for 1 ≤ i ≤ λ.
Theorem 1.5 (Bressoud). Let λ, k, r and j = 0 or 1 be the integers such that (2k+j)/2 >
r ≥ λ ≥ 0. Then
(−qα1 , . . . ,−qαλ ; qη)∞(q
η(r−λ
2
), qη(2k−r−
λ
2
+j), qη(2k−λ+j); qη(2k−λ+j))∞
(qη; qη)∞
=
∑
N1≥···≥Nk−1≥0
qη(N
2
1+···+N
2
k−1+Nr+···+Nk−1)
(qη; qη)N1−N2 · · · (q
η; qη)Nk−2−Nk−1(q
(2−j)η; q(2−j)η)Nk−1
×
λ∏
s=1
(−qη−αs−ηNs ; qη)Ns
λ∏
s=2
(−qη−αs+ηNs−1 ; qη)∞.
(1.4)
This theorem reduces to many infinite families of identities. For example, setting
λ = 0, η = 1 and j = 1 or 0, we obtain (1.1) and (1.2) respectively. Setting λ = 1, η = 2
and α1 = 1, we could recover (1.3). To give a combinatorial interpretation of (1.4),
Bressoud introduced two partition functions.
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Definition 1.6 (Bressoud). Let λ, k, r and j = 0 or 1 be the integers such that (2k +
j)/2 > r ≥ λ ≥ 0. Define the partition function Aj(α1, . . . , αλ; η, k, r;n) to be the number
of partitions of n into parts congruent to 0, α1, . . . , αλ (mod η) such that
• If λ is even, then only multiples of η may be repeated and no part is congruent to
0,±η(r − λ/2) (mod η(2k − λ+ j));
• If λ is odd and j = 1, then only multiples of η/2 may be repeated, no part is
congruent to η (mod 2η), and no part is congruent to 0,±η(2r−λ)/2 (mod η(2k−
λ+ 1));
• If λ is odd and j = 0, then only multiples of η/2 which are not congruent to
η(2k−λ)/2 (mod η(2k−λ)) may be repeated, no part is congruent to η (mod 2η),
no part is congruent to 0 (mod 2η(2k−λ)), and no part is congruent to ±η(2r−λ)/2
(mod η(2k − λ)).
Definition 1.7 (Bressoud). Let λ, k, r and j = 0 or 1 be the integers such that (2k +
j)/2 > r ≥ λ ≥ 0. Define Bj(α1, . . . , αλ; η, k, r;n) to be the number of partitions of n of
the form (π1, . . . , πs) where πi ≥ πi+1 satisfying the following conditions:
(1) πi ≡ 0, α1, . . . , αλ (mod η);
(2) Only multiples of η may be repeated;
(3) πi ≥ πi+k−1 + η with strict inequality if η | πi;
(4) At most r − 1 of the πi are less than or equal to η;
(5) If πi ≤ πi+k−2 + η with strict inequality if η ∤ πi, then
[πi/η] + · · ·+ [πi+k−2/η] ≡ r − 1 + Vπ(πi) (mod 2− j),
where Vπ(N) (or V (N) for short) denotes the number of parts not exceeding N
which are not divided by η in π and [ ] denotes the greatest integer function.
Bressoud [11] made the following conjecture.
Conjecture 1.8 (Bressoud). Let λ, k, r and j = 0 or 1 be the integers such that (2k +
j)/2 > r ≥ λ ≥ 0. Then for n ≥ 0,
Aj(α1, . . . , αλ; η, k, r;n) = Bj(α1, . . . , αλ; η, k, r;n).
This conjecture specializes to many infinite families of combinatorial identities. For
example, setting λ = 0, η = 1 and j = 1 or 0, we find that Conjecture 1.8 reduces to
Theorem 1.1 and Theorem 1.2 respectively. Setting λ = 1, η = 2, α1 = 1 and j = 1 or 0,
we see that Conjecture 1.8 reduces to Theorem 1.3 and Theorem 1.4 respectively.
5
By definition, it is not difficult to show that the left-hand side of (1.4) is the generating
function of Aj(α1, . . . , αλ; η, k, r;n). For k > λ ≥ 0, we define∑
n≥0
A0(α1, . . . , αλ; η, k, k;n)q
n
=
(−qα1 , . . . ,−qαλ ; qη)∞(q
η(k−λ
2
), qη(k−
λ
2
), qη(2k−λ); qη(2k−λ))∞
(qη; qη)∞
.
Then, for k ≥ r ≥ λ ≥ 0, k + j − 1 ≥ λ and j = 0 or 1, we have∑
n≥0
Aj(α1, . . . , αλ; η, k, r;n)q
n
=
(−qα1 , . . . ,−qαλ ; qη)∞(q
η(r−λ
2
), qη(2k−r−
λ
2
+j), qη(2k−λ+j); qη(2k−λ+j))∞
(qη; qη)∞
.
(1.5)
However, it is difficult to show that the right-hand side of (1.4) is the generating
function of Bj(α1, . . . , αλ; η, k, r;n). Hence Bressoud [11] conjectured that
Conjecture 1.9 (Bressoud). Let λ, k, r and j = 0 or 1 be the integers such that (2k +
j)/2 > r ≥ λ ≥ 0. Then∑
n≥0
Bj(α1, . . . , αλ; η, k, r;n)q
n
=
∑
N1≥···≥Nk−1≥0
qη(N
2
1+···+N
2
k−1+Nr+···+Nk−1)
(qη; qη)N1−N2 · · · (q
η; qη)Nk−2−Nk−1(q
(2−j)η; q(2−j)η)Nk−1
×
λ∏
s=1
(−qη−αs−ηNs ; qη)Ns
λ∏
s=2
(−qη−αs+ηNs−1 ; qη)∞.
Andrews [4] proved Conjecture 1.8 holds for η = λ + 1 and j = 1 by using the q-
difference method. Kim and Yee [28] gave a proof of Conjecture 1.8 for j = 1 and λ = 2.
More precisely, they showed that Conjecture 1.9 holds for j = 1 and λ = 2 with the aid of
Gordon marking introduced by Kurs¸ungo¨z [29,30]. Recently, Kim [27] proved Conjecture
1.8 holds for j = 1. Instead of proving Conjecture 1.9, Kim proved that for k ≥ r ≥ λ ≥ 0,∑
n≥0
B1(α1, . . . , αλ; η, k, r;n)q
n
=
(−qα1 , . . . ,−qαλ ; qη)∞(q
η(r−λ
2
), qη(2k−r−
λ
2
+1), qη(2k−λ+1); qη(2k−λ+1))∞
(qη; qη)∞
.
(1.6)
Conjecture 1.8 for j = 1 immediately follows from (1.5) and (1.6).
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The main objective of this paper is to give an overpartition analogue of Bressoud’s
conjecture 1.8. Recall that an overpartition of n is a partition of n such that the first
occurrence of a number can be overlined. Notice that the parts in an overpartition are
ordered as follows:
1 < 1¯ < 2 < 2¯ < · · · .
In recent years, many overpartition analogues of classical partition theorems have
been proved. Lovejoy [32] firstly established the overpartition analogues of the Rogers-
Ramanujan-Gordon theorem for the cases i = 1 and i = k. Chen, Sang and Shi [14]
obtained an overpartition analogue of the Rogers-Ramanujan-Gordon theorem for the
general case.
Theorem 1.10 (Chen-Shi-Sang). For k ≥ r ≥ 1, let B1(−; 1, k, r;n) denote the number
of overpartitions π of n of the form (π1, . . . , πs), where πi ≥ πi+1, πi − πi+k−1 ≥ 1 with
strict inequality if πi is non-overlined, and at most r − 1 of the πi are equal to 1.
For k > r ≥ 1, let A1(−; 1, k, r;n) denote the number of overpartitions of n such
that non-overlined parts 6≡ 0,±r (mod 2k), and for k = r, let A1(−; 1, k, k;n) denote the
number of overpartitions of n into parts not divided by k.
Then for k ≥ r ≥ 1 and n ≥ 0,
A1(−; 1, k, r;n) = B1(−; 1, k, r;n).
Corteel, Lovejoy and Mallet [18] established the overpartition analogue of the Bressoud-
Rogers-Ramanujan theorem for the case i = 1. An overpartition analogue of the Bressoud-
Rogers-Ramanujan theorem for the general case was obtained by Chen, Sang and Shi [15].
Theorem 1.11 (Chen-Shi-Sang). For k ≥ r ≥ 1, let B0(−; 1, k, r;n) denote the number
of overpartitions π of n of the form (π1, . . . , πs), where πi ≥ πi+1, πi − πi+k−1 ≥ 1 with
strict inequality if πi is non-overlined, at most r − 1 of the πi are equal to 1, and if
πi ≤ πi+k−2 + 1 with strict inequality if πi is overlined, then
πi + · · ·+ πi+k−2 ≡ r − 1 + V π(πi) (mod 2),
where V π(N) (or V (N) for short) denotes the number of overlined parts not exceeding N
in π.
For k ≥ r ≥ 1, let A0(−; 1, k, r;n) denote the number of overpartitions of n such that
non-overlined parts 6≡ 0,±r (mod 2k − 1).
Then for k ≥ r ≥ 1 and n ≥ 0,
A0(−; 1, k, r;n) = B0(−; 1, k, r;n).
In this paper, we will introduce a new partition function Bj(α1, . . . , αλ; η,
k, r;n) and establish the relationship between Bj(α1, . . . , αλ; η, k, r;n) and Bj(α1, . . . , αλ;
η, k, r;n). It should be noted that Bj(α1, . . . , αλ; η, k, r;n) can be viewed as an overpar-
tition analogue of the function Bj(α1, . . . , αλ; η, k, r;n).
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Definition 1.12. Let λ, k, r and j = 0 or 1 be the integers such that k ≥ r ≥ λ ≥ 0 and
k − 1 + j > λ. Define Bj(α1, . . . , αλ; η, k, r;n) to be the number of overpartitions of n of
the form (π1, . . . , πs) where πi ≥ πi+1 satisfying the following conditions:
(1) πi ≡ 0, α1, . . . , αλ (mod η);
(2) Only multiples of η may be non-overlined;
(3) πi ≥ πi+k−1 + η with strict inequality if πi is non-overlined;
(4) At most r − 1 of the πi are less than or equal to η;
(5) If πi ≤ πi+k−2 + η with strict inequality if πi is overlined, then
[πi/η] + · · ·+ [πi+k−2/η] ≡ r − 1 + V (πi) (mod 2− j),
where V π(N) (or V π(N) for short) denotes the number of overlined parts not exceeding
N in π.
It should be noted that for an overpartition π counted by Bj(α1, . . . , αλ; η, k, r;n)
without overlined parts divided by η, if we change overlined parts in π to non-overlined
parts, then we get a partition counted by Bj(α1, . . . , αλ; η, k, r;n). Hence we say that
Bj(α1, . . . , αλ; η, k, r;n) is an overpartition analogue of Bj(α1, . . . , αλ; η, k, r;n).
In this article, we give combinatorial proofs of the following two relationships.
Theorem 1.13. For k ≥ r ≥ λ ≥ 0 and k > λ ≥ 0,∑
n≥0
B1(α1, . . . , αλ; η, k, r;n)q
n = (−qη; qη)∞
∑
n≥0
B0(α1, . . . , αλ; η, k, r;n)q
n.
Theorem 1.14. For k > r ≥ λ ≥ 0 and k − 1 > λ ≥ 0,∑
n≥0
B0(α1, . . . , αλ; η, k, r;n)q
n = (−qη; qη)∞
∑
n≥0
B1(α1, . . . , αλ; η, k − 1, r;n)q
n.
For k − 1 > λ ≥ 0,∑
n≥0
B0(α1, . . . , αλ; η, k, k;n)q
n = (−qη; qη)∞
∑
n≥0
B1(α1, . . . , αλ; η, k − 1, k − 1;n)q
n.
Setting λ = 0 and η = 1 in Theorem 1.13, and combining with Theorem 1.2, we
can recover the overpartition analogue of the Rogers-Ramanujan-Gordon theorem due to
Chen, Sang and Shi [14]. Setting λ = 1 and η = 2 in Theorem 1.13, and using Theorem
1.4, we can obtain an overpartition analogue of the Andrews-Go¨llnitz-Gordon theorem
which is also different from that found by He, Ji, Wang and Zhao [25]. Lovejoy [33]
obtained an overpartition analogue of the Andrews-Go¨llnitz-Gordon theorem for r = k.
8
Theorem 1.15. For k ≥ r ≥ 1, let B1(1; 2, k, r;n) denote the number of overpartitions
of n of the form (π1, . . . , πs), where πi ≥ πi+1, only even parts may be non-overlined,
πi ≥ πi+k−1 + 2 with strict inequality if πi is non-overlined, and at most r − 1 of the πi
are less than or equal to 2.
For k ≥ r ≥ 1, let A1(1; 2, k, r;n) denote the number of overpartitions of n such that
only even parts can be overlined, and non-overlined parts 6≡ 2 (mod 4) and 6≡ 0,±(2r−1)
(mod 4k − 2).
Then, for k ≥ 2, k ≥ r ≥ 1 and n ≥ 0,
A1(1; 2, k, r;n) = B1(1; 2, k, r;n).
Just as mentioned before, Kim [27] has recently proved Bressoud’s conjecture for j = 1.
Hence by Theorem 1.14, we obtain an overpartition analogue of Bressoud’s conjecture for
j = 0. To state this result, we need to first introduce an overpartition analogue of the
partition function Aj(α1, . . . , αλ; η, k, r;n) stated in Conjecture 1.8.
Definition 1.16. Let λ, k, r and j = 0 or 1 be the integers such that (2k+1−j)/2 > r ≥
λ ≥ 0 and k+j−1 > λ. Define Aj(α1, . . . , αλ; η, k, r;n) to be the number of overpartitions
of n satisfying πi ≡ 0, α1, . . . , αλ (mod η) such that
• If λ is even, then only multiplies of η may be non-overlined and there is no non-
overlined part congruent to 0,±η(r − λ/2) (mod η(2k − λ+ j − 1));
• If λ is odd and j = 1, then only multiples of η/2 may be non-overlined, no non-
overlined part is congruent to η(2k−λ)/2 (mod η(2k−λ)), no non-overlined part is
congruent to η (mod 2η), no non-overlined part is congruent to 0 (mod 2η(2k−λ)),
no non-overlined part is congruent to±η(2r−λ)/2 (mod η(2k−λ)), and no overlined
part is congruent to η/2 (mod η) and not congruent to η(2k−λ)/2 (mod η(2k−λ));
• If λ is odd and j = 0, then only multiples of η/2 may be non-overlined, no non-
overlined part is congruent to η (mod 2η), no non-overlined part is congruent to
0,±η(2r − λ)/2 (mod η(2k − λ − 1)), and no overlined part is congruent to η/2
(mod η).
For k > λ ≥ 0, we define∑
n≥0
A1(α1, . . . , αλ; η, k, k;n)q
n
=
(−qα1 , . . . ,−qαλ ,−qη; qη)∞(q
η(k−λ
2
), qη(k−
λ
2
), qη(2k−λ); qη(2k−λ))∞
(qη; qη)∞
.
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By definition, it is easy to see that for k ≥ r ≥ λ ≥ 0, k + j − 1 > λ and j = 0 or 1,∑
n≥0
Aj(α1, . . . , αλ; η, k, r;n)q
n
=
(−qα1 , . . . ,−qαλ ,−qη; qη)∞(q
η(r−λ
2
), qη(2k−r−
λ
2
+j−1), qη(2k−λ+j−1); qη(2k−λ+j−1))∞
(qη; qη)∞
.
By Theorem 1.14 and the identity (1.6) proved by Kim, we obtain the following the-
orem, which can be viewed as the overpartition analogue of Bressoud’s conjecture for
j = 0.
Theorem 1.17. Let λ, k and r be the integers such that k ≥ r ≥ λ ≥ 0 and k − 1 > λ.
Then for n ≥ 0,
A0(α1, . . . , αλ; η, k, r;n) = B0(α1, . . . , αλ; η, k, r;n).
We also obtain the generating function of Theorem 1.17.
Theorem 1.18. For k ≥ r > λ ≥ 0,
∑
N1≥···≥Nk−1≥0
qη(N
2
1+···+N
2
k−1+Nr+···+Nk−1)(1 + q−ηNr)(−qη−ηNλ+1 ; qη)Nλ+1−1(−q
η+ηNλ ; qη)∞
(qη; qη)N1−N2 · · · (q
η; qη)Nk−2−Nk−1(q
2η; q2η)Nk−1
×
λ∏
s=1
(−qη−αs−ηNs ; qη)Ns
λ∏
s=2
(−qη−αs+ηNs−1 ; qη)∞
=
(−qα1 , . . .− qαλ ,−qη; qη)∞(q
(r−λ
2
)η, q(2k−r−
λ
2
−1)η, q(2k−λ−1)η; q(2k−λ−1)η)∞
(qη; qη)∞
. (1.7)
This theorem can specialize to overpartition analogues of many classical partition
theorems. Setting λ = 0, η = 1, k = 3, r = 2 and j = 0, we can obtain the overpartition
analogue of Euler’s partition theorem [22]. Recall that Euler’s partition theorem is stated
as: For n ≥ 1, the number of partitions of n into distinct parts equals the number of
partitions of n into odd parts.
Theorem 1.19. The number of overpartitions of n of the form (π1, . . . , πs), where πi ≥
πi+1, πi ≥ πi+2 + 1 with strict inequality if πi is non-overlined, and if πi ≤ πi+1 + 1 with
strict inequality if πi is overlined, then πi + πi+1 ≡ 1 + V (πi) (mod 2) equals the number
of overpartitions of n such that non-overlined parts ≡ 1 or 4 (mod 5).
The generating function is given as follows.
∑
N1≥N2≥0
qN
2
1+N
2
2+N2(1 + q−N2)(−q1−N1 ; q)N1−1
(q; q)N1−N2(q
2; q2)N2
=
(−q; q)∞
(q, q4; q5)∞
.
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For an overpartition π = (π1, π2, . . . , πs) counted by B0(−; 1, 3, 2;n), if there are no
overlined parts in π, then by definition, we see that V (πi) = 0 for 1 ≤ i ≤ s, so πi + πi+1
is odd if πi ≤ πi+1 + 1 for all 1 ≤ i ≤ s, which implies that πi > πi+1 for all 1 ≤ i ≤ s.
Therefore π is an ordinary partition into distinct parts. Hence we can say that Theorem
1.19 is an overpartition analogue of Euler’s partition theorem.
Setting λ = 0 and η = 1, we can obtain the overpartition analogue of Bressoud-
Ramanujan-Gordon theorem due to Chen, Sang and Shi [15]. We also obtain its generating
function: For k ≥ r ≥ 1,
∑
N1≥···≥Nk−1≥0
qN
2
1+···+N
2
k−1+Nr+···+Nk−1(1 + q−Nr)(−q1−N1 ; q)N1−1
(q; q)N1−N2 · · · (q; q)Nk−2−Nk−1(q
2; q2)Nk−1
=
(−q; q)∞(q
r, q2k−r−1, q2k−1; q2k−1)∞
(q; q)∞
.
Setting λ = 1 and η = 2, we can obtain a new overpartition analogue of the Bressoud-
Go¨llnitz-Gordon theorem which is different from that found by He, Wang and Zhao [26].
Theorem 1.20. For k ≥ r ≥ 1, let B0(1; 2, k, r;n) denote the number of overpartitions
of n of the form (π1, . . . , πs), where πi ≥ πi+1, only even parts may be non-overlined,
πi ≥ πi+k−1 + 2 with strict inequality if πi is non-overlined, at most r − 1 of the πi are
less than or equal to 2, and if πi ≤ πi+k−2+2 with strict inequality if πi is overlined, then
[πi/2] + · · ·+ [πi+k−2/2] ≡ r − 1 + V π(πi) (mod 2),
where V π(N) (or V (N) for short) denotes the number of overlined parts not exceeding N
in π.
For k ≥ r ≥ 1, let A0(1; 2, k, r;n) denote the number of overpartitions of n such that
no part is congruent to 2 (mod 4), and no part is congruent to 0,±(2r−1) (mod 4k−4).
Then, for k > 2, k ≥ r ≥ 1 and n ≥ 0,
A0(1; 2, k, r;n) = B0(1; 2, k, r;n).
The generating function is given as follows: For k ≥ r > 1,
∑
N1≥···≥Nk−1≥0
q2(N
2
1+···+N
2
k−1+Nr+···+Nk−1)(1 + q−2Nr)
(q2; q2)N1−N2 · · · (q
2; q2)Nk−2−Nk−1(q
4; q4)Nk−1
× (−q1−2N1 ; q2)N1(−q
2−2N2 ; q2)N2−1(−q
2+2N1 ; q2)∞
=
(−q; q2)∞(−q
2; q2)∞(q
2r−1, q4k−2r−3, q4k−4; q4k−4)∞
(q2; q2)∞
.
By Theorem 1.17 and Theorem 1.18, we can easily obtain the following theorem.
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Theorem 1.21. For k ≥ r > λ ≥ 0 and k − 1 > λ,∑
n≥0
B0(α1, . . . , αλ; η, k, r;n)q
n
=
∑
N1≥···≥Nk−1≥0
qη(N
2
1+···+N
2
k−1+Nr+···+Nk−1)(1 + q−ηNr)(−qη−ηNλ+1 ; qη)Nλ+1−1(−q
η+ηNλ ; qη)∞
(qη; qη)N1−N2 · · · (q
η; qη)Nk−2−Nk−1(q
2η; q2η)Nk−1
×
λ∏
s=1
(−qη−αs−ηNs ; qη)Ns
λ∏
s=2
(−qη−αs+ηNs−1 ; qη)∞.
It is interesting to give a direct combinatorial proof of Theorem 1.21.
This article is organized as follows. In Section 2, we first introduce the notions of the
Gordon marking and the reverse Gordon marking of an overpartition. We then define
the forward move and the backward move based on the Gordon marking and the reverse
Gordon marking of an overpartition. In Section 3, we give a combinatorial proof of
Theorem 1.13. In Section 4, we give a combinatorial proof of Theorem 1.14. In Section
5, we give a proof of Theorem 1.18 with the aid of Bailey pairs.
2 Preliminary operations
Let λ, k, r and j = 0 or 1 be the integers such that k ≥ r ≥ λ ≥ 0 and k − 1 + j > λ.
An overpartition π is called a Bj(α1, . . . , αλ; η, k, r) overpartition (or Bj-overpartition
for short) if π is counted by Bj(α1, . . . , αλ; η, k, r;n). In this section, we first introduce
the Gordon marking of a Bj-overpartition and the reverse Gordon marking of a Bj-
overpartition. Then we define the forward move and its inverse, the backward move,
based on the Gordon marking of a Bj-overpartition and the reverse Gordon marking of a
Bj-overpartition, which are main ingredients in the proof of Theorem 1.13.
2.1 The Gordon marking and the reverse Gordon marking
The Gordon marking of an ordinary partition was first introduced by Kurs¸ungo¨z in [29,30].
Kim [27] and Kim and Yee [28] introduced the Gordon marking of a B1(α1, . . . , αλ; η, k, r)
partition respectively, which generalize the Gordon marking of an ordinary partition intro-
duced by Kurs¸ungo¨z. The Gordon marking of an overpartition was first defined by Chen,
Sang and Shi [14]. He, Ji, Wang and Zhao [25] introduced the Go¨llnitz-Gordon marking
of an overpartition. Here we will introduce the Gordon marking of a Bj-overpartition,
which is an extension of the Gordon marking of a B1-partition.
Definition 2.1 (Gordon marking). For an overpartition π = (π1, π2, . . . , πℓ) where π1 ≥
π2 ≥ · · · ≥ πℓ, we assign a positive integer to each part of π from the smallest as follows:
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We first assign 1 to the smallest part of π. Then, for each πi, we will assign q to πi, where
q is the least positive integer that is not used to mark the parts πp for p > i such that
πp ≥ πi − η with strict inequality if πi is overlined. We denote the Gordon marking of π
by G(π).
For example, let π be a B1(1, 9; 10, 5, 4) overpartition given by
π = (80, 80, 80, 70, 70, 69, 60, 60, 59, 51, 50, 40, 40, 31, 29, 21,
20, 20, 19, 10, 10, 9, 1).
(2.1)
Note that η = 10, the Gordon marking of π is given by
G(π) = (802, 804, 801, 702, 703, 691, 602, 604, 593, 511, 502, 403, 401, 312, 291, 214,
203, 202, 191, 104, 103, 92, 11).
(2.2)
For an overpartition π = (π1, π2, . . . , πℓ) where π1 ≥ π2 ≥ · · · ≥ πℓ, if there are k − 1
parts πi ≥ πi+1 ≥ · · · ≥ πi+k−2 satisfying the following relation:
πi ≤ πi+k−2 + η with strict inequality if πi is overlined, (2.3)
then we call the set of these k− 1 parts as the (k− 1)-set of π, denoted by {πi+l}0≤l≤k−2.
From the definition of Gordon marking of a Bj-overpartition, we see that these k − 1
parts have different marks in the Gordon marking of π. Hence, by the definition of
Bj(α1, . . . , αλ; η, k, r;n) overpartition, we have the following proposition:
Proposition 2.2. Let λ, k, r and j = 0 or 1 be the integers such that k ≥ r ≥ λ ≥ 0
and k − 1 + j > λ. Let π be an overpartition satisfying (1), (2) and (5) in Definition
1.12. Then π is counted by Bj(α1, . . . , αλ; η, k, r;n) if and only if the marks in the Gordon
marking of π do not exceed k − 1 and the marks of parts less than or equal to η in the
Gordon marking of π do not exceed r − 1.
Let π be a Bj(α1, . . . , αλ; η, k, r) overpartition, assume that there are N (k−1)-marked
parts in G(π), and denote these (k−1)-marked parts by g˜1(π) > g˜2(π) > · · · > g˜N(π). For
each (k − 1)-marked part g˜p(π), assume that g˜p(π) is the i-th part πi of π, by Definition
2.1, we see that there must exist k − 2 parts πs for s > i in π such that πs ≥ πi − η
with strict inequality if πi is overlined. Denote these k − 2 parts together with g˜p(π) by
{g˜p(π)}k−1, and call it the (k − 1)-set of g˜p(π):
{g˜p(π)}k−1 = {g˜p,1(π) ≤ g˜p,2(π) ≤ · · · ≤ g˜p,k−2(π) ≤ g˜p,k−1(π) := g˜p(π)}.
It is easy to check that these k − 1 parts satisfy (2.3).
Let π be the overpartition defined in (2.1), and from the Gordon marking (2.2) of π,
we see that there are four 4-marked parts in G(π), which are g˜1(π) = 80, g˜2(π) = 60,
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g˜3(π) = 21 and g˜4(π) = 10. The corresponding 4-set {g˜p(π)}4 for each g˜p(π) is indicated
as follows.
G(π) = (802,
{80}4︷ ︸︸ ︷
804, 801, 702, 703, 691, 602,
{60}4︷ ︸︸ ︷
604, 593, 511, 502, 403, 401, 312, 291,
214, 203, 202, 191︸ ︷︷ ︸
{21}4
, 104, 103, 92, 11︸ ︷︷ ︸
{10}4
).
If we assign a mark to each part from the largest in the same manner as in the definition
of Gordon marking of a Bj-overpartition, we can get the reverse Gordon marking of a
Bj-overpartition. More precisely, we have
Definition 2.3 (Reverse Gordon marking). For an overpartition π = (π1, π2, . . . , πℓ)
where π1 ≥ π2 ≥ · · · ≥ πℓ, we assign a positive integer to each part of π from the largest
as follows: We first assign 1 to the largest part of π. Then, for each πi, we assign q to πi,
where q is the least positive integer that is not used to mark the parts πp for p < i such
that πp ≤ πi + η with strict inequality if πi is overlined. We denote the reserve Gordon
marking of π by RG(π).
For the overpartition π defined in (2.1), the reverse Gordon marking of π is given by:
RG(π) = (801, 802, 803, 701, 704, 692, 601, 603, 592, 514, 501, 402, 403, 311, 292, 211,
203, 204, 192, 101, 103, 92, 14).
(2.4)
Let π = (π1, π2, . . . , πℓ) be an overpartition with π1 ≥ π2 ≥ · · · ≥ πℓ, and let
{πi+l}0≤l≤k−2 be the (k − 1)-set of π, that is, the k − 1 parts in this set satisfy (2.3).
Then by the definition of reverse Gordon marking of a Bj-overpartition, we see that these
k−1 parts in the (k−1)-set {πi+l}0≤l≤k−2 of π have different marks in the reverse Gordon
marking of π. Hence, by the definition of Bj(α1, . . . , αλ; η, k, r;n) overpartition, we have
the following proposition:
Proposition 2.4. Let λ, k, r and j = 0 or 1 be the integers such that k ≥ r ≥ λ ≥ 0
and k − 1 + j > λ. Let π be an overpartition satisfying (1), (2) and (5) in Definition
1.12. Then π is counted by Bj(α1, . . . , αλ; η, k, r;n) if and only if the marks in the reverse
Gordon marking of π do not exceed k − 1 and there are at most r − 1 parts less than or
equal to η in π.
Let π be a Bj(α1, . . . , αλ; η, k, r) overpartition, assume that there areM (k−1)-marked
parts in RG(π), and denote these (k − 1)-marked parts by r˜1(π) > r˜2(π) > · · · > r˜M(π).
For each (k− 1)-marked part r˜p(π), assume that r˜p(π) is the i-th part of π, by Definition
2.3, we see that there must exist k−2 parts πs for s < i in π such that πs≤πi+η with strict
inequality if πi is overlined. Denote these k − 2 parts together with r˜p(π) by {r˜p(π)}k−1,
and call it the (k − 1)-set of r˜p(π):
{r˜p(π)}k−1 = {r˜p(π) :=r˜p,1(π) ≤ r˜p,2(π) ≤ · · · ≤ r˜p,k−2(π) ≤ r˜p,k−1(π)}.
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It is easy to check that these k − 1 parts satisfy (2.3).
Let π be the overpartition defined in (2.1), and from the reverse Gordon marking (2.4)
of π, we see that there four 4-marked parts in RG(π), which are r˜1(π) = 70, r˜2(π) = 51,
r˜3(π) = 20 and r˜4(π) = 1. The corresponding 4-set {r˜p(π)}4 for each r˜p(π) is indicated
as follows.
RG(π) = (801,
{70}4︷ ︸︸ ︷
802, 803, 701, 704, 692,
{51}4︷ ︸︸ ︷
601, 603, 592, 514, 501, 402, 403, 311,
292, 211,203, 204︸ ︷︷ ︸
{20}4
, 192, 101, 103, 92, 14︸ ︷︷ ︸
{1}4
).
The following proposition tells us that the number of (k− 1)-marked parts in Gordon
marking of π equals the number of (k− 1)-marked parts in reverse Gordon marking of π.
Proposition 2.5. Let π be a Bj(α1, . . . , αλ; η, k, r) overpartition. Assume that there are
N (k−1)-marked parts in the Gordon marking of π, which are denoted by g˜1(π) > g˜2(π) >
· · · > g˜N(π), and there are M (k − 1)-marked parts in the reverse Gordon marking of π,
which are denoted by r˜1(π) > r˜2(π) > · · · > r˜M(π). We have N =M . Moveover, for each
1 ≤ i ≤ N (= M), we have g˜i(π) ∈ {r˜i(π)}k−1 and r˜i(π) ∈ {g˜i(π)}k−1.
Proof. If N = 0, then there are no (k− 1)-marked parts in the Gordon marking of π. We
see that there are no (k − 1)-sets in π, and so there are no (k − 1)-marked parts in the
reverse Gordon marking of π. So M = 0, and verse vice.
We next consider the case M,N > 0. We first prove that M ≥ N . For each fixed
(k−1)-marked part g˜i(π) in the Gordon marking of π, we see that the parts in the (k−1)-
set {g˜i(π)}k−1 satisfy (2.3), so by the definition of the reverse Gordon marking, we see
that the parts in the (k − 1)-set {g˜i(π)}k−1 have different marks in the reverse Gordon
marking of π. It follows that there exists p such that g˜i,p is marked with k − 1 in the
reverse Gordon marking of π. This implies that M ≥ N . The similar argument can be
used to prove that N ≥ M . Thus, we have proved that M = N . From the above proof,
we see that g˜i(π) ∈ {r˜i(π)}k−1 and r˜i(π) ∈ {g˜i(π)}k−1 for 1 ≤ i ≤ N (= M). Thus, we
have completed the proof.
2.2 The forward move and the backward move
In this subsection, we will define the forward move and the backward move based on
the Gordon marking of a Bj-overpartition and the reverse Gordon marking of a Bj-
overpartition, and then we prove that they are inverses of each other. To this end,
we need to make the following definition. Let πj be the j-th part of the overpartition
π = (π1, π2, . . . , πℓ). We define a new part πj ± η as an overlined part (resp. a non-
overlined part) of size |πj| ± η if πj is an overlined part (resp. a non-overlined part).
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We are now in a position to give the definition of the forward move based on the
reverse Gordon marking of a Bj-overpartition.
Definition 2.6 (The forward move). Let λ and k be the integers such that k > λ. Let π
be an overpartition satisfying (1) and (2) in Definition 1.12 such that there are at most
k − 1 marks in its reverse Gordon marking. Assume that there are N (k − 1)-mark parts
in the reverse Gordon marking of π which are denoted by r˜1(π) > r˜2(π) > · · · > r˜N(π).
For 1 ≤ p ≤ N , we define the forward move of the p-th kind as follows: add η to each
r˜1(π), r˜2(π), . . . , r˜p(π) and denote the resulting overpartition by φp(π).
For example, let π be the overpartition defined in (2.1), from the reverse Gordon
marking (2.4) of π, we see that there are four 4-marked parts in the reverse Gordon
marking of π. After applying the forward move of the second kind to π in (2.1), we obtain
φp(π) = (80, 80, 80, 80,70, 69, 61, 60, 60, 59, 50, 40, 40, 31, 29, 21,
20, 20, 19, 10, 10, 9, 1).
The Gordon marking of φp(π) is given by
G(φp(π)) = (801,
{80}4︷ ︸︸ ︷
804, 803, 801, 702, 691,
{61}4︷ ︸︸ ︷
614, 602, 603, 591, 502, 403, 401, 312,
291, 214, 203, 202, 191︸ ︷︷ ︸
{21}4
, 104, 103, 92, 11︸ ︷︷ ︸
{10}4
).
(2.5)
We shall have the following two lemmas.
Lemma 2.7. For 1 ≤ i ≤ p, the parts r˜i(π) + η are not repeated in φp(π) if r˜i(π) is
overlined.
Proof. For 1 ≤ i ≤ p, assume that r˜i(π) is overlined, we consider two cases:
Case 1: If r˜i(π) + η does not appear in π, then it is obvious that the new generated
part r˜i(π) + η is not repeated in φp(π).
Case 2: If r˜i(π) + η appears in π, then we shall show that r˜i−1(π) = r˜i(π) + η. First
observe that the parts r˜i(π) := r˜i,1(π) ≤ r˜i,2(π) ≤ · · · ≤ r˜i,k−1(π) < r˜i(π) + η appear
in π. Note that r˜i,1(π) ≤ r˜i,2(π) ≤ · · · ≤ r˜i,k−1(π) have different marks in the reverse
Gordon marking of π, and r˜i(π) is marked with k − 1 in the reverse Gordon marking of
π, so r˜i(π) + η is also marked with k − 1 in the reverse Gordon marking of π. Hence
r˜i−1(π) = r˜i(π) + η. By the definition of the forward move, we see that if we apply the
map φp to π, then r˜i−1(π) = r˜i(π)+ η in π will be changed to r˜i−1(π)+ η = r˜i(π)+ 2η. In
such case, the new generated part r˜i(π) + η is not repeated in φp(π). Thus, we complete
the proof of the lemma.
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Lemma 2.8. There are at most k − 1 marks in the Gordon marking of φp(π) and there
are N (k − 1)-marked parts in the Gordon marking of φp(π), denoted by g˜1(φp(π)) >
g˜2(φp(π)) > · · · > g˜N(φp(π)), then
g˜i(φp(π)) = r˜i(π) + η for 1 ≤ i ≤ p, and r˜i,1(π) ≤ g˜i(φp(π)) ≤ r˜i,k−1(π) for p < i ≤ N.
(2.6)
Proof. If we remove all (k−1)-marked parts in the reverse Gordon marking of π and denote
the resulting overpartition by π(1), then we see that there are at most k − 2 marks in the
reverse Gordon marking of π(1). So, there are at most k−2 marks in the Gordon marking
of π(1). In particular, for 1 ≤ i ≤ N , the parts except for r˜i(π) in the corresponding
(k − 1)-set {r˜i(π)}k−1, that is,
r˜i,2(π) ≤ · · · ≤ r˜i,k−1(π) (2.7)
have different marks in the Gordon marking of π(1) with the largest mark less than k− 1.
We first insert parts r˜i(π) for p < i ≤ N into π
(1) to obtain π(2). Since r˜i(π) ≥
r˜i+1(π) + η with strict inequality if r˜i(π) is non-overlined for p < i < N , we see that the
number of marks needed in the Gordon marking of π(2) increases by at most one than that
in π(1). It follows that there are at most k − 1 marks in the Gordon marking of π(2). We
see that for p < i ≤ N , the parts in (2.7) together with r˜i(π) have the following relation
in π(2):
r˜i(π) := r˜i,1(π) ≤ r˜i,2(π) ≤ · · · ≤ r˜i,k−1(π), for p < i ≤ N.
Since these parts satisfy (2.3), we see that they have different marks in the Gordon
marking of π(2), and so there is a part with mark k − 1.
Next, we insert parts r˜i(π)+ η for 1 ≤ i ≤ p into π
(2) to obtain φp(π). We see that for
1 ≤ i ≤ p, the parts in (2.7) together with r˜i(π) + η have the following relation in φp(π):
r˜i,2(π) ≤ · · · ≤ r˜i,k−1(π) ≤ r˜i(π) + η, for 1 ≤ i ≤ p.
Since these parts satisfy (2.3), it follows that these parts have different marks in the
Gordon marking of φp(π). Note that r˜i,2(π), . . . , r˜i,k−1(π) have different marks in the
Gordon marking of φp(π) with the largest mark less than k − 1, so the mark of r˜i(π) + η
is equal to k − 1. Therefore, there are N (k − 1)-marked parts in the Gordon marking of
φp(π) and (2.6) holds.
We are ready to define the backward move based on the Gordon marking of a Bj-
overpartition.
Definition 2.9 (The backward move). Let λ and k be the integers such that k > λ. Let
ω be an overpartition satisfying (1) and (2) in Definition 1.12 such that there are at most
k− 1 marks in its Gordon marking. Assume that there are N (k− 1)-marked parts in the
Gordon marking of ω, denoted by g˜1(ω) > g˜2(ω) > · · · > g˜N(ω).
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For 1 ≤ p ≤ N , if ω satisfies the following two conditions: (a) g˜p(ω) ≥ η + α1 and (b)
there are no (k − 1)-sets of ω in [g˜p(ω)− 2η, g˜p(ω)) (resp. (g˜p(ω)− 2η, g˜p(ω))) if g˜p(ω) is
non-overlined (resp. overlined).
Then we could define the backward move of the p-th kind to ω as follows: subtract η
to each g˜1(ω), g˜2(ω), . . . , g˜p(ω) and denote the resulting overpartition by ψp(ω).
For example, for the overpartition ω in (2.5), we see that the largest mark in the
Gordon marking of ω is equal to four. For p = 2, we see that ω satisfies the conditions
(a) and (b) in Definition 2.9, hence we could apply the backward move of the second kind
to ω to recover the overpartition π in (2.4).
We have the following two lemmas.
Lemma 2.10. For 1 ≤ i ≤ p, the parts g˜i(ω) − η are not repeated in ψp(ω) if g˜i(ω) is
overlined.
Proof. For 1 ≤ i ≤ p, assume that g˜i(ω) is overlined, we consider two cases:
Case 1: If g˜i(ω)− η does not appear in ω, then it is obvious that the new generated
part g˜i(ω)− η is not repeated in ψp(ω).
Case 2: If g˜i(ω)− η appears in ω, then we aim to show that 1 ≤ i < p and g˜i+1(ω) =
g˜i(ω) − η. Note that g˜i(ω) − η, g˜i,1(ω), . . . , g˜i,k−2(ω) have different marks in the Gordon
marking of ω and the marks of g˜i,1(ω), . . . , g˜i,k−2(ω) are less than k − 1. So, g˜i(ω)− η is
marked with k−1 in the Gordon marking of ω. By definition, we have g˜i+1(ω) = g˜i(ω)−η.
We next show that 1 ≤ i < p. Since there are no (k−1)-sets of ω in (g˜p(ω)−2η, g˜p(ω)−η],
we have g˜p+1(ω) < g˜p(ω)− η. We see that i 6= p. So, we obtain that 1 ≤ i < p. Hence, by
the definition of the backward move, we see that g˜i+1(ω) = g˜i(ω)− η will be changed to
g˜i+1(ω)− η = g˜i(ω)− 2η for 1 ≤ i < p. So, g˜i(ω)− η is not repeated in ψp(ω). Thus, we
complete the proof of the lemma.
Lemma 2.11. There are at most k − 1 marks in the reverse Gordon marking of ψp(ω)
and there are N (k − 1)-marked parts in the reverse Gordon marking of ψp(ω), denoted
by r˜1(ψp(ω)) > · · · > r˜N(ψp(ω)), then
r˜i(ψp(ω)) = g˜i(ω)− η for 1 ≤ i ≤ p, and g˜i,1(ω) ≤ r˜i(ψp(ω)) ≤ g˜i,k−1(ω) for p < i ≤ N.
(2.8)
Proof. If we remove all (k − 1)-marked parts in the Gordon marking of ω and denote the
resulting overpartition by ω(1), then it is easy to see that there are at most k − 2 marks
in the Gordon marking of ω(1). So, there are at most k − 2 marks in the reverse Gordon
marking of ω(1). Furthermore, for 1 ≤ i ≤ N , the following parts occur in ω(1):
g˜i,1(ω) ≤ · · · ≤ g˜i,k−2(ω),
which have different marks in the reverse Gordon marking of ω(1) with the largest mark
less than k − 1.
18
We next insert parts g˜i(ω)− η for 1 ≤ i < p and parts g˜i(ω) for p < i ≤ N into ω
(1)
to obtain ω(2). It is easy to see that the following parts occur in ω(2):
g˜i(ω)− η ≤ g˜i,1(ω) ≤ · · · ≤ g˜i,k−2(ω), for 1 ≤ i < p.
Since these parts satisfy the difference condition (2.3), it follows that these parts have
different marks in the reverse Gordon marking of ω(2). Note that g˜i,1(ω), . . . , g˜i,k−2(ω)
have the different marks in the reverse Gordon marking of ω(2) with the largest mark less
than k − 1, so we deduce that the mark of g˜i(ω)− η is equal to k − 1.
Furthermore, the following parts also occur in ω(2):
g˜i,1(ω) ≤ g˜i,2(ω) ≤ · · · ≤ g˜i,k−1(ω), for p < i ≤ N.
Since these parts satisfy the difference condition (2.3), we see that they have different
marks in the reverse Gordon marking of ω(2) and there is a part with mark k − 1.
Finally, we insert the part g˜p(ω)− η into ω
(2) to obtain ψp(ω). Notice that there are
no (k − 1)-sets of ω in [g˜p(ω) − 2η, g˜p(ω) − η] (resp. (g˜p(ω) − 2η, g˜p(ω) − η]) if g˜p(ω) is
non-overlined (resp. overlined), so g˜p+1(ω) < g˜p(ω)− η. Hence the following parts occur
in ψp(ω):
g˜p+1,1(ω) ≤ · · · ≤ g˜p+1(ω)< · · ·<g˜p(ω)− η ≤ g˜p,1(ω) ≤ · · · ≤ g˜p,k−2(ω).
Furthermore, the marks in the reverse Gordon marking of ψp(ω) do not exceed k−1 after
inserting g˜p(ω) − η into ω
(2). Otherwise, this contradicts to the fact that there are no
(k− 1)-sets of ω in [g˜p(ω)− 2η, g˜p(ω)) (resp. (g˜p(ω)− 2η, g˜p(ω))) if g˜p(ω) is non-overlined
(resp. overlined).
Note that g˜p,1(ω), . . . , g˜p,k−2(ω) have the different marks in the reverse Gordon marking
of ψp(ω) with the largest mark less than k− 1, so the mark of g˜p(ω)− η is equal to k− 1.
Therefore there are at most k− 1 marks in the reverse Gordon marking of ψp(ω), and
there are N (k−1)-marked parts in the reverse Gordon marking of ψp(ω) and (2.8) holds.
This completes the proof.
We conclude this section by the following result.
Theorem 2.12. The forward move of the p-th kind φp and the backward move of the p-th
kind ψp are inverses of each other.
Proof. From the constructions of φp and ψp, and by Lemma 2.10 and Lemma 2.11, we see
that φp is the inverse map of ψp, that is, for any overpartition ω satisfying the conditions
in Definition 2.9, we have φp(ψp(ω)) = ω.
We proceed to show that ψp is the inverse map of φp, that is, for any overpartition π
satisfying the conditions in Definition 2.6, we will prove that ψp(φp(π)) = π.
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We proceed to show that φp(π) satisfies the conditions in Definition 2.9. By Lemma
2.8, we see that there are at most k − 1 marks in the Gordon marking of φp(π). We next
show that φp(π) satisfies the conditions (a) and (b) in Definition 2.9.
Set ω = φp(π), by the relation (2.6) in Lemma 2.8, we see that g˜p(ω) = r˜p(π) + η ≥
η + α1. We proceed to show that there are no (k − 1)-sets of ω in [g˜p(ω) − 2η, g˜p(ω))
(resp. (g˜p(ω)− 2η, g˜p(ω))) if g˜p(ω) is non-overlined (resp. overlined). Suppose not, that
is, there are such k− 1 parts, denoted by xk−1(ω) ≤ · · · ≤ x1(ω). Since g˜p(ω)− η = r˜p(π),
for 1 ≤ i ≤ k − 1, we have xi(ω) < g˜p(ω) = r˜p(π) + η and xi(ω) ≥ g˜p(ω)− 2η = r˜p(π)− η
with strict inequality if r˜p(π) is overlined. By the construction of the forward move,
we see that xk−1(ω), . . . , x1(ω) together with g˜p(ω) − η = r˜p(π) occur in π, denoted by
xk(π) ≤ · · · ≤ x1(π). We proceed to show that
x1(π) ≤ xk(π) + η with strict inequality if x1(π) is overlined. (2.9)
We consider the following three cases:
Case 1: If x1(π) = r˜p(π), then xk(π) = xk−1(ω). Note that for 1 ≤ i ≤ k − 1,
xi(ω) ≥ r˜p(π)− η with strict inequality if r˜p(π) is overlined, and so r˜p(π) ≤ xk−1(ω) + η
with strict inequality if r˜p(π) is overlined. So, we obtain (2.9).
Case 2: If xk(π) = r˜p(π), then x1(π) = x1(ω). Note that x1(ω) < g˜p(ω) = r˜p(π) + η.
So (2.9) holds.
Case 3: If xk(π) < r˜p(π) < x1(π), then x1(π) = x1(ω) > r˜p(π) and xk(π) = xk−1(ω) <
r˜p(π). Note that x1(ω) ≤ xk−1(ω) + η with strict inequality if x1(ω) is overlined, so (2.9)
is valid.
Hence we conclude that there are k parts in π satisfying the difference condition (2.9),
which implies that there is a part marked with k in the reverse Gordon marking of π. This
contradicts to the fact that there are at most k− 1 marks in the reverse Gordon marking
of π. So, there are no (k − 1)-sets of ω in [g˜p(ω)− 2η, g˜p(ω)) (resp. (g˜p(ω)− 2η, g˜p(ω)))
if g˜p(ω) is non-overlined (resp. overlined). Hence we could apply the backward move of
the p-th kind ψp to ω = φp(π). From the constructions of ψp and φp, and by the relation
(2.6) in Lemma 2.8, we find that ψp(φp(π)) = π. Thus, we complete the proof.
3 Proof of Theorem 1.13
3.1 The outline of the proof
For j = 0 or 1, let Bj(α1, . . . , αλ; η, k, r) denote the set of Bj(α1, . . . , αλ; η, k, r) overparti-
tions, and let Bj(α1, . . . , αλ; η, k, r) denote the set of Bj(α1, . . . , αλ; η, k, r)partitions, and
let Dη denote the set of distinct partitions with parts divided by η. Theorem 1.13 is
equivalent to the following combinatorial statement.
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Theorem 3.1. Let λ, k and r be integers such that k ≥ r ≥ λ ≥ 0 and k > λ. There is
a bijection Φ between Dη × B0(α1, . . . , αλ; η, k, r) and B1(α1, . . . , αλ; η, k, r), namely, for
a pair (ζ, µ) ∈ Dη × B0(α1, . . . , αλ; η, k, r), we have π = Φ(ζ, µ) ∈ B1(α1, . . . , αλ; η, k, r)
such that |π| = |ζ |+ |µ|.
By definition, we see that Bj(α1, . . . , αλ; η, k, r) also enumerates the overpartitions
counted by Bj(α1, . . . , αλ; η, k, r;n) without overlined parts divided by η. We call such
overpartitions Bj(α1, . . . , αλ; η, k, r) overpartitions (or Bj-overpartitions for short). To
construct the bijection Φ, we would insert the parts of ζ in Dη into µ to obtain π which
is a B1(α1, . . . , αλ; η, k, r) overpartition. Assume there are N (k− 1)-marked parts in the
reverse Gordon marking of µ and let ζ = (ηζ1, . . . , ηζs, ηζs+1 . . . , ηζs+m) be a partition in
Dη, where ζ1 > · · · > ζs > N ≥ ζs+1 > · · · > ζs+m > 0. It turns out that the bijection
Φ consists of two bijections, one can be used to insert the parts ηζs+1, ηζs+2, . . . , ηζs+m
into µ and the other one can be used to insert ηζ1, ηζ2, . . . , ηζs into µ to generate some
ovelined parts which are divided by η.
Before state our bijections, we wish to give a criteria that how to determine a B1-
overpartition µ is also a B0-overpartition. From the definitions of B1-overpartitions and
B0-overpartitions, we see that if µ = (µ1, µ2, . . . , µℓ) is a B0-overpartition, then µ is also
a B1-overpartition such that if
µi ≤ µi+k−2 + η with strict inequality if µi is overlined, (3.1)
then
[µi/η] + · · ·+ [µi+k−2/η] ≡ r − 1 + V µ(µi) (mod 2), (3.2)
where V µ(N) (or V (N) for short) denotes the number of parts not exceeding N which
are overlined parts in µ.
For an overpartition µ in B1(α1, . . . , αλ; η, k, r), let µi ≥ µi+1 ≥ · · · ≥ µi+k−2 be the
consecutive parts of µ satisfying the difference condition (3.1), namely, {µi+l}0≤l≤k−2 is a
(k − 1)-set of µ. If µi ≥ µi+1 ≥ · · · ≥ µi+k−2 also satisfy the congruence condition (3.2),
then we say that the (k− 1)-set {µi+l}0≤l≤k−2 is of even type. Otherwise, we say that the
(k−1)-set {µi+l}0≤l≤k−2 is of odd type. Then µ is an overpartition in B0(α1, . . . , αλ; η, k, r)
if and only if any (k − 1)-set of µ is of even type. The following lemma shows that
Lemma 3.2. For k ≥ r ≥ λ ≥ 0 and 0 ≤ λ < k − 1, let µ = (µ1, µ2, . . . , µℓ) be
an overpartition in B1(α1, . . . , αλ; η, k, r), and let {µi+l}0≤l≤k−2 and {µj+l}0≤l≤k−2 be two
(k− 1)-sets of µ. If µj > µi and µi+k−2 ≥ µj − 2η with strict inequality if µj is overlined,
then {µi+l}0≤l≤k−2 and {µj+l}0≤l≤k−2 are of the same type.
Proof. Since µj > µi, then we have j < i. We assume that i = j + t where t ≥ 1. By
definition, we see that there at most 2k− 2 parts of µ in [µj − 2η, µj] (resp. (µj − 2η, µj])
if µj is non-overlined (resp. overlined). So 1 ≤ t ≤ k − 1.
If 1 ≤ t < k − 1, then {µi+l}0≤l≤k−2 and {µj+l}0≤l≤k−2 have overlapping parts. Note
that µ is a B1(α1, . . . , αλ; η, k, r) overpartition, so we have µj+t−1 ≥ µi+k−2+η with strict
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inequality if µj+t−1 is non-overlined, which implies that µi = µj+t < µj+t−1. Similarly, we
have µi+k−1−t < µi+k−2−t = µj+k−2 since µi+k−1−t ≤ µj − η with strict inequality if µj is
non-overlined. Hence {µi+l}0≤l≤k−2 and {µj+l}0≤l≤k−2 have the following relation when
1 ≤ t < k − 1:
µi+k−2 ≤ · · · ≤ µi+k−1−t < µi+k−2−t ≤ · · · ≤ µi
‖ ‖
µj+k−2 ≤ · · · ≤ µj+t < µj+t−1 ≤ · · · ≤ µj
If t = k − 1, and note that µi+k−2 ≥ µj − 2η with strict inequality if µj is overlined,
then there are no parts in µ between µi and µj+k−2, and so they have the following relation
when t = k − 1:
µi+k−2 ≤ · · · ≤ µi < µj+k−2 ≤ · · · ≤ µj.
To show that {µi+l}0≤l≤k−2 and {µj+l}0≤l≤k−2 are of the same type, we assume that
[µi+k−2/η] + · · ·+ [µi/η] ≡ a+ V (µi) (mod 2), (3.3)
where a = r − 1 or r. Note that when a = r − 1, {µi+l}0≤l≤k−2 is of even type, that is, it
satisfies the congruence condition (3.2). When a = r, {µi+l}0≤l≤k−2 is of odd type, that
is, it does not satisfy the congruence condition (3.2).
We aim to prove that for the same a in (3.3), we have
[µj+k−2/η] + · · ·+ [µj/η] ≡ a+ V (µj) (mod 2). (3.4)
Note that µj+l = µi+l−t for t ≤ l ≤ k − 2, so
[µj+k−2/η] + · · ·+ [µj+t/η] + [µj+t−1/η] + · · ·+ [µj/η]
= [µi+k−2−t/η] + · · ·+ [µi/η] + [µj+t−1/η] + · · ·+ [µj/η]
= [µi+k−2/η] + · · ·+ [µi/η]
+[µj+t−1/η] + · · ·+ [µj/η]− ([µi+k−2/η] + · · ·+ [µi+k−1−t/η]) ,
and by (3.3), we find that in order to show (3.4), it suffices to show that
[µj+t−1/η] + · · ·+ [µj/η]− ([µi+k−2/η] + · · ·+ [µi+k−1−t/η])
≡ V (µj)− V (µi) (mod 2). (3.5)
We consider the following three cases.
Case 1: µj is non-overlined. Assume that µj = (b + 2)η. By definition, we see that
µi+k−2 ≥ µj − 2η = bη. Since µj+k−2 ≤ · · · ≤ µj satisfies the difference condition (3.1),
then (b+2)η ≥ µj+k−2 ≥ (b+1)η. Furthermore, µi+k−1−t < (b+1)η and µj+t−1 > (b+1)η,
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otherwise, µi+k−1−t ≥ (b + 1)η = µj − η or µj+t−1 ≤ (b + 1)η ≤ µi+k−2 + η with strict
inequality if µj+t−1 is overlined, which contradicts to the fact µ is a B1(α1, . . . , αλ; η, k, r)
overpartition. Hence we conclude that
bη ≤ µi+k−2 ≤ · · · ≤ µi+k−1−t < (b+ 1)η,
and
(b+ 1)η < µj+t−1 ≤ · · · ≤ µj = (b+ 2)η.
It yields that [µi+l/η] = b for k − 1− t ≤ l ≤ k − 2 and [µj+l/η] = b+ 1 for 0 ≤ l ≤ t− 1
if µj+l is overlined, otherwise, [µj+l/η] = b+ 2 for 0 ≤ l ≤ t− 1. It follows that
[µj+t−1/η] + · · ·+ [µj/η]− ([µi+k−2/η] + · · ·+ [µi+k−1−t/η])
≡ the number of µj+l (0 ≤ l ≤ t− 1) which are overlined (mod 2).
By the definitions of V (µj) and V (µi), we arrive at (3.5).
Case 2: µj is overlined and µj 6≡ 0 (mod η). Assume that µj = (b+ 1)η + αs where
1 ≤ s ≤ λ. By definition, we see that µi+k−2 > µj − 2η = (b− 1)η + αs. Furthermore,
by the difference condition (3.1), we see that µj+k−2 > bη + αs and µi+k−1−t ≤ bη + αs.
There are following two subcases.
Case 2.1: If µi ≥ (b+ 1)η, then 1 ≤ t < k − 1 and µi+k−2 ≥ µi − η ≥ bη, so
bη ≤ µi+k−2 ≤ · · · ≤ µi+k−1−t ≤ bη + αs,
and
(b+ 1)η < µj+t−1 ≤ · · · ≤ µj ≤ (b+ 1)η + αs.
It follows that [µi+l/η] = b for k−1− t ≤ l ≤ k−2, and [µj+l/η] = b+1 for 0 ≤ l ≤ t−1.
Furthermore, µj+l is overlined for 0 ≤ l ≤ t − 1, so we arrive at (3.5) by noting that
V (µj)− V (µi) = t− 1.
Case 2.2: If µi < (b+ 1)η, then
(b− 1)η + αs < µi+k−2 ≤ · · · ≤ µi+k−1−t ≤ bη + αs,
and
bη + αs < µj+t−1 ≤ · · · ≤ µj = (b+ 1)η + αs.
It should be noted that 0 ≤ λ < k − 1 in this case.
Assume that there are e1 µi+l’s for k − 1 − t ≤ l ≤ k − 2 such that (b− 1)η + αs <
µi+l ≤ (b− 1)η + αλ. For such µi+l, we see that [µi+l/η] = b− 1. There are e2 µi+l’s for
k−1−t ≤ l ≤ k−2 such that bη ≤ µi+l ≤ bη + αs. For such µi+l, we see that [µi+l/η] = b.
Assume that there are e3 µj+l’s for 0 ≤ l ≤ t− 1 such that bη + αs < µj+l < (b+ 1)η.
For such µj+l, we see that [µj+l/η] = b. Assume that there are e4 µj+l’s for 0 ≤ l ≤ t− 1
such that µj+l = (b+ 1)η. For such µj+l, we see that [µj+l/η] = b+ 1. Assume that there
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are e5 µj+l’s for 0 ≤ l ≤ t − 1 such that (b + 1)η < µj+l ≤ (b+ 1)η + αs. For such µj+l,
we see that [µj+l/η] = b+ 1. Furthermore, it is easy to see that
V (µj)− V (µi) = e5 + e3. (3.6)
We proceed to show that e1 = e3 + e4 and e2 = e5. By definition, we see that e1 + e2 = t.
Since µ is a B1(α1, . . . , αλ; η, k, r) overpartition, by the difference condition (3.1), we see
that e2 + k − t− 1 + e3 + e4 ≤ k − 1, that is, e2 + e3 + e4 ≤ t. It follows that
e1 ≥ e3 + e4. (3.7)
On the other hand, if t < k−1, then we have bη + αs < µi < (b+1)η. Set µi = bη + αg
with g > s, we have µi+k−2 > (b− 1)η + αg. By definition, we see that e3 + e4 + e5 = t.
Note that bη + αs < µi+k−2−t ≤ · · · ≤ µi = bη + αg, so k − t − 1 ≤ g − s. By definitions
of e1 and e5, we see that
e1 + e5 ≤ (λ− g) + (s+ 1) = (λ+ 1)− g + s ≤ k − 1− g + s. (3.8)
By k − t− 1 ≤ g − s, we see that e1 + e5 ≤ t. In such case, we have e1 ≤ e3 + e4.
If t = k − 1, then by definition, we have e3 + e4 + e5 = t = k − 1. By definitions of e1
and e5, we see that
e1 + e5 ≤ (λ− s) + (s+ 1) = λ+ 1 ≤ k − 1. (3.9)
In such case, we have e1 ≤ e3 + e4.
Hence,
e1 ≤ e3 + e4. (3.10)
Combining (3.7) and (3.10), we arrive at
e1 = e3 + e4. (3.11)
Since e1+ e2 = e3+ e4+ e5 = t, and by (3.11), we derive that e2 = e5. Hence, we have
[µj+t−1/η] + · · ·+ [µj/η]− ([µi+k−2/η] + · · ·+ [µi+k−1−t/η])
= be3 + (b+ 1)e4 + (b+ 1)e5 − (b− 1)e1 − be2
= be3 + (b+ 1)e4 + (b+ 1)e5 − (b− 1)(e3 + e4)− be5
= e3 + 2e4 + e5
≡ e3 + e5 (mod 2).
Hence, by (3.6), we obtain (3.5).
Case 3: µj is overlined and µj ≡ 0 (mod η). Assume that µj = (b+ 1)η. By definition,
we see that µi+k−2 > µj − 2η = (b− 1)η. Furthermore, by the difference condition (3.1),
we see that µj+k−2 > bη and µi+k−1−t ≤ bη.
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Assume that there are e1 µi+l’s for k − 1 − t ≤ l ≤ k − 2 such that (b− 1)η < µi+l ≤
(b− 1)η + αλ. For such µi+l, we see that [µi+l/η] = b−1. Assume that there are e2 µi+l’s
for k− 1− t ≤ l ≤ k− 2 such that bη ≤ µi+l ≤ bη. For such µi+l, we see that [µi+l/η] = b.
Assume that there are e3 µj+l’s for 0 ≤ l ≤ t− 1 such that bη < µj+l < (b+ 1)η. For
such µj+l, we see that [µj+l/η] = b. Assume that there are e4 µj+l’s for 0 ≤ l ≤ t− 1 such
that µj+l = (b+ 1)η. For such µj+l, we see that [µj+l/η] = b+ 1. Assume that there are
e5 µj+l’s for 0 ≤ l ≤ t− 1 such that µj+l = (b+ 1)η. By definition, we have e5 = 1. For
such µj+l, we see that [µj+l/η] = b+ 1. The remaining proof is similar to the Case 2.
Thus, we complete the proof of the lemma.
For an overpartition µ in B1(α1, . . . , αλ; η, k, r), if there are no overlined parts divided
by η in µ, then µ is an overpartition in B1(α1, . . . , αλ; η, k, r). Hence Lemma 3.2 can
be used to determine when a B1-overpartition is also a B0-overpartition. Furthermore,
Lemma 3.2 also holds for a B1-overpartition when λ = k − 1. We have the following
result.
Lemma 3.3. For k ≥ r ≥ λ ≥ 0 and 0 ≤ λ < k, let µ = (µ1, µ2, . . . , µℓ) be an
overpartition in B1(α1, . . . , αλ; η, k, r), and {µi+l}0≤l≤k−2 and {µj+l}0≤l≤k−2 be two (k−1)-
sets of µ. If µj > µi and µi+k−2 ≥ µj − 2η with strict inequality if µj is overlined, then
{µi+l}0≤l≤k−2 and {µj+l}0≤l≤k−2 are of the same type.
Proof. This lemma immediately follows from Lemma 3.2 when 0 ≤ λ < k − 1. Fur-
thermore, we see that only Case 2.2 in the proof of Lemma 3.2 use the condition that
0 ≤ λ < k−1. We proceed to show that λ could be equal to k−1 in Case 2.2 when there
are no overlined parts divided by η in µ.
Recall that e5 counts the number of parts µj+l’s for 0 ≤ l ≤ t− 1 such that (b+1)η <
µj+l ≤ (b+ 1)η + αs. Since there are no overlined parts divided by η in µ, then e5 ≤ s.
Hence (3.8) and (3.9) still hold when λ = k − 1. This because that when t < k − 1,
e1 + e5 ≤ (λ− g) + s = λ− g + s = k − 1− g + s,
and when t = k − 1,
e1 + e5 ≤ (λ− s) + s = λ = k − 1.
Hence we conclude that Lemma 3.2 still holds for an overpartition in B1(α1, . . . , αλ; η, k, r)
when λ = k − 1. Thus, we complete the proof of the lemma.
The following proposition gives a criteria that how to determine a B1-overpartition is
also a B0-overpartition.
Proposition 3.4. For k ≥ r ≥ λ ≥ 0 and 0 ≤ λ < k, let µ be an overpartition in
B1(α1, . . . , αλ; η, k, r) with N (k− 1)-marked parts in the Gordon marking of µ (resp. the
reverse Gordon marking of µ), let g˜1(µ) > g˜2(µ) > · · · > g˜N(µ) be the (k − 1)-marked
parts in the Gordon marking of µ and let r˜1(µ) > r˜2(µ) > · · · > r˜N(µ) be the (k − 1)-
marked parts in the reverse Gordon marking of µ. Then {g˜i(µ)}k−1 have the same type
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as {r˜i(µ)}k−1 for 1 ≤ i ≤ N . Moreover, µ is a B0(α1, . . . , αλ; η, k, r) overpartition if and
only if {g˜i(µ)}k−1 (resp. {r˜i(µ)}k−1) are of even type for 1 ≤ i ≤ N .
Proof. For 1 ≤ i ≤ N , let
g˜i,1(µ) ≤ g˜i,2(µ) ≤ · · · ≤ g˜i,k−1(µ) := g˜i(µ)
be the parts in the (k − 1)-set {g˜i(µ)}k−1. By definition, we see that g˜i,1(µ) + η ≥ g˜i(µ)
with strict inequality if g˜i(µ) is overlined, and let
r˜i(µ) := r˜i,1(µ) ≤ r˜i,2(µ) ≤ · · · ≤ r˜i,k−1(µ)
be the parts in the (k− 1)-set {r˜i(µ)}k−1. By definition, we see that r˜i(µ) + η ≥ r˜i,k−1(µ)
with strict inequality if r˜i,k−1(µ) is overlined.
By Proposition 2.5, we see that {g˜i(µ)}k−1 and {r˜i(µ)}k−1 have overlapping parts.
Hence {g˜i(µ)}k−1 and {r˜i(µ)}k−1 have the following relation, where 1 ≤ t ≤ k − 1:
g˜i,1(µ) ≤ · · · ≤ g˜i,k−t−1(µ) < g˜i,k−t(µ) ≤ · · · ≤ g˜i(µ)
‖ ‖
r˜i(µ) ≤ · · · ≤ r˜i,t(µ) < r˜i,t+1(µ) ≤ · · · ≤ r˜i,k−1(µ)
So, r˜i,k−1(µ)− g˜i,1(µ) = (r˜i,k−1(µ)− g˜i(µ)) + (g˜i(µ)− g˜i,1(µ)) = (r˜i,k−1(µ)− r˜i,t(µ)) +
(g˜i(µ) − g˜i,1(µ)) ≤ η + η = 2η with strict inequality if r˜i,k−1(µ) is overlined. By Lemma
3.3, we see that {g˜i(µ)}k−1 has the same type as {r˜i(µ)}k−1.
We proceed to show that µ is a B0-overpartition if and only if {g˜i(µ)}k−1 (resp.
{r˜i(µ)}k−1) are of even type for 1 ≤ i ≤ N . If µ is a B0-overpartition, then by defi-
nition, it is easy to see that {g˜i(µ)}k−1 (resp. {r˜i(µ)}k−1) are of even type for 1 ≤ i ≤ N .
It remains to show that if {g˜i(µ)}k−1 (resp. {r˜i(µ)}k−1) are of even type for 1 ≤ i ≤ N ,
then µ is a B0-overpartition. Here we only show that if {g˜i(µ)}k−1 are of even type for
1 ≤ i ≤ N , then µ is a B0-overpartition, since {g˜i(µ)}k−1 and {r˜i(µ)}k−1 are of the same
type.
Assume that {g˜i(µ)}k−1 are of even type for 1 ≤ i ≤ N . For any (k − 1)-set
{µi+l}0≤l≤k−2 of µ, that is,
µi ≥ µi+1 ≥ · · · ≥ µi+k−2,
where µi+k−2 + η ≥ µi with strict inequality if µi is overlined, we aim to show that
{µi+l}0≤l≤k−2 is of even type.
By the definition of Gordon marking, it is easy to see that the marks of parts in
{µi+l}0≤l≤k−2 are different, so there must be a part in {µi+l}0≤l≤k−2 marked with k− 1 in
the Gordon marking of µ. Assume that µi+t (0 ≤ t ≤ k − 2) is marked with k − 1, which
is equal to g˜j(µ), so µi − g˜j(µ) ≤ η with strict inequality if µi is overlined. Note that for
the (k − 1)-set {g˜j(µ)}k−1:
g˜j,1(µ) ≤ g˜j,2(µ) ≤ · · · ≤ g˜j,k−1(µ) := g˜j(µ),
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we have g˜j,1(µ) + η ≥ g˜j(µ) with strict inequality if g˜j(µ) is overlined. Hence we have
µi − g˜j,1(µ) = (µi − g˜j(µ)) + (g˜j(µ)− g˜j,1(µ)) ≤ 2η
with strict inequality if µi is overlined. From Lemma 3.3, we see that the (k − 1)-set
{µi+l}0≤l≤k−2 has the same type as {g˜j(µ)}k−1 in µ. Note that {g˜j(µ)}k−1 is of even type,
and so {µi+l}0≤l≤k−2 is of even type. It follows that µ is a B0-overpartition. Thus, we
complete the proof.
3.2 The restrict forward move and the restrict backward move
To construct the bijection in Theorem 3.1, we will first apply the forward move to the
overpartition γ in B0(α1, . . . , αλ; η, k, r) so that there are some (k − 1)-sets in γ not
satisfying the congruence (3.2). To this end, we will define the following two subsets of
B1(α1, . . . , αλ; η, k, r). In this subsection, we assume that λ, k and r are integers such
that k ≥ r ≥ λ ≥ 0 and k > λ.
For 1 ≤ p ≤ N , let Bs(α1, . . . , αλ; η, k, r|N, p) denote the set of overpartitions γ in
B1(α1, . . . , αλ; η, k, r) such that there are N (k − 1)-marked parts in the reverse Gordon
marking of γ, denoted by r˜1(γ) > r˜2(γ) > · · · > r˜N (γ), and {r˜i(γ)}k−1 has the same type
as {r˜p+1(γ)}k−1 for all 1 ≤ i ≤ p. Here we assume that {r˜N+1(γ)}k−1 is of even type.
For 1 ≤ p ≤ N , let Bd(α1, . . . , αλ; η, k, r|N, p) denote the set of overpartitions γ in
B1(α1, . . . , αλ; η, k, r) such that there are N (k − 1)-marked parts in the reverse Gordon
marking of γ, denoted by r˜1(γ) > r˜2(γ) > · · · > r˜N(γ), and {r˜i(γ)}k−1 has the opposite
type with {r˜p+1(γ)}k−1 for all 1 ≤ i ≤ p. Here we assume that {r˜N+1(γ)}k−1 is of even
type.
Obviously,
Bs(α1, . . . , αλ; η, k, r|N,N) ⊆ B0(α1, . . . , αλ; η, k, r),
and for 1 ≤ i ≤ p− 1, we have
Bd(α1, . . . , αλ; η, k, r|N, p) ⊆ Bs(α1, . . . , αλ; η, k, r|N, i).
We will show that the forward move of the p-th kind φp is a bijection between
Bs(α1, . . . , αλ; η, k, r|N, p) and Bd(α1, . . . , αλ; η, k, r|N, p), which is stated as follows.
Theorem 3.5. For 1 ≤ p ≤ N , the forward move of the p-th kind φp is a bijection
between the set Bs(α1, . . . , αλ; η, k, r|N, p) and the set Bd(α1, . . . , αλ; η, k, r|N, p) such that
for γ ∈ Bs(α1, . . . , αλ; η, k, r|N, p) and δ = φp(γ) we have |δ| = |γ|+ pη.
In order to prove the above theorem, we first show the following two lemmas. It can
be easily seen that Theorem 3.5 is a direct consequence of the following two lemmas as
well as Theorem 2.12. For convenience, in the remaining of the paper, we use fγ(0, η] to
denote the number of parts less than or equal to η in an overpartition γ.
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Lemma 3.6. For 1 ≤ p ≤ N , let γ be an overpartition in Bs(α1, . . . , αλ; η, k, r|N, p).
We apply the forward move of the p-th kind φp to γ to get an overpartition δ, namely,
δ = φp(γ). Then δ is an overpartition in Bd(α1, . . . , αλ; η, k, r|N, p) such that |δ| = |γ|+pη.
Proof. We first show that δ is an overpartition in B1(α1, . . . , αλ; η, k, r). By definition, it is
easy to check that fδ(0, η] = fγ(0, η] or fγ(0, η]−1. By definition, we have fγ(0, η] ≤ r−1.
So, fδ(0, η] ≤ r − 1. By the construction of δ, we see that there are no overlined parts
divided by η in δ and only parts divided by η may be non-overlined in δ. By Lemma
2.7 and Lemma 2.8, we see that only parts divided by η may be repeated in δ and there
are at most k − 1 marks in the Gordon marking of δ. Hence δ is an overpartition in
B1(α1, . . . , αλ; η, k, r).
By Lemma 2.8, we see that there are N (k − 1)-marked parts in the Gordon marking
of δ, denoted by g˜1(δ) > g˜2(δ) > · · · > g˜N(δ). It follows from Proposition 2.5 that
there are also N (k − 1)-marked parts in the reverse Gordon marking of δ, denoted by
r˜1(δ) > r˜2(δ) > · · · > r˜N (δ).
In order to show that {r˜i(δ)}k−1 are of the opposite type with {r˜p+1(δ)}k−1 for 1 ≤
i ≤ p, we proceed to prove that {g˜i(δ)}k−1 are of the opposite type with {g˜p+1(δ)}k−1 for
1 ≤ i ≤ p. By (2.6) in Lemma 2.8, we see that for 1 ≤ i ≤ p, {r˜i(γ)}k−1 and {g˜i(δ)}k−1
have the following relation:
r˜i,2(γ) ≤ · · · ≤ r˜i,k−1(γ) ≤ r˜i(γ) + η
q q q
g˜i,1(δ) ≤ · · · ≤ g˜i,k−2(δ) ≤ g˜i(δ)
(3.12)
We proceed to show that for 1 ≤ i ≤ p,
V δ(g˜i(δ)) = V γ(r˜i,k−1(γ)). (3.13)
From the relation (3.12), it is easy to see that
V γ(r˜i,k−1(γ))− χ (r˜i(γ) 6≡ 0 mod η) = V δ(g˜i,k−2(δ)), (3.14)
V δ(g˜i(δ))− χ (g˜i(δ) 6≡ 0 mod η) = V δ(g˜i,k−2(δ)), (3.15)
where χ(N) = 1 if N is true, otherwise, χ(N) = 0. Since g˜i(δ) = r˜i(γ) + η, then
χ (g˜i(δ) 6≡ 0 mod η) = χ (r˜i(γ) 6≡ 0 mod η) .
Hence we obtain (3.13) by combining (3.14) and (3.15).
Assume that aN+1(γ) = r − 1 and for 1 ≤ i ≤ N ,
[r˜i(γ)/η] + [r˜i,2(γ)/η] + · · ·+ [r˜i,k−1(γ)/η] ≡ ai(γ) + V γ(r˜i,k−1(γ)) (mod 2),
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where ai(γ) = r − 1 or r. Since γ is an overpartition in Bs(α1, . . . , αλ; η, k, r|N, p), we
have ai(γ) = ap+1(γ) for 1 ≤ i ≤ p. By the relation (3.12), we see that
[g˜i,1(δ)/η] + · · ·+ [g˜i,k−2(δ)/η] + [g˜i(δ)/η]
= [r˜i,2(γ)/η] + · · ·+ [r˜i,k−1(γ)/η] + [(r˜i(γ) + η)/η]
= [r˜i(γ)/η] + [r˜i,2(γ)/η] + · · ·+ [r˜i,k−1(γ)/η] + 1
≡ ai(γ) + V γ(r˜i,k−1(γ)) + 1 (mod 2).
Assume that aN+1(δ) = r − 1 and for 1 ≤ i ≤ N ,
[g˜i,1(δ)/η] + · · ·+ [g˜i,k−2(δ)/η] + [g˜i(δ)/η] ≡ ai(δ) + V δ(g˜i(δ)) (mod 2),
where ai(δ) = r− 1 or r. From the proof of Lemma 2.8 and by Proposition 3.4, it is easy
to see that ap+1(γ) ≡ ap+1(δ) (mod 2). Hence ai(γ) = ap+1(δ) for 1 ≤ i ≤ p. It follows
from (3.13) that
[g˜i,1(δ)/η] + · · ·+ [g˜i,k−2(δ)/η] + [g˜i(δ)/η]
≡ ap+1(δ) + V δ(g˜i(δ)) + 1 (mod 2).
Hence, we arrive at ai(δ) ≡ ap+1(δ) + 1 (mod 2) for 1 ≤ i ≤ p, namely, {g˜i(δ)}k−1 are
of the opposite type with {g˜p+1(δ)}k−1 for 1 ≤ i ≤ p. By Proposition 3.4, we see that
{r˜i(δ)}k−1 are of the opposite type with {r˜p+1(δ)}k−1 for 1 ≤ i ≤ p. So we have proved
that δ ∈ Bd(α1, . . . , αλ; η, k, r|N, p). From the definition of the forward move of the p-th
kind, it is easy to check that |δ| = |γ|+ pη. Thus, we complete the proof.
Lemma 3.7. For 1 ≤ p ≤ N , let δ be an overpartition in Bd(α1, . . . , αλ; η, k, r|N, p). We
apply the backward move of the p-th kind ψp to δ to get γ, namely, γ = ψp(δ). Then γ is
an overpartition in Bs(α1, . . . , αλ; η, k, r|N, p) such that |γ| = |δ| − pη.
Proof. We first show that the backward move of the p-th kind ψp can be applied to δ.
Namely, δ satisfies the conditions (a) and (b) in Definition 2.9.
Since δ is an overpartition in Bd(α1, . . . , αλ; η, k, r|N, p), then there are N (k − 1)-
marked parts in the reverse Gordon marking of δ. By Proposition 2.5, we see that there
are N (k−1)-marked parts in the Gordon marking of δ, denoted by g˜1(δ) > g˜2(δ) > · · · >
g˜N(δ). We assume that {g˜N+1(δ)}k−1 is of even type. By Proposition 3.4, we see that
{g˜i(δ)}k−1 has the opposite type with {g˜p+1(δ)}k−1 for 1 ≤ i ≤ p.
We first show that g˜p(δ) ≥ η + α1. Supposed not, then g˜p(δ) ≤ η. By definition, we
see that p = N . Since g˜p(δ) is marked with k − 1 in the Gordon marking of δ, we derive
that fδ(0, η] = k−1, and so r = k. Then we obtain that V δ(g˜p(δ)) = fδ(0, η). So we have
k−1∑
j=1
[g˜p,j(δ)/η] = fδ[η, η] = fδ(0, η]−fδ(0, η) = k−1−V δ(g˜p(δ)) ≡ r−1+V δ(g˜p(δ)) (mod 2).
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It follows that {g˜p(δ)}k−1 (p = N) is of even type, which contradicts to the fact that δ is
an overpartition in Bd(α1, . . . , αλ; η, k, r|N, p). Hence g˜p(δ) ≥ η + α1.
We proceed to show that there are no (k − 1)-sets of δ in [g˜p(δ) − 2η, g˜p(δ)) (resp.
(g˜p(δ)− 2η, g˜p(δ))) if g˜p(δ) is non-overlined (resp. g˜p(δ) is overlined). Otherwise, assume
that there are such k − 1 parts denoted by δm+k−2 ≤ · · · ≤ δm. Note that g˜p(δ) ≤
δm+k−2 + 2η with strict inequality if g˜p(δ) is overlined, and by Lemma 3.3, we see that
{g˜p(δ)}k−1 has the same type with {δm}k−1 in δ. On the other hand, since {δm}k−1 is
a (k − 1)-set of δ, by the definition of Gordon marking, we see that there is a part, say
δm+t (0 ≤ t ≤ k − 2), should be marked with k − 1 in the Gordon marking of δ. Hence
δm+t = g˜p+1(δ). So, we have
δm − g˜p+1,1 = (δm − δm+t) + (δm+t − g˜p+1,1) = (δm − δm+t) + (g˜p+1(δ)− g˜p+1,1) ≤ 2η,
with strict inequality if δm is overlined. Then, by Lemma 3.3, we see that {g˜p+1(δ)}k−1
also has the same type with {δm}k−1 in δ, and so {g˜p+1(δ)}k−1 has the same type with
{g˜p(δ)}k−1 in δ, which contracts to the fact that {g˜p+1(δ)}k−1 has the opposite type with
{g˜p(δ)}k−1 in δ. Therefore, there are no (k − 1)-sets of δ in [g˜p(δ) − 2η, g˜p(δ)) (resp.
(g˜p(δ) − 2η, g˜p(δ))) if g˜p(δ) is non-overlined (resp. g˜p(δ) is overlined). Hence we could
apply the backward move of the p-th kind ψp to δ.
Setting γ = ψp(δ), we next show that γ is an overpartition in B1(α1, . . . , αλ; η, k, r).
By Lemma 2.10 and Lemma 2.11, it suffices to show that fγ(0, η] ≤ r − 1. From the
construction of ψp, we see that if g˜p(δ) > 2η, then fγ(0, η] = fδ(0, η] ≤ r − 1. If η + α1 ≤
g˜p(δ) ≤ 2η, then fγ(0, η] = fδ(0, η] + 1. It suffices to show that fδ(0, η] < r − 1 when
η + α1 ≤ g˜p(δ) ≤ 2η.
If η + α1 ≤ g˜p(δ) ≤ 2η, then
k−1∑
j=1
[g˜p,j(δ)/η] ≡ V δ(g˜p(δ))− fδ(0, η) + fδ([η, η]) ≡ fδ(0, η] + V δ(g˜p(δ)) (mod 2). (3.16)
Supposed that fδ(0, η] = r−1, then we derive from (3.16) that {g˜p(δ)}k−1 is of even type.
Note that {g˜p(δ)}k−1 has the opposite type with {g˜p+1(δ)}k−1 , it follows that p < N and
{g˜p+1(δ)}k−1 is of odd type. Since g˜p+1(δ) ≤ g˜p(δ) − η ≤ η, and from the argument in
the preceding proof, we derive that {g˜p+1(δ)}k−1 is of the even type, which leads to a
contradiction. So, we conclude that fδ(0, η] < r − 1 when η + α1 ≤ g˜p(δ) ≤ 2η.
Now, we have proved that γ is an overpartition in B1(α1, . . . , αλ; η, k, r). We proceed
to show that γ is an overpartition in Bs(α1, . . . , αλ; η, k, r|N, p) such that |γ| = |δ| − pη.
From the construction of ψp, it’s easy to see that |γ| = |δ| − pη.
By (2.8) in Lemma 2.11, we see that {g˜i(δ)}k−1 and {r˜i(γ)}k−1 have the following
relation: For 1 ≤ i ≤ p,
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g˜i(δ)− η ≤ g˜i,1(δ) ≤ · · · ≤ g˜i,k−2(δ)
q q q
r˜i(γ) ≤ r˜i,2(γ) ≤ · · · ≤ r˜i,k−1(γ)
(3.17)
We next show that for 1 ≤ i ≤ p,
V δ(g˜i(δ)) = V γ(r˜i,k−1(γ)). (3.18)
From the relation (3.17), it is easy to see that
V γ(r˜i,k−1(γ))− χ (r˜i(γ) 6≡ 0 mod η) = V δ(g˜i,k−2(δ)), (3.19)
V δ(g˜i(δ))− χ (g˜i(δ) 6≡ 0 mod η) = V δ(g˜i,k−2(δ)), (3.20)
where χ(N) = 1 if N is true, otherwise, χ(N) = 0. Since r˜i(γ) = g˜i(δ)− η, then
χ (r˜i(γ) 6≡ 0 mod η) = χ (g˜i(δ) 6≡ 0 mod η) .
Hence we derive (3.18) by combining (3.19) and (3.20).
Assume that aN+1(δ) = r − 1 and for 1 ≤ i ≤ N ,
[g˜i,1(δ)/η] + · · ·+ [g˜i,k−2(δ)/η] + [g˜i(δ)/η] ≡ ai(δ) + V δ(g˜i(δ)) (mod 2),
where ai(δ) = r − 1 or r. Since δ is an overpartition in Bd(α1, . . . , αλ; η, k, r|N, p), then
by definition, we have ai(δ) ≡ ap+1(δ) + 1 (mod 2) for 1 ≤ i ≤ p. By the relation (3.17),
we see that
[r˜i(γ)/η] + [r˜i,2(γ)/η] + · · ·+ [r˜i,k−1(γ)/η]
= [(g˜i(δ)− η)/η] + [g˜i,1(δ)/η] + · · ·+ [g˜i,k−2(δ)/η]
= [g˜i,1(δ)/η] + · · ·+ [g˜i,k−2(δ)/η] + [g˜i(δ)/η]− 1
≡ ai(δ) + V δ(g˜i(δ))− 1 (mod 2).
(3.21)
Assume that aN+1(γ) = r − 1 and for 1 ≤ i ≤ N ,
[r˜i(γ)/η] + [r˜i,2(γ)/η] + · · ·+ [r˜i,k−1(γ)/η] ≡ ai(γ) + V γ(r˜i,k−1(γ)) (mod 2),
where ai(γ) = r − 1 or r. From the construction of the backward move of the p-th
kind ψp and by Proposition 3.4, we see that ap+1(γ) = ap+1(δ). Hence we conclude that
ai(δ) ≡ ap+1(γ) + 1 (mod 2) for 1 ≤ i ≤ p. It follows from (3.18) and (3.21) that
[r˜i(γ)/η] + [r˜i,2(γ)/η] + · · ·+ [r˜i,k−1(γ)/η]
≡ ap+1(γ) + V γ(r˜i,k−1(γ)) (mod 2).
Then, we see that {r˜i(γ)}k−1 have the same type with {r˜p+1(γ)}k−1 for 1 ≤ i ≤ p. Hence
γ is an overpartition in Bs(α1, . . . , αλ; η, k, r|N, p). Thus, we complete the proof.
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3.3 The (k − 1)-insertion and the (k − 1)-separation
In this subsection, we will define the (k − 1)-insertion to insert the parts in Dη to the
overpartition in B1(α1, . . . , αλ; η, k, r) to generate some overlined parts divided by η. To
this end, we will define the following two subsets of B1(α1, . . . , αλ; η, k, r).
For q ≥ N ≥ 0 and a = η or αi where 1 ≤ i ≤ λ, let B<(α1, . . . , αλ; η, k, r|N, qη + a)
denote the set of overpartitions π in B1(α1, . . . , αλ; η, k, r) such that there are N (k − 1)-
marked parts in the reverse Gordon marking of π, denoted by r˜1(π) > r˜2(π) > · · · > r˜N(π).
Let p be the least integer such that 0 ≤ p ≤ N and (q − p)η + a ≥ r˜p+1(π) + η. Then
the largest overlined part ≡ a (mod η) is less than (q − p)η + a. Furthermore, if a = αi
where 1 ≤ i ≤ λ, q = N and fπ(0, η] = r − 1, then r˜N(π) ≤ η. Here, we assume that
r˜N+1(π) = −∞.
For s ≥ 0, 0 ≤ p ≤ N and a = η or αi where 1 ≤ i ≤ λ, let B=(α1, . . . , αλ; η, k, r|N, (s+
p)η + a) denote the set of overpartitions ω in B1(α1, . . . , αλ; η, k, r) such that the largest
overlined part ≡ a (mod η) in ω is sη + a. Define ω to be the underlying overpartition
of ω obtained by removing sη + a from ω, then there are N (k − 1)-marked parts in the
Gordon marking of ω, denoted by g˜1(ω) > · · · > g˜N(ω), and p is the least integer such
that g˜p+1(ω) < sη + a.
Theorem 3.8. For q ≥ N ≥ 0 and a = η or αi where 1 ≤ i ≤ λ, let π be an overpartition
in B<(α1, . . . , αλ; η, k, r|N, qη + a) and let r˜1(π) > · · · > r˜N (π) be the (k − 1)-marked
parts in the reverse Gordon marking of π. Assume that p is the least integer such that
0 ≤ p ≤ N and (q − p)η + a ≥ r˜p+1(π) + η.
Define the (k − 1)-insertion ω = Iqη+a(π) as follows: First apply the forward move of
the p-th kind φp to π to get ω, and then insert (q − p)η + a into ω as an overlined part
to obtain ω.
Then Iqη+a is a bijection between the set B<(α1, . . . , αλ; η, k, r|N, qη + a) and the set
B=(α1, . . . , αλ; η, k, r|N, (s+ p)η + a), where q = s+ p.
In order to prove above theorem, we will show Lemma 3.9 and Lemma 3.10, where
Lemma 3.9 tells us that the map Iqη+a is well-defined and Lemma 3.10 shows that the
map Iqη+a is reversible. Hence Theorem 3.8 is immediately followed by these two lemmas.
Lemma 3.9. For q ≥ N ≥ 0 and a = η or αi where 1 ≤ i ≤ λ, let π be an over-
partition in B<(α1, . . . , αλ; η, k, r|N, qη + a). We apply the (k − 1)-insertion Iqη+a to
π to obtain an overpartition ω, namely, ω = Iqη+a(π). Then ω is an overpartition in
B=(α1, . . . , αλ; η, k, r|N, (s+ p)η + a) such that
s+ p = q and |ω| = |π|+ qη + a.
Proof. Let r˜1(π) > · · · > r˜N(π) be the (k − 1)-marked parts in the reverse Gordon
marking of π. Assume that p is the least integer such that 0 ≤ p ≤ N and (q − p)η + a ≥
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r˜p+1(π) + η. Setting ω = φp(π), by the definition of the forward move of the p-th kind,
it is easy to check that fω(0, η] = fπ(0, η] or fπ(0, η] − 1. Since fπ(0, η] ≤ r − 1, we see
that fω(0, η] ≤ r − 1. By Lemma 2.7 and Lemma 2.8, we see that ω is an overpartitions
in B1(α1, . . . , αλ; η, k, r). Furthermore, there are N (k − 1)-marked parts in the Gordon
marking of ω, denoted by g˜1(ω) > · · · > g˜N(ω), by (2.6) in Lemma 2.8, we see that
g˜i(ω) = r˜i(π) + η for 1 ≤ i ≤ p, and r˜i,1(π) ≤ g˜i(ω) ≤ r˜i,k−1(π) for p < i ≤ N. (3.22)
We proceed to show that ω is an overpartitions in B1(α1, . . . , αλ; η, k, r). Note that ω is
obtained by inserting (q − p)η + a into ω. Hence it suffices to show that fω(0, η] ≤ r − 1
and the marks in the Gordon marking of ω do not exceed k − 1.
We first show that fω(0, η] ≤ r − 1. Note that fω(0, η] ≤ r − 1, we consider the
following two cases:
Case 1: If (q − p)η + a > η, then we have fω(0, η] = fω(0, η] ≤ r − 1.
Case 2: If (q − p)η + a ≤ η, then by the choice of p, we find that q = p = N and
a = αi where 1 ≤ i ≤ λ. There are two subcases:
Case 2.1: If fπ(0, η] < r − 1, then fω(0, η] = fω(0, η] + 1 ≤ fπ(0, η] + 1 ≤ r − 1.
Case 2.2: If fπ(0, η] = r−1, then r˜N(π) ≤ η. Notice that we will change r˜N(π) in π to
r˜N(π) + η in ω, So fω(0, η] = fπ(0, η]− 1. Then fω(0, η] = fω(0, η] + 1 = fπ(0, η] = r − 1.
Hence, we obtain that fω(0, η] ≤ r − 1. We proceed to show that the marks in the
Gordon marking of ω do not exceed k − 1. Since p is the smallest integer such that
(q − p)η + a ≥ r˜p+1(π) + η, (3.23)
then
(q − p)η + a < r˜p(π). (3.24)
If we insert (q − p)η + a into ω, then by the relations (3.23) and (3.24), we find that
r˜p+1(π) ≤ · · · ≤ r˜p+1,k−1(π) < · · · < (q − p)η + a < · · · < r˜p,2(π) ≤ · · · ≤ r˜p,k−1(π) ≤ r˜p(π)+η.
By (3.23), we see that the mark of (q − p)η + a does not affect the mark of r˜p+1(π) in
the Gordon marking of ω, and by (3.24), we see that the mark of (q − p)η + a does not
affect the mark of r˜p(π) + η in the Gordon marking of ω. But there are no (k− 1)-sets in
the following parts in ω:
r˜p+1,2(π) ≤ · · · ≤ r˜p+1,k−1(π) < · · · < r˜p,2(π) ≤ · · · ≤ r˜p,k−1(π).
So the marks in the Gordon marking of ω do not exceed k−1 after inserting (q − p)η + a
into ω. Thus, we have shown that ω is an overpartition in B1(α1, . . . , αλ; η, k, r).
Note that the largest overlined part ≡ a (mod η) in π is less than (q − p)η + a, so
the largest overlined part ≡ a (mod η) in ω is (q − p)η + a. Hence s = q − p. From the
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construction of Iqη+a, it is easy to see that |ω| = |π| + qη + a. Combining (3.22), (3.23)
and (3.24), we find that
g˜p+1(ω) ≤ r˜p+1,k−1(π) ≤ r˜p+1(π) + η ≤ sη + a < r˜p(π) = g˜p(ω)− η.
Note that sη + a is not a part of ω, so g˜p+1(ω) < sη + a. Then p is the least integer such
that g˜p+1(ω) < sη + a. Hence, ω is an overpartition in B=(α1, . . . , αλ; η, k, r|N, (s+ p)η+
a). Thus, we complete the proof of this lemma.
Lemma 3.10. For s ≥ 0, 0 ≤ p ≤ N and a = η or αi where 1 ≤ i ≤ λ, let ω be
an overpartition in B=(α1, . . . , αλ; η, k, r|N, (s + p)η + a), and let sη + a be the largest
overlined part ≡ a (mod η) in ω. Then there are N (k − 1)-marked parts in the Gordon
marking of the underlying overpartition ω of ω, denoted by g˜1(ω) > · · · > g˜N(ω), and let
p be the least integer such that sη + a > g˜p+1(ω).
Define the (k − 1)-separation π = SP (s+p)η+a(ω) as follows: First remove sη + a from
ω to obtain ω, and then apply the backward move of the p-th kind ψp to ω to obtain π.
Then π is an overpartition in B<(α1, . . . , αλ; η, k, r|N, qη+ a) such that q = s+ p and
|π| = |ω| − (s+ p)η − a.
Proof. We first show that the backward move of the p-th kind ψp can be applied to ω.
To this end, we proceed to show that g˜p(ω) ≥ η + α1 and there are no (k − 1)-sets of ω
in [g˜p(ω) − 2η, g˜p(ω)) (resp. (g˜p(ω) − 2η, g˜p(ω))) if g˜p(ω) is non-overlined (resp. g˜p(ω) is
overlined).
We first claim that there are no (k − 1)-sets of ω in ((s− 1)η + a, (s+ 1)η + a). Sup-
pose not, we assume that there are such k − 1 parts in ω, denoted by
(s− 1)η + a < xk−1(ω) ≤ · · · ≤ x1(ω) < (s+ 1)η + a.
If we insert sη + a into ω to recover ω, then the marks of parts xk−1(ω), . . . , x1(ω) and
sη + a are different in the Gordon marking of ω. It implies that there is a part marked
with k in the Gordon marking of ω. This contradicts to the fact that ω is an overpar-
tition in B=(α1, . . . , αλ; η, k, r|N, (s + p)η + a). Thus, there are no (k − 1)-sets of ω in
((s− 1)η + a, (s+ 1)η + a).
We next show that g˜p(ω) ≥ η + α1 by using the above claim. Since p is the least
integer such that
sη + a > g˜p+1(ω), (3.25)
it implies that sη + a ≤ g˜p(ω). Note that sη + a is not a part of ω, so sη + a < g˜p(ω).
We next show that g˜p(ω) > (s+ 1)η + a. Suppose not, that is, g˜p(ω) ≤ (s+ 1)η + a.
Since sη + a is the largest overlined part ≡ a (mod η) in ω, the largest overlined part
≡ a (mod η) in ω is less than sη + a. So (s+ 1)η + a is not a part of ω. It implies that
g˜p(ω) < (s+ 1)η + a. Let
g˜p,1(ω) ≤ g˜p,2(ω) ≤ · · · ≤ g˜p,k−1(ω) := g˜p(ω)
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be the (k − 1)-set {g˜p(ω)}k−1 in ω. Since g˜p(ω) > sη + a, then g˜p,1(ω) ≥ g˜p(ω) − η >
(s− 1)η + a. Hence
(s− 1)η + a < g˜p,1(ω) ≤ g˜p,2(ω) ≤ · · · ≤ g˜p,k−1(ω) := g˜p(ω) < (s+ 1)η + a,
which contradicts to our claim that there are no (k−1)-sets of ω in ((s− 1)η + a, (s+ 1)η + a).
Hence
g˜p(ω) > (s+ 1)η + a, (3.26)
and so g˜p(ω) > η + α1.
Now, we proceed to use our claim to show that there are no (k − 1)-sets of ω in
[g˜p(ω) − 2η, g˜p(ω)) (resp. (g˜p(ω) − 2η, g˜p(ω))) if g˜p(ω) is non-overlined (resp. g˜p(ω) is
overlined). Suppose not, we assume that there are such k − 1 parts in ω, denoted by
g˜p(ω)− 2η ≤ yk−1(ω) ≤ · · · ≤ y1(ω) < g˜p(ω),
so there exists a part, say yt(ω) (1 ≤ t ≤ k−1), marked with k−1 in the Gordon marking
of ω. We see that yt(ω) < g˜p(ω). We next show that yt(ω) > g˜p+1(ω). By (3.26), we see
that
(s− 1)η + a < g˜p(ω)− 2η ≤ yk−1(ω) ≤ · · · ≤ y1(ω).
From our claim, we see that there are no (k − 1)-sets of ω in ((s− 1)η + a, (s+ 1)η + a).
It follows that y1(ω) ≥ (s+ 1)η + a. Note that {yi(ω)}1≤i≤k−1 is a (k − 1)-set of ω, so
yk−1(ω) ≥ y1(ω)−η with strict inequality if y1(ω) is overlined, and hence yk−1(ω) > sη + a.
By (3.25), we see that yt(ω) ≥ yk−1(ω) > sη + a > g˜p+1(ω). Hence g˜p+1(ω) < yt(ω) <
g˜p(ω), which contradicts to the fact that there is no (k − 1)-marked part in the Gordon
marking of ω between g˜p(ω) and g˜p+1(ω). Therefore, there are no (k − 1)-sets of ω in
[g˜p(ω) − 2η, g˜p(ω)) (resp. (g˜p(ω) − 2η, g˜p(ω))) if g˜p(ω) is non-overlined (resp. g˜p(ω) is
overlined). Hence, the backward move ψp can be applied to ω.
We next show that π is an overpartition in B1(α1, . . . , αλ; η, k, r), by Lemma 2.10 and
Lemma 2.11, it suffices to show that fπ(0, η] ≤ r−1. We consider the following two cases:
Case 1: If g˜p(ω)− η > η, then fπ(0, η] = fω(0, η] ≤ fω(0, η] ≤ r − 1.
Case 2: If g˜p(ω)− η ≤ η, then fπ(0, η] = fω(0, η] + 1. Furthermore, by (3.26), we see
that sη + a < η, and so, s = 0 and a = αi where 1 ≤ i ≤ λ. Hence fω(0, η] = fω(0, η]− 1.
Therefore, fπ(0, η] = fω(0, η] + 1 = fω(0, η] ≤ r − 1.
Hence π is an overpartition in B1(α1, . . . , αλ; η, k, r). We proceed to show that π is an
overpartition in B<(α1, . . . , αλ; η, k, r|N, qη + a), where q = s+ p.
By Lemma 2.11, we see that there are N (k − 1)-marked parts in reverse Gordon
marking of π, denoted by r˜1(π) > · · · > r˜N(π). Furthermore, by (2.8) in Lemma 2.11, we
see that
r˜i(π) = g˜i(ω)− η for 1 ≤ i ≤ p, and g˜i,1(ω) ≤ r˜i(π) ≤ g˜i,k−1(ω) for p < i ≤ N. (3.27)
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Combining (3.25) and (3.27), we see that r˜p+1(π) ≤ g˜p+1(ω) < sη + a. We proceed to
show that
r˜p+1(π) ≤ (s− 1)η + a. (3.28)
Assume that r˜p+1(π) > (s− 1)η + a, let
r˜p+1(π) ≤ r˜p+1,2(π) ≤ . . . ≤ r˜p+1,k−1(π)
be the parts in the (k − 1)-set {r˜p+1(π)}k−1 of π. Note that r˜p+1,k−1(π) ≤ r˜p+1(π) + η <
(s+ 1)η + a, so we see that
(s− 1)η + a < r˜p+1(π) ≤ r˜p+1,2(π) ≤ · · · ≤ r˜p+1,k−1(π) < (s+ 1)η + a.
From the construction of the backward move, we see that r˜p+1(π), r˜p+1,2(π), . . . , r˜p+1,k−1(π)
are also the parts of ω. Hence we conclude that there exists a (k − 1)-set of ω in
((s− 1)η + a, (s+ 1)η + a), which contradicts to our claim that there are no (k − 1)-sets
of ω in ((s− 1)η + a, (s+ 1)η + a). Hence we obtain (3.28).
Combining (3.26) and (3.27), we see that r˜p(π) = g˜p(ω) − η > sη + a. By (3.28), we
see that r˜p+1(π) + η ≤ sη + a < r˜p(π). It follows that p is least integer such that
r˜p+1(π) + η ≤ (q − p)η + a
where q = p+ s. From the construction of the (k− 1)-separation SP (s+p)η+a, it is easy to
see that the largest overlined part ≡ a (mod η) is less than (q − p)η + a.
We next show that q ≥ N . If p = N , then we have q = p+s ≥ N . If p < N , then note
that r˜i(π) ≥ r˜i+1(π) + η for 1 ≤ i < N , so (q − p)η + a ≥ r˜p+1(π) + η ≥ r˜p+2(π) + 2η ≥
r˜N(π) + (N − p)η ≥ (N − p)η + α1, which implies that q ≥ N.
We proceed to show that if a = αi where 1 ≤ i ≤ λ, q = N and fπ(0, η] = r − 1, then
r˜N(π) ≤ η. We consider the following two cases.
(1) If g˜p(ω)− η ≤ η, then r˜N (π) ≤ r˜p(π) = g˜p(ω)− η ≤ η.
(2) If g˜p(ω)− η > η, then fω(0, η] = fπ(0, η] = r − 1. We assert that p < N . Suppose
not, and assume that p = N , then (q − p)η + a = a. Notice that ω is obtained by removing
a from ω, so we have fω(0, η] = fω(0, η]− 1 < r− 1, which contradicts to fω(0, η] = r− 1.
So p < N . It follows that r˜N(π) ≤ r˜N−1(π)− η ≤ · · · ≤ r˜p+1(π)− (N − p− 1)η. By (3.28)
and note that q = N , we derive that r˜N(π) ≤ a < η.
Therefore, π ∈ B<(α1, . . . , αλ; η, k, r|N, qη+ a). From the construction of the (k − 1)-
separation SP (s+p)η+a, it is easy to check that s+ p = q and |π| = |ω|− (s+ p)η−a. This
completes the proof.
The following theorem shows that (k − 1)-insertion can be applied successively to an
overpartition in B<(α1, . . . , αλ; η, k, r|N, (s+ p)η + a).
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Theorem 3.11. For s ≥ 0, 0 ≤ p ≤ N and a = η or αi where 1 ≤ i ≤ λ, let ω
be an overpartition in B=(α1, . . . , αλ; η, k, r|N, (s + p)η + a). Assume that there are N
′
(k − 1)-marked part in the reverse Gordon marking of ω.
(1) If q′ > s+ p, then ω is an overpartition in B<(α1, . . . , αλ; η, k, r|N
′, q′η + a);
(2) Set π = SP (s+p)η+a(ω). If π is an overpartition in B=(α1, . . . , αλ; η, k, r|N
′′, (s1 +
p1)η + a), then s+ p > s1 + p1.
Proof. (1) Recall that ω is obtained by removing sη + a from ω, we see that the number
of (k − 1)-marked parts in the reverse Gordon marking of ω is at most once more than
that of ω. So N ′ = N or N +1. Let r˜1(ω) > · · · > r˜N(ω) and g˜1(ω) > · · · > g˜N(ω) be the
(k − 1)-marked parts in the reverse Gordon marking of ω and the (k − 1)-marked parts
in the Gordon marking of ω respectively. From Proposition 2.5, we see that r˜p+1(ω) ≤
g˜p+1(ω). Note that ω is an overpartition in B=(α1, . . . , αλ; η, k, r|N, (s + p)η + a), so p
is the least integer such that g˜p+1(ω) < sη + a. Hence, we have r˜p+1(ω) < sη + a. Let
r˜1(ω) > · · · > r˜N ′(ω) be the (k − 1)-marked parts in the reverse Gordon marking of ω.
We aim to show that
r˜p+1(ω) ≤ sη + a. (3.29)
Suppose not, that is, r˜p+1(ω) > sη + a, by the relation of ω and ω, we find that r˜p+1(ω) =
r˜p+1(ω), and so r˜p+1(ω) > sη + a, which contradicts to the fact that r˜p+1(ω) < sη + a. So
(3.29) holds.
Assume that q′ > s + p, we aim to show that ω is an overpartition in B<(α1, . . . , αλ;
η, k, r|N, q′η + a). From the proof in Lemma 3.10, we see that s + p ≥ N . Then q′ ≥
(s+ p+ 1) ≥ N + 1 ≥ N ′.
Let p′ be the least integer such that (q′ − p′)η + a ≥ r˜p′+1(ω)+ η. By (3.29), and note
that q′ − p > s, we have (q′ − p)η + a ≥ (s+ 1)η + a = sη + a + η ≥ r˜p+1(ω) + η. By
the choice of p′, we have p′ ≤ p ≤ N ≤ N ′. So, (q′ − p′)η + a ≥ (q′ − p)η + a > sη + a.
Notice that the largest overlined part ≡ a (mod η) in ω is equal to sη + a, so the overlined
parts ≡ a (mod η) in ω are less than (q′ − p′)η + a.
If a < η and q′ = N ′, note that q′ ≥ s + p + 1 ≥ N + 1 ≥ N ′, then q′ = N ′ = N + 1
and s+ p = N . By (3.29), we see that
sη + a ≥ r˜p+1(ω) ≥ r˜p+2(ω) + η ≥ · · · ≥ r˜N+1(ω) + (N − p)η.
Therefore, r˜N+1(ω) ≤ sη + a− (N − p)η = a < η.
Hence, it follows that ω is an overpartition in B<(α1, . . . , αλ; η, k, r|N
′, q′η + a).
(2) By Lemma 3.10, we see that π is an overpartition in B<(α1, . . . , αλ; η, k, r|N, qη+a),
p is the least integer such that
(q − p)η + a ≥ r˜p+1(π) + η, (3.30)
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and the largest overlined part ≡ a (mod η) in π is less than (q − p)η + a, where q = s+p.
If π is an overpartition in B=(α1, . . . , αλ; η, k, r|N
′′, (s1 + p1)η + a), then the largest
overlined part≡ a (mod η) in π is s1η + a, and so s = q − p > s1.
Let π be the underlying overpartition of π obtained by removing s1η + a from π. Let
r˜1(π) > · · · > r˜N ′′(π) and g˜1(π) > · · · > g˜N ′′(π) be the (k − 1)-marked parts in the
reverse Gordon marking of π and the (k − 1)-marked parts in the Gordon marking of π
respectively. Note that p1 is the least integer such that s1η + a > g˜p1+1(π). By (3.26) in
the proof of Lemma 3.10, we see that
g˜p1(π) > (s1 + 1)η + a. (3.31)
We proceed to show that s + p > s1 + p1. Suppose not, assume that s + p ≤ s1 + p1,
notice that s > s1, then p < p1. From Proposition 2.5, we see that r˜p1(π) ≥ g˜p1(π) − η,
and by (3.31), we derive that
r˜p1(π) ≥ g˜p1(π)− η > s1η + a. (3.32)
So, from the construction of π and by (3.32), we see that
r˜p1(π) = r˜p1(π) > s1η + a.
Hence,
r˜p+1(π) ≥ r˜p+2(π)+η ≥ · · · ≥ r˜p1(π)+(p1−p−1)η > s1η + a+(p1−p−1)η ≥ sη + a−η.
Thus, r˜p+1(π) + η > sη + a, which contradicts to (3.30) when one notes that s = q − p.
So s+ p > s1 + p1. Thus, we complete the proof.
3.4 Proof of Theorem 3.1
In this subsection, we will give a proof of Theorem 3.1 by iteratively using the forward
move defined in Theorem 3.5 and by iteratively using the (k − 1)-insertion defined in
Theorem 3.8.
Proof of Theorem 3.1. Let µ be an overpartition in B0(α1, . . . , αλ; η, k, r) and ζ be a
distinct partition with parts divided by η. We shall define π = Φ(ζ, µ) such that π is an
overpartition in B1(α1, . . . , αλ; η, k, r) and |π| = |ζ |+ |µ|. There are two cases:
Case 1: If ζ = ∅, then we set π = µ. It is obvious that π is an overpartition in
B1(α1, . . . , αλ; η, k, r) and |π| = |ζ |+ |µ|.
Case 2: If ζ 6= ∅, and assume that there are N (k − 1)-marked parts in the Gordon
marking of µ, then we set ζ = (ηζ1, . . . , ηζt, ηζt+1 . . . , ηζt+m), where ζ1 > · · · > ζt >
N ≥ ζt+1 > · · · > ζt+m > 0. There are two steps. In the first step, we will insert ηζj
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(t + 1 ≤ j ≤ t + m) into µ by iteratively using the forward move defined in Theorem
3.5. In the second step, we will insert ηζj (1 ≤ j ≤ t) into µ by iteratively using the
(k − 1)-insertion defined in Theorem 3.8 to generate t overlined parts which are divided
by η.
Step 1: Let g˜1(µ) > g˜2(µ) > · · · > g˜N(µ) be (k − 1)-marked parts in the Gordon
marking of µ. Note that µ ∈ B0(α1, . . . , αλ; η, k, r), we see that {g˜i(µ)}k−1 are of even type
for 1 ≤ i ≤ N . We first apply the forward move in Theorem 3.5 to insert ηζt+1, . . . , ηζt+m
into µ in succession to change the parity of {g˜i(µ)}k−1, where 1 ≤ i ≤ N . We denote the
intermediate overpartitions by µ(0), µ(1), . . . , µ(m) with µ(0) = µ.
Note that ζt+1 ≤ N , so µ is also an overpartition in Bs(α1, . . . , αλ; η, k, r|N, ζt+1). Let
µ(0) = µ and b = 0, we repeat the following process until b = m:
• Step 1-1: We wish to insert ηζt+b+1 into µ
(b). More precisely, apply the forward
move of the ζt+b+1-th kind φζt+b+1 to µ
(b) to obtain µ(b+1), that is,
µ(b+1) = φζt+b+1(µ
(b)).
By Lemma 3.6, we see that
µ(b+1) ∈ Bd(α1, . . . , αλ; η, k, r|N, ζt+b+1), (3.33)
and
|µ(b+1)| = |µ(b)|+ ηζt+b+1.
• Step 1-2: When b = m− 1, do nothing and go to Step 3 directly. When b < m− 1,
and note that ζt+b+2 < ζt+b+1 ≤ N , by (3.33), we see that
µ(b+1) ∈ Bs(α1, . . . , αλ; η, k, r|N, ζt+b+2).
• Step 1-3: Replace b by b+ 1.
Hence when b = m, we have
µ(m) ∈ Bd(α1, . . . , αλ; η, k, r|N, ζt+m),
and
|µ(m)| = |µ(0)|+ ηζt+1 + · · ·+ ηζt+m. (3.34)
Step 2: We next apply the (k−1)-insertion defined in Theorem 3.8 to insert ηζt, . . . , ηζ1
into µ(m) in succession to get π such that there are t overlined parts divided by η. We
denote the intermediate overpartitions by µ(m), µ(m+1), µ(m+2), . . . , µ(m+t) with µ(m+t) = π.
Assume that there are N(µ(i)) (k − 1)-marked parts in the reverse Gordon marking of
µ(i), where m ≤ i ≤ m+ t. We have N(µ(m)) = N .
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Assume that p is the least integer such that (ζt − p)η ≥ r˜p+1(µ
(m)) + η. It is easy to
see that such p exists and 0 ≤ p ≤ N since ζt > N and (ζt −N)η > 0 ≥ r˜N+1(µ
(m)) + η,
where r˜N+1(µ
(m)) = −∞. From the above proof, we see that there are no overlined parts
divided by η in µ(m). So the largest overlined part divided by η in µ(m) is less than
(ζt − p)η. Hence
µ(m) ∈ B<(α1, . . . , αλ; η, k, r|N, ηζt).
Let b = 0, we repeat the following process until b = t:
• Step 2-1: We wish to insert ηζt−b into µ
(m+b) to generate an overlined part divided
by η. More precisely, apply the (k− 1)-insertion Iηζt−b to µ
(m+b) to obtain µ(m+b+1),
that is,
µ(m+b+1) = Iηζt−b(µ
(m+b)).
By Lemma 3.9, we see that
µ(m+b+1) ∈ B=(α1, . . . , αλ; η, k, r|N(µ
(m+b)), ηζt−b) (3.35)
and
|µ(m+b+1)| = |µ(m+b)|+ ηζt−b.
• Step 2-2: When b = t−1, do nothing and go to Step 3 directly. When 0 ≤ b < t−1,
note that ζt−b−1 > ζt−b, then by (3.35) and using Theorem 3.11 (1), we see that
µ(m+b+1) ∈ B<(α1, . . . , αλ; η, k, r|N(µ
(m+b+1)), ηζt−b−1).
• Step 2-3: Replace b by b+ 1.
Hence when b = t, we see that
π = µ(m+t) ∈ B=(α1, . . . , αλ; η, k, r|N(µ
(m+t−1)), ηζ1)
and
|µ(m+t)| = |µ(m)|+ ηζt + · · ·+ ηζ1. (3.36)
From the construction of the (k−1)-insertion in Theorem 3.8, we see that π is an overparti-
tion in B1(α1, . . . , αλ; η, k, r) with t overlined parts divided by η. Furthermore, combining
(3.34) with (3.36), we see that |π| = |µ|+ |ζ |. Therefore Φ is well-defined.
To prove that Φ is a bijection, we shall give the description of reverse map Ψ of
Φ. Let π be an overpartition in B1(α1, . . . , αλ; η, k, r). We shall define Ψ(π) = (ζ, µ)
such that ζ is a distinct partition with parts divided by η and µ is an overpartition in
B0(α1, . . . , αλ; η, k, r) and |π| = |ζ |+ |µ|. Then µ can be recovered from π by iteratively
applying the (k − 1)-separation in Lemma 3.10 and the backward move in Lemma 3.7.
Assume that there are t ≥ 0 overlined parts divided by η in π. There are two steps. In the
first step, we will remove the t overlined parts divided by η from π by iteratively using the
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(k − 1)-separation defined in Lemma 3.10. In the second step, we will iteratively apply
the backward move defined in Lemma 3.7 to π to make all (k − 1)-sets corresponding to
the (k − 1)-marked parts in the Gordon marking of π to be of even type.
Step 1: We first apply the (k − 1)-separation in Lemma 3.10 to remove t overlined
parts divided by η from π and denote the intermediate pairs by (γ(0), π(0)), . . . , (γ(t), π(t)).
Assume that there are N(π(i)) (k− 1)-marked parts in the Gordon marking of π(i), where
0 ≤ i ≤ t. There are two cases:
Case 1-1: If there are no overlined parts divided by η in π, then we set (γ(t), π(t)) =
(∅, π) where t = 0.
Case 1-2: If there are t ≥ 1 overlined parts in π divided by η, which are ηs0 > ηs1 >
· · · > ηst−1, then let b = 0, π
(0) = π and γ(0) = ∅, we repeat the following process until
b = t.
• Step 1-1: We wish to remove ηsb from π
(b). More precisely, let π(b) be the underlying
overpartition of π(b) obtained by removing ηsb from π
(b). Assume that there are
N(π(b)) (k − 1)-marked parts in the Gordon marking of π(b) which are denoted by
g˜1(π
(b)) > · · · > g˜N(π(b))(π
(b)) and pb is the least integer such that ηsb > g˜pb+1(π
(b)).
By definition, we see that
π(b) ∈ B=(α1, . . . , αλ; η, k, r|N
(b), η(sb + pb)).
Hence we could apply the (k− 1)-separation SP η(sb+pb) to π
(b) to get π(b+1), that is,
π(b+1) = SP η(sb+pb)(π
(b)).
By Lemma 3.10, we see that N(π(b+1)) = N(π(b)),
π(b+1) ∈ B<(α1, . . . , αλ; η, k, r|N(π
(b+1)), η(sb + pb)),
and ∣∣π(b+1)∣∣ = |π(b)| − η(sb + pb).
• Step 1-2: Insert η(sb + pb) into γ
(b) to generate a new partition γ(b+1).
• Step 1-3: Replace b by b+ 1.
For 0 ≤ b ≤ t, by the construction of the (k−1)-separation, it is easy to see that there
are t− b overlined parts divided by η in π(b) and the largest overlined part divided by η
in π(b) is ηsb. Hence when b = t, there are no overlined parts divided by η in π
(t).
Furthermore, from the above process, we see that for 0 ≤ b < t− 1,
π(b+1) ∈ B<(α1, . . . , αλ; η, k, r|N(π
(b+1)), η(sb + pb)),
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and
π(b+1) ∈ B=(α1, . . . , αλ; η, k, r|N(π
(b+2)), η(sb+1 + pb+1)),
where pb+1 is the least integer such that ηsb+1 ≥ g˜pb+1+1(N(π
(b+1))).
Hence, by Theorem 3.11 (2), we see that for 0 ≤ b < t− 1,
sb + pb > sb+1 + pb+1 ≥ N(π
(b+2)).
It follows that
s0 + p0 > · · · > st−1 + pt−1 ≥ N(π
(t)). (3.37)
So,
γ(t) = (η(s0 + q0), . . . , η(st−1 + qt−1))
is a partition with distinct parts divided by η. Furthermore,
|π| = |π(t)|+ |γ(t)|. (3.38)
Step 2: Let g˜1(π
(t)) > · · · > g˜N(π
(t)) be (k− 1)-marked parts in the Gordon marking
of π(t). We proceed to iteratively apply the backward move in Lemma 3.7 to (γ(t), π(t)) to
make all (k− 1)-sets {g˜j(π
(t))}k−1 for 1 ≤ i ≤ N to be of even type. There are two cases:
Case 2-1: If all (k − 1)-sets {g˜j(π
(t))}k−1 for 1 ≤ i ≤ N are of even type, then by
Proposition 3.4, we see that π(t) is an overpartition in B0(α1, . . . , αλ; η, k, r). Hence set
µ = π(t) and ζ = γ(t). Obviously, |π| = |µ|+ |ζ |.
Case 2-2: If there exists j such that {g˜j(π
(t))}k−1 is of odd type, then we will iter-
atively apply the backward move in Lemma 3.7. We denote the intermediate pairs by
(γ(t), π(t)), (γ(t+1), π(t+1)) . . .. Setting N := N (t) and b = 0, we repeat the following process
until that all (k − 1)-sets {g˜j(π
(t))}k−1 for 1 ≤ i ≤ N are of even type.
• Step 2-1: Let g˜1(π
(t+b)) > · · · > g˜N(π
(t+b)) be (k − 1)-marked parts in the Gor-
don marking of π(t+b) and assume that {g˜N+1(π
(t+b))}k−1 is of even type. Let
qt+b be the least integer such that {g˜qt+b(π
(t+b))}k−1 has the opposite type with
{g˜qt+b+1(π
(t+b))}k−1 in π
(t+b). By definition, we see that qt+b ≤ N and
π(t+b) ∈ Bd(α1, . . . , αλ; η, k, r|N, qt+b).
Hence we could apply the backward move ψqt+b to π
(t+b) to get a new overpartition
π(t+b+1), by Lemma 3.7, we see that
π(t+b+1) ∈ Bs(α1, . . . , αλ; η, k, r|N, qt+b),
and
|π(t+b+1)| = |π(t+b)| − ηqt+b.
• Step 2-2: Insert ηqt+b into γ
(t+b) to get a new partition γ(t+b+1).
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• Step 2-3: Replace b by b+ 1.
It is easy to see that the above process will end by performing it at most N times.
Supposed that it will end at the m-th time, that is, b = m. It implies that {g˜i(µ
(t+m))}
are of even type, where g˜1(µ
(t+m)) > · · · > g˜N(µ
(t+m)) are the (k− 1)-marked parts in the
Gordon marking of µ(t+m). By Proposition 3.4, we see that π(t+m) is an overpartition in
B0(α1, . . . , αλ; η, k, r). Set µ = π
(t+m) and
ζ = γ(t+m) = (η(s0 + q0), . . . , η(st−1 + qt−1), ηqt+m−1, . . . , ηqt),
from the description of the above process, it is easy to see that for 0 ≤ b ≤ m,
|π(t+m)|+ |γ(t+m)| = |π(t)|+ |γ(t)|. (3.39)
Note that for 1 ≤ b < m,
π(t+b+1) ∈ Bs(α1, . . . , αλ; η, k, r|N, qt+b),
we see that {g˜i(π
(t+b+1))}k−1 has the same type for all 1 ≤ i ≤ qt+b + 1. Recall that
qt+b+1 is the least integer such that {g˜qt+b+1(π
(t+b+1))}k−1 has the opposite type with
{g˜qt+b+1+1(π
(t+b+1))}k−1. Then for 0 ≤ b < m− 1, we have
qt+b+1 > qt+b.
So
N(π(t)) = N ≥ qt+m−1 > · · · > qt. (3.40)
By (3.37) and (3.40), we see that ζ is a partition with distinct parts divided by η.
Furthermore, by (3.38) and (3.39), it is easy to see that |π| = |µ| + |ζ |. Furthermore,
by Theorem 3.5 and Theorem 3.8, we see that Ψ(Φ(ζ, µ)) = (ζ, µ) for all (ζ, µ) ∈
Dη × B0(α1, . . . , αλ; η, k, r). Hence Φ is a bijection between B1(α1, . . . , αλ; η, k, r) and
Dη × B0(α1, . . . , αλ; η, k, r). Thus, we complete the proof of Theorem 3.1.
3.5 Example
We provide an example for the illustration of the bijection Φ in Theorem 3.1.
The example for the map Φ: Let ζ = (100, 80, 50, 40, 20) be a partition with distinct
parts divided by 10, and let µ be an overpartition in B0(3, 7; 10, 4, 3) whose reverse Gordon
marking is given below.
RG(µ) = (
{80}3︷ ︸︸ ︷
871, 802, 803, 671, 632,
{50}3︷ ︸︸ ︷
571, 502, 503, 431,
{30}3︷ ︸︸ ︷
372, 331, 303,
201, 202, 133︸ ︷︷ ︸
{13}3
, 71, 32).
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The overpartition π = Φ(ζ, µ) can be obtained by iteratively using the forward move
in Theorem 3.5 and the 3-insertion in Theorem 3.8.
Note that there are four 3-marked parts in RG(µ), so we first iteratively apply the
forward move in Theorem 3.5 to insert 40 and 20 of ζ into µ and then iteratively apply
3-insertion in Theorem 3.8 to insert 100, 80 and 50 of ζ into the resulting overpartition.
Step 1: Iteratively using the forward move in Theorem 3.5 to insert 40 and 20
of ζ into µ.
It is easy to check that {80}3, {50}3, {30}3, {13}3 in RG(µ) are all of even type, it
follows that
µ ∈ Bs(3, 7; 10, 4, 3|4, 4).
• Set µ(0) = µ, we first insert 40 into µ(0).
Apply the forward move φ4 to µ
(0) to obtain µ(1), namely, changing 80, 50, 30 and
13 in µ(0) to 90, 60, 40 and 23 respectively.
RG(µ(1)) = (
{80}3︷ ︸︸ ︷
901, 872, 803,
{60}3︷ ︸︸ ︷
671, 632, 603, 571,
{40}3︷ ︸︸ ︷
502, 431, 403,
372, 331, 231, 202, 203︸ ︷︷ ︸
{20}3
, 71, 32).
By Lemma 3.6, we see that
µ(1) ∈ Bd(3, 7; 10, 4, 3|4, 4),
that is, {80}3, {60}3, {40}3, {20}3 in RG(µ
(1)) are of odd type. Hence µ(1) ∈
Bs(3, 7; 10, 4, 3|4, 2).
• We next insert 20 into µ(1).
Apply the forward move φ2 to µ
(1) to obtain µ(2), namely, changing 80 and 60 in
µ(1) to 90 and 70 respectively.
RG(µ(2)) = (901, 902, 873, 701, 672, 633, 571, 502, 431, 403,
372, 331, 231, 202, 203, 71, 32).
Step 2: Iteratively using the 3-insertion with a = 10 in Theorem 3.8 to insert
100, 80 and 50 of ζ into µ(2).
• We first insert 50 into µ(2), and so set q = 4.
Note that there are four 3-marked parts in RG(µ(2)), which are r˜1(µ
(2)) = 87,
r˜2(µ
(2)) = 63, r˜3(µ
(2)) = 40 and r˜4(µ
(2)) = 20. It is easy to check that p = 4 is the
44
least integer such that (q − p) · 10 + a = 10 ≥ r˜p+1(µ
(2)) + 10 = −∞ and there are
no overlined parts divided by 10 in µ(2). Hence, we have
µ(2) ∈ B<(3, 7; 10, 4, 3|4, 50).
We then apply the 3-insertion I50 to µ
(2) to get µ(3). More precisely, note that p = 4,
so we first change 87, 63, 40 and 20 in µ(2) to 97, 73, 50 and 30 respectively and
then insert 10 into the resulting overpartition.
RG(µ(3)) = (971, 902, 903, 731, 702, 673, 571, 502, 503, 431,
372, 331, 303, 231, 202, 101, 72, 33).
• We then insert 80 into µ(3), and so set q = 7.
Note that there are five 3-marked parts in RG(µ(3)), which are r˜1(µ
(3)) = 90,
r˜2(µ
(3)) = 67, r˜3(µ
(3)) = 50, r˜4(µ
(3)) = 30 and r˜5(µ
(3)) = 3. It is easy to check
that p = 2 is the least integer such that (q − p) · 10 + a = 60 ≥ r˜p+1(µ
(3)) + 10 = 60
and the largest overlined part divided by 10 in µ(3) is 10, which is less than 60.
Hence
µ(3) ∈ B<(3, 7; 10, 4, 3|5, 80).
We then apply the 3-insertion I80 to µ
(3) to get µ(4). Namely, note that p = 2, so
we change 90 and 67 in µ(3) to 100 and 77 respectively and then insert 60 into the
resulting overpartition.
RG(µ(4)) = (1001, 972, 903, 771, 732, 703, 601, 572, 501, 503, 432,
371, 332, 303, 231, 202, 101, 72, 33).
• Finally, we insert 100 into µ(4), and so set q = 9.
Note that there are five 3-marked parts in µ(4), which are r˜1(µ
(4)) = 90, r˜2(µ
(4)) = 70,
r˜3(µ
(4)) = 50, r˜4(µ
(4)) = 30 and r˜5(µ
(4)) = 3. It can be checked that p = 0 is the
least integer such that (q − p) · 10 + a = 100 ≥ r˜1(µ
(4)) + 10 = 100 and the largest
overlined part divided by 10 in µ(4) is 60, which is less than 100. So
µ(4) ∈ B<(3, 7; 10, 4, 3|5, 100).
We then apply the 3-insertion I100 to µ
(4) to get µ(5). Namely, we insert 100 into
µ(4) to obtain µ(5).
RG(µ(5)) = (1001, 1002, 973, 901, 771, 732, 703, 601, 572, 501, 503, 432,
371, 332, 303, 231, 202, 101, 72, 33).
(3.41)
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Set π = µ(5), it is easy to see that π is an overpartition in B1(3, 7; 10, 4, 3) with three
overlined parts divided by 10 and |π| = |ζ |+ |µ|.
The example for the map Ψ: Let π be an overpartition in B1(3, 7; 10, 4, 3) with
three overlined parts, whose reverse Gordon marking is given in (3.41). Then the pair
(ζ, µ) = Ψ(π) can be obtained by iteratively using the 3-separation in Lemma 3.10 and
the backward move in Lemma 3.7.
Step 1: Iteratively using the 3-separation in Lemma 3.10 to remove 100, 60
and 10 from π.
• We first remove the part 100 from π, and so s0 = 10.
Set π(0) = π and γ(0) = ∅. Let π(0) be the underlying overpartition obtained from
π(0) by removing 100. Then the Gordon marking of π(0) is given as follows.
G(π(0)) = (1003, 972, 901, 773, 732, 701, 602, 571, 503, 502, 431, 372, 331
303, 232, 201, 103, 72, 31).
Note that there are five 3-marked parts in G(π(0)), which are g˜1(π
(0)) = 100,
g˜2(π
(0)) = 77, g˜3(π
(0)) = 50, g˜4(π
(0)) = 30 and g˜5(π
(0)) = 10. It is easy to check that
p0 = 0 is the least integer such that 10 · s0 = 100 > g˜p0+1(π
(0)) = 100. Hence
π(0) ∈ B=(3, 7; 10, 4, 3|5, 100).
We then apply the 3-separation SP 100 to π
(0), that is, note that p0 = 0, so we just
remove 100 from π(0) to get π(1), that is, π(1) = π(0). Furthermore, set γ(1) = (100).
G(π(1)) = (1003, 972, 901, 773, 732, 701, 602, 571, 503, 502, 431, 372, 331
303, 232, 201, 103, 72, 31).
• We next remove the part 60 from π(1), and so s1 = 6.
Let π(1) be the underlying overpartition of π(1) obtained by removing 60 from π(1).
Then the Gordon marking of π(1) is given as follows.
G(π(1)) = (1003, 972, 901, 773, 732, 701, 571, 503, 502, 431, 372, 331
303, 232, 201, 103, 72, 31).
There are five 3-marked parts in G(π(1)), which are g˜1(π
(1)) = 100, g˜2(π
(1)) = 77,
g˜3(π
(1)) = 50, g˜4(π
(1)) = 30 and g˜5(π
(1)) = 10. We can check that p1 = 2 is the least
integer such that 10 · s1 = 60 > g˜p1+1(π
(1)) = 50. Hence
π(1) ∈ B=(3, 7; 10, 4, 3|5, 80).
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We then apply the 3-separation SP 80 to π
(1). We first remove 60 from π(1) to get
π(1). Next, we do the backward move of the second kind ψ2 to π
(1) to obtain π(2),
namely, changing 100 and 77 in π(1) to 90 and 67 respectively. Furthermore, set
γ(2) = (100, 80).
G(π(2)) = (973, 902, 901, 733, 702, 671, 571, 503, 502, 431, 372, 331
303, 232, 201, 103, 72, 31).
• Finally, we remove the part 10 from π(2), and so s2 = 1.
Let π(2) be the underlying overpartition of π(2) obtained by removing 10 from π(2).
Then the Gordon marking of π(2) is given as follows.
G(π(2)) = (973, 902, 901, 733, 702, 671, 571, 503, 502, 431, 372, 331
303, 232, 201, 72, 31).
There are four 3-marked parts in G(π(2)), which are g˜1(π
(2)) = 97, g˜2(π
(2)) = 73,
g˜3(π
(2)) = 50 and g˜4(π
(2)) = 30. We can check that p2 = 4 is the least integer such
that 10 · s2 = 10 > g˜p2+1(π
(1)) = −∞. Hence
π(2) ∈ B=(3, 7; 10, 4, 3|4, 50).
We then apply the 3-separation SP 50 to π
(2). We first remove 10 from π(2) to get π(2).
Next, we do the backward move of the 4th kind ψ4 to π
(2) to obtain π(3), namely,
changing 97, 73, 50 and 30 in π(2) to 87, 63, 40 and 20 respectively. Furthermore,
set γ(3) = (100, 80, 50).
G(π(3)) = (
{90}3︷ ︸︸ ︷
903, 902, 871,
{70}3︷ ︸︸ ︷
703, 671, 632, 571, 502, 431,
{40}3︷ ︸︸ ︷
403, 372, 331,
233, 202, 201︸ ︷︷ ︸
{23}3
, 72, 31).
Step 2: Iteratively using the backward move in Lemma 3.7 to π(3) to obtain
an overpartition in B0(3, 7; 10, 4, 3).
We see that there are four 3-marked parts in G(π(3)), which are g˜1(π
(3)) = 90,
g˜2(π
(3)) = 70, g˜3(π
(3)) = 40 and g˜4(π
(3)) = 23. It is easy to check that {90}3 and
{70}3 are of even type and {40}3 and {23}3 are of odd type. It yields that p = 2 is the
least integer such that {g˜p(π
(3))}3 is of the opposite type with {g˜p+1(π
(3))}3. Hence
π(3) ∈ Bd(3, 7; 10, 4, 3|4, 2).
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• We first apply the backward move of the second kind ψ2 to π
(3) to obtain π(4),
namely, change 90 and 70 in π(3) to 80 and 60 respectively. Then set γ(4) =
(100, 80, 50, 20).
G(π(4)) = (
{90}3︷ ︸︸ ︷
903, 872, 801, 671, 632,
{60}3︷ ︸︸ ︷
603, 571, 502, 431,
{40}3︷ ︸︸ ︷
403, 372, 331,
233, 202, 201︸ ︷︷ ︸
{23}3
, 72, 31).
By Lemma 3.7, we see that
π(4) ∈ Bs(3, 7; 10, 4, 3|4, 2).
• We see that there are four 3-marked parts in G(π(4)), which are g˜1(π
(4)) = 90,
g˜2(π
(4)) = 60, g˜3(π
(4)) = 40 and g˜4(π
(4)) = 23. It is easy to check that {90}3, {60}3
{40}3 and {23}3 are all of odd type. It follows that
π(4) ∈ Bd(3, 7; 10, 4, 3|4, 4).
We now apply the backward move of the 4th kind to π(4) to obtain π(5), namely,
changing 90, 60, 40 and 23 in π(4) to 80, 50, 30 and 13 respectively. Then set
γ(5) = (100, 80, 50, 40, 20).
G(π(5)) = (
{90}3︷ ︸︸ ︷
873, 802, 801, 671, 632, 571,
{50}3︷ ︸︸ ︷
503, 502, 431,
{37}3︷ ︸︸ ︷
373, 332, 301,
203, 202, 131︸ ︷︷ ︸
{20}3
, 72, 31).
By Lemma 3.7, we see that
π(5) ∈ Bs(3, 7; 10, 4, 3|4, 2).
Setting µ = π(5) and ζ = γ(5), it is easy to see that µ ∈ B0(3, 7; 10, 4, 3), ζ ∈ D10 and
|π| = |µ|+ |ζ |.
4 Proof of Theorem 1.14
4.1 The outline of the proof
Theorem 1.14 is equivalent to the following combinatorial statement. Here we use the
notation χ(r = k) = 1 if r = k, otherwise, χ(r = k) = 0.
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Theorem 4.1. Let λ, k and r be integers such that k ≥ r ≥ λ ≥ 0 and 0 ≤ λ <
k − 1. There is a bijection Φ0 between Dη × B1(α1, . . . , αλ; η, k − 1, r − χ(r = k)) and
B0(α1, . . . , αλ; η, k, r), namely, for a pair (ζ, µ) ∈ Dη×B1(α1, . . . , αλ; η, k−1, r−χ(r = k)),
we have π = Φ0(ζ, µ) ∈ B0(α1, . . . , αλ; η, k, r) and |π| = |ζ |+ |µ|.
Let µ be a B1(α1, . . . , αλ; η, k − 1, r) overpartition and ζ = (ηζ1, ηζ2, . . . , ηζs) be a
partition in Dη, where ζ1 > ζ2 > · · · > ζs > 0. To obtain a B0(α1, . . . , αλ; η, k − 1, r)
overpartition π, we would directly insert the parts in ζ into µ from smallest to largest
as a non-overlined part or an overlined part of π. To this end, we define the (k − 1)-
combination and its inverse, the (k− 1)-division, which are main ingredients in the proof
of Theorem 4.1.
4.2 The (k − 1)-combination and the (k − 1)-division
Let π be an overpartition in B0(α1, . . . , αλ; η, k, r) and let ol(π) denote the largest overlined
part divided by η in π, and let r˜1(π) denote the largest (k − 1)-marked part in the
reverse Gordon marking of π. If there are no overlined parts divided by η in π, then set
ol(π) = 0. If there are no (k − 1)-marked parts in the reverse Gordon marking of π, then
set r˜1(π) = −∞. We will define the following two sets.
For k ≥ r ≥ λ ≥ 0, 0 ≤ λ < k−1 and p ≥ 1, let I<(α1, . . . , αλ; η, k, r|pη) denote the set
of overpartitions π in B0(α1, . . . , αλ; η, k, r) such that (1) ol(π) < pη; (2) r˜1(π) ≤ (p− 1)η.
For k ≥ r ≥ λ ≥ 0, 0 ≤ λ < k − 1 and p ≥ 1, let I=(α1, . . . , αλ; η, k, r|pη) denote the
set of overpartitions π in B0(α1, . . . , αλ; η, k, r) such that (1) ol(π) ≤ pη; (2) r˜1(π) ≤ pη;
(3) either ol(π) = pη or (p− 1)η < r˜1(π) ≤ pη.
We first define the (k − 1)-combination from the set I<(α1, . . . , αλ; η, k, r|pη) to the
set I=(α1, . . . , αλ; η, k, r|pη).
Lemma 4.2. For k ≥ r ≥ λ ≥ 0, 0 ≤ λ < k − 1 and p ≥ 1, let π be an overpartition
in I<(α1, . . . , αλ; η, k, r|pη). We wish to insert pη (or pη) into π as an overlined part
(resp. a non-overlined part). More precisely, define the (k − 1)-combination ω = Cpη(π)
as follows: If π satisfies both of the following two conditions:
• Condition 1: when p = 1, fπ(0, η] < r− 1 and when p > 1, fπ[(p− 1)η, pη] < k − 1;
• Condition 2: there are k − 2 parts in π satisfying
(1) (p+ 1)η ≥ πi ≥ πi+1 ≥ · · · ≥ πi+k−3 > (p− 1)η;
(2) πi − πi+k−3 ≤ η with strict inequality if πi is overlined;
(3) [πi+k−3/η] + · · ·+ [πi/η] ≡ p+ r − 1 + V π(πi) (mod 2),
then we insert pη into π as a non-overlined part into π to obtain ω. Otherwise, we insert
pη into π as an overlined part to obtain ω.
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Then ω is an overpartition in I=(α1, . . . , αλ; η, k, r|pη) such that ℓ(ω) = ℓ(π) + 1 and
|ω| = |π|+ pη.
Proof. From the definition of Cpη, it is easy to see that ℓ(ω) = ℓ(π)+1 and |ω| = |π|+pη.
We proceed to show that ω is an overpartition in I=(α1, . . . , αλ; η, k, r|pη).
From the construction of Cpη, we see that when p > 1 or p = 1 and fπ(0, η] = r − 1,
then fω(0, η] = fπ(0, η]; when p = 1 and fπ(0, η] < r − 1, then fω(0, η] ≤ fπ(0, η] + 1.
Hence fω(0, η] ≤ r − 1. Note that r˜1(π) ≤ (p− 1)η, so the marks in the reverse Gordon
marking of ω is less than or equal to k − 1. It follows that ω is an overpartition in
B1(α1, . . . , αλ; η, k, r).
If there are no k − 2 parts of π satisfying (1) and (2) in Condition 2, then we in-
sert pη into π to obtain ω. In this case, there are no new generated (k − 1)-sets in ω,
so ω is an overpartition in B0(α1, . . . , αλ; η, k, r). Furthermore, r˜1(ω) = r˜1(π), which
implies that r˜1(ω) ≤ (p− 1)η. Note that ol(ω) = pη, so ω is an overpartition in
I=(α1, . . . , αλ; η, k, r|pη).
If there are k − 2 parts of π satisfying (1) and (2) in Condition 2, denoted by
(p+ 1)η ≥ πi ≥ · · · ≥ πi+t−1 > pη ≥ πi+t ≥ · · · ≥ πi+k−3 > (p− 1)η.
Let
(p+ 1)η ≥ ωj ≥ . . . ≥ ωj+k−2 > (p− 1)η
be the k − 1 parts in ω such that ωj+l = πi+l for 0 ≤ l ≤ t − 1, ωj+t = pη (or pη),
and ωj+l+1 = πi+l for t ≤ l ≤ k − 3. By definition, it is easy to see that ol(ω) ≤ pη.
Note that {πi+l}0≤l≤k−2 satisfies (1) and (2) in Condition 2, we see that {ωj+l}0≤l≤k−2
is a (k − 1)-set in ω. It implies that (p− 1)η < r˜1(ω) ≤ pη. We next show that ω is a
B0-overpartition. To this end, for any (k−1)-set in ω, if it does not contain the part ωj+t,
then the (k−1)-set also lie in π. Since π is a B0-overpartition, we see that the (k−1)-set
is of even type. If the (k − 1)-set contains the part ωj+t, then by Lemma 3.2, we see that
the (k − 1)-set has the same type with {ωj+l}0≤l≤k−2 in ω. Hence it suffices to show that
{ωj+l}0≤l≤k−2 is of even type, namely,
[ωj/η] + · · ·+ [ωj+k−2/η] ≡ r − 1 + V ω(ωj) (mod 2). (4.1)
Using the relation between {ωj+l}0≤l≤k−2 and {πi+l}0≤l≤k−3, we see that
[ωj/η] + · · ·+ [ωj+k−2/η]
= p+ [πi/η] + · · ·+ [πi+k−3/η].
(4.2)
We consider the following two cases.
Case 1: If p = 1, then we consider the following three subcases:
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Case 1.1: If fπ(0, η] = r− 1, then we insert η into π to obtain ω. By definition, we see
that V ω(ωj) = V π(πi) + 1. Furthermore,
[πi/η] + · · ·+ [πi+k−3/η]
≡ fπ[η, η] + (V π(πi)− fπ(0, η))
≡ fπ(0, η] + 1 + V ω(ωj)
= r + V ω(ωj) (mod 2).
(4.3)
Substituting (4.3) into (4.2), and note that p = 1, we arrive at (4.1).
Case 1.2: If fπ(0, η] < r − 1 and [πi/η] + · · ·+ [πi+k−3/η] ≡ r − 1 + V π(πi) (mod 2),
then we insert η into π to obtain ω. By definition, we see that V ω(ωj) = V π(πi) + 1, so
we obtain (4.1).
Case 1.3: If fπ(0, η] < r − 1 and [πi/η] + · · ·+ [πi+k−3/η] ≡ r + V π(πi) (mod 2), then
we insert η into π to obtain ω. By definition, we see that V ω(ωj) = V π(πi), so we obtain
(4.1).
Case 2: If p > 1, then we consider the following three subcases:
Case 2.1: If fπ[(p − 1)η, pη] = k − 1, then we insert pη into π to obtain ω. Since
fπ[(p− 1)η, pη] = k − 1, and note that r˜1(π) ≤ (p− 1)η, so r˜1(π) = (p− 1)η or (p− 1)η.
We see that ωj ≤ r˜1(π) + 2η with strict inequality if ωj is overlined. Then, by Lemma
3.2, we see that {ωj+l}0≤l≤k−2 has the same parity with {r˜1,j(π)}k−1 in ω. Notice that π
is a B0-overpartition, so {ωj+l}0≤l≤k−2 is of even type. Hence, (4.1) is valid.
Case 2.2: If fπ[(p−1)η, pη] < k−1 and [πi/η]+· · ·+[πi+k−3/η] ≡ p+r+V π(πi) (mod 2),
then we insert pη into π to obtain ω. By definition, we see that V ω(ωj) = V π(πi) + 1, so
by (4.2), we obtain (4.1).
Case 2.3: If fπ[(p− 1)η, pη] < k− 1 and [πi/η] + · · ·+ [πi+k−3/η] ≡ p+ r− 1 + V π(πi)
(mod 2), then we insert pη into π to obtain ω. By definition, we see that V ω(ωj) = V π(πi),
so by (4.2), we obtain (4.1).
Therefore, ω is an overpartition in B0(α1, . . . , αλ; η, k, r). Thus, we complete the proof.
For examples, let
π = (33, 27, 20, 7, 3) (4.4)
be an overpartition in B0(3, 7; 10, 4, 3) and p = 1. Note that ol(π) = 0 < 10 and r˜1(π) =
−∞ ≤ 0, so π ∈ I<(3, 7; 10, 4, 3|10). We wish to insert 10 (or 10) into π. Note that
fπ(0, 10] = 2 = 3 − 1, and by the 3-combination in Lemma 4.2, we insert 10 as an
overlined part into π. So we obtain
C10(π) = (33, 27, 20, 10, 7, 3).
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For another example, for the overpartition in (4.4) and p = 3, note that ol(π) = 0 < 30
and r˜1(π) = −∞ ≤ 20, so π ∈ I<(3, 7; 10, 4, 3|30). We wish to insert 30 (or 30) into π.
Note that fπ[20, 30] = 2 < 4− 1, and there are two parts 27 and 33 such that
[27/10] + [33/10] = 5 ≡ p+ r − 1 + V π(33) (mod 2),
where p = 3, r = 3 and V π(33) = 4, and by the 3-combination in Lemma 4.2, we insert
30 as a non-overlined part into π. So we obtain
C30(π) = (33, 30, 27, 20, 7, 3).
Next, we define the (k − 1)-division.
Lemma 4.3. For k ≥ r ≥ λ ≥ 0, 0 ≤ λ < k − 1 and p ≥ 1, let ω be an overpartition in
I=(α1, . . . , αλ; η, k, r|pη). We wish to remove a part pη (or pη) from ω. More precisely,
we define the (k − 1)-division π = Dpη(ω) as follows: if ol(ω) = pη, then remove pη from
ω to get π. Otherwise, remove pη from ω to get π.
Then π is an overpartition in I<(α1, . . . , αλ; η, k, r|pη) such that ℓ(π) = ℓ(ω)− 1 and
|π| = |ω| − pη.
Proof. We first show that the (k − 1)-division π = Dpη(ω) is well defined. It suffices to
prove that if ol(ω) 6= pη, then pη occurs in ω. Assume that ol(ω) 6= pη, namely pη does
not occur in ω, then (p− 1)η < r˜1(ω) ≤ pη. Let r˜1(ω) ≤ r˜1,2(ω) ≤ · · · ≤ r˜1,k−1(ω) be the
(k − 1)-set {r˜1(ω)}k−1, then r˜1,k−1(ω) ≤ r˜1(ω) + η = (p+ 1)η. So
(p− 1)η < r˜1(ω) ≤ r˜1,2(ω) ≤ · · · ≤ r˜1,k−1(ω) ≤ (p+ 1)η. (4.5)
By (4.5) and note that 0 ≤ λ < k − 1, we see that pη occurs in ω. Hence, the (k − 1)-
division π = Dpη(ω) is well defined.
From the definition of Dpη, it is easy to see that ℓ(π) = ℓ(ω)− 1 and |π| = |ω| − pη.
By the construction of Dpη, we see that fπ(0, η] ≤ fω(0, η] ≤ r − 1 and the marks in
the reverse Gordon marking of π is less than or equal to k − 1. Hence π is an over-
partition in B1(α1, . . . , αλ; η, k, r). We proceed to show that π is an overpartition in
I<(α1, . . . , αλ; η, k, r|pη). We consider the following two cases:
Case 1: If ol(ω) = pη, then we remove pη from ω to get π. By definition, we see
that ol(π) < pη. Note that r˜1(ω) ≤ pη, then r˜1(π) ≤ r˜1(ω) ≤ pη in the reverse Gordon
marking of π. If we remove pη from ω to get π, then there are no (k − 1)-marked parts
in ((p− 1)η, (p+ 1)η]. Hence r˜1(π) ≤ (p− 1)η. Furthermore, the parts of any (k− 1)-set
of π are less than pη, which are also parts of ω. Notice that ω is an overpartition in
B0(α1, . . . , αλ; η, k, r), so π is an overpartition in B0(α1, . . . , αλ; η, k, r). Hence π is an
overpartition in I<(α1, . . . , αλ; η, k, r|pη).
Case 2: If ol(ω) 6= pη, then we remove a pη from ω to get π. By definition, we see
that there are no (k− 1)-sets of π in [(p− 1)η, (p+1)η]. Notice that r˜1(π) ≤ r˜1(ω) ≤ pη,
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then by definition, we see that r˜1(π) < (p− 1)η. Furthermore, the parts of any (k−1)-set
of π are less than pη, which are also parts of ω. Notice that ω is an overpartition in
B0(α1, . . . , αλ; η, k, r). So, π is an overpartition in B0(α1, . . . , αλ; η, k, r). Hence π is an
overpartition in I<(α1, . . . , αλ; η, k, r|pη).
Thus, we complete the proof of this lemma.
Theorem 4.4. For k ≥ r ≥ λ ≥ 0, 0 ≤ λ < k − 1 and p ≥ 1, the (k − 1)-combination
Cpη is a bijection between I<(α1, . . . , αλ; η, k, r|pη) and I=(α1, . . . , αλ; η, k, r|pη).
Proof. By Lemma 4.2 and Lemma 4.3, it suffices to show that the (k − 1)-combination
Cpη and the (k − 1)-division Dpη are inverses of each other. By definitions of Cpη and
Dpη, it is easy to see that for any overpartition π ∈ I<(α1, . . . , αλ; η, k, r|pη), we have
Dpη(Cpη(π)) = π. For completeness, we proceed to show that for any overpartition
ω ∈ I=(α1, . . . , αλ; η, k, r|pη), we have Cpη(Dpη(ω)) = ω. By Lemma 4.3, we see that
Dpη(ω) ∈ I<(α1, . . . , αλ; η, k, r|pη). We consider the following two cases.
Case 1: If we remove pη from ω to get π, then by definition, we see that pη is
not a part of ω. Furthermore, we have fπ(0, η] = fω(0, η] − 1 < r − 1 when p = 1 and
fπ[(p−1)η, pη] = fω[(p−1)η, pη]−1 < k−1 when p > 1. Note that (p− 1)η < r˜1(ω) ≤ pη,
then by definition, we have r˜1,k−1(ω) ≤ r˜1(ω) + η ≤ (p+ 1)η and
[r˜1(ω)/η] + · · ·+ [r˜1,k−1(ω)/η] ≡ r − 1 + V ω(r˜1,k−1(ω)) (mod 2). (4.6)
So
(p− 1)η < r˜1(ω) ≤ · · · ≤ r˜1,k−1(ω) ≤ (p+ 1)η. (4.7)
Assume that we remove r˜1,t(ω) = pη from ω to obtain π, then {r˜1,j(ω)}j 6=t satisfy (1) and
(2) of Condition 2 in Lemma 4.2. By (4.6) and note that V ω(r˜1,k−1(ω)) = V π(r˜1,k−1(ω)),
we see that
[r˜1,1(ω)/η] + · · ·+ [r˜1,t−1(ω)/η] + [r˜1,t+1(ω)/η] + · · ·+ [r˜1,k−1(ω)/η]
= [r˜1,1(ω)/η] + · · ·+ [r˜1,k−1(ω)/η]− p
≡ r − 1 + V ω(r˜1,k−1(ω))− p
≡ p+ r − 1 + V π(r˜1,k−1(ω)) (mod 2).
So, such k − 2 parts satisfy (3) of the Condition 2 in Lemma 4.2. From the proof above,
we see that π satisfies both of Condition 1 and Condition 2 in Lemma 4.2. By definition,
we will insert pη as a non-overlined part into π when we apply the (k − 1)-combination
Cpη to π. Hence, we have Cpη(Dpη(ω)) = ω.
Case 2: If we remove pη from ω to obtain π, then r˜1(ω) ≤ pη. If r˜1(ω) ≤ (p− 1)η,
then we see that there are no k − 2 parts satisfying (1) of Condition 2 in Lemma 4.2. If
(p− 1)η < r˜1(ω) ≤ pη, then by definition, we can also obtain (4.6) and (4.7).
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Assume that we remove r˜1,t(ω) = pη from ω to obtain π, then we see that {r˜1,j(ω)}j 6=t
satisfy the (1) and (2) of Condition 2 in Lemma 4.2. By (4.6), note that V ω(r˜1,k−1(ω)) =
V π(r˜1,k−1(ω)) + 1, we see that
[r˜1,1(ω)/η] + · · ·+ [r˜1,t−1(ω)/η] + [r˜1,t+1(ω)/η] + · · ·+ [r˜1,k−1(ω)/η]
= [r˜1,1(ω)/η] + · · ·+ [r˜1,k−1(ω)/η]− p
≡ r − 1 + V ω(r˜1,k−1(ω))− p
≡ p+ r + V π(r˜1,k−1(ω)) (mod 2).
So, such k − 2 parts do not satisfy (3) of the Condition 2 in Lemma 4.2. By Lemma 3.2,
there are no k − 2 parts satisfy the Condition 2 in Lemma 4.2. By definition, we will
insert pη as an overlined part into π when we apply the (k − 1)-combination Cpη to π.
Hence, in such case, we have Cpη(Dpη(ω)) = ω.
Thus, we complete the proof.
4.3 Proof of Theorem 4.1
In the subsection, we will give a proof of Theorem 4.1 by iteratively using the (k − 1)-
combination defined in Lemma 4.2.
Proof of Theorem 4.1. Let π be an overpartition in B1(α1, . . . , αλ; η, k − 1, r − χ(r = k))
and ζ be a partition into distinct parts divided by η. We shall define ω = Φ0(ζ, π) such
that ω is an overpartition in B0(α1, . . . , αλ; η, k, r) and |ω| = |ζ | + |π|. There are two
cases:
Case 1: If ζ = ∅, then we set ω = π. It is easy to check that ω ∈ B0(α1, . . . , αλ; η, k, r)
since there are no (k − 1)-sets in π. Furthermore, |ω| = |ζ |+ |π| and ℓ(ω) = ℓ(ζ) + ℓ(π).
Case 2: If ζ 6= ∅, assume that ζ = (ηζ1, ηζ2, . . . , ηζs), where ζ1 > ζ2 > · · · > ζs ≥ 1.
We apply the (k− 1)-combination to insert ηζs, . . . , ηζ1 into π in succession to get ω. We
denote the intermediate overpartitions by π(0), . . . , π(s) with π(0) = π and π(s) = ω. By
definition, there are no (k − 1)-sets of π and there are no overlined parts divided η in π,
so r˜1(π) = −∞ and ol(π) = 0, and hence
π(0) = π ∈ I<(α1, . . . , αλ; η, k, r|ηζs).
Setting b = 0, we repeat the following process until b = s:
• Step 1: Note that π(b) is an overpartition in I<(α1, . . . , αλ; η, k, r|ηζs−b), so we could
apply the (k − 1)-combination Cηζs−b to π
(b) to obtain π(b+1), that is,
π(b+1) = Cηζs−b(π
(b)).
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By Lemma 4.2, we see that
π(b+1) ∈ I=(α1, . . . , αλ; η, k, r|ηζs−b), (4.8)
and
|π(b+1)| = |π(b)|+ ηζs−b.
• Step 2: When b = s− 1, do nothing and go to Step 3 directly. When b < s− 1, and
note that ζs−b−1 > ζs−b, by (4.8), we see that
π(b+1) ∈ I<(α1, . . . , αλ; η, k, r|ηζs−b−1).
• Step 3: Replace b by b+ 1.
When b = s, we have
ω = π(s) ∈ I=(α1, . . . , αλ; η, k, r|ζ1).
Hence ω is an overpartition in B0(α1, . . . , αλ; η, k, r). Furthermore, from the construction
of Φ0, it is easy to see that
|ω| = |π(s)| = |π(0)|+ ηζs + · · ·+ ηζ1 = |π|+ |ζ |.
Therefore Φ0 is well-defined.
To show that Φ0 is a bijection, we shall give the description of reverse map Ψ0 of
Φ0. Let ω be an overpartition in B0(α1, . . . , αλ; η, k, r). We shall define Ψ0(ω) = (ζ, π)
such that ζ is a partition into distinct parts divided by η and π is an overpartition in
B1(α1, . . . , αλ; η, k − 1, r − χ(r = k)). We consider the following two cases:
Case 1: If there are no (k − 1)-marked parts in the reverse Gordon marking of ω
and there are no overlined parts divided by η in ω, then we set ζ = ∅ and π = ω. By
definition, we see that π is an overpartition in B1(α1, . . . , αλ; η, k − 1, r − χ(r = k)) and
|ω| = |ζ |+ |π|.
Case 2: If there are (k− 1)-marked parts in the reverse Gordon marking of ω or there
are overlined parts divided by η in ω, namely r˜1(ω) > 0 or ol(ω) > 0, then we set
ζ1 = max{⌈|ol(ω)|/η⌉, ⌈r˜1(ω)/η⌉},
where ⌈x⌉ denote smallest integer greater than or equal to x. By definition, we see that
ζ1 > 0 and
ω ∈ I=(α1, . . . , αλ; η, k, r|ηζ1).
Setting b = 0, ω(0) = ω and ζ (0) = ∅, we repeat the following process until there
are no overlined parts divided by η and there are no (k − 1)-marked parts in the reverse
Gordon marking of the resulting overpartition. We denote the intermediate pairs by
(ζ (0), ω(0)), (ζ (1), ω(1)), . . ..
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• Step 1: Note that ω(b) is an overpartition in I=(α1, . . . , αλ; η, k, r|ηζb+1), so we could
apply the (k − 1)-division Dηζb+1 to ω
(b) to get ω(b+1), that is,
ω(b+1) = Dηζb+1(ω
(b)).
By Lemma 4.3, we see that
ω(b+1) ∈ I<(α1, . . . , αλ; η, k, r|ηζb+1)
and
|ω(b+1)| = |ω(b)| − ηζb+1.
Then, we insert ηζb+1 as a part into ζ
(b) to get ζ (b+1).
• Step 2: If there are (k−1)-marked parts in the reverse Gordon marking of ω(b+1) or
there are overlined parts divided by η in ω(b+1), then r˜1(ω
(b+1)) > 0 or ol(ω(b+1)) > 0.
Setting
ζb+2 = max{⌈|ol(ω
(b+1))|/η⌉, ⌈r˜1(ω
(b+1))/η⌉},
by definition, we see that ζb+1 > ζb+2 > 0 and
ω(b+1) ∈ I=(α1, . . . , αλ; η, k, r|ηζb+2).
• Step 3: Replace b by b+ 1.
It is easy to see that the above process will end by performing it at most ζ1 times.
Supposed that it will end at the s-th time, that is, b = s. Then we have
ω(s) ∈ I<(α1, . . . , αλ; η, k, r|ηζs), and ζ
(s) = (ηζ1, . . . ηζs).
We set π = ω(s) and ζ = ζ (s). From the proof above, we can see that ζ1 > · · · >
ζs ≥ 1, so ζ is a partition in Dη. Notice that there are no overlined parts divided by η
in π and there are no (k − 1)-marked parts in the reverse Gordon marking of π, so by
definition, π is an overpartition in B1(α1, . . . , αλ; η, k− 1, r). Notice that fπ(0, η] ≤ k− 2,
so π is an overpartition in B1(α1, . . . , αλ; η, k − 1, k − 1) when k = r. Therefore, we
conclude that π is an overpartition in B1(α1, . . . , αλ; η, k − 1, r − χ(r = k)). It is easy
to check that |ω| = |π| + |ζ | and ℓ(ω) = ℓ(π) + ℓ(ζ). Furthermore, by Theorem 4.4,
we see that Φ0 and Ψ0 are inverses of each other. Hence Φ0 is a bijection between
Dη × B1(α1, . . . , αλ; η, k − 1, r − χ(r = k)) and B0(α1, . . . , αλ; η, k, r). Thus, we complete
the proof of Theorem 4.1.
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4.4 Example
We conclude this section by providing an example for the illustration of the bijection Φ0
in Theorem 4.1.
The example for the map Φ0: For k = 4, r = 3 and η = 10, let ζ = (50, 30, 20, 10) be
a partition in D10 and π be an overpartition in B1(3, 7; 10, 3, 3) given by
π = (23, 20, 7, 3).
Set π(0) = π, then r˜1(π
(0)) = −∞ and ol(π(0)) = 0. By definition, we see that
π(0) ∈ I<(3, 7; 10, 4, 3|10). We can apply C10 to π
(0), namely, we can insert 10 (or 10) into
π(0). Since fπ(0)(0, η] = 2 = 3 − 1, and by Lemma 4.2, we insert 10 as an overlined part
into π(0) to obtain
π(1) = C10(π
(0)) = (23, 20, 10, 7, 3).
By definition, we see that π(1) ∈ I<(3, 7; 10, 4, 3|20). We can apply C20 to π
(1), namely,
we can insert 20 (or 20) into π(1). Note that fπ(1) [10, 20] = 2 < 4 − 1, and there are two
parts 20, 23 of π(1) in (10, 30] such that
[20/10] + [23/10] = 4 ≡ p+ r − 1 + V π(1)(23) (mod 2),
where p = 2, r = 3 and V π(1)(23) = 4. Then by Lemma 4.2, we insert 20 as a non-overlined
part into π(1) to obtain
π(2) = C20(π
(1)) = (23, 20, 20, 10, 7, 3).
By definition, we see that π(2) ∈ I<(3, 7; 10, 4, 3|30). We can apply C30 to π
(2), namely,
we can insert 30 (or 30) into π(2). Since fπ(2)[20, 30] = 3 = 4− 1, then by Lemma 4.2, we
insert 30 as an overlined part into π(2) to obtain
π(3) = C30(π
(2)) = (30, 23, 20, 20, 10, 7, 3).
By definition, we see that π(3) ∈ I<(3, 7; 10, 4, 3|50). We can apply C50 to π
(3), namely,
we can insert 50 (or 50) into π(3). Note that there are no two parts of π(3) in (40, 60]
satisfying Condition 2 in Lemma 4.2, so we insert 50 as an overlined part into π(3) to
obtain
π(4) = C50(π
(3)) = (50, 30, 23, 20, 20, 10, 7, 3).
Finally, set ω = π(4). It is easy to see that ω is an overpartition in B0(3, 7; 10, 4, 3)
such that |ω| = |π|+ |ζ | and ℓ(ω) = ℓ(π) + ℓ(ζ).
The example for the map Ψ0: Let
ω = (50, 30, 23, 20, 20, 10, 7, 3)
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be an overpartition in B0(3, 7; 10, 4, 3). It is easy to check that ol(ω) = 50 and r˜1(ω) = 20.
Note that
ζ1 = max{⌈|ol(ω)|/10⌉, ⌈r˜1(ω)/10⌉} = 5,
set ω(0) = ω, then ω(0) ∈ I=(3, 7; 10, 4, 3|50). We can apply D50 to ω
(0), namely, remove
a 50 (or 50) from ω(0). Since ol(ω(0)) = 50, then we remove 50 from ω(0) to get
ω(1) = D50(ω
(0)) = (30, 23, 20, 20, 10, 7, 3) and set ζ (1) = (50).
Note that ol(ω(1)) = 30, r˜1(ω
(1)) = 20, and
ζ2 = max{⌈|ol(ω
(1)|/10⌉, ⌈r˜1(ω
(1))/10⌉} = 3,
so ω(1) ∈ I=(3, 7; 10, 4, 3|30). We can apply D30 to ω
(1), namely, remove a 30 (or 30) from
ω(1). Since ol(ω(1)) = 30, then we remove 30 from ω(1) to get
ω(2) = D30(ω
(1)) = (23, 20, 20, 10, 7, 3) and set ζ (2) = (50, 30).
It is easy to check that ol(ω(2)) = 10 and r˜1(ω
(2)) = 20. Furthermore,
ζ3 = max{⌈|ol(ω
(2))|/10⌉, ⌈r˜1(ω
(2))/10⌉} = 2.
So ω(2) ∈ I=(3, 7; 10, 4, 3|20). We can apply D20 to ω
(2), namely, remove a 20 (or 20) from
ω(2). Since ol(ω(2)) = 10 < 20, then we remove a 20 from ω(2) to get
ω(3) = D20(ω
(2)) = (23, 20, 10, 7, 3) and set ζ (3) = (50, 30, 20).
It is easy to check that ol(ω(3)) = 10 and r˜1(ω
(3)) = 3. Furthermore,
ζ4 = max{⌈|ol(ω
(3))|/10⌉, ⌈r˜1(ω
(3))/10⌉} = 1.
So ω(3) ∈ I=(3, 7; 10, 4, 3|10). We can apply D10 to ω
(3), namely, remove a 10 (or 10) from
ω(3). Since ol(ω(3)) = 10, then we remove 10 from ω(3) to get
ω(4) = D10(ω
(3)) = (23, 20, 7, 3) and set ζ (4) = (50, 30, 20, 10).
Note that there are no overlined parts divided by 10 in ω(4) and there are no 3-marked
parts in the reverse Gordon marking of ω(4), set ζ = ζ (4) = (50, 30, 20, 10) and π = ω(4), we
see that π is an overpartition in B1(3, 7; 10, 3, 3) and ζ is a partition in D10. Furthermore,
it is easy to check that |ω| = |π|+ |ζ | and ℓ(ω) = ℓ(π) + ℓ(ζ).
5 Proof of Theorem 1.18
In this section, we will give a proof of Theorem 1.18 by using Bailey pairs. We first give a
brief review of some relevant results on Bailey pairs. For more information on Bailey pairs,
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see, for example, [1, 7, 8, 12, 34, 40, 43]. Recall that a pair of sequences (αn(a, q), βn(a, q))
is called a Bailey pair relative to (a, q) (or a Bailey pair for short) if for n ≥ 0,
βn(a, q) =
n∑
r=0
αr(a, q)
(q; q)n−r(aq; q)n+r
.
Bailey’s lemma was first given by Bailey [9] and was formulated by Andrews [6, 7] in
the following form.
Theorem 5.1 (Bailey’s lemma). If (αn(a, q), βn(a, q)) is a Bailey pair relative to (a, q),
then (α′n(a, q), β
′
n(a, q)) is also a Bailey pair relative to (a, q), where
α′n(a, q) =
(ρ1; q)n(ρ2; q)n
(aq/ρ1; q)n(aq/ρ2; q)n
(
aq
ρ1ρ2
)n
αn(a, q),
β ′n(a, q) =
n∑
j=0
(ρ1; q)j(ρ2; q)j(aq/ρ1ρ2; q)n−j
(aq/ρ1; q)n(aq/ρ2; q)n(q; q)n−j
(
aq
ρ1ρ2
)j
βj(a, q).
Andrews first noticed that Bailey’s lemma can create a new Bailey pair from a given
one. Hence iterating Theorem 5.1 produces a sequence of Bailey pairs, which is called a
Bailey chain. Based on this observation, Andrews [6] showed that the Andrews-Gordon
identity (1.1) holds for r = 1 and r = k by iteratively using the following specialization
of Bailey’s lemma.
Lemma 5.2 (ρ1, ρ2 →∞ in Theorem 5.1). If (αn(a, q), βn(a, q)) is a Bailey pair relative
to (a, q), then (α′n(a, q), β
′
n(a, q)) is also a Bailey pair relative to (a, q), where
α′n(a, q) = a
nqn
2
αn(a, q),
β ′n(a, q) =
n∑
j=0
ajqj
2
(q; q)n−j
βj(a, q).
Agarwal, Andrews and Bressoud [1] gave an extension of a Bailey chain known as
a Bailey lattice and used the Bailey lattice to prove the Andrews-Gordon identity (1.1)
holds for 1 ≤ r ≤ k. Bressoud, Ismail and Stanton [12] provided an alternative proof of
this identity by iteratively using Bailey’s lemma and the following proposition.
Proposition 5.3. [12, Proposition 4.1] If A is any real number and (αn(1, q), βn(1, q))
is a Bailey pair relative to (1, q), where
αn(1, q) =
{
1, if n = 0,
(−1)nqAn
2
(q(A−1)n + q−(A−1)n), if n ≥ 1,
then (α′n(1, q), β
′
n(1, q)) is also a Bailey pair relative to (1, q), where
α′n(1, q) =
{
1, if n = 0,
(−1)nqAn
2
(qAn + q−An), if n ≥ 1,
β ′n(1, q) = q
nβn(1, q).
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The following proposition will be used in the proof of Theorem 1.18.
Corollary 5.4. [25, Corollary 2.4.] If A is any real number and (αn(1, q), βn(1, q)) is a
Bailey pair relative to (1, q), where
αn(1, q) =
{
1, if n = 0,
(−1)nqAn
2
(q(A−1)n + q−(A−1)n), if n ≥ 1,
then (α′n(1, q), β
′
n(1, q)) is also a Bailey pair relative to (1, q), where
α′n(1, q) =
{
1, if n = 0,
(−1)nqAn
2
(q(A−1)n + q−An)(1 + qn)/2, if n ≥ 1,
β ′n(1, q) = βn(1, q)(1 + q
n)/2.
To prove Theorem 1.18, we need the following Bailey pair.
Lemma 5.5. For k ≥ r ≥ 1,
αn(1, q) =
{
1, if n = 0,
(−1)nq(k−r)n
2
(q(k−r−1)n + q−(k−r)n)(1 + qn)/2, if n ≥ 1,
βn(1, q) =
∑
n≥Nr+1≥···≥Nk−1≥0
(1 + qn)q(N
2
r+1+···+N
2
k−1+Nr+1+···+Nk−1)
2(q; q)n−Nr+1 · · · (q; q)Nk−2−Nk−1(q
2; q2)Nk−1
.
(5.1)
is a Bailey pair relative to (1, q).
Proof. We start with the following Bailey pair [42, E(5)],
α(0)n (1, q) =
{
1, if n = 0,
(−1)n(q−n + qn), if n ≥ 1,
β(0)n (1, q) =
(−1)n
qn(q2; q2)n
.
(5.2)
Applying Proposition 5.3 with A = 0 to (5.2), this leads to
α(1)n (1, q) =
{
1, if n = 0,
2(−1)n, if n ≥ 1,
β(1)n (1, q) =
(−1)n
(q2; q2)n
.
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Substituting this Bailey pair into Lemma 5.2 gives
α(2)n (1, q) =
{
1, if n = 0,
2(−1)nqn
2
, if n ≥ 1,
β(2)n (1, q) =
n∑
j=0
(−1)jqj
2
(q; q)n−j(q2; q2)j
=
1
(q2; q2)n
,
(5.3)
where in the last equality of β
(2)
n (1, q) we employ the q-Chu-Vandermonde formula
n∑
j=0
(a; q)j(q
−n; q)j
(c; q)j(q; q)j
(
cqn
a
)j
=
(c/a; q)n
(c; q)n
,
with c = −q and a→∞.
Alternatively applying Proposition 5.3 and Lemma 5.2 k − r − 1 more times to (5.3)
yields the following Bailey pair
α(2k−2r)n (1, q) =
{
1, if n = 0,
(−1)nq(k−r)n
2
(q(k−r−1)n + q−(k−r−1)n), if n ≥ 1,
β(2k−2r)n (1, q) =
∑
n≥Nr+1≥···≥Nk−1≥0
q(N
2
r+1+···+N
2
k−1+Nr+1+···+Nk−1)
(q; q)n−Nr+1 · · · (q; q)Nk−2−Nk−1(q
2; q2)Nk−1
.
(5.4)
Applying Corollary 5.4 to the Bailey pair (α
(2k−2r)
n (1, q), β
(2k−2r)
n (1, q)) in (5.4), we
obtain
αn(1, q) =
{
1, if n = 0,
(−1)nq(k−r)n
2
(q(k−r−1)n + q−(k−r)n)(1 + qn)/2, if n ≥ 1,
βn(1, q) =
∑
n≥Nr+1≥···≥Nk−1≥0
(1 + qn)q(N
2
r+1+···+N
2
k−1+Nr+1+···+Nk−1)
2(q; q)n−Nr+1 · · · (q; q)Nk−2−Nk−1(q
2; q2)Nk−1
,
the desired Bailey pair. Thus we complete the proof of Lemma 5.5.
The proof of Theorem 1.18 also requires a special limiting case of the following theorem
due to Andrews.
Theorem 5.6. [6, Theorem 1] If (αn(1, q), βn(1, q)) is a Bailey pair relative to (1, q),
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then∑
n≥0
(b1; q)n (c1; q)n · · · (bk; q)n (ck; q)n
(
q−N ; q
)
n
(aq/b1; q)n (aq/c1; q)n · · · (aq/bk; q)n (aq/ck; q)n (aq
N+1; q)n
×
(
akqk+N
b1c1 · · · bkck
)n
q−
n
2 (−1)nαn(1, q)
=
(aq; q)N (aq/bkck; q)N
(aq/bk; q)N (aq/ck; q)N
∑
nk≥nk−1≥···≥n1≥0
(bk; q)nk (ck; q)nk · · · (b1; q)n1 (c1; q)n1
(q; q)nk−nk−1(q; q)nk−1−nk−2 · · · (q; q)n2−n1
×
(
q−N ; q
)
nk
(aq/bk−1ck−1; q)nk−nk−1 · · · (aq/b1c1; q)n2−n1
(bkckq−N/a; q)nk (aq/bk−1; q)nk (aq/ck−1; q)nk · · · (aq/b1; q)n2 (aq/c1; q)n2
× qn1+···+nkan1+···+nk−1 (bk−1ck−1)
−nk−1 · · · (b1c1)
−n1 βn1(1, q). (5.5)
We obtain the following corollary from Theorem 5.6.
Corollary 5.7. If (αn(1, q
η), βn(1, q
η)) is a Bailey pair relative to (1, qη), then for r >
λ ≥ 0,
∞∑
n=0
2q(r−
λ+1
2
)ηn2+λ+1
2
ηn−(α1+···+αλ)n(−qα1 ; qη)n · · · (−q
αλ ; qη)n
(1 + qηn)(−qη−α1 ; qη)n · · · (−qη−αλ ; qη)n
αn(1, q
η)
=
(qη; qη)∞
(−qη−α1 ; qη)∞
∑
N1≥N2≥···≥Nr≥0
qη(N
2
λ+2+···+N
2
r )+η((N1+12 )+···+(
Nλ+1+1
2 ))−(α1N1+···+αλNλ)
(qη; qη)N1−N2 · · · (q
η; qη)Nr−1−Nr
×
(−1; qη)Nλ+1(−q
α1 ; qη)N1 · · · (−q
αλ ; qη)Nλ
(−qη; qη)Nλ(−q
η−α2 ; qη)N1 · · · (−q
η−αλ ; qη)Nλ−1
βNr(1, q
η). (5.6)
Proof. Replacing q by qη, setting k = r, a = 1, cr−λ = −1 and cr−s+1 = −q
αs for
1 ≤ s ≤ λ, and letting bi for 1 ≤ i ≤ r, cm for 1 ≤ m ≤ r−λ−1 and N approach infinity,
(5.5) becomes
∞∑
n=0
2q(r−
λ+1
2
)ηn2+λ+1
2
ηn−(α1+···+αλ)n(−qα1 ; qη)n · · · (−q
αλ ; qη)n
(1 + qηn)(−qη−α1 ; qη)n · · · (−qη−αλ ; qη)n
αn(1, q
η)
=
(qη; qη)∞
(−qη−α1 ; qη)∞
∑
nr≥nr−1≥···≥n1≥0
qη(n
2
1+···+n
2
r−λ−1)+η((
n
r−λ
+1
2 )+···+(
nr+1
2 ))−(α1nr+···+αλnr−λ+1)
(qη; qη)nr−nr−1 · · · (q
η; qη)n2−n1
×
(−1; qη)nr−λ(−q
α1 ; qη)nr · · · (−q
αλ ; qη)nr−λ+1
(−qη; qη)nr−λ+1(−q
η−α2 ; qη)nr · · · (−q
η−αλ ; qη)nr−λ+2
βn1(1, q
η).
In the above identity, replacing nt = Nr+1−t for 1 ≤ t ≤ r, this leads to (5.6). Thus
we complete the proof of Corollary 5.7.
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We are ready to present the proof Theorem 1.18.
Proof of Theorem 1.18: Plugging the Bailey pair (5.1) in Lemma 5.5 with q replaced
by qη into (5.6), and by using the fact that for 1 ≤ i ≤ λ, αi + αλ+1−i = η, the left-hand
side of (5.6) can be simplified as follows.
1 +
∞∑
n=1
(−qα1 ; qη)n · · · (−q
αλ ; qη)n
(−qη−α1 ; qη)n · · · (−qη−αλ ; qη)n
× (−1)nq(k−
λ+1
2
)ηn2+λ
2
ηn−(α1+···+αλ)n(q(k−r−
1
2
)ηn + q−(k−r−
1
2
)ηn)
= 1 +
∞∑
n=1
(−1)nq(k−
λ+1
2
)ηn2(q(k−r−
1
2
)ηn + q−(k−r−
1
2
)ηn)
= (q(r−
λ
2
)η, q(2k−r−1−
λ
2
)η, q(2k−λ−1)η; q(2k−λ−1)η)∞. (5.7)
The right-hand side of (5.6) is
(qη; qη)∞
(−qη−α1 ; qη)∞
∑
N1≥···≥Nk−1≥0
(1 + q−ηNr)(−qη; qη)Nλ+1−1q
η(N2
λ+2+···+N
2
k−1+Nr+···+Nk−1)
(qη; qη)N1−N2 · · · (q
η; qη)Nk−2−Nk−1(q
2η; q2η)Nk−1
×
qη((
N1+1
2 )+···+(
N
λ+1+1
2 ))−(α1N1+···+αλNλ)(−qα1 ; qη)N1 · · · (−q
αλ ; qη)Nλ
(−qη; qη)Nλ(−q
η−α2 ; qη)N1 · · · (−q
η−αλ ; qη)Nλ−1
. (5.8)
Noting that
(−qr; qη)n = q
rn+η(n2)(−qη−r−nη; qη)n,
1
(−qη−r; qη)n
=
(−qη−r+nη; qη)∞
(−qη−r; qη)∞
,
hence the summation in (5.8) simplifies to
∑
N1≥···≥Nk−1≥0
qη(N
2
1+···+N
2
k−1+Nr+···+Nk−1)(1 + q−ηNr)(−qη−ηNλ+1 ; qη)Nλ+1−1
(qη; qη)N1−N2 · · · (q
η; qη)Nk−2−Nk−1(q
2η; q2η)Nk−1
×
(−qη+ηNλ ; qη)∞
∏λ
s=1(−q
η−αs−ηNs ; qη)Ns
∏λ
s=2(−q
η−αs+ηNs−1 ; qη)∞
(−qη; qη)∞
∏λ
s=2(−q
η−αs ; qη)∞
. (5.9)
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Combining (5.7), (5.8) and (5.9), we deduce that
(qη; qη)∞
(−qη−α1 ; qη)∞
∑
N1≥···≥Nk−1≥0
qη(N
2
1+···+N
2
k−1+Nr+···+Nk−1)(1 + q−ηNr)(−qη−ηNλ+1 ; qη)Nλ+1−1
(qη; qη)N1−N2 · · · (q
η; qη)Nk−2−Nk−1(q
2η; q2η)Nk−1
×
(−qη+ηNλ ; qη)∞
∏λ
s=1(−q
η−αs−ηNs ; qη)Ns
∏λ
s=2(−q
η−αs+ηNs−1 ; qη)∞
(−qη; qη)∞
∏λ
s=2(−q
η−αs ; qη)∞
= (q(r−
λ
2
)η, q(2k−r−1−
λ
2
)η, q(2k−λ−1)η; q(2k−λ−1)η)∞.
Multiplying both sides of the above identity by
(−qη−α1 , . . . ,−qη−αλ ,−qη; qη)∞
(qη; qη)∞
,
we obtain (1.7) by noting that for 1 ≤ i ≤ λ, αi + αλ+1−i = η. Thus we complete the
proof of Theorem 1.18.
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